Context: When an application evolves, some of the developed test cases break. Discarding broken test cases causes a significant waste of effort and leads to test suites that are less effective and have lower coverage. Test repair approaches evolve test suites along with applications by repairing the broken test cases.
Introduction
Testing is an important activity to assure the quality of software systems. Modern software development practices like DevOps, continuous integration and development encourage automated execution of test cases by requiring test engineers to develop test scripts. This leads to several advantages such as automated test execution, test effort reduction, efficient usage of resources and an easy to use regression test suite. Availability of test scripts that can be executed automatically improves the efficiency of testing, but can lead to significant challenges in the maintenance of the test scripts. As the system under test (SUT) evolves, a number of test scripts can fail due to changes in the SUT. Therefore, the test suite needs to evolve along with the SUT.
For regression testing to be effective, the test suite must be updated to keep pace with the changes in SUT. Each introduced change may lead to failed test cases. Some tests fail due to the presence of faults or bugs in the application code. However, some tests may stop prematurely due to modifications in the application code such as repositioning or renaming of existing elements, locator and layout changes, etc. Such premature stopping of test cases due to changes in the SUT is referred to as test breakage. The broken test cases cannot be executed on the updated SUT without fixing the implementation of the test cases (the test scripts). The existing literature classifies the regression test suite as usable, unusable and obsolete test scripts [1] . The usable test cases conform to the existing functionality because they are not affected by the changes made in the evolved (modified) version of SUT. The unusable/broken test cases contain at least one statement that cannot be executed successfully. Such un-executable statement(s) may break the whole test case but the test case can be 'fixed' by applying repairing transformations to the test case implementation. Obsolete test cases fail to execute on the updated version and are not repairable, for example, they correspond to functionality that has been removed from the SUT. The changes that break test cases can be structural or logical [2] . Structural changes deal with the layout and structure of the application whereas the logical changes deal with modification in business logic or functionality.
Discarding broken test cases after modifications highly affect the quality of the regression test suite. This reduces the size of the test suite and requires significant effort in re-writing and rerecording test scripts from scratch. Even small modifications can lead to a large number of broken test cases, in some cases up to 74% of the test suite [3] . Discarding the broken test cases therefore leads to a significant increase in the cost of testing and may reduce the quality of the test suite. Therefore, repairing broken test scripts is an important task [4] .
Over the past decade, researchers and practitioners have proposed different techniques for automated repairing of broken test scripts of evolving software systems [3, [5] [6] [7] . Broadly, the test script repair approaches perform three essential steps, (i) examine and classify difference between the original and modified versions of the evolving SUT, (ii) identify the broken test scripts, (iii) repair the broken test scripts using repairing transformations.
In this paper, we systematically identify, summarize and evaluate the existing literature to find gaps in the area and to position new research activities. We present a Systematic Literature Review (SLR) [8] in which we review 41 papers on test breakage prevention and automated repairing of test scripts. SLRs are used to investigate, categorize, and evaluate the existing literature in a particular research area by applying well-defined inclusion and exclusion techniques. The contribution of this study is twofold. First, it helps new researchers in a structured understanding of the area by indexing the existing studies and by providing new research directions. Second, it helps practitioners to understand state-of-the-art tools, techniques and their appropriate usage. More specifically, we provide the following contributions in the area of test script repair:
• We identify the test case repair approaches presented in the literature and classify the studies in terms of the type of contribution made, kind of approaches, and testing frameworks used for writing and recording test scripts.
• We classify the causes behind test case breakages that are presented in the literature and provide a taxonomy of commonly identified changes that can result in test breakage.
• We report on the evaluation of test breakage prevention and test script repair techniques.
We document any identified empirical evaluations, benchmark case studies and the widely used metrics to evaluate the quality of the proposed techniques.
• We provide implications of existing test repair techniques for practitioners based on the available evidence on the application of test repair techniques and tools.
• Finally, we offer new directions for future research by identifying the gaps in the area.
The rest of the paper is structured as follows. Section 2 presents the research methodology and the research questions used in this study. Section 3 discusses the answers to our research questions and the results of the review. Section 4 presents a discussion on our findings and take away for researchers and practitioners. Section 5 presents the related work and section 6 discusses different threats to validity. Finally, Section 7 concludes the paper with a discussion of potential future directions.
Research Methodology
We perform a Systematic Literature Review (SLR) by following widely accepted guidelines given in [8] [9] [10] . Based on the guidelines, given in [9] , we conducted this study in three steps, i.e., Planning, Conducting and Reporting. To clearly articulate the aims of the study, we use the Goal-Question-Metric (GQM) paradigm, given in [10] . Table 1 depicts our review protocol for conducting this SLR. 
Planning the Review

Goals
The aim of this review is to identify, review and synthesize the current state-of-the-art in the field of test case evolution. We aim to identify the recent trends and limitations, to evaluate the maturity of the area and discuss the opportunities for future research from the point of view of researchers and practitioners. Based on the objective of the study, we identify the following research goals:
G1:
To systematically map (classify) the state-of-the-art in the area of test case breakage prevention and test case repair. G2: To study the common changes or causes of test case breakages in evolving applications.
G3:
To study the nature of the published evidence on the effectiveness of the approaches, their evaluation, the tools being used, and subject applications.
Goals G1, G2, and G3 focus on gathering in-depth knowledge of test case repair research and empirical evaluation(s) performed to validate the proposed approaches. Based on the aforementioned goals of the study, we have formulated and grouped our research questions in five categories. Research questions in each category are further decomposed into multiple subresearch questions to rigorously extract and analyze the information.
Research Questions
RQ 1: What is the current state-of-the-art in the field of test case repair? The RQ is further divided into sub-questions as follows:
• RQ 1.1: Type of research contribution: What are the contributions of different studies in the field of preventing test case breakage and test case repair and how many studies present techniques, tools, frameworks, guidelines, and processes? To answer this question, we have adopted the classification proposed by Petersen et al. in [12] by extracting contribution facet from each paper and classifying the paper in the corresponding class.
• RQ 1.2: Type of research method: What type of research methods have been used in the published studies on test repair? We answer this aspect of research by using the guideline of Petersen et al. [12] to classify the research approach of studies. Each paper is placed in one or more of the following categories: validation research, evaluation research, solution research, opinion research and experience research.
• RQ 1.3: Test case repair tools: What tools exist to repair the broken test cases of evolving applications? Availability of tools has important implications for practitioners. The answer to this RQ provides a list of test case repair tools developed and used in the studies.
• RQ 1. 
Selection of online-digital libraries
A search for the relevant articles was carried out to answer the research questions. We focused on major digital libraries (given in Table 2 ) and augmented the search process using a welldefined methodology of snowballing used by other studies [13] [14] [15] [16] . For snowballing we follow the guidelines by Wohlin et al. [17] . Suitable repositories were identified based on previous research experience and suggestions provided by Chen et al. [18] . The automated search process resulted in a number of duplicate studies in the initial search but we preferred a conservative approach over reducing redundancy in the initial search results. The search query formulation is discussed in subsection 2.1.4. 
Formulation of query string
In order to include relevant publications in the pool of papers, all authors of this paper identified and proposed potential search keywords in several iterations. We performed keyword-based article extraction which provides relevant results. The search string was formulated through the following steps:
1. Identify search keywords from research questions. 2. Identify search keywords in relevant paper's titles, abstracts. 3. Identify synonyms and alternative words of search terms. 4. Connect identified keywords using logical ANDs and ORs operators.
Following keywords and their synonyms are identified (after consolidating the suggestions of all authors) to formulate the query string: (test case, test suite, test scripts, repair, co-evolve, maintenance, broken, unusable, obsolete). All synonyms were linked by inserting OR operator and different search terms were connected through AND operator. The final main query string is as follows:
("Test case" OR "test suite" OR "test script") AND ("repair" OR "coevolve" OR "maintenance") AND ("broken" OR "obsolete" OR "unusable")
The different variations of formulated search string were then provided to six search engines for an automated search. Search was performed on full text according to the guidelines provided by each database. Additionally, we also perform manual searching to mitigate the risk of missing articles. The manual search includes the following steps.
• We verified the selection of studies by cross-checking the references of the papers.
• The personal web pages and Google Scholar profiles (where available) of active researchers of the area were visited.
• The publication archives of specific venues where the higher number of papers is published (from the initial set of retrieved primary studies) were explored.
Defining inclusion and exclusion criteria
To select the relevant papers, we developed inclusion and exclusion criteria. We applied the criteria to the studies retrieved in the previous phase of source selection by reading the title, abstract and keywords of the studies. Each paper was reviewed by at least two authors of this paper before inclusion or exclusion into the final selection. Any conflicts in the inclusion and exclusion of studies were resolved through multiple group discussions and review meetings. After the application of inclusion and exclusion criteria, 41 studies were retained for analysis out of 589 total studies. The details of study selection are given in section 2.2.1.
Our inclusion and exclusion criteria are as follows:
• IC1: Studies which propose any technique, framework or tool for test case repair and breakage prevention.
• IC2: Studies written in English.
• IC3: Studies which are available in full texts.
• IC4: Studies which are available in multiple versions, only the most recent was included.
• IC5: Studies which are peer reviewed. The exclusion criteria are:
• EC1: Studies that do not propose any technique, framework or tool for test case repair and breakage prevention.
• EC2: Studies not written in English.
• EC3: Studies not available in full text.
• EC4: Duplicate studies were removed.
• EC5: All presentations, magazine articles, tutorials, lecture notes, editorials and other non-peer reviewed articles.
2.2
Conducting the Review
Selection of studies
Initially, we retrieved a total of 589 studies from the digital search by applying the query strings. At first step, duplicate studies (i.e., a paper present in more than one database) were removed from the initial pool of studies (IC4, EC4), resulting in the removal of 176 duplicate papers. In the next step, irrelevant literature was removed from the remaining set of 413 studies on the basis of title and abstract reading (IC1, EC1, IC2, EC2), which resulted in remaining 213 studies. Consequently, we have removed grey literature (presentations, magazine articles, tutorials, lecture notes, editorials and other non-peer reviewed articles) and studies not available in full text by thoroughly reading the introduction and conclusion of the papers (IC3, EC3, IC5, EC5) resulting in a total of 39 studies. To reduce the bias in the selection of studies, the first two authors performed a selection of studies independently and the results were then matched. Any disagreements between the authors in the selection of studies were discussed and resolved in follow up meetings by all authors where each author presented arguments for including or excluding a study. To further reduce the risk of missing any relevant work, the last two authors of this paper performed snowballing following the guidelines given by Wohlin et al. [17] . Snowballing resulted in two more papers being included in the final set of 41 studies for further analysis. Figure 1 illustrates the protocol of study selection. 
Metrics
We performed a comprehensive analysis of the included studies to collect data to answer the research questions. Initially, we have defined the metric through research questions and then data was extracted against each metric from the papers and recorded in the spreadsheets. Subsequently, we maintained a data extraction form where we record the data against each attribute. Each study was reviewed at least by two reviewers (authors of the current study). Any conflicting papers were discussed with the third author (acting as tie-breaker) before the final decision was made. 
Type of approaches used to deal with test repairs (corresponding to RQ 1.6)
This metric is used to assess the type of approach used in the papers. These approaches can be model-based, search-based, heuristic-based, computer vision-based, symbolic and concolic execution-based. This metric will identify the popular approaches used by different test case repair techniques. We allow for potential overlap between the categories.
▪ Model-based Approach: This category contains those studies which have used behavioral models to repair the test scripts. These models can be UML diagrams, control, and event flow graphs etc. ▪ Search-based Approach: This category contains studies which have used metaheuristic algorithms (such as evolutionary algorithm e.g. genetic algorithm) to repair the broken test scripts. ▪ Heuristic-based Approach: This category contains approaches to problem-solving which is a practical method but not guaranteed to be optimal, still sufficient for the immediate goal of repairing test cases. ▪ Computer Vision-based Approach: This category contains studies which have used image recognition techniques to identify and control GUI components. ▪ Symbolic and Concolic execution-based Approaches: This category contains studies which have used some kind of program analysis techniques (such as static and dynamic code analysis) for repairing the test scripts.
Causes of test case breakages (corresponding to RQ 2)
Each study targets some specific set of changes for repair. We have extracted all identified changes from the studies which can cause test breakages. Each study aims to repair test scripts for a specific domain, such as web applications, mobile apps etc. We organize the causes of test breakages with respect to domains in Section 3.7. Each change is identified as structural or logical [2] .  Structural Changes: Structural changes affect the layout, and appearance of the application.  Logical Changes: Logical changes affect the business logic of the application.
Characteristic of SUT (corresponding to RQ 3.1. RQ 3.2, RQ 3.3)
We collected the information related to the SUT (used for the evaluation or validation of approaches) in each of the included studies. Possible values for this metric are the number of subject applications, their names, size of SUT (in LOC), language and nature of SUT (such as open-source, industrial or a toy case study. We also identify the common metrics used for assessing the cost-effectiveness of test case repair approaches. Table 3 Systematic map developed and used in our study
Results and Discussion
In this section, we answer each of our research questions by using the extracted data.
3.1.
Type of Research Contribution (RQ 1.1)
Overall, we identified 41 relevant studies from the selected sources, as shown in Table 13 . Figure  2 shows the division of studies based on the type of contribution for all the 41 included studies in this paper. 39 studies proposed test case repair and breakage prevention techniques, 15 studies contributed test repair tools and two studies contributed frameworks, for example, S1 and S2. This shows that most of the research work is focused on contributing new techniques or Type of Research Facet (RQ 1.2) Figure 4 shows the distribution of studies by research facet. In the area of test case repair, most of the research is dominated by validation research, about 63% (26) of the studies are mapped to validation research. This shows that studies are not only proposing the solutions but are also its applicability and effectiveness on subject applications. For example, S12 provides an automatic repair approach, implemented in a tool called TestCareAssistant and is evaluated by applying to the test cases of six different subject applications. There is a reasonable share of studies (6 studies, 14%) that are mapped to evaluation research. For example, S18 provide a GUI test script repair technique implemented in a tool called SITAR, which is extensively evaluated on open source subject applications by providing limitations and benefits of the proposed technique. Moreover, 21% (9) studies are categorized as solution research, for example, S3 provides an approach evaluated on small case studies. Validation research is more popular in the area which shows higher attention towards sufficient empirical evaluations conducted by the papers. We also found a number of works that focus entirely on empirical evaluations of test breakage prevention and test repair approaches. These are discussed separately in the related works Section. 
Test Case Repair Tools (RQ 1.3)
The development of automated tools is important for the transformation of academic research into its practical application in the industry. Without such automated tools test case repair techniques face significant challenges in industrial adaption. Table 4 summarizes different characteristics of existing test repair frameworks and tools developed for different types of applications. Overall, 15 tools are listed in which five tools (S2, S8, S10, S18 and S34) provide repairs for test cases of GUI-based application. Furthermore, five tools (S4, S5, S19, S23 and S39) provide repairs for code-based changes, two tools (S9 and S38) provide repairs for broken test scripts of mobile application and three tools (S20, S21 and S37) repair unusable test scripts for evolving web applications. We also searched these tools online, to check, whether they are available for the use of other researchers and practitioners. We conducted an online search on May 01, 2018 for tools where the authors explicitly mention that the tool is available for public download. Surprisingly, only four (S5, S19, S23, and S37) out of 15 tools were available for download.
Tools that are available for repairing the breakages of GUI test scripts are REST, GUIAnalyzer, Maintenance tool (called as maintenance tool by the study), FlowFixer and SITAR. S34 presented a tool called REST which is used as a plugin for eclipse to maintain and evolves GUI test scripts to test new versions. S2 proposed a Java-based tool, GUIAnalyzer, to provide a general solution for GUI test case maintenance by using the set of heuristics. S8 contributes a maintenance tool to automatically repair the GUI test scripts without any human intervention.
Another study S10 provides GUI test evolution using FlowFixer, which suggests replacement actions for broken workflows. S18 presented a tool named SITAR uses a model-based technique to iteratively repair the obsolete low-level QTP scripts. VISTA repairs the DOM-based locators in web tests. It does so by tracking the broken web element across application versions using its visual appearance through the application of computer vision.
The growing trend of test case repair tools can be seen in the final column of Table 6 . Most of the tools based on differential testing which executes whole test suite on both the original and modified version of applications for identification of broken or failed test cases. Such techniques have a higher execution cost as they require all test cases to be executed for the identification of broken test cases. In the case of larger test suites, with fewer changes, the cost of execution may become higher than repairing the test scripts. Another limitation of the existing techniques is that they are language dependent. For instance, S18 and S21 repairs QTP and Selenium IDE test scripts respectively. Both are capture-and-replay tools and share common characteristics (for example, capture the steps of actions on the web application user interfaces, which can later be replayed). Generic tools need to be developed to automatically provide test repairs, independent of the underlying testing framework for wider applicability. Interestingly, all 15 tools that we found were developed in java. Similarly, the approach presented in S14 repair test cases generated through QTP. There are 17 approaches categorized in 'others' that have not mentioned any specific target framework, nor could we infer the target framework from the paper. For example, S2 did not mention that the proposed approach repairs test cases for any particular target framework. Therefore, such approaches are categorized in 'Others'. Figure 5 shows the type of test scripts repaired by the proposed approaches in the included studies. So far, JUnit is the most popular test framework targeted by most of the approaches. Figure 6 shows the distribution of platforms targeted by the included papers. Most of the published works focus on test breakage prevention and test repair of desktop applications. We found 7 papers that target web applications and 2 papers that explicitly cover mobile applications. Another 2 papers could not be placed in any of the categories due to their generic nature and lack of information that could be extracted. These are therefore mapped to others category. The two papers targeting test case repair for mobile applications target ROBOT test framework. Both the papers are from the same group of researchers. We did not find any works with other mobile application testing frameworks such as Appium, etc. 
Type of approaches for test repairs (RQ 1.6)
Our results indicate that most of the studies 36% (15) used model-based approaches in their test repair techniques, for example S22 has used a control flow graph to model the event sequence of the GUIs of the original version and the modified version to identify the changes and to check whether a test case is usable on modified GUI or not. About 34% (14 studies) have used symbolic and concolic execution approaches, for example, S23 has used dynamic symbolic execution to modify the values of assertions to make the test case pass. About 19% (8) studies used heuristic-based approaches, for example, S2 has provided some heuristics to solve the problem of maintaining GUI test cases. Five studies have used search-based approaches, for example, S4 has used the genetic algorithm for fixing broken JUnit tests. Some studies use more than one approach, for example, S22 uses a model-based approach and propose heuristics to repair test cases. Recently a new paper (S37) is published that uses computer vision-based approach for repairing the GUI test script. Overall, model-based and symbolic execution-based approaches are the most popular approaches used by studies in their test repair techniques, as shown in Figure 8 . Table 5 shows the summary of common weaknesses and strengths of the approaches used in the studies. Table 5 Approaches strengths and weaknesses
Approach Strengths and Weaknesses
Model-based approach + Ensure generalizability and provide tool-independent solutions [6] .
-Requires expertise to design models [19] . Search-based approach + Provide the most optimized solution to the problem [20] . -Computationally expensive [21] .
Heuristic-based approach
+ Can be used with any other repair techniques [22] . -May not provide accurate and generalize solution [23] .
-It needs practitioner's experience and knowledge to apply heuristics efficiently [24] .
Computer
Vision-based approach
+ Visual locators might be the best choice when the visual appearance is more stable than the structure [25] . -Image processing algorithms are known to be quite computation-intensive and often reported as one of the weaknesses of visual testing [26] .
Symbolic & Concolic based approach
+ Explore different feasible paths [5] .
-These approaches are affected by path explosion problem [27] .
3.7.
Causes of test case breakages (RQ 2)
Software systems undergo several changes during their evolution. Unfortunately, such changes might affect the corresponding test cases. Some studies are available in the literature which has classified the causes of test breakages. For example, [28] provides a taxonomy of the causes of record and reply test breakages for evolving web application. Record and Replay tools record the interaction with the web browser while performing specific tasks. However, they are vulnerable to changes and will break during the test execution [29] . We extract the causes of test case breakages and collect them into a single taxonomy. Our taxonomy subsumes the taxonomy of causes of test case breakages for web applications presented in [28] and covers both desktop applications and mobile applications based on the data extracted from 41 included studies.
Such taxonomies help researchers to guide their test repair techniques for repairing maximum causes of breakages. It also helps to evaluate the maturity of approaches and clarifying key issues in the area. Without knowing the causes of broken test cases, it would not be possible to propose new approaches to repair them. Figure 9 shows the common causes of test breakages in all domains. The most common types of changes are the addition, deletion or modification of elements.
We summarize all identified causes of test breakages from the existing literature and re-classify them into coarse-grained classes on the basis of similarities among the causes, as shown in Table  6 , Table 7 and Table 8 . In order to integrate and classify the existing causes of test case breakages, two of the authors of this paper studied the presented causes in selected studies (where applicable) and labeled each cause of test breakage for creating the taxonomy independently. Subsequently, these labels were then refined through multiple review and group meetings of all authors for organizing them into hierarchies. For example, S8 is focused towards repairing the changes related to the method signature, class hierarchies and addition or deletion of overridden/overloaded methods. The targeted changes from each study were identified and grouped in some high-level classes with the consensus of all authors of the study. Table 6 presents the type of code changes which can break their corresponding test cases. S6 is the only study which provides test repairs for almost all of the changes mentioned in the Table. S23 and S24 mostly deal with breakages related to method-level changes. We can conclude that "Method-Level Changes" (such as changes in the declaration of method parameters and return values, insertion and removal and type changes) are the prominent causes of test breakages for desktop applications. We did not find any work that focusses specifically code level changes for mobile and web applications. However, due to the nature of the approaches, it can be inferred that mobile and web applications will also share the same causes. Therefore, the approaches that fix and repair test breakage based on such changes should also be applicable to mobile and web applications. Table 7 shows the causes of test breakages for testing web applications. Most of the techniques provide repairs for the broken HTML locators (such as id, name and XPath) and it also shows that web locators are a prominent cause of web test breakages. Changes related to pop-up boxes, page reloading and session expiry are neglected by the web test repair techniques. Table 8 shows the causes of test breakages due to GUI evolution of software systems. A number of test repair techniques provide fixes for the structural GUI evolution such as repositioning of GUI elements, enable or disable buttons, and other GUI layout changes. We found some instances of overlap between the causes of test breakages in this category between desktop, mobile and web applications. For example, the changes classified under event-related changes are common for all three platforms. Similarly, repositioning of graphical elements is also common to all three platforms. We did not find any works that address repairing of test cases broken as a result of session related changes (for example, user inactivity time increased or decreased), changes to Java scripts pop-ups, etc., despite being common in web applications.
As a consequence of classifying the reported causes in higher level classes, we hope to let researchers and practitioners infer whether a given technique may be applied on a SUT from a domain for which it was not originally intended. For example, S9 uses a model-based approach to repair broken GUI test scripts of mobile applications. This approach constructs an event sequence model (ESM) to abstract possible event sequences in a GUI and a delta ESM (DESM) to abstract the changes made to a GUI. By using delta DESM, it automatically updates test cases for the updated version. The use of modeling methodology makes it generalizable to be applied to other GUI-based desktop applications. VISTA (S37) uses computer vision-based approach to suggest repairs for broken capture and replay test scripts. As capture and replay test scripts share common characteristics like <locator, value, action>, this technique can also be used to repair other automated test scripts such as Selenium and QTP. Similarly, code level techniques such as those proposed by S4, S5, S6, S23 and S24 can also be applied mobile applications, web applications as well as desktop applications, even though the papers themselves do not provide any such application evidence. 
System under Test (RQ 3.1)
As discussed in section 3, and shown in Table 9 , we have extracted the following attributes for applications used in empirical evaluations. It can be noticed from the Table (highlighted in bold) that the largest case study used in the domain of mobile applications is Baidu Music having 5577 LoC. In web application Tikiwiki is the largest case study having 873000 LoC and in the experiment with the desktop applications, JFreeChart is used as a large case study having 217357 LoC. Figure 10 shows the histogram of the 34 studies, which have conducted empirical evaluations and the number of subject applications they have used. S24 used the most number (17) of subject applications in its empirical evaluation. Furthermore, five studies (S5, S7, S12, S36, S41) uses six subject applications, four studies (S1, S15, S20, S35) uses seven subject applications, three studies (S3, S10, S40) uses five subject applications and three studies (S7, S12, S30) uses five subject applications in their empirical evaluations. Consequently, S33 uses eight subject applications, S6 uses nine subject applications, S9 uses 11 subject applications, S38 uses 16 subject applications and S24 uses 17 subject applications. Figure 10 Number of case studies used by each study Figure 11 shows the size (LOC) of SUT's used in each study. It is good to see that more than half (about 60%) of the studies used non-trivial SUT's (equal to or more than 10k) for evaluating their techniques. The study that uses largest SUT with 873000 LOC (named as TikiWiki) is S33, which was published in 2016. We hypothesized that the size (LOC) may be increasing in new studies. To assess our hypothesis visually we have drawn a scatter plot, as shown in Figure 12 , of years vs. size (LOC). Each dot in the Figure represents the LOC for each study w.r.t. year. In this context, we can argue that, in general, the size of SUT is increasing with time, i.e., newer papers are evaluating their approaches on multiple larger case studies which increases the confidence in their results. Table 10 shows the list of most frequently used case studies and their respective number of downloads. The download statistics indicate (although imprecisely) that almost all frequently used case studies have a number of actual users. Therefore, these case studies are considered as industrial applications. Rigorous evaluation of test repair approaches on large case studies that have a number of actual users indicates the maturity of the area. 
Empirical evaluation metric (RQ 3.2)
Empirical evaluation of the proposed technique is essential for determining its applicability and suitability. To measure the effectiveness of test case repair technique, different studies have used multiple metrics. These metrics are used as criteria for assessing the effectiveness of the proposed test case repair technique. We have extracted these metrics from all 27 studies which have provided empirical evaluations. Table 11 shows the list of common metrics that studies have used/proposed for the purpose of measuring the effectiveness of test repair techniques. These metrics include test case length, test case execution time, code coverage (i.e. uniqueness of event sequences and branch coverage), screens and connection coverage (used mostly in the domain of mobile application testing) and false positives/negatives.
• Test case length: This metric is used to compute the length of test cases before and after the repair. In the context of GUI element coverage, longer test cases reduce the number of test cases necessary to achieve the test objectives [30] . This metric helps to evaluate the strength of approaches in maintaining the same number of steps in the test case. For example, a previous test case covers functionality by triggering four events/actions, but the repaired test case needs to trigger five events/actions for executing the complete test case. Hence, we can say that the repair test case has a maximum length than that of the previously broken test case.
• Test case execution time: This metric is used to estimate the execution time of the repaired test suite on the modified versions. A significant difference in resulted time when compared to the original test suite shows the strength or weakness of repaired approach. For instance, S28 measure the change in execution time of original test scripts of version 1.0 and compares it with the execution time of repaired test scripts of version 2.0.
• Code coverage: Studies used this metric to compare code coverage before and after the repair process. This metric measure if the test repair techniques improve or decrease the coverage of SUT.
• Screens and connection coverage: This metric is mostly used for mobile application where the intention is to test every screen (number of screens added/deleted) and connections (number of connections added/deleted/modified).
• False positives and false negatives: These metrics were mostly used in heuristics-based approaches. For instance, in the context of test case evolution, false negatives are the elements from the original GUI window identified as no longer existing in evolved GUI when in fact they actually do. False positives are the elements from the original GUI window which are identified to have been preserved (with little modifications) in evolved GUI but actually they are no longer present. Table 11 Metrics used/proposed for the purpose of effectiveness measurement.
Metrics Paper Reference
Test case length S1 Test case Execution time S1, S5 Code coverage S1, S5, S9, S18 Screens and connection coverage of mobile apps S9 False Positive, False Negative S2
Share of industry case studies (RQ 3.3)
Only a few studies have reported the use of 'real industrial case study' for evaluation of their proposed test case repair approaches. Majority of the studies with empirical evaluation have shown the applicability of their approaches by using open source applications. Some of these open source applications are close enough to the real industrial case study, for example, TikiWiki. However, there is a need for conducting empirical studies to assess the effectiveness of the proposed approaches on real industrial case studies.
Research findings
In this section, the findings of each research question are provided in the summarized form.
 RQ 1. On the other hand, lack of reported results in real industry context reduces the confidence of practitioners on the maturity of proposed approaches. In particular, a number of approaches are presented as generic, without actual evidence of their application on specific case studies using a particular test framework. Researchers need to provide evidence on the application of their approaches and their feasibility using popular test frameworks. While we found a number of works that focus on JUnit and Selenium frameworks, other common testing frameworks such as APM, TestComplete, Espresso are not covered.
 RQ 1.3 Test Case Repair Tools:
We discovered that most of the approaches target end-to-end (E2E) test scripts that operate at the GUI level and test the application as a whole from the point of view of the end user. However, from our observations, it emerges that most of the techniques have been proposed in the desktop domain, whereas the web and mobile domain are still understudied platforms. This is a positive indicator for practitioners involved in developing GUI based test cases. For researchers, we have identified a significant research gap in the domain of repairing web and mobile application test suites. Moreover, despite the claims of tools being publically available, at the time of our search, we only found a few tools that are still available for download. In particular, we did not find any tool available for download that can repair test cases of mobile applications. Such lack of tools is a significant hindrance in converting academic research into industry practices.
 RQ1.  RQ 3.3 Share of Industry Case Studies: We have analysed the empirical studies in the area and found that no technique in the area is evaluated on an actual industrial case study. However, the most frequently used case studies are large scale open source studies that have a significant number of users (determined from the number of downloads). Therefore, the applications can be considered as good representative of industry applications. However, from a practitioner's perspective evaluation in real industry context is still an important aspect missing from the available literature. In particular, there is a lack of experience reports on challenges in applying these techniques on industry projects.
Related Work
To the best of our knowledge, there is currently no systematic review or literature survey in the area of test case evolution. However, numerous SLRs have been proposed in the area of software testing that we discussed in this section. Also, we discuss empirical studies in the area of test case repair.
a. SLRs in Software Testing
There are a number of systematic reviews in different sub-areas of software testing [31] . For example, Dogan et al. [32] conducted an SLR on web application testing to identify, analyze and classify state-of-the-art techniques for testing of web applications. Kanewaka et al. [33] systematically gathered literature on the challenges and proposed solutions to testing of scientific software. Catal et al. [34] presented a systematic literature review on test case prioritization techniques using a genetic algorithm. The paper summarizes the existing techniques of the genetic algorithm for test case prioritization. Narciso et al. [35] conducted an SLR on the techniques of test case selection and state that random testing, genetic algorithm and greedy algorithm are the most commonly reported methods. Machado et al. [36] presented a systematic review on the strategies used in testing of software product lines. Rafi et al. [37] summarize the benefits and limitations of automated software testing by analyzing papers that presented techniques for test automation. Khan et al. [38] conducted an SLR on the reporting quality of model-based testing techniques.
b. Empirical Studies in the area of Test Case Repair
We identified 13 empirical studies published in the area of test case repair, shown in Table 12 .
Here we provide a brief overview of existing secondary studies (e.g., empirical studies/taxonomy papers), focusing on different aspects of test case maintenance. For example, S42 presented an empirical analysis of Capture/Replay web testing and programmable web testing to evaluate their development time and test case maintenance effort. S43 presented a detailed taxonomy of causes of web test breakages. S44 conducted an empirical study to identify what costs are associated with automated GUI-based testing. S45 provides the fine-grained co-evolution patterns between production and test code. S46 has evaluated the feasibility of repairing broken test scripts automatically by studying maintenance operations on test scripts. S47 performed an empirical analysis to assess the robustness of visual and DOM-based web locators during code evolution. S48 presented an exploratory assessment to identify the causes of the fragility of UI automated tests for mobile applications. S49 studied the use of an optimal greedy algorithm to generate the robust XPath locators for web testing. S50 presented an extensive empirical study of the prevalence and maintenance of Selenium-based functional tests for web applications. S51 reported an experiment on an industrial case study, for investigating the potential benefits of adopting the page object pattern to improve the maintainability of Selenium WebDriver test cases. S52 has experimentally assessed the effectiveness of tool-based approach versus the manual approach for maintaining GUI directed test scripts. S53 presented the comparison of two test case generation algorithms (genetic and concolic) to examine the reuse of existing regression test cases by considering several factors (e.g. the order in which the code elements are targeted in the generation of test cases). S54 conducted an experiment to quantify the maintenance effort required to repair Selenium WebDriver test suites adopting different locators. 
Threats to validity
In this section, threats to the validity of this SLR and the measures taken to minimize them are discussed.
Internal threats validity:
One of the internal threats to this study is study selection. We have followed a systematic search process for searching papers and including them in our final selection. We have used different query strings to search in six major digital libraries for research papers and have used a rigorous inclusion and exclusion criteria for the final selection of our studies. Despite such a systematic process for the selection of studies, there are still chances of missing out some relevant study due to the way search strings are formed. There could also be studies published in languages other than English. We restricted our search only to manuscripts published in English.
Researcher's bias is another internal threat in the selection of primary studies. To reduce the threat each paper was reviewed by at least two authors of this study and all the conflicts in the selection of papers were discussed and resolved through multiple review and group meetings with all the authors of the study. External threats validity: Generalizability in SLR can be interpreted as well the selected studies represent the area being studied. To ensure generalizability, we follow well-defined practices for conducting a systematic literature review and by including papers from all common databases and search engines. Snowballing was used on selected case studies to ensure that no studies are omitted that are relevant to the topic.
Conclusion threat validity:
Conclusion validity of SLR deals with whether correct conclusions are drawn through systematic and repeatable treatments [16] . In order to confirm the reliability of the treatments, all the primary studies were reviewed carefully by at least two authors to reduce the bias in data extraction, which can lead to incorrect conclusions. Disagreements regarding the extracted data were resolved by consensus among the authors. The reported graphs and tables are directly generated from the extracted data in a spreadsheet to ensure its traceability with data. The systematic approach followed in this study ensures replicability and the results of any similar study will have no major deviations from our classification decisions. Additionally, we have made the extracted data available in an online Google spreadsheet (http://bit.do/eDsL6) for researchers to download and explore.
Conclusion
The goal of the study is to gather, analyze and classify the current state of the art in software test repair techniques. This review can help practitioners in many ways. It provides an overview of the state-of-the-art in the area and can be used as a catalog of existing test case repair techniques and tools. We have identified the published test case repair techniques, tools and their characteristics (metrics/attributes). Furthermore, it is found that researchers have focused on model-based and symbolic execution-based approaches to repair test cases. Most of the identified test repair techniques target test repair of GUI based applications. Despite the popularity of web applications and mobile applications, we found less research focus on test suites repair for mobile and web applications. Web and mobile applications represent a significant market share and more and more companies are moving towards automating their test suites. Techniques and tools that support test suites maintenance for web and mobile applications are therefore of significant interest to practitioners. Out of 15 proposed tools, available in the literature, we only found 4 tools that are publicly accessible. None of the tools proposed for repair test cases of mobile applications were available for download at the time of submission of this paper. Access to viable tools is an important consideration for the practitioners that are interested in evaluating and using a given approach. Without the tools being publicly available, it is difficult for a practitioner to evaluate its usefulness. Another important observation is on the nature of the case studies used for evaluating the proposed approaches. We found that empirical evaluations were done on open source case studies. We identified a positive trend of using large scale open source case studies for evaluation. Use of such large-scale case studies that have a number of active users increases the confidence in the results of the presented approach and is a loose indicator of growing maturity of research in the domain. Such studies would be a good approximation of industry case studies, we feel that researchers and practitioners would benefit significantly from experience reports and evaluation done in real industry settings. We found a significant lack of evidence on the comparison between the various tools and which tools and approaches are more suited for a given context. We found a number of manual, semi-automated and automated approaches that aim to repair test cases. However, we did not find evidence on the cost-effectiveness of such approaches. There is a need for controlled experiments and industry case studies to compare the effectiveness of the proposed test repair and breakage prevention approaches. 
