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Abstract
In conventional half-duplex (HD) wireless communications systems, bidi-
rectional communications between a pair of nodes is achieved with either
frequency division duplexing (FDD) or time division duplexing (TDD).
The former technique employs different frequency bands for the uplink
(UL) and downlink (DL), whereas, in the latter technique, a single chan-
nel is shared in the time domain for both UL and DL. Such techniques
however may not be suitable to fulfil the envisioned requirements of next
generation wireless systems. Historically, simultaneous transmission and
reception in wireless communications was deemed infeasible in practice
due to the so called self-interference (SI), which is the interference gen-
erated by the transmitter of a radio on its own receiver. Recent develop-
ments in SI cancellation techniques have led to the practical realization
of FD radios. FD technology has a number of attractive features, for
example, it can potentially double (theoretically) the ergodic capacity,
reduce the feedback delay, decrease the end-to-end delay, improve the
network secrecy and increase the efficiency of network protocols.
Motivated by these developments, first in this study, a two-tier het-
erogeneous cellular networks (HCNs) wherein the first tier comprises half-
duplex (HD) macro base stations (BSs) and the second tier consists of
FD small cells. Advocating for the use of small cells as a strong can-
didate to deploy FD technology, for its low-powered nature and ease of
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deployment. The study is conducted through a stochastic geometry ap-
proach, we characterize and derive the closed-form expressions for the
outage probability and the rate coverage.
Furthermore, we move up the layers of the protocol stack and present
an energy-efficient medium access control (MAC) protocol for distributed
full-duplex (FD) wireless network, termed as Energy-FDM. The key as-
pects of the Energy-FDM include energy-efficiency, co-existence of dis-
tinct types of FD links, throughput improvement, and backward compa-
rability with conventional half-duplex (HD) nodes.
Finally, we present a cross-layer aided routing protocol, termed as
X-FDR, for multi-hop FD wireless networks. X-FDR exploits a Physical
(PHY) layer model capturing imperfection of SI cancellation. At the
medium access control (MAC) layer, X-FDR adopts an optimized MAC
protocol which implements a power control mechanism without creating
the hidden terminal problem. X-FDR exploits the unique characteristics
of FD technology at the network layer to construct energy-efficient and
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Wireless radios are rapidly becoming an essential part of every day’s life.
With laptops connecting to hotspot access points, smart phones stream-
ing videos wirelessly through cellular networks, and high definition (HD)
video group calls, users are increasingly demanding higher speeds and
wider availability from their providers. There are several predictions on
how the growth of data will reach by 2020, and the amount of connected
devices there will be. According to IDC’s Digital Universe study [1].
The amount of data is expected to reach 44 zetabytes (ZB) by 2020,
compared to 4.4 ZB in 2013, with 10 times multiplication factor, dou-
bling the amount of data almost every two years, as demonstrated in Fig.
1.1. Such growth results mainly from the growing number of M2M appli-
cations, such as smart meters, video surveillance, healthcare monitoring,
sensors, device-to-device (D2D) communications, vehicular communica-
tions, transportations, and package or asset tracking, etc. In another
study done by Cisco [2], the predicted amount of connected devices in
2020 is expected to reach 50 Billion, with an average of 6.6 devices per
person, compared to 12.5 Billion devices in 2010 with an average of 1.8
devices per person as shown in Fig 1.2. Those predictions may not nec-
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Figure 1.1: Predicted data growth by 2020.
Source: IDC’s Digital University Study, December 2012.
essarily become a reality or represent exactly how things are going to
be, however, it indicates a clear trend of imminent growth that must be
properly addressed.
This means that the devices trying to connect through wireless chan-
nels is bound to increase, necessitating further research into addressing
the problems and challenges accompanied with the expected densification
and the change of requirements.
The challenges in wireless communications originate mainly from the
shared and broadcast nature of the wireless medium. Which means that
the devices attempting to communicate or access the network in a spe-
cific area, need to contend for the wireless channel, requiring adequate
access mechanisms to share the medium efficiently, especially with the
increasing scarcity of the spectrum. Therefore, different technologies had
been proposed to meet the requirements of next generation wireless com-
munications and address the problems of spectrum scarcity, capacity and
availability. Proposed solutions included cognitive radios [3], millimetre
16
Figure 1.2: Predicted number of connected devices by 2020.
Source: Cisco IBSG, April 2011.
(MM) wave communications [4], and D2D communications [5].
One important and promising solution that recently attracted atten-
tion of both academic and industrial communities, is Full-Duplex (FD)
technology.
FD communications offer many appealing features and advantages
which made it a strong candidate to achieve the requirements of next
generation wireless communication. Features of FD technology include
theoretically doubling the capacity of the network [6, 7], reducing feed-
back delay [8], decreasing end-to-end delay [9], improving network se-
crecy [10], and increasing the efficiency of higher layers network proto-
cols [11]), in addition to the possibility of merging FD technology with
other proposed solutions to accomplish significant improvements in the
performance of wireless networks. This made research on FD technology
a necessity, and significantly intriguing.
17
1.1. Current Wireless Communications
Figure 1.3: Frequency division duplexing.
1.1 Current Wireless Communications
Current wireless communication systems perform bi-directional commu-
nications between a pair of nodes by using duplexing techniques and
isolated sprecturm resources for uplink and downlink. The main duplex-
ing techniques are frequency division duplexing (FDD) and time division
duplexing (TDD).
FDD uses two different carrier frequencies to achieve simultaneous
transmission, one frequency for uplink and another spatially isolated fre-
quency for downlink, as illustrated in Fig. 1.3. With this technique,
Nodes 1 and 2 can exchange data at the same time, while using two
different frequencies. This provides spacial isolation between the two
nodes and prevents them from interfering with each other. Many net-
works use FDD as a standard to enable bi-directional uplink and down-
link transmissions. Examples include 4G Long Term Evolution (LTE)
network [12], Global System for Mobile (GSM) [13], Code Division Mul-
tiple Access (CDMA2000) cellular networks [14] and Digital Subscriber
Line (DSL) connections [15]. The use of two separate frequencies indeed
achieve simulation communication, however it could be rather costly in
18
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terms of spectrum allocation, and economical cost inefficiency as well,
since service providers will have to purchase and license two frequencies
to achieve successful communications via FDD.
In TDD, nodes divide access in time slots as shown in Fig. 1.4. When
Nodes 1 and 2 attempt to communicate with each other, they allocate
different time slots to each node, which may also be done by the access
point in centralized topologies. Afterwards, the nodes take turns in send-
ing data to each other based on the assigned time slots. Consequently,
the interference is prevented by allowing a single transmission at a time,
dividing the single frequency channel in terms of time slots. TDD is
simple to implement and does not accommodate the complexity of or-
thogonality that FDD has, therefore, many data networks adopts it as a
duplexing scheme, especially in ad-hoc networks where frequency use is
not tightly controlled. Using TDD achieve bi-directional transmissions,
however, it is not simultaneous and therefore is known as half duplexing,
additionally, it can lead to other problems across the network, like the
hidden terminal problem, when nodes think the spectrum that include a
receiving node is idle, and starts a new transmission that collides with
an ongoing one. Examples of TDD usage include wireless Local Area
Networks (WLAN 802.11) [16] and Bluetooth (802.15) [17], in addition
to mobile communications.
Figure 1.4: Time division duplexing.
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1.2 Inband Single Channel Full Duplex
To mitigate the inherited problems of TDD and FDD, a radio that can
transmit and receive simultaneously using a single carrier frequency is
required. However, until recently, simultaneous transmission and recep-
tion in wireless communications was deemed infeasible in practice due to
the immense self-interference (SI), which is the interference generated by
the transmitter of a radio on its own receiver as illustrated in Fig 1.5.
With such overwhelming self-interference, that could measure hundreds
of thousands of times compared to the desired signal, the receiver of Node
1 is unable to decode any signals that Node 2 is transmitting to Node 1.
”It is generally not possible for radios to receive and transmit
on the same frequency band because of the interference that
results. Thus, bidirectional systems must separate the uplink
and downlink channels into orthogonal signaling dimensions,
typically using time or frequency dimensions.”
- Andrea Goldsmith, ”Wireless Communications,” Cambridge
Press.
This SI formed the biggest challenge of the practicality of FD. How-
Figure 1.5: Self-Interference of nodes on their own receivers.
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ever, recent developments in SI cancellation techniques have led to the
practical realization of FD radios. The major developments of SI cancel-
lation and different proposed schemes are discussed in Chapter 2.
Full-duplex mode is one of the technologies that is being thoroughly
investigated as an enabling technology of the next generation wireless
communication. Several different organizations have already demon-
strated the feasibility of FD from a technical point of view. In fact,
a start-up company established by researchers from Stanford university,
called ’Kumu Networks’1, had specialized in FD wireless communications
and secured more $45.43 millions of investments by big providers to ac-
celerate the practical realization of FD2. Investors include Cisco, Verizon
Ventures, Deutsche Telekom, along with previous investors NEA, Third
Point Ventures and Khosla, among many others, who are already car-
rying out trials of FD technology in different phases. This confirms the
significant interests of big industry players in FD technology and conse-
quently could indicate an imminent future implementation.
1.2.1 Benefits of Full Duplex
There are numerous features and potential benefits that FD technology
can provide to meet the requirements of next generation wireless com-
munications. Benefits include
• Theoretically doubling the ergodic capacity [6, 7, 18, 19], al-
lowing both uplink and downlink nodes to communicate simulta-
neously on the same frequency, compared to the time alternating
TDD-based systems, or utilize both licensed frequencies of FDD-
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• Reducing the feedback delay, since reception of feedback sig-
naling, such as control signals, channel state information (CSI), ac-
knowledgement (ACK) messages, resource allocation information,
etc., during data transmission enables shorter air interface latency
in feedback information [8].
• Decreasing the end-to-end delay. An FD-capable relay can
transmit as soon as it receives the data, instead of having to wait
for the previous transmission to complete before it can forward the
received data [9, 20].
• Improving the network secrecy. A bystanding node that is not
involved in the FD communication will receive two mixed signals
at the same time, making it significantly difficult to decode the
intended signal for an eavesdropping attack or packets sniffing [10,
21].
• Increasing the efficiency of network protocols like medium
access control [11]. Actually, it is significantly important to account
for FD capabilities in the protocols of higher layers, since most
legacy protocols prevent simultaneous transmissions for collisions
avoidance.
• FD technology can be merged with many emerging tech-
nologies to achieve higher performance, like cognitive radios (CR),
device-to-device (D2D) communications, massive MIMOs, small




1.2.2 Challenges of Full Duplex
The most important challenge in terms of FD hardware implementation,
is the difficulty of designing a self-interference cancellation mechanism
that could, ideally, perfectly omit the signal originating from the trans-
mitter of the FD node. Many imperfect SI cancellation schemes had been
proposed, however, it is rather difficult to handle SI of nodes with high
transmission power like macro base stations. With the realization of FD
technology, additional challenges arises, like addressing its capabilities
and limitations at the PHY layer, and address the increased inter-user
interference, with providing tractable frameworks to evaluate the perfor-
mance gain. Other challenges also occur in higher layers to address the
FD capabilities with maintaining backward compatibility with HD nodes.
Energy consumption in FD networks is also an important challenge to
be addressed, owing to additional hardware and processing capabilities
of nodes. Therefore, novel designs of higher layer protocols shall be pro-
vided to reap the full benefits of FD technology.
1.3 Thesis Contribution
1.3.1 Key Outcomes
The contributions of this thesis cover different aspects of FD communica-
tions. The key outcomes of this research in the form of novel frameworks,
solutions, algorithms, and protocol enhancements are summarized below.
• Considering FD technology in heterogeneous cellular networks (HCNs),
a tractable model for the interference coordinated two-tier HCN
with FD small cells was presented, wherein tier 1 comprises legacy
HD macrocells and tier 2 consists of FD small cells. By explicitly
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accounting for spatial distribution of base stations, self-interference,
transmit power, cell association, uplink power control and ABS fac-
tor, the signal-to-interference noise (SINR) expressions for users in
the corresponding two tiers were provided. Specifically, the under-
lying model captures the DL scenario for tier 1 and both UL and
DL scenarios for tier 2, since tier 1 and tier 2 operate in HD and
FD mode, respectively. Advocating for the use of FD in small cells
as their low powered nature and ease of deployment.
• Based on the considered system model for two-tier HCN with FD
small cells, the closed-form expressions for outage probability and
rate coverage of different tiers were derived. The final expressions
explicitly account for interference coordination, and a comprehen-
sive performance evaluation through numerical as well as simulation
studies were provided. investigating the impact of various design
parameters on network performance in various scenarios.
• For FD technology of wireless distributed networks, an energy ef-
ficient FD medium access control (MAC) protocol was presented,
while particularly accounting for the peculiarities of FD environ-
ments such as bi-directional and uni-directional links (explained
in Chapter 4). The protocol operation of [22] is adapted for the
proposed energy saving technique. The proposed protocol, termed
as Energy-FDM, particularly focuses on reducing the transmission
power of data and acknowledgement (ACK) packets to achieve en-
ergy efficiency. It also ensures operability of both bi-directional
and uni-directional links, maintains backwards compatibility with
co-existing HD nodes, and achieves high throughput by using FD
while addressing the hidden node problem. The proposed proto-
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col is analysed through a stochastic geometry based approach for
accurate and realistic performance evaluation.
• Based on the proposed protocol, A cross-layer aided energy efficient
FD routing protocol was proposed termed as X-FDR (explained in
Chapter 5). Further modifications on the adopted MAC protocol
were made for compatibility. X-FDR accounts for the residual self-
interference (RSI) in the SINR expressions of the nodes, which is
the interference caused by the imperfection of interference cancel-
lation mechanisms. It also accounts for the MAC retransmission
attempts to reconcile more realistic scenarios. A novel route cost
metric was proposed, aiming to minimize the energy consumption
of the route and decrease the end-to-end latency.
• We propose the use of several FD features in X-FDR, like the ability
to sense the medium while transmitting, which provides immediate
reaction towards channel errors. This consequently enables nodes
to send a burst of packets, sized by the minimum buffer size βmin
of nodes on the selected route, and wait for an acknowledgement
packet (ACK) for the last received packet only, instead of acknowl-
edging the reception of each packet. It also employs immediate
forwarding, where an FD node does not have to wait for the re-
ception of the full packet before it starts forwarding. This feature
reduces the end-to-end delay of the transmitting stream and in-
creases network availability.
• Novel processes for route discovery and route maintenance were
proposed for X-FDR, aiming to reduce the delays caused by new
route discovery, by initiating route discovery at the node where the
communicating link breaks, then resuming the transmission by the
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node that received the full burst of data.
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Chapter 4 (4) -
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Wireless Networks” Submitted to IEEE Wireless Communications
Magazine in 18 Jun. 2017.
1.4 Outline of the Thesis
The reminder of the thesis is structured as follows. Chapter 2 provides
the preliminaries and related works on the required technical background
for understanding the research area addressed. The main contributions
of the study are related to three distinct area about FD technology: Mod-
elling and analysis of two-tier heterogeneous cellular networks, with case
study of outage and rate coverage probabilities, provided in Chapter 3.
Proceeding to a higher layer in the protocol stack, specifically, the MAC
layer, an energy efficient FD MAC protocol that accounts for different
FD link types is presented in Chapter 4. Further, proceeding higher up
to the network layer, Chapter 5 presents a cross-layer aided FD routing
protocol for distributed multihop wireless networks. Since each contribu-
tion chapter addresses a unique research problem, concluding remarks are
presented therein. Based on the overall picture of research conducted in






2.1 Full Duplex Technology
2.1.1 Basic concept of FD technology
The concept of in-band full-duplex (FD) technology is the use of the same
time and spectral resources to conduct communications and exchange
information. In contrast to the current systems, which operate in half-
duplex mode, in one direction at a time, or in out-of-band full-duplex
mode using two separate frequencies for each direction. This approach
allows nodes to communicate simultaneously using the same frequency
band, theoretically doubling the spectral efficiency of a system. However,
the biggest challenge for the practical realization of FD systems is the
self-interference (SI). SI is caused by the strong transmitted signal of a
node at its own receiver, causing interference to itself when transmitting
on the same frequency band that is significantly higher than the intended
signal. SI can be millions to billions of times stronger (60-90 dB) than
a received signal [23, 24]. For example, a radio with a transmit power
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of 20 dBm and a noise floor of approximately -90 dBm needs to cancel
nearly 110 dB of SI to ensure that its own transmissions do not disrupt
the reception. If a cancellation mechanism was presented to cancel this
SI, the signal becomes theoretically decodable. The main idea of SI
cancellation lies in the fact that the transmitted signal is perfectly known
at the transmitter, hence it can be used to totally suppress the SI at the
receiving end. However, several non-linearities in the radio frequency
(RF) chain and errors in the channel estimations may occur, negatively
affecting this cancellation processes. Those reasons lead to the belief that
in-band FD radio systems are not practically feasible. However, recent
advances in the SI cancellation techniques (Briefed in Sec. 2.2), have
lead to the practical realization of FD communications.
Historically, several SI cancellation mechanisms had been proposed,
however, FD technology were deemed infeasibly costly at times as it
required altering established systems to adapt with FD, or an unneces-
sary luxury at other times, since networks used to fulfil their expecta-
tions. However, this belief is not dominant any more for different reasons,
like the recent widespread realization that most traditional approaches
to enhance spectral efficiency such as advances in modulation, coding,
and multiple-input-multiple-output (MIMO) technology, have been ex-
hausted by now, leaving system designers willing to explore different and
non-traditional approaches. The bigger drive nonetheless, might be the
architectural progression towards short-range systems, like small cell net-
works and Wi-Fi access points, where the transmission power and their
cell-edge path loss is significantly less than its traditional base stations
counterparts, making SI cancellation problem much more manageable.
This shift towards smaller cells, along with the significant needs of service
providers for capacity expansion, more bandwidth and wider coverage, in
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Figure 2.1: Two methods of FD antenna design.
addition to the emergence of new rising technologies that could exploit
FD capabilities, have sparked a renewed interest in FD technology.
2.1.2 FD radio design
There are two design methods for separating the transmit and receive
signals for FD radios antenna design, which are shared antennas and
separated antennas. Fig. 2.1(a) demonstrate the basic structure for
shared antenna FD radio using a circulator as a duplexer [23]. An ideal
three-port circulator would prevent the leakage of the transmitted sig-
nals into the receiving chain. With the use of circulator, FD radio can
simultaneously transmit and receive in a frequency band with a shared
antenna. However, in a practical environment, the transmitted signal in
the circulator does flow from point 1 to point 3, which can affect the
intended received signals from port 2 as direct SI, which will required
additional SI cancellation techniques.
The second method for separating the transmit and receive signals is
by physically separating the antenna components, dedicating a separate
antenna for transmitting and receiving. When the number of equipped
antennas is 2 or more, the separated antennas can be utilized for FD
transmission as shown in Fig. 2.1(b). Contrary to the shared antenna de-
sign, each node divides the antennas into groups for simultaneous trans-
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mission and reception, allocating the spatial resources into two parts for
FD transmission [25–30].
2.1.3 FD transmission topology
There are three fundamental topologies for FD wireless communications,
as demonstrated in Fig. 2.2, with the assumption that nodes using FD
and HD radios can be equipped with multiple antennas of different quan-
tities. In Fig. 2.2(a), the topology of bi-directional FD transmission is
illustrated, where two nodes, a and b, attempt to exchange signals for
two-way communication. Let linkab and linkba denote the transmission
links from node a to node b and from node b to node a, respectively. If
HD transmission is applied for this two-way communication, linkab and
linkba will have to utilize separate time or frequency resources for suc-
cessful transmissions, which reduces spectrum efficiency. However, if the
nodes operate in FD mode, they can simultaneously transmit and receive
using a single frequency band, leading to the theoretical doubling of the
spectrum efficiency.
The second topology is the uni-directional (relay) topology, as illus-
trated in Fig. 2.2(b). In relay topology, at least three distinctive nodes
are involved, a source node s, relay nodes r and a destination node d.
When a source node s attempts to transmit data towards a correspond-
ing destination d, it uses one or a series of selected relay nodes. Let
linksr and linkrd denote the transmission links from source s to relay
r, and from relay r to destination d, respectively. If HD transmission
is applied to the relay node, linksr and linkrd will have to utilize sepa-
rated resources, where the source and relay nodes transmit their signals
via different time or frequency resources. However, using FD transmis-
sion mode, the source and relay nodes can simultaneously transmit their
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Figure 2.2: FD transmission topologies.
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signals using the same frequency band.
Finally, Fig. 2.2(c) demonstrate a centralized (cellular) topology,
which consists of a base station (BS) and multiple mobile stations. In
this topology, two kinds of data links are defined, uplink and down-
link, whereas each individual mobile station transmits its data signals
toward a designated BS, and the BS transmits data signals to multiple
mobile stations. If HD transmission is adopted at the BS, the uplink
and downlink channels are separated orthogonally using either TDD or
FDD. However, if BS employs FD transmission, multiple mobile stations
can simultaneously communicate with the BS using the same spectrum
frequency. Additionally, if mobile stations employ FD technology as well,
they can simultaneously transmit and receive data signals with the FD-
enabled BS using identical uplink and downlink channels, while an HD
mobile station can only communicate with the BS through separate up-
link or downlink channel.
2.2 Self-Interference Cancellation Techniques
Self-Interference (SI), is the interference generated by the transmitter of
a radio on its own receiver. It forms the key challenge in the realization
of FD systems. In order to overcome the strong SI, significant efforts
have been devoted to handle this interference. Recent advancements in
SI cancellation techniques have made terminals able to suppress sufficient
amount of SI, leading to the practical feasibility of FD technology. Tech-
niques for interference cancellation in research can be categorized in three
different domains, propagation, analog and digital domain cancellation
techniques.
Cancellation in propagation domain is the first step of SI cancellation,
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it aims at using the properties of electromagnetic waves, applying insu-
lations between transmitters and receivers. The amount of cancellation
achieved in the propagation domain depends on the distance between
antennas, the antenna directionality, and the antenna placement on the
FD device.
Analog Cancellation is the cancellation performed in analog domain
before the received signal passes through the Analog-to-Digital Converter
(ADC). It can be done using either active or passive techniques where
analog circuit mitigation is performed to increase attenuation on the
SI signal. It is used as the second suppression stage of in-band FD
architectures. The basic concept is to track the propagation effect of the
interfering signal, then subtract it from the received signals using specific
electronic processing in the analog domain.
Digital cancellation operates on digital samples. If an FD radio has a
good estimate of the phase and amplitude of its transmitted signal at the
receive antenna, it can generate the digital samples for its transmitted
signal and subtract them from its received samples. In this section, the
SI cancellation techniques in the three domains are briefed for a better
understanding of how FD radios are achieved.
2.2.1 Propagation Domain
The first step of SI cancellation occurs in the propagation domain. SI
cancellation in the propagation domain reduces the power level of the
received SI significantly by applying insulations between transmitters
and receivers, and allows further SI reduction at the analog and digital
domains. There are two different schemes of propagation techniques,
based on the design of antennas illustrated in Fig 2.1.
The first FD antenna design, the shared-antenna, consists of using the
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Figure 2.3: SI cancellation in propagation domain using wavetraps.
same antenna for transmission and reception by employing a circulator,
which is a circuit that routes the signals from the transmit chain to the
antenna and from the antenna to the receive chain [31,32]. For example,
in the relay topology, it is common to position antennas back-to-back,
which means arraying antennas together that connect each relay end.
Moreover, different techniques can be applied like the wavetraps tech-
nique [33] as shown in Fig. 2.3, which provide isolation by introducing
resonant short circuit transmission lines to the long sides of the chas-
sis edges, achieving effective electrical shortage of the terminal ground
plane, similar to the band-gap structures presented in [34], which uses
metallic electromagnetic structure which have high surface impedance.
The separated-antenna design, consists of using dedicated antennas
to transmit and receive. In this design, it is possible to suppress in-
terference using a variety of ways, like path loss attenuation, increasing
the distance between antennas to further increase the attenuation or
by placing absorptive shielding between transmitting and receiving an-
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Figure 2.4: SI cancellation in propagation domain using dual polarization
and absorptive shielding.
tennas [35–37]. These approaches are limited by the design of the FD
devices, which forms a significant challenge in implementing them within
commercial products. Another approach to isolate antennas and enhance
the SI suppression is the use of cross-polarization [36, 37], for instance,
terminals can transmit in vertical polarization and receive in horizontal
polarization. Fig. 2.4 [36], illustrate an example of using both dual po-
larization and an absorptive shielding. Another SI cancellation method
in the propagation domain would be to exploit the antenna radiation
pattern of directional antennas, then carefully placing the receiving an-
tenna in ’null points’ of the transmit antenna array [36,38,39]. Another
important SI cancellation method is multiple antenna cancellation [39],
which employs multiple antennas to make the RF signals add destruc-
tively at the receiver antenna as shown in Fig 2.5(a), or to obtain an
inverse version of the received RF signal through internal phase shifting
by 180o, and then subtract it at the RF part as shown in Fig 2.5(b).
The majority of SI cancellation schemes in the propagation domain
of both antenna designs are passive mechanism with obvious limita-
tions, since they are highly sensitive to environmental conditions and
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Figure 2.5: SI cancellation in propagation domain using multiple antenna
positioning.
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do not track the changes in the signal that naturally suffer different phe-
nomenons over the wireless channel, it can also attenuate and damage
the intended signal in addition to the SI. Therefore, it is necessary to
track the variations of the signal on the propagation channel and apply
further active SI cancellation schemes in the analog and digital domains.
2.2.2 Analog Domain
Analog cancellation is the second suppressing stage in SI cancellation,
and the first active SI cancellation phase. The main goal of SI can-
cellation in the analog domain is to track the propagation effect of the
interfering signal, and by means of electronic processing subtract it from
the received signal before it enters the analog-to-digital converter (ADC)
[24,35,40–42]. Moreover, tracking the transmitted signal is also possible
in the digital domain, where the interference channel effect by means of
gain and phase adjustments is applied, then converted back to analog
domain to subtract it from the received signal [27,35].
There are various analog cancellation schemes proposed, like analog
cancellation using vector modulation [43,44]. Vector modulation enables
a modulator to control the angle and amplitude of an input signal, scale
it and rotated by an intended value. An input signal is split into two com-
ponents, in-phase (I) and quadrature phase (Q), where the Q component
is 90o out of phase from the I. The I and Q components are separately
scaled using variable amplifiers, and then combined to achieve the de-
sired angular and scaling shift in the input signal. The 90o phase shift is
implemented through delaying the input signal by a quarter wavelength
(λ/4 delay). An example block diagram of a vector modulator using is
shown in Fig 2.6, using an existent noise cancellation chip like QHx220.
The transmit signal is sampled through an RF signal splitter and inserted
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Figure 2.6: SI cancellation in analog domain using vector modulation.
into the interference sample input, then the vector modulator chip ad-
just I and Q gains to reflect the on-air attenuation and phase change of
the transmit signal, creating a cancellation signal that can remove the
ambient interference from the input signal. Vector modulation based SI
cancellation is limited by the frequency dependence of the λ/4 delay. Q
component has a fixed delay with respect to I component. Therefore,
this approach can correctly emulate a 90o phase shift for a single fre-
quency, while for signals with bandwidth, this delay will only match one
frequency of the bandwidth, meaning that this technique suffers from
a similar bandwidth constraint as antenna cancellation, and different
schemes shall be used for SI cancellation of signals with bandwidths.
All radios that perform SI cancellation by adjusting phase will en-
counter a bandwidth constraint that bounds its cancellation capabilities.
This limits the achieved cancellation by both phase offset cancellation
and cancellation using vector modulation. Therefore, to cancel further
interference, a radio needs to obtain an inverted signal that forms the per-
fect negative of the transmitted signal, which can be used to theoretically
achieve perfect SI cancellation. FD radios can use a balanced/unbalanced
(Baluns) transformer to obtain the inverted signal of SI without phase
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Figure 2.7: SI cancellation in analog domain using signal inversion.
adjustment, and then use the inverted signal to cancel SI [45]. Fig. 2.7
demonstrate the antenna design with the use of Balun transformer to can-
cel SI. The positive signal is transmitted through the transmit antenna,
while the negative signal traverse over a wire to create an SI cancella-
tion signal. A passive variable delay and attenuator is used to match
the cancellation signal to the SI at the receiving antenna. Then, the
receiver sums the received signal with the generated cancellation signal
to omit the residual SI. While signal inversion cancellation scheme can
theoretically cancel SI perfectly, there are practical limitations, since the
transmitted signal through the air experiences attenuation and delay. To
obtain perfect cancellation the FD radio must apply identical attenua-
tion and delay to the inverted signal before the summation occur, which
is challenging to achieve in practice. Additionally, the Balun itself may
suffer engineering imperfections, like leakage or a non-flat frequency re-
sponse, necessitating a the third phase of SI cancellation process, the SI
cancellation in the digital domain.
2.2.3 Digital Domain
SI cancellation in the digital domain is the third phase of SI cancella-
tion, in order to achieve successful bidirectional communications. There
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Figure 2.8: Basic SI cancellation in digital domain.
are two main goals for conducting SI cancellation in the digital domain,
first, to eliminate the residual SI that remained after the first two phases
of SI cancellation took place, and second, to account for the multipath
components. Although significant efforts have been devoted for the SI
cancellation schemes in the propagation and analog domains, there is still
residual SI that negatively affects the reception of the intended signal.
Digital cancellation operates on digital samples. If an FD radio has a
good estimate of the phase and amplitude of its transmitted signal at the
receive antenna, it can generate the corresponding digital samples for its
transmitted signal and subtract them from its received samples by apply-
ing further complex and heavy signal processing. Fig. 2.8 demonstrate
the basic digital cancellation operation.
Digital cancellation on its own is insufficient, it has to be adopted
with additional analog SI methods. In literature digital SI cancellation
schemes could cancel up to 20-25 dB [46,47] The limitation is bound by
the ADCs, which have a limited dynamic range, and since SI is signifi-
cantly stronger than the intended received signal, an ADC can quantize
away the received signal, making it unrecoverable after digital sampling
as shown in Fig 2.9.
There is no standard set of digital cancellation techniques. Research
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Figure 2.9: Effect of ADC quantization with strong SI signal.
on this area is vastly developing in a rapid pace. Numerous amount of
papers have been published recently proposing different ways and tech-
niques to handle the SI issue. An important step in this stage would be to
model the channel chain from the transmitter digital-to-analog converter
(DAC) to the receiver ADC, so that filtering can be effectively applied.
Once that is done, It becomes possible to use different techniques like,
perform beamforming for MIMO-capable systems [48], optimal power
gain control and allocation, and antenna selection [49–52], minimum
mean square error (MMSE) filters and null-space projections [53], and
joint decoding [52], etc.
Therefore, for the best SI cancellation results, a selection of different
methods and techniques shall be applied on different stages and domains
to allow successful decoding of the intended signal, resulting in an efficient
operation of FD systems that can transmit and receive simultaneously




In this section, the related state of the art in FD communications is
presented. Since the contribution of this thesis is concerned with different
layers of the protocol stack, the related work on different aspects of FD
communications is summarized as follows.
2.3.1 Modeling and Analysis of Full Duplex Hetero-
geneous Networks
Recent studies on modeling and analysis of Heterogeneous Cellular Net-
works (HCNs), heavily rely on stochastic geometry framework [54–57].
Using these tools, comprehensive modeling and analysis of legacy HCNs
has been carried out in [58–61]. In [62], the authors have presented
the outage probability, the average ergodic rate, and the minimum av-
erage user throughput for a downlink HD multi-tier HCNs. They have
concluded that neither the number of BSs nor the tiers affect outage
probability or average ergodic rate in an interference-limited full-loaded
HCNs with unbiased cell association. These conclusions, however, may
not hold in environments which are prone to higher interference, like
HCNs comprising FD nodes.
FD-enabled HCNs have been recently attracting growing interest [63].
In [64], the authors have derived the expression for the throughput of
hybrid duplex heterogeneous networks composed of multi-tier networks,
with access points (APs) operating in each tier, either in bi-directional
FD mode or downlink HD mode. The authors have concluded that hav-
ing tiers with hybrid duplex BSs degrades the performance, while higher
throughput was achieved when each tier operates in the same duplex,
either HD or FD rather than a mixture of both. This motivates further
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research on two-tier HCNs with FD small cells and HD macrocells, in-
stead of considering hybrid scenarios where small cells could be either
operating in FD or HD mode.
In [65], authors have derived the downlink rate coverage probability of
a user in a single-tier FD small cell network with massive MIMO wireless
backhauls.
In [66], authors have introduced an FD-assisted cross-tier inter-cell in-
terference (ICI) mitigation scheme called fICIC, which operates on small
cells compared to the standardized eICIC that operates on the macro-
cells. Such a change might lead to modifications on the current backhaul,
affecting feasibility of application. This motivates further investigation
on the application of eICIC on FD-enabled HCNs to avoid legacy network
modifications.
In [67], the authors consider a hybrid scenario where all BSs operate
in FD mode. They derived a closed-form expression for the critical value
of the self-interference attenuation power, which is required for the FD
users to outperform HD users.
In [68], the authors have considered a single tier mixed small cell
network, where BSs operate in either HD or FD, with all users operating
in HD. The effect of FD cells on the performance of the mixed system
was presented, however, an interference coordination scheme was not
considered and only a single tier was investigated.
2.3.2 Full Duplex MAC Protocols for Distributed
Wireless Networks
In FD distributed wireless networks, design of medium access control
(MAC) layer becomes particularly challenging [69]. Some recent studies
have proposed different MAC protocols for FD distributed wireless net-
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works. In [70], the authors have proposed an FD MAC protocol, termed
as FD-MAC, which adopts the 802.11 RTS/CTS handshaking, and al-
lows the secondary transmission to occur during the same time slots of
the primary one, making use of the FD opportunity of the nodes. How-
ever, this can only work on bi-directional links, and could require the
secondary transmitter to request a new transmission if the secondary
transmission was longer than the primary one.
In [71], Radunovic et al. have proposed an FD capable MAC protocol
termed as ContraFlow. Which is a solution based on self-interference can-
cellation and scheduling mechanisms that improves spatial reuse, elim-
inates hidden terminals, and rectifies decentralized coordination ineffi-
ciencies among nodes, which lead to fairness improvements. To avoid
collisions and solve the hidden node problem in ContraFlow, the pri-
mary receiver sends a busy tone even if it has no data to transmit, which
is inherently inefficient in terms of power/energy consumption.
In [72], Goyal et al. have proposed a distributed MAC protocol that
considers both bi-directional and uni-directional links, and adopts to the
traffic conditions of the network. However, a new one bit transmission
flag (TF) has been introduced to identify the FD opportunity, which
may affect the backward compatibility of the protocol with conventional
half-duplex (HD) nodes.
Cheng et al. have proposed an FD MAC protocol that accounts for
uni-directional links and addresses the hidden node problem without the
use of busy tone in [22], using their proposed RTS/full duplex clear to
send (FD-CTS) access mechanism.
Tamaki et al. have proposed a relay FD MAC protocol termed as
RFD-MAC, which enable bi-directional and multi-hop FD relay com-
munications [73]. The RFD-MAC protocol is designed based on a syn-
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chronous method in [45]. The RFD-MAC increases FD links by over-
hearing MAC headers, which include 1-bit information concerning the
existence of a successive frame, and selecting a secondary transmission
node using the gathered information. The gathered information is also
used to avoid a collision between the primary and secondary transmis-
sions. This may require modifications to existing HD MAC protocols and
may lead to back incompatibility.
In [74], Miura et al. have introduced the use of directional anten-
nas in FD protocol and proposed a distributed MAC protocol based on
CSMA/CA without the use of RTS/CTS handshaking. The protocol
adopts random access, and omits using ACK/NACK to avoid the colli-
sions that may occur by using such procedure. Moreover, Sugiyama et
al. have proposed a directional asynchronous FD medium access control
protocol termed as DAFD-MAC, to avoid interference on primary and
secondary transmissions [75]. Although the use of directional antennas
mitigates the hidden terminal problem, it makes the protocol incompat-
ible with networks employing omnidirectional antennas.
Energy efficiency has been rarely considered in existing protocols and
use maximum transmission power for control and data packets, which is
energy-inefficient. Additionally, most proposed protocols assumes perfect
SI cancellation at the PHY layer, which has not been achieved yet, and
could severely affect the results of the proposed protocol.
2.3.3 Full Duplex Routing Protocols for Distributed
Wireless Networks
Research on routing protocols for FD wireless networks is still in infancy.
In [76], Fang et al. have proposed cross-layer optimization for oppor-
tunistic multi-path routing in FD wireless networks. The route selection
46
2.3. Related Work
problem has been solved under various resource competitions and node
constraints. However, the proposed framework assumes perfect SI can-
cellation.
Kato and Bandai [77] have proposed an on-demand detour routing
protocol for directional FD wireless networks. Although the use of di-
rectional antennas mitigates the hidden terminal problem, the protocol
is not compatible with networks employing omnidirectional antennas.
Ramirez and Aazhang [78] addressed the problem of joint power al-
location and routing in FD wireless networks through a modification to
Dijkstra’s algorithm to maximize network throughput.
In [79], authors have investigated a power optimal routing in fading
wireless channels. The fading distribution of the channel is modeled, and
the outage capacity of full-duplex decode-and-forward (FD-DF) relaying
is taken as QoS constraint. In this QoS routing algorithm, the weighted
power sum of relay nodes is minimized while the end-to-end link out-
age probability is kept below a threshold. The assumed system model
employs perfect SI cancellation.
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Chapter 3
Modeling and Analysis of
HCNs with Full-Duplex Small
Cells
3.1 Introduction
FD technology has a number of attractive features e.g., it can potentially
double (theoretically) the ergodic capacity [6, 7], reduce the feedback
delay [8], decrease the end-to-end delay [9], improve the network secrecy
[10] and increase the efficiency of network protocols (e.g., medium access
control [11]).
On the other hand, small cells are gaining increasing popularity in the
next generation cellular systems. Small cells provide an easy and cost-
efficient deployment solution for capacity and coverage improvements
over the conventional macro-centric networks [80, 81]. The low-powered
nature of small cells make them the ideal candidate for FD deployment
considering that the self-interference (SI) is more manageable compared
to the conventional high-power macro counterparts, therefore, small cells
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forms an energy efficient solution for the deployment of FD technology.
This inspires and motivates the investigation for the feasibility and per-
formance gains of FD small cells underlay heterogeneous cellular networks
(HCNs).
An important issue for HCNs is the inter-cell interference, which arises
due to the dense unplanned deployments of small cells, loud neighbors,
and the closed subscriber group access. To mitigate this interference,
3GPP has recently standardized the enhanced Inter-Cell Interference
Coordination (eICIC) technique in Release 10 [82]. eICIC provides in-
terference cancellation techniques in time, frequency, and power control
domains. When the subframes of macro cells and small cells are aligned,
their control and data channel overlap with each other. Therefore, eICIC
mitigates the interference on the control channel of small cells through
Almost Blank Sub-frames (ABS) at small cells. During ABS, the macro
BSs only transmits the reference signals, which allows small cell BSs to
schedule the associated users without interference from the macrocells.
3.2 Contribution
The objective of this chapter is to model and analyze an interference-
coordinated two-tier HCN with FD small cells. The key contributions of
this chapter can be summarized as follows.
• We formulate a tractable model for the interference coordinated
two-tier HCN with FD small cells, wherein tier 1 comprises legacy
HD macrocells and tier 2 consists of FD small cells. By explicitly
accounting for spatial distribution of base stations, self-interference,
transmit power, cell association, uplink power control and ABS
factor, we provide signal-to-interference noise (SINR) expressions
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for users in the corresponding two tiers. Specifically, the underlying
model captures the DL scenario for tier 1 and both UL and DL
scenarios for tier 2, since tier 1 and tier 2 operate in HD and FD
mode, respectively.
• Based on the system model for two-tier HCN with FD small cells,
we derive closed-form expressions for outage probability of differ-
ent tiers. The final expressions explicitly account for interference
coordination.
• We adopt the notion of rate coverage from [28], and derive closed-
form expressions for the corresponding two tiers.
• We conduct a comprehensive performance evaluation through nu-
merical as well as simulation studies. We investigate the impact
of various design parameters on network performance in various
scenarios.
3.3 System Model
We consider a two-tier HCNs, where tier 1 comprises macro BSs operating
in HD mode, and tier 2 consists of small cells operating in FD mode,
as illustrated in Fig. 3.1. Both tiers are spatially distributed in R2
following homogeneous Poisson point processes (HPPPs) ΦS1 and ΦS2 ,
with intensities λS1 and λS2 , respectively. All users operate in HD mode.
The UL small cell users are spatially located in R2 following the HPPP
ΦU2 , with intensity λu2 . Assuming that the intensity of DL users is
high enough, and each user has data ready for transmission, such that
saturated traffic conditions hold. We also assume that each small cell BS
serves single active uplink user and single downlink user per channel, and
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Figure 3.1: Example cells of the system model, where macro BS operates in
HD mode, and small cells operate in FD mode.
each macrocell BS serves single active downlink user per channel. This
assumption is justified due to the conclusions in [64], that the highest
network performance is achieved when each tier in the network operates
in the same duplex, rather than having hybrid tiers. We assume that
the UL users share the macro DL frequency to minimize the interference
on the DL users, considering that the density of small cells is usually
significantly higher than the density of macrocells. The full frequency
reuse scenario is assumed, such that all the cells use the same frequency
band. We assume that the channel coefficients are invariant in each block
and vary between different blocks. Moreover, we assume that the channel
hi,j between any pair of nodes i and j is impaired by Rayleigh fading, and
the path loss is assumed to be inversely proportional to distance with the
path loss exponent α.
We assume that the FD small cells are equipped with a single antenna
and achieve FD capability through the techniques mentioned in [83], [41].
A node in FD mode receives interference from its transmitted signal, and
performs SI interference cancellation. Since the amount of SI depends
on the transmission power at the receiver PS2 , we define the residual
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self-interference (RSI) power after performing the SI cancellation as [64],
[84], [85],
RSI = PS2HSI , (3.1)
where HSI = |hSI |2 is the RSI channel gain of the small cell BS, and
indicates the SI cancellation capability of that BS, where hSI is the SI
channel of the BS. Note that RSI = 0 denotes perfect cancellation ca-
pability.
The residual self-interfering channel gain HSI in (3.1) needs to be
characterized based on the applied SI cancellation algorithm. Here, we
consider the digital-domain cancellation, where hSI can be presented as
hSI = hSIc − hˆSIc where hSIc and hˆSIc are the self-interfering channel
and its estimate as the self-interference is subtracted using the estimate
[64, 84–86], which allows HSI to be modeled as a constant value, such
that HSI = σ
2
e for the estimation error variance σ
2
e [64, 84, 86]. Other SI
cancellation algorithms, such as analogue domain algorithms [24, 26, 45]
or propagation domain algorithms [85, 87, 88] will make the modeling of
HSI challenging. Therefore, in our analysis, we consider HSI to be a
constant value. Please note that the analysis can still be easily extended
to the case of random HSI within our framework. For instance, once
the probability density function (PDF) of HSI is available for a certain
SI cancellation algorithm, by averaging the analytic results presented in
this chapter, over the distribution of HSI , the results for the random HSI
can be derived.
We consider the maximum received power cell association rule in the
downlink transmission of HCNs, adopting the flexible cell association
without biasing [62]. In our case, the association probability A for the
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Table 3.1: Frequently Used Notations
Notation Definition
ΦSx HPPP of base stations in tier x
ΦUx HPPP of users in tier x
λSx Spatial density of base stations in tier x
λux Spatial density of users in tier x
Sx Base station of tier x ∈ (1, 2)
S∗x Associated BS of tier x ∈ (1, 2)
ux Users of tier x ∈ (1, 2)
u0x The user at origin of tier x ∈ (1, 2)
RSI Residual self-interference
PZy Transmission power of Z ∈ (S, u) of tier y ∈ (1, 2)
ha,b Small scale fading channel coefficient between a and b
Ra,b Distance between a and b
αx Pathloss exponent in tier x ∈ (1, 2)
IZy Interferences caused by Z ∈ (S, u) of tier y ∈ (1, 2)
N0 Additive Gaussian noise
ASx Users association probability with BS of tier x ∈ (1, 2)
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macrocells and the small cells can be expressed by



























respectively, In (3.2) and (3.3), P rS1 and P
r
S2
are the received power at the
associating user from the macrocell and small cell BSs, respectively. B1
and B2 are the bias factor of macrocell and small cell BSs, respectively.
Moreover, α1 and α2 are the path loss exponents of macrocells and small
cells, respectively.
In this work, we assume that the HCNs employs eICIC technique for
interference mitigation due to it’s wide usage and popularity, with ABS
transmission factor of ρ defined as the ratio of ABS transmitted over the
total transmitted frames.
3.3.1 Downlink SINR of Macrocell User
For a typical macrocell downlink user located at the origin u01, associated
with its serving macrocell BS S∗1 , the SINR is expressed as
SINRDLu1 =
PS1|hS∗1 ,u01|2RS∗1 ,u01−α1






















given IULu2 is the interference from small cell uplink users, IS2 is the in-
terference from small cell BSs and IDLS1 is the interference from other
macrocell BSs.
In (3.4), Pu2 is the transmit power of UL user associated with small
cell, hS∗1 ,u01 , hu2,u01 , hS2,u01 , and hS1,u01 denote the small scale fading channel
coefficient for the channels of the typical downlink user and its serving
macrocell BS, small cell users, small cell BSs and other non-associated
macrocell BSs, respectively. Moreover, RS∗1 ,u01 , Ru2,u01 , RS2,u01 , and RS1,u01
denote the distances between the typical downlink macrocell user and
its associated macrocell BS, small cell users, small cell BSs, and other
interfering macrocell BSs, respectively.
3.3.2 Downlink SINR of Small Cell User
For a typical small cell downlink user located at the origin u02, associated
with its serving small cell BS S∗2 , the SINR expression is given by
SINRDLu2 =
PS2 |hS∗2 ,u02|2RS∗2 ,u02−α2







during non ABS transmission, while SINR expression during ABS trans-
mission is given by
SINRDL ABSu2 =
PS2 |hS∗2 ,u02|2RS∗2 ,u02−α2

















given IULu2 is the interference from small cell uplink users, IS2 is the in-
terference from small cell BSs and IDLS1 is the interference from other
macrocell BSs.
In (3.5) and (3.6), hS∗2 ,u02 , hu2,u02 , hS2,u02 , and hS1,u02 denote the small
scale fading channel coefficient for the channels of the downlink typical
small cell user and its serving small cell BS, small cell users, small cell
BSs and macrocell BSs, respectively. Further, RS∗2 ,u02 , Ru2,u01 , RS2,u01 , and
RS1,u01 denote the distances between the typical small cell downlink user
and its associated small cell BS, small cell users, other interfering small
cell BSs, and macrocell BSs, respectively.
3.3.3 Uplink SINR of Small Cell BS
We assume that UL users utilize distance-proportional fractional power
control of the form Rαx [89], where  ∈ [0, 1] is the power control factor.
Therefore, as users moves closer to the associated BS, the transmit power
required to maintain the same received signal power decreases, which is
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a key issue for battery-limited users.
For a typical small cell BS in the uplink located at the origin S02 , the
SINR can be expressed as
SINRULS2 =
Pu2|hu∗2,S02 |2Ru∗2,S02α2(−1)





during non ABS transmission, while SINR expression during ABS trans-
mission is given by
SINRUL ABSS2 =
Pu2|hu∗2,S02 |2Ru∗2,S02α2(−1)

















given IULu2 denotes the interference from other small cell uplink users, IS2
is the interference from other small cell BSs and IDLS1 is the interference
from macrocell BSs.
When  = 1, the numerator of (3.7) becomes Pu2|hu∗2,S02 |2, with the
pathloss completely inverted by the power control, and when  = 0, no
channel inversion is performed and all the nodes transmit using the same
power.
In (3.7), hu∗2,S02 , hu2,S02 , hS2,S02 , and hS1,S02 denote the small scale fading
channel coefficient for the channels of small cell uplink BS and its associ-
ated small cell uplink user, other interfering small cell uplink users, other
small cell BSs and macrocell BSs, respectively. Moreover, Ru∗2,S02 , Ru2,S02 ,
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RS2,S02 , and RS1,S02 denote the distances between the typical small cell up-
link BS and its associated small cell uplink user, other interfering small
cell uplink users, other small cell BSs and macrocell BSs, respectively.
3.4 Outage Probability Analysis
In this section, we analyze the outage probability of two-tier HCNs with
FD small cells, which is a metric that represents the average fraction of
the cell area that is in outage at any time. We define the outage prob-
ability O as the probability that the instantaneous SINR of a randomly
located user is less than a target SINR τ . Since the typical user is associ-
ated with at most one tier, from the law of total probability, the outage





where Ak is the per-tier association probability given in (3.3) and (3.2),
and Ok is the outage probability of a typical user associated with kth tier.
For a target SINR τk and a typical user SINRk(x) at a distance x from
its associated BS, the outage probability is given by
Ok = E [P [SINRk(x) < τk]] . (3.10)
Considering the chosen network model of HD macrocells and FD small
cells, the expression of the outage probability becomes
O = ODL1 A1 + (ODL2 +OUL2 )A2, (3.11)
where ODL1 , ODL2 and OUL2 denote the outage probability of macrocell
downlink user, small cell downlink user, and small cell uplink BS, respec-
tively, and are derived in the following section.
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3.4.1 Outage Probability of Macrocell Downlink User
The probability density function (PDF) of the distance between the typi-




















where AS1 is given in (3.2).
Theorem 1. The outage probability ODL1 in HCNs comprised of HD
macrocell and FD small cell, is defined as the probability that the instan-
taneous SINR of a randomly located macrocell downlink user is lower
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with 2F1[·] denote the Gauss hypergeometric function, and the pathloss
exponents αj > 2.
Proof. See Appendix A.
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3.4.2 Outage Probability of Small Cell Downlink
User
The PDF of the distance between the typical small cell downlink user
















Theorem 2. The outage probability ODL2 in HCNs comprised of HD
macrocell and FD small cell, is defined as the probability that the instan-
taneous SINR of a randomly located small cell downlink user is lower than








































































for the pathloss exponents αj > 2.
Proof. See Appendix B
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3.4.3 Outage Probability of Small Cell Uplink BS
Since macrocells can only service one DL active user at a time, the UL
users can only be associated to the FD small cells. Therefore, we assume
that UL users are associated with the small cells based on the flexible
association rule, where the PDF of the distance between the UL users








Theorem 3. The outage probability OUL2 in HCNs comprised of HD
macrocell and FD small cell, is defined as the probability that the instan-
taneous SINR of a randomly located UL small cell BS is lower than a
































































for αj > 2.
Proof. See Appendix C.
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3.5 Rate Coverage Analysis
In this section, we analyze the rate coverage of two-tier HCNs with FD
small cells. The rate coverage is defined in [90] as the probability that a
randomly chosen user can achieve a target rate $, which is given by
Θ , P (R > $) . (3.18)
Since the DL users can associate with either macro cells or small cells
in open-access mode, the overall rate coverage for the chosen user in
two-tier HCNs is given by
Θ = ρAS1P (RS1 > $|AS1) + (1− ρ)AS2P (RS2 > $|AS2) , (3.19)
where AS1 and AS2 denote the probability that a user is associated with
the macrocell or the small cell, and P (RS1 > $|AS1) and P (RS2 > $|AS2)
denote the rate coverage conditioned on the association with the former
and the latter, respectively.
The rate achieved by a user associated with the tagged BS in the
xth-tier is given by
Rx = WNx log2 (1 + SINRx) , (3.20)
where W is the bandwidth of the frequency band, Nx is a random vari-
able which denotes the average number of users associated with the
tagged base station in the xth-tier, and SINRx is the received signal-
to-interference-plus-noise-ratio from the serving base station for a user.
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3.5.1 Rate Coverage for Macrocell Users in the Down-
link
In Rayleigh fading environments, the rate coverage for a macrocell DL
user is given by


















P (NS1 = n+ 1) , (3.21)
where I = IULu2 +IS2 +I
DL
S1
+N0 is the cumulative interference from small
cell UL users along with macrocell and small cell BSs, and the additive
Gaussian noise, and κ1 = 2
$NS1
W − 1.
According to [90], the distribution of the load associated with the
xth-tier is given by







































































3.5. Rate Coverage Analysis
Using the derivation of outage probability for macrocell DL users and
(3.22), the final expression for DL rate coverage of macrocell users can
be obtained through (3.21).
3.5.2 Rate Coverage for Small Cell Users in the
Downlink
Following the same derivation approach, the rate coverage for DL small
cell users is given by
P





























× P (NS2 = n+ 1) , (3.24)
where I = IULu2 + IS2 + I
DL
S1
+N0 denote the cumulative interference from
small cell UL users along with macrocell and small cell BSs, receptively.
I ′ = IULu2 + IS2 +N0 is the cumulative interference during ABS transmis-












































































































Finally, Using the derivation of outage probability for small cell DL
users and (3.22), the final expression for rate coverage of small cell DL
users can be obtained through (3.24).
3.5.3 Rate Coverage for Small cell BS in the Uplink
Similarly, the rate coverage for UL small cell BS is given by
P






























× P (NS2 = n+ 1) , (3.27)
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where I = IULu2 + IS2 + I
DL
S1
+N0 is the cumulative interference from UL
small cell users along with macrocell and small cell BSs, and the Gaussian









































































































Finally, Using the derivation of outage probability for UL small cell
BS and (3.22), the final expression for rate coverage of UL small cell BS
can be obtained through (3.27).
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Table 3.2: Parametric Values (unless otherwise specified)
Parameter Value
λx ∀x (pi×5002)−1
PS1 [dBm] 43 dBm (20 W)
PS,2 [dBm] 23 dBm (200 mW)
Puy ∀y [dBm] 23 dBm (200 mW)
W [Hz] 107
αk ∀k 4
τn ∀n [dB] 0 dB
RSI PS210
LdB/10
LdB [dB] −38 dB
ρ 0.3
 0.2
Bx x ∈ (1, 2) 1
3.6 Analytical and Numerical Results
In this section, we evaluate the performance of two-tier HCNs with
FD small cells. Specifically, we investigate how different parameters affect
network performance in terms of the outage probability and the rate cov-
erage. The simulation methodology comprises independent realization of
PPP distributions for the BSs of two tiers, followed by realization of user
distribution and the association process. After that, outage probability
and rate coverage are calculated based on the cumulative interference.
The parameters used for the analysis and simulation are stated in Table
3.2. Monte Carlo simulations have been conducted to obtain the results,
averaged over 10000 iterations, which are then compared with numeri-
cal evaluation of the derived expressions. Please note that comparisons
between HD and FD systems had been carried out extensively in the
literature [7, 64], and demonstrated FD superiority in cases of adequate
SI cancellations, therefore, we will not incorporate those comparisons in
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Figure 3.2: Outage probability of macrocell and small cell downlink as a
function of small cell density λ2.
this study.
Fig. 3.2 plots the outage probability of a typical DL user associated
with macrocell BS, small cell BS, and random type of BS in the DL, as a
function of small cell BSs density λ2. We observe that the outage prob-
ability of macrocell DL user increases with increasing the small cell BS
density. This results from the increase in aggregate interference from the
small cell BSs, as shown in (3.4). Additionally, the outage probability of
macrocell DL user decreases with increasing the transmit power at the
macrocell BS, which is due to the increase in SINR at the typical down-
link user associated with macrocell BS, as shown in (3.4). Interestingly,
for the typical downlink user associated with small cell BS, the outage
probability decreases with increasing the small cell BS density. This is
because densification of tier 2 reduces the inter-link distances between
the typical downlink user and the associated small cell BS, as shown in
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Figure 3.3: Outage probability as a function of small cell density λ2.
(3.5). In addition, the outage probability of typical small cell DL user
increase with increasing the transmit power at the macrocell BS, which is
due to the increase in aggregate interference caused by macrocell BSs, as
shown in (3.5). Finally, outage probability of a random DL user, which is
defined as ODL1 A1 +ODL2 A2, increases with both the increase of small cell
density, and the decrease of transmit power of macrocell BS. This is be-
cause ODL1 in the expression is lower than ODL2 , therefore the expression
reflects such tendency. Note that the simulation results closely follow the
analytical results, and therefore, validate the analytical modeling. Also
note that when the density of small cells becomes very high, there will
be a point where the interference originating from the small cells will
eventually degrade the outage probability.
Fig. 3.3 plots the outage probability of macrocell DL user, small cell
DL user, small cell UL BS, and a randomly located user versus the den-
sity of small cell BSs. In this figure, we focus on the impact of small
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Figure 3.4: Rate coverage as a function of small cell density λ2.
cell BSs density on the outage probability of a randomly located user.
Interestingly, we observe that the outage probability of a randomly lo-
cated user is not significantly affected by the increase in the small cell
BS density. It suffers from slight increase that results from aggregate
interference from the small cell BSs, as shown in (3.11). We also evalu-
ate the impact of uplink power control factor,  on outage. As shown by
the results, a higher value of  results in a higher outage probability, for
small cell user in the uplink, due to reduced uplink transmit power as
a consequence of more aggressive power control. The simulation results
also closely follow the analytical results.
Fig. 3.4 plots rate coverage for a random DL user and UL small cell
BS versus the small cell BSs density. We note that the rate coverage of
a random DL user decrease as the density of small cell BSs increases.
This is because of increase in aggregate interference caused by small cell
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Figure 3.5: UL rate coverage probability as a function of ABS factor ρ.
BSs, as seen in (3.4). Similarly, the rate coverage of a random DL user
decreases with increasing the transmission power of small cell BSs. On
the contrary, rate coverage of an UL small cell BS increase with increase
of small cell BSs density. This is due to the fact that densification reduces
the inter-link distance between a user and it’s associated BS, which can
be verified by (3.7). Similarly, the rate coverage of an UL small cell
BS increases with increasing the transmission power of small cell BSs
due to higher SINR of small cell UL BS as can be verified by (3.7).
We also evaluate the impact of uplink power control factor,  on rate
coverage. As shown by the results, a higher value of  results in a lower
rate coverage probability, for small cell user in the uplink, due to reduced
uplink transmit power as a consequence of more aggressive power control.
Fig. 3.5 plots the rate coverage of UL small cell BSs as a function of
the ABS factor ρ. We note that the rate coverage of UL small cell BSs
increases as ρ increases. This is because of the aggregate interference
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Figure 3.6: DL rate coverage probability as a function of ABS factor ρ.
caused by macrocell BSs, which can be seen in (3.7) and (3.8). Similarly,
in Fig. 3.6, the rate coverage of random DL users increases with increas-
ing ρ for the same reason, which can be seen in (3.5) and (3.6). Fig. 3.7
shows that the outage probability of a random user decreases as ρ in-
creases. This is due to the fact that interference originated by macrocell
BSs decreases with increasing ρ, as seen in (3.4) and (3.6). This trend
advocate for the use of data/control separation, leaving data communi-
cations primarily for small cells, as it results in better performance.
Fig. 3.8 plots the relation between small cell UL rate coverage prob-
ability and the residual SI cancellation RSI = PS2 .10
LdB/10, where LdB
is the ratio of RSI after interference cancellation is applied to the trans-
mission power at the receiver. We observe that outage probability of a
randomly located user is initially high, especially when SI cancellation
capability is low (LdB < −15 ), then it decreases with increasing LdB,
until it nearly stabilise beyond (LdB > −37 ). This is because the high
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Figure 3.8: Outage probability as a function of the SI cancellation capability
LdB.
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Figure 3.9: UL rate coverage probability as a function of the self-interference
cancellation capability LdB.
SI cancellation capabilities improve the performance of FD links as can
be seen in (3.7). Additionally, we observe that the outage probability in
high small cell densities is more sensitive to LdB variations. This is due
to increased FD links in higher small cell densities since only the small
cell BSs operate in FD mode.
In Fig. 3.9, we plot the relation between small cell UL rate coverage
probability and SI cancellation capability LdB. Since only the small cell
BSs operate in FD mode, SI only applies to those BSs. We note that
the rate coverage increases with the increase of LdB. This is because
higher SI cancellation improves the performance of FD links, as can be
seen in (3.7) and (3.8). Moreover, increasing the density of small cell BSs
increases the rate coverage. This is due to the fact that more FD links




Unprecedented technological developments like network densification and
FD communications will be crucial in shaping 5G radio access networks
for achieving the envisioned capacity objectives. Realizing the FD ca-
pability at small cells is particularly attractive due to simplicity, supe-
rior SI cancellation (compared to macrocells), and widespread deploy-
ment. In this chapter, we have investigated the performance of two-tier
interference-coordinated HCNs with FD small cells. We have derived
closed-form expressions for outage probability and rate coverage in two-
tier HCNs with FD small cells explicitly accounting for interference co-
ordination between macro and small cells. Performance evaluation in-
vestigates the impact of different network parameters on both outage
and rate coverage probabilities. The results demonstrate that the outage
probability and the rate coverage improves with higher ABS factor and







Existing efforts towards full-duplex (FD) wireless communications have
mainly focussed on investigating the Physical (PHY) layer aspects [91].
Although wireless full-duplexing is a physical layer mechanism, its impli-
cations go beyond physical layer throughput. Addressing FD in higher
layers can lead to solving very challenging problems in wireless networks,
including hidden terminals, fairness in wireless LANs, and end-to-end
delay in multihop networks. Therefore, novel solutions and protocol en-





The main contribution of this chapter is to propose an FD-capable MAC
protocol that aims at achieving energy efficiency, while particularly ac-
counting for the peculiarities of FD environments such as bi-directional
and uni-directional links (explained in Section 4.3). The protocol opera-
tion of [22] is adapted for the proposed energy saving technique. The pro-
posed protocol, termed as Energy-FDM, particularly focuses on reducing
the transmission power of data and acknowledgement (ACK) packets to
achieve energy efficiency. The aims of the protocol can be summarized
as follows
1. Energy Efficiency: Sending data using maximum transmission
power can lead to unnecessary higher energy consumption. Energy-
FDM is a protocol that aims at reducing the transmission power
of data and acknowledgement (ACK), without compromising the
reliability of transmission.
2. Enabling Both Types of FD Links: In FD wireless networks,
link can be either bi-directional or uni-directionals, as illustrated
in Fig. 4.1. Energy-FDM accounts for both types of links without
additional protocol overheads.
3. High Effective Throughput: An important feature of FD tech-
nology is increasing the system throughput. Energy-FDM con-
sumes lower energy without compromising the effective throughput.
Additionally, Energy-FDM addresses the hidden node problem to
further increase the effective throughput of the network.
4. Backward Compatibility: Energy-FDM enables the co-existence








Figure 4.1: Two distinct types of FD links.
IEEE 802.11 DCF protocol and allowing nodes to choose the type
of connection.
The proposed protocol is analysed through a stochastic geometry
based approach for accurate and realistic performance evaluation.
4.3 System Model
We consider a Poisson distributed wireless network comprising both FD
and HD nodes. For FD operation, we adopt a PHY layer model from [31]
wherein, each node is equipped with a single shared antenna along with
the proposed self-interference (SI) cancellation mechanism therein. We
consider two types of FD wireless links. Bi-directional links (Bi-Links),
where node A transmits to node B in the first transmission (FT) and
node B transmits to node A in the second transmission (ST), with both
FT and ST occurring simultaneously. In this case, both nodes suffer from
SI and apply the necessary SI cancellation mechanism. Uni-directional
links (Uni-Links), where node A transmits to B (FT) and B transmits
to another node C (ST). In this case, only node B experiences SI.
Further, we define the following ranges for each node in the network,
which are also illustrated in Fig. 4.2.
1. Transmission Range: In which any residing node can successfully
decode the transmitted packets by a sender.
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Figure 4.2: Range definitions in the underlying system model.
2. Carrier Sensing Range: In which residing nodes can sense the
sender’s transmission.
3. Carrier Sensing Zone: In which any residing node cannot success-
fully decode the transmitted packets by a sender node, and con-
sequently sets its Network Allocation Vector (NAV) to Extended
Inter-Frame Spacing (EIFS)1. The carrier sensing zone excludes
the transmission range.
4.4 Energy-FDM Protocol
In our underlying system model, three distinct types of communications
can occur:
1. FD bi-directional communication via Bi-links
2. FD uni-directional communication via Uni-links
1This is done in order to provide the intended receiver with an opportunity to
return an acknowledgement (ACK) without interference.
79
4.4. Energy-FDM Protocol
3. Conventional HD communication
Consider that node A has data to send to node B. It takes a ran-
dom back-off (BO) if the channel is sensed as busy. After the expiry of
BO timer, if the channel is sensed as idle, it starts the transmission by
sending a request-to-send (RTS) packet to node B with maximum power
(Pmax), in order to capture the channel and to make other nodes aware
of an ongoing transmission. Note that this is the FT from node A which
includes the source and destination addresses as well as the length of the
transmission.
4.4.1 FD Bi-directional Communication
In case of FD bi-directional communication between nodes A and B, after
receiving the RTS packet from A, node B waits for short inter-frame space
(SIFS) duration before sending an FD clear-to-send (FD-CTS) packet to
A. The FD-CTS packet includes the source and destination addresses
along with the transmission durations of both FT and ST. Note that
FD-CTS is also transmitted using Pmax to capture the channel for ST.
Additionally, node B also calculates Pmin, which is defined as the mini-




×Rthreshx × c, (4.1)
where Prx is the received power, R
thresh
x is the minimum necessary re-
ceived signal strength and c is a constant used for simulation purposes
as [92].
Once node A receives the FD-CTS, it calculates Pmin as well, and
responds with another FD-CTS for synchronization with node B. After
B receives FD-CTS from A, data transmission starts using Pmin with
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periodical increase to Pmax, so that nodes in the sensing zone, which
cannot decode the transmission and set their NAV to EIFS duration can
sense the transmission. Note that the period between two successive
power increase intervals must be less than the EIFS duration. According
to the IEEE 802.11 standard [93], 15 µs is suitable for carrier sensing,
and 2 µs is adequate to increase the power level from 10% to 90% and
decrease it from 90% to 10%. Therefore, a duration of 20 µs is deemed
adequate for transition of power level from Pmin to Pmax and vice versa, as
shown in Fig. 4.3. Since EIFS is set to 364 µs in IEEE 802.11 standard,
a node in Energy-FDM will transmit at Pmax every 340 µs for a duration
of 20 µs, and the cumulative transmission duration is less than the EIFS
duration. Further, since the durations of FT and ST are known, the
transmission will last for the longer duration, after which both nodes A
and B will send an ACK. Note that the protocol operation inherently
accounts for the necessary SIFS duration as shown in Fig. 4.3. Please
note that those durations differ between standards, as a general notation
EIFS duration can be calculated as the transmission time of Ack frame
at lowest PHY mandatory rate + SIFS + DIFS.
4.4.2 FD Uni-directional Communication
The protocol operation in this case is illustrated in Fig. 4.3. If node B
has packets to send to another node C, it waits for SIFS and then sends
FD-CTS to both A and C using Pmax, after which it calculates Pmin using
the received power from A. Next, node A calculates Pmin and waits for a
duration of 2 SIFS and an FD-CTS before initiating data transmission.
When node C receives FD-CTS from B, it calculates Pmin and waits for
SIFS duration before sending FD-CTS back to node B. After that node
B calculates Pmin using the received power from node C and compares it
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with the previously calculated Pmin (from node A). Node B will use the
higher Pmin in order to maintain both FT and ST connections. The data
transmission lasts for the longer duration of either FT or ST using Pmin
with periodic increase to Pmax, as described earlier. After the completion
of data transmission, node C sends ACK to node B, and B sends ACK
to node A.
4.4.3 HD Communication
It is important to maintain backward compatibility with conventional
HD nodes. If node B is an HD node, or does not have packets to send,
it waits for SIFS duration and sends back a normal CTS to node A. The
communication will proceed as HD based on the standard 802.11 DCF
protocol [94].
The pseudo code of the protocol functionality is summarised in Algo-
rithm 1.
4.4.4 Solving Hidden Nodes Problem
Refering to Fig. 4.2, consider that nodes C and D constitute a sender-
receiver pair in HD mode. Node F, which resides in the carrier sensing
range of D but not of node C, may act as a hidden node. In bi-directional
transmission, both nodes transmit and receive simultaneously, and there-
fore the hidden node issue is implicitly resolved due to the FD nature
of this transmission. In uni-directional transmission, hidden nodes may
affect the receiver of ST. That is why Energy-FDM adopts RTS-CTS
mechanism, and by sending FD-CTS using Pmax, it ensures that nodes
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Figure 4.3: Example of the bi-directional and uni-directional transmission
in Energy-FDM using 1 Mbps bandwidth.
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Algorithm 1: The proposed Power-FDM Protocol
∗ Initial state: A has packets to send to B, channel is sensed idle
and BO = 0.
• A Sends RTS to B using Pmax and wait for response.
• B calc Pmin = PmaxPreceived ×Rxthresh × c
if B has packets back to A (Bi-Link) then
• B waits for SIFS time then send FD-CTS using Pmax, and
wait for another FD-CTS from A.
• After A receive FD-CTS from B. A calc Pmin, wait for SIFS
and send FD-CTS to B using Pmax, then wait for SIFS time
to start data transmission using Pmin with alternating Pmax.
• After B receive the second FD-CTS from A, it wait for SIFS
time and then start data transmission using Pmin with
alternating Pmax.
• Transmission will last for the longer period of A→ B or
B → A
• After transmission is over, both A and B wait for SIFS time
then send ACK using Pmin to each other.
else if B has packets to another node C (Uni-Link) then
• B waits for SIFS time then send FD-CTS using Pmax to both
A and C
• A receive FD-CTS from B, calc Pmin and wait for (2 SIFS +
FD-CTS) time before starting transmission
• C also receive FD-CTS from B, calc Pmin, wait for SIFS time
and send FD-CTS to B using Pmax, then wait for SIFS time
before starting transmission.
• B receive FD-CTS from C, B calc new Pmin using received
power from C and use the higher Pmin, then wait for SIFS to
start transmission using Pmin with alternating Pmax.
• Transmission will last for the longer period of A→ B or
B → C.
• Once transmission is done, B and C wait for SIFS, then C
send ACK to B and B send ACK to A using Pmin.
else
• B is HD OR does not have packets to send.
• B sends back normal CTS using Pmax
• A calc Pmin and start data transmission using it.




In this section, we develop an analytical model of the proposed protocol
and derive expressions for throughput and energy consumption.
4.5.1 Spatial Throughput Analysis
We assume that nodes are distributed in an Euclidean plane R2 according
to a homogeneous Poisson Point Process (HPPP) Φ with intensity λ.
Node A located at x correctly receives and decodes packets transmitted






where N0 is the noise power, and Ix is the cumulative interference of all
other transmitting nodes in the contention domain of node A.
To determine the subset of APs that transmit simultaneously, we
adopt the modified Mate´rn model similar to [95], which captures essential
features of CSMA based protocols while maintaining analytical tractabil-
ity. Particularly, the model captures the fact that an AP refrains from
transmitting if it senses the activity of another AP which has extracted a
smaller back-off time. This model is suitable to describe the synchronized
and slotted version of CSMA and hence complies with our protocol. In
this model, each point x of Φ is attributed an independent mark tx uni-
formly distributed in [0, 1], representing back-off time. A node transmits
if it does not sense the activity of any other node having smaller mark.
The subset of neighboring nodes of x transmitting concurrently is given
by
N (x) = {x ∈ Φ : tx < ty,∀y : Prx > β}. (4.3)
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The received power is given by Prx = P · L(x, y) · F (x, y), where P
is the transmitted power (either Pmax or Pmin), L(x, y) is the the path
loss component, and F (x, y) is a random variable accounting for the fad-
ing and shadowing. We adopt the notion of average spatial throughput
from [95] and calculate for our scenario which depends on: (i) distance
distribution between a pair of nodes, (ii) set of simultaneously transmit-







(αPBi + (1− α)PUni)fD(r, n)drdn (4.4)
where α is the fraction of Bi-links, r is the distance between sender and
receiver nodes, n =| N (·) |, PBi and PUni respectively denote the proba-
bilities of successful bi-directional and uni-directional transmissions, and
fD(r, n) is the probability density function of the distance between the





Following the stochastic analysis of random networks in Section 3.2
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where LI1 and LI2 respectively denote the Laplace transforms of the
interfering neighbours of FT and ST receivers, `1 and `2 respectively
denote the path loss exponent between pair of FT and ST nodes, B(·, ·)
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is the Beta function, and Ω(s,X) is a function defined as
Ω(s,X) =













`X−2 − 1 (4.7)
where F(·, ·, ·, ·) is the Gaussian Hypergeometric function. Note that
(4.6) is valid for both Bi-links and Uni-links.
Therefore, the average spatial throughput expression becomes
τFD =α
 (LI1)n−2(
1 + Ω(βx`1 , x) +B(1− 2
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Owing to the presence of SI, it is important to consider FD efficiency [22]
for a FD node, defined as the ratio of the effective received packet payload








where γ is the instantaneous received SINR at the FD node, f(γ) is
the probability density function of the channel and κ ∈ [0, 1] is the SI
cancellation coefficient. When κ→ 0 the SI causes large interference on
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the FD transmission, whereas when κ→ 1 the SI causes no interference.
In bi-directional transmission, the FD efficiency is taken into account
for both nodes as both operate in FD mode, while in uni-directional
transmission, the efficiency is considered only for the FT receiver node




δBi = (δFT + δST )
δUni = δFT + δST
, (4.10)
where δBi and δUni are the effective packet loads of the Bi-links and Uni-
links respectively, δFT and δST are the packet payload for the FT and ST
respectively. For the sake of comparison, we define the effective packet








B denote the average energy consumed during a
successful FD bi-directional transmission, where EA and EB denote the
energy consumed by nodes A and B respectively, such that
EBiA =TFDCTS · Pon + (TδFT − TIFT + TACK)Pmin
+ (TRTS + TFDCTS + TIFT )Pmax, (4.11)
EBiB =(TRTS + TFDCTS)Pon + (TFDCTS + TIST )Pmax
+ (TδST − TIST + TACK)Pmin, (4.12)
where TRTS, TFDCTS, TH and TACK denote the duration of RTS, FD-
CTS, header (of both MAC and PHY) and ACK frames respectively,
SIFS and DIFS denote the short and DCF inter-frame space duration
(defined in the 802.11 DCF standard) respectively, TδFT and TδST denote
the duration of effective payload for FT and ST transmissions respec-
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tively, Pon is the power consumed during the receive mode, and TIFT
and TIST are the durations of power increase to Pmax for the FT and ST
respectively such that TIFT = 20 · ( δFTEIFS + 1) and TIST = 20 · ( δSTEIFS + 1).
Note that the transmission duration (in µs) for c bits is calculated as
Tc = c/B, where B is the bandwidth.






C denote the average energy
consumed during a successful FD uni-directional transmission such that
EUniA =(TRTS + TIFT )Pmax + (2TFDCTS + TACK)Pon
+ (TδFT − TIFT )Pmin, (4.13)
EUniB =(TRTS + TFDCTS)Prx + (TFDCTS + TIST )Pmax
+ (TδST − TIST + TACK)Pmin, (4.14)
EUniC =(TRTS + TFDCTS + TδST )Pon
+ TFDCTSPmax + TACKPmin. (4.15)
Therefore, the total energy consumption is given by E = αEBi + (1 −
α)EUni.
4.6 Numerical Results
We assume Poisson distributed nodes in an area of 1500 m2 and vary the
density of nodes. Further, we assume 1 Mbps bandwidth with maximum
transmit power of 24 dBm. The frame size (in bits) of different packets is
set to 277 for RTS, 528 for FD-CTS, 240 for CTS, 240 for ACK, 128 for
PHY header, 272 for MAC header, and 8184 for payload. Different inter-
frame spacing durations (in µs) are set to as, 28 for SIFS, 128 for DIFS,
364 for EIFS. The slot duration is set to as 50 µs. Lastly, we assume
α = 0.5. We adopt the FD protocol RTS-FCTS [22] as the baseline as it
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Figure 4.4: Average power consumption as a function of network density
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Figure 4.5: Average spatial throughput as a function of network density
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Figure 4.6: Average spatial throughput as a function of FD efficiency
uses similar control signals with maximum power. We also compare the
performance with the standard IEEE 802.11 (HD) DCF protocol [94].
Figure 4.4 shows the energy consumption for different protocols. We
note that the energy consumption reduces with the network density. This
is because of overall reduced transmission power owing to shorter trans-
mission links. Further, Energy-FDM outperforms the baselines protocols
by consuming on average up to 47.2% and 44.8% lower energy compared
to [22] and [94], respectively. The energy consumption increases with
increase in bandwidth as the transmission duration of different messages
as well as the inter-frame spacing durations decrease, as a result of which,
the power must be increased more frequently during data transmission.
Please note that the results do not account for the noise power and the
circuit power in PHY layer, otherwise, the gap between the plots of power
consumption where B = 1 Mbps and B = 2 Mbps will be bigger.
Figure 4.5 shows the average spatial throughput performance for
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different protocols. We note that despite reducing the transmission
power, Energy-FDM achieves similar throughput performance as [22]
which transmits at maximum power. The throughput initially increases
in low network density, where collision effects are not significant. After
reaching the maximum value, it stops due to network saturation.
In FD networks, performance is heavily dependent on the SI cancel-
lation. As shown by results in Fig. 4.6, the average spacial throughput
increases when the FD efficiency () increases. We note that it drops to
the level of HD system when  drops below 0.75. Therefore, SI must be
dealt with properly to achieve the gain of FD technology at higher layers.
4.7 Concluding remarks
We have proposed Energy-FDM, which is an energy-efficient FD MAC
protocol for distributed wireless networks. Energy-FDM achieves higher
energy-efficiency without compromising the overall effective throughput.
Moreover, it supports both Bi-links and Uni-links and is inherently back-
ward compatible. Performance evaluation shows the achievable gains of
Energy-FDM. Results also demonstrate that higher layer gains of FD
technology heavily rely on SI cancellation mechanisms at the PHY layer.
In the next chapter, a cross-layer FD routing protocol for distributed









FD technology not only offers the potential of doubling the capacity and
the spectrum utilization, but also assists in solving some of the key prob-
lems in HD systems, such as the hidden node issues, loss of throughput
due to high congestion rates, and large end-to-end delays [26]. Existing
efforts towards FD communications have mainly focussed on investigat-
ing lower layers aspects [91]. However, these advancement necessitates
novel solutions for protocol designs and enhancements at higher layers
as well, to reap the actual benefits of FD technology. Research on FD
routing protocols is still rather scarce, leaving room for taking further
advantages of FD technology, which motivates this work.
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On the other hand, energy saving in distributed wireless networks
is of significant importance due to the limited battery supply of each
node. The nodes continuously participate in constructing the network
and act as relays for different and rapidly changing routes. In addition
to continuous variation in the Channel State Information (CSI) caused
by the instability of wireless channels, this leads to a large amount of con-
trol messages being exchanged across the network to maintain reliability,
which potentially entails high energy consumption.
5.2 Contribution
The objective in this chapter is to design a cross-layer aided routing
protocol for imperfect FD wireless networks, where the notion of im-
perfection implies that SI is not fully cancelled at the PHY layer. The
proposed protocol, which is termed as X-FDR, is particularly designed for
minimizing energy consumption and end-to-end latency in FD wireless
networks. The key features of X-FDR can be summarized as follows
• X-FDR accounts for the residual self-interference (RSI) in the SINR
expressions of the nodes, which is the interference caused by the
imperfection of interference cancellation mechanisms.
• We adopt an energy-efficient collision-free MAC protocol (explained
in Section 5.3.1), designed for FD capable network, which allows
power control without causing hidden terminal problems. We also
make further modifications on the adopted MAC protocol for com-
patibility. Additionally, X-FDR accounts for the MAC retransmis-
sion attempts to reconcile more realistic scenarios.
• In our protocol design, we use a novel energy cost as a metric,
instead of hop counts.
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• X-FDR makes use of the opportunities provided by FD technol-
ogy, like the ability to sense the medium while transmitting, which
provides immediate reaction towards channel errors. This conse-
quently enables nodes to send a bundle of packets, sized by the
minimum buffer size βmin of nodes on the selected route, and wait
for an acknowledgement packet (ACK) for the last received packet
only, instead of acknowledging the reception of each packet.
• X-FDR also employs immediate forwarding, where an FD node does
not have to wait for the reception of the full packet before it starts
forwarding. This feature reduces the end-to-end delay of the trans-
mitting stream and increases network availability.
• We modify the route maintenance process to reduce the delays
caused by new route discovery, by initiating route discovery at the
node where the link broke, then resuming the transmission by the
node that have received the full bundle of data.
The rest of the chapter is organized as follows. Section 5.3 provides
the preliminaries, with the considered attributes from PHY and MAC
layers. In Section 5.4, we present the routing protocol, with details on its
route discovery, data transmission and route maintenance mechanisms.
This is followed by the protocol performance evaluation and simulation
results in Section 5.5. Finally, the chapter is concluded in Section 5.6.
5.3 System Model
We consider a distributed network comprising N FD wireless nodes. Let,
R denote the set of all possible routes in the network. A route R ∈ R
represents an ordered set of nodes between a source node S and a des-
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Figure 5.1: Example of a route R = {S,A,B,D}. Straight lines represent the
intended transmission, while dotted lines represent neighbouring interference,
and the red semi-circled arrows represent SI.
D is the last. Route R ∈ R is not obliged to include all N elements
in the route. The order of R represent the transmission order, meaning
that node (i) in R transmits to node (i + 1), while node (i − 1) trans-
mits to node (i) simultaneously. For example, R = {S,A,B,D} in Fig.
5.1 demonstrates a route of four nodes, where the source node S trans-
mits to node A, which forwards to node B, which finally forwards to the
destination node D.
Nodes in R are k hops away from each other when there are k elements
between them, where adjacent elements in R have one hop away from
each other. For example, in Fig. 5.1, the route R = {S,A,B,D} involves
4 nodes, where nodeA is one hop from S and two hops fromD. Therefore,
hops are only defined in terms of routes, for example if the considered
route was found to be R = {S,A,D}, then A and D would be one hop
away from each other, regardless of B being physically located between
A and D.
We assume that FD wireless nodes employ necessary SI cancellation
techniques at the PHY layer. Since SI cancellation techniques are not
perfect in practice, a node experiences RSI. We use an experimentally
characterized model [27] for RSI, based on which, the power of the RSI
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∆ · χρ , (5.1)
where Pt is the transmit power, ∆ is the interference suppression factor,
χ depends on the SI cancellation technique, and ρ denotes the SI can-
cellation capability. Note that ρ = ∞ denotes perfect SI cancellation,
resulting in zero RSI. Moreover, ρ = 0 implies a constant reduction in
transmission power. Realistically, 0 < |ρ|< 1; with ρ = 1 implying a
constant power for RSI similar to noise.
Without loss of generality, we assume that the received signal power
at a node j, based on a transmission from a node i) at maximum transmit





such that di,j denotes the distance, α denotes the path loss exponent,
and c is a constant. We assume that nodes in the network employ a
power control mechanism based on the received signal strength, nodes can
estimate the distance between each other using (5.2), and the controlled




× ζth × c′, (5.3)
where ζth denotes the minimum required received signal strength and cˆ
is a constant [92]. . In the considered distributed network, the required
signal-to-noise-ratio (SINR) of a node i with SI cancellation enabled, for
a successful packet decode, with distance d from its intended transmitter
node j, can be expressed as
SINRi =
Pj|hi,j|2di,j−α




where τ is the SINR threshold, Pj denotes the transmitting power of
node j, may it be Pmax or Pctrl, hi,j denote the small scale fading channel
coefficient between i and j, α denotes the path loss exponent, and N0 is
the thermal noise. Moreover, Ix is the cumulative interference caused by





where Px is the transmitting power of an interfering node x, hx,i is the
small scale fading channel coefficient between nodes x and i, and dx,i is
the distance between x and i.
5.3.1 MAC Layer Design for X-FDR
This section presents the MAC layer design for X-FDR. In X-FDR, we
adopt the modified version of our recently proposed MAC protocol [11]
for distributed wireless networks. The MAC protocol in [11] enables both
bi-directional FD transmissions and uni-directional FD transmissions.
The former enables simultaneous two-way transfer of two distinct data
streams between a pair of nodes, whereas, the latter involves three nodes
and same data stream is forwarded from one node to another via an
intermediate relay node. In X-FDR, we focus only on uni-directional FD
transmission. We also omit the MAC layer ACK procedure.
We explain the protocol operation with the aid of Fig. 5.2. We define
the following ranges for each node in the network, which are illustrated
in Fig. 5.2.
1. Transmission Range: In which any residing node can successfully
decode the transmitted packets by a sender.
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Figure 5.2: (a) Ranges of nodes transmitting control signals using Pmax;
(b) ranges of nodes after application of power control; (c) illustration of a




3. Carrier Sensing Zone: Illustrated in Fig. 5.2b as the grey area,
where nodes residing in this range cannot successfully decode the
transmitted packets by the sender.
Let N = {S,A,B,D} be a set of nodes involved in the intended trans-
mission, where S is the source node and D is the destination node. After
sensing the spectrum idle, node S starts the transmission by sending a
request-to-send (RTS) packet to node A using Pmax. After receiving the
RTS packet from S, node A waits for short inter-frame space (SIFS)
duration before sending an FD clear-to-send (FD-CTS) packet [11] to
both S and B. The FD-CTS packet includes the source and next hop
addresses along with the transmission duration. Note that FD-CTS is
also transmitted using Pmax to capture the channel for forwarding. Using
the received RTS from S, node A calculates Pctrl following (5.3). Node
S calculates its Pctrl as well using the FD-CTS received from node A.
Further, when node B receives the FD-CTS from node A, it replies with
FD-CTS as well, and calculates its Pctrl based on the received power from
A. After that, node A recalculates Pctrl based on the received FD-CTS
from B and compares it with the previously calculated Pctrl, where the
higher Pctrl is chosen to maintain connection with both S and B. Simi-
larly, the rest of the relaying nodes attempt to acquire the channel until
the intended destination is reached.
During data transmission, nodes use Pctrl with periodical increase to
Pmax, so that nodes in the carrier sensing zone, which cannot successfully
decode the transmission and set their Network Allocation Vector (NAV)
to Extended InterFrame Space (EIFS) duration can sense the transmis-
sion. Note that the period between two successive power increase inter-
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vals must be less than the EIFS duration1. These periodic increments
preserve the channel, and ensure that nodes in the carrier sensing zone
will not attempt to initiate a transmission.
5.3.2 Hidden Terminal Problem
Referring to Fig. 5.2b, consider that nodes S and A constitute a sender-
receiver pair in HD mode. Node Z, which resides in the carrier sensing
range of S but not of node A, may act as a hidden node. In FD trans-
mission, hidden nodes may affect the reception of control signals at node
S. Therefore, in the proposed protocol we adopt RTS-CTS handshake
mechanism. Moreover, by sending FD-CTS using Pmax, the protocol en-
sures that nodes in the carrier sensing ranges are aware of an ongoing
transmission. After power control is applied for data transmission, node
Z can again create a hidden node problem, which is why the periodic
increments from Pctrl to Pmax are required.
5.4 X-FDR: Protocol Operation
In this section, we present the Energy-efficient Full-Duplex Routing Pro-
tocol X-FDR designed for distributed multi-hop wireless networks. Unlike
conventional Ad-Hoc On-demand Distance Vector (AODV) routing pro-
tocol [98], where the route cost relies mainly on hop count, X-FDR uses
energy consumption as a metric for route cost estimation. In the fol-
lowing, we introduce the new cost estimation metric, followed by the
operation explanation of the presented protocol.
1According to the IEEE 802.11n standard [?], 15 µs is suitable for carrier sensing,
and 2 µs is adequate to increase/decrease the power level from/to 10% to/from 90%.
Therefore, a duration of 20 µs is deemed adequate for transition of power level from
Pctrl to Pmax and vice versa. Since EIFS is set to 120 µs, nodes will transmit at Pmax
every 120 µs for a duration of 20 µs, and the cumulative transmission duration is less
than the EIFS duration.
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5.4.1 Route Cost Estimation
X-FDR is a cross-layer design routing protocol, which estimates SINR
at the physical layer, determines the power levels at the MAC layer,
accounts for the number of MAC retransmission attempts, then calculates
the energy consumption of a route for the route selection process.
Nodes in the network initiate connections using RTS/FD-CTS mes-
sages with maximum power level Pmax, in order to restrain other nodes
residing in the sensing range from initiating an interfering transmission.
Once the data transmission take place using controlled power level Pctrl,
a periodic increase of power to Pmax takes place to stop potential inter-
ference and eliminate the problem of hidden nodes; therefore, the metric
for route cost shall account for different power levels.
In route R = {S,A,B,D}, the cost of energy ρ(S,A) for sending data
from node S to node A can be estimated as
ρ(S,A) = Nr(Edata + Ectrl + Eon) (5.6)




Pf denotes the probability of occurring a transmission failure [99]. Edata,
Ectrl and Eon denotes the energy consumed during data transmission,
control signals transmission and the energy consumed when the receiver




− Tinc) + PmaxTinc (5.7)
where PctrlS and Pmax are the controlled power of node S and the max-
imum transmitting power respectively. βmin is the minimum buffer size
(explained in Section 5.4.2), and r is the data rate. Moreover, Tinc is the
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time of the periodic increases in power levels from Pctrl to Pmax, then
back to Pctrl. Ectrl can be expressed as
Ectrl = Pmax(TRTS + TFD−CTS) (5.8)
where TRTS and TFD−CTS donate the duration of sending RTS and FD-
CTS packets respectively. Assume that there exists a route i where
Ri = no → n1 → ... → nk from the source node S to the destination D,
where, without loss of generality, S = n0 and D = nk. Therefore, the





where Pj is the power level used by nj to communicate with nj+l, and
ρ(j,j+1)(Pj) is the relaying cost between nodes nj and nj+l. Assuming
that there are x routes from S to D, the minimum energy consumption
route Rmin chosen by destination node D would be
Rmin = arg min(ρ¯i), i = 1, 2, . . . , x. (5.10)
5.4.2 Route Discovery
The first stage of X-FDR is route discovery. When a source node S re-
quires a route to destination node D, it broadcasts a Route REQuest
message (RREQ). Once neighbouring nodes receive RREQ, they calcu-
late the energy cost, ρ, add it to RREQ and broadcast it to the neigh-
boring nodes. After that the neighboring nodes calculate the new ρ, add
it to the previous cost received in RREQ, and broadcast it further un-
til it reaches the destination D. The destination node sets up a timer
to allow several RREQ messages to arrive from different routes. After
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Figure 5.3: Example of route discovery process in X-FDR.
the timer expires, node D chooses the route Rmin with minimum en-
ergy consumption and replies with a Route REPly (RREP) message via
Rmin. The routing table of each node is refreshed, whenever it receives
RREQ/RREP messages. Each node maintains a received RREQ table
and compares the new RREQ messages in order to eliminate the du-
plicate RREQ messages. Additionally, a Route-ACKnowledgement (R-
ACK) packet is used by the nodes receiving RREP, in order to confirm
successful reception of the RREP packet and establishment of the route.
Fig. 5.3 demonstrates an example of route discovery performed by node
S, where Rmin is found to be {S,A,B,D}.
Instead of sending packets sequentially and wait for acknowledgement
packets (ACKs) for each data packet. X-FD sends a collection of data
packets termed as bundles of data, such that the number of packets in
each bundle is determined by the minimum buffer size, βmin, of the nodes
in the route R. For example, let βS denote the buffer size (in terms of the
number of packets) of node S. Further, node S encapsulates βmin = βS
within RREQ and broadcasts it. When a neighboring node A receives
RREQ, it compares βmin with its own buffer size (i.e., βA). If βA < βmin,
node A updates βmin = βA in RREQ and broadcasts it forward. However,
if βA > βmin, node A keeps the buffer size as it is and forwards RREQ.
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When D receives RREQ, it compares its buffer size with the received
βmin, and sends the lowest of the two within RREP, which informs node
S with the minimum buffer size to be used for data transmission. Note
that if a node in the route does not have a buffer enabled, βmin will be
set to 1, which represents the worst case scenario, nonetheless, this is not
a significant issue since the main objective is to find the minimum energy
consumption route, and βmin is involved in that calculation in Eq. (5.7).
The process of route discovery has been summarized as Algorithm 2.
Algorithm 2: X-FDR route discovery process
Input: Source: S, Destination: D, Nodes: N , Pmax
Output: Route: Rmin
while S → D do
Node S broadcast RREQ packet
end
for each node i ∈ N \ {S,D} do
if Node i recieves RREQ then
i calculates and update the cost ρi
i updates buffer size βmin
i broadcasts updated RREQ
end
end
if Node D recieves first RREQ packet then
set a timer tmax
if t ≤ tmax then
continue receiving RREQ packets.
else stop receiving RREQ packets.
compare the received RREQ packets and select the route Rmin
with minimum energy consumption according to Eq. (5.10)
end
return RREP packet with Rmin and βmin.
5.4.3 Data Transmission
When node S receives the RREP message as a result of route discovery
process, it becomes aware of the most energy-efficient route to the desti-
nation D. After the route discovery process, node S starts transmitting a
bundle of data packets to next hop (node A), where the number of packet
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Figure 5.4: Example of data transmission in X-FDR.
in each bundle is given by βmin of the route. In conventional HD commu-
nications, when node S sends a bundle of data, it will not be notified of
transmission errors, e.g., by receiving a Route ERRor (RERR) message,
until after the entire bundle is transmitted. This incurs significant waste
of time and resources. However, using continuous sensing offered by FD
technology, node S can sense a problem in the transmission as soon as
it occurs, which leads to immediate termination of the transmission.
Hence, node S continuously senses the packets forwarded by node A and
stops transmitting immediately if it receives RERR message.
Since node A is FD-capable, it can employ immediate forwarding,
wherein it does not have to wait for the entire packet to be received
before forwarding. Once node A receives all the packets, determined by
βmin, it replies with an ACK to acknowledge the reception of the last
packet. If a packet is dropped while the route is not deemed faulty, node
S gets notified by the ACK packet sent by A, and it retransmits the lost
packet. The same process is repeated at each hop until the destination
is reached. Note that each node in the route only notifies the previous
hop with an ACK. This is because data is assumed to be buffered by the
previous node in the route as βmin is known to all nodes. Therefore, if a
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node did not receive all the packets, it would request these from previous
nodes using ACK.
For instance, assume that βmin = 4, and consider the scenario demon-
strated in Fig. 5.4. Node S transmits data packets 1 through 4 while
continuously sensing the signal transmitted by A. Node A starts for-
warding immediately; however it only receives 3 packets. Therefore, it
sends an ACK for data packet 3, which notifies S that it needs to re-
transmit data packet 4. Note that if the buffer size of node S is larger
than the amount of data packets that needs to be sent, it will include an
end-of-queue (EQ) notification message with the last packet, in order to
avoid an unnecessary retransmission.
5.4.4 Route Maintenance
The process of route maintenance is depicted in Fig. 5.5, where the trans-
mission of packets 1 to 3 from source S to destination D is exemplified.
First, node S transmits the bundle of packets to node A. Node A receives
the packets successfully and responds with an ACK packet to the source
S to confirm the successful reception. As node A receives the packets, it
starts forwarding them to node B. However, node B fails to receive the
data packet 3 successfully, despite maximum number of retransmission
attempts by node A due to a link error. Once the pre-set timer expires at
node A without receiving any ACK from node B, it infers that the link
A−B is broken and sends an RERR message to its previous hop, which
is node S in this case. The RERR message informs node S of a link
failure and a new route discovery process. Node S updates its routing
table and marks link A−B as broken, and then acknowledges the RERR
of node A. Since the route error occurred at node A, it initiates a new
route discovery process by broadcasting a RREQ message. Intermediate
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Figure 5.5: Example of route maintenance process in X-FDR.
nodes follow the same procedure as described earlier for route discovery.
When the destination node D receives RREQ from node A, prior to the
full reception of packets in the same bundle of βmin, it knows that the
request is to complete the same data stream, and replies with RREP, pig-
gybacked with an ACK packet to inform node A about the last packet
node D had received. After receiving the RREP message, node A sends
a Route UPDate (RUPD) message, with the new βmin, to the previous
hop i.e., node S, to inform it of a new route. Finally, node A starts new
data transmission to destination D from data packet 3 onwards. If node
S has new bundle of data to send, it will use the updated route towards
node D, starting the transmission after sensing the last packet sent by
node A. The process of route maintenance is summarized in Algorithm
3.
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Algorithm 3: Route Maintenance Process in X-FDR
Input: Source: S, Destination: D, Nodes: N , Rmin
Output: New Route: Updated Rmin
while S → D do
Nodes forward incoming packets
for each node i ∈ {Rmin \D} do
i transmits packets to i+ 1
i sets timer tACK
if i receives ACKz while tACK 6=0 then
i forwards packets z + 1
else i marks link i→ (i+ 1) as broken
Send RERR to node i− 1
Nodes i− (x+ 1), x ∈ {0, 1,· · · , hops to S} traverse RERR
back to S
i broadcasts RREQ
if D receives RREQ for the same stream then
set a timer tmax
if t ≤ tmax then
continue receiving RREQ packets
else stop receiving RREQ packets;
compare received RREQ packets and select Rmin
return RREP packet with Rmin and βmin.
if i receives new RREP then
Update Rmin
Send RUPD to node i− 1
Nodes i− (x+ 1), x ∈ {0, 1,· · · , hops to S} update
Rmin and send RUPD back to S









In this section, we conduct a performance evaluation of X-FDR. We
have implemented X-FDR in OPNET. Before we program the routing
protocol, we made the necessary changes on the OPNET node model
manet station adv.nd, to allow simultaneous transmission and reception
using wlan port rx and wlan port tx blocks in addition to wireless lan mac
block. The first step in creating a new protocol on OPNET is to de-
velop a representation of the intended protocol, in OPNET this is called
the model-specification, to modify or create a new model, the model-
specification editors is used, which is organized in a hierarchical way,
specifically, network as higher layer, node, and process and external sys-
tem modeling environments as lower layer. X-FDR is designed in OPNET
as one of the MANET protocols. First, we start by registering X-FDR
through the ip higher layer proto reg sup.h header file. Then we modify
the manet mgr routing protocol determine and manet mgr routing proce-
ss create functions in manet mgr.pr process model, in order to allow the
network nodes to configure X-FDR on their interfaces. Further, we add X-
FDR as a child process to manet mgr.pr process model. Then we define
the new X-FDR parameters as a new group under the ad-hoc Routing
Parameters group in manet mgr.pr model attributes. For X-FDR, we
need to modify some control packets and add some new ones using the
packet format editor, like RREQ, RUPD etc. Then we define the finite
state machine for X-FDR with the required transitions, addressing how
the protocol behave sequentially. The main work is then done in xfdr.pr
process model, where X-FDR functionality is defined by a finite state
machine. The finite state machine initializes the required state variables
and deploy the different stages of the protocol. We assume that nodes
are randomly distributed in an area of 500 m2. The buffer size is as-
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Table 5.1: Parametric Values (unless otherwise specified)
Parameter Value
Maximum transmit power 23 dBm (200 mW)
Channel bandwidth 2 MHz
Path loss exponent 4
Noise power −174 dBm/Hz
Application File Transfer Protocol (FTP)
Packet size 1 kB
RSI parameter χ = 13 dB
sumed to be fixed and set to 10 kB. The simulation results are averaged
over 10 iterations. In each iteration, source and destination nodes are
randomly selected. Other simulation parameters are given in Table 5.1.
For performance comparison, we select two different baseline protocols:
AODV and FD version of AODV, termed as FD-AODV, wherein nodes
employ immediate forwarding and acknowledge each packet. Moreover,
both AODV and FD-AODV do not employ power control.
Fig. 5.6 shows the average power consumption of routes from source
to designation nodes selected by different protocols. First, we note that
the power consumption increases with the number of nodes in the net-
work. This is due to inclusion of more nodes in the routes selected by
different protocols. Second, we note that X-FDR outperforms both base-
line protocols by performing up to 40% and 50% better than AODV and
FD-AODV protocols, respectively. The performance gain of X-FDR in
terms of energy-efficiency is primarily due to the use of power control at
the MAC layer, which limits the effect of interference, and the adoption
of energy-based routing cost metric. Third, we note that SI cancellation
plays an important role in power consumption. A higher SI cancella-
tion capability, corresponding to higher values of ∆ and ρ, reduces the
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X-FDR, ρ= 0.8, ∆ = 38 dB
X-FDR, ρ= 0.2, ∆ = 35 dB
AODV
FD-AODV, ρ= 0.8, ∆ = 38 dB
FD-AODV, ρ= 0.2, ∆ = 35 dB
Figure 5.6: Power consumption as a function of network density.
power consumption due to less number of transmission failures due to
interference.
Fig. 5.7 plots the relation between average power consumption of
routes selected by AODV, FD-AODV and X-FDR, from source S to des-
tination D with fixed distance between them, while keeping the number
of nodes fixed to 25 and 35 nodes. We observe an increase in power con-
sumption with the increase in distance between source and destination.
This is because longer routes necessitates the involvement of more nodes,
which increases the average power consumption. We observe that X-FDR
consumes less power than the compared AODV and FD-AODV by up
to 70% and 74% respectively when the network comprises of 35 nodes.
This is because of he power control adopted by X-FDR and its the power
consumption metric. Therefore, we can conclude that the difference in
power consumption increases with the increase of distance and number
of nodes in the network, making X-FDR an ideal candidate for longer
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Figure 5.7: Power consumption as a function of distance between source and
destination.
routes and networks with higher densities.
Fig. 5.8 shows network throughput against the number of network
nodes. We note that X-FDR outperforms AODV by performing up to
50.2% and 21.2% better under high and low SI cancellation scenarios,
respectively. This is primarily due to the FD features of X-FDR. Further,
X-FDR achieves nearly 8.6% lower throughput than FD-AODV under
high SI cancellation scenario. This can be attributed to the employment
of power control in X-FDR as there is an inherent trade-off between power
and throughput. Note that the presence of SI, due to low SI cancellation
capability, can degrade the performance of FD-AODV to the extent that
it achieves lower throughput than AODV. Such performance degradation
is also visible in case of X-FDR.
Fig. 5.9 plots the average end-to-end delay against the number of
network nodes. We note that X-FDR outperforms AODV by achieving up
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X-FDR, ρ= 0.8, ∆ = 38 dB
X-FDR, ρ= 0.2, ∆ = 35 dB
AODV
FD-AODV, ρ= 0.8, ∆ = 38 dB
FD-AODV, ρ= 0.2, ∆ = 35 dB
Figure 5.8: Network throughout as a function of network density.


























Figure 5.9: End-to-end delay a function of network density.
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Figure 5.10: End-to-end delay as a function of network density, with nodes
failures.
to 33% lower delay, due to the use of immediate forwarding, continuous
sensing and bundle transmission mode. On the other hand, FD-AODV
outperforms X-FDR by achieving up to 12% lower delay. This is due to
the fact that X-FDR incurs higher hop count. Although both AODV and
FD-AODV incur similar hop count, the latter achieves lower delay due to
immediate forwarding feature. It is important to mention here that the
results in Fig. 5.9 correspond to the scenario when the route does not
suffer any failures along its path. In order to capture the impact of route
maintenance, we deliberately mark nodes to fail (an option provided by
OPNET) across the route during transmission process and evaluate end-
to-end delay in Fig. 5.10. Initially, we fail the first node after the source,
then a node at the middle of the route, and finally, a node right before
the destination for worst case scenario. As shown by the results, X-FDR
outperforms both AODV and FD-AODV by performing up to 39% and
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Figure 5.11: Average hop count as a function of network density.
34% better than the former and the latter, respectively. The performance
gain is due to the proposed route maintenance procedure that initiates a
route discovery process at the last buffered node instead of starting new
route discovery process by the source.
Fig. 5.11 plots the average hop count between randomly located
source and destination nodes, as a function of number of nodes in the
network. The average hop count increases with the number of network
nodes as more nodes are involved in the selected routes. We note that
X-FDR has higher average hop count than the baseline protocols. This is
because both AODV and FD-AODV use hop count as the routing metric.
However, X-FDR focuses on routes with minimal energy consumption,
and therefore, it incurs higher hop count.
Fig. 5.12 plots the average hop count between the source S and
destination D located at a fixed distance from each other, as a function
of that distance. We observe how the average hop count increases with
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Figure 5.12: Average hop count as a function of distance between source
and destination.
the increase of distance between S and D. X-FDR involves more nodes
in its route than the compared counterparts do. This is because X-FDR
uses power control and selects routes using power consumption metric,
while both AODV and FD-AODV transmits with maximum power and
use hop count as a metric.
Finally, Fig. 5.13 shows the average number of MAC layer retrans-
mission attempts against the number of network nodes. The average
number of retransmissions increase with the number of network nodes
due to higher probability of failures as a result of higher inter-node inter-
ference. We note that X-FDR incurs the lowest number of retransmissions
than both AODV and FD-AODV. This is primarily due to an optimized
MAC protocol that minimizes collisions due to hidden node problem
while using power control.
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Figure 5.13: Average number of retransmissions as a function of network
density.
5.6 Concluding Remarks
FD technology has the potential to play an important role in realizing
the capacity objectives of future wireless networks. Realizing the FD
capability at higher layers of the protocol stack is particularly attractive
to reap the full potential of FD technology. In this chapter, we have
designed a cross-layer routing protocol, termed as X-FDR, for multi-hop
FD wireless networks with imperfect SI cancellation. X-FDR accounts for
RSI at the PHY layer, adopts an optimized MAC protocol with power
control feature, and exploits the opportunities provided by FD technology
a the network layer. Performance evaluation demonstrates that X-FDR
outperforms baseline protocols in terms of power consumption without
a significant compromise on network throughput. Besides, it achieves
lower end-to-end delay in the presence of route failures. Hence, X-FDR
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Remarks and Future Work
6.1 Summary
Full Duplex technology has recently drawn significant interests in both
academic and industrial communities, considering it as a potential candi-
date towards realizing the capacity objectives of future wireless networks.
It presents numerous attractive features like reducing the feedback delay,
decreasing the end-to-end delay, enhancing network secrecy and improv-
ing the efficiency of network protocols. This study was set out to explore
different aspects of FD technology and the impact of its application on
different layers of the protocol stack.
Additionally, with growing tendency towards network densification,
small cells are expected to play a key role in realizing the envisioned ca-
pacity objectives of emerging 5G cellular networks. From a practical per-
spective, small cells provide an ideal platform for deploying FD technol-
ogy in cellular networks due to its lower powered nature, and lower cost of
deployment compared to its macrocell counterparts. Motivated by these
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developments, we analyzed a two-tier heterogeneous cellular networks
(HCNs) wherein the first tier comprises half-duplex (HD) macro base
stations (BSs) and the second tier consists of FD small cells. Through
a stochastic geometry approach, we characterized and derive the closed-
form expressions for the outage probability and the rate coverage. Our
analysis explicitly accounts for the spatial density, the SI cancellation ca-
pabilities, and the interference coordination based on enhanced inter-cell
interference coordination (eICIC) techniques. Performance evaluation
investigates the impact of different parameters on the outage probability
and the rate coverage in various scenarios.
Furthermore, moving higher up in the protocol stack towards MAC
layer, we presented an energy-efficient medium access control (MAC) pro-
tocol for distributed full-duplex (FD) wireless network, termed as Energy-
FDM. The key aspects of the Energy-FDM include energy-efficiency, co-
existence of distinct types of FD links, throughput improvement, and
backward comparability with conventional half-duplex (HD) nodes. Per-
formance evaluation demonstrates the effectiveness of proposed protocol
as a viable solution for full-duplex wireless networks.
After exploration on FD-enabled MAC layer, we present a cross layer
aided routing protocol, termed as X-FDR, for distributed multi-hop FD
wireless networks. X-FDR exploits a Physical (PHY) layer model cap-
turing imperfection of SI cancellation. At the medium access control
(MAC) layer, X-FDR adopts an optimized MAC protocol which imple-
ments a power control mechanism without creating the hidden terminal
problem. X-FDR exploits the unique characteristics of FD technology
at the network layer to construct energy-efficient and low end-to-end la-
tency routes in the network. Performance evaluation demonstrates the





The following conclusions can be drawn based on the overall picture of
the research carried out in this thesis.
• The deployment of FD small cells could significantly improve the
network performance, increase the capacity and coverage of the
network, impose a cost-effective and easily deployable solution,
in addition to the advantage of maintaining the conventional HD
macrocells unmodified, which significantly decrease the time of FD
technology deployment.
• The performance of multi-tier HetNets degrades if tiers comprises of
hybrid-duplex base stations, for example, if the network comprises
HD and FD small cells, it will perform worse than using FD only
small cells and HD macrocells.
• The performance improvement of the two-tier HetNets with FD
small cells, relies heavily on the network density, the Almost-Blank-
Subframes (ABS) ratio of the enhanced inter-cell interference coor-
dination method, and the self-interference cancellation scheme.
• Existing efforts towards FD communications have mainly investi-
gated Physical (PHY) layer aspects; however, in order to reap the
maximum benefits of FD technology, optimizations and novel solu-
tions are required at different layers of the protocol stack.
• Deployment of power control in the MAC layer can lead to hidden
nodes problems and fairness issues in the network, unless addressed
properly by a scheme that prevent these issues from emerging.
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• In the proposed Energy-FDM protocol, the periodic transmission
power increase was proposed to solve the hidden nodes problems,
while decreasing the transmission power of the data.
• With the proposal of using FD small cells while maintaining the
HD macrocells unmodified, it is important to ensure that the pro-
posed FD protocols are backward compatible with conventional HD
nodes.
• Adopting FD features, like immediate forwarding and continuous
sensing can significantly improve the performance of routing pro-
tocols, increasing the average throughput of the networking and
decreasing the end-to-end latency.
• Due to energy limitations in wireless nodes and their dependencies
on batteries, in addition to the additional processing requirements
as some FD features can be energy consuming, it is significantly
important to design and deploy protocols that aims to reduce en-
ergy consumption at MAC and network layers. Which is the basic
purpose of the proposed protocol X-FDR.
• Choosing the proper SI cancellation mechanism plays a significant
role in the network performance in all layers, therefore, a proper
combination between digital and analogue SI cancellation schemes
must be considered to maximize the benefits of FD technology and
the performance of FD-enabled nodes.
6.3 Future Work
The Full-Duplex technology is rapidly emerging and have attracted a lot
of academic and industrial attention. There are many aspects to needs
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to be explored to have a wider comprehension of the technology and its
applications.
Research on FD have mainly targeted PHY layer, however there are
still many aspects that needs further investigation to complete the vision
of FD technology. In Chapter 3, we have derived the outage and rate
coverage probabilities for HetNets comprising FD small cells, based on
the conclusion that the network perform better when tiers operate in a
distinct duplex mode rather than hybrid mode. It would be interesting
to investigate more network metrics like energy consumption or latency,
as well as investigating energy harvesting in FD environment, also differ-
ent system models and BSs/users distribution tools can be investigated.
Additionally, emerging technologies can be investigated within the con-
sidered system model, like Massive MIMO and device-to-device pairs.
Moreover, different inter-cell interference coordination schemes can be
investigated to study the impact of those schemes on the FD-enabled
network.
Another interesting research direction of FD could be to investigate
the Cognitive Radio (CR) networks. Issues like how the secondary users
(SU) can consider multiple primary users (PU) and SUs. FD SUs can
negotiate together in the control phase to determine the final decision
given that both nodes may have different traffic flows. Also, SUs can
jointly control their power levels to guarantee the quality of service of
multiple PUs.
An interesting and rather important research direction of FD would
be to investigate security in FD PHY layer. An eavesdropper with FD
transmission capability knows the strategies of FD nodes employed at
the destination, and performs similar FD operation. Additionally, FD
eavesdropped can perform the man in the middle attack in distributed
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wireless networks with almost no delay.
In Chapter 4, an energy-efficient MAC protocol termed as Energy-
FDR was proposed, in that protocol, nodes were assumed to work in
either HD or FD modes, it would be interesting to investigate a selection
process between FD and HD modes for nodes that are capable of operat-
ing in both modes, where in certain scenarios and conditions, HD mode
transmission may outperform the FD transmission when for example in-
terference is overwhelming, also further investigation towards different
network parameters can be investigated.
We have proposed in Chapter 5 a cross-layer aided FD routing pro-
tocol that aims at minimizing energy consumption and network latency
termed as X-FDR. Our protocol uses energy consumption as a metric to
determine the route with lowest energy cost, it would be interesting to al-
low the protocol to choose between different cost metrics to meet certain
quality of service levels, like choosing routes with highest throughput, or
lowest delay, also network coding can be investigated on TCP to keep
the window open. Furthermore, different mobility trajectories can be in-
vestigated, and it might be of interest to investigate the ability to switch




Proof of Theorem 1.
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Starting with the Laplace transform of the interference originated




































































where (b) is provided in [100]. Note that the integration limits in (A.3)
are from 0 to∞ since the small cell UL users can be at any distance from

































α2 − 22F1[1, 1− 2/α2; 2− 2/α2;−τ1]. (A.5)
In (A.5), 2F1[·] denote the Gauss hypergeometric function and x1 =
(1/τ1)
2/α2 . The expression holds for α2 > 2.
Similarly, we can derive the Laplace transform for the interference
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from small cells BSs expressed in (A.2), as




α2 − 22F1[1, 1− 2/α2; 2− 2/α2;−τ1]
}
, (A.6)
for α2 > 2. We finally derive the Laplace transform for the interference











α1 − 22F1[1, 1− 2/α1,−τ1]
}
, (A.7)
for α1 > 2. Now, plugging (A.4), (A.6) and (A.7) into P[SINRDLu1 > τ1]
we obtain







































α1 − 22F1[1, 1− 2/α1; 2− 2/α2;−τ1],
where αj > 2. Therefore, the final expression for a randomly located
macrocell DL user is given by (3.13).
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Appendix B
Proof of Theorem 2.
From (3.10), the outage probability ODL2 , considering the adapted eICIC















where ρ is the ABS transmission ratio.
Starting by the first term of (B.1), we have
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−1τ2). (B.3)
Following the approach presented in Appendix A, we can obtain the
Laplace transforms in (B.3), starting with the Laplace transform of the





































Similarly, the second Laplace transform in (B.3) of the interference
originated from small cell BS on DL small cell user is given as










The Laplace transform of the interference originated from macrocell
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Similarly, the analysis of the second term in (B.1) of the outage prob-
ability during ABS subframes transmission is given as follows.
First, we consider the SINR expressed in (3.6) for the ABS subframes
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transmission. By setting Q∗2 = I
UL
u2
+ IS2 +N0, we have
P
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× LIS2 (rα2PS2−1τ2). (B.10)
Since we have previously derived LIULu2 (rα2PS2
−1τ2) and LIS2 (rα2PS2−1τ2),
we can obtain the probability P
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Therefore, the final expression for the outage probability for a ran-




Proof of Theorem 3.











SINRUL ABSS2 < τ3
]]
(C.1)
Starting by the first term of (C.1), we have



























Following the same steps used in previous derivations, taking into
account the power control factor , we obtain the final expression of the
UL small cell outage probability as given in (3.17), accounting for (3.10).
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