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Abstract
Large scale deep learning excels when labeled images
are abundant, yet data-efficient learning remains a long-
standing challenge. While biological vision is thought to
leverage vast amounts of unlabeled data to solve classifi-
cation problems with limited supervision, computer vision
has so far not succeeded in this ‘semi-supervised’ regime.
Our work tackles this challenge with Contrastive Predic-
tive Coding, an unsupervised objective which extracts sta-
ble structure from still images. The result is a representa-
tion which, equipped with a simple linear classifier, sepa-
rates ImageNet categories better than all competing meth-
ods, and surpasses the performance of a fully-supervised
AlexNet model. When given a small number of labeled im-
ages (as few as 13 per class), this representation retains a
strong classification performance, outperforming state-of-
the-art semi-supervised methods by 10% Top-5 accuracy
and supervised methods by 20%. Finally, we find our un-
supervised representation to serve as a useful substrate for
image detection on the PASCAL-VOC 2007 dataset, ap-
proaching the performance of representations trained with
a fully annotated ImageNet dataset. We expect these re-
sults to open the door to pipelines that use scalable unsu-
pervised representations as a drop-in replacement for su-
pervised ones for real-world vision tasks where labels are
scarce.
1. Introduction
Current successes in deep learning have almost uni-
versally relied on large annotated datasets. However, for
many interesting applications labeling is prohibitively ex-
pensive, and these applications would benefit from meth-
ods that perform well with only small amounts of labeled
data. For instance, in medical imagery, obtaining annotated
data from medical experts is time consuming and expen-
sive, limiting its availability. 3D annotations such as surface
normals or 3D poses cannot easily be labeled with a point-
* Equal contribution
Figure 1. Classification accuracy as a function of the number of
labeled examples. The performance of supervised methods (red
curve) degrades substantially as the amount of labeled data de-
creases. Regularizing these methods with large amounts of unla-
beled examples (blue curve) greatly alleviates this degradation.
and-click interface. And in more general domains involving
autonomous agents, such as vehicles and robots deployed in
the real world, it is not even clear what should be labeled in
order to drive good behavior. Failures can often result in
catastrophic damage to the agent or the environment.
Nevertheless, in many of these problem settings, unla-
beled data is often readily accessible and available in large
quantities. The idea of semi-supervised learning is to lever-
age unlabeled data to improve task performance when few
labeled examples are available [10, 70]. One class of semi-
supervised techniques consists in propagating the knowl-
edge learned from the subset of labeled examples to unla-
beled ones [23, 39], and learning from this new informa-
tion. Another class of semi-supervised techniques propose
to directly learn a representation from unlabeled data us-
ing mechanisms which can broadly be grouped into two
categories: generative models that learn compact repre-
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sentations that are capable of predicting pixel-level details
[34, 54, 12], and self-supervised methods that formulate
alternative prediction tasks in which missing information
is imputed from other parts of the image [33]. Although
many of these self-supervised objectives formulate predic-
tion in terms of missing pixel-level details such as con-
text or color [14, 69, 46, 38, 64], another class of meth-
ods defines prediction in higher-level, learned representa-
tion spaces [25, 16, 47, 49, 51]. These latter techniques
are appealing because they may encourage the learning of
abstract properties and semantics of images while ignoring
the low-level details of image pixels. Regardless, represen-
tations learned from unlabeled images can then used (and
often fine-tuned) for the task at hand, which, taken together,
constitutes the final semi-supervised technique.
A recent approach for representation learning that has
demonstrated strong empirical performance in a variety of
modalities is Contrastive Predictive Coding (CPC, [49]).
CPC encourages representations that are stable over space
by attempting to predict the representation of one part of
an image from those of other parts of the image. Al-
though CPC training is completely unsupervised, its learned
features tend to linearly separate image classes, as evi-
denced by state-of-the-art accuracy for ImageNet classifi-
cation with a simple linear network [49]. While this re-
sult suggests that CPC can facilitate image classification,
the aforementioned evaluation still uses a large number of
labeled examples to train its classifier, limiting its practi-
cal applicability. Furthermore, the final performance of this
linear classifier is still far from that of fully supervised net-
works trained on ImageNet.
In this work, we show that a relatively straightforward
approach based on our proposed improvements to the CPC
model can alleviate both of these problems. First, we show
that, with architectural optimizations, CPC feature encoders
can be scaled to much larger networks, which can there-
fore absorb more useful information from unlabeled data,
resulting in features that separate image categories better.
In particular, we show that a linear classifier trained on top
of these representations outperforms even a fully supervised
AlexNet network [37] in terms of both Top-1 and Top-5 ac-
curacy on ImageNet.
Second, we explore the use of this representation for
classification with a small number of labels, as few as 1%
of the entire ImageNet dataset. In this regime, our semi-
supervised method results in an 20% absolute improvement
in Top-5 accuracy over state-of-the-art supervised methods
and a 10% absolute improvement over state-of-the-art semi-
supervised methods. Unlike previous semi-supervised re-
sults, performance remains strong as more labeled exam-
ples are used, and even matches fully-supervised perfor-
mance when the full ImageNet training set is used, suggest-
ing that the learned features may also lend themselves to
online learning settings.
Third, we investigate the applicability of this represen-
tation for transfer learning. Using our unsupervised repre-
sentation as a feature extractor for image detection on the
PASCAL 2007 dataset leads to state-of-the-art performance
compared to other self-supervised transfer methods. Im-
portantly, this result approaches that found for supervised
transfer learning.
Finally, we explore different methods for semi-
supervised learning, and find that the standard approach—
end-to-end fine-tuning—is not necessarily optimal. In fact,
we find that CPC features can be used without any retrain-
ing by instead training a deep network on top of the frozen
features. This approach yields almost the same performance
as fine-tuning, yet with significantly reduced computational
cost. This result is interesting because it echoes results from
natural language processing, where unsupervised features
such as word2vec [42] and BERT [13] provide strong per-
formance across many tasks without retraining, which sim-
plifies training pipelines and reduces computational require-
ments.
2. Related Work
The promise of unsupervised representation learning has
existed since the earliest days of learning in computer vi-
sion [20], inspired by the fact that humans and animals
need little supervision to perform a range of complex vi-
sual tasks. The intuition that a good representation should
faithfully reconstruct the input data was soon exploited to
achieve representations that resemble simple cells in the
brain [48]. The idea was later formalized in the context of
probabilistic generative models [27], which have become a
staple of modern unsupervised learning [28, 22, 35, 56].
A key problem that generative models must overcome,
however, is that not all low-level details are equally impor-
tant in visual perception: for instance, lighting, compres-
sion artifacts, and the exact position of texture elements are
irrelevant to most downstream tasks. This resulted in some
early attempts to structure representations with losses that
did not rely on reconstruction: notably, slow feature analy-
sis [19, 63] used the persistence of objects in videos to learn
representations that generalized across views.
Recent years have witnessed a proliferation of such un-
supervised objectives. For example, simply asking a net-
work to recognize the spatial layout of an image, with-
out reconstructing it, led to representations that transferred
to popular vision tasks such as classification and detection
[14, 46, 49]. Other works showed that color [69, 38], im-
age orientation [21], and data augmentation [17] can sup-
port useful self-supervised tasks from single images.
Extra information that occurs with images can allow for
even richer objectives to train representations. Video is
a particularly strong source of cues, where notable works
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Figure 2. Overview of the framework for semi-supervised learning with Contrastive Predictive Coding. Left: unsupervised pre-training
with a spatial prediction task. First, an image is divided into a grid of overlapping patches. Each patch is encoded independently from the
rest with a feature extractor (blue) which terminates with a mean-pooling operation, yielding a single feature vector for that patch. Doing
so for all patches yields a field of such feature vectors (wireframe vectors). Feature vectors above a certain level (in this case, the center
of the image) are then aggregated with a context network (brown), yielding a row of context vectors which are used to linearly predict
(unseen) features vectors below. Right: using the CPC representation for a classification task. Having trained the encoder network, the
context network is discarded and replaced by a classifier network (red) which can be trained in a supervised manner. For some experiments,
we also fine-tune the encoder network (blue) for the classification task.
have leveraged object tracking [61], frame ordering [43],
and object boundary cues [40, 50]. Beyond video, infor-
mation about camera motion [1, 32], scene geometry [67],
or sound [3, 4] can all serve as natural sources of supervi-
sion. One particularly important domain for self-supervised
learning is robotics, where representations can be learned
by interacting with the environment [2, 53, 52, 60], and
where success greatly depends on making effective use of
unlabeled data. Tasks can often be combined to form even
more powerful learning signals, allowing larger networks to
be trained successfully [15, 66, 36].
While many of these tasks require predicting fixed, low-
level aspects of the data, another class of contrastive meth-
ods formulate their objectives in learned representation
spaces. To avoid the collapse of their representations to a
trivial solution, these objective are formulated as classifica-
tion problems, in which the ‘predicted’ representation must
be recognized amongst a set of distracting ‘negative’ exam-
ples. For example, camera motion [1, 32], tracking [61],
text proximity [41], and other cues [11, 62, 30, 60, 29] can
be used to find examples of features that should be ‘similar’
or predictable from one another, whereas negative examples
are usually sampled randomly.
Other approaches to semi-supervised learning train si-
multaneously on labeled and unlabeled data. Many such
works have roots in early work on bootstrapping [57] and
co-training [6] from text (see [71] for a survey). An increas-
ingly popular approach in deep learning consists in prop-
agating information learned from labeled images to unla-
beled ones [23, 39] while enforcing invariance to perturba-
tions [44, 59, 65]. In relying on labeled data to provide a
learning signal for unlabeled data, these methods could be
limited in settings with very low labeled data.
3. Contrastive Predictive Coding
Contrastive Predictive Coding (CPC, [49]) is a self-
supervised objective that learns from sequential data by pre-
dicting the representations of future observations from those
of past ones. When applied to images, CPC operates by pre-
dicting the representations of patches below a certain level
from those above it (Figure 2). These predictions are eval-
uated using a contrastive loss, in which the network must
correctly classify the ‘future’ representation amongst a set
of unrelated ‘negative’ representations. This avoids trivial
solutions such as representing all patches with a constant
vector, as would be the case with a mean squared error loss.
In the following, we describe each of these steps in detail.
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3.1. Prediction Task
Every input image is first divided into a set of overlap-
ping patches xi,j , each of which is encoded with a deep
residual network [26] and spatially mean-pooled into a sin-
gle vector. Specifically, we divide a 256×256-pixel image
into 64×64 patches with a 32-pixel overlap, resulting in a
7×7 grid of feature vectors zi,j = fθ(xi,j).
To make predictions, a deep, masked convolutional net-
work is then applied on the 7×7 grid of feature vectors.
The network is masked such that the receptive field of a
given output neuron can only see inputs that lie above it
in the image. This context network is fully convolutional
such that the output is also a 7×7 grid of context vectors
ci,j = gcontext(zi,j).
The prediction task then consists in predicting ‘future’
feature vectors zi+k,j from current context vectors ci,j ,
where k > 0. The predictions are made linearly: given a
context vector ci,j , a prediction length k > 0, and a predic-
tion matrix Wk, the predicted feature vector is
zˆi+k,j =Wkci,j
3.2. Contrastive Loss
The quality of this prediction is then evaluated using a
contrastive loss. Specifically, the goal is to correctly recog-
nize the target among a set of randomly sampled patch rep-
resentations {zl} from the dataset. We compute the prob-
ability assigned to the target using a softmax, and evaluate
this probability using the usual cross-entropy loss. Sum-
ming this loss over locations and prediction offsets, we ar-
rive at the CPC objective:
LCPC = −
∑
i,j,k
log p(zi+k,j |zˆi+k,j , {zl})
= −
∑
i,j,k
log
exp(zˆTi+k,jzi+k,j)
exp(zˆTi+k,jzi+k,j) +
∑
l exp(zˆ
T
i+k,jz
′
l)
The negative samples {zl} are taken from other patches in
the image and other images in the mini-batch. This loss is
called InfoNCE [49] as it is inspired by Noise-Contrastive
Estimation [24, 45] and has been shown to maximize the
mutual information between ci,j and zi+k,j [49].
4. Methods
4.1. Unsupervised learning with CPC
Following recent successes showing that increasing net-
work capacity and the scale of training result in improved
performance [15, 7], we seek to grow our architecture while
also maximizing the supervisory signal we obtain from each
image. We aim to make the training efficient while not al-
lowing the network to fall into ‘trivial shortcuts’: ways of
solving the problem without learning semantics.
Our first revision to the existing CPC algorithm is to
make the network larger. While CPC originally used a
ResNet-101-style [26] architecture to represent each patch,
we developed a deeper and wider ResNet for this task.
Specifically, the third residual stack of ResNet-101 contains
23 blocks, with a 1024-dimensional feature maps and 256-
dimensional bottleneck layers. We increased the model’s
capacity by growing this component to 46 blocks with
4096-dimensional feature maps and 512-dimensional bot-
tleneck layers, and call the resulting network ResNet-170.
However, extremely large architectures are more diffi-
cult to train efficiently. This is aggravated by the fact that
CPC must be trained on patches: in order for the CPC ob-
jective to be a non-trivial task, the representation used to
make the prediction for a given patch should not have ac-
cess to that patch. This means that the input must be in
the form of relatively small patches (i.e. 64 pixels), and
the predicted patches must be a reasonably large distance
away from the patches used to make the prediction. Early
works on context prediction with patches used batch nor-
malization [31, 14] to improve training speed. However, we
find that for large architectures, batch normalization results
in poor performance because it enables the model to find
a trivial solution to the CPC objective. Indeed, high capac-
ity networks can learn to communicate information between
patches through the batch statistics of batch normalization
layers. However we find that we can reclaim much of batch
normalization’s training efficiency using layer normaliza-
tion [5] instead.
Given an effective, high-capacity architecture, we next
develop a sufficiently challenging task to train it. We first
double the supervisory signal for each image by predicting
in the upward direction (i.e. patches spatially lower are ag-
gregated to predict the representation of patches above) as
well as the downward direction (CPC originally used only
the downward direction). These two directions use different
context networks. We also find that additional augmentation
on the patches can result in substantial improvements. First,
we adopt the ‘color dropping’ approach of [14], which ran-
domly drops two of the three color channels in each patch.
We also randomly flip patches horizontally. Furthermore,
we spatially jitter individual patches by randomly cropping
them to 56x56 patches and padding them back to their orig-
inal size.
The upshot of this additional task complexity is that the
CPC objective becomes very difficult, even for a model with
such high capacity. In practice, we found that making the
task harder increases rather than decreases performance in
downstream tasks. Indeed if the network can learn to solve
the task using low-level patterns (e.g. slowly varying color,
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or straight lines continuing between patches), it need not
learn any semantically meaningful content. By augmenting
the low-level variability across patches, we remove these
low level cues while also making the task harder, forcing the
network to solve the task by extracting high-level structure.
4.2. Semi-supervised learning with CPC
We investigate two ways to integrate the CPC objective
with a supervised classification task. The first frozen regime
consists in optimizing a feature extractor fθ solely for the
CPC objective. Its parameters are then fixed and a classi-
fier gφ is optimized to discriminate the output of the feature
extractor. More formally, given a dataset ofN images {xn}
θ∗ = argmin
θ
1
N
N∑
n=1
LCPC[fθ(xn)].
And given a (potentially much smaller) dataset of M la-
beled images {xm, ym}
φ∗ = argmin
φ
1
M
M∑
m=1
LSup[gφ ◦ fθ∗(xm), ym].
We also investigate a fine-tuning regime in which the fea-
ture extractor is allowed to accommodate the supervised
objective. Specifically, we initialize the feature extractor
and classifier with the solutions θ∗, φ∗ found in the previous
learning phase, and fine-tune the entire network for the su-
pervised objective. To ensure that the feature extractor does
not deviate too much from the solution dictated by the CPC
objective, we use a smaller learning rate and early-stopping.
Whereas the CPC objective requires the feature extractor
fθ to be applied separately to overlapping patches, in the
semi-supervised learning phase it can be applied directly
to the entire image. This reduces overall computation by
a factor of 3–4, thereby accelerating training and reducing
the memory footprint. In order to mitigate the domain mis-
match between unsupervised learning on patches and su-
pervised fine-tuning on whole images, we use symmetric
padding in all convolutions as well as the spatial jittering
during the unsupervised pre-training.
When training the network for image classification, the
classifier gφ is an 11-block ResNet architecture with 4096-
dimensional feature maps and 1024-dimensional bottleneck
layers. The supervised loss LSup is the cross entropy be-
tween model predictions and image labels. When training
the network for image detection, we use the Faster-RCNN
architecture and loss, without any modification [55].
5. Results: ImageNet classification
First, in Section 5.1, we investigate our model’s ability
to linearly separate image classes, a standard benchmark in
Method Top-1 Top-5
Motion Segmentation (MS) [50] 27.6 48.3
Exemplar (Ex) [17] 31.5 53.1
Relative Position (RP) [14] 36.2 59.2
Colorization (Col) [69] 39.6 62.5
Combination of
MS + Ex + RP + Col [15] - 69.3
CPC [49] 48.7 73.6
Rotation + RevNet [36] 55.4 -
CPC (ours) 61.0 83.0
Table 1. Comparison to linear separability of other self-supervised
methods. In all cases a feature extractor is optimized in an unsu-
pervised manner, and a linear classifier is trained using all labels
in the ImageNet dataset.
unsupervised representation learning. In Section 5.2, we as-
sess the performance of purely supervised networks on Im-
ageNet with various amounts of labeled training data. Then,
in Section 5.3 we compare the performance of our proposed
semi-supervised method with that of the purely supervised
baselines and prior art.
5.1. Linear separability
Following prior work in self-supervised learning, we re-
evaluated the CPC objective in terms of its ability to linearly
separate image classes if given all the training labels, which
is an informative metric given the connection between lin-
ear separability and classification complexity [18]. As in
[49], we trained a CPC feature extractor on the ILSVRC
ImageNet competition dataset images [58]. To evaluate the
representations we then trained a linear classifier on top of
the spatially mean-pooled CPC features, using all the la-
bels in the training set. Note that the mean pooling reduces
the feature to a single spatial cell, so the dimensionality
of the features we are linearly classifying is 4096. This is
roughly half the dimensionality of the features used in com-
peting methods, which makes the linear separation problem
harder. Despite this, our improved CPC architecture im-
proves upon previously published results by a significant
margin (Table 1). Specifically, we increase the state of the
art Top-1 accuracy from 55.4% [36] to 61.0%, a 12.3%
absolute improvement over the previously published CPC
method. With 61.0% Top-1 and 83.0% Top-5 accuracies,
our self-supervised method is the first to surpass the perfor-
mance of the AlexNet model (whose accuracies are 59.3%
and 81.8%, respectively).
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Figure 3. Comparison to other methods for semi-supervised learn-
ing via self-supervised learning followed by supervised fine-
tuning. Blue: semi-supervised learning with CPC. Purple: semi-
supervised learning with instance discrimination [64]. Green:
semi-supervised learning with rotation prediction [68]. Grey:
semi-supervised learning with exemplar learning [68]. Red: our
supervised baseline.
5.2. Low-data classification: fully-supervised
In order to investigate the efficiency of modern recogni-
tion architectures, we start by evaluating the performance of
a well-tuned, purely supervised network as a function of the
amount of labeled data it can train from. In only considering
the labeled examples, these experiments serve as a baseline
for semi-supervised experiments. We vary the proportion
of labeled data from 1% to 100% logarithmically, and train
a separate network on each subset. We then evaluate each
model’s performance on the publicly available ILSVRC val-
idation set. We use data augmentation and extensively tune
a number of hyperparameters (using a separate validation
set), including model capacity, regularization strengths and
optimization details for models trained on different subsets
in order to maximise performance of the baseline.
As can be seen in Figure 1, with decreasing amounts of
data, the model tends to overfit more severely. Although we
increase the amount of regularization correspondingly, the
model’s performance drops from 93.83% accuracy (when
trained on the entire dataset) to 44.10% accuracy (when
trained on 1% of the dataset, see Figures 1, 3, red curve).
5.3. Low-data classification: semi-supervised
We next evaluate our semi-supervised method on this
same task. Here, we pretrain our feature extractor on the en-
tire unlabeled ImageNet dataset, and learn the classifier and
fine-tune using a subset of labeled images. Figures 1 and
Labeled data 1% 10%
Method Top-5 accuracy
Supervised baseline 44.10 82.08
Methods using label-propagation:
Pseudolabeling [68] 51.56 82.41
VAT [68] 44.05 82.78
VAT + Entropy Minimization [68] 46.96 83.39
Unsup. Data Augmentation [65] - 88.52
Rotation + VAT + Ent. Min. [68] - 91.23
Methods only using representation learning:
Instance Discrimination [64] 39.20 77.40
Exemplar [68] 44.90 81.01
Exemplar (joint training) [68] 47.02 83.72
Rotation [68] 45.11 78.53
Rotation (joint training) [68] 53.37 83.82
CPC (ours) 64.03 84.88
Table 2. Comparison to other methods for semi-supervised learn-
ing using 1% or 10% of labeled data. Representation learning
methods learn a representation in an unsupervised manner and use
it for classification. The classifier only considers labeled exam-
ples, and is only constrained by the supervised objective.
3 (blue curve) shows our results. In contrast to the purely
supervised method, learning the majority of the network’s
parameters with CPC, for which we have large amounts
of data, greatly alleviates the degradation in test accuracy
as the amount of labeled data decreases. Specifically, our
semi-supervised model’s accuracy in the low-data regime
(including only 1% of labeled images) is 64.03%—nearly
20% better than our supervised network—while retaining a
high accuracy in the high-data regime (including all labels,
Top-5 test accuracy = 93.35%).
We now compare our approach to other means of semi-
supervised learning. These methods fall into two broad
classes: those that use only representation learning and
those that also use techniques such as label-propagation.
The former class of methods, like ours, learn a represen-
tation in an unsupervised manner and then fine-tune it for
classification. Instance discrimination [64], rotation predic-
tion [21] and exemplar learning [17] are alternative methods
for self-supervised learning that have been used for semi-
supervised learning. Figure 3 shows that these methods do
not substantially improve upon supervised baselines, mak-
ing CPC the only self-supervised objective to surpass super-
vised learning in this regime. The authors from [68] investi-
gate jointly training their model for both supervised and un-
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supervised objectives (improving their best result by 8% in
the 1% labeled-data regime, see table 2), thereby surpassing
the supervised baseline. Our method represents a 10% im-
provement over theirs, but their results suggest that it could
be further improved by jointly training the supervised and
CPC objectives.
The second class of methods attempts to propagate the
knowledge extracted from the subset of labeled examples
to unlabeled examples while being invariant to augmenta-
tion or other perturbations[68, 65]. These methods, includ-
ing Virtual Adversarial Training (VAT, [44]) and entropy
minimization [23] are not sufficient by themselves to match
our results, again falling short by 1.5% for 10% of labeled
data and 17% for 1% of labeled data. When combined with
the rotation prediction objective, these techniques improve
its performance by 7.41% (reaching an impressive 91.23%)
given 10% of labeled data. These results suggest that in this
mid-data regime, our approach could also benefit from la-
bel propagation-based techniques. These methods have yet
to be successfully applied in the low-data regime with only
1% of labeled data, suggesting that the unsupervised repre-
sentation learning approach may be necessary in this more
challenging regime.
6. Results: Transfer to PASCAL detection
Real-world applications often involve a dataset and task
that are separate from the large (un)annotated dataset that
is available for pre-training. A useful unsupervised learn-
ing objective is therefore one that trains a representation
which transfers well to a novel dataset and task. To inves-
tigate whether this is the case for the representation learned
with CPC, we evaluated its performance on image detection
on the PASCAL dataset. For this, we again used the CPC
representation trained on ImageNet, and placed a standard
Faster-RCNN image detection architecture on top. As be-
fore, we first trained the Faster-RCNN model while keep-
ing the CPC feature extractor fixed, then fine-tuned the en-
tire model end-to-end. Table 3 displays our results com-
pared to other methods. Most competing methods, which
optimize a single unsupervised objective on ImageNet be-
fore fine-tuning on PASCAL detection, attain around 65%
[17, 50, 69, 14, 8]. Leveraging larger unlabeled datasets
increases their performance up to 67.8% [9]. Combining
multiple forms of self-supervision enables them to reach
70.53% [15]. Our method, which learns only from Ima-
geNet data using a single unsupervised objective, reaches
70.6% when equipped with a ResNet-101 feature extrac-
tor (as for most competing methods [15] but not all [8, 9]).
Equipped with the more powerful ResNet-170 feature ex-
tractor, our method approach reaches 72.1%. Importantly,
this result is only 2.6% short of the performance attained
by purely supervised transfer learning, which we obtain by
using all ImageNet labels before transferring to PASCAL.
Method mAP
Transfer from labeled ImageNet:
Supervised - ResNet-152 74.7
Transfer from unlabeled ImageNet:
Exemplar (Ex) [17] 60.9
Motion Segmentation (MS) [50] 61.1
Colorization (Col) [69] 65.5
Relative Position (RP) [14] 66.8
Combination of
Ex + MS + Col + RP [15] 70.5
Deep Cluster [8] 65.9
Deeper Cluster [9] 67.8
CPC - ResNet-101 70.6
CPC - ResNet-170 72.1
Table 3. Comparison of PASCAL 2007 image detection accuracy
to other transfer methods. The first class of methods learn from un-
labeled ImageNet data and fine-tune for PASCAL detection. The
second class learns from the entire labeled ImageNet dataset be-
fore transferring. All results are reported in terms of mean average
precision (mAP).
7. Analysis
What are the factors that contribute to the success of CPC
in efficient image recognition? Our approach combines sev-
eral elements: a particular architecture, unsupervised learn-
ing followed by fine-tuning. Which of these matter to its
final performance, and in which data-regime? We start by
evaluating the effect of the training scheme, then investigate
that of model architecture and learning.
7.1. Training schemes
In order to dissect the contributions of unsupervised
learning and fine-tuning, we evaluate our model accuracy at
two stages: before and after fine-tuning. Across the range of
labeled-data regimes, fine-tuning increases accuracy by ap-
proximately 1% (see Figure 4, light and dark blue curves).
This absolute improvement is important in the high-data
regime, where it is necessary to close the gap with super-
vised methods, but fairly marginal in the low-data regime
(i.e. relative to the 20% improvement over supervised meth-
ods). Importantly, these results show that, even without
fine-tuning the feature extractor, CPC excels at classifica-
tion tasks in low-data regimes. Besides showing the gen-
erality of representations learned by CPC, this is an attrac-
tive feature from a practical standpoint. Using a fixed fea-
ture extractor, instead of one that needs fine-tuning, more
than halves the amount of computation needed during su-
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Figure 4. Contribution of unsupervised learning and fine-tuning to
recognition performance. Light blue: classification performance
of an frozen feature extractor followed by a supervised classifier.
Purple: similarly, but with the original CPC architecture. Dark
blue: classification performance of the fine-tuned model. Red:
fully supervised baseline.
Figure 5. Image recognition accuracy over the course of CPC train-
ing. Without training, the ResNet-170 architecture achieves very
low performance across data regimes. Over the course of training,
this performance increases rapidly, reaching our final result after
350k iterations.
pervised training (since backward computations are more
expensive than forward computations for CNNs) and can
greatly reduce the memory footprint as only the final fea-
ture activations need to be retained. Training can be further
accelerated by extracting and storing the features of a target
dataset offline, and only training a classifier on top of them.
We believe these results, combined with relative ease of
use, motivate pretrained CPC features as a general and effi-
cient off-the-shelf representation that should be considered
for a variety of downstream tasks.
7.2. Architectures
Thus far, we have presented results using a particular
ResNet architecture. To what extent do these results de-
pend on the architecture we have chosen? How do they
compare to the standard architecture employed in the orig-
inal CPC work? We trained a ResNet classifier on top of
CPC features learned with a smaller ResNet architecture as
the feature encoder, identical to the one used in the original
work (Figure 4, purple curve). This model performs signif-
icantly worse across the data-regimes we tested. In partic-
ular, it only achieves 52% accuracy in the low-data regime
(1% of the labels), 12% less than our larger model. This
is consistent with our linear classification results, in which
our improved model increased Top-5 accuracy by 9%. This
demonstrates that there is still much to be gained from
increasing the scale of the architecture in self-supervised
learning.
7.3. Learning dynamics
Given that our new large model architecture is important
to obtain strong performance from CPC, we wish to verify
that the CPC is still the main factor driving performance.
Therefore we ask, how does the representation improve as
a function of unsupervised training time? We investigated
this question by re-training classifiers on top of CPC fea-
tures at different moments over the course of training. Ini-
tially, we find that a randomly initialized ResNet with our
larger architecture affords no benefit whatsoever: its accu-
racy in the low-data regime is below 10% (Figure 5, light-
est blue). Over the course of CPC training, however, these
results improve rapidly; 40,000 iterations are sufficient to
surpass supervised methods in the low-data regime (Fig-
ure 5, darker blue), even though many of the parameters
are not fine-tuned. After 350,000 iterations we approach
the results presented previously (Figure 5, darkest blue), in-
dicating that the CPC objective indeed plays a crucial role
in our results.
8. Conclusions
Our results suggest that previous works were far from
exhausting the potential of context as a supervisory signal
for visual representation learning. By building a more pow-
erful architecture to solve a CPC task, and increasing the
difficulty of the CPC task, we trained a representation that
outperforms all previous methods on ImageNet by a large
margin, even when trained with as few as 13 images per
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category. These features give almost equally strong per-
formance without fine-tuning, suggesting the potential for
generic, unsupervised features applicable to many vision
tasks. However, while this paper only uses spatial predic-
tions within an a single explores only context within a single
image in order to simplify comparisons and thoroughly ex-
plore design choices, there are a multitude of other predic-
tion tasks that may boost these results further, as suggested
by [15]. An ideal task should incorporate time and other
modalities, and we believe that contrastive feature predic-
tion may serve as a unifying basis for many of these. Given
the rapid improvement in self-supervised feature learning,
we believe that further improvements may lead to unsuper-
vised features that can outperform supervised ones across
many tasks of interest to the vision community.
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