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bstract
The paper deals with new trends in research, development and applications of advanced control methods and structures based
n the principles of optimality, robustness and intelligence. Present trends in the complex process control design demand an
ncreasing degree of integration of numerical mathematics, control engineering methods, new control structures based of distribution,
mbedded network control structure and new information and communication technologies. Furthermore, increasing problems with
nteractions, process non-linearities, operating constraints, time delays, uncertainties, and significant dead-times consequently lead
o the necessity to develop more sophisticated control strategies. Advanced control methods and new distributed embedded control
tructures represent the most effective tools for realizing high performance of many technological processes. Main ideas covered in
his paper are motivated namely by the development of new advanced control engineering methods (predictive, hybrid predictive,
ptimal, adaptive, robust, fuzzy logic, and neural network) and new possibilities of their SW and HW realizations and successful
mplementation in industry.
 2014 Production and hosting by Elsevier B.V. on behalf of Electronics Research Institute (ERI).
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.  Introduction
Automatic control is crucial for practically all engineering activities. Automation technology (Frank, 1999) is
nderstood to be the use of such methods, control strategies, processes, and installations (hardware and software) which
re capable of fulfilling defined objectives without the constant interference of man in a largely independent manner, i.e.,
utomatically. Motivated by the practical success of conventional control engineering methods in consumer products and
ndustrial process control, there has been an increasing amount of work on development of new methods which are based
n new optimization techniques, soft computing strategies, and effective hardware realization of control algorithms.
rocess control continues to be a vital, important field with significant unresolved research problems and challenging
ndustrial applications. Automatic control methods with integration of information and communication systems are
oday pervasive in all fields of people’s activities. The research, development and implementation of new control
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principles in automation field have been very dynamic (Fig. 1). Applications of automatic control principles and control
methods appear practically everywhere in consumer electronics, homes devices, in all types of industry, communications
systems, modern types of vehicles, mechatronics, bank sector, health services, etc. Methods of automatic control were
recognized as a very powerful technique applicable to many problems in diverse fields.
2.  Development  of  control  engineering  methods  and  structures
Today we can recognize four stages of the control engineering methods development (Table 1). Conventional control
strategies (Category  A) have been widely used in industry for several decades. Tuning of these controllers can be realized
manually or automatically. Manual control principles are used in many industrial processes as a effective decision tool
or as a supervisory control in extraordinary situation or for manually adjusted of process and controller parameters.In many cases of manual process control, the process operator adjusts process and controller parameters on the base
of own experiences. The vast majority of automatic control loops in the process industries (90%) still rely on various
forms of the ubiquitous PID controller (Category  A  in Table 1) which has been commercially available for over 70
Table 1
Time development control engineering methods.
A. Conventional PID Control B. Advanced Control I C. Advanced Control II D. Advanced Control III
Manual Control Adaptive and Selftuning
Control
Optimal Control Methods
(LQ and LQG)
Hybrid Predictive Control
Feedback Control (FB) Gain Scheduling Method Robust Control Methods (H2,
Hinf, IMC)
Fuzzy Control (PID, MPC
FPGA)
Cascade Control (CC) Multivariable Control
Methods (State Space and
Transfer Functions Models)
Model Predictive Control
(MPC-DMC, MPC-GPC)
Neural Network Control
(Optimal, MPC, FPGA)
Feedforward Control (FFW) Multivariable Control
Methods (Decoupling and
Decentralized Control)
Decentralized Control (Time
domain, Frequency domain)
Discrete Events Control
(Hybrid with Petri nets)
Ratio Control (RC) Pole Placement Methods
(SISO, MIMO)
Algebraic Control Methods
(Polynomial Synthesis)
Nonlinear Hybrid Soft
Computing Control
Comb. Control Structures
(FB + FFW + CC)
Nonlinear Control Methods
(I/O linearization)
Robust QFT Control Methods Expert Control Methods
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ears. For many batch processing operations, process control is achieved via infrequent manual adjustments by plant
perators.
Proportional integral derivative (PID) control is the most commonly used control algorithm in the industry today.
ID controller popularity can be attributed to the controller’s effectiveness in a wide range of operation conditions,
ts functional simplicity, and the ease with which engineers can implement it using current computer technology.
roportional-integral-derivative (PID) controllers are the most adopted controllers in industrial settings because of the
dvantageous cost/benefit ratio they are able to provide. Despite their long history and the know-how gained from years
f experience, the availability of microprocessors and software tools and the increasing demand for higher product
uality at reduced cost have stimulated researchers to devise new methodologies to improve their performance and
ake them easier to use. Practical PID Control covers important issues that arise when a PID controller is to be applied
n control practical industrial processes. In Table 1 we proposed different control structures and different synthesis
ethods for continuous and discrete-time controllers which can use in industry. The design of effective control methods
nd algorithms is the main objective of the process control. The basic control structures for industrial processes are
eedbacks, feedforward, and combination of feedback, cascade and feedforward. PID types of the controller may be
ncorporated in feedback control structures (FBC), feedforward control structures (FFW), cascade control (CC) and
or combined control structures (FC, FFW and CC) (Qin and Badgwell, 1998; Kozák, 2002). The main reason of the
opularity of PID controller in mentioned control structure is that this controller combines two important features
ought by control engineers:
 Simplicity of the control law and easy implementation in continuous-time or digital-time form into microcomputer,
PLC or as hardware FPGA controller realization (FPGA is an acronym for Field Programmable Gate Array).
 Robustness properties ensure the stability and high performance under the changes of process parameters of the
controlled processes. Robustness, reliability, steady state and the shaping of the transient response are the most
important issue. There are several form of the used industrial controllers are of standard PID type (in continuous
and/or digital form). For practical implementation, only 10–20 basic algorithms are used being modified according
to the used processor type, plant dynamics, time delays, etc.
Implementation of PID controllers has gone through several stages of evolution, from the early mechanical and
neumatic designs to the microprocessor-based systems (Kozák, 2002). Recently, Field Programmable Gate Arrays
FPGA) have be come an alternative solution for the realization of digital control systems, previously dominated
y the general-purpose microprocessor systems. The FPGA based-controllers offer advantages such as high speed,
omplex functionality, and low power consumption. Moreover, in typical control processes (e.g., thermal processes,
hemical processes, power plants, robotic, drives, etc.) it is often necessary to modify the mentioned classical control
ethods of tuning taking into consideration the time delays, unmodeled dynamics, change of working conditions and
isturbances. The improvement of classical methods is possible under the assumption that the original issuing control
lgorithm is extendable with respect to the changes in process parameters, yields stability of the closed loop even in
he presence of large time delay and is applicable in the real-time control. The emphasis is being placed on generalized
iscrete controllers designed as dead-beat controllers of classical type and/or algebraic polynomial controllers. The
lgebraic approach allows to design controllers with robust properties modifiable by IMC filters (with a feedforward
nd a feedback structure as well).
Table 1 shows the time development of the control engineering methods from the conventional to up the advanced
ontrol with intelligent and robust properties. For the cast majority of process control problems, there is little incentive
o apply more complicated “advance” control methods. Instead, these strategies should be reserved for difficult control
roblems where they can provide significant improvements is small compared to the total number of control loops,
hey typically involve critical process variables which strongly affect key control objectives such as safety, product
uality, process operability, and compliance with environmental standards.
The advanced control strategies in Category  B  are referred to as classical because they have been used in industry
or over 40 years. Although these control techniques are not used in every plant or even in most plants, they do provide
ost effective solutions for important classes of problems. When string interactions exist between the controlled and
anipulated variables, conventional multi-loop PID control configurations may not be adequate. In these situations,
he more general multivariable control strategies offer potential for significant improvements. For the purposed of this
aper, the term multivariable control will refer to control strategies in which at least one of the manipulated variables
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is adjusted based measured values of more than one controlled variable. Multivariable control techniques tend to be
model-based and can provide significantly better control because the effect of each manipulated variable on each
controlled variable is captured by the dynamic model of the process. However, model accuracy is obviously a key
concern for all types of model-based control strategies, including multivariable control techniques. Early multivariable
control techniques consisted of using additional decoupling controllers to augment a multi-loop control scheme.
The purpose of the decouplers was to compensate for undesirable process interactions between manipulated and
controlled variables. Typically, decoupling control systems have been used for problems with a small number of
controlled variables (e.g., 2–4). But static decouplers have been successfully used for much larger problems such as
temperature control in reforming furnaces. Although multivariable control strategies have been available for over 30
years, widespread application did not take place until the 1980s. For example, a 1976 survey article reported only 29
industrial applications of multivariable control techniques, with 10 of these involving decoupling control systems. By
contrast, a 1995 vendor survey by Qin and Badgwell (1998) reported over 2200 applications of the most widely used
multivariable technique, model predictive control (MPC), which is considered in the next section.
Because multivariable control strategies are usually based on a dynamic model of the process, the availability
and accuracy of the model are key issues. Although first principles models are preferred, in many practical control
problems they are not readily available. Consequently, there is considerable interest in process identification (or system
identification), namely, developing empirical dynamic models from input–output data. Typically, process identification
is the most demanding and time consuming step in the industrial implementation of advanced control strategies.
A comprehensive discussion of the state of the art of process identification is beyond the scope of this paper. Instead,
a few recent developments will be mentioned and references cited. The identification of linear dynamic models is a
mature field but important new results continue to appear and excellent software packages are available. Subspace
identification techniques can be used to determine state-space model structure (including time delays) as well as
model parameters from input–output data. Simulation studies for MIMO systems have demonstrated that subspace
identification techniques can provide more accurate models from closed-loop identification even when correlated
disturbances are present. In addition to the process model itself, it is desirable to have an estimate of its accuracy.
The accuracy is commonly expressed as frequency domain uncertainty bounds that are calculated in some commercial
software packages. These uncertainty descriptions play key role in robustness analysis and the design of robust control
systems. The identification of nonlinear dynamic models is a much more difficult task for several reasons, which
include:
• the complex static and dynamic behavior that can occur, and
• the lack of a comprehensive theoretical framework for nonlinear identification, in contrast to the elegant results that
are available for linear system identification.
Furthermore, the basic concepts of time delay compensation and gain scheduling are common features of many
modern model-based control strategies. In recent years, general model-based nonlinear control strategies have been
developed using both physical models and a wide range of empirical models. A popular synthesis method for classes
of nonlinear models is based on exact linearization or an input–output linearization approach. By incorporating an
(approximate) inverse of the process model into the control strategy, the closed-loop system will exhibit linear behavior
under ideal conditions. The number of industrial applications appears to be small but growing. Analytical solutions
can be obtained for general classes of nonlinear dynamic such as affine models that are linear with respect to each
manipulated input. Either first principles models or empirical models can be employed. Specific versions of the general
input–output linearization approach include Reference System Synthesis, Nonlinear IMC, Nonlinear Decoupling and
Generic Model Control. The process control strategies in Category  C  have been widely used in industry and are
described in many process control textbooks (Kozák, 2002).
Linear Quadratic Gaussian optimal control (LQG) is a powerful control strategy that has been successfully applied
to process control problems for many years. However LQG (is well known and has been available for over 45 years)
has not enjoyed widespread application in the process industries for a variety of reasons that include the lack of
accurate linear state-space models. This situation could change in the future due to the new generation of state-space
identification methods that have become commercially available. Furthermore, LQG was an important precursor to the
development to the model.
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Predictive Control (MPC) techniques are now widely used in industry. Model predictive control (MPC) is a multi-
ariable control strategy that has been most widely applied in the process industries (Fig. 2). The first MPC techniques
ere developed independently by two industrial groups in the 1970s. In 1976, Richalet (1993) published an MPC
echnique, which became commercialized as IDCOM. During the next 40 years, these and related MPC techniques
ave become the method of choice for difficult multivariable control problems in oil refineries and petrochemical
lants around the world. The basis concept in MPC is that dynamic model of the process and available measurements
re used to predict future process behavior. The control computation minimizes the difference between the predicted
rocess response and the desired trajectory. The MPC control approach was developed for difficult multi-input, multi-
utput control (MIMO) problems where there are significant interactions between the manipulated inputs and the
ontrolled outputs. A key advantage of MPC is that it can accommodate inequality constraints on process variables.
n constrained versions of MPC, the on-line control calculations consist of solving a linear or quadratic programming
roblem at each sampling instant, as new measurements become available. Although these calculations are complex
nd time consuming, the sampling periods are long enough (e.g., 5–30 min) so that the calculations can be performed
n-line. An advantage of the MPC approach is that the loss of a sensor or an actuator can be accommodated by simply
hanging the corresponding inequality constraints. Experience has indicated that the model identification is a key step
n the successful implementation of MPC techniques. Typically, the model is developed from a series of open-loop
xperimental tests. In the petrochemical, food industry and in biotechnological processes, these tests can be very time
onsuming (e.g., several weeks to several months of around-the-clock plant tests). In principle the MPC approach
Cutler and Ramaker, 1980) can be utilized with a wide variety of process models, which could be physically based or
mpirical, linear or nonlinear, static or dynamic, etc.
However, that vast majority of the reported industrial applications utilize linear, empirical dynamic models in the
orm of discrete step response or impulse response models. However, transfer function models and state-space models
an also be employed. In particular an MPC approach based on discrete-time transfer function models, Generalized
redictive Control (GPC) (Clarke et al., 1987), has received considerable attention and been applied in industry. Also, a
ariety of adaptive controllers based on multi-step predictions have been published. Because the various linear models
re interrelated, the choice of MPC model (Camacho and Bordons, 1995) form is largely a matter of convenience and
he preference of the control system designer or end user. The number of MPC applications has grown rapidly so that
he current total could be over 2500 (see Table 2).
This lack of activity is somewhat surprising because MPC is a general technique that does not rely on specific
ttributes of oil refineries and petrochemical plants. One reason why MPC has become a major commercial success is
hat there are over 15 vendors worldwide who are licensed to market MPC products and who install them on a turnkey
asis. Consequently, even medium-sized companies have been able to take advantage of this new technology. Payout
imes of 3–12 months have been widely reported. Unconstrained, single-input/single-output (SISO) versions of MPC
ave been available at the DCS level for many years but appear to have had only limited commercial success. There
s no fundamental reason why DCS products cannot include constrained versions of MPC for at least small problems
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Table 2
Application MPC in industry.
Application Aspen Honeywell Adersa CCI Pavilion Total
Refining 950 300 290 – 15 1555
Chemicals 437 55 12 21 25 550
Food – – 48 – 14 62
Pulp paper 21 39 – – 3 63
Gas and air 11 13 – 24 – 48
Polymer 5 – – – 22 27
Utilities 7 9 – 6 – 22
Other 39 – 51 6 – 96Total 1470 416 401 57 79 2423
(e.g., 2–10 controlled variables). Generic MPC software at the DCS levels would offer users the advantage of freeing
them from having to rely on outside vendors for installation and any subsequent modification of proprietary products.
New DCS system is starting to include MPC at the function block level (e.g., Fisher-Rosemount’ Delta V system).
Recent advances in reconfigurable hardware technology have made the FPGA a suitable platform for accelerating
control actions computations. FPGAs are a good alternative to application specific integrated circuits (ASICs) for high
speed embedded MPC applications since they offer much reduced low-volume cost, greater flexibility, and a shorter
design cycle, reducing the risk while still maintaining deterministic execution time and a high power efficiency.
Nonlinear Model Predictive Controllers (NMPC) can be designed by extending the popular MPC approach for linear
models to classes of problems where the process model is nonlinear. If a general nonlinear dynamic model is considered
with hard inequality constraints, then a nonlinear programming problem results, which must be solved on-line at each
sampling period. This is a much difficult and time-consuming task than the LP and QP calculations employed in
linear MPC. For large NLP problems (10,000 variables), interior point’s methods are very promising approach. An
alternative approach is to update linear models as conditions change or to use a set of a set of local models (either
linear or nonlinear) to accommodate different operating regimes. The vast majority of nonlinear predictive controller
involved two commercial packages: Pavilion Technologies Process Perfecter (48 applications) and Continental Controls
Multivariable Control (MVC) product (43 applications). Both products divide the control calculations into a steady-
state optimization followed by a dynamic optimization, both can accommodate hard constraints. Process Perfecter
control calculations are based on a nonlinear steady-state model and a dynamic model that used gains calculated from
the steady-state model.
During the past decade there has been an intense interest in developing the Soft computing methods (SCM) techniques
for a wide variety of scientific and engineering applications (Category  D). The process control research in this area has
been largely concerned with three SCM methods: knowledge-based systems, neural networks, fuzzy logic, and various
combinations of these techniques In recent years, namely fuzzy control and hybrid fuzzy-neural has been widely used
in consumer products such as washing machines, vacuum cleaners, and camcorders where a high level of control
system performance is not required. Industrial applications of fuzzy control to process control problems have begun to
appear, perhaps more frequently in Japan than in the United States or Europe. For example, industrial survey in Japan
indicated that fuzzy control has been used in 45% of the plants that were surveyed while MPC applications in 42%
of the plants. Much of the fuzzy control literature and some commercial software, employ fuzzy rules in combination
with PID control. For example, various combinations of fuzzy logic and auto-tuning have been commercialized. Fuzzy
logic was first developed by Zadeh in the mid 1960s for representing uncertain and imprecise knowledge. It provides an
approximate but effective means of describing the behavior of systems that are too complex, ill-defined, or not easy-to-
analyse mathematically. Fuzzy systems can be used in solutions to many engineering problems where the extraction of
useful information from massive quantities of uncertain, incomplete and different by type data (numerical and linguistic)
is necessary. Fuzzy variables are processed using a system called a fuzzy logic controller. It involves fuzzification,
fuzzy inference and defuzzification. The fuzzification process converts a crisp input value to a fuzzy value. The fuzzy
inference is responsible for drawing conclusions from the knowledge base. The defuzzification process converts the
fuzzy control actions into a crisp control action. Fuzzy logic uses graded statements rather than the ones that are strictly
true or false. It attempts to incorporate the “rule of thumb” approach generally used by human beings for decision
ˇS. Kozák / Journal of Electrical Systems and Information Technology 1 (2014) 1–9 7
m
l
s
i
t
c
i
c
t
n
s
r
n
m
•
•
•
3
p
i
fl
f
n
d
p
T
a
s
i
aFig. 3. Historical perspective of the automated control systems.
aking. Fuzzy logic controllers, for example, are extensions of the common expert systems that use production rules
ike “if-then”. The result is that fuzzy logic can be used in controllers capable of making intelligent control decisions in
ometimes volatile and rapidly changing problem environments. Fuzzy logic techniques have been successfully applied
n a number of applications: computer vision, decision making and system design including artificial neural network
raining. The most extensive use of the fuzzy logic is in the area of control, where the examples include controllers for
ement kilns, braking systems, elevators, washing machines, hot water heaters, air-conditioners, video cameras, car
ndustries, mechatronic systems and consumer electronic systems (Sugeno and Tanaka, 1991).
The new intelligent control methods based on fuzzy neural network-based approaches used in model-based predictive
ontrol are an efficient tool for handling plants with complex dynamics as well as unstable inverse systems, time-varying
ime delays, occasional open-loop instability, plant model miss-matches, different uncertainties, especially of complex
on-linear systems. Due to application of parallel computing algorithms, the strategy of using fuzzy knowledge based
ystems (FKBS) co-operated with learning abilities of neural networks (NN) allows to obtain a higher accuracy of the
equired output in a much shorter time compared to classical systems. In the future it will be useful to fuse neural
etworks, fuzzy systems and evolutionary computing techniques for offsetting the demerits of one technique by the
erits of another. Some of them are fused as:
 Neural networks for designing fuzzy systems
 Fuzzy systems for designing neural networks
 Evolutionary computing for the design of fuzzy systems.
.  Information  and  communication  technologies  in  process  control
During the past 15 years, a variety of control networks have become commercially available and widely used in the
rocess industries at several different levels: device, sensor, and field levels (Fig. 3). Field level networks are of special
nterest in process control because they offer a number of important advantages: reduced wiring and installation costs,
exibility, and peer-to-peer communication among intelligent devices (e.g., between sensors and actuators). They also
acilitate the further distribution of control functions from the computer level to the sensor and actuator level. The digital
etwork capability and smart instruments open many new opportunities for improved plant monitoring including better
iagnostic information and faster response times. While many of these communication networks are proprietary, two
rominent networks, Fieldbus and Profibus, rely on an open architecture based on published, international standards.
hese networks have been developed by two industrial consortia (with over 100 companies each) that include virtually
ll of the leading suppliers of instrumentation and process control equipment. In principle, field instruments and control
ystems manufactured by different suppliers which are Fieldbus (or Profibus) compliant will work together seamlessly
n a network of Fieldbus (or Profibus) devices.
In recent years smart instruments, that is, instruments that incorporate a embedded microcomputer, have become
vailable and offer a number of important advantages. Smart transmitters and actuators have the ability to condition
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data, perform self-diagnostic tests, and respond to network signals. Thus the use of smart instruments and digital
networks such as Profibus and Fieldbus enable a wider range of process monitoring strategies. Smart instruments allow
much of the computations required for routine data acquisition and control. A many large-scale industrial plant (oil
refineries, food industries, power plant) may have thousands of measurements and control loops. By the term plantwide
control (Larsson and Skogestad, 2000) it is not meant the tuning and behavior of each of these loops, but rather the
control philosophy of the overall plant with emphasis on the structural decisions.
The structural decision includes the selection/placement of manipulators and measurements as well as the decom-
position of the overall problem into smaller subproblems (the optimal control configuration). In practice, the control
system is usually divided into several layers (Fig. 4). Typically, layers (Shinskey, 1996) include scheduling (weeks),
site-wide optimization (day), local optimization (h), supervisory/predictive control (min) and regulatory control (s).
The optimization layer typically recomputed new set points only once an hour or so, where as the feedback layer
operates continuously. The layers are linked by the controlled variables, whereby the setpoints is computed by the
upper layer and implemented by the lower layer. An important issue is the selection of these variables.
Of course, we could imagine using a single optimizing controller which stabilizes the process while at the same
time perfectly coordinates all the manipulated variables based on dynamic on-line optimization. There are fundamental
reasons why such a solution is not the best, even with today’s and tomorrows computing power.
Much need for models is very effective when performed locally. In fact, by cascading feedback loops, it is possible
to control large plants with thousands of variables with out the need to develop any models. However, the traditional
single-loop control systems can sometimes be rather complicated, especially if the cascades are heavily nested or if the
presence of constraints during operation makes it necessary to use logic. The selection of the control system structure
is a major decision in control system design. Two key issues are:• Selection of controlled, measured and manipulated variables.
• The choice of the control strategy (e.g., multivariable vs. multi-loop, linear vs. nonlinear).
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These design issues have been recognized for decades but have become more critical in recent years, as new
rocesses involve more recycles and greater energy integration, in response to economic pressures. In view of its
entral importance and widespread occurrence, it is surprising that the subject of control structure selection has
eceived much less attention than other topics such as specific control method (e.g., MPC, adaptive control) and the
uch narrower topic of PID controller tuning. However, in recent years there has been a renewal of interest among the
esearch community and some promising new results have been reported.
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