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Abstract—Deep learning has achieved substantial improvement
on single-channel speech enhancement tasks. However, the per-
formance of multi-layer perceptions (MLPs)-based methods is
limited by the ability to capture the long-term effective history
information. The recurrent neural networks (RNNs), e.g., long
short-term memory (LSTM) model, are able to capture the
long-term temporal dependencies, but come with the issues of
the high latency and the complexity of training. To address
these issues, the temporal convolutional network (TCN) was
proposed to replace the RNNs in various sequence modeling
tasks. In this paper we propose a novel TCN model that
employs multi-branch structure, called multi-branch TCN (MB-
TCN), for monaural speech enhancement. The MB-TCN exploits
split-transform-aggregate design, which is expected to obtain
strong representational power at a low computational complexity.
Inspired by the TCN, the MB-TCN model incorporates one
dimensional causal dilated CNN and residual learning to expand
receptive fields for capturing long-term temporal contextual
information. Our extensive experimental investigation suggests
that the MB-TCNs outperform the residual long short-term
memory networks (ResLSTMs), temporal convolutional networks
(TCNs), and the CNN networks that employ dense aggregations
in terms of speech intelligibility and quality, while providing
superior parameter efficiency. Furthermore, our experimental
results demonstrate that our proposed MB-TCN model is able to
outperform multiple state-of-the-art deep learning-based speech
enhancement methods in terms of five widely used objective
metrics.
Index Terms—Speech enhancement, multi-branch temporal
convolutional network, dilated convolution, residual learning,
Deep Xi.
I. INTRODUCTION
SPEECH signals are inevitably degraded by backgroundnoise. The objective of speech enhancement is to re-
move the background interference and improve the overall
perceived quality and intelligibility of the degraded speech.
Speech enhancement is an important and challenging task
in the speech processing community and is applied to a
wide range of speech-related applications, for example, robust
automatic speech recognition, speaker identification, mobile
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speech communication, and hearing aids. In this study, we
focus on monaural (single-channel) speech enhancement [1]–
[3].
Conventional monaural speech enhancement methods are
designed based on several assumptions about the speech and
noise characteristics, including spectral subtraction algorithms
[4], [5], Wiener filtering [6], [7], statistical model-based
methods [8]–[11], and non-negative matrix factorization meth-
ods [12], [13]. Recently, deep neural network (DNN)-based
monaural speech enhancement methods [3] have received a
tremendous amount of attention since they have demonstrated
a significant performance improvement over traditional ap-
proaches.
Inspired by the concept of T-F masking in computational
auditory scene analysis (CASA) [14], multi-layer perceptrons
(MLPs) are firstly introduced by Wang and Wang [15] to
estimate the ideal binary mask (IBM) [16]. Subsequently,
researchers have proved that ideal ratio mask (IRM) [17]
based methods are able to attain better speech quality than
binary mask based methods. More recently, Williamson et
al. designed the complex ideal ratio mask (cIRM) [18] to
recover both the amplitude and phase spectral of clean speech.
Different from the masking-based methods, for mapping-based
methods the DNN is trained to estimate the spectral features
of clean speech from that of noisy speech. In [19] Xu et
al. proposed to use an MLP to map the noisy speech log-
power spectra (LPS) to the clean speech LPS. Han et al.
[20] trained an MLP to learn a spectral mapping from the
magnitude spectrum of noisy speech to that of clean speech.
Recently, multiple deep learning methods have been pro-
posed to improve the performance of statistical model-based
methods [21]–[24]. The statistical model-based speech en-
hancement methods heavily depend on the estimate of the
a priori SNR. More recently, a residual LSTM (ResLSTM)
network was proposed to estimate the a priori SNR (Deep
Xi) [23] directly from the noisy speech spectral magnitude.
The estimated a priori SNR can be flexibly employed in sta-
tistical model-based methods, e.g., MMSE short-time spectral
amplitude (MMSE-STSA) estimator [8], Log-spectral ampli-
tude MMSE (MMSE-LSA) estimator [9], and the square-root
Wiener filter (SRWF) [7]. In this study, the performance eval-
uation is conducted within the Deep Xi speech enhancement
framework.
For speech enhancement task, MLPs-based methods capture
temporal information utilizing a context window. However,
MLPs are not able to learn the long-term dependencies in-
herent in noisy speech. In order to capture the long-range
dependencies of noisy speech, Chen et al. [25] proposed to use
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a recurrent neural network (RNN) with four hidden long short-
term memory (LSTM) [26] layers to estimate the IRM. The
LSTM model has been shown to generalize to unseen speakers
well and significantly outperforms MLP-based models. While
able to model the long-range dependencies of speech signal,
LSTM-based models exhibit several drawbacks. The high
latency and high training complexity of the LSTM model
significantly limits its applicability. For RNNs, the other major
issue is the vanishing gradients problem, which causes RNNs
to be difficult to train.
Over the last decade, convolutional neural networks (CNNs)
have gained a considerable amount of success on computer
vision and image classification tasks. Recently, CNNs have
made great progress in sequence modeling tasks, e.g., speech
recognition [27]. The introduction of causal dilated convolu-
tional units [28] enables a CNN to obtain an exponentially
large receptive field. The dense (DenseNet) [29] and residual
connections (ResNet) [30] of CNNs allow for both very deep
networks and a very long effective history. The temporal
convolutional network (TCN) exploits ResNet incorporating
dilated causal convolutional units, which has allowed CNNs
to outperform LSTM models across a diverse range of se-
quence modeling tasks [31]. The TCN is able to process the
consecutive frames in parallel to significantly speed up the
evaluation process, while avoiding the complexity of training
a recurrent architecture.
The Inception models [32]–[34] are successful multi-branch
CNN architectures, and an important common property is the
split-transform-aggregate design, which enable strong repre-
sentation power at low computational complexity. Inspired by
the success of Inception models, we investigated the split-
transform-aggregate technique for speech enhancement in the
proposed mutli-branch temporal convolutional network (MB-
TCN). Motivated by the TCN, the MB-TCN incorporates 1-
D causal dilated CNN and residual learning for capturing
long-term temporal contextual information. Experimental re-
sults show that the proposed MB-TCN is able to provide
more excellent performance and higher parameter efficiency
than several advanced networks, i.e., ResLSTM, TCN, and
DenseNet. Moreover, we also find that our proposed model
substantially outperforms several state-of-the-art deep learning
based speech enhancement methods.
The remainder of this paper will be structured as follows.
In Section II, we give a description of the Deep Xi speech
enhancement framework. In Section III, the proposed model
is described in detail. To demonstrate the superiority of our
model, we conduct the experiments on two datasets (one is
ours and one is publicly available dataset used in many previ-
ous works). The experimental setup and results on these two
datasets are given in Section IV and Section V, respectively.
In Section VI, we provide the conclusions and discussions.
II. DEEP XI SPEECH ENHANCEMENT FRAMEWORK
A. Problem Formulation
In the time-domain, the noisy-speech signal, x[n], is given
by
x[n] = s[n] + d[n], (1)
where s[n] and d[n] denote the clean-speech and uncorrelated
additive noise, respectively, and n denotes the discrete-time
index. The noisy speech, x[n], is then analysed frame-wise
using the short-time Fourier transform (STFT):
X[l, k] = S[l, k] +D[l, k], (2)
where X[l, k], S[l, k], and D[l, k] denote the complex-valued
STFT coefficients of the noisy speech, the clean speech, and
the noise, respectively, for time-frame index l and discrete-
frequency index k. In polar form, the noisy-speech STFT
coefficient is expressed as X[l, k] = |X[l, k]|ejφ[l,k], where
|X[l, k]| and φ[l, k] denote the noisy-speech short-time spectral
magnitude and phase components, respectively. The a priori
SNR, ξ[l, k], and the a posteriori SNR, γ[l, k], are defined as
follows:
ξ[l, k] =
λs[l, k]
λd[l, k]
, γ[l, k] =
|X[l, k]|2
λd[l, k]
, (3)
where λs[l, k] = E{|S[l, k]|2} and λd[l, k] = E{|D[l, k]|2}
denote the spectral variances of speech and noise, respectively
(E{·}, is the expectation operator).
For statistical model-based speech enhancement methods,
the estimate of the clean-speech magnitude, |Ŝ[l, k]|, is ob-
tained using a gain function:
|Ŝ[l, k]| = G (ξ[l, k], γ[l, k]) |X[l, k]|. (4)
The enhanced speech is then synthesized from the enhanced-
speech magnitude spectrum and the noisy-speech phase spec-
trum using the inverse STFT followed by the overlap-add
method [35]. The gain function depends on the assumed
statistical models of the clean speech and noise and on the
criterion that is optimized for. Based on the minimum mean-
square error (MMSE) criterion and Gaussian distributions for
the clean-speech and noise components, the gain functions
of three widely used speech estimators, the SRWF [7], the
MMSE-STSA estimator [8], and the MMSE-LSA estimator
[9] are given as
GSRWF[l, k] =
√
ξ[l, k]
ξ[l, k] + 1
, (5)
GMMSE−STSA[l, k] =
√
pi
2
√
v[l, k]
γ[l, k]
exp
(−v[l, k]
2
)
·
(
(1 + v[l, k])I0
(
v[l, k]
2
)
+ v[l, k]I1
(
v[l, k]
2
)) , (6)
GMMSE−LSA[l, k] =
ξ[l, k]
ξ[l, k] + 1
exp
{
1
2
∫ ∞
v[l,k]
e−t
t
dt
}
, (7)
where I0(·) and I1(·) are the modified Bessel function of
zero and first order, respectively, and v[l, k] = ξ[l, k] ·
γ[l, k]/(ξ[l, k] + 1). It can be seen that the gain functions
depend on two parameters, the a priori SNR and the potseriori
SNR.
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B. Mapped a priori SNR training target
As the enhancement performance of the aforementioned
statistical models are predominantly affected by the accuracy
of the a priori SNR estimate, the training target in Deep
Xi framework∗ is the mapped a priori SNR, as described in
[23]. The mapped a priori SNR is a mapped version of the
instantaneous a priori SNR. For the instantaneous case, the
clean speech and noise of the noisy speech in (1) are known
completely. This means that λs[l, k] and λd[l, k] in (3) can be
replaced with the squared magnitude of the clean speech and
noise spectral components, respectively.
In [23], the instantaneous a priori SNR (in dB), ξdB[l, k] =
10 log10(ξ[l, k]), was mapped to the interval [0, 1] in order to
improve the rate of convergence of the used stochastic gradient
descent algorithm. The cumulative distribution function (CDF)
of ξdB[l, k] was used as the map. It can be seen in [23, Fig.
2] that the distribution of ξdB for a given frequency compo-
nent follows a normal distribution. It was thus assumed that
ξdB[l, k] is distributed normally with mean µk and variance
σ2k: ξdB[l, k] ∼ N (µk, σ2k). The map is given by
ξ¯[l, k] =
1
2
[
1 + erf
(
ξdB[l, k]− µk
σk
√
2
)]
, (8)
where ξ¯[l, k] is the mapped a priori SNR. Following [23], the
statistics of ξdB[l, k] for each noisy speech spectral component
are found over a sample of the training set.† During inference,
ξˆ[l, k] is found from ξˆdB[l, k] as follows:
ξˆ[l, k] = 10(ξˆdB[l,k]/10), (9)
where the a priori SNR estimate in dB is computed from the
mapped a priori SNR estimate as follows:
ξˆdB[l, k] = σk
√
2erf−1
(
2ˆ¯ξ[l, k]− 1)+ µk. (10)
III. PROPOSED MODEL
A. 1-D causal dilated convolutional units
For the proposed network architecture, causal dilated convo-
lutional units are employed for speech enhancement. A causal
system has no leakage of information from future time-steps
when inferring from the current time-step. For conventional
convolutional units (a dilation rate of 1), an extremely deep
network or large size kernels are required to build a large
temporal receptive field. However, this introduces two typical
issues: the vanishing gradient problem and an increase in
computational complexity. In [28], dilated convolutional units
were firstly proposed to achieve a large receptive field for a
semantic segmentation task. Its high performance was due to
its ability to form a large receptive field, while consuming
significantly fewer parameters.
∗Deep Xi is available at: https://github.com/anicolson/DeepXi.
†The sample mean and variance of ξdB[l, k] for each noisy speech
spectral component were found over 1 250 noisy speech signals created from
the clean speech and noise training sets (Section IV-C). 250 randomly selected
(without replacement) clean speech recordings were mixed with random
sections of randomly selected (without replacement) noise recordings. Each of
these were mixed at five different SNR levels: -5 to 15 dB, in 5 dB increments.
input
1d =
2d =
4d =
LR0R 1R L-1RL -2R
output

LY
Fig. 1: An example of 1-D dilated causal convolution with the
kernel size k = 3 and the dilation rate d = 1, 2, 4. This forms
a large receptive field over the input.
Formally, a 1-D discrete dilated convolution operator ∗d,
which convolves a sequence input x ∈ RL with a kernel f ∈
RW , is represented as
(x ∗d f)(l) =
W−1∑
w=0
f(w)x(l − d · w) (11)
where d is the dilation rate and W denotes the kernel size. As
a special case, dilated convolution with dilation rate d = 1 is
equivalent to regular convolution. Fig. 1 illustrates an example
of 1-D dilated causal convolution with kernel size k = 3
and dilation factor d = 1, 2, 4. As shown in Fig. 1, the
receptive field of the network grows exponentially when the
dilation factor d increases exponentially with the depth of
the network. It enables dilated causal convolutions to capture
extremely long-term temporal contextual information using
deep networks.
B. Residual Connections
In addition to the dilation rate and the kernel size, the
depth of the model also significantly impacts the temporal
receptive field size. While increasing the depth of the model
will increase the temporal receptive field size, it also increases
the vanishing gradient problem. In [30], He et. al introduce
identity shortcut connections to design a deep residual learning
framework to address the vanishing gradient problem. Residual
learning has been demonstrated to be an effective way to
train very deep networks. In the proposed model, we therefore
employ residual blocks in order to facilitate the training of a
deep network. Fig. 2(a) and (b) depict basic and bottleneck 1-D
residual blocks, respectively. The identity shortcut connections
are realised by adding the input of the block to the output of
the last convolutional unit.
C. Multi-Branch TCN
Deep-Xi-MB-TCN is shown in Fig. 3, and is described
from input to output as follows. The input to the MB-TCN
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Conv1D
(k, 𝑑𝑑𝑓𝑓, d)
Conv1D
(k, 𝑑𝑑𝑓𝑓, d)
+
(a)
+
Conv1D(1,𝑑𝑑𝑓𝑓 , 1)
Conv1D
(k, 𝑑𝑑𝑓𝑓, d)
(1,𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , 1)Conv1D
(b)
Fig. 2: The illustration of two commonly used residual blocks
of (a) basic structure and (b) bottleneck structure, where
⊕
represents the element-wise summation operation. The kernel
size, output size, and dilation rate for each convolutional unit
is denoted as (kernel size, output size, dilation rate).
is the noisy speech magnitude spectrum for the lth frame,
Rl. The input is first transformed by FC, a fully-connected
layer of size dmodel that includes layer normalisation followed
by the rectified linear unit (ReLU) activation function. The
FC layer is followed by N multi-branch TCN blocks, where
n = 1, 2, . . . , N is the block index.
1) Split-transform-aggregate strategy: Inception models
[32]–[34], are successful multi-branch architectures, and their
effectiveness has been proven by various computer vision
tasks. The most important design of the Inception models is
the split-transform-aggregate strategy: the input is split into
several low-dimensional representations, transformed by each
customized branch network, and aggregated by concatenation.
The split-transform-aggregate design enables the Inception
models to demonstrate strong representation power at a low
computational complexity. Inspired by the success of Incep-
tion models, the design of MB-TCN exploits split-transform-
aggregate network architecture that incorporates 1-D dilated
convolutional units for speech enhancement task. Each multi-
branch residual block includes branching (8 branches), con-
catenating operations, and residual connection.
2) Topology of each branch: The architecture for each
branch network in Inception models is carefully designed
to obtain good performance for a specific task. However, it
is difficult to adapt the Inception models to new tasks as
many hyper-parameters need to be designed. To improve the
extendibility, Xie et al, [36] proposed to utilize the same
topology for all paths to simply the realization. Motivated
by this, the residual block shares the same topology for all
branches, including two 1-D causal dilated convolutional units
(with same size and dilation rate), where each convolutional
unit is pre-activated by layer normalisation [37] followed by
the ReLU activation function. The kernel size, output size,
and dilation rate for each convolutional unit is denoted in
FC
𝐑𝐑𝒍𝒍
Conv1D(1,𝑑𝑑𝑓𝑓 , 1)
Conv1D(𝑘𝑘,𝑑𝑑𝑓𝑓 ,𝑑𝑑)
8 Branches
O
�𝛏𝛏𝒍𝒍
C
+
Conv1D(1,𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , 1)
Conv1D(1,𝑑𝑑𝑓𝑓 , 1)Conv1D(1,𝑑𝑑𝑓𝑓 , 1)
N Blocks
Conv1D(𝑘𝑘,𝑑𝑑𝑓𝑓 ,𝑑𝑑)Conv1D(𝑘𝑘,𝑑𝑑𝑓𝑓 ,𝑑𝑑)
Fig. 3: Proposed multi-branch TCN (MB-TCN) architecture.
It is composed of a fully-connected first layer, FC, followed
by N multi-branch TCN blocks, and then a fully-connected
output layer, O that employs sigmoid units. c© represent
the concatenation operation. The kernel size, output size,
and dilation rate for each convolutional unit is denoted as
(kernel size, output size, dilation rate).
Fig. 3 as (kernel size, output size, dilation rate). The first
convolutional unit on each path has a kernel size of 1, whilst
the second convolutional unit has a kernel size of k. The first
and second convolutional units have an output size of df . The
first convolution unit compress the input to a low-dimensional
embedding. The second convolutional unit has a dilation rate
of d, providing the capability of capturing the long-term
contextual information. As in [38], the dilation rate d is cycled
as the block index n increases: d = 2((n−1) mod (log2(D)+1)),
where mod is the modulo operation, and D is the maximum
dilation rate. Such stacked residual blocks support the expo-
nential expansion of the receptive field without loss of input
resolution, which allows for capturing long-term effective
history.
The feature-maps produced by different branch networks are
aggregated by concatenation. Then the aggregate feature-maps
is processed with a 1-D convolutional unit and the output of a
multi-branch residual network is produced by using a identity
residual connection. This convolutional unit has an output size
of dmodel and is also pre-activated by layer normalisation
followed by the ReLU activation function [39].
The last block is followed by the output layer, O, which is
a fully-connected layer with sigmoidal units. The O layer es-
timates the mapped a priori SNR for each spectral component
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of the lth time-frame, ˆ¯ξ l. The following hyperparameters were
chosen for the network, as a compromise between training time
and performance: dmodel = 256 and df = 64. As in [40], k
is set to 3, and D is set to 16. MB-TCN with size of 1.05,
1.43, and 1.66 million parameters are formed by cascading the
12, 17, and 20 multi-branch residual blocks. The MB-TCNs
with 12, 17, and 20 multi-branch TCN blocks accumulate a
receptive field of 2.1, 3.1, and 4 seconds, respectively, over
past and present time-frames
IV. EXPERIMENTAL SETUP
A. Signal Processing
The Hamming window function is used for spectral analysis
and synthesis [41]–[43], with a frame-length of 32 ms (512
time-domain samples) and a frame-shift of 16 ms (256 time-
domain samples). The a priori SNR was estimated from
the 257-point single-sided noisy speech magnitude, which
included both the DC frequency component and the Nyquist
frequency component. The a posteriori SNR for MMSE-based
speech estimators is estimated from the a priori SNR estimate
[23]: γˆ[l, k] = ξˆ[l, k] + 1.
B. Baseline Models
In our experiments, we compare the proposed MB-TCN
with the following network architectures (baselines) tasked
with estimating the a priori SNR for MMSE-based methods
to speech enhancement (Deep Xi framework):
ResLSTM: As baselines, we use three residual LSTMs
(ResLSTMs) composed of 4, 5, and 6 residual blocks, and
the memory cell sizes for each ResLSTM are 170, 188, and
200, respectively. The numbers of parameters for the three
ResLSTMs are 1.02, 1.51, and 2.03 million, respectively.
TCN-BC: The TCN-BC models [31] are formed with basic
residual blocks that incorporates 1-D dilated convolutional
units. As shown in Fig. 2(a), each residual block contains two
1-D causal dilated convolution units with an output size of
df = 64, where each convolution unit is pre-activated by a
layer normalisation followed by the ReLU activation function.
The kernel size of each convolution units is k = 3. The
dilation rate d in each block is cycled from 1 to 16 (increasing
by power of 2). By cascading 40, 60, and 80 basic residual
blocks, we build three TCN-BC models with 1.03, 1.53, and
2.03 million parameters, respectively, as baselines.
TCN-BK: The TCN-BK models are built with bottleneck
residual blocks that incorporates 1-D dilated convolutional
units. As shown in Fig. 2(b), each residual block contains three
1-D causal dilated convolution units, where each convolution
unit is pre-activated by a layer normalisation followed by the
ReLU activation function. The first and third convolution units
in a bottleneck residual block have a kernel size of 1, whilst the
second unit has a kernel size of k = 3. The dilation rate d is
cycled from 1 to 16 (increasing by power of 2). By cascading
20, 30, and 40 bottleneck residual blocks, we build three TCN-
BK models size of 1.05, 1.51, and 1.98 million parameters,
respectively.
DenseNet: Fig. 4 shows that each dense block consist of
four dilated causal convolution units with a kernel size of
k = 3, where each convolution unit is pre-activated by a layer
normalisation followed by the ReLU activation function. The
output size of each convolution unit is df = 24. The dilation
rate d is cycled from 1 to 16 (increasing by power of 2).
As baselines, DenseNets of sizes 0.97, 1.48, and 2.10 million
parameters are formed by cascading 7, 9, and 11 dense blocks,
respectively.
In addition to the aforementioned models which are evalu-
ated in Deep Xi framework, the proposed enhancement system
is also compared with two widely known deep learning speech
enhancement methods, LSTM-IRM proposed in [25] and bidi-
rectional LSTM (BLSTM)-IRM. For these two methods, ideal
ratio mask (IRM) is used as training target and 23 consecutive
input frames (11 past frames, 1 current frames, and 11 future
frames) are concatenated into a feature vector that used as the
input of the network to estimate current frame of the mask.
The network used in LSTM-IRM is composed of four LSTM
layers, each with 1024 units, and a fully connected layers with
257 sigmoid units. The network used in BLSTM-IRM consists
of four bidirectional LSTM layers, each with 512 units, and a
fully connected layers with 257 sigmoid units.
C. Database
Training Set: Here, we give a detailed description of the
clean speech and noise recordings used for training models in
this experiment. For the clean speech recordings, we use the
train-clean-100 set from the Librispeech corpus as training
set [44], which includes 28 539 utterances spoken by 251
speakers. To conduct cross-validation experiments, 1000 clean
Conv1D
(k, 𝑑𝑑𝑓𝑓, d)
Conv1D
(k, 𝑑𝑑𝑓𝑓, d)C
Conv1D
(k, 𝑑𝑑𝑓𝑓, d)C
Conv1D
(k, 𝑑𝑑𝑓𝑓, d)C C
Fig. 4: The illustration of DenseNet block. Each dense block includes four 1-D causal dilation convolution units. The kernel
size, output size, and dilation rate for each convolutional unit is denoted as (kernel size, output size, dilation rate).
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2019 6
TABLE I: Speech enhancement performance of different networks in terms of wideband PESQ metric. The highest PESQ
score obtained at each condition and for each parameter size is highlighted with bold text.
Network
# params.
×106
SNR level (dB)
Voice babble Street music F16 Factory
-5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15
Noisy speech – 1.04 1.07 1.14 1.35 1.71 1.04 1.06 1.11 1.27 1.58 1.03 1.06 1.11 1.25 1.52 1.04 1.04 1.09 1.24 1.54
ResLSTM 1.02 1.08 1.19 1.43 1.91 2.44 1.08 1.18 1.37 1.70 2.14 1.12 1.27 1.54 1.87 2.28 1.06 1.22 1.49 1.87 2.32
DenseNet 0.97 1.05 1.16 1.41 1.83 2.28 1.06 1.15 1.36 1.64 2.09 1.11 1.26 1.47 1.76 2.13 1.04 1.15 1.39 1.74 2.17
TCN-BC 1.03 1.07 1.18 1.42 1.87 2.34 1.09 1.20 1.43 1.75 2.21 1.13 1.31 1.57 1.89 2.29 1.07 1.23 1.50 1.89 2.35
TCN-BK 1.05 1.08 1.23 1.53 1.92 2.37 1.10 1.24 1.49 1.80 2.24 1.16 1.36 1.60 1.88 2.25 1.11 1.30 1.55 1.85 2.28
Prop. MB-TCN 1.05 1.09 1.25 1.55 2.04 2.57 1.11 1.26 1.52 1.87 2.38 1.16 1.37 1.65 2.03 2.46 1.12 1.29 1.57 1.94 2.42
ResLSTM 1.51 1.07 1.19 1.46 1.90 2.44 1.10 1.20 1.39 1.70 2.18 1.08 1.26 1.51 1.87 2.24 1.06 1.20 1.46 1.80 2.29
DenseNet 1.48 1.05 1.15 1.39 1.83 2.32 1.06 1.14 1.32 1.56 2.02 1.09 1.26 1.51 1.82 2.23 1.05 1.15 1.43 1.78 2.23
TCN-BC 1.53 1.06 1.20 1.46 1.85 2.31 1.09 1.21 1.44 1.75 2.18 1.14 1.27 1.52 1.84 2.22 1.10 1.27 1.53 1.88 2.29
TCN-BK 1.51 1.09 1.24 1.53 1.98 2.46 1.11 1.24 1.52 1.86 2.22 1.17 1.38 1.65 1.92 2.29 1.14 1.29 1.54 1.88 2.30
Prop. MB-TCN 1.43 1.10 1.25 1.57 2.01 2.50 1.13 1.28 1.53 1.81 2.30 1.21 1.42 1.67 2.04 2.44 1.15 1.33 1.58 1.96 2.41
ResLSTM 2.03 1.08 1.20 1.48 1.96 2.50 1.09 1.20 1.42 1.76 2.24 1.09 1.25 1.50 1.79 2.17 1.08 1.23 1.50 1.87 2.37
DenseNet 1.94 1.06 1.18 1.44 1.87 2.33 1.06 1.18 1.42 1.70 2.14 1.09 1.28 1.53 1.83 2.20 1.05 1.21 1.54 1.93 2.35
TCN-BC 2.03 1.06 1.19 1.42 1.86 2.31 1.07 1.19 1.41 1.72 2.20 1.11 1.27 1.50 1.82 2.22 1.07 1.23 1.47 1.80 2.20
TCN-BK 1.98 1.07 1.20 1.53 1.96 2.52 1.10 1.26 1.52 1.89 2.41 1.18 1.40 1.67 2.00 2.35 1.11 1.28 1.56 1.93 2.41
Prop. MB-TCN 1.66 1.11 1.27 1.58 2.05 2.54 1.14 1.28 1.52 1.91 2.33 1.21 1.43 1.72 2.13 2.51 1.18 1.34 1.61 1.97 2.42
LSTM-IRM 53.9 1.06 1.13 1.31 1.65 2.12 1.06 1.14 1.30 1.55 2.04 1.08 1.19 1.36 1.60 1.97 1.04 1.10 1.25 1.55 2.00
BLSTM-IRM 39.0 1.07 1.17 1.40 1.81 2.24 1.08 1.17 1.36 1.65 2.07 1.09 1.23 1.43 1.73 2.12 1.05 1.14 1.34 1.66 2.07
Prop. MB-TCN 1.66 1.11 1.27 1.58 2.05 2.54 1.14 1.28 1.52 1.91 2.33 1.21 1.43 1.72 2.13 2.51 1.18 1.34 1.61 1.97 2.42
speech recordings are randomly selected from the training set
to construct the validation set. The employed noise recordings
in the training set are taken from the following datasets: the
QUT-NOISE dataset [45], the Nonspeech dataset [46], the
Environmental Background Noise dataset [47], [48], and the
noise set from the MUSAN corpus [49]. This gives a total of
1 295 noise recordings. All clean speech and noise recordings
are single-channel, with a sampling frequency of 16 kHz
(recordings with a sampling frequency higher than 16 kHz
are downsampled to 16 kHz). A description of how the noisy
speech signals are generated from the clean speech and noise
recordings is given in the next subsection.
Test Set: For testing, recordings of four different noise
sources are employed to form the test set. Two of the four noise
recordings are of the real-world non-stationary noise sources,
which includes street music noise (recording no. 26 270) from
the Urban Sound dataset [50], and voice babble noise from
the RSG-10 noise dataset [51]. Another two of the four noise
recordings of real-world coloured noise sources, including
factory and F16 noises from the RSG-10 noise dataset [51].
We randomly choose 10 clean speech recordings (without
replacement) from the TSP speech corpus [52] for each of the
four noise recordings. To construct the noisy speech signals,
we mix the clean speech signals with a random section of the
noise recording at five different SNR levels: ranging from -5
to 15 dB with a step of 5 dB. This constructed a test set of
200 noisy speech signals. All the noisy speech signals were
single channel with a sampling frequency of 16 kHz.
D. Training Details
The training details for all the models (MB-TCN and
baseline models) are described as follows:
• Cross-entropy as the loss function.
• We employ the Adam optimizer [53] with β1 = 0.9, β2 =
0.999, and a learning rate of 0.001 for gradient descent
optimisation.
• Gradients are clipped between [−1, 1].
• The selection order for the clean speech recordings is
randomised for each epoch.
• The number of training examples in an epoch is equal
to the number of clean speech files in the training set
(27 539). A total of 105 epochs is used to train all the
models except the ResLSTM models, and the two IRM
estimators (LSTM-IRM and BLSTM-IRM) replicated
from [25], where 10 epochs were used. The number of
training examples in an epoch is equal to the number of
clean speech files in the training set (27 539).
• A mini-batch size of 10 noisy speech signals. For each
mini-batch, all samples are padded with zero to keep the
same time steps as the longest sample.
• The noisy speech signals are created as follows: each
clean speech recording selected from the mini-batch is
mixed with a random section of a randomly selected noise
recording at a randomly selected SNR level (-20 to 30 dB
with a step of 1 dB).
E. Evaluation Metrics
In our experiments, two objective metrics are used to
evaluate the objective quality and intelligibility of the en-
hanced speech. The wideband perceptual evaluation of speech
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TABLE II: Speech enhancement performance comparisons of different networks in terms of STOI (in %) metric. The highest
STOI score obtained at each condition and for each parameter size is highlighted with bold text.
Network
# params.
×106
SNR level (dB)
Voice babble Street music F16 Factory
-5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15
Noisy speech - 60.2 72.4 83.0 90.7 95.5 59.0 70.9 81.9 90.3 95.6 60.4 71.8 82.4 90.5 95.7 57.8 69.9 80.9 89.2 94.5
ResLSTM 1.02 61.0 75.8 86.8 93.4 96.7 63.0 77.1 86.7 92.8 96.3 66.1 78.4 87.1 92.9 96.6 62.1 77.4 87.0 92.7 96.2
DenseNet 0.97 58.3 73.1 86.0 93.0 96.5 59.1 74.0 84.7 92.0 96.2 65.3 77.8 86.7 92.4 95.9 56.8 73.0 85.1 91.7 95.9
TCN-BC 1.03 60.8 75.5 87.2 93.4 96.6 64.0 77.8 87.1 93.4 96.8 67.2 79.4 87.9 93.4 96.9 61.1 76.9 87.1 92.8 96.3
TCN-BK 1.05 62.6 78.1 88.4 94.2 97.0 66.0 79.7 88.5 94.0 97.0 68.4 80.8 88.7 93.9 97.1 64.9 79.1 88.2 93.3 96.4
Prop. MB-TCN 1.05 62.1 78.1 88.6 94.3 97.1 66.8 80.0 89.2 94.3 97.2 69.2 82.2 89.7 94.5 97.4 64.7 80.0 88.3 93.4 96.5
ResLSTM 1.51 59.6 74.6 86.3 93.0 96.6 62.9 76.9 86.8 92.8 96.4 64.0 77.4 87.4 93.1 96.3 61.0 76.6 86.7 92.6 96.2
DenseNet 1.48 58.1 73.7 85.9 93.1 96.6 58.2 73.3 84.8 91.9 96.1 65.9 78.3 86.9 92.6 95.9 57.5 73.0 84.8 91.5 95.4
TCN-BC 1.53 59.8 76.5 87.4 93.5 96.7 65.0 77.9 88.0 93.4 96.7 64.9 77.6 87.0 93.4 96.9 63.3 79.1 87.6 92.8 96.3
TCN-BK 1.51 64.1 79.2 88.9 94.2 97.0 66.2 79.8 88.6 93.9 97.1 69.5 81.8 89.5 94.3 97.2 65.6 80.3 88.2 93.1 96.5
Prop. MB-TCN 1.43 64.7 79.4 89.1 94.4 97.2 69.2 81.7 89.5 94.3 97.2 71.0 83.1 90.1 94.8 97.5 67.4 80.7 88.4 93.3 96.6
ResLSTM 2.03 62.7 76.6 87.3 93.7 96.9 65.9 78.7 87.9 93.6 96.9 65.8 79.3 87.6 93.3 96.6 62.4 77.2 87.0 92.7 96.4
DenseNet 1.94 57.8 73.4 85.8 92.3 95.8 60.4 75.2 86.8 93.1 96.6 63.4 77.8 87.1 92.9 96.0 58.4 74.4 86.4 92.6 96.2
TCN-BC 2.03 60.3 76.3 87.4 93.6 96.7 63.1 78.0 87.4 93.3 96.8 67.6 78.9 87.5 93.5 97.1 60.5 77.6 87.2 92.7 96.1
TCN-BK 1.98 59.0 74.1 87.3 93.8 97.1 65.3 80.6 89.1 94.1 97.1 68.7 81.5 89.3 94.3 97.1 64.3 79.9 88.5 93.2 96.6
Prop. MB-TCN 1.66 64.0 79.0 89.3 94.5 97.2 69.5 81.7 89.3 94.2 97.1 70.6 82.7 90.0 94.7 97.4 67.0 81.2 88.6 93.3 96.6
LSTM-IRM 53.9 63.0 76.0 85.6 92.2 95.9 64.7 76.5 85.5 91.7 95.9 69.4 79.6 87.1 92.6 95.9 61.2 75.5 85.1 91.6 95.6
BLSTM-IRM 39.0 64.3 77.7 87.1 93.1 96.4 67.7 78.3 86.7 92.7 96.5 69.3 79.7 87.8 93.2 96.7 63.9 78.5 86.9 92.4 95.9
Prop. MB-TCN 1.66 64.0 79.0 89.3 94.5 97.2 69.5 81.7 89.3 94.2 97.1 70.6 82.7 90.0 94.7 97.4 67.0 81.2 88.6 93.3 96.6
quality (Wideband PESQ) metric [54] is used to obtain the
mean opinion score of the objective speech listening quality.
The PESQ score is typically between 1 and 4.5, with a
higher score implying better speech quality. The short-time
objective intelligibility (STOI) [55] is used to evaluate the
objective speech intelligibility. The STOI score is typically
between 0 and 1, with a higher score indicating better speech
intelligibility. In addition, we also show the segmental SNR
improvements (SSNR+) over all of the tested conditions.
V. RESULTS
The wideband PESQ scores of the enhanced speech signals
produced by each of the networks (ResLSTM, DenseNet,
TCN-BC, TCN-BK, and MB-TCN) within Deep Xi framework
are listed in Table I. The a priori SNR is estimated by
each network and then employed in the square-root wiener
filtering (SRWF) estimator to obtain the enhanced speech.
The maximum PESQ score for each condition and each
parameter size is highlighted in boldface. From Table I it can
be observed that MB-TCN performs best in terms of objective
speech quality scores for most of the tested conditions. The
performance superiority of MB-TCN is demonstrated as MB-
TCN with a parameter size of 1.05 million provides 0.21 PESQ
improvement over TCN-BK with same parameter size for F16
at 15 dB. The MB-TCN also shows a superiority in terms of
model size as the MB-TCN with a parameter size of 1.43
million attains 0.11 PESQ improvement over TCN-BK with a
parameter size of 1.51 million for Factory at 15 dB.
In Table II we present the STOI scores of the enhanced
speech signals produced by each of the models. From Table
II it is seen, similarly to Table I, that MB-TCN is able to
attain the highest STOI score under most of the tested condi-
tions. MB-TCN demonstrates its superiority by the evaluation
results: for voice babble at -5, 0, and 5dB, MB-TCN with a
parameter size of 1.66 million obtains 5%, 4.9%, and 2% STOI
improvements over TCN-BK with 1.98 million parameters,
respectively. Compared to LSTM-IRM and BLSTM-IRM, the
enhanced speech signals produced by MB-TCN in Deep Xi
framework have higher speech quality and intelligibility scores
under almost all noisy conditions except for Voice Babble
at -5 dB where BLSTM-IRM achieves a higher STOI score.
The average segmental SNR improvement (SSNR+) over all
of the tested conditions is shown in Fig. 5. It is observed
that our proposed MB-TCNs produces higher SSNR+ than
the baselines at multiple parameter sizes.
Fig. 6 illustrates the magnitude (log scale) spectrograms
of an enhanced speech utterance produced by different mod-
els. The enhanced spectrograms shown in Fig. 6(c)-(f) and
Fig.6 (i) are produced in Deep Xi-SRWF framework. It
can be seen that our proposed MB-TCN achieve the best
noise suppression, while preserving the formant information
of the clean speech. The spectrograms (g)-(h) generated by
LSTM-IRM and BLSTM-IRM show much more residual noise
components compared to the enhanced spectrograms by other
models. As shown in Fig. 6(d) and (f), DenseNet and TCN-
BK demonstrate superior noise suppression, but with severe
formant information destruction. Both ResLSTM and TCN-BC
preserve the formant information, but ResLSTM shows better
noise suppression than TCN-BK. The spectrograms exhibit the
consistency with the results in Tables I–II (voice babble at -5
dB).
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Fig. 5: The average SSNR+ over all of the tested conditions.
The models in (I)-(III) are ResLSTM (1.02, 1.51, and 2.03 M),
DenseNet (0.97, 1.48, and 1.94 M), TCN-BC (1.03, 1.53, and
2.03 M), TCN-BK (1.05, 1.51, and 1.98 M), and MB-TCN
(1.05, 1.43, and 1.66 M). The models in (IV) are LSTM-IRM
(53.9 M) and BLSTM-IRM (39.0 M).
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Fig. 6: Magnitude spectrograms (log scale) of (a) clean speech
and (b) noisy speech (clean speech was mixed with voice
babble at -5 dB). Enhanced speech produced by (c) ResLSTM
2.03 M, (d) DenseNet 1.94 M, (e) TCN-BC 2.03 M, (f) TCN-
BK 1.98 M, (g) LSTM-IRM 53.9 M, (h) BLSTM-IRM 39.0
M, and (i) proposed MB-TCN 1.66 M.
A. Parameter Efficiency
For many real-world speech processing applications, mem-
ory and computational resources are considerable constraints.
For comparison of parameter efficiency, in Tables I and II
we present the number of trainable parameters in different
models. From the numbers in the tables, it can be seen that
our proposed MB-TCN exhibits higher parameter efficiency
than ResLSTM, DenseNet, TCN-BC, and TCN-BK models.
Compared to another two widely known enhancement meth-
ods, LSTM-IRM and BLSTM-IRM, the proposed model also
demonstrates a significant superiority in terms of parameter ef-
ficiency for low-power and low-memory required applications.
To be specific, the parameter sizes of LSTM-IRM (53.9 M)
and BLSTM-IRM (39.0 M) are around 32.5 times and 23.5
times that of MB-TCN (1.66 M), respectively.
VI. COMPARISON WITH OTHER STATE-OF-THE-ART
METHODS
In this section, to further demonstrate its superiority, we
compare the proposed model with other state-of-the-art meth-
ods on a same publicly available dataset. A fair comparison is
ensured since all the models are optimized by the authors on
the exact same dataset. The brief descriptions for the baseline
methods are provided in next subsection.
A. Baseline Methods
In this experiment, we conduct the performance evaluations
of the proposed MB-TCN model (in Deep Xi framework)
in comparison with the following baseline methods from the
literature:
• Wiener [6], a traditional statistic-based Wiener filtering
method that is based on the a priori SNR estimator.
• SEGAN [56], a time-domain speech enhancement model,
using generative adversarial networks (GAN) to directly
reconstruct the clean waveform from noisy speech wave-
form.
• Wavenet [57], a non-causal Wavenet-based denosing
model, operating on the raw waveform. It employs a
regression loss function (L1 losses on both the speech
waveform and the noise waveform prediction branches).
• Wave-U-Net [58], a one-dimensional adaptation of U-Net
architecture for time-domain speech enhancement.
• Deep Feature Loss [59], also a time-domain denoising
model that is trained with a deep feature loss from another
acoustic environment classifier network.
• MMSE-GAN [60], a time-frequency (T-F) masking
based method, using a modified GAN to predict the
clean T-F representation. The objective function includes
a GAN objective and an L2 loss between the predicted
and the clean T-F representation.
• Metric-GAN [61], a T-F masking based method, using
a GAN to directly optimize generators based on one or
multiple evaluation metric scores to speech enhancement.
• MDPhD [62], a hybrid speech enhancement method of
time-domain and time-frequency domain.
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TABLE III: Comparison with other state-of-the-art speech enhancement models on the second publicly available dataset. Higher
score (CSIG, CBAK, COVL, PESQ, and STOI) indicates better performance and the highest scores obtained for each evaluation
measure are highlighted with bold text. For comparison of parameter efficiency, we present the number of trainable parameters
in different models.
Methods # Parameters (M) Types CSIG CBAK COVL PESQ STOI (in %)
Noisy Input - - 3.35 2.44 2.63 1.97 92 (91.5)
Wiener ( [6], Scalart et al. 1996) - T-F domain 3.23 2.68 2.67 2.22 -
SEGAN ( [56], Pascual et al. 2017) 43.2 M (25.8 M) Time-domain 3.48 2.94 2.80 2.16 93
Wavenet ( [57], Rethage et al. 2018) 6.34 M Time-domain 3.62 3.23 2.98 - -
Wave-U-Net ( [58], Macartney et al. 2018) 10.2 M Time-domain 3.52 3.24 2.96 2.40 -
Deep Feature Loss( [59], Germain et al. 2018) 0.64 M Time-domain 3.86 3.33 3.22 - -
MMSE-GAN ( [60], Soni et al. 2018) 0.79 M (0.56 M) T-F domain 3.80 3.12 3.14 2.53 93
Metric-GAN ( [61], Fu et al. 2019) 1.89 M (0.35 M) T-F domain 3.99 3.18 3.42 2.86 -
MDPhD ( [62], Kim et al. 2018) 6 M Hybrid 3.85 3.39 3.27 2.70 -
Proposed MB-TCN (DeepXi - SRWF)
1.66 M
T-F domain 4.20 3.32 3.55 2.87 94 (93.70)
Proposed MB-TCN (DeepXi - MMSE-STSA) T-F domain 4.21 3.36 3.57 2.91 94 (93.70)
Proposed MB-TCN (DeepXi - MMSE-LSA) T-F domain 4.21 3.41 3.59 2.94 94 (93.64)
B. Database
To make a direct and fair performance comparison, we
used the same publicly available dataset [63] used in several
previous works. In this dataset, the clean speech recordings
comprise of 30 speakers from the Voice Bank Corpus [64]
– 28 speakers were chosen for training and the remaining 2
for testing. The noisy speech in training set is synthesized
using a mixture of clean speech with 10 types of noise, two
of which are artificially generated and 8 real noise recordings
are from the Diverse Environments Multi-channel Acoustics
Noise Database (DEMAND) [65]. With respect to the test set,
20 different noisy conditions are included: 5 distinct types of
noise sources from the DEMAND database at one of 4 SNR
levels each (2.5, 7.5, 12.5, and 17.5 dB). In total, this produced
842 test samples (approximately 20 different sentences in
each condition per test speaker). Both speakers and noise
conditions in test set are totally unseen during training process.
As in previous methods, the original raw waveforms were
downsampled from 48 kHz to 16 kHz for training and testing.
C. Performance Metrics
In addition to PESQ and STOI metrics, another three
composite measures are also exploited to evaluate the enhance-
ment performance of the proposed models and state-of-the-art
competitors. The three composite metrics are:
• CSIG [66]: mean opinion score (MOS) predictor of signal
distortion attending only to the speech signal (from 1 to
5).
• CBAK [66]: MOS predictor of the background-noise
intrusiveness (from 1 to 5).
• COVL [66]: MOS predictor of the overall speech quality
(from 1 to 5).
D. Experimental Results
Table III presents the comparison results of these metrics on
the second dataset. For all baseline methods, the best results
that have been reported in literature are listed. The missing
values in the table are because the results are not reported in
the work. Here, the Deep Xi framework using proposed MB-
TCN to estimate the a priori SNR is integrated into the SRWF,
MMSE-STSA, and MMSE-LSA speech estimators.
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Fig. 7: Magnitude spectrograms (log scale) of (a) clean speech
(female p257 uttering sentence 151) and (b) noisy speech
(clean speech mixed with street noise at 2.5 dB). Enhanced
speech produced by (c) SEGAN, (d) Deep Feature Loss, and
(e) proposed MB-TCN (Deep Xi-SRWF 1.66 M).
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It can be clearly observed in Table III that the MB-
TCN outperforms time-domain methods such as SEGAN [56],
Wavenet [57], Wave-U-Net [58], and Deep Feature Loss (DFL)
[59] in terms of all five measures by a comfortable margin.
For example, MB-TCN provides 0.35, 0.08, and 0.37 improve-
ments over DFL for CSIG, CBAK, and COVL, respectively.
Our method also shows large performance gain over T-F based
methods like MMSE-GAN [60] and MetrciGAN [61]. For
example, the MB-TCN provides 0.22, 0.23, 0.17, and 0.08
improvements over MetricGAN for CSIG, CBAK, COVL, and
PESQ, respectively. The proposed model also provides 0.41
PESQ improvements and about 1% STOI improvements over
MMSE-GAN. In addition, our model provides great improve-
ment over a hybrid method of time-domain and time-frequency
domain, MDPhD [62]. These evaluation results significantly
demonstrate the superiority of the proposed model.
The magnitude (log scale) spectrograms of enhanced speech
produced by SEGAN, DFL, and MB-TCN (Deep Xi-SRWF
1.66 M) are shown in Fig. 7(c)-(e), respectively. It can be
observed that MB-TCN (e) is able to achieve better trade-off
between noise suppression and speech distortion. At the be-
ginning segment of speech (around 0-0.35 s), SEGAN almost
exhibits no noise suppression (Fig. 7(c)). In addition, multiple
residual noise components can be seen in the spectrograms
enhanced by both SEGAN and DFL (Fig. 7(d)).
E. Parameter Efficiency
As mentioned in Section V-A, the parameter efficiency
of models is a considerable constraints for many real-world
speech applications. For this, in Table III we present the
the number (in millions) of learnable parameters in different
models. In Table III, the numbers of learnable parameters
in different models listed are reported value in literature or
computed from the code provided by the authors. Additionally,
since GAN-based methods need to train both generator and
discriminator networks, the listed values represent the number
of parameters in generator and discriminator (in bracket),
respectively. From the Table III we can find that our proposed
model is able to provide higher parameter efficiency than most
state-of-the-art (SOTA) methods (SEGAN, Wavenet, Wave-U-
Net, Metric-GAN, and MDPhD). Although MMSE-GAN has
less parameter than proposed model, the training instabilities
of GAN models are still not completely understood. For DFL,
an extra feature loss model needs to be pre-trained. One must
note that our proposed model has a significant performance
improvement accompanied by a modest increasing of number
of trainable parameters compared to MMSE-GAN and DFL.
In addition, note that we can adjust the parameter efficiency of
MB-TCN simply by altering the multi-branch dilated residual
blocks. Compared to these SOTA models, the presented model
is able to achieve better trade-off between performance and
parameter efficiency.
VII. CONCLUSION AND DISCUSSION
In this study, we have presented an MB-TCN model for
monaural speech enhancement. The proposed model utilizes
the split-transform-aggregate design, and incorporates the 1-D
causal dilated convolutions and identity residual connection.
The split-transform-aggregate design demonstrates a strong
representation power at low computational complexity. The
combination of dilated convolutions and residual learning
builds large receptive fields, which enables our proposed
model the ability to capture very long effective history infor-
mation to make a prediction. Specifically, large receptive fields
enable model to learn the temporal dynamics of speech very
well. The experimental results demonstrate that our proposed
model outperforms many other advanced networks, such as
ResLSTM, TCN with basic structure (TCN-BC), TCN with
bottleneck structure (TCN-BK), and DenseNet. Compared to
two widely known deep learning methods, LSTM-IRM and
BLSTM-IRM, the MB-TCN in Deep Xi framework shows
a significant superiority in term of both performance and
parameter efficiency.
Moreover, the comparison results with many state-of-the-
art (SOTA) speech enhancement algorithms also demonstrates
that our method is able to provide better enhancement per-
formance in terms of widely used five objective metrics. For
low-power and low-memory required applications of deep
learning based speech enhancement methods, the number of
parameters (parameter efficiency) in models is considerable
constraint. It is crucial to achieve an optimal trade-off between
parameter efficiency and speech enhancement performance of
the model. However, most SOTA baseline models are not able
to provide high parameter efficiency. The experimental results
demonstrate that our proposed model is able to achieve a better
trade-off than many SOTA speech enhancement methods.
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