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In [l] an extension of Hall’s theorem was conjectured for n-partite n-graphs and its fractional 
version was proved. It seems that the conjecture can be strengthened to apply to any bipartite 
hypergraph (i.e. a hypergraph with a distinguished set of vertices A such that ]e r7Al = 1 for 
every edge e). We prove the strengthened conjecture in the case that IAl S 4 and also give a 
proof for its fractional version. 
1. Introduction 
A matching in a hypergraph H = (V, E) is a set of disjoint edges. Given a 
subset X of V, a matching F is said to be a matching of X if e n X # B for every 
e E F and LJF 2X. By v(H) we denote the size of the largest matching in H. A 
fractional matching of H is a function f : E + R + (the nonnegative reals) such 
that C,,,f(e) c 1 f or every x E V. We write v*(H) for max{C,,Ef(e): f is a 
fractional matching of H}. The hypergraph H = (V, E) is said to be bipartite if for 
some distinguished set of vertices A there holds le rl AJ = 1 for every e E E. We 
then write H = (A, B, E), where B = WA. Given any hypergraph H = (V, E), a 
vertex ~1 E V and a subset X of V we write: K(v) = {Z s V\(v): Z U {v} E E}, 
and K[X] = U{K(u): u E X}. If H = (A, B, E) is bipartite and X s A we write 
Hx = (B, fW1). 
A hypergraph H = (V, E) is n-homogenous (or an n-graph) if E E [VI” (the 
set of subsets of V of size n). An n-graph H = (V, E) is n-purtite if V can be 
partitioned into sets VI, V,, . . . , V, so that E is a subset of VI x V, x * * - x V,. In 
[l] a conjecture concerning the extension of Hall’s Theorem to hypergraphs was 
formed for n-partite n-graphs. It appears that the condition of being n-partite is 
too restrictive, and can be replaced by the weaker condition of being bipartite. 
Conjecture 1. Let H = (A, B, E) be a bipartite n-graph. Suppose that 
(*) v(Hc)2(n-l)(IC(-l)+l foreveryC&A. 
Then there exists a matching of A (i.e. v(H) = [AI). 
For bipartite graphs the theorems of Hall [3] and Konig [4] are easily deducible 
from each other, so much so that they are sometimes called jointly ‘The 
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Kiinig-Hall Theorem’. Just as Conjecture 1 is an attempt to generalize Hall’s 
Theorem to bipartite n-graphs, there is a famous conjecture due to Ryser, 
extending K&rig’s theorem. It is that in n-partite n-graphs, t 6 (n - 1)~. 
Conjecture 1 and this conjecture are not as closely linked as Hall’s and Kiinig’s 
theorems in the bipartite graph case, which should probably be ascribed to the 
fact that both conjectures are not the ‘correct’ ones, i.e., they are not general 
enough. Furedi [2] proved a fractional version of Ryser’s conjecture, namely that 
t* s (n - 1)~. H ere, in Section 3, we shall prove a fractional version of 
Conjecture 1, namely: v*(H) = IAl if (*) holds. In Section 2 we prove Conjecture 
1 in the case that IAl s 4. 
2. Proof of Conjecture 1 for IAl c 4 
Theorem. Conjecture 1 is true if IAl s 4. 
Proof. Let A = {aI, . . . , al} (where 1~ 4). By (*) there exists a matching M in 
HA such that lM( 2 (I - l)(n - 1) + 1. For i = 1, . . . , 1 let Mi = M fl (K(Ui)\ 
K[{uj:i < i}]) (the definition is devised to ensure disjointness of the Mi’s). If 
e E K(u,), we set (ai, e) = {Ui} U e. Reordering the vertices, if necessary, we may 
assume that lM1l a lMzl 2. - - a IA4& 
For I= 1 the theorem is obvious. 
Next consider the case 1 = 2. If Mz # 0 then {(a,, m,), (u2, m,)} is a matching 
of A, where mleM1, mzEM2. If M2= 0 then lMII 3n. By (*) applied to 
C = {a,}, we have that K(u2) #0. Let e E K(Q). Since lMil> n and lel = n - 1, 
there existsf E M1 such thatf n e = 0. Hence {(a,, f), (u2, e)} is a matching of A. 
Let now I= 3. We may clearly assume that M3 is empty. Given two sets S and 
T of edges in K[A], we say that S kills T if every edge in T is met by some edge 
from S. Let e E K(u3). We may assume that e kills Mi for i = 1 or i = 2. Suppose 
that this holds for i = 2. Then lMzl < n, and hence, by (*), IMila n. Therefore no 
edge in K(q) kills M1 and thus every edge in K(u,) kills Mz. By the case 
IAl = 2, there exists a matching N = {(a*, n2), (u3, n3)} of {a*, u3}. Since In2 U 
n,l=2n-2 and lM,~M,I>2n-l, it follows that {Q, n3} does not kill 
M1 U M,. But n3 kills M2 and so {n2, n3} cannot kill MI. Thus there exists 
n1 E K(ul) such that ~ti fl (n,, U n3) = 0, proving the theorem in this case. 
Now let 1 = 4. Assume for contradiction that there is no matching of A. Then 
M4=0. 
Case a: lMzl s II - 1. By the case IAl = 3, there exists a matching 
{(u2, e2), (a3, e3), (u4, e4)} of {u2, u3, a4}. Since IMII sn, e4 cannot kill MI and 
hence it kills another Mi, say M3. As IMI 2 3n - 2 and lMzl < rz, we have that 
lMII + lM31 k2n - 1. So {e,, e4} cannot kill MI and hence it kills Mz. Then 
{e,, e3, e4} cannot kill MI and so there exists a matching of A. 
Case b: lM2j an. Then every e E K(a,) kills M3. 
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Claim. ZfN = I(% g), (a47 h)) is a matching of {u3, a4} such that {g, h} kills M2, 
and N’ = {(a,, i), (a+, j)) . z.s a matching of {u3, a,} such that IN’\N( = 1 (i.e. N’ 
differs from N in precisely one of the edges i, j) then {i, j} kills M2. 
Proof of Claim. The set i U j misses at least one edge in MI, since g U h misses n 
edges in MI. Therefore {i, j} must kill Mz. 
Let {(a3, e3), (a4, e4)} be a matching of {a3, Q}. Then {e3, e4} kills MI or M2, 
so assume it kills M2. By (*) there exists a matching M’ in IYZ~_~,,~~~ suchthat 
IM’(z522n-1. WriteM~=M’flK(a,)\U{K(a,):2~m<k}, k=2,3,4. Since 
le, u e4) = 2n - 2, e3 U e4 misses an edge f in M’. Suppose that f E M;. As 
e3 U e4 U f misses an edge in MI (recall that e3 U e4 misses n edges in MI), there 
exists a matching of A. So f E MS U M;, say f E Mj (the argument when f E M; is 
the same). By the above claim, {f, e,} kills M2 and so it misses n edges in MI. 
Also {f, e4} misses a set G of n edges in M’. As before, we observe that 
G nM;=0, or else {(a,, f), (a4, e4), (Q g)> could be extended to a matching of 
A, where g E G f~ MJ. Since lM21 Z= n, there exists g E G and m E M2 such that e4, 
g and m are pair-wise disjoint. By the above claim, g E M; and {f, g} kills M2. 
Since {f, g} misses n edges in MI and both f and g are in M’, it then follows that 
MI = 0. Thus IMj U M;I 22n - 1 and so IM;I 3 n or IM;I 3 n. Suppose, for 
example, that IMJl an. Since lM21 3 n, it follows that there exists h E Mj and 
d E M2 such that g, h, d are pairwise disjoint. This contradicts the claim, and the 
proof is complete. 0 
3. The fractional version of the Conjecture 
Theorem. Under the same conditions as in Conjecture 1, there holds 
v*(H) = JAI. 
Proof. A fractional cover of H is a function g : V-, Iw+ such that C,,,g(v) 2 1 
for every e E E. We write r*(H) for min{EvEVg(v): g is a fractional cover of H}. 
Let f and g be a maximal fractional matching and a minimal fractional cover of H, 
respectively. By the duality theorem of Linear Programming, v*(H) = 
CeeEf(e) = &,vg(v) = t*(H). Also, by the same theorem there hold the 
so-called complementary slackness conditions which state: 
(a) 
(b) 
z= f (e) = 1 whenever g(v) > 0, and 
2 g(v) = 1 whenever f (e) > 0. 
“Ee 
Let D = {ZJ EA: g(v) < 1) and write k = IDJ. Let M be a matching of size 
(n - l)(k - 1) + 1 in Ho and let S = {x E UM: g(x) >O}. Let max{g(x) :x E 
D} = g(x,,). Suppose first that g(q) = 0. Then g(x) = 0 for every x E D. Since g is 
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a cover, for every m E M there holds: 
Therefore, by the disjointness of the edges in M, 
and so 
v*(H) = r*(H) > 2 g(x)+zg(x)z-(A(-k+k=IA(. 
xeA\D XES 
Since obviously v*(H) G IAI, the theorem follows in this case. We may therefore 
assume that 1 > g(xO) > 0. For every x E V let P, = {e E E: x E e and f(e) > 0} and 
let q = max{le tl SI : e E Px,} = (e, n S(. Since, by (a), J&J(e) = 1, clearly 
CXES CesP,rXO f(e) 6 q. Also, by (a), CeeP, f(e) = 1 for every x E S. Hence 
ISI = x;s eTp f(e) = xTs .,,Cn, f(e) + C C f(e) s 4 + C C f(e). (1) 
x =o = xc.9 eePx\fio xc.7 esP,\P* II 
By (b), e rTA E D\{x,,} whenever x E S and e E P,\P,,, since otherwise there 
would hold C,,, g(x) > 1. Every e E P,\P,, contains at most n - 1 vertices from S. 
Therefore 
and, by Cl), 
k-la 2 c f(e)> ++I-4. 
xcD\{xo} esP, 
(2) 
We shall show that ISI -q a (n - l)(k - 1). 
Since g(a) < 1 for every a E D, each m E M must contain some vertex from S. 
The edges in M are pairwise disjoint, and hence 
ISII(IJM’)(~ 1M’l foreveryM’cM. (3) 
LetC={m~M:eOnmtlS#O}ande,nS={x,,...,x,}. 
Suppose first that ICI > 1. Then for every m E C 
IX ktxi> : l sisq,xiEm)<z$lg(Xi). 
Since f(eo) > 0, we have by (b), that C,,,, g(x) = 1 and hence 
(4) 
g(xO) + i: gCxi) s l. 
i=l 
(5) 
Let a E D be a vertex such that (a, m) E E. By (4), (5) and the maximality of 
g(xo) it follows that g(a) + J${g(xi) : 1 < i < q, xi E m} < 1 and so m contains some 
Extension of Hall’s theorem to n-partite n-graphs 313 
vertex from S\{x,, . . . , x4}. By the disjointness of the edges in C, it follows that 
I(M) n 4 2 q + ICI and so, by (3), 
ISI = IS f-l (UC)1 + IwJc)I a 4 + ICI + WI - ICI = WI + 4 
By (2) and the assumption on M, 
a contradiction. The same argument yields a contradiction in case ICI = 0 (i.e., 
q = 0). Hence ICI = 1 and all the vertices xi, . . . , xg are contained in the same 
edge of M. It follows by (3), that 
ISI 2 IA41 - 1+ q = (n - l)(k - 1) + q. 
Thus, by (3, 
c c f(e)=k- 1. 
XED\(X~) eeP, 
On the other hand, by (a), C,,,.(e) = 1 for every x E (AD) U {x0} and so 
y*(H) = c CfW = I4 
References 
[l] R. Aharoni, Matchings in n-partite n-graphs, Graphs and Combinatorics 1 (1985) 303-304. 
[2] 2. Fiiredi, Maximum degree and fractional matching in uniform hypergraphs, Combinatorics 1 (2) 
(1981) 155-162. 
[3] P. Hall, On representation of subsets, J. London Math. Sot. 10 (1935) 26-30. 
[4] D. KBnig, Theorie der Endlichen und Unendlichen Graphen (Leipzig, 1935). 
