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Abstract
This paper is a contribution to the study of regularity theory for nonlinear
elliptic equations. The aim of this paper is to establish some global estimates
for non-uniformly elliptic in divergence form as follows
−div(|∇u|p−2∇u+ a(x)|∇u|q−2∇u) = −div(|F|p−2F+ a(x)|F|q−2F),
that arises from double phase functional problems. In particular, the main re-
sults provide the regularity estimates for the distributional solutions in terms of
maximal and fractional maximal operators. This work extends that of [9,23] by
dealing with the global estimates in Lorentz spaces. This work also extends our
recent result in [66], which is devoted to the new estimates of divergence elliptic
equations using cut-off fractional maximal operators. For future research, the
approach developed in this paper allows to attain global estimates of distribu-
tional solutions to non-uniformly nonlinear elliptic equations in the framework
of other spaces.
Keywords: Regularity estimates; Non-uniform ellipticity; Fractional maximal
operators; Lorentz spaces
1 Introduction and statement of main results
In mathematical analysis, the calculus of variations concerned with minimizing (or
maximizing) energy functionals, where one wishes to find the minimum (or maxi-
mum) of a certain class of functions. Solutions to minimization (or maximization)
problems in the calculus of variations lead to partial differential equations, in which
studying a minimizer of a functional towards to the solution of Euler-Lagrange
equation. Therefore, Calculus of Variations, as a door be opened wide for applied
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mathematics and theoretical physics, has applications in depth coverage a myriad
of valuable problems from various fields of sciences: computer science, engineering,
economics, biology, etc. In recent years, many researchers were inspired by the sub-
ject of the existence local minimizers, regularity properties of minimizers of energies,
their extremality properties, and many others in different scenarios.
In [51–53], P. Marcellini was interested in the regularity properties of minimizers
of a class of integral energy functionals
P(ω,Ω) :=
ˆ
Ω
f(x,∇ω(x))dx, (1.1)
which is defined for ω ∈ W 1,1(Ω). Here, domain Ω is an open bounded domain in
R
n, n ≥ 2, and the integrand f := f(x, ξ) : Ω× Rn → R is strictly convex function
with respect to ξ and satisfies the following unbalanced growth
C1|ξ|
p ≤ |f(x, ξ)| ≤ C2(1 + |ξ|
q), ∀(x, ξ) ∈ Ω× R, (1.2)
where C1 ≤ C2 are positive constants and 1 < p ≤ q. The unbalanced condition (1.2)
is also called the (p, q)-growth condition or non-standard growth condition, and it
remarks that this condition is necessary for the existence of solution to (1.1) in
W 1,p(Ω). The study of problem (1.1) has its origin in physics, such as nonlinear
elasticity, fluidynamics and homogenization (see again [51–53] and [39] with further
references therein).
The study of Caldero´n-Zygmund and regularity theory of minimizers to double
phase variational problems has been receiving increased attention in recent years.
For the time being, study of regularity properties of minimisers of (1.1) has attracted
much attention from many researchers, see [17, 32–35], to which we refer the inter-
ested readers. Furthermore, there have been various significant models with (p, q)
growth improved the integrability of minimizers, even for standard case p = q, we
can indicate here the monographs [5,6,18,19,21,22,24,29,49,50,73], that have been
treated so far.
The concept of double phase appeared whenever the integrand f in problem (1.1)
is mixed up two different types of degenerate elliptic phases, according to the posi-
tivity of the modulating coefficient a(·). Here, we include a more precise description
of the double phase problem, that is the model of minimizing variational integrals
W 1,1(w) ∋ w 7→ Pp,q(w,Ω) :=
ˆ
Ω
(|∇w|p + a(x)|∇w|q) dx, (1.3)
together with initial assumptions are required that{
1 < p ≤ q < n;
0 ≤ a(·) ∈ C0,α, 0 < α ≤ 1;
(1.4)
stems from physical phenomena and very general conditions to build regularity the-
ory for minimizers. The functional Pp,q(w,Ω) was first considered by V.V. Zhikov
in [71–73] to provide models for strongly anisotropic materials in the context of ho-
mogenisation, and afterwards, this functional arises in different contexts from math-
ematical physics (see for example [3, 7, 62]). Moreover, in model (1.3), the function
2
a : Ω → [0,∞) in physical sense, dictates the object’s geometry of the composite
material formed by mixing of two distinct materials together, with power hardening
p and q, respectively. The presence of a(·) in energy functional Pp,q dictates energy
growth, that means on the set {x ∈ Ω : a(x) = 0} the functional Pp,q has p-growth
in the gradient and otherwise, the growth is of order q. It is noteworthy that the
function a(·) interacts with the ratio q/p and due to the appearance of Lavrentiev’s
phenomenon arising in mathematical physics, where the minimisers may be discon-
tinuous (see [47,72] and [35,38]), it is natural to construct regularity theory for local
minimisers under certain assumptions required for a(·), p, q in (1.4) and
q
p
< 1 +
α
n
. (1.5)
Furthermore, in the theory of regularity, problem (1.3) leads to solving the as-
sociated EulerLagrange equation of type
−div(p|∇u|p−2Du+ qa(x)|∇u|q−2∇u) = 0, (1.6)
and this is called the non-uniformly elliptic equation, involved the non-uniformly
elliptic operator
A(x, ξ) := p|ξ|p−2ξ + qa(x)|ξ|q−2ξ, (1.7)
for x ∈ Ω and ξ ∈ Rn, in which p, q and a satisfy (1.4). Different from the uniformly
elliptic operators, the ellipticity ratio of this operator (ratio between the highest
and the lowest eigenvalue of ∂A(x, ξ)) might be unbounded (see [21,23,25] for more
detailed explanations and examples). For the case a ≡ 0, problem (1.6) becomes
the classical p-Laplacian equation −∆pu = 0, from which several regularity results
have been obtained in earlier works [28, 36, 42, 68, 69]. For the general case, there
have been also numerous monographs concerning regularity results of non-uniformly
elliptic operators, such as [46,63,70] and other research studies.
Let us briefly review some recent important results on the double phase vari-
ational problem (1.3), as well as some essential problems generated from previous
research. We firstly refer to the works by E. Esposito et al. in [32,34,35], where the
higher gradient integrability of solutions to variational problems with (p, q)-growth
was carried. Recently, M. Colombo and G. Mingione in their early papers [21, 22]
that studied the Ho¨lder estimates for gradient of solutions and the sharp regularity
results for a class of integral functionals in (1.3), respectively. In particular, in [21],
the local Ho¨lder gradient continuity of minima was obtained under the main assump-
tion q
p
< 1 + α
n
. Otherwise, the higher integrability of minimisers was also proved
by the same group of authors in [22] under another sharp assumption q ≤ p + α
(dimension free bound). For year, P. Baroni et al. in [4] completed the study of
bounded minimisers by the proof of borderline case, where q
p
= 1 + α
n
. Since then,
the regularity properties for some class of functionals with (p, q) growth conditions
(the borderline case was also included) or non-standard growth conditions, were also
the research topics of [4–6,24]. Besides, recently there has been growing interest in
methods to prove regularity properties for more general classes of non-uniformly
elliptic operators, especially in geometric viewpoint. For instance, the regularity
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theory for a class of non-uniformly variational problems in the case when both min-
imizers and competitors take values into a manifold was the first model proposed by
C. De Filippis et al. in [24, 25, 27] and it allows the study of non-uniformly elliptic
problems in the context of geometry to be carried.
1.1. Some known results and our motivation. In this paper, we consider
the following non-uniformly elliptic equation of the form
−div(p|∇u|p−2∇u+ qa(x)|∇u|q−2∇u) = −div(|F|p−2F+ a(x)|F|q−2F), (1.8)
that occurs as the Euler-Lagrange equation of energy functional
W 1,1(Ω) ∋ w 7→ Pp,q(w,Ω) −
ˆ
Ω
〈|F|p−2F+ a(x)|F|q−2F〉dx,
where F : Ω→ Rn is a vector field, the given numbers p, q and coefficient a(·) satisfy
assumptions in (1.4). Let us roughly and briefly review some known regularity results
pertaining to equation (1.8) or some non-uniformly elliptic equations of that form.
From prior theories and significant research by M. Colombo and G. Mingione for
variational integrals problems in [21,22], an article by the same group of authors was
first investigated the local version of Caldero´n-Zygmund for the solutions to (1.8)
in [23], that resulted
|F|p + a(x)|F|q ∈ Lγloc(Ω) =⇒ |∇u|
p + a(x)|∇u|q ∈ Lγloc(Ω), (1.9)
holds for every γ ∈ [1,∞), when q
p
< 1 + α
n
. Moreover, authors also dealt with
results under the imposed assumption q ≤ p+α that independent on the dimension
n and these interesting results were further extended to the vectorial case in the
same paper.
Particularly interesting results came to the attention of other researchers in the
past years. For instance, S. Byun et al. in [9] provided the extension of such
results up to the boundary, that states the global Lγ estimates in terms of Caldero´n-
Zygmund with ∂Ω is C1,α
+
domain, for α+ ∈ [α, 1]. On the other hand, C. De
Filippis et al. have driven the further development in [26] also claimed the validity
of sharp relation in (1.9) in the delicated borderline case
q
p
= 1 +
α
n
.
In the context of a class of quasilinear elliptic equations involved uniformly el-
liptic operator A, there are numerous different approaches established for regularity
results of −divA(x,∇u) = right hand side, where the ‘right hand side’ can
be given as the general functional datum F; the divergence form div(|F|p−2F); or
measure datum µ, under various assumptions on domain, nonlinear operator A and
Dirichlet boundary data (homogeneous or non-homogeneous). For instance, Lq and
W 1,q estimates to the quasilinear elliptic equations of type divA(x,∇u) = divF were
discussed and addressed in the interesting series of papers [10–14, 16, 37, 54, 60, 61]
and their related references. Otherwise, regularity of solutions to nonlinear elliptic
equations of divergence form divA(x,∇u) = div(|F|p−2F) were also established in
Lebesgue, Sobolev’s spaces, see [8, 10, 20, 45]; and later extensively treated in more
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general functional spaces, such as Lorentz, Morrey, Lorentz-Morrey or even Orlicz
spaces, etc, [2, 64,66,67], to which we refer the interested readers.
To our knowledge, there has been several approaches devoted to the study of
regularity estimates for nonlinear elliptic equations over the years. It is worth for
us to mention the method based on the Vitali type covering lemma by S.S. Byun
et al. [12–14]; the method based on the boundedness properties of singular integral
potentials by G. Mingione et al. [30,31,55]; or the method based on the good-λ type
bounds in [58, 59, 64–67]. The reader can get a more or less complete picture from
the monographs [56, 57] and the references cited therein. It can be seen that the
presence of Vitali’s covering technical lemma and the properties of reverse Ho¨lder
type inequality may be successfully applied in most of these research contributions.
On the other hand, our approach in [66] using features from cut-off fractional max-
imal functions, was addressed, that becomes a promising technique to achieve the
fractional maximal gradient estimates for solutions to nonlinear elliptic equations.
Motivated by above interesting results and mathematical techniques developed
for quasilinear elliptic equations, our approach in this paper is to establish the
global Caldero´n-Zygmund type estimates for solutions to non-uniformly equations
(1.8) in Lorentz spaces, via strong maximal and fractional maximal functions. From
ideas seem to come out of previous research findings, our work here is not only an
extension of the results in [23, 26] for the global regularity in Lorentz spaces, but
also an improved result using the technique proposed in our previous work [66], in
which the cut-off fractional maximal functions included. Furthermore, the good-λ
technique plays a role in our proofs to obtain regularity results in the interior and
up to the boundary of domain.
1.2. Statement of main results. Our results in this paper are in fact proved
for a more general quasilinear elliptic equation than that of (1.8). To be more
precise, we are interested in the following elliptic equations with the homogeneous
Dirichlet boundary condition of the type{
div(A(x,∇u)) = div(B(x,F)) in Ω,
u = 0 on ∂Ω,
(P)
where Ω is an open bounded domain in Rn with n ≥ 2, the datum F : Ω→ Rn is a
vector field. The function a : Ω → [0,∞) and parameters p, q satisfy the following
main assumptions
0 ≤ a(·) ∈ C0,α, α ∈ (0, 1]; (A1)
1 < p < q ≤
(
1 +
α
n
)
p. (A2)
The functional operator A : Ω×Rn → Rn defined in (1.7), is measurable with respect
to x, differentiable with respect to y 6= 0 and satisfies the following conditions

|A(x, y)|+ |∂A(x, y)||y| ≤ L
(
|y|p−1 + a(x)|y|q−1
)
;
ν
(
|y|p−2 + a(x)|y|q−2
)
|z|2 ≤ 〈∂A(x, y)z, z〉;
|A(x1, y)−A(x2, y)| ≤ L|a(x1)− a(x2)||y|
q−1,
(A3)
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whenever y, z ∈ Rn \ {0}; x, x1, x2 ∈ Ω and 0 < ν ≤ L < +∞ are fixed constants.
One notices that ∂ denotes the partial differentiation with respect to the gradient
variable y. In the view of condition (A3)2, for 1 < p < q, it implies an additive
monotonicity property of A as follows
ν˜
[
(|y1|
2 + |y2|
2)
p−2
2 + a(x)(|y1|
2 + |y2|
2)
q−2
2
]
|y1 − y2|
2 ≤ 〈A(x, y1)−A(x, y2), y1 − y2〉,
(1.10)
where ν˜ is another positive constant depending only on n, p, q, ν. And for the par-
ticular case 2 ≤ p < q, we can do to reduce it as
ν˜ (|y1 − y2|
p + a(x)|y2 − y2|
q) ≤ 〈A(x, y1)−A(x, y2), y1 − y2〉. (1.11)
In addition, the vector field B is a Carathe´odory vector valued function (that
is, B(., y) is measurable on Ω for every y in Rn, and B(x, .) is continuous on Rn for
almost every x in Ω) which satisfies the following growth condition
|B(x, y)| ≤ L(|y|p−1 + a(x)|y|q−1), (1.12)
for every x ∈ Ω and y ∈ Rn. It can be seen that the problem (P) under some
assumptions (A1), (A2), (A3) contains the model (1.8) as a special case.
Before formulating our main results, let us introduce some important and rele-
vant terminology. In the remainder of this paper, we shall denote by H the operator
H(x, y) = |y|p + a(x)|y|q,
for every x ∈ Ω and y ∈ Rn. Under various assumptions in (A1), (A2) and (A3),
there exists a certain set of parameters that will affect the constant dependence in
our statements below and for the convenience of the reader, let us set the notation
data ≡ data(n, p, q, α, ν, L, ‖a‖L∞ , [a]α, ‖H(·,∇u)‖L1),
to simplify the dependence on known data of the problem.
The purpose of this paper is twofold. On the one hand, it firstly attempts to
extend results mentioned in [9,23] to classical Lorentz spaces, via maximal functional
operators. Secondly, it aims at deriving the global fractional maximal estimate of
solutions, more general types of regularity results in Lorentz spaces. Our main
results are stated in the following theorems. The first result in Theorem 1.1 is the
global Caldero´n-Zygmund type estimates for problem (P) in Lorentz spaces, via
the classical maximal operators. The next result of this paper deals with a more
general than that of Theorem 1.1 to fractional maximal operators, will be clarified
in Theorem 1.2 below. This result is essentially just a re-statement of Theorem 4.2
in more extensive version. Our proofs, presented in the Section 4, can be established
using the corresponding good-λ technique also stated and justified therein.
Theorem 1.1 Let Ω be an open bounded domain in Rn such that ∂Ω is C1,α
+
domain for some α+ ∈ [α, 1]. Assume that u ∈ W 1,1(Ω) is a distributional solution
to (P) with
H(x,∇u); H(x,F) ∈ L1(Ω),
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under main assumptions given in (A1), (A2) and (A3). Then for every 0 < s <∞
and 0 < t ≤ ∞, there holds
M(H(x,F)) ∈ Ls,t(Ω) =⇒M(H(x,∇u)) ∈ Ls,t(Ω)
with the following corresponding estimate
‖M(H(x,∇u))‖Ls,t(Ω) ≤ C‖M(H(x,F))‖Ls,t(Ω). (1.13)
Here, C is the positive constant depending only on data,Ω, s, t.
Theorem 1.2 Let β ∈ [0, n) and the equation (P) is set under conditions in (A1),
(A2) and (A3), where Ω is an open bounded domain in Rn such that ∂Ω ∈ C1,α
+
for
some α+ ∈ [α, 1]. Assume that u ∈ W 1,1(Ω) is a distribution solution to (P) with
given data F satisfying
H(x,∇u), H(x,F) ∈ L1(Ω).
Then, for every s ∈ (0,∞) and 0 < t ≤ ∞, there exists a constant C = C(data,Ω, s, t, β) >
0 such that
‖Mβ(H(x,∇u))‖Ls,t(Ω) ≤ C‖Mβ(H(x,F))‖Ls,t(Ω). (1.14)
The paper is organized as follows. In the next section 2 we point out some
notation and definitions that will be used throughout the paper. Section 3 is devoted
to state and prove comparison results via some important lemmas of local estimates
and their boundary versions. The last section leads to the proofs of main theorems,
which in particular gives two separable regularity results of maximal and fractional
maximal estimates of solutions in Lorentz spaces.
2 Notation and Preliminaries
Let us first introduce in this section some notations and initial definitions and prop-
erties that will be used in the rest of the paper.
Throughout the study, the domain Ω ⊂ Rn, n ≥ 2 is assumed to be an open
bounded domain and the denotation BR(x) stands for an open ball in R
n with radius
R > 0 and center x ∈ Rn; that is the set {y ∈ Rn : |y − x| < R}. And in what
follows, let us denote
 
B
f(x)dx, the average value of a function f ∈ L1loc(R
n) over
an open bounded set B ⊂ Rn as
 
B
f(x)dx =
1
Ln(B)
ˆ
B
f(x)dx.
Here the notation Ln(E) stands for the n-dimensional Lebesgue measure of a mea-
surable set E ⊂ Rn. In addition, the denotation diam(S) is the diameter of a set
S ⊂ Ω defined as:
diam(S) = sup{d(x, y) : x, y ∈ S}.
7
Hereafter, for the sake of convenience, with some abuse of notation, the set {x ∈ Ω :
|g(x)| > Λ} is still denoted by {|g| > Λ}. Otherwise, for the function a mentioned
in (A1), we denote
[a]α;S := sup
x,y∈S;x 6=y
|a(x)− a(y)|
|x− y|α
,
for any nonempty set S ∈ Ω. For simplicity’s sake, in the present paper we term
[a]α for [a]α;Ω and ‖a‖L∞ for ‖a‖L∞(Ω).
Further, in order not to confuse the issue we shall denote by C a universal
constant depending only on some prescribed parameters, that may be different from
line to line. The dependencies of constant C will be emphasized between parentheses
(data may be included), which greater than or equal to 1.
Definition 2.1 (Distributional solution) A function u ∈W 1,10 (Ω) is a distribu-
tional solution to (P) under assumptions (A1), (A2) and (A3) if it satisfies
ˆ
Ω
〈A(x,∇u),Dϕ〉dx =
ˆ
Ω
〈B(x,F),Dϕ〉dx,
for every ϕ ∈ C∞0 (Ω).
In [9, Proposition 3.5], an important result concerned to distributional solution of (P)
was addressed. For the reader’s convenience, we re-state the result in the following
lemma.
Lemma 2.2 Let u ∈ W 1,1(Ω) be a distribution solution to (P) under conditions
in (A1), (A2) and (A3) with given data F satisfying H(x,∇u), H(x,F) ∈ L1(Ω).
Then the following variational formula
ˆ
Ω
〈A(x,∇u),∇ϕ〉dx =
ˆ
Ω
〈B(x,F),∇ϕ〉dx (2.1)
holds for every test function ϕ ∈W 1,10 (Ω) such that H(x,∇ϕ) ∈ L
1(Ω).
We also recall here the definition of Lorentz spaces, are the ones that more general
than Lebesgue spaces with two-parameter scale. The definition of Lorentz spaces
Ls,t(Ω) can be found in [41,48].
Definition 2.3 (Lorentz spaces) Lorentz space Ls,t(Ω) for 0 < s < ∞ and 0 <
t ≤ ∞ is defined by that for all Lebesgue measurable function f on Ω, there holds
‖f‖Ls,t(Ω) :=
[
s
ˆ ∞
0
λtLn ({y ∈ Ω : |f(y)| > λ})
t
s
dλ
λ
] 1
t
<∞,
if s <∞ and otherwise
‖f‖Ls,∞(Ω) := sup
λ>0
λLn ({y ∈ Ω : |f(y)| > λ})
1
s ,
this is defined as Marcinkiewicz spaces.
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It is worthy to remark that when s = t the Lorentz space Ls,s(Ω) is nothing but a
Lebesgue space Ls(Ω). In particular, it is well known that for some 0 < r ≤ s ≤ t ≤
∞, there holds
Lt(Ω) ⊂ Ls,r(Ω) ⊂ Ls(Ω) ⊂ Ls,t(Ω) ⊂ Lr(Ω).
Now, we turn our attention to the definition of fractional maximal function in
the spirit of [43,44], that is a very important tool for the proofs of our results in the
sequel.
Definition 2.4 (Fractional maximal function) Let 0 ≤ β ≤ n, the fractional
maximal function Mβ of a locally integrable function f : R
n → R is defined by:
Mβf(x) = sup
ρ>0
ρβ
 
Bρ(x)
|f(y)|dy, x ∈ Rn. (2.2)
When β = 0, it coincides with the Hardy-Littlewood maximal function, M0f =Mf ,
defined by:
Mf(x) = sup
ρ>0
 
Bρ(x)
|f(y)|dy, x ∈ Rn, (2.3)
for a given locally integrable function f in Rn.
Recently, the maximal function M is a classical tool that was studied in func-
tional spaces, Calculus of Variations, partial differential equations and so on. In an
interesting work, the theorem by Hardy, Littlewood and Wiener asserted a funda-
mental result of maximal operator. That is the boundedness of maximal function
M on Lp(Rn) when 1 < p ≤ ∞ as follows
‖Mf‖Lp(Rn) ≤ C‖f‖Lp(Rn), ∀f ∈ L
p(Rn),
where C is a constant depending only on n and p. Moreover, M is also said to be
weak-type (1,1) proved in a theorem by Hardy-Littlewood-Wiener, that means for
all λ > 0 and f ∈ L1(Rn), it holds that
Ln ({Mf > λ}) ≤
C(n)
λ
‖f‖L1(Rn).
Besides that, in this paper we also review and collect some well-known properties
of maximal and fractional maximal operators, whose proofs can be further given in
many references as [1, 40,41].
Lemma 2.5 The operator M is bounded from Ls(Rn) to Ls,∞(Rn) for s ≥ 1, this
means
Ln ({Mf > λ}) ≤
C
λs
ˆ
Rn
|f(x)|sdx, for all λ > 0.
Lemma 2.6 In [41], it allows us to present a boundedness property of maximal
function M in the Lorentz space Ls,t(Rn), for s > 1 as follows:
‖Mf‖Ls,t(Rn) ≤ C‖f‖Ls,t(Rn).
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The concept of cut-off fractional maximal function was first mentioned in [66] in
order to prove the gradient estimates of quasilinear elliptic equations in divergence
form, and it becomes an effective tool and strategy to attain our desired results.
In this study, it allows us to review some basic definitions and crucial properties
associated to these operators, that will be proved if necessary.
Definition 2.7 (Cut-off fractional maximal functions) Let ̺ > 0 and 0 ≤
β ≤ n, we define some additional cut-off maximal functions of a locally integrable
function f corresponding to the maximal function Mf in (2.3) as follows
M̺f(x) = sup
0<ρ<̺
 
Bρ(x)
f(y)dy; T̺f(x) = sup
ρ≥̺
 
Bρ(x)
f(y)dy,
and corresponding to Mβf in (2.2) as
M̺βf(x) = sup
0<ρ<̺
ρβ
 
Bρ(x)
f(y)dy; T̺βf(x) = sup
ρ≥̺
ρβ
 
Bρ(x)
f(y)dy.
We remark here that if β = 0 then Mrβf = M
rf and Trβf = T
rf , for all f ∈
L1loc(R
n). The following lemma can be inferred from from their definitions.
Lemma 2.8 Let s ≥ 1 and β ∈
[
0, n
s
)
. There exists C = C(n, β) > 0 such that for
any f ∈ Ls(Rn) there holds
Ln ({x ∈ Rn : Mβf(x) > λ}) ≤ C
(
1
λs
ˆ
Rn
|f(y)|sdy
) n
n−βs
,
for all λ > 0.
Proof. For any x ∈ Rn, using definition of fractional maximal function Mβ and
Ho¨lder’s inequality we have
[Mβf(x)]
s =
(
sup
ρ>0
ρβ
 
Bρ(x)
|f(y)|dy
)s
≤ sup
ρ>0
ρβs
 
Bρ(x)
|f(y)|sdy =Mβs(|f |
s)(x).
It guarantees that for all λ > 0 there holds
Ln ({x ∈ Rn : Mβf(x) > λ}) ≤ L
n ({x ∈ Rn : Mβs(|f |
s)(x) > λs}).
Moreover, by [66, Lemma 2.3] we know that
Ln ({x ∈ Rn : Mβs(|f |
s)(x) > λs}) ≤ C(n, β)
(
1
λs
ˆ
Rn
|f(y)|sdy
) n
n−βs
,
which completes the proof.
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Lemma 2.9 For any ̺ > 0 and β ∈ [0, n), there holds
MMβf(x) ≤ max
{
M2̺β f(x); M
̺T̺βf(x); T
̺Mβf(x)
}
,
for all x ∈ Rn and f ∈ L1loc(R
n).
Proof. The conclusion of this lemma can be directly obtained by applying [66,
Lemma 3.1 and Lemma 3.3].
In this section, the following statement of Young’s inequality will be necessary
for later use. This inequality is standard, but we also offer a short proof here for
the convenience of the reader.
Lemma 2.10 (Ho¨lder and Young’s inequality) Let ϕ,ψ ∈ Lr(Ω), there holds
ˆ
Ω
|ϕ(x)|r−s|ψ(x)|sdx ≤ ε
ˆ
Ω
|ϕ(x)|rdx+ ε1−
r
s
ˆ
Ω
|ψ(x)|rdx, (2.4)
for all ε > 0 and 0 < s < r.
Proof. Thanks to Ho¨lder and Young’s inequality, there holds
ˆ
Ω
|ϕ(x)|r−s|ψ(x)|sdx ≤
(ˆ
Ω
|ϕ(x)|rdx
) r−s
r
(ˆ
Ω
|ψ(x)|rdx
) s
r
=
(
ε
ˆ
Ω
|ϕ(x)|rdx
) r−s
r
(
ε−
r−s
s
ˆ
Ω
|ψ(x)|rdx
) s
r
≤
r − s
r
ε
ˆ
Ω
|ϕ(x)|rdx+
s
r
ε−
r−s
s
ˆ
Ω
|ψ(x)|rdx,
which deduce to (2.4) with notice that 0 < s/r < 1.
3 Comparison results
In this section, we discuss some local interior and boundary comparison estimates
for solution in (P), that imply the validity of global estimates in our development
later.
Proposition 3.1 Let u ∈W 1,10 (Ω) be a distribution solution to (P) under conditions
in (A1), (A2) and (A3) with given data F satisfying H(x,∇u), H(x,F) ∈ L1(Ω).
Then we have ˆ
Ω
H(x,∇u)dx ≤ C
ˆ
Ω
H(x,F)dx. (3.1)
Here, it remarks that the constant C depends only on data.
Proof. Since u ∈ W 1,10 (Ω) and H(x,∇u) ∈ L
1(Ω), applying Lemma 2.2 we may
choose u as a test function in variational formula (2.1) to obtain
ˆ
Ω
〈A(x,∇u),∇u〉dx =
ˆ
Ω
〈B(x,F),∇u〉dx.
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The conditions on operators A and B in (1.10) and (1.12) allow us to getˆ
Ω
H(x,∇u)dx ≤ ν˜
ˆ
Ω
〈A(x,∇u),∇u〉dx = ν˜
ˆ
Ω
〈B(x,F),∇u〉dx
≤ ν˜2
ˆ
Ω
|F|p−1|∇u|dx+ C
ˆ
Ω
|a(x)||F|q−1|∇u|dx
=: ν˜2(I1 + I2). (3.2)
In order to deal with two terms on the right hand side of (3.2), we apply Ho¨lder’s
and Young’s inequalities in Lemma 2.10 for any ε > 0. More precisely, the first term
I1 can be estimated by applying Lemma 2.10 with
r = p, s = p− 1, ϕ = |∇u| and ψ = |F|,
it follows that
I1 ≤ ε
ˆ
Ω
|∇u|pdx+ ε−
1
p−1
ˆ
Ω
|F|pdx. (3.3)
Proceeding analogously, the second term I2 can be estimated with
r = q, s = q − 1, ϕ = |a(x)|
1
q |∇u| and ψ = |a(x)|
1
q |F|,
to discover that
I2 =
ˆ
Ω
|a(x)|
q−1
q |F|q−1|a(x)|
1
q |∇u|dx
≤ ε
ˆ
Ω
a(x)|∇u|qdx+ ε−
1
q−1
ˆ
Ω
a(x)|F|qdx. (3.4)
Taking (3.3) and (3.4) into account (3.2), we may choose ε = 1
2ν˜2
to obtain (3.1),
which completes the proof of lemma.
Lemma 3.2 Let β ∈ [0, n) and u be a distributional solution to (P). Then there
exists a constant C = C(data, β) > 0 such thatˆ
Ω
Mβ (H(x,∇u)) dx ≤ C(diam(Ω))
β
ˆ
Ω
H(x,F)dx. (3.5)
Proof. For every η0 > 0, there holdsˆ
Ω
Mβ (H(x,∇u)) dx =
ˆ ∞
0
Ln ({x ∈ Ω : Mβ (H(x,∇u)) > η}) dη
≤ C(n)(diam(Ω))nη0 +
ˆ ∞
η0
Ln ({x ∈ Ω : Mβ (H(x,∇u)) > η}) dη.
(3.6)
By applying Proposition 3.1 and the boundedness property of fractional maximal
function Mβ in Lemma 2.8, with s = 1, we conclude from (3.6) thatˆ
Ω
Mβ (H(x,∇u)) dx ≤ C(n)(diam(Ω))
nη0 + C(n, β)η
n
β−n
0
(ˆ
Ω
H(x,∇u)dx
) n
n−β
≤ C(n)(diam(Ω))nη0 + C(data, β)η
n
β−n
0
(ˆ
Ω
H(x,F)dx
) n
n−β
.
(3.7)
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Let us balance the contribution of two terms on the right hand side of (3.7) by
taking
η0 = (diam(Ω))
β−n
ˆ
Ω
H(x,F)dx,
which gives us the desired estimate.
3.1 Local interior estimates
Let us reproduce a very important result obtained by M. Colombo and G. Mingione
in [23, Theorem 1.1] that may be useful when dealing with problem (P), as in Lemma
(3.3) below. This result actually has been extended by S. Byun in [9, Theorem 2.2]
up to the boundary.
Lemma 3.3 Let u ∈W 1,1(Ω) be a distributional solution to (P) under the assump-
tions (A1), (A2) and (A3) with H(x,Du),H(x,F) ∈ L1(Ω). Then, for every γ > 1,
there exist r0 = r0(data, γ) > 0 and a constant C = C(data, γ) ≥ 1 such that the
following inequality
( 
BR/2
[H(x,Du)]γdx
) 1
γ
≤ C
 
BR
H(x,Du)dx+ C
( 
BR
[H(x,F)]γdx
) 1
γ
, (3.8)
holds for every ball BR ⊂ Ω such that R ≤ r0.
We firstly take our attention to the local interior estimates. Let us fix a point
ξ0 ∈ Ω, 0 < R ≤ r0/4 (r0 is defined in Lemma 3.3) and denote B2R := B2R(ξ0) ⊂ Ω.
Assume that u is a solution to (P), we consider the unique solution w to the following
reference problem: {
div (A(x,∇w)) = 0, in B2R,
w = u, on ∂B2R.
(3.9)
The assertion of Lemma 3.3 is then applied for solution w to conclude the following
local interior estimate (3.10) stated in the following lemma. We refer the reader
to [23, Theorem 1.1] or [9, Proposition 5.3] for the detail proofs.
Lemma 3.4 Let u ∈ W 1,1(B2R) be the solution to (P) satisfying H(x,∇u) ∈
L1(B2R). Then, there exists a unique distributional solution w to equation (3.9) such
that H(x,∇w) ∈ L1(B2R). Moreover, for every γ > 1 there exists C = C(γ, data) >
0 such that
( 
Bρ(y)
[H(x,∇w)]γdx
) 1
γ
≤ C
 
B2ρ(y)
H(x,∇w)dx, (3.10)
for all B2ρ(y) ⊂ B2R.
Next, it enables us to prove the comparison estimates between solution u to problem
(P) and w to (3.9) in the interior of domain, via Lemma 3.5 below.
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Lemma 3.5 Let u ∈ W 1,1(B2R) be a distributional solution to (P) under assump-
tions (A1), (A2), (A3) with H(x,∇u), H(x,F) ∈ L1(B2R). Assume that w ∈
W 1,1(B2R) is the unique distributional solution to (3.9) with H(x,∇w) ∈ L
1(B2R).
Then there exists a constant C = C(data) > 0 such that
 
B2R
H(x,∇u−∇w)dx ≤ ε
 
B2R
H(x,∇u)dx+ Cε−κ
 
B2R
H(x,F)dx, (3.11)
for any ε ∈ (0, 4−q), where κ = max
{
0, 2−p
p−1
}
.
Proof. We first remark that u − w ∈ W 1,10 (B2R) and H(x,∇u − ∇w) ∈ L
1(B2R).
Thanks to Lemma 2.2, it allows us to take ϕ = u−w as a test function in variational
formulas of equations (P) and (3.9) to deduce that
 
B2R
〈A(x,∇u)−A(x,∇w),∇u−∇w〉dx =
 
B2R
〈B(x,F),∇u−∇w〉dx. (3.12)
From condition (A3)2 or (1.10), and it follows from (3.12), we obtain that
 
B2R
[
(|∇u|2 + |∇w|2)
p−2
2 + a(x)(|∇u|2 + |∇w|2)
q−2
2
]
|∇u−∇w|2dx
≤ C
 
B2R
〈A(x,∇u)−A(x,∇w),∇u −∇w〉dx
= C
 
B2R
〈B(x,F),∇u−∇w〉dx
≤ C
 
B2R
(
|F|p−1 + a(x)|F|q−1
)
|∇u−∇w|dx. (3.13)
Applying Lemma 2.10 for the right hand side of (3.13) as in the proof of Proposi-
tion 3.1, for all δ ∈ (0, 1) there holds
 
B2R
(
|F|p−1 + a(x)|F|q−1
)
|∇u−∇w|dx
≤ δ
 
B2R
H(x,∇u−∇w)dx + δ−
1
p−1
 
B2R
H(x,F)dx. (3.14)
By the definition of function H, if p ≥ 2 one has
 
B2R
H(x,∇u−∇w)dx =
 
B2R
|∇u−∇w|p + a(x)|∇u−∇w|qdx
≤
 
B2R
[
(|∇u|2 + |∇w|2)
p−2
2 + a(x)(|∇u|2 + |∇w|2)
q−2
2
]
|∇u−∇w|2dx,
which deduces from (3.13) and (3.14) that
 
B2R
H(x,∇u−∇w)dx ≤ Cδ
 
B2R
H(x,∇u−∇w)dx+ Cδ−
1
p−1
 
B2R
H(x,F)dx.
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We can choose δ small enough in this inequality to obtain
 
B2R
H(x,∇u−∇w)dx ≤ C
 
B2R
H(x,F)dx,
which obviously implies (3.11). In the second case when 1 < p < q ≤ 2, we can
decompose H as follows
 
B2R
H(x,∇u−∇w)dx =
 
B2R
|∇u−∇w|p + a(x)|∇u−∇w|qdx
=
 
B2R
(
|∇u|2 + |∇w|2
) p(2−p)
4
[(
|∇u|2 + |∇w|2
) p(p−2)
4 |∇u−∇w|p
]
dx
+
 
B2R
a(x)
(
|∇u|2 + |∇w|2
) q(2−q)
4
[(
|∇u|2 + |∇w|2
) q(q−2)
4 |∇u−∇w|q
]
dx.
(3.15)
Applying Lemma 2.10 with r = p, s = p
2
2 ,
ϕ =
(
|∇u|2 + |∇w|2
) 1
2 and ψ =
(
|∇u|2 + |∇w|2
) p−2
2p |∇u−∇w|
2
p ,
for the first term and with r = q, s = q
2
2 ,
ϕ = [a(x)]
1
q
(
|∇u|2 + |∇w|2
) 1
2 and ψ = [a(x)]
1
q
(
|∇u|2 + |∇w|2
) q−2
2q |∇u−∇w|
2
q ,
for the second one on the right hand side of (3.15), it yields that
 
B2R
H(x,∇u−∇w)dx ≤ ε
 
B2R
(
|∇u|2 + |∇w|2
)p
2 dx
+ ε1−
2
p
 
B2R
(
|∇u|2 + |∇w|2
)p−2
2 |∇u−∇w|2dx
+ ε
 
B2R
a(x)
(
|∇u|2 + |∇w|2
) q
2 dx
+ ε1−
2
q
 
B2R
a(x)
(
|∇u|2 + |∇w|2
) q−2
2 |∇u−∇w|2dx.
(3.16)
for any ε ∈ (0, 1). By simple computation one has
 
B2R
(
|∇u|2 + |∇w|2
) p
2 + a(x)
(
|∇u|2 + |∇w|2
) q
2 dx
≤ 2q
 
B2R
(|∇u|+ |∇u−∇w|)p + a(x) (|∇u|+ |∇u−∇w|)q dx
≤ 22q−1
 
B2R
H(x,∇u) +H(x,∇u−∇w)dx. (3.17)
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Taking (3.17) into account, it follows from (3.16) that
 
B2R
H(x,∇u−∇w)dx ≤ 22q−1ε
 
B2R
H(x,∇u) +H(x,∇u−∇w)dx
+ ε1−
2
p
 
B2R
[
(|∇u|2 + |∇w|2)
p−2
2 + a(x)(|∇u|2 + |∇w|2)
q−2
2
]
|∇u−∇w|2dx.
When there is no ambiguity, we may replace 22qε by ε to get that the following
inequality
 
B2R
H(x,∇u−∇w)dx ≤ ε
 
B2R
H(x,∇u)dx
+ 2ε
1− 2
p
 
B2R
[
(|∇u|2 + |∇w|2)
p−2
2 + a(x)(|∇u|2 + |∇w|2)
q−2
2
]
|∇u−∇w|2dx,
(3.18)
holds for all ε ∈ (0, 4−q). Combining between (3.18), (3.13) and (3.14), for all
ε ∈ (0, 4−q) and δ ∈ (0, 1), there holds
 
B2R
H(x,∇u−∇w)dx ≤ ε
 
B2R
H(x,∇u)dx+ 2ε1−
2
p δ
 
B2R
H(x,∇u−∇w)dx
+ 2ε
1− 2
p δ
− 1
p−1
 
B2R
H(x,F)dx. (3.19)
Let us choose δ = 14ε
2
p
−1
in (3.19), it results that
 
B2R
H(x,∇u−∇w)dx ≤ ε
 
B2R
H(x,∇u)dx+Cε−
2−p
p−1
 
B2R
H(x,F)dx,
which deduces (3.11). Finally, we put the estimate for the case when 1 < p < 2 < q.
To be able to attain the inequality (3.11),we estimate H as follows
 
B2R
H(x,∇u−∇w)dx
=
 
B2R
(
|∇u|2 + |∇w|2
) p(2−p)
4
[(
|∇u|2 + |∇w|2
) p(p−2)
4 |∇u−∇w|p
]
dx
+
 
B2R
a(x)(|∇u|2 + |∇w|2)
q−2
2 |∇u−∇w|2dx.
The desired result is implied by using the ones in the above cases. This proves our
first assertion interior comparison result.
3.2 Local boundary estimates
We now present some comparison results near the boundary of domain. The as-
sertions of following lemmas still hold on the boundary, in a similar way as inte-
rior case (see also [9]). Let us fix a point ξ0 ∈ ∂Ω, 0 < R < r0/4 and denote
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Ω2R := B2R(ξ0)∩Ω. We consider u be a distributional solution to (P) and w be the
unique solution to the corresponding reference problem on Ω2R{
div (A(x,∇w)) = 0, in Ω2R,
w = u, on ∂Ω2R.
(3.20)
Lemma 3.6 Let u ∈ W 1,1(B2R) be the solution to (P) satisfying H(x,∇u) ∈
L1(B2R). Then, there exists a unique distributional solution w to equation (3.9) such
that H(x,∇w) ∈ L1(B2R). Moreover, for every γ > 1 there exists C = C(γ, data) >
0 such that ( 
Bρ(y)
[H(x,∇w)]γdx
) 1
γ
≤ C
 
B2ρ(y)
H(x,∇w)dx, (3.21)
for all B2ρ(y) ⊂ B2R.
Lemma 3.7 Let u ∈ W 1,1(Ω2R) be a distributional solution to (P) under assump-
tions (A1), (A2) and (A3). Assume that with H(x,∇u), H(x,F) ∈ L1(Ω2R). Then,
w ∈W 1,1(Ω2R) is a solution to (3.20) with H(x,∇w) ∈ L
1(Ω2R) satisfying
 
B2R
H(x,∇u−∇w)dx ≤ ε
 
B2R
H(x,∇u)dx+ Cε−κ
 
B2R
H(x,F)dx, (3.22)
for any ε ∈ (0, 4−q), where κ = max
{
0, 2−p
p−1
}
.
4 Global Lorentz regularity results
By employing comparison estimates in Section 3, we readily prove the main results
in this section. It is also worth noting that the good-λ technique is a key role
behind these proofs. The reader is referred to [59, 64–67] for this robust technique
in previous proofs of regularity results.
4.1 Good-λ theorems of measuring sets
As aforementioned, this section constructs some theorems of measuring sets related
to the strength of good λ method. We start by describing the standard result
in measure theory, the corollary of Caldero´n-Zygmund cube decomposition. This
covering lemma has many similar versions by independent authors. The reader is
recommended to consult [15, Lemma 4.2] for the proof of this lemma.
Lemma 4.1 Let Ω be a bounded domain of Rn such that ∂Ω ∈ C1,α
+
. Let ε ∈ (0, 1)
and R > 0. Suppose that two measurable subsets V ⊂ W of Ω satisfy Ln (V) ≤
εLn (BR). Assume moreover that for every ξ ∈ Ω and ̺ ∈ (0, R], we have B̺(ξ)∩Ω ⊂
W if provided Ln (V ∩B̺(ξ)) > εL
n (B̺(ξ)). Then there exists a positive constant
C = C(n) such that Ln (V) ≤ CεLn (W).
17
Theorem 4.2 Let Ω be an open bounded domain in Rn such that ∂Ω is C1,α
+
domain for some α+ ∈ [α, 1]. Assume that u ∈ W 1,1(Ω) is a distributional solution
to (P) with H(x,Du),H(x,F) ∈ L1(Ω), under main assumptions given in (A1), (A2)
and (A3). Then, for any ϑ ∈ (0, 1), one can find ε0 = ε0(n, ϑ) ∈ (0, 1), κ = κ(ϑ) ≥ 1
and a constant C = C(data,Ω, ϑ) > 0 such that the following estimate
Ln
(
{M(H(x,Du)) > ε−ϑλ,M(H(x,F)) ≤ εκλ} ∩ Ω
)
≤ CεLn ({M(H(x,Du)) > λ} ∩ Ω) ,
holds for any λ > 0 and ε ∈ (0, ε0).
Proof. We will show that one can find ε0 > 0, κ ≥ 1 and a constant C > 0 such
that Ln (Vε) ≤ Cε (W) for all λ > 0 and ε ∈ (0, ε0), where two measurable subsets
Vε, W of Ω are defined by
Vε =
{
M(H(x,∇u)) > ε−ϑλ,M(H(x,F)) ≤ εκλ
}
∩ Ω,
and W = {M(H(x,∇u)) > λ} ∩ Ω.
The main idea is to apply Lemma 4.1. The proof is straightforward when Vε = ∅,
so we may assume Vε 6= ∅. Let R ∈ (0, r0/12), we first show that L
n (Vε) ≤
εLn (BR). Indeed, thanks to the fact that the Hardy-Littlewood maximal function
M is bounded from Lebesgue space L1(Rn) into Marcinkiewicz space L1,∞(Rn), one
gets that
Ln (Vε) ≤ L
n
({
M(H(x,∇u)) > ε−ϑλ
}
∩ Ω
)
≤
C
ε−ϑλ
ˆ
Ω
H(x,∇u)dx. (4.1)
Using estimate (3.1) into (4.1), we deduce that
Ln (Vε) ≤
C
ε−ϑλ
ˆ
Ω
H(x,F)dx. (4.2)
On the other hand, there exists ξ1 ∈ Ω such that M(H(x,F))(ξ1) ≤ ε
κλ, which
follows from (4.2) that
Ln (Vε) ≤
C
ε−ϑλ
ˆ
B˜
H(x,F)dx ≤
CLn(Ω)
ε−ϑλ
M(H(x,F))(ξ1) ≤ Cε
ϑ+κLn(Ω),
where the ball B˜ := BD0(ξ1) ⊃ Ω with D0 = diam(Ω). We remark here the param-
eter κ in this inequality will be determined later such that κ ≥ 1. Therefore we can
take ε0 small enough such that the following estimate
Ln (Vε) ≤ Cε
ϑ+κ
(
D0
R
)n
Ln(BR(ξ0)) < εL
n(BR),
holds for all ε ∈ (0, ε0). By Lemma 4.1, it remains to prove that for every ξ ∈ Ω and
̺ ∈ (0, R], if Ln (Vε ∩B̺(ξ)) ≥ εL
n (B̺(ξ)) then B̺(ξ) ∩Ω ⊂ W. By contradiction,
let us assume that we can find ξ2 ∈ B̺(ξ) ∩Ω ∩W
c and ξ3 ∈ Vε ∩B̺(ξ), this yields
M(H(x,∇u))(ξ2) ≤ λ and M(H(x,F))(ξ3) ≤ ε
κλ. (4.3)
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The rest of this proof is to show that
Ln (Vε ∩B̺(ξ)) < εL
n (B̺(ξ)) . (4.4)
For any ζ ∈ B̺(ξ), it is easily to check that
M(H(x,∇u))(ζ) ≤ max
{
M̺(χB2̺(ξ)H(x,∇u))(ζ); T
̺(H(x,∇u))(ζ)
}
. (4.5)
Moreover, since B̺′(ζ) ⊂ B3̺′(ξ2) for all ̺
′ ≥ ̺, it follows that
T̺(H(x,∇u))(ζ) ≤ 3n sup
̺′>0
 
B3̺′ (ξ2)
H(x,∇u)dx ≤ 3nM(H(x,∇u))(ξ2). (4.6)
Combining (4.5) and (4.6) with the fact (4.3), we get that
M(H(x,∇u))(ζ) ≤ max
{
M(χB2̺(ξ)H(x,∇u))(ζ); 3
nλ
}
, ∀ζ ∈ B̺(ξ).
Let 0 < ε0 < min
{
1, 3−
n+1
ϑ
}
, then for all ε ∈ (0, ε0), there holds
Vε ∩B̺(ξ) =
{
M(χB2̺(ξ)H(x,∇u)) > ε
−ϑλ; M(H(x,F)) ≤ εκλ
}
∩B̺(ξ) ∩ Ω,
which deduces to
Vε ∩B̺(ξ) ⊂
{
M(χB2̺(ξ)H(x,∇u)) > ε
−ϑλ
}
∩B̺(ξ) ∩ Ω. (4.7)
In order to obtain (4.4), we now consider two cases when ξ belongs to the interior
domain B4̺(ξ) ⋐ Ω and ξ is close to the boundary B4̺(ξ)∩∂Ω 6= ∅. In the first case
B4̺(ξ) ⊂ Ω, let w be the unique solution to the following equation{
div (A(x,∇w)) = 0, in B4̺(ξ),
w = u, on ∂B4̺(ξ).
Applying Lemma 3.4 with γ = 1
ϑ
> 1, there exists a positive constant C such that
( 
B2̺(ξ)
[H(x,∇w)]
1
ϑdx
)ϑ
≤ C
 
B4̺(ξ)
H(x,∇w)dx. (4.8)
Moreover, a comparison estimate between ∇u and ∇w over B4̺(ξ) can be obtained
by (3.11) in Lemma 3.5 as follows
 
B4̺(ξ)
H(x,∇u−∇w)dx ≤ ε1−ϑ
 
B4̺(ξ)
H(x,∇u)dx
+ Cε
−(1−ϑ)max
{
0, 2−p
p−1
}  
B4̺(ξ)
H(x,F)dx
≤ ε1−ϑ
 
B4̺(ξ)
H(x,∇u)dx+ Cε1−κ
 
B4̺(ξ)
H(x,F)dx,
(4.9)
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where κ = 1 +max
{
0, (1−ϑ)(2−p)
p−1
}
. With the following remark
M(χB2̺(ξ)H(x,∇u)) ≤ C
[
M(χB2̺(ξ)H(x,∇u−∇w)) +M(χB2̺(ξ)H(x,∇w))
]
,
one deduces from (4.7) that
Ln (Vε ∩B̺(ξ)) ≤ CL
n
({
M(χB2̺(ξ)H(x,∇u−∇w)) > ε
−ϑλ
}
∩B̺(ξ)
)
+ CLn
({
M(χB2̺(ξ)H(x,∇w)) > ε
−ϑλ
}
∩B̺(ξ)
)
.
(4.10)
Applying again the boundedness of the Hardy-Littlewood maximal functionM from
Lebesgue space Ls(Rn) into Marcinkiewicz space Ls,∞(Rn) for two terms on the right
hand side of (4.10) with s = 1 and s = 1
ϑ
> 1 respectively, we obtain that
Ln (Vε ∩B̺(ξ)) ≤
C
ε−ϑλ
ˆ
B2̺(ξ)
H(x,∇u−∇w)dx
+
C
(ε−ϑλ)
1
ϑ
ˆ
B2̺(ξ)
[H(x,∇w)]
1
ϑ dx
≤
C̺n
ε−ϑλ
 
B4̺(ξ)
H(x,∇u−∇w)dx
+
C̺nε
λ
1
ϑ
 
B2̺(ξ)
[H(x,∇w)]
1
ϑ dx. (4.11)
It is easy to check that B4̺(ξ) ⊂ B5̺(ξ2) ∩B5̺(ξ3) which follows from (4.3) that 
B4̺(ξ)
H(x,∇u)dx ≤
(
5
4
)n  
B5̺(ξ2)
H(x,∇u)dx ≤ CM(H(x,∇u))(ξ2) ≤ Cλ.
(4.12)
Similarly, thanks to (4.9) there holds 
B4̺(ξ)
H(x,∇u−∇w)dx ≤ Cε1−ϑ
 
B5̺(ξ2)
H(x,∇u)dx+ Cε1−κ
 
B5̺(ξ3)
H(x,F)dx
≤ Cε1−ϑM(H(x,∇u))(ξ2) + Cε
1−κM(H(x,F))(ξ3),
which implies from (4.3) that 
B4̺(ξ)
H(x,∇u−∇w)dx ≤ C
(
ε1−ϑ + ε
)
λ ≤ Cε1−ϑλ. (4.13)
Thanks to (4.8), one has
 
B2̺(ξ)
[H(x,∇w)]
1
ϑ dx ≤ C
( 
B4̺(ξ)
H(x,∇w)dx
) 1
ϑ
≤ C
( 
B4̺(ξ)
H(x,∇u) +H(x,∇u−∇w)dx
) 1
ϑ
. (4.14)
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Adding (4.12) and (4.13) into (4.14), it gives
 
B2̺(ξ)
[H(x,∇w)]
1
ϑ dx ≤ C
(
1 + ε1−ϑ
) 1
ϑ
λ
1
ϑ ≤ Cλ
1
ϑ ,
which deduces (4.4) from (4.13) and (4.11).
We finally concentrate to the second case when ξ is close to the boundary of
domain Ω, that means B4̺(ξ) ∩ ∂Ω 6= ∅. In this case, we select ξ4 ∈ ∂Ω such that
|ξ4 − ξ| = dist(ξ, ∂Ω) ≤ 4̺. Let us denote Ω˜ = B12̺(ξ4) ∩ Ω and consider w˜ as the
unique solution to the following equation{
div (A(x,∇w˜)) = 0, in Ω˜,
w˜ = u, on ∂Ω˜.
It notices that B2̺(ξ) ⊂ B6̺(ξ4), (4.7) can be rewritten as
Vε ∩B̺(ξ) ⊂
{
M(χB6̺(ξ4)H(x,∇u)) > ε
−ϑλ
}
∩B̺(ξ) ∩ Ω,
which yields that
Ln (Vε ∩B̺(ξ)) ≤ CL
n
({
M(χB6̺(ξ4)H(x,∇u−∇w˜)) > ε
−ϑλ
}
∩B̺(ξ)
)
+ CLn
({
M(χB6̺(ξ4)H(x,∇w˜)) > ε
−ϑλ
}
∩B̺(ξ)
)
≤
C̺n
ε−ϑλ
 
B12̺(ξ4)
H(x,∇u−∇w˜)dx
+
C̺n
(ε−ϑλ)
1
ϑ
 
B6̺(ξ4)
[H(x,∇w˜)]
1
ϑ dx. (4.15)
Thanks to Lemma 3.6, we obtain the reverse Ho¨lder for the boundary case as follows( 
B6̺(ξ4)
[H(x,∇w˜)]
1
ϑdx
)ϑ
≤ C
 
B12̺(ξ4)
H(x,∇w˜)dx.
Application of Lemma 3.7 enables us to get the following comparison estimate
 
B12̺(ξ4)
H(x,∇u−∇w˜)dx ≤ ε1−ϑ
 
B12̺(ξ4)
H(x,∇u)dx+ Cε1−κ
 
B12̺(ξ4)
H(x,F)dx.
Using these inequalities, we can do similar as the proof in the previous case to show
these following estimates 
B12̺(ξ4)
H(x,∇u)dx ≤ CM(H(x,∇u))(ξ2) ≤ Cλ,
 
B12̺(ξ4)
H(x,∇u−∇w˜)dx ≤ C
(
ε1−ϑM(H(x,∇u))(ξ2) + ε
1−κM(H(x,F))(ξ3)
)
≤ Cε1−ϑλ,
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and
 
B6̺(ξ4)
[H(x,∇w˜)]
1
ϑ dx ≤ C
( 
B12̺(ξ4)
H(x,∇u) +H(x,∇u−∇w˜)dx
) 1
ϑ
≤ C
(
1 + ε1−ϑ
) 1
ϑ
λ
1
ϑ ≤ Cλ
1
ϑ ,
We may conclude that (4.4) also holds in this case by taking into account these
inequalities to (4.15). The proof is complete.
Theorem 4.3 Let Ω be an open bounded domain in Rn such that ∂Ω is C1,α
+
domain for some α+ ∈ [α, 1]. Assume that u ∈ W 1,1(Ω) is a distributional solution
to (P) with H(x,Du),H(x,F) ∈ L1(Ω), under main assumptions given in (A1),
(A2) and (A3). Then for any β ∈ [0, n) and ϑ ∈
(
0, 1 − β
n
)
, one can find ε0 =
ε0(n, β, ϑ) ∈ (0, 1), κ = κ(β, ϑ) ≥ 1 and a constant C = C(data,Ω, β, ϑ) > 0 such
that the following estimate
Ln
(
{MMβ(H(x,Du)) > ε
−ϑλ,Mβ(H(x,F)) ≤ ε
κλ} ∩Ω
)
≤ CεLn ({MMβ(H(x,Du)) > λ} ∩ Ω) ,
holds for any λ > 0 and ε ∈ (0, ε0).
Proof. Let β ∈ [0, n) and u be a solution to equations (P). For simplicity of
notations, we denote
Uβ(x) =Mβ(H(x,∇u)) and Fβ(x) =Mβ(H(x,F)).
For ϑ ∈
(
0, 1− β
n
)
, we need to prove that we can find ε0 = ε0(n, β, ϑ) ∈ (0, 1),
κ = κ(n, β, ϑ) ≥ 1 such that Ln (Vε,β) ≤ CL
n (Wβ), for all λ > 0 and ε ∈ (0, ε0),
where two measurable sets Vε,β and Wβ are defined by
Vε,β =
{
M(Uβ) > ε
−ϑλ, Fβ ≤ ε
κλ
}
∩ Ω and Wβ = {M(Uβ) > λ} ∩ Ω. (4.16)
It is similar to the proof of Theorem 4.2, we may assume that there exists ξ1 ∈ Ω
such that F(ξ1) ≤ ε
κλ. Thanks to the boundedness property of maximal function
M and notation of Vε,β in (4.16), there holds
Ln (Vε,β) ≤ L
n
({
M(Uβ) > ε
−ϑλ
}
∩ Ω
)
≤
C
ε−ϑλ
ˆ
Ω
Uβ(x)dx. (4.17)
Applying estimate (3.5) in Lemma 3.2 to (4.17), we deduce that
Ln (Vε,β) ≤
CDβ0
ε−ϑλ
ˆ
Ω
H(x,F)dx ≤
CDn0
ε−ϑλ
Mβ(H(x,F))(ξ1), (4.18)
where D0 = diam(Ω). Let us fix R ∈ (0, r0/18). We note that Mβ(H(x,F))(ξ1) =
Fβ(ξ1) ≤ ε
κλ, which follows from (4.18) that
Ln (Vε,β) ≤ Cε
ϑ+κ (D0/R)
n Ln(BR(ξ0)).
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Since κ ≥ 1, it yields that one can find ε0 small enough such that
Ln (Vε,β) ≤ εL
n(BR), for all ε ∈ (0, ε0).
As in the proof of Theorem 4.2, we need to show that for every ξ ∈ Ω and ̺ ∈ (0, R],
if B̺(ξ) ∩ Ω 6⊂ Wβ then
Ln (Vε,β ∩B̺(ξ)) ≤ εL
n (B̺(ξ)) . (4.19)
This hypothesis leads to the existence of ξ2 ∈ B̺(ξ)∩Ω∩ (Wβ)
c. Moreover, we may
assume there is at least ξ3 ∈ Vε,β ∩B̺(ξ). Therefore, we have
M(Uβ)(ξ2) ≤ λ and Fβ(ξ3) ≤ ε
κλ. (4.20)
We now estimate the Lebesgue measure of Vε,β ∩ B̺(ξ) via the cut-off fractional
maximal function. To do this, we first note that for any ζ ∈ B̺(ξ), since B̺′(ζ) ⊂
B3̺′(ξ2) for all ̺
′ ≥ ̺, one has
T̺(Uβ)(ζ) ≤ 3
n sup
̺′>0
 
B3̺′ (ξ2)
Uβ(x)dx ≤ 3
nM(Uβ)(ξ2). (4.21)
Moreover, for all ̺′ ∈ (0, ̺) and η ∈ B̺′(ζ), since B̺′′(η) ⊂ B̺′′+3̺(ξ2) for all ̺
′′ ≥ ̺,
it follows that
T̺β(H(x,∇u))(η) = sup
̺′′≥̺
(̺′′)β−n
ˆ
B̺(η)
H(x,∇u)dx
≤ sup
̺′′≥̺
(
1 +
3̺
̺′′
)n−β
(3̺+ ̺′′)β−n
ˆ
B3̺+̺′′ (ξ2)
H(x,∇u)dx
≤ 4nU(ξ2),
which yields that
MrT̺β(H(x,∇u))(ζ) = sup
̺′∈(0,̺)
 
B̺′ (ζ)
T̺β(H(x,∇u))(η)dη ≤ 4
nM(U)(ξ2). (4.22)
Thanks to Lemma 2.9, combining (4.21) and (4.22) with the fact (4.20), we get that
M(Uβ)(ζ) ≤ max
{
M2̺β (H(x,∇u))(ζ); 4
nλ
}
, ∀ζ ∈ B̺(ξ),
which guarantees that
Ln (Vε,β ∩B̺(ξ)) ≤ L
n
({
M2̺β (H(x,∇u)) > ε
−ϑλ
}
∩B̺(ξ) ∩Ω
)
, (4.23)
for all ε ∈ (0, ε0), where ε
−ϑ
0 > 4
n.
To get (4.19), we now consider two cases when ξ belongs to the interior domain
B6̺(ξ) ⋐ Ω and ξ is close to the boundary B6̺(ξ) ∩ ∂Ω 6= ∅. In the first case
B6̺(ξ) ⊂ Ω, let w be the unique solution to the following equation{
div (A(x,∇w)) = 0, in B6̺(ξ),
w = u, on ∂B6̺(ξ).
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Using the fact that for every ζ ∈ B̺(ξ), one has B̺′(ζ) ⊂ B2̺(ζ) ⊂ B3̺(ξ) for all
0 < ̺′ < 2̺, we may decompose the cut-off fractional maximal function as follows
M2̺β (H(x,∇u))(ζ) = sup
0<̺′<2̺
(̺′)β−n
ˆ
B̺′(ζ)
H(x,∇u)dx
= sup
0<̺′<2̺
(̺′)β−n
ˆ
B̺′(ζ)
χB3̺(ξ)H(x,∇u)dx
=M2̺β (χB3̺(ξ)H(x,∇u))(ζ)
≤ C
[
M2̺β (χB3̺(ξ)H(x,∇u−∇w))(ζ) +M
2̺
β (χB3̺(ξ)H(x,∇w))(ζ)
]
.
With this decomposition, one deduces from (4.23) that
Ln (Vε,β ∩B̺(ξ)) ≤ CL
n
({
M2̺β (χB3̺(ξ)H(x,∇u−∇w)) > ε
−ϑλ
}
∩B̺(ξ)
)
+ CLn
({
M2̺β (χB3̺(ξ)H(x,∇w)) > ε
−ϑλ
}
∩B̺(ξ)
)
=: I + II. (4.24)
To estimate two terms I and II on the right hand side of 4.24, our main idea is using
the boundedness of the fractional maximal functionMβ in Lemma 2.8 with different
values of s. The first term I can be estimated by applying Lemma 2.8 with s = 1 as
follows
I ≤
C
(ε−ϑλ)
n
n−β
(ˆ
B3̺(ξ)
H(x,∇u−∇w)dx
) n
n−β
≤
C(6̺)n
(ε−ϑλ)
n
n−β
(
(6̺)β
 
B6̺(ξ)
H(x,∇u−∇w)dx
) n
n−β
. (4.25)
Applying (3.11) in Lemma 3.5, there holds
 
B6̺(ξ)
H(x,∇u−∇w)dx ≤ ε1−ϑ
 
B6̺(ξ)
H(x,∇u)dx+ Cε1−κ
 
B6̺(ξ)
H(x,F)dx,
(4.26)
where κ = 1 +max
{
0, (1−ϑ)(2−p)
p−1
}
. We can easily check that
B6̺(ξ) ⊂ B7̺(ξ2) ∩B7̺(ξ3),
which follows from (4.20) that
(6̺)β
 
B6̺(ξ)
H(x,∇u)dx ≤
(
7
6
)n−β
(7̺)β
 
B7̺(ξ2)
H(x,∇u)dx
≤
(
7
6
)n−β
M(Uβ)(ξ2) ≤
(
7
6
)n−β
λ, (4.27)
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and
(6̺)β
 
B6̺(ξ)
H(x,F)dx ≤
(
7
6
)n−β
Fβ(ξ3) ≤
(
7
6
)n−β
εκλ. (4.28)
Combining between (4.26), (4.27) and (4.28), one gets that
(6̺)β
 
B6̺(ξ)
H(x,∇u−∇w)dx ≤ C
(
ε1−ϑ + ε
)
λ ≤ Cε1−ϑλ, (4.29)
which follows from (4.25) that
I ≤
C(6̺)n
(ε−ϑλ)
n
n−β
(
ε1−ϑλ
) n
n−β
≤ C̺nε
n
n−β ≤ Cε̺n. (4.30)
In order to estimate the second term II, we apply Lemma 2.8 with s = 1
ϑ+β
n
> 1, it
gives
II ≤
C
(ε−ϑλ)
1
ϑ+
β
n
. n
n−
β
ϑ+
β
n
(ˆ
B3̺(ξ)
[H(x,∇w)]
1
ϑ+
β
n dx
) n
n−
β
ϑ+
β
n .
By directly calculating, it is easy to check that
1
ϑ+ β
n
.
n
n− β
ϑ+β
n
=
1
ϑ
and
n
n− β
ϑ+β
n
=
1
ϑ
(
ϑ+
β
n
)
.
We obtain that
II ≤
C
(ε−ϑλ)
1
ϑ
(ˆ
B3̺(ξ)
[H(x,∇w)]
1
ϑ+
β
n dx
) 1
ϑ (ϑ+
β
n)
=
C
(ε−ϑλ)
1
ϑ
(
Ln(B3̺(x))
 
B3̺(ξ)
[H(x,∇w)]
1
ϑ+
β
n dx
) 1
ϑ (ϑ+
β
n)
≤
C(6̺)n
(ε−ϑλ)
1
ϑ

(6̺)βϑ
( 
B3̺(ξ)
[H(x,∇w)]
1
ϑ+
β
n dx
) 1
ϑ(ϑ+
β
n )

 . (4.31)
We now apply Lemma 3.4 with γ = 1
ϑ+β
n
> 1, there exists a positive constant C
such that
(6̺)
β
ϑ
( 
B3̺(ξ)
[H(x,∇w)]
1
ϑ+
β
n dx
) 1
ϑ(ϑ+
β
n)
≤ C
(
(6̺)β
 
B6̺(ξ)
H(x,∇w)dx
) 1
ϑ
.
(4.32)
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Moreover, thanks to (4.27) and (4.29) again, one has
(6̺)β
 
B6̺(ξ)
H(x,∇w)dx ≤ C(6̺)β
 
B6̺(ξ)
H(x,∇u)dx
+ C(6̺)β
 
B6̺(ξ)
H(x,∇u−∇w)dx
≤ C
(
1 + ε1−ϑ
)
λ ≤ Cλ. (4.33)
Adding (4.32) and (4.33) into (4.31), there holds
II ≤
C(6̺)n
(ε−ϑλ)
1
ϑ
λ
1
ϑ ≤ Cε̺n. (4.34)
We may conclude (4.19) from (4.24), (4.30) and (4.34).
Finally we prove (4.19) for the second case B6̺(ξ)∩∂Ω 6= ∅. We can take ξ4 ∈ ∂Ω
such that |ξ4 − ξ| = dist(ξ, ∂Ω) ≤ 6̺. Let us denote Ω˜ = B18̺(ξ4) ∩ Ω and consider
w˜ as the unique solution to the following equation{
div (A(x,∇w˜)) = 0, in Ω˜,
w˜ = u, on ∂Ω˜.
In this case, we remark that for every ζ ∈ B̺(ξ), one has B̺′(ζ) ⊂ B2̺(ζ) ⊂ B9̺(ξ4)
for all 0 < ̺′ < 2̺, therefore
M2̺β (H(x,∇u))(ζ) = sup
0<̺′<2̺
(̺′)β−n
ˆ
B̺′(ζ)
H(x,∇u)dx
= sup
0<̺′<2̺
(̺′)β−n
ˆ
B̺′(ζ)
χB9̺(ξ4)H(x,∇u)dx
=M2̺β (χB9̺(ξ4)H(x,∇u))(ζ)
≤ C
[
M2̺β (χB9̺(ξ4)H(x,∇u−∇w˜))(ζ) +M
2̺
β (χB9̺(ξ4)H(x,∇w˜))(ζ)
]
.
With this decomposition, one deduces from (4.23) that
Ln (Vε,β ∩B̺(ξ)) ≤ CL
n
({
M2̺β (χB9̺(ξ4)H(x,∇u−∇w˜)) > ε
−ϑλ
}
∩B̺(ξ)
)
+ CLn
({
M2̺β (χB9̺(ξ4)H(x,∇w˜)) > ε
−ϑλ
}
∩B̺(ξ)
)
.
(4.35)
Applying Lemma 2.8 with s = 1 and s = 1
ϑ+β
n
for two terms on the right hand side
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of (4.35) respectively, there holds
Ln (Vε,β ∩B̺(ξ)) ≤
C
(ε−ϑλ)
n
n−β
(ˆ
B9̺(ξ4)
H(x,∇u−∇w˜)dx
) n
n−β
+
C
(ε−ϑλ)
1
ϑ

(ˆ
B9̺(ξ4)
[H(x,∇w˜)]
1
ϑ+
β
n dx
) 1
ϑ(ϑ+
β
n)


≤
C(18̺)n
(ε−ϑλ)
n
n−β
(
(18̺)β
 
B18̺(ξ4)
H(x,∇u−∇w˜)dx
) n
n−β
+
C(18̺)n
(ε−ϑλ)
1
ϑ

(18̺)βϑ
( 
B9̺(ξ4)
[H(x,∇w˜)]
1
ϑ+
β
n dx
) 1
ϑ(ϑ+
β
n )

 .
(4.36)
Thanks to Lemma 3.6 and Lemma 3.7, we also obtain the reverse Ho¨lder and the
comparison estimate as follows
( 
B9̺(ξ4)
[H(x,∇w˜)]
1
ϑ+
β
n dx
)ϑ+β
n
≤ C
 
B18̺(ξ4)
H(x,∇w˜)dx,
and 
B18̺(ξ4)
H(x,∇u−∇w˜)dx ≤ ε1−ϑ
 
B18̺(ξ4)
H(x,∇u)dx+ Cε1−κ
 
B18̺(ξ4)
H(x,F)dx.
With the reverse Ho¨lder’s inequality and the above comparison estimate, we obtain
from (4.36) that
Ln (Vε,β ∩B̺(ξ)) ≤
C(18̺)n
(ε−ϑλ)
n
n−β
(
(18̺)β
 
B18̺(ξ4)
H(x,∇u−∇w˜)dx
) n
n−β
+
C(18̺)n
(ε−ϑλ)
1
ϑ

((18̺)β  
B18̺(ξ4)
H(x,∇w˜)dx
) 1
ϑ

 .
The inequality (4.19) can be established by the similar technique in the comparisons
with M(Uβ)(ξ2) and Fβ(ξ3) as the proof of the previous case. It finishes the proof.
4.2 Proofs of main theorems
Proof of Theorem 1.1. For 0 < t < ∞ and 0 < s < ∞, let us take ϑ ∈(
0,min
{
1, 1
s
})
. Thanks to Theorem 4.2, there exists ε0 > 0 such that the following
inequality
Ln
(
{M(H(x,∇u)) > ε−ϑλ,M(H(x,F)) ≤ εκλ} ∩ Ω
)
≤ CεLn ({M(H(x,∇u)) > λ} ∩ Ω) , (4.37)
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holds for any λ > 0 and ε ∈ (0, ε0). By changing of variables and taking into
account (4.37), it follows that
‖M(H(x,∇u))‖tLs,t(Ω) = ε
−ϑts
ˆ ∞
0
λtLn({M(H(x,∇u)) > ε−ϑλ})
t
s
dλ
λ
≤ Cε−ϑt+
t
s s
ˆ ∞
0
λtLn ({M(H(x,∇u)) > λ} ∩ Ω)
t
s
dλ
λ
+ Cε−ϑts
ˆ ∞
0
λtLn ({M(H(x,F)) > εκλ} ∩ Ω)
t
s
dλ
λ
≤ Cεt(
1
s
−ϑ)‖M (H(x,∇u)) ‖tLs,t(Ω) + Cε
−t(ϑ+κ)‖M(H(x,F))‖tLs,t(Ω).
We may choose ε ∈ (0, ε0) sufficiently small such that Cε
t( 1s−ϑ) ≤ 12 , which completes
the proof. The same conclusion can be drawn for the case t =∞.
Proof of Theorem 1.2. Let us set β ∈ [0, n), t ∈ (0,∞) and s ∈ (0,∞). The
same result can be done by the similar method for the case t = ∞. We can find
ϑ ∈
(
0,min
{
1− β
n
, 1
s
})
. Thanks to Theorem 1.2, there exists ε0 > 0 such that the
following inequality
Ln
(
{MMβ(H(x,∇u)) > ε
−ϑλ,Mβ(H(x,F)) ≤ ε
κλ} ∩ Ω
)
≤ CεLn ({MMβ(H(x,∇u)) > λ} ∩ Ω) , (4.38)
holds for any λ > 0 and ε ∈ (0, ε0). By changing of variables and taking into
account (4.38), it follows that
‖MMβ(H(x,∇u))‖
t
Ls,t(Ω) = ε
−ϑts
ˆ ∞
0
λtLn({MMβ(H(x,∇u)) > ε
−ϑλ})
t
s
dλ
λ
≤ Cε−ϑt+
t
s s
ˆ ∞
0
λtLn ({MMβ(H(x,∇u)) > λ} ∩Ω)
t
s
dλ
λ
+Cε−ϑts
ˆ ∞
0
λtLn ({MMβ(H(x,F)) > ε
κλ} ∩Ω)
t
s
dλ
λ
≤ Cεt(
1
s
−ϑ)‖MMβ (H(x,∇u)) ‖
t
Ls,t(Ω)
+ Cε−t(ϑ+κ)‖MMβ(H(x,F))‖
t
Ls,t(Ω).
Since t
(
1
s
− ϑ
)
> 0, so we can choose ε ∈ (0, ε0) satisfying Cε
t( 1s−ϑ) ≤ 12 to obtain
that
‖MMβ(H(x,∇u))‖Ls,t(Ω) ≤ C‖MMβ(H(x,F))‖Ls,t(Ω),
which completes the proof by the boundedness of maximal function.
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