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Abstract 
In this paper we first give the relation between some definitions of linearly convergent vector sequences proposed by 
Nievergelt, Osada and Sadok, and we choose the first one in order to generalize a theorem which gives the relation 
between the asymptotic behaviour of the ratios of the errors and that of the differences for linear convergent scalar 
sequences. Some properties of the matrix used in the definition of linear convergence are studied, and a convergence 
acceleration result which generalizes some results given by Nievergelt and Sadok is given. 
Keywords: Henrici’s transformation; Linear convergence; Vector sequences 
1. Introduction, definitions and notations 
In numerical analysis many vector sequences converge linearly, and similar to the scalar case 193, 
such sequences can be easily accelerated. Under some conditions, Nievergelt [6], Osada [7] and 
Sadok [S] give some results on the acceleration of such sequences. The purpose of this paper is to 
study the linear convergence of vector sequences. We first prove that the definitions proposed in 
[S-S] are equivalent under the additional assumptions, and use the definition given by Nievergelt 
[6, p. 2971 in order to generalize a theorem of [2,3, lo], which gives the relation between the 
asymptotic behaviour of the ratios of the errors and that of the differences for linearly convergent 
scalar sequences. Such a result allows us to recognize the linear character of vector sequences. 
As indicated by Nievergelt [6, p.297, Remark 1.21, in some cases the matrix B used in the 
definition of linear convergence is not unique; thus, in this paper, we shall give some examples and 
properties of the matrix B in such cases. In the last section, we shall give a convergence result 
(even if B is not unique) which generalizes those of [6, S]. Also an application of Henrici’s 
transformation [4] and a sufficient condition for the matrix AS,, to be nonuniformly invertible will 
be given. 
In this paper we shall use the following notations and definitions. We denote by U = 
(ui,u2, . . . , Uk)T E ck a COmpkX VeCtOr and by B = (bi,j)i,j E Mkxk(@) a complex matrix. We shall 
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also use the maximum vector norm 11 U 11 m = Max I G i G k IdI, and the Frobenius matrix norm 
II 13/IF = CC!, j= 1 lbi,j12)1’2, and we shall denote by p(B) the spectral radius of B. 
Let (3,) = ((sj,s,2, . . . , ~1)‘) E Ck be a sequence of complex vectors converging to s. We shall 
-s,) = ((AsA,Asi, . . . ,A$)‘) re- denote by (e,) = (s, - s) = ((e,’ , ei, . . . , ei)‘) and (ASP) = (s, + I - 
spectively the sequence of the errors and that of the differences. 
Let us recall that a sequence (s,) of complex scalars converges 
-there exists a number s such that lim,,, s, = s, 
-there exists N E N such that s, # s for all n 2 N, 
- there exists a number r such that 0 < It-1 < 1 and 
linearly [ 10, p. 61 if 
lim Sri+++ - s = r. 
n+m s,-s 
Let us now consider a sequence of complex vectors (s,) converging to s. Osada, Nievergelt and 
Sadok propose respectively the following definitions of the linear convergence of vector sequences. 
Definition 1.1 [7, p. 3611. Let (s,) be a vector sequence with limit s. The convergence of (s,) is linear if 
lim ” - sll 
n+cc ;s;isl, = rT 
Definition 1.2 [6, p. 2971. 
and only if the following 
-there exists N E N such 
withO<r<l. 
Let (s,) be a vector sequence. (s,,) behaves linearly about a point s E Ck if 
two conditions hold: 
that s, # s for all n 2 N, 
-there e&S a nonsingular matrix B E Mkx k(c) such that (I - B) is nonsingular and 
lim (%I+1 
- s) - B(s, - s) 
ll’co II% - SII = O 
with respect to any norm II . II on Ck. 
Definition 1.3 [S, p. 1051. Let (s,) be a vector sequence with limit s. (s,) converges linearly if there 
exist two matrices B and B, in Mkxk(@) with p(B) c 1 and lim,,, B, = 0 such that 
(s,+ 1 - s) = (B + B”)(S, - s). 
Example 1.4. We consider the fixed point sequence defined by s,+ r = g(sn), where g : Ck + Ck is 
assumed to be twice differentiable on a neighbourhood V, of s. 
Suppose that the Jacobian matrix g’(s) of g and I - g’(s) are nonsingular, and there exists M > 0 
such that (I g”(x) II d M for all x E I/,. (g”(x) E L(@ k, L(Ck, Ck)) where L(Ck, Ck) denotes the set of 
linear applications from Ck into Ck. g”(x) is a bilinear application defined by 
s”(x).(kh’) = 5 ax.ax, (+( ) hi) h”, 
and II s”(x) II = SUPC~,WJ~C~~C~ II s”W(h,W II ma) 
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Then by Taylor’s formula there exists N such that for n > N 
II (%I+ 1 - 4 - d(s)(sn - 4 G m II&l - sl12, 
and it follows that 
lim (&I+1 - 4 - C?‘(S)(S” - 4 = () 
n+m II% - SII . 
Finally according to Definition 1.2, the sequence (s,) converges linearly. 
2. Equivalence between Definitions 1.1-1.3 
In this paragraph we shall prove that Definition 1.1 is more general than Definitions 1.2 and 1.3, 
which are equivalent under the additional assumption that II B 11 -C 1 in Definition 1.2. 
About Definition 1.2 we shall first give the following lemma. 
Lemma 2.1 [6, p. 297-2981. Let (s,) E Ck be a sequence converging to s E Ck. Zf there exists 
a nonsingular matrix B E MkXk(@) such that Z - B is nonsingular and 
lim e,+r 
- Be,, 
PI-b) II4 = O’ 
then the following two inequalities hold: 
1 
~ < lim infw < lim sup% d 1) B 11 
IIB-‘11 n+m e, “‘Xl en 
and 
(1) 
(2) 
We shall now use Lemma 2.1 for proving the next theorem. 
Theorem 2.2. Suppose that (s,) E Ck converges to s E Ck, and that the following limit exists: 
II~n+1 - SII 
22 (Is, - sll * 
Let us consider the three following assertions: 
(i) lim,,, IIe,+r II/IIeJ = r, with 0 < r -C 1, 
(ii) there exists a nonsingular matrix B E M kXk(@) with the additional condition that 1) B )I < 1 and 
lim e,+l - Be,, 
“-‘CC MI = O7 
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(iii) there exists a nonsingular matrix B E Mk X k (C) and matrices B, E Mkxk(@) such that (I B 1) < 1, 
lim,, m B, = 0, and 
e ,,+I = (B + BJe,. 
Then we have 
(a) (ii) c> (iii), 
(b) (ii) =+ (i) and (iii) => (i). 
Proof. (a) (iii) =S (ii): Obvious. 
(ii) + (iii): Let (s,) be a sequence such that 
lim en+1 - Be, 
n-tm Ile,II =O’ 
where B is a nonsingular matrix such that 1) B II < 1. 
Therefore, there exists a vector sequence a, = (a,‘, a:, . . . , CC~,)~ E Ck converging to 0 such that 
e,+r - Be, = II4 a,. 
Using the maximum vector norm (I - 1) m, there exists an index j, E { 1,2, . . . , k) such that 
IMl, = leil. 
Let us now consider the matrix 
B, = 
where 
*** 0 b,,j.(n) 0 ‘.’ 0 
--* 0 b*,jm(n) 0 *** 0 
*a* 0 bk,j.(n) 0 ... 0 
pi. 
bi,j.(n) = f$ Cd (C-$ is the conjugate of ek); 
then the matrix B, satisfies lim,,, B, = 0 and B,,e,, = le’,.(a,, = lle,l(, a,; finally 
e ,,+I = (B + &)e,. 
(b) From (1) of Lemma 2.1, (ii) =S (i) follows, and from (a) of Theorem 2.2, (iii) =S (i) 
follows. 0 
3. The relation between (e,) and (As,,) 
We choose Definition 1.2 in order to generalize the following theorem of Wimp to the vector 
case. Let (s,) E @ be a scalar sequence converging to s. We have the following theorem. 
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Theorem 3.1 [2], [3. p. 1941, [lo, p. 61. Let r E @, Irl # 0,l. Then 
lim e,+l 
AS n+1 ---=rifandon2yiflim-=r. 
ndm e, n+oo As, 
Let us now consider a sequence of vectors (s,) E Ck converging to s E Ck. We set 
d.=atC*, 
sll 
for i 3 1, 
a n,O - d,, a,,i = Ild”II IId”+ II .** Ildn+i-1 IIdn+i, 
C” = f U,,i. 
i=O 
We shall first give the following lemma. 
Lemma 3.2. If there exists B E ikfkXk(@) nonsingular and /I B II < 1 such that 
lim 
As, + 1 - BAs, 
n+* II As, II = ” 
then: 
(9 ’ 1 < lim inf “f:‘i” < lim sup”f:‘i” < IIB(I, 
JIB- II n-m s, n-+aJ s, 
(ii) the series (c,) converges normally, 
(iii) 
1 
d lim inf I)c,II d lim sup ((c,)) < II B II 
IIB-‘IlIP-Ill n+m n*cc 1 - IIBII’ 
Proof. (i) We have the inequalities 
I II BAG II - II Bh, - As,,+ I II I < II As,+ I II < II B&a II + I/ As,+ 1 - BAsn II 
II As, II ’ IIAsnlI . IIAsnII II AsnIl ’ 
Since 
lim AS II+1 
- BAs, 
n+a, IIAsnIl =” 
it follows that for all 0 < E < l/II B- ’ 11, there exists N, such that for n > N, 
II As,+ I - BAsn II < E 
IIWI . 
For such an index, the preceding inequalities give 
(3) 
(4) 
1 
((B-L((-&< 
Ilk+~ II 
II As, II 
< IIBII +G 
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and thus assertion (i) follows. 
(ii) We have 
and from (i) we obtain 
lim ~up’I~‘~t;” < IIB(I < 1. 
“*CC a n. 1 
Thus the series (c,) converges normally. 
(iii) From (i), we have 
lim SUP II %i II d II B Ili, n-02 
thus 
lim sup II c, II d II B II 
n-m 1 - II B II * 
For the second inequality we shall first prove that 
We have 
and, for all E > 0, there exists N, such that for n > N, 
II As 
Therefore, for such an index we have 
Since the series (c,) converges normally, it follows that 
lim 
As, 
(B-Z)c,+B- 
a+m II AsnIl ‘* 
(5) 
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We also have by using the triangle inequality 
II (B - I)c, II 2 
Ill 
(B - I)& + B 
&II - lIB&lll* 
So, for all 0 < E < l/11 B-’ II there exists N, such that for n F- IV, 
II(B - I)c,,ll > B* II II II BAsn II II Asn II - ’ = ll B- 1 BAs, 11 - c. 
Therefore, for such an index, 
I,c, lI > VII B-l II - 8 
II@ - I)II 
for n 2 N, 
and hence 
1 
lim inf 1) c, 1) >, ~ 
1 
n-m IN-‘II IIP -011’ ’ 
We shall now use Lemma 3.2 for proving the following theorem. 
Theorem 3.3. Let B E Mk x k(C) nonsingular and 11 B )I < 1. Then the following two limits are equiva- 
lent: 
lim (s,+1 
- s) - B(s, - s) 
(Is, - s(( = OP 
lim AS n+1 
- BAs, 
“+SJ “-+‘X II As, II = ” 
Proof. ( a) There exists a vector sequence (a,) converging to 0 such that 
en+1 -Be, = lIenIl%. 
Hence 
As,+1 - BAs, = lb,+1 lb,+1 - lI4b, 
and 
&+I - BAs, Ilen+ II 
II en II 
= ma”+’ - a”* 
By (1) of Lemma 2.1, 11 e,, 1 II/ II e, II is bounded and therefore 
lim 
As n+l - BAs, 
n-m lI4I = O’ 
We also have (/B/I -c 1 and 1 d (jBI(*IjB-‘JJ. Hence 
1 
~ G II BII < 1, 
IN-‘II 
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thus, by (2) of Lemma 2.1, 11 e, )I / 11 As, /I is bounded. Therefore 
lim AS II+1 
- BAs,, 
n-rm IlAs,Il =” 
(-=) Wehave 
%I+2 - %I+1 = II As, II 4x, 
%I+3 - hIi2 = IlAsnll Ild,IIdn+~, 
%+i+Z - %+i+l = II&II lIdnIl .*a lldn+i-1 IIdn+i- 
By summation we obtain 
%+i+Z - Sn+l = Ilhll i an,ja 
j=O 
From Lemma 3.2 the series c, converges; therefore when i tends to infinity we obtain 
enfl = - II As, II G. 
Now as 
e ,,+I -Be, = - llAs,llc, - B((e, - e,+l) + en+,) 
= - Ilk II cn - B( - IIAsnll - II AsnIl 4 
= IIAsnII (B--l)c.+B& , 
n > 
and from (5) it follows that 
= 0. 
Since 
en = - II~~n-lIl~n-~, 
we have 
wBs, IIAsnIl 1 
IMI Ilk-1 II Ik-1 II 
and we obtain from (i) and (iii) of Lemma 3.2 
limsup~<~,lB~I,l; 
n-oo e, 
hence 
lim en+, 
- Be,, 
n-+m lM/ = O’ ’ 
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Remark 3.4. For each sequence (s,) converging to s, if we do not have enough information about 
the error sequence (e,), we cannot know if (s,) converges linearly or not. Theorem 3.3 is important 
because it allows us to recognize through the sequence differences (As,) if (s,) converges linearly. 
Interpretation of Henrici’s transformation 
Let (s,) E Ck be a sequence converging to s. Suppose that there exists a nonsingular matrix 
BEMkxk(d=) and IIBIj < 1 such that 
lim e,+l 
- Be,, 
n-t* lle,lI = O. 
Applying Theorem 3.3, we have 
lim As,+ I - B&a = o_ 
n+cc II Asa II 
Thus, if we suppose that 
As,+1 - BAs, = 0, 
As,+~ - BAs,,+~ = 0, 
AS,+k - BAs,+k- 1 = 0, 
we immediately obtain an approximation matrix F, of B defined by F, = AS, + 1 AS, I, where AS,, is 
the matrix whose columns are As,, As,, 1, . . . , As, +k_. 1(of course the nonsingularity of the matrix 
AS, is assumed), and 
H, = (1 - F,)-%,+I - F,s,) = s, - AS,(A2SJ1As, 
is the transformation proposed by Henrici [4, formula 5-35, p. 1161. The matrix F, is the 
acceleration factor of H, which will be defined in Section 5. 
4. Properties of the matrix B 
We denote by LB the set of convergent sequences (s,) E Ck such that 
lim en+1 
- Be,, 
n-tm IMI = O’ 
Thus, the sequence (s,) converges linearly if there exists a nonsingular matrix B with I - B 
nonsingular such that (s,) E Lg. 
Let us now give an example of a sequence for which the matrix B is not unique. 
Example 4.1. Let (s,) E C2 be the sequence defined by 
s, = ((j)“, ($)“)T, thus s = (0, O)T. 
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Using the maximum vector norm 11 *11 g), it follows that (s,) E LB*, where 
BA = for all AEC. 
In order to determine the relation between the two matrices B and B’ such that (s,) E LB n LB,, let 
us first give the following theorem. 
Theorem 4.2. If there exists a matrix B E Mkxk(QI) such that (s,) E LB, then for every matrix 
B’ E M,.,(@), 
Proof. Let (s,) E L,, then 
lim e,+, 
- Be,, 
“‘W IIe,II = O* 
( *) Suppose that (s,) E LB,, then 
Therefore 
(B - We, = Be, - en+ 1 + en+ 1 - h, tends to o 
II S” II II Asn II II en II
(t’) Suppose that lim,,, (B - B’)e,/I( e, II = 0, then 
e fl+1 - B’e, e,+l 
II4 = 
- Be, + (B - B’)e, tends to o 
II en II II en II 
,, 
We shall first study the diagonal case for the matrix B. 
4.1. Case 1: B diagonal 
Let (s,) E Ck be a sequence converging to s. We are first interested in the diagonal matrices 
B such that (s,) E Lg. Suppose that 
IdI 
!ifII = 
ci exists for i = 1,2, . . . ,k, 
and set I = (i such that ci # O}. 
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Theorem 4.3. If there exists a diagonal matrix B = (Ai)i such that (s,) E LB, then (s,) E LB,, where 
B’ = (A:)i is a diagonal matrix, if and only if Ai = 2: for all i E I. 
Proof. It follows from Theorem 4.2. 17 
Remark 4.4. From Theorem 4.3, we remark that if I = { 1,2, . . . , k), there exists a unique diagonal 
matrix B such that (s,) E L,. 
If1 # (1,2, . . . , k} and (s,) E LB then there exist several diagonal matrices B’ which coincide with 
B on I. Moreover, if B and I - B are nonsingular, the matrix B’ and I - B’ can be singular or not. 
In Example 4.1 we have I = (11 and B is not unique. However, for the following example B is 
unique. 
Example 4.5. Let (s,) be the sequence defined by 
We have I = {1,2}, and there exists a unique matrix 
B= 
such that (s,) E L,. 
4.2. General case 
Theorem 4.6. Let (s,) E LB such that B and I - B are nonsingular. If one of the following two 
conditions holds, 
(i) lim,,, ek/ 11 e, /I = ci exists for i = 1,2, . . . , k, 
(ii) B is similar to a diagonal matrix, 
then there exists a nonsingular diagonal matrix B’ with I - B’ nonsingular such that s, E LB,. 
Proof. (i) Suppose that 
i 
.I%& 
= Ci exists for i = 1,2, . . . , k. 
(a) Let (s,) E LB where B = (Aij)i,j. We shall first construct a diagonal matrix B’ = (Ai)i such that 
(s,) E LB,. If B’ exists then we have, from Theorem 4.2, 
(B - B’)e, = o 
Em [(e, 1) ’ 
Using (i), it follows that 
AiiCl + AizCz + ... +(llii-_~)ci+~ii+lci+l + 1.. +ilikck=O for i=1,2, . . ..k. (6) 
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thus we immediately obtain 
: 
A! = Ci= 1 &jcj 
I if 
ci 
II; is any number 
i E I = {i such that ci # 01, 
in @ if if$1. 
(b) Let us now choose B’ nonsingular. If i$1 = {i such that ci # 0} we choose 1: # 0, and if i E I 
we shall prove that Ai # 0. Suppose that 1: = 0. From (6) we have x5= I ;lijCj = 0, thus 
( > 
i 
lim B& = 0. 
n+* 
Since (s,) E LB, then we must have 
lim eZ+i - (J%)’ = o 
“-‘CD lkll ’ 
therefore 
i 
From (1) of Lemma 2.1, (1 e, (I/ I( e,+ 1 1) is bounded, hence 
i 
en+1 
this yields a contradiction because i E I = {i such that ci # O}. Similarly we can prove that I - B’ is 
nonsingular. 
(ii) Let (s,) E LB such that B and I - B are nonsingular. Similarly to (a) of Theorem 2.2, we can 
prove that there exists (B,) E Mkxk(C) converging to 0 such that 
e n+i = (B + We,. (7) 
Since B is similar to a diagonal matrix, there exists a diagonal matrix B’ and a nonsingular matrix 
P such that B = P-‘HP. 
From (7) we have 
Pe,+i = (B’ + P&P-‘)Pe,, 
thus enfl = (B’ + P&P-‘)e, in the basis formed by the columns of P. The matrix PB,P-’ 
converges to 0, then (s,) E LB,. Moreover, B’ and I - B’ are nonsingular since B and I - B are 
nonsingular. q 
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5. Acceleration factors 
Let (s,) E @ be a sequence converging to s and T : s, --f T, be a scalar sequence transformation. 
We can write 
S -.Lsn 
T, = n+ll_.r. > 
wheref,E@ - (1) is called the acceleration factor of the sequence transformation T. It was 
introduced in [5] and studied in [l]. 
We shall generalize this notation in the vector case. Let (s,) E Ck and T : s, + T, be defined by 
T, = (I - F,)-%,+I - F,S,), 
where F, E Mkxk(c) such that I - F, is nonsingular for all II. F, is called the acceleration factor of 
the sequence transformation T. We can also write 
T, = s, + (I - FJ’As,. 
Example 5.1. Let us now consider the transformation H defined by 
H” = (1 - F,)- YS,+ 1 - F,s,) = s, + (I - F,)- 'As,,, 
where F, = AS,,+ 1 AS; ‘, AS,, is the matrix whose columns are As,,, As,+ i, . . . , As,+k- 1. H is 
Henrici’s transformation. 
6. Acceleration of convergence 
Let(S,)ELBWhereBEMkXk(c),andlet T:s, -+ T, be a sequence transformation with acceler- 
ation factor F,, 
T, = (1 - F,)-%,+I - Fns,), 
T, - s = (I - FJ1(e,+, - F,e,). 
Since (s,) E LB, there exists a vector sequence CC,, converging to 0 such that 
e !I+1 - &en = II en II a,; 
therefore 
T, -S = (1 - F,)-‘((B - K)e, + II~,Il~J, 
and thus 
~=(I--F.)-‘((B-FF.)~+a. . 
n n > 
(8) 
Hence we have the following theorem. 
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Theorem 6.1. Let (s,) E LB and F, be the acceleration factor of T such that I - F, is nonsingdar and 
[\(I-F,)-‘11 dAforn2N,whereA>O. 
Proof. (i) From (8) we have 
ll;;e;,s” < ,I(1 - FJ-‘II II@ - J’Aen II + ,I cI I, . 
II en II 
n 9 
n > 
therefore 
II T, - s II < A 
IMI ’ 
II (B - f’Jen II + ,, a ,, 
lIenIl n 
and finally we obtain 
lim IIT”-sll =. 
n-m lIenIl ’ 
q 
Corollary 6.2. Let (s,) E LB and F, be the acceleration factor of T such that 11 F, 1, d d < 1 for n 2 N; 
then 
lim II T, - s II = 0 if and only if lim II@ - K)e, II 
n+m lIenIl n-cc Ild =O. 
Proof. We have 11 F, II < d < 1, for n 2 N, then I - F, is nonsingular and 
II(I-FF,)-lIl <&=A fornaN. 
( -c=) Suppose that 
lim II (B - Fn)en II 
n+m lIenIl = O* 
Using Theorem 6.1 we obtain 
IIT,-sll =. 
2: l,e,ll * 
( =E- ) Suppose that 
lim II T, - s II = o 
n+m lIenIl ’ 
From (8) we have 
V - f’XL -- = (B _ F ) en 
II en II 
I a . 
n IIG II ” 
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therefore 
II (B-Fn)&+nn II 
1 IIT,-sll 
’ 1 -d /Ie,II 
for n 3 N. 
Since the sequence a, converges to 0, we obviously obtain 
lirn II fB - J&II 
n-tee IIeJ =O’ •i 
Remark 6.3. We remark that the necessary and sufficient condition given in Corollary 6.2 for the 
convergence acceleration is important, because the uniqueness of the matrix B is not required. Such 
a result generalizes those of [6,8] (lim,, o. 11 B - F, )I = 0) f 
(F,) converges to B. 
or which B is assumed to be unique since 
Remark 6.4. For the fixed point sequence defined in Example 1.4, there exists N such that for all 
n2N 
IIen+I -s’WJI ~iMIIenllZ9 (9) 
then it follows that s, E I,,,(,, and lim,,, II a, II/II e, /I d M. 
Moreover, if the acceleration factor satisfies II F, II d d < 1 for n 3 N, and if there exists c > 0 
such that 
then 
lirn ‘1 ‘” - ’ II ~ 
n-rm lIenIl j&c + MI. 
Example 6.5. Let (s,) E C2 be the sequence defined by 
S” = (W,~ t3nT, s = (O,O)T. 
Using the maximum vector norm (I * II co, we prove that 
- Be, 
!\teR+;e.l, = 0, 
where 
4 0 
B= 0 1 ( > for all AEC; 
then s, E LB for all ;1 E C. The matrix B is not unique. 
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The acceleration factor of Henrici’s transformation (obtained by Mathematics) is 
1 0 
F,, = AS,,,,AS,’ = 2(2n2 + 14ni+ 21)(jr+2 n(2n2 + 15n + 31) 
2n5 + 2311~ + 106n3 + 241n2 + 264n + 108 6n3 + 51n2 + 153n + 162 
and 
(I - F,)-’ = 
We also have 
4(2n2 + 14n2+ 21)(s)“+ l 
0 
3(n + 3)(2n2 + lln + 18) 
2n5 + 24n4 + 119n3 + 300n2 + 365n + 162 4n3 + 36n2 + 122n + 162 
lim II H, - s II = o 
n+m II4 . 
From Corollary 6.2 and if we use the Frobenius norm )I. llr, we obtain the same result. The 
matrix 
(9z.2 
(f)““(, +y,ln: 2) 
is not uniformly invertible because [&Definition 6, p. 1041 
thus Theorem 1.11 of [6, p. 3031 and Theorem 8 of [S, p. 1051 do not imply that Henrici’s 
transformation accelerates the convergence of (s,). 
We shall now give a sufficient condition for (AS,) to be not uniformly invertible. Suppose that the 
limit 
I4 ci = i& I) exists for i = 1,2, . . . , k, 
and recall that I = {i such that ci # O}. 
We have the following theorem. 
Theorem 6.6. Suppose that there exists B E Mk X k(C) nonsingular with 11 B II < 1 such that (s,) E Lg. If 
there exists i E { 1,2, . . . , k} such that ci = 0 then the matrix AS,, is not uniformly invertible. 
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Proof. AS,, is the matrix whose columns are As,, As,+ 1, . . . , As,+~- 1. Recall that As, is uniformly 
invertible [S, p. 1041 if and only if there exists d > 0 such that 
I DeWWI 2 4 As, II II As,+ 1 II - II h+k- I Il. 
Let i be the index such that Ci = 0; we have 
A& eb+l IIe,+lll d, -=--- -- 
II en II II en+ 1 II II en II II en II 
and 
_ = A& lIenIl AS; 
IIWI me,’ 
From Lemma 2.1, II en + 1 II / II en II and II en II / II As, II are bounded (because l/l\ BP1 )I < 1); therefore it 
follows that AeL/II e, II and Ask/ /I As, II converge to 0. Thus we immediately obtain 
I DWSJ I 
ii: Il~snll IlAs,+~ll ... llh+k-III =O’ 
so the matrix (As,) is not uniformly invertible. 0 
Remark 6.7. Let (s,) E L, such that I - B is nonsingular, and AS,, is uniformly invertible. The 
acceleration factor of Henrici’s transformation is F, = AS,+ 1 AS, ‘. From [S, (9), p. 1061 we have 
(I -F,)-’ = (I - &)(I - II-‘, where (D,) is a matrix sequence converging to 0. Thus the matrix 
(I - F,)- ’ is bounded, and from Theorem 6.1 we obtain the same result as that in [S, Theorem S]: 
lim II H, - s II I/ I, 
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