Practical scheduling usually has to react to many unpredictable events and uncertainties in the production environment. Although often possible in theory, it is undesirable to reschedule from scratch in such cases. Since the surrounding organization will be prepared for the predicted schedule it is important to change only those features of the schedule that are necessary.
Introduction
Scheduling is a hard problem both in theory and practice. Theoretical scheduling problems, which are concerned with searching for optimal schedules subject to a limited number of constraints, suffer from excessive combinatorial complexity and are mostly NP-hard (Garey and Johnson 1979) . The optimization aspects of the scheduling problem have been a subject of investigation by the Operations Research community for many years (Baker 1974) , (French 1982) , and (Bl ′ azewicz et al. 1993) . However, there are relatively few reports of the implementations of such systems in manufacturing practice. Practical problems although more highly constrained, are complex due to the number and variety of the constraints themselves, many of which are "soft" e.g. potentially relaxable human preference constraints, rather than "hard" physical constraints (Fox 1987) . In addition an effective schedule often needs to be evaluated against a number of potentially conflicting goals which themselves may not be precisely defined, and many of the scheduling parameters such as processing times, material arrival times, resource availability etc. are also subject to uncertainty (Fox and Kempf 1985) . The optimization-oriented approaches of Operations Research have rather limited ability to express goals and constraints of this nature, and lead to problem representations that are often inadequate in terms of their correspondence with shop floor reality, and with the ways in which human schedulers can relate to the schedule construction process. The importance of adequate constraint representation has lead to the increasing use in scheduling of knowledge representation techniques developed by the Artificial Intelligence community (Fox 1994) .
Such techniques allow for the explicit representation of imprecision, uncertainty, and relative importance in goals and constraints. Recent work by the AI community on the solution of constraint satisfaction problems (Sadeh 1991 ) is also of direct relevance to scheduling if the latter is regarded as the incremental construction (in terms of progressive assignment of start and finish times to operations) of a solution that satisfies the constraints in a problem space in which each additional assignment imposes a new set of constraints on the remainder of the solution.
In the dynamic environment of the shop floor, a variety of unexpected events are continually occurring and any schedule must in practice be subject to frequent revision to ensure it is in line with changing shop floor status. Scheduling is thus an ongoing and continuous process. The problem of updating schedules in the most effective way when the constraints or assumptions on which they are based are changed or invalidated is one that is receiving increasing attention amongst both researchers and practitioners, and is generally termed "reactive scheduling".
The main alternatives to the revision of a schedule in the presence of real time shop floor feedback are either to incorporate the new information by completely regenerating the original schedule from scratch, or by "repairing" the previous schedule in some way.
The first approach might in principle be better capable of maintaining optimal solutions, but as pointed out above, such solutions are rarely achievable in practice, and computation times are likely to be prohibitive. Furthermore, frequent schedule regeneration can result in instability and lack of continuity in detailed shop floor plans, resulting in increased costs attributable to what has been termed "shop floor nervousness". Thus most approaches to reactive scheduling are based on infrequent regeneration of a basic predictive schedule which then maintains continuity by serving as a nominal reference for the identification and specification of schedule changes as it is progressively modified. Predictive and reactive scheduling may thus be seen as complementary activities (Smith 1994 ).
An important issue in which this complementary relationship between predictive and reactive scheduling is highlighted is that of schedule robustness. A robust predictive schedule is one which is likely to remain valid under a wide variety of different types of disturbance. Robustness is clearly a desirable attribute of a predictive schedule as it will reduce the number of subsequent reactive scheduling decisions required as the schedule is executed (Drummond, Swanson and Besina 1994) .
Robustness can generally be increased by the avoidance of unnecessary computational reaction to disturbances in a predictive schedule that has been specified to unrealistic degrees of precision. Although least commitment strategies are potentially useful in this respect, an alternative is to generate schedules in which the presence of uncertainty is recognized and explicitly represented. Temporal propagation of the uncertainty allows the possibility of the effects of unexpected events being localized to that part of the schedule where it is most certain they will have a significant impact rather than being propagated to far regions of the planning horizon where in reality they would be swamped by cumulative uncertainty arriving from other sources. Furthermore, evaluation of schedules incorporating uncertain processing times can provide a framework in which situations where critical events are tightly scheduled with little slack will be given a lower robustness score than those where slack exists. Although some work has been reported on the explicit representation of uncertain events in scheduling (Bel et al. 1989) , (Kerr and Walker 1989) , the problem of reactive scheduling and schedule robustness has not been explicitly addressed in this context.
In this paper we examine an application of fuzzy temporal reasoning to represent and propagate schedule uncertainty within the context of scheduling the operations of a steelmaking plant. This will be seen to assist in the generation of robust schedules which result in considerable reduction in the amount of reactive scheduling required. The examples are taken from an application at the Böhler Uddeholm, one of the most important European producers of high-grade steel. An expert system that supports the technical staff in the steelmaking plant in generating schedules for steel heats for one week has been previously developed (Dorn and Shams 1991) . However the production rule based nature of this system only allowed shallow modeling of the expert's knowledge, and several enhancements have been proposed to generalize the problem-solving method and to use deep knowledge instead of shallow rules (Dorn 1992) , (Dorn 1994) , (Dorn and Slany 1994) , (Slany 1994) . These enhancements include explicit representation of uncertainty and vagueness in scheduling parameters using fuzzy sets.
The Steelmaking Process
The steel plant under consideration produces high-grade steel from crude steel using an alloying process for subsequent delivery to other plants which are concerned with forging and rolling. The basic processes to be scheduled are shown in block form in Fig. 1 . Crude steel is first melted with the relevant alloying metals such as manganese, tungsten, chromium, or others in an electric arc furnace (EAF). The melted steel is then processed in the secondary metallurgy (SM) first by pouring into ladles that are transported by a crane to a ladle furnace where fine alloying takes place, then on to a special treatment in a vacuum oxygen decarburation unit. The next step is the processing of the steel in a continuous caster (CC) to form slabs or the casting of it into moulds to form ingots. For jobs using the continuous caster, if two sequential jobs using the same format are processed, the second job must be delivered in time to the caster to allow it to cast continuously otherwise a set-up time must be considered. invested in these semi-finished goods. Moreover, since the steel cools down it must be reheated in the next plant. To reduce costs and to improve the quality, some orders have due dates at the subsequent plant which must be met as closely as possible.
As indicated in Fig. 1 , two production lines share the continuous caster and the teeming bays. For every steel quality there is a process plan that prescribes on which line the job will be produced and which processes it will require. Once a week, engineers of the different plants meet to discuss orders for the next week. Compatible orders that may have different destinations are combined to form jobs. For each production line of the steelmaking plant a list of jobs for one week is worked out manually. The task of the scheduler is to find a possible sequence for all jobs which violate as few compatibility constraints as possible and to allocate resources over time without violating temporal and capacity constraints. The result of this scheduling process may be that some orders are rejected and shifted to the next week.
Constraints in Scheduling
During the construction of a schedule several constraints have to be considered. These constraints are often vague and conflicting. The engineer has no pretension to generate an optimal schedule because he knows that the uncertainty in the execution of his plan would break this optimality, but he does know that some schedules are better than others. Three kinds of constraints may be distinguished: compatibility, temporal, and capacity constraints. Compatibility constraints between the permissible relative chemical compositions of sequentially processed jobs are the most important constraints on the schedule. Residuals of one heat in the electric arc furnace may pollute the next heat and so the engineers use as a rule of thumb that 3 % of a chemical element in a heat remain in the wall of the electric arc furnace and 3 % of the difference of the elements in two consecutive heats will be assimilated by the second heat. The 3 % is in fact always on the safe side and in some cases the expert relaxes this factor. However since these constraints are not central to the issue of reactive scheduling, we do not consider them further here and refer to (Dorn and Slany 1994 ) for more details.
Since some steel qualities require the cast steel to be hot for subsequent treatments such as forging, due dates exist that should preferably be met to within a tolerance of ± 2 hours.
The average number of jobs with such due dates is about 10 %. These due dates are soft rather than hard constraints since they may be relaxed through negotiations with the subsequent plant.
Waiting time between operations means either that the steel cools down and must be reheated or it must be heated continuously during waiting. Both result in costs and for some steel grades, unfavorable effects on the quality may result. The scheduler must therefore guarantee that slack times between the successive operations of a job may not exceed a certain limit. An objective for production is thus to have slack intervals as small as possible, resulting in minimization of the flow time and reduced production costs. Also, jobs on the continuous caster should be scheduled either continuously or with sufficiently large breaks to allow set-up and maintenance. Since the continuous caster is a resource which is shared between the two production lines, it is important to schedule it effectively and to ensure that jobs arrive at the correct time.
BEST-ingots introduce some problems. Typically there are groups of such jobs which tend to be low alloyed, forging grade ingots with the same chemical quality requirements.
From the compatibility view point they should be produced in sequence. However since only one place exists for them in the teeming bay, and the solidification time tends to be considerably longer than the other process times, they cannot be scheduled immediately after one another. This can present a problem especially for big ingots which have a very long solidification time. Typically they need to be scheduled with sufficient gap between them to allow for solidification of one job in the teeming bay to be complete before the next job arrives.
Uncertain Process Times and Reactive Scheduling
Individual processing times of jobs depend on the type and quantity of steel being processed. The duration of the secondary metallurgy (SM) and the casting (CC) processes are to some extent controllable so that slack time can be reduced. This controllability will be ignored in the discussion that follows which centers on the uncontrollable and unpredictable components of the process time only. All processes have an inescapable element of variability, which may be captured in the form of possibility distributions. Assuming jobs of average size, the following diagrams represent estimates by experienced schedulers of the possibility distributions of the times required for different processes. Each diagram represents the degree of membership of the natural numbers within the indicated range, of the fuzzy set of time durations for that process. Time durations are thus measured by trapezoidal fuzzy numbers. However, for the purpose of improving the understandability of temporal propagation in subsequent discussion we also show in Table 1 three characteristic durations, i.e. the minimal, the most likely and the maximal duration. The most likely duration can be computed from the fuzzy sets by determination of the center of gravity. From the extent of the variability shown by these process times, it is clear that potential problems can occur as a result of jobs taking longer than their expected process times. A schedule that has been constructed to satisfy the relevant constraints can be invalidated due to constraint violations when jobs take other than the process times assumed for the purposes of constructing the predictive schedule. Since the bottleneck resources tend to be the electric arc furnaces, a single job taking longer than normal to process on the electric arc furnace can result in all subsequent jobs being later than their scheduled times, thus causing due dates to be missed. This can also have serious implications for jobs processed on the continuous caster. For example if a job arrives from one production line for processing on the continuous caster but this is still processing a late job from the other production line, the first job may be destroyed if it has to wait too long. The same type of problem may occur with jobs using the BEST-technology where if the dedicated teeming bay is still occupied by the previous "BEST"-job which is late, the job requiring the teeming bay must wait and will block other jobs in the secondary metallurgy.
In practice, the engineers who schedule the plant attempt to construct schedules that are reasonably robust with respect to the variability in the process time. Thus jobs from different production lines are scheduled on the continuous caster with gaps between them to try and minimize the possibility of conflicts resulting from lateness. "BEST"-jobs are also scheduled at a maximum of two per day to minimize the possibility of more than one "BEST"-job requiring space in the teeming bay. The predictive schedule is prepared for a period of one week ahead, and during the course of its execution, the engineers make judgmental decisions as to whether or not it will require modification in the light of unfolding events. For example a job that takes longer than usual to process on the Electric Arc Furnace may, in a crisp evaluation of the schedule, result in a subsequent job being predicted to just miss its due date. However, rather than rescheduling this job, the engineer knows that the degree of uncertainty in the events still to occur before that job is processed will mean that this minor constraint violation is not yet significant at this stage and will not perform any rescheduling.
An Expert Scheduling System was constructed for use in the plant (Dorn and Shams 1991) which used crisply defined average process times for the construction and evaluation of the schedule. This was based on the use of simple heuristics similar to those used by the human scheduler to construct an initial schedule which was then evaluated against the applicable constraints, and subject to a "repair" strategy to attempt to improve it by reducing the number of constraint violations. This technique is clearly directly applicable also to the reactive scheduling problem in which unfolding events generate constraint violations which in principle could be subject to repair using the same strategy as the predictive scheduler. However the assumption of crisp process times made in the original scheduler did not allow the possibility of grading reactively generated constraint violations according to the degree of uncertainty surrounding them, and of using this as a basis for selectively repairing only those violations that were significant. Furthermore, use of crisp process times also inhibited the evaluation of schedules according to their relative degrees of robustness against contingencies, and the establishment of a trade-off between robustness and cost (which the human schedulers performed implicitly). In the next section we describe, in the form of a simple example, a modified form of the predictive scheduler which uses fuzzy rather than crisp process times for the evaluation of schedules in order to partially overcome the problems outlined above.
Schedule Generation
The strategy used by the system to generate a schedule is to use constructive heuristics based on those used by human schedulers to produce an initial schedule assuming that all processing times take on their most likely values. Jobs are scheduled in order of their criticality (defined later) with no backtracking. Some constraints may hence be violated.
However when the schedule is evaluated for such constraint violations, the crisp processing times are replaced by their fuzzified possibility distributions, and temporal events are predictively propagated using rules for the addition of fuzzy numbers. The result of this is that temporally distant events whose timing has been computed by the addition of several fuzzy processing times will have broader possibility distributions than temporally close events whose timing is dependent on the execution of only one or two processes.
Temporal constraint violations are thus not expressed in a binary satisfied/unsatisfied form but as a matter of degree, with each temporal constraint having a degree of satisfaction in the range [0,1] based on the amount of overlap of the temporal estimates of events whose relationships are constrained. Thus the extent to which a due date constraint is met is measured by the degree of overlap between the due date (which may itself be fuzzily defined) and the fuzzy estimate of the finishing time of the job.
Threshold values, which may be zero, can be defined for acceptable and unacceptable degrees of constraint satisfaction (which can vary according to the type of constraint). If the degree of satisfaction of a constraint is unacceptable, then the schedule must be repaired by rescheduling in such a way that the threshold value for the constraint is met.
The evaluation of the total schedule is performed by combining the degree of satisfaction of the individual constraints (which may themselves be weighted) in some appropriate
way. An iterative improvement method based on Tabu Search (Glover 1989 , Glover 1990 is used to attempt to improve the schedule score by progressive interchange of jobs.
This also allows the incorporation of robustness into schedule evaluation. For example it is critical that jobs scheduled on the continuous caster which originate from different production lines do not overlap. However, the closer they are scheduled together on the continuous caster, the higher will be the degree of overlap of the fuzzy estimates of the time period over which they will require the continuous caster, and the lower will be the robustness of the schedule. This fact can be incorporated into the schedule evaluation function with a weighting factor that gives the appropriate trade-off between robustness and cost. If a job takes longer than its normal processing time but (for example) this does not result in any due date constraint satisfaction dropping below its critical threshold, no rescheduling action need necessarily be taken other than the routine application of the iterative improvement method.
By means of a small demonstration we now show how a schedule is constructed, evaluated, and repaired when presented with unfolding events. We assume that within the planning horizon a preliminary schedule can be built from the given jobs for each production line. We start with one production line and later extend this example to the second line to highlight the concept of schedule robustness.
Generating a preliminary schedule with domain heuristics
For simplicity, we restrict ourselves to a planning horizon of one day and assume that we can schedule eight jobs. The preliminary schedule is constructed with simple heuristics which only implicitly consider the different constraints. The duration of the operations are represented crisply with a relatively large granulation. We will assume two and a half hour melting time in the arc furnace, two hours in the secondary metallurgy, one and a half hours on the caster and five and a half hours for normal ingots, and twelve hours for the BEST-ingots.
The jobs to be scheduled are displayed below in Table 2 . The "job no" identifies the job (e.g. j 1 3 means first production line, third job). The column "type" reveals which product, a slab or an ingot with or without BEST-technology, should be processed. The "due date" imposes an additional time constraint on some jobs. The due date should be met by the finishing time of the last operation of the job. The "importance" of jobs is given a priori and is related to customer/market considerations. Linguistic variables have been used to describe job importance. From the importance of jobs and their specific characteristics a criticality value is computed that is used to decide in which sequence the jobs will be scheduled. An example for such a fuzzy rule is as follows:
IF the proportion of BEST-jobs is greater than 0.3 AND a job J is a BEST-job AND the importance of a job J is high THEN the criticality of job J is very high As there is only one place for BEST-ingots which need a long solidification time compared to the preceding processes, the jobs that produce BEST-ingots may not be scheduled immediately after another. An interval should be left between these jobs that allows the first ingot to have solidified by the time the second is cast. In this case the heuristic assumes an interval of twelve hours should be left between "BEST"-jobs (which can of course be later relaxed to some degree according to prevailing circumstances). The jobs processed on the caster should be scheduled in sequence so that the two heats can be cast continuously. Jobs with a due date will be scheduled next. As there is always enough room in the teeming bay for normal ingots no capacity constraint is posed there. The system now generates a schedule by scheduling the important or most difficult jobs as described below.
First we schedule the two "BEST"-jobs (j 1 1, j 1 2) as far apart as possible. The first starts at 2 pm which will be the start of our planning horizon and the second is scheduled at the end. Since we assume that each job takes two and half hours on the electric arc furnace and we have eight jobs, the second "BEST"-job is scheduled at 7.30 am.
Next we schedule the caster job with a due date (j 1 3). We back schedule the operations of this job from the time due, assuming crisp processing times, and obtain a scheduled start time of 12.00 pm for this job. The second job with a due date is j 1 4. Again, scheduling backwards from the time due, and assuming the solidification time is five and a half hours, a starting time of 5 am is assigned to this job. Now the second job to be processed on the caster can be scheduled in sequence with the other "caster"-job. Finally, we also assign start times to the three remaining jobs in order of their criticality value and arrive at the schedule in the following figure. 
Schedule Evaluation
A schedule is evaluated in terms of the degree of satisfaction of the applicable constraints. Schedules with high satisfaction scores are good schedules. A schedule for which the degree of satisfaction of any constraint is below the critical threshold for that constraint is not feasible. Since it is not always possible to find a feasible schedule for all jobs, we also evaluate the schedule in terms of the number of jobs successfully scheduled, weighted by their average importance.
We assume the importance of each job J i is given by a fuzzy value denoted by the function importance(J i ). Further, we assume that n is the number of existing jobs. We then compute the mean importance of all jobs that are scheduled. In our example we achieve a mean importance that is medium. The degree of satisfaction of a constraint is given by the function satisfaction(C j ). Since not all constraints have the same importance for the schedule evaluation, the satisfaction is weighted by a type-specific factor. Although a constraint satisfaction which is below the critical threshold (which can also represent violation of a hard constraint) should lead to a refusal of a schedule, in the evaluation function a strongly violated constraint which is nevertheless above its threshold may be neutralized by other unviolated constraints. The evaluation of a schedule S is then:
As mentioned previously, a very important set of constraints deals with chemical compatibility between adjacent jobs. However to give better visibility to the temporal aspects of the reactive scheduling problem, we shall not consider them explicitly here. We thus have three explicit constraints in our problem. There are two due dates for the jobs j and the constraint that j 1 1 and j 1 2 must be separated to the extent that the possibility they will conflict in their demand for space in the teeming bay is acceptably low.
To model the evaluation of the due date constraint, we define a fuzzy set A which is the set of all jobs that approximately meet their due date dd within the interval of [dd-2, dd+2] hours. The membership function will evaluate to m A (x) = 1 if the due date x is met within the interval of [dd -1, dd + 1] hours which we define as an in time value for this constraint. It will evaluate to m A (x) = 0.6 for a due date violation of ± 2 hour which we define as early / late. Finally it will evaluate to m A (x) = 0.3 for a violation of ± 3 hours which we define as very early / very late. Outside the fuzzy set A it will evaluate to m A (x) = 0 for a violation larger then ± 4 hours. The membership function values in between can be linguistically described in terms of for example almost very good for 0.7 and so on. For our preliminary schedule, events must now be propagated forward from the crisply defined start of the planning horizon to obtain a fuzzy estimate of the predicted completion times of the jobs with due dates. This is obtained by addition of the fuzzy process times defined in Fig. 2 for all jobs that must be processed on the electric arc furnace prior to the jobs with due dates, (which determine the fuzzy start times of these two jobs) and the fuzzy process times of the jobs themselves. Addition of fuzzy process times is performed by rules defined by (Kaufmann and Gupta 1985) . The boundaries on the resulting fuzzy finishing times for j 1 3 are shown in Fig. 5 which displays the propagation of earliest start and latest finish times of jobs up to and including j 1 3. The resulting fuzzy finishing time of j 1 3 is shown in Fig. 6 in relation to the fuzzy due date.
As four jobs precede j 1 3 and each adds about 2 hours possible delay on the electric arc furnace the starting of j 1 3 could be delayed by 8 hours at the most (see table 1 ). The fuzzy duration of j 1 3 shows that it can take +2 hours on the electric arc furnace, +0.5 hours on the secondary metallurgy and +1.5 hours on the continuous caster. So the total latest finish time possibly predictable will be the scheduled finish time which is 6 am + 8 hours + 4 hours = 6 pm (which is almost impossible as expressed by the low membership degree in Fig. 6 ). Even though the operation of the preceding jobs on the secondary metallurgy can also vary, it will not change the overall completion time as the worst duration on the electric arc furnace will dominate. To determine the degree of satisfaction of a due date, we apply a set of rules that map the topological features of the overlap between the fuzzy finishing time and the fuzzy due date to the interval [0, 1] . These values can in turn be mapped to linguistic variables. We assume that our rules give a degree of satisfaction of 0.8 for the job j 1 3. If we assume that the critical satisfaction threshold for the due date constraint is set at 0.4 a further set of rules could map this degree of constraint satisfaction to the linguistic variable high. As seen in Fig. 6 the overlap within the range of the most likely duration is very large.
Fuzzy temporal propagation is also used to determine whether there is enough time for the first BEST-ingot to solidify before the second one is cast. The overlaps of the fuzzy estimates of the finish time of the first "BEST"-job and the start time of the second are evaluated by event propagation. The rules which map the topological features of this overlap to the [0,1] interval generate a degree of satisfaction of 0.9 for this constraint, which is above the critical threshold of (say) 0.5 and is in turn again mapped to the linguistic variable high (i.e. resulting in a high satisfaction of this constraint). The overall evaluation of the preliminary schedule in terms of constraint satisfaction can then be determined using rules which combine the degrees of satisfaction of the individual (weighted) constraints. We assume that these rules result in a score of 0.9 for the overall schedule, which may also be mapped to the linguistic variable high.
Robustness of Schedules
We will now add the second production line to our example. Again we look at the list of jobs and try to build a schedule by first taking the important and difficult jobs into consideration. We will not explain how the normal ingots are scheduled and concentrate on the critical jobs which use the continuous caster and the solidification bay for BESTingots. We have two jobs with due dates and two jobs that have to be scheduled on the caster as can be seen in the next table. Since we have also two CC-jobs on the other production line these jobs are critical in terms of attempting to avoid conflicts for the continuous caster. They should be scheduled in sequence. However, the due dates for the other two jobs must also be met if possible.
We also have to guarantee that even if the jobs of the second production line scheduled on the continuous caster are late they will not conflict with the jobs of the first production line. So the further we schedule those jobs apart the more robust our schedule will be. We assume we have constructed with our heuristics the following schedule: It will be seen that the presence of process time uncertainties leads to an overlap between these two events which implies the possibility of conflict. A set of rules is then invoked which reflects the human schedulers attitude to this degree of overlap in terms of schedule robustness, and we shall assume that it maps to a value of 0.3 in terms of the degree of robustness of the schedule with respect to this particular continuous caster conflict constraint. If we further assume the mapping rules were developed on the basis of the acceptability criterion for degree of satisfaction of this particular robustness constraint being 0.5, then it is apparent that this schedule is unacceptable with respect to robustness, and must be repaired. 
Repair of Constraint Violations by Tabu Search
By a local modification of a schedule such as for example the exchange of two jobs, the evaluation of the schedule might be improved. To optimize a schedule globally such modifications can be applied iteratively until some stopping criterion is satisfied. However,
for most scheduling problems it is very likely that such a hill-climbing approach will get trapped in a local optimum. To avoid this, Tabu Search (Widmer and Hertz 1989) , (Barnes and Laguna 1993) , Simulated Annealing (Laarhoven et al. 1992) , (Zweben et al. 1992) , and Genetic Algorithms (Fox and McMahon 1991) , (Lawton 1992 ) have been applied to scheduling problems. With these methods no optimal solutions can be guaranteed but usually the results achieved are very good. The latter two approaches apply a random choice of modification operators. A more detailed discussion of these methods can be found in (Dorn 1995a ).
For Tabu Search used here, we generate a sample of neighbors and then select the best of these schedules. How this sample is constructed will of course have considerable influence on the effectiveness of the search.
Motivated by the min-conflicts strategy of Minton et al. (1990) and the repair-based strategy of Zweben et al. (1992) we try to repair the greatest constraint violation. Our repair-based strategy tries to improve the overall schedule evaluation in terms of fuzzy values. It is an iterative process consisting of single repair steps. The procedure first determines a significant constraint violation (i.e. a constraint satisfaction which is below its critical threshold) and tries to repair it. By applying the repair step to satisfy a violated constraint of our schedule, we achieve a new schedule whose evaluation function must be improved.
The repair process will iterate as long as there are any degrees of constraint satisfaction below their thresholds. Afterwards the repair is used to optimize the schedule further by attempting to increase the degree of satisfaction of remaining constraints that are above the threshold level. As a stopping criterion for the optimization we use the ratio between achieved improvement of a repair step and the number of applied repair steps. If this ratio becomes smaller than a predefined value we stop the search.
In its simplest form, a repair step is an exchange of two jobs that improves the schedule. For example, in the case of a due date constraint one job is involved. To repair an unacceptable constraint satisfaction value, the job is exchanged with any other job and the new schedule evaluated. If the constraint satisfaction degree has increased to above its threshold, and no other constraint satisfaction has dropped below the corresponding threshold then the repair step is finished. Otherwise, other exchanges have to be tried.
Sometimes we have more jobs than we can schedule. In this case an exchange with a job in the list of unscheduled jobs is also allowed.
In the example discussed, the only unacceptably satisfied constraint relates to the robustness issue, and is that a conflict may occur on the caster. The repair-based algorithm tries to reschedule either j In general, a repair step can consist of several exchange operations in order to escape local optima. Tabu Search always selects the best neighbor, but to escape local optima it is also possible to select an operator that leads to a worse schedule. To avoid reversals and cycles, attributes of past solutions are stored in a Tabu List. New generated solutions that have this attributes are "tabu" unless some aspiration level condition overrides this tabu status. Furthermore, after n modifications the tabu attribute is removed, because the list has a restricted length of n items.
We store a job and its old place in the schedule in the tabu list. Thus modifications that move a job back to its old place are tabu. After seven modifications the attribute is deleted and the job may return again to its old place. Moreover our aspiration level condition allows the overriding of a tabu status if the new schedule achieves a new best evaluation.
Initial experiments have shown that we always find a good feasible schedule within a quite small number of repair steps.
Reactive Scheduling
Repairing a schedule during its first construction is a similar process to the reaction to unexpected events. Such an event may cause a constraint to be violated. For example, if one operation takes longer than expected, a due date constraint may be violated. We can now evaluate this violation and if necessary, apply the repair strategy to solve it. We assume that through the occurrence of event E the evaluation of our schedule deteriorates.
The optimal reaction would be that we find a set of repair steps so that the new evaluation would be as good or better than the old evaluation (before E).
However, to avoid frequent changes of the schedule due to very small deviations between predicted and actual times, we should define thresholds as to what events are significant. The first threshold is concerned with the event itself and is set so as to prevent re-evaluating the schedule as a result of events that are obviously trivial. Re-evaluation should only be performed if the event E is regarded as significant as measured for example by occurring at a time that deviates by an amount greater than some absolute threshold (e.g. 10 mins) from its predicted time. The second threshold relates to the degree of change in the schedule evaluation score, or in degrees of satisfaction of individual constraints, that can be tolerated before repair is considered necessary.
As a simple example, consider that the melting of job j 1 1 is finished in two hours rather than the expected 2.5 hours. If we do a new evaluation that consists of a new temporal propagation, the likelihood that the subsequent jobs will finish earlier than expected is greater, since they all start earlier. The fuzzy finish time of job j 1 3 can be shown in relation to its fuzzy due date. In Fig. 9 job j 1 3 has a slightly changed latest finish time (compared with Fig. 5 and Fig. 6 ). For the latest finish time of j 1 3 we assume all prior jobs to take 2 hours longer, but now we can reduce this uncertainty as job j 1 1 has definitely taken 2 hours instead of possibly four and a half hours. So we are gaining two and a half hours. The fuzzy finishing time does not extend so far down the time horizon since there are fewer uncertain process times remaining on which the timing of this event depends. However our rules for mapping of the topology of the overlap with the fuzzy due dates on to [0,1] do not change the degree of constraint satisfaction, so no repair is necessary. This would contrast to the crisp case in which use of average times would lead to the prediction the job would be too early and would have to be rescheduled. As we progressively execute the schedule, the width of the fuzzy estimates of the finishing time of this job progressively narrows, to the point where it is sufficiently accurate as to tell us whether or not a significant problem exists and rescheduling should occur.
As a further example, consider the case in which melting of both jobs j shows that this overlap has been slightly reduced due to the fact that some of the uncertainty in the schedule has been removed by the execution of three jobs (their process times being removed from a range of possibilities and placed in the category of crisp values). Thus although the actual events appear to have pushed the expected execution times of the two pairs of jobs requiring the continuous caster closer together, the schedule itself is actually more robust than before because the event timings are known more precisely.
We find however that late finish of job j 2 3 results in a problem with j 2 1 now being too late (causing the due date constraint satisfaction function to drop below its threshold).
Thus although no rescheduling is required from a robustness point of view, we do require to reschedule from the point of view of the due date constraint of j 2 1. As before, the iterative improvement method is applied to repair this constraint violation. The best choice is to exchange j 
Conclusions
In this paper we have demonstrated by means of a simple example, how fuzzy temporal representation of schedules, coupled with a repair-based scheduling strategy, can assist in the explicit representation of the robustness of a predictive schedule, and through the setting of constraint satisfaction thresholds, in the evaluation of whether and the extent to which a predictive schedule needs to be modified during the progress of its execution. At present, the degree of robustness of the schedule is measured simply in terms of degrees of overlap of certain critical events. Other measures of robustness are obviously possible and work is in progress on the development of a separate expert system that evaluates robustness in a more sophisticated way. Clearly, the behavior and hence the effectiveness of the system will also to a large extent depend on the threshold values of each constraint.
These values therefore require a considerable degree of fine tuning in an environment in which some measure of effectiveness of schedule reactivity can be systematically related to individual threshold values. It is anticipated that simulation will be used to assist in this task. The scheduling system is also in the process of extension to represent additional temporal constraints introduced by shifts, the working hours of subsequent plants, and production set-ups and maintenance operations. The issue of controllability of process times as discussed by Dubois, Fargier and Prade (1993) and the implications of this controllability for reactive scheduling and robustness are also being investigated.
The iterative repair algorithm is also still under investigation. Usually in iterative improvement methods like Tabu Search (Barnes and Laguna 1993) , Simulated Annealing (Zweben et al. 1992) , or Min Conflicts strategy (Minton et al. 1990 ) only local modifications are tried. In this case we search for repair steps in the entire schedule. This can be very time consuming. Looking at the last example we can also see that more sophisticated repair steps are possible. Consider the case where the long duration of j 2 3 in the arc furnace had also violated the due date of j 2 2. The iterative improvement method would solve both constraints separately in two repair steps. However, an exchange of the jobs j 2 1, j 2 6, and j 2 2 with job j 2 5 would be more appropriate. Experiments with case-based reasoning are currently being performed to learn such repair steps (Dorn 1995b ).
In another paper (Dorn and Kerr 1994) we have examined the application of fuzzy constraints and tabu search to cooperating scheduling systems. For a steel plant in Linz (Austria) we optimize the schedules of the steelmaking plant and the rolling mill cooperatively. Again fuzzy constraints allow to achieve easily a trade-off between different objectives.
