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Slu£ajne matri£ne igre
Povzetek
Slu£ajne matri£ne igre so obi£ajne matri£ne igre, katerih pla£ila so slu£ajne spre-
menljivke. Celotna diplomska naloga temelji na primerjavi vrednosti povpre£ne igre
ter povpre£ne vrednosti igre. Matri£no igro predstavlja slu£ajna matrika. Vrednost
povpre£ne matri£ne igre je tedaj v(E(M)), povpre£na vrednost matri£ne igre pa
E(v(M)). Ker je povpre£je oziroma matemati£no upanje teºko izra£unati v ta na-
men naredimo simulacije in ga nato aproksimiramo kot povpre£je velikega vzorca.
Natán£neje, (v(M1)+v(M2)+···+v(Mn))
n
→ E(v(M)), kar je posledica krepkega zakona ve-
likih ²tevil. V ospredju je preizkus hipoteze, da velja razli£ica Jensenove neenakosti
in sicer da je povpre£na vrednost igre vedno ve£ja ali enaka vrednosti povpre£ne igre.
Hipotezo smo preverili najprej na 2 × 2 matrikah, kasneje tudi na 3 × 3 matrikah.
Hipoteza je za 2×2 matrike s simetri£nimi porazdelitvami veljala, pri nesimetri£nih
pa ne. Pri 3× 3 matrikah pa je v ve£ini primerov veljala razli£ica Jensenove neena-
kosti. Za prihodnje raziskovanje torej ostaja vpra²anje, kdaj neenakost velja in kdaj
ne.
Random matrix games
Abstract
Random matrix games are ordinary matrix games whose payouts are random vari-
ables. The thesis is based on a comparison of the value of the average game and
the average value of the game. A matrix game is a random matrix. The value
of the average matrix game is then v(E(M)), and the average value of the matrix
game is E(v(M)). Since the average or expected value is difficult to calculate, we
make simulations and then approximate it as the average of a large sample. More
specifically, (v(M1)+v(M2)+···+v(Mn))
n
→ E(v(M)), which is a consequence of the law of
large numbers. At the forefront is a test of the hypothesis that a version of Jensen's
inequality holds, namely that the average value of the game is always greater than
or equal to the value of the average game. We tested the hypothesis first on 2 × 2
matrices, later also on 3× 3 matrices. The hypothesis was valid for 2× 2 matrices
with symmetric distributions, but not for asymmetric ones. For 3 × 3 matrices,
however, the Jensen inequality version applied in most cases. For future research,
the question when inequality applies remains.
Math. Subj. Class. (2010): 91A80
Klju£ne besede: slu£ajne matri£ne igre, vrednost igre, sedlo, Nashevo ravnovesje,
teorija iger
Keywords: random matrix games, game value, saddle point, Nash equilibrium,
game theory
1. Uvod
V splo²ni matri£ni igri smo ²tevila zamenjali s slu£ajnimi spremenljivkami. Cilj
diplomske naloge je bil primerjati vrednost povpre£ne matri£ne igre ter povpre£no
vrednost matri£ne igre.
Vrednost povpre£ne igre je vrednost matri£ne igre, pri kateri so elementi matrike
pri£akovane vrednosti ustreznih slu£ajnih spremenljivk.
Povpre£no vrednost matri£ne igre pa ocenimo tako, da generiramo veliko ²tevilo
matrik, katerih elementi so dejanske vrednosti dolo£ene slu£ajne spremenljivke in
pri vsaki izra£unamo vrednost igre, ter nato iz vseh teh vrednosti matri£nih iger
izra£unamo povpre£je.
Spodaj je navedenih ²e nekaj predpostavk, ki jih bomo tekom naloge upo²tevali.
• Vsaka od strani, se pravi vsak igralec sku²a dose£i nek namen. Namena obeh
igralcev sta med seboj nezdruºljiva. To pomeni, da ne moreta dose£i svojega
namena oba hkrati, ali ga doseºe prvi in drugi ne, ali se to posre£i drugemu
in prvemu ne, ali pa spodleti obema.
• Pri ukrepanju v konfliktni situaciji ravnata oba igralca po dolo£enih pravilih,
lahko so to moralne norme ali pa le naravni zakoni.
• Oba igralca ravnata razumno, se pravi imamo predpostavko racionalnosti.
Vselej izbereta izmed mogo£ih ukrepov tistega, ki jima v povpre£ju oblju-
blja kar se da veliko korist. Pri odlo£anju upo²tevata zunanje okoli²£ine in
moºnosti nasprotnika.
• Obstaja sodilo, po katerem je vedno mogo£e oceniti korist vsakega ukrepa
za obe strani.
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2. Zgodovina teorije iger
V kratkem zgodovinskem uvodu bomo pogledali razvoj teorije iger.
Za£etki teorije iger so zasledeni ºe v 18. stoletju, z osnutki nedokazanega izreka o
minimaksu, ter z Augustinom Cournoutom leta 1838, ki je v svojem delu Raziskave
teorije bogastva z matemati£nimi principi predstavil ravnoteºje, predhodno Nashe-
vemu. Pomemben del pa je prispeval tudi Zermelo z delom O uporabi teorije mnoºic
v teoriji ²ahovske igre, ki je iz²lo leta 1913. Pospe²en razvoj teorije iger pa se je za£el
v dvajsetih letih prej²njega stoletja z delom matematika Emila Borela (1871-1956)
in Johna von Neumanna (1903-1957). Slednji je namre£ leta 1928 uspel dokazati
tako imenovani izrek teorije iger oz. izrek o minimaksu, ter si s tem pridobil naziv
o£eta teorije iger. Eden najpomembnej²ih dogodkov v zgodovini teorije iger pa je bil
objava knjige Theory of games and economic behaviour leta 1944, ki sta jo napisala
von Neumann in Oskar Morgenstern. Ta ²e vedno predstavlja temelj teorije iger.
V sredini 20. stoletja je John F. Nash razvil tako imenovan koncept Nashevega rav-
novesja, katerega model je kmalu postal popularen teoreti£ni model tako v ekonomiji
kot tudi politiki. To je vzpodbudilo tudi mnoge psihologe, da so za£eli preu£evati
obna²anje ljudi v razli£nih igrah.
Teorija iger se je s£asoma za£ela uporabljati tudi na drugih podro£jih, kot na primer
v biologij, psihologiji, sociologiji...
K razvoju teorije iger je veliko prispeval John von Neumann, ki se je rodil leta 1903
v Budimpe²ti. e kot otrok je kazal izjemno nadarjenost za matematiko, vendar
njegov o£e ni hotel, da bi postal matematik, predvsem zaradi finan£nih razlogov.
Za£el je ²tudij matematike v rojstnem kraju, a je kmalu od²el v Berlin ²tudirat
kemijo, nato pa je od²el na ETH v Zurich, kjer je diplomiral kot kemijski inºenir.
V vmesnem £asu mu je vzporedno uspelo narediti tudi diplomo iz matematike v
Budimpe²ti. Kariero je nato nadaljeval kot profesor na Princetonu.
Svoj prvi £lanek je objavil 1922, pri komaj 19. letih. Skupaj z ekonomistom Oskar-
jem Morgensternom sta objavila eno najpomembenj²ih knjig iz podro£ja teorije iger,
Theory of games and economic behaviour.
e eno veliko ime na podro£ju teorije iger je ameri²ki matematik in ekonomist John
F. Nash. Rodil se je 1928, ter prav tako kot von Neumann tudi on sprva diplomiral
iz kemijskega inºenirstva, nato pa nadaljeval s ²tudijem matematike na Princetonu.
Tam je tudi doktoriral, njegovo zaklju£no delo je bilo zelo kratko, saj je obsegalo
le 30 strani, v njem pa je predstavil svoje najpomembnej²e odkritje, to je Nashevo
ravnovesje, za katerega je pozneje leta 1994 skupaj z Johnom C. Harsanyijem in
Reinhardom Seltnom dobil Nobelovo nagrado za ekonomijo za njihov prispevek k
teoriji iger. Na njegovo kasnej²o kariero je mo£no vplivala bolezen. Zaradi parano-
i£ne shizofrenije je veliko let preºivel v bolnicah, kjer je jemal mo£na zdravila, ki so
mu deloma onemogo£ala nadaljno delo na podro£ju matematike.
Kljub temu se njegove teorije ²e dandanes uporabljajo v trºni ekonomiji, ra£unalni-
²tvu, razvojni biologiji, umetni inteligenci, ra£unovodstvu...
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3. Osnovi pojmi teorije iger
Za osnovno razumevanje slu£ajnih matri£nih iger je potrebno najprej definirati
nekaj osnovnih pojmov iz teorije iger.
Definicija 3.1. Matri£na igra je igra med dvema igralcema, pri kateri ima prvi
igralec n izbir, drugi igralec pa m izbir. Hkrati si izbereta vsak svojo potezo, izid
igre pa dolo£a pla£ilna matrika A, ki je realna matrika velikosti n×m, in sicer tako:
e prvi igralec izbere izbiro (oz. vrstico) i, drugi pa izbiro (oz. stolpec) j, je element
aij vrednost, ki jo mora drugi igralec pla£ati prvemu (£e je vrednost aij negativna,
prvi igralec drugemu pla£a |aij| denarnih enot).
Za za£etek, bomo obravnavali le matri£ne igre velikosti 2×2. V na²em primeru ima
igralec dve moºnosti: £e konkretne matrike ne pozna, pogleda povpre£no matriko in
si iz le-te izra£una strategijo in vrednost. e pa matriko pozna, si iz nje izra£una
vse potrebne podatke.
Definicija 3.2. Najve£ji vrsti£ni minimum definiramo kot M1 = maximinj aij,
najmanj²i stolpi£ni maksimum pa kot M2 = minj maxi aij. Prvi igralec lahko
vedno dobi vsaj M1 (£e izbere izbiro, ki ustreza vrstici z najve£jim minimumom),
drugi igralec pa lahko vedno prepre£i, da bi izgubil ve£ kot M2(£e izbere izbiro,
ki ustreza stolpcu z najmanj²im maksimumom). Za vsako matriko velja trivialna
neenakost M1 6M2.
Definicija 3.3. Sedlo matrike je element, ki je najmanj²i v svoji vrstici in najve£ji
v svojem stolpcu. Relacija M1 =M2 velja natanko tedaj, ko ima matrika sedlo. e
ima matrika sedlo, je to enako vrednosti igre.
V splo²nem pla£ilna matrika igre nima sedla. V takem primeru moramo definirati
nov pojem strategije igralca, s privzetkom, da igralca igro velikokrat ponovita.
Definicija 3.4. Strategija je verjetnostna porazdelitev na mnoºici vseh njegovih
izbir.
Posledica 3.5. Matemati£no upanje dobitka prvega igralca pri velikem ²tevilu
ponovitev igre pod pogojem, da prvi igralec uporablja strategijo x, drugi pa y, je
enako E(x, y) = xTAy, kjer je A fiksna matrika.
Definicija 3.6. tevilo v = maxxminy E(x, y) = minymaxx E(x, y) imenujemo
vrednost matri£ne igre. Enakost slednjih dveh vrednosti ni o£itna, zato jo bomo
dokazali kasneje.
Vrednost matri£ne igre je definirana kot maksimalni dobitek prvega igralca, £e
drugi igra racionalno.
Definicija 3.7. Strate²ka igra ima ni£elno vsoto, £e je za vsak profil vsota kori-
stnosti obeh igralcev enaka ni£. Matri£na igra je primer igre z ni£elno vsoto.
Izrek 3.8. Naj bo A pla£ilna matrika igre dveh igralcev z ni£elno vsoto. e obstaja
vrednost igre, potem je ena sama.
Izrek 3.9. Naj bo A ⊂ Rn×m poljubna realna matrika. Potem za igro dveh igralcev z
ni£elno vsoto, katere pla£ilna matrika je A, obstaja vrednost igre v, za neki optimalni
strategiji x in y.
Dokaza izreka 3.8 in 3.9 najdete na: http://www.owlnet.rice.edu/~econ440/
notes/gt07ch123.pdf.
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Izrek 3.10. Strategija x* je optimalna za 1. igralca natanko takrat, kadar je
E(x*,yj) > v, za vse j od 1 do n, kjer v predstavlja vrednost igre, yj pa strategijo, kjer
drugi igralec izbira j-ti stolpec. Strategija y* pa je optimalna za 2. igralca natanko
takrat, kadar je E(xi, y*) 6 v, za vse i od 1 do m, kjer xi predstavlja strategijo, kjer
prvi igralec izbira i-to vrstico.
Dvojici optimalnih strategij re£emo re²itev matri£ne igre, saj je v njej popoln
odgovor na vpra²anje, kako naj igra prvi igralec, da bo dobil £im ve£ in kako naj
ravna drugi, da bo kar se da malo izgubil.
Ko igralec vedno izbira isto akcijo oz. £isto strategijo, pravimo, da igra £isto strate-
gijo.
e pa igralec izbira razli£ne akcije oz. £iste strategije z razli£nimi verjetnostmi,
pravimo, da igra me²ano strategijo.
Izrek 3.11. Izrek o minimaksu ali osnovni izrek teorije iger Za vsako
matri£no igro je maxxminy E(x, y) = minymaxx E(x, y).
Dokaz. Izrek o minimaksu lahko dokaºemo na ve£ na£inov. Izbrali smo si na£in z
uporabo dualnosti.
Dokazujemo: v1 = −v2, kar pomeni, da prvi igralec lahko v povpre£ju zagotovi,
da dobi vsaj v1 ter drugi igralec lahko zagotovi, da pla£a najve£ v1.
elimo: maxxminy xTAy = minymaxx E(x, y).
Ker je miny xTAy = minj
∑
j yj[x
TA]j, kjer [xTA]j predstavlja uteºeno povpre£je,
lahko zgornji zapis preoblikujemo v
(1) maxxminy xTAy = maxxminj[xTA]j
Opazimo, da je (1) linearni program:
max v (= maxxminj[x
TA]j)
p.p. [xTA]j ≥ v
x1 + x2 + · · ·+ xm = 1
x1, ..., xm ≥ 0
v ∈ R
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V matri£ni obliki to zapi²emo kot
max
[
0 · · · 0︸ ︷︷ ︸
m
1
]︸ ︷︷ ︸
c

x1
...
xm
v

p.p.  [−AT ]
1
...
1
1 · · · 1 0


x1
...
xm
v
 6

0
...
0
1

x1, ..., xm > 0
v ∈ R
Kraj²i zapis:
max cTp
p.p. Ap ≤ b
[xTA]j > v
−[xTA] 6 −v
−ATp 6 v
Re²imo dualni linearni program:
min
[
0 ... 0 1
]︸ ︷︷ ︸
b

y1
...
ym
u
 = u
pri pogojih −A
1
...
1
1 · · · 1 0


y1
...
ym
u
 >

0
...
0
1

 c
y1, ..., ym > 0
u ∈ R
Opazimo, da je ta program ekvivalenten (2).

Izrek o minimaksu nam pove, da si prvi igralec lahko zagotovi, da v povpre£ju
dobi vsaj v1 in drugi igralec lahko zagotovi, da pla£a najve£ v2, tj. v1 = −v2.
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Definicija 3.12. Igra je po²tena, £e je njena vrednost enaka ni£.
Definicija 3.13. Matri£na igra dveh igralcev s pla£ilno matriko A je simetri£na, £e
je vloga igralcev enaka. To pomeni, da je matrika A po²evno simetri£na, torej zanjo
velja A = −AT . Vrednost simetri£ne matri£ne igre z ni£elno vsoto za dva igralca
je enaka 0, optimalna strategija enega igralca pa je optimalna tudi za drugega, se
pravi, da imata oba igralca enake optimalne strategije.
3.1. Nashevo ravnovesje. Nash je pokazal, da je tudi v kompleksnih situacijah,
kjer imamo opravka s ²tevilnimi subjekti in njihovimi individualnimi strategijami,
mogo£e najti to£ke (ravnovesja), ki predstavljajo najbolj²i izid za vse udeleºence
v danem trenutku (t.i. Nashevo ravnovesje). V Nashevem ravnovesju ste, £e s spre-
membo va²e strategije in ob upo²tevanju strategije va²ega nasprotnika ali partnerja
kot fiksne v danem trenutku, ne morete izbolj²ati svojega poloºaja in £e enako velja
za nasprotno stran.
Izrek 3.14. Profil (x*, y*) je me²ano Nashevo ravnovesje natanko tedaj, ko velja:
miny(x*)TAy = maxxminy xTAy in maxx xTAy*= minymaxx xTAy.
Pravimo, da je x* max-min strategija prvega, y* pa min-max strategija drugega
igralca.
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4. Hipoteze in ugotovitve
Vse hipoteze temeljijo na primerjavi vrednosti povpre£ne igre in povpre£ni vre-
dnosti igre. Za bolj²e razumevanje bomo na primeru splo²ne 2×2 matrike prikazali,
kaj ti dve vrednosti predstavljata.
Vrednost povpre£ne igre izra£unamo tako, da vzamemo matemati£no upanje vseh
²tirih slu£ajnih spremenljivk in nato izra£unamo vrednost matri£ne igre.
Povpre£no vrednost igre pa aproksimiramo z dejanskimi numeri£nimi realizacijami.
Izberemo neko slu£ajno vrednost iz dane porazdelitve in dobimo matriko z dejan-
skimi ²tevili, iz katerih nato izra£unamo vrednost igre. To slu£ajno matriko gene-
riramo £im ve£krat, v na²ih poskusih je bilo to od 100 pa tudi do 10.000.000-krat.
Vse vrednosti iger se na koncu se²tejejo in delijo s ²tevilom generiranih matrik.
Na splo²no pri ra£unanju vrednosti povpre£ne igre ne bi bilo potrebno delati si-
mulacij, saj je rezultat ºe vnaprej znan. Medtem ko so pri ra£unanju povpre£ne
vrednosti igre simulacije klju£nega pomena, saj je to povpre£na vrednost neke funk-
cije posameznih elementov matrik.
Hipoteza:
E
(
v
([
X1 X2
X3 X4
]))
> v
([
E(X1) E(X2)
E(X3) E(X4)
])
Na koncu smo izrisali histogram aproksimacije porazdelitve vrednosti matri£ne igre
in na njem s piko ozna£ili vrednost povpre£ne igre. Zaradi podalj²anega £asa ob
ra£unanju velikega vzorca matrik, smo program v Mathematici optimizirali, da je
matrike ra£unal ve£jederno in s tem neprimerno hitreje. To nam je dalo moºnost,
da smo hipoteze preverili na ve£jih vzorcih in s tem dobili bolj to£ne rezultate.
Vrednost 2 × 2 matri£ne igre smo izra£unali po naslednji formuli. e je imela ma-
trika sedlo (kar se ne zgodi pogosto), je vrednost igre enaka sedlu. V nasprotnem
primeru pa vrednost igre izra£unamo s pomo£jo slede£e ena£be:
v =
ad− bc
a− b− c+ d ,
pri £emer so a, b, c in d elementi matrike.
Dokaz. Predpostavimo, da matrika nima sedla. e je a ≥ b, potem je b < c, saj je v
nasprotnem primeru b sedlo matrike. Ker je b < c, mora biti c > d, sicer je c sedlo
matrike. Ko tako nadaljujemo, vidimo, da je d < a in a > b. Z drugimi besedami,
£e je a ≥ b, potem je a > b < c > d < a. Zaradi simetrije velja tudi, £e je a ≤ b,
potem je a < b > c < d > a. S tem smo dokazali, da
e sedlo ne obstaja, potem velja bodisi a > b, b < c, c > d in d < a, bodisi a < b,
b > c, c < d in d > a.
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V spodnjih ena£bah razvijemo formule za optimalne strategije ter vrednost splo-
²ne 2× 2 matri£ne igre. e prvi igralec izbere prvo vrstico z verjetnostjo p,dobimo
slede£o enakost:
ap+ d(1− p) = bp+ c(1− p).
Iz ena£be izrazimo p in dobimo
p =
c− d
(a− b) + (c− d) .
Ker ni sedla, sta (a − b) in (c − d) bodisi obe pozitivni bodisi obe negativni; od
tod sledi 0 < p < 1. Povpre£na koristnost prvega igralca, ki uporablja to strategijo
je
v = ap+ d(1− p) = ac− bd
a− b+ c− d .
e drugi igralec izbere prvi stolpec z verjetnostjo q, pa dobimo slede£o enakost:
aq + b(1− q) = dq + c(1− q).
Od tod sledi
q =
c− b
(a− b) + (c− d) .
Spet, ker ni sedla, je 0 < q < 1. Povpre£na izguba drugega igralca pri tej strategiji je
aq + b(1− q) = ac− bd
a− b+ c− d = v,
ter je enaka kot vrednost, ki jo dobi prvi igralec. 
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Slika 1. Program za izra£un povpre£ne vrednosti igre v Mathematici
Slika 2. Program za izra£un vrednosti povpre£ne igre v Mathematici
Prvotna hipoteza je bila, da bo neka vrednost vedno ve£ja od druge, natan£neje
upali smo, da bo veljala razli£ica Jensenove neenakosti za matrike, se pravi, da
bo vrednost povpre£ne igre vedno manj²a ali enaka povpre£ni vrednosti igre. To
hipotezo smo ovrgli, saj ni veljala za vse primere, v nekaterih poskusih je drºala,
spet v drugih pa ne. Iz tega, pri katerih porazdelitvah je neenakost veljala, smo
nato sku²ali ugotoviti, od £esa je to odvisno in pri²li do zaklju£ka, da pri simetri£-
nih porazdelitvah neenakost ve£inoma drºi bodisi £e vzamemo povpre£no empiri£no
vrednost matrike ali povpre£no vrednost matrike, med tem ko pri nesimetri£nih po-
gosto dobimo obrnjeno neenakost. Prav tako smo pr 2 × 2 matrikah z diskretno
porazdelitvijo vsaki£ dobili obrnjeno neenakost.
Spodaj imamo navedenih nekaj primerov.
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4.1. Zvezne porazdelitve.
4.1.1. Studentova porazdelitev. Pri Studentovi porazdelitvi, katere matemati£no
upanje in s tem tudi vrednost povpre£ne igre je enaka ni£, smo dobili razli£ne rezul-
tate. Empiri£no povpre£je vrednosti iger je bilo v£asih manj²e, spet drugi£ ve£je od
0. Vendar pa se je vedno, ob pove£anju ²tevila generiranih matrik rezultat bolj pri-
bliºal 0, z ene ali druge strani. Zaklju£ili smo, da ko gre n (v na²em primeru ²tevilo
generiranih matrik) proti neskon£no, tudi vrednost konvergira proti 0, se pravi je
povpre£na vrednost igre enaka 0. To je potrdilo hipotezo, saj je Studentova poraz-
delitev simetri£na in je bil tak rezultat pri£akovan. Prav tako je treba ²e omeniti,
da se rezultat tudi z ve£anjem prostostne stopnje vedno hitreje pribliºuje 0. Razlog
za enakost je simetrija, natan£neje:
v(E(X)) = 0
v(X) = v(−X)
Iz tega pa sledi:
E(v(X)) = −(E(v(X))) = 0.
Slika 3. Aproksimacija porazdelitve vrednosti matri£ne igre
4.1.2. Standardna normalna porazdelitev. Standardna normalna porazdelitev nam
da prav tako kot Studentova na za£etku razli£ne rezultate, vendar se vsi gibljejo
okoli 0. Z ve£jim ²tevilom matrik se povpre£na vrednost igre vedno bolj pribliºuje
²tevilu 0, kar je obenem tudi vrednost povpre£ne igre. To ni presenetljivo, saj je
tudi standardna normalna porazdelitev simetri£na.
Slika 4. Aproksimacija porazdelitve vrednosti matri£ne igre
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4.1.3. Normalna porazdelitev. Preizkusili smo ²e normalno porazdelitev z drugimi
parametri in pri²li do podobnega zaklju£ka. Z ve£anjem ²tevila generiranih matrik
se povpre£na vrednost igre pribliºuje vrednosti povpre£ne igre, ki je enaka matema-
ti£nemu upanju normalne porazdelitve.
Slika 5. Aproksimacija porazdelitve vrednosti matri£ne igre
4.1.4. Gama porazdelitev. Pri gama porazdelitvi smo opazili obrnjeno neenakost,
kar pomeni, da je bila za vsako realizacijo povpre£na vrednost igre vedno ve£ja od
vrednosti povpre£ne igre. Vendar so tudi ti rezultati v povpre£ju konvergirali k
vrednosti povpre£ne igre, zato lahko zaklju£imo, da sta primerjani vrednosti enaki.
Slika 6. Aproksimacija porazdelitve vrednosti matri£ne igre
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4.1.5. Porazdelitev χ2. Pri tem primeru smo spet dobili rezultat s katerim lahko
potrdimo hipotezo. V vseh primerih je pri slu£ajnih spremenljivkah, porazdeljenih
χ2 veljala enakost v konvergenci. Tudi ta porazdelitev je zvezna tako kot Studentova
in normalna, ni pa simetri£na tako kot prej²ji dve.
Slika 7. Aproksimacija porazdelitve vrednosti matri£ne igre
4.1.6. Enakomerna porazdelitev na [0,1]. Pri enakomerni porazdelitvi so vrednosti
konvergirale proti 1
2
. e pri 100 000 generiranih matrikah je bila povpre£na vrednost
igre zelo blizu vrednosti povpre£ne igre. Tudi ta porazdelitev je zvezna in simetri£na
glede na 1
2
.
S tem smo pri²li do zaklju£ka, da na enakost zelo verjetno vpliva simetrija po-
razdelitve. Vedno, ko je porazdelitev simetri£na, je vrednost povpre£ne igre vsaj v
konvergenci enaka povpre£ni vrednosti igre.
Prav tako nas je zanimalo tudi, £e ima vpliv na neenakost to, ali je slu£ajna
spremenljivka porazdeljena diskretno ali zvezno, zato smo hipotezo preverili ²e na
dveh diskretnih porazdelitvah.
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4.2. Diskretne porazdelitve.
4.2.1. Bernoullijeva porazdelitev. Za vzorec smo vzeli slu£ajne spremenljivke poraz-
deljene Bernoullijevo s parametrom 1
3
. Dobili smo obrnjeno neenakost, je pa zanimiv
podatek, da povpre£na vrednost igre zavzame vrednost malo ve£ kot 1
4
, medtem ko
je vrednost povpre£ne igre enaka 1
3
. To je bila prva diskretno porazdeljena slu£ajna
spremenljivka, zato smo hipotezo preverili ²e na eni.
Slika 8. Aproksimacija porazdelitve vrednosti matri£ne igre
4.2.2. Geometrijska porazdelitev. Tudi geometrijska porazdelitev je prav tako kot
Bernoullijeva diskretna in nesimetri£na. Tudi tu smo kot v prej²njem primeru dobili
obrnjeno neenakost, ki se je pojavila v vseh narejenih simulacijah.
Slika 9. Aproksimacija porazdelitve vrednosti matri£ne igre
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4.3. Me²ane porazdelitve. Zanimalo nas je ²e, kako se stvari obna²ajo, £e v ma-
triki niso vse slu£ajne spremenljivke enako porazdeljene. V ta namen smo zme²ali
dve porazdelitvi in prav tako izra£unali obe vrednosti igre ter ju primerjali.
4.3.1. Me²ana normalna in Student porazdelitev. Ob me²anju normalne in studen-
tove porazdelitve, se je povpre£na vrednost z ve£anjem vzorca pomikala proti 0, kar
je bila tudi vrednost povpre£ne igre. Lahko zaklju£imo, da spet je tudi tu veljala
enakost.
4.3.2. Me²ana Student in gama porazdelitev. Pri tej me²anici porazdelitev je bila
povpre£na vrednost igre vsaki£ strogo manj²a od vrednosti povpre£ne igre. Rezultati
so bili zelo podobni tistim, iz primera kjer smo preizku²ali le gama porazdelitev. Spet
tudi tu velja obrnjena neenakost.
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5. 3× 3 matri£ne igre
Vse dosedanje ugotovitve so potekale na 2 × 2 matri£nih igrah. Za nadaljno
posplo²itev smo isto hipotezo preizkusili ²e na 3 × 3 matri£nih igrah. Za izra£un
vrednosti igre, je bilo tu potrebno napisati druga£en program, saj ena£ba za vrednost
matrike velikosti 3 × 3 ni splo²no znana in tako pogosto uporabljena kot tista za
2× 2. Z uporabo sistema ena£b smo izra£unali vrednost igre, v primeru ko le-ta ni
imela sedla. Na slikah spodaj je prikazan potek izra£una vrednosti igre.
Vrednost igre pri 3 × 3 matrikah je bila izra£unana na dva na£ina in sicer, £e
je matrika imela sedlo, je bila vrednost enaka sedlu, v nasprotnem primeru pa je
vrednost izra£unala NovaFunkcija. Slednja izra£una vrednost matrike s pomo£jo
sistema ena£b. Natan£neje:
Pri kvadratnih matri£nih igrah se spla£a najprej gledati primer, ko oba igralca
vklju£ita vse akcije. e ima namre£ igra natan£no eno tako me²ano Nashevo ravno-
vesje, je le-to tudi edino. Po principu indiferentnosti so tovrstna me²ana Nasheva
ravnovesja pari p, q, ki zado²cajo sistemu:
pTA = α1T
Aq = β1
skupaj s splo²nimi pogoji:
pT1 = 1T q = 1, p > 0, q > 0;
neenakost med vektorji je tu mi²ljena po komponentah.
e ima tako dobljen sistem enoli£no re²itev na (p, q), velja α = β = pTA = v.
(Rai£, 2020)
V primeru, ko je matrika nesingularna bi vrednost lahko izra£unali tudi na laºji
na£in, s pomo£jo inverza, vendar pa zgoraj opisan na£in zajame tako singularne kot
tudi nesingularne matrike.
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(a) Izra£un sedla
(b) Izra£un vrednosti igre
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5.1. Zvezne porazdelitve.
5.1.1. Studentova porazdelitev. Pri Studentovi porazdelitvi je bila vrednost pov-
pre£ne igre 0, povpre£na vrednost igre pa se je spreminjala glede na prostostno
stopnjo ter ²tevilo generiranih matrik. Z ve£anjem ²tevila generiranih matrik se
povpre£na vrednost vedno bolj pribliºuje ²tevilu 0. Pri manj²ih prostostnih sto-
pnjah je rezultat bliºji vrednosti povpre£ne igre, pri vi²jih prostostnih stopnjah pa
je le-ta vedno bolj negativen. Pri prostostnih stopnjah je to presenetljivo, saj so se
rezultati pri 2× 2 matri£nih igrah z vi²anjem stopenj bliºali pravilnemu, tu pa se je
zgodilo ravno obratno.
Slika 12. Aproksimacija porazdelitve vrednosti matri£ne igre
5.1.2. Standardna normalna porazdelitev. Standardna normalna porazdelitev je v
primerjavi z ostalimi posebna, saj je edina, pri kateri je povpre£na vrednost igre
ve£ja od vrednosti povpre£ne igre. Rezultati so na splo²no zelo blizu ²tevila 0, kar
pomeni, da je vrednost povpre£ne igre 0. Vedno bolj to£ne vrednosti dobimo, ko
po²ljemo n proti neskon£no, se pravi s pove£anjem ²tevila generiranih matrik, kar
pomeni, da tudi tu dobimo enakost primerjanih vrednosti.
Slika 13. Aproksimacija porazdelitve vrednosti matri£ne igre
5.1.3. Normalna porazdelitev. Pri normalni porazdelitvi z druga£nimi parametri, se
pravi s spremenjenima µ in σ je bila povpre£na vrednost igre v povpre£ju manj²a
od vrednosti povpre£ne igre, ki je enaka prvemu parametru normalne porazdelitve.
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Slika 14. Aproksimacija porazdelitve vrednosti matri£ne igre
5.1.4. Gama porazdelitev. Za razliko od 2× 2 matri£nih iger, kjer je bila povpre£na
vrednost igre vedno manj²a od vrednosti povpre£ne igre, je tu ravno obratno. V
tem primeru je na²a hipoteza drºala.
Slika 15. Aproksimacija porazdelitve vrednosti matri£ne igre
5.1.5. Porazdelitev χ2. Z ve£anjem prostostnih stopenj je porazdelitev χ2 vra£ala
vedno bolj to£ne rezultate povpre£nih vrednosti iger, ki pa so bili vsaki£ manj²i od
vrednosti povpre£ne igre.
Slika 16. Aproksimacija porazdelitve vrednosti matri£ne igre
5.1.6. Enakomerna porazdelitev na [0,1]. Pri enakomerni porazdelitvi na intervalu
od 0 do 1, so vrednosti konvergirale proti 1
2
. Kot pri ve£ini 3 × 3 matri£nih iger
je bila tudi tu povpre£na vrednost igre vedno manj²a od vrednosti povpre£ne igre.
Rezultati pa so bili prav tako kot pri 2 × 2 matri£nih igrah ºe pri nizkem ²tevilu
generiranih matrik dokaj blizu 1
2
.
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5.2. Diskretne porazdelitve.
5.2.1. Bernoullijeva porazdelitev. Za vzorec smo vzeli slu£ajne spremenljivke poraz-
deljene Bernoullijevo s parametrom 1
3
, enakim kot pri 2×2matri£nih igrah. Ponovno
smo dobili obrnjeno neenakost, rezultat je bil tu enak kot pri 2× 2 matri£nih igrah,
ter je prav tako konvergiral proti 1
4
, med tem ko vrednost povpre£ne igre ostaja
enaka 1
3
.
Slika 17. Aproksimacija porazdelitve vrednosti matri£ne igre
5.2.2. Geometrijska porazdelitev. Parameter geometrijske porazdelitve je ostal enak
kot prej, in sicer 0.6. Tudi tu smo dobili obrnjeno neenakost, vendar pa so imeli
rezultati pri enakem ²tevilu generiranih matrik ve£ja odstopanja kot pri Bernoullijevi
porazdelitvi.
Slika 18. Aproksimacija porazdelitve vrednosti matri£ne igre
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5.3. Me²ane porazdelitve.
5.3.1. Me²ana gama in Student porazdelitev. Ob me²anju gama in Studentove po-
razdelitve, je bila povpre£na vrednost igre dvakrat manj²a od vrednosti povrep£ne
igre. Vrednost se je prav tako kot pri 2 × 2 matri£nih igrah ves £as pomikala proti
0, kar je bila tudi vrednost povpre£ne igre. V povpre£ju je konvergirala proti pravi
vrednosti.
Slika 19. Aproksimacija porazdelitve vrednosti matri£ne igre
5.3.2. Me²ana Student in normalna porazdelitev. Pri tej me²anici porazdelitev je
bila povpre£na vrednost igre vedno manj²a od vrednosti povpre£ne igre. Rezultati
so bili bolj to£ni in blizu prave vrednosti kot tisti pri me²anju Studentove in gama
porazdelitve. V povpre£ju je tudi ta porazdelitev konvergirala proti pravi vrednost,
empiri£no gledano pa je veljala obrnjena neenakost.
Slika 20. Aproksimacija porazdelitve vrednosti matri£ne igre
Vrednost povpre£ne igre je bila pri 3 × 3 matri£nih igrah kar enaka vrednosti
povpre£ne igre pri 2 × 2 matri£nih igrah. Bolj zanimive so bile spremembe pri
povpre£ni vrednosti igre. Le-ta je bila namre£ skoraj v vseh primerih manj²a od
vrednosti povpre£ne igre. Neenakost je bila pristona tako pri zveznih kot tudi pri
diskretnih porazdelitvah, le pri standardni normalni in gama porazdelitvi smo lahko
potrdili hipotezo. Tokrat simetri£nost porazdelitev ni igrala nobene vloge. Pri 3×3
matri£nih igrah bi za razliko od 2×2 trdili, da posebna (obratna) razli£ica Jensenove
neenakosti po ve£ini velja. Zanimivo je dejstvo, da so diskretne porazdelitve ohranile
obrnjeno neenakost tudi pri 3×3 matri£nih igrah, medtem ko so zvezne porazdelitve
v ve£ini zamenjale neenakost.
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6. Zaklju£ek
Hipoteza, da bo med vrednostjo povpre£ne igre in povpre£no vrednostjo igre ve-
ljala verzija Jensenove neenakosti, ni povsod drºala. Vendar pa je v konvergenci
pri 2 × 2 matrikah, ki so imele simetri£ne porazdelitve, vsaki£ veljala enakost. To
pomeni, da je oblika porazdelitvene funkcije v tesni povezavi z vrednostjo matri£ne
igre. Zanimivo je bilo, da pa je bila v ostalih primerih, kjer verzija Jensenove neena-
kosti ni drºala, vedno obrnjena neenakost. Se pravi, pri vseh ostalih porazdelitvah,
ki niso simetri£ne je veljala v neenakost v drugo smer. Prav tako je zanimiv po-
datek, da pri nobeni diskretno porazdeljeni matriki hipoteza ni veljala. Ko smo
model posplo²ili ²e za 3 × 3 so bili rezultati pri vseh porazdelitvah, razen pri stan-
dardni normalni podobni. Povsod je namre£ veljala obrnjena Jensenova neenakost,
tj. povpre£na vrednost 3 × 3 matri£ne igre je bila manj²a od vrednosti povpre£ne
igre. Lahko le domnevamo, da bi v konvergenci oziroma za n× n matriko, pri vseh
porazdelitvah dobili obrnjeno Jensenovo neenakost.
24
Slovar strokovnih izrazov
expected value pri£akovana vrednost
game theory teorija iger
game value vrednost igre
minimax theorem izrek o minimaksu
mixed strategy me²ana strategija
Nash equilibrium Nashevo ravnoteºje
payoff matrix matrika izpla£il
pure strategy £ista strategija
random matrix game slu£ajna matri£na igra
random variable slu£ajna spremenljivka
saddle point sedlo
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