When the computer is working, it will transmit the electromagnetic leakage signal containing the video information and receive and process the electromagnetic leakage signal within a certain distance, which can reproduce the screen information and form the electromagnetic leakage restoration sequence image. Due to the noise in the receiving process and the fluctuation of the video line and field signal, the image of the electromagnetic leakage restoration sequence will be blurred and will drift between frames. The multi-frame cumulative averaging method can theoretically improve the signal-to-noise ratio of the reconstructed image, but the offset of the reconstructed image sequence caused by the electromagnetic leakage will bring adverse effects. Firstly, this paper analyzes the noise of electromagnetic leakage emission and restoration sequence images and the method of multi-frame cumulative averaging, as well as the cumulative averaging effect of multi-frame sequence images under the influence of image offset. Secondly, on the basis of theoretical analysis, an algorithm of image migration feature retrieval for electromagnetic leakage restoration sequence is proposed and validated, which achieves more accurate inter-frame matching, automatic offset calculation, and multi-frame sequence image accumulation and enhances the recognition of the electromagnetic leakage restoration image. Lastly, different algorithms are compared, and their effects are evaluated as well.
Introduction
The changes of current during the process of a working computer will generate electromagnetic leakage emission. If the electromagnetic leakage emission is analyzed, it may be restored to relevant information, resulting in information leakage [1] [2] [3] [4] . A large number of scholars have conducted a series of reduction studies on electromagnetic leakage and recovered useful video information successfully. As the radiation efficiency of video information of computer becomes relatively higher, electromagnetic radiation signals are easier to receive, and video information becomes the most easily intercepted and reproduced red information in a computer system. Video reduction is also evolving towards portability in the current days [5] [6] [7] . Due to the influence of the electromagnetic environment, equipment noise and other factors during the process of video information receiving and reduction, the introduction noise and fluctuation of video signal line and field signal will inevitably lead to the blur and drift of video information received. Electromagnetic leakage reduction sequence images are accompanied by a lot of noise. Only after the image is processed can the SNR of the image be improved to the maximum extent and the recognition of the image be enhanced. Once the image details are lost, it is impossible to recover them accurately, but it is possible to eliminate or mitigate the visual effects caused by a false contour. Specifically, for electromagnetic leakage reduction sequence images, multi-frame accumulation can effectively improve the image signal-to-noise ratio, but the premise is that the influence of position migration of each frame image should be eliminated by image feature retrieval and matching, and the migration amount can be found respectively. Xiao et al. proposed an improved brain CT image point matching algorithm based on the original SIFT algorithm, which combined SIFT and gray scale features. Using Euclidean distance and cosine similarity of gray feature vectors as a similarity measure, the final matching point pairs are obtained [8] . Qu et al. proposed a new image registration algorithm based on SURF feature point extraction and bidirectional matching to solve the problem of low matching accuracy caused by different imaging mechanisms of different source images [9] . Takasu et al. offered an edge detection algorithm that can be applied to image matching [10] . Ding et al. brought up an image matching method based on a gray relational degree and feature point analysis, which has high matching precision and robustness and can eliminate the impact of stretching, rotation, and illumination changes [11] . Konar aims at designing a fuzzy matching algorithm that would automatically recognize an unknown ballet posture [12] . Ma proposes a simple yet surprisingly effective approach, termed as guided locality preserving matching, for robust feature matching of remote sensing images. The key idea is merely to preserve the neighborhood structures of potential true matches between two images [13] . The FAST feature point detection algorithm and the FREAK feature point description algorithm were combined and applied in image matching, to improve the image recognition performance of the image recognition algorithm in the mobile phone [14] . Sun propose a Feature Guided Biased Gaussian Mixture Model (FGBG) for image matching [15] . Aiming at the problems of slow image processing speed and poor real-time capability and accuracy of feature point matching in mobile robot vision-based SLAM, Zhu proposes a novel image matching method based on color feature and improved SURF algorithm [16] . Olson improve upon these using a probabilistic formulation for image matching in terms of maximum-likelihood estimation that can be used for both edge template matching and gray-level image matching [17] . In order to further improve and broaden the accuracy of the image matching algorithm based on spectral features, Bao proposes an image matching algorithm based on the elliptic metric spectral feature [18] . Marc-Michel proposes an innovative approach for registration based on the deterministic prediction of the parameters from both images instead of the optimization of an energy criteria [19] . Kim deals with the problem of boundary image matching which finds similar boundary images regardless of partial noise exploiting time-series matching techniques [20] . Some of these image matching algorithms have complex operations, while some can only process binary images, and some have poor adaptability. Firstly, this paper analyzes the noise of electromagnetic leakage emission and restoration sequence images and the method of multi-frame cumulative averaging, as well as the cumulative averaging effect of multi-frame sequence images under the influence of image offset. Secondly, on the basis of theoretical analysis, an algorithm of image migration feature retrieval for electromagnetic leakage restoration sequence is proposed and validated, which achieves more accurate inter-frame matching, automatic offset calculation, and multi-frame sequence image accumulation and enhances the recognition of electromagnetic leakage restoration image. Lastly, different algorithms are compared, and their effects are evaluated as well.
Proposed method

Multi-frame cumulative average
A typical computer video electromagnetic leakage emission reduction is shown in Fig. 1 . The video restore device has no physical connection to the target stealing computer. The target computer generates electromagnetic radiation signals while operating and propagates through the air. Within a certain distance, the video restoration device can receive the computer electromagnetic radiation signal through the receiving antenna, and parse the line and field synchronization signals, thereby reproducing the information on the target computer screen on the video restoration device. Generally, the video restoration device converts the received analog signal into a digital signal, which is displayed on the screen as a video signal consisting of a sequence of digits. Due to the influence of an airborne transmission channel, weak signal, equipment noise, etc., the reduced video signal loses greatly, and Gaussian noise and impulse noise are introduced at the same time. Noise and signal may be related or independent.
Gaussian noise is the largest proportion in the general electromagnetic leakage reduction sequence image. In the time domain, Gaussian noise is irrelevant to every coordinate point of the time axis, and its average value is 0. If the Gaussian noise can be effectively eliminated, the image noise can be reduced, and the signal-to-noise ratio of the electromagnetic leakage emission reduction image can be improved.
As the collected images are static images, the electromagnetic leakage emission reduction images actually belong to periodic repeating images for a period of time. As a periodic repetition image, the general signal is more stable, and the correlation is better. Although the noise is more serious in a single frame, the signal distribution is regular in a statistical sense, and the noise of each frame image can be randomly and uniformly distributed. A relatively effective method is the average accumulation method of each frame-related image, which can greatly improve the SNR of the image. The principle is as follows:
To assume that g(x, y) is a noise image, n(x, y) is noise, f(x, y) is the original image, which can be represented in the following formula:
Take the images with the same content but different noises in the M frame and superimpose them, then do the average calculation, as shown in the following formula:
In an ideal case, it follows that:
Ef gðx; yÞg is gðx; yÞ's mathematical expectation, and σ 2 g ðx; yÞ and σ 2 n ðx; yÞ are the variance of the sum between g ðx; yÞ and n(x, y) on the (x, y) coordinates. The mean variance of any point in the average image can be obtained by the following formula:
As can be seen from the above two formulas, the variance of the pixel value decreases with the increase of M, indicating that the deviation of the pixel gray value is caused by noise decreases with the average result. It can be seen from formula 6 that when the number of noise images processed as average increases, their statistical average value will be closer to that of the original non-noise image.
According to the calculation formula of SNR:
The above formula ð S N Þ p is the SNR of the multi-image linear accumulation averaging method, and ð S N Þ d is the SNR of the single-frame image. Therefore, it can be inferred that the M frame image can improve the signal-to-noise ratio ffiffiffiffi m p after linear accumulation averaging of multiple images. Theoretically, by increasing the number of images used for average, the deviation of image gray value caused by noise can be reduced, and the signal-to-noise ratio can be improved.
Multi-frame cumulative average application
This is an ideal analysis, but it is not the case that more images are better. In practical application, the video signal synchronization accuracy problem of the reduction device can accurately capture to receive images of line synchronization and frame synchronization, and the average frame accumulation in the actual test is often more than a certain number of frames. In the superimposed effect, the number of image superposition effect can cause the average image to produce larger edge blur, which influences the resolution of image detail. In this paper, a 30-frame image of the electromagnetic leakage reduction sequence is selected as the multi-frame accumulation average sample. Figure 2 shows the original information of the image with noise in the first frame. Figure 3 is the cumulative average result of 10 consecutive frames, while Fig. 4 is the cumulative average result of 20 consecutive frames.
It can be clearly seen from above that the result of the accumulation average image of 10 consecutive frames shows that the noise is effectively suppressed, and the target text is relatively clear. The result of the accumulated average of 30 frames of continuous images shows that the noise is suppressed, but the image becomes fuzzy compared with that of 10 frames of cumulative average. This indicates that the image quality must be further improved by correcting the deviation between images in the image processing of accumulation average. That is to say, the migration feature is retrieved for the adjacent images through a certain algorithm to find the offset, and the effect of the offset is removed when multiple frames are accumulated.
Image migration feature retrieval algorithm
The core of image migration feature retrieval is to find the offset in the x direction and y direction. Therefore, it is important to find the offset accurately by a certain matching algorithm. Ideally, when all pixels of the two images have the same gray value, it can be assumed that the two images are perfectly matched. It is not exactly the same as the noise. In addition, the matching difference under different SNR images should also be considered. By matching two sequence images, the migration position of two images can be located. In other words, select the specific image as the reference image in the first image, and then use the reference image to traverse the second image and find the most similar sub-image as the final matching result among all sub-images that can be obtained. The basic principle of image feature retrieval is to find the reference image and the coordinate position of the retrieved image by relevant calculation. The process of image feature retrieval is shown in Fig. 5 .
Where R is the reference image, I is the searched image, H is the height of the I image, W is the width of the I image, R 0,0 is the display schematic of the reference image at the coordinates (0,0) of the I image, and R r,s is the The most important thing in template matching is to find a similarity measure function. In order to measure the similarity degree between images, we calculated the "distance" D(r,s) of the reference image after each shift (r,s) and the corresponding sub-image in the searched image (as shown in the figure below) (Fig. 6) .
Assuming that the reference image R is placed on the searched image I and translated, the block of the search map covered by the translation of the reference image is called the I r, s subgraph, where r and s are the offset distance. As can be seen from figure X, the offset distance value r is equal to the coordinate of the pixel in the upper left corner of the subgraph on the I graph. M and N are the width and height of the reference image. The measure function D(r,s) that measures R and I i, j is the degree of similarity which can be divided into the following. The smaller D(r,s) is, the higher the degree of similarity is.
(1)Sum of absolute difference (SAD) The formula of measure function of SAD algorithm is as follows:
where D(r,s) represents the value to measure the similarity, that is, the sum of the absolute value difference of gray value between the search subgraph and the reference image. I r, s (m, n) denotes the gray value of the coordinates at (m, n) after the offset r and s. R(m, n) denotes the gray value of coordinates at (m, n) in the reference image. Given that the width and height of the search image I are W and H, the size of the search subgraph must be consistent with that of the reference image. Therefore
(2)Sum of squared differences (SSD) The measure function formula of SSD algorithm is as follows:
Expand the above formula and get: 
The third term on the right is a constant and is independent of the matching offset distance, which can be ignored when calculating the minimum distance. The first term is that the energy of the subgraph, which is covered by the template, changes slowly 
from place to place. The second term is the interrelation between the sub-image and the template, which changes with the reference point of the retrieval. When the template and the subgraph match, the value of this term is the maximum. Therefore, the following normalized correlation function can be used for similarity measurement: 
When the gray value of both the reference image and the search image sub-image is positive, the value of C(r, s) is always within the range [0,1], independent of the gray value of other pixels of the image. When C(r,s) is equal to 1, it indicates that at the translation position (r,s), the reference image, and sub-image reach the maximum similarity. On the contrary, when C(r,s) is equal to 0, it indicates that at the translation position (r,s), the reference image, and the sub-image do not match at all. The normalized cross-correlation C(r,s) also changes dramatically when all the gray values in the sub-images change. By calculating the size of C(r,s), the maximum value can be found, so the corresponding subgraph can be found in the I r, s (m, n) graph, that is, the matching target.
2.4
The influence of image signal-to-noise ratio on migration feature retrieval SNR can affect image feature retrieval. For a template image, the factors affecting feature retrieval have their own reasons. For example, the gray distribution of the image searched is relatively consistent, and there are more pixels belonging to a certain gray level. That means that the more details in the image template, the better the registration could become. Ideally, it should be zero. In practical application, feature retrieval is usually not ideal. It is to find the target in a certain frame. The difference of the noise in this frame will affect the feature retrieval of the image. If the signal is f(x, y) and the noise is n(x, y), the image with noise can be represented by formula 1, then formula 9 becomes: 
As shown in the above formula, when the signal noise of the sequential image is relatively low, the influence of the signal is smaller than that of the noise, and even the signal can be neglected. At this point, image feature retrieval is mainly the feature of noise, and noise is the combination of all kinds of noise, so the randomness is relatively strong. Therefore, the minimum value of the found D(r, s) is not necessarily the position of image matching, and the error can easily occur.
Image migration feature retrieval steps
Image migration feature retrieval is a method to estimate the current target location by using the reference template obtained from the previous image to find the most similar region in the current image. As the received text image is static, the effective information of the two adjacent frames does not change much and the random noise is different. Migration feature retrieval steps are as follows: and select template R to continue matching and superposition with the next image. 6) The process of multiple calibration is the repetition of the above process. Each time, take the image after the average superposition of the previous calibration and calibrate it with the next image, and then average the superposition.
In the actual algorithm implementation process, appropriate templates, search objects, and algorithms can be selected according to the characteristics of sequence images.
Experimental results
Based on image migration feature algorithm, image matching is a method to estimate the current target location by using the reference template obtained from the previous image to find the most similar region in the current image. It has good effect on complex background and high signal noise. For the image processing of this system, the multi-frame average method has a significant effect on noise removal, while the existing multi-frame cumulative deviation error will affect the image processing effect, resulting in the image edge blurring and poor readability. Therefore, the deviation of each frame image must be minimized. For the received sequence images, the image migration feature algorithm is adopted to complete the calculation of the migration frame number, which can reduce the accumulated error. There are many factors influencing the matching process. First of all, the number of frames of the image is relatively large, and it is proved by experiments that the number of frames of the multi-frame accumulation method should be more than 10. We choose 100 frames (theoretically, the more the cumulative number of images to be processed, the better the results could become, because the existing image inter-frame migration and limited registration accuracy lead to the bad effect of excessive cumulative number of frames).
In the experiment, we selected 100 images, and it was impossible to match each image from the calculation speed. Secondly, the size of the image is very large which is the size of 1024 × 768, and it affects the time of each match. Considering the complexity of the image migration feature algorithm, the following processing methods are adopted:
(1) Select the appropriate template R The selection of the template size has a great impact on the speed of image matching. Under the same conditions, the smaller the image template is, the faster the image matching processing speed could become. The larger the image template is, the worse the dynamic properties get, but the more detail it contains, the more accurate the image registration is. Taking into account the impact of both aspects, the template size can be selected according to different situations. In the actual application, the size of the template can be changed. In the test below, we selected the size of 412 × 78.
(2) Select the search object Electromagnetic leakage emission reduction image has a strong correlation. Since the image that needs to be restored is the display text image, generally the image should be kept for a period of time, and the position of the same target in each frame of the image is changed slowly. Sync signal drift is the reason for causing image offset. In a short period of time, every frame image offset is roughly the same size, and the restore image feature is that the offset in a short period of time is comparatively fixed, which can be taken as a constant, so it could reduce the number of matching times and replace it with an average number.
According to the characteristics of the sequence image, the last frame can be searched. Collecting 100 frame accumulation, for example, firstly find a template, choose the starting point of the first frame coordinates for the size of the (344,616) of 414 × 78 template, and then map-search the 100th frame, accordingly find the matching point, according to the location of the matching point to calculate the average deviation value per frame, in this way, the rest of the accumulative calculation can be more frames. If the signal is controlled by software, the deviation of the signal on the y-axis will be excluded. In this way, the image migration feature retrieval is only calculated in the x direction, and the template also slides on a line, which will save a lot of time relatively, or the image migration feature retrieval steps can be followed to match frame by frame, and the result will be more accurate. According to the above selection results and considering the calculation speed and data volume, there are four methods adopted in practice for image migration feature retrieval:
Method 1: As shown in formula 12, correlation matching is adopted.
Method 2: As shown in formula 9, absolute value matching is adopted.
Method 3: Implement method 1, but limit the area to be matched, set the matching rectangle box according to the features of the restored image to improve the operation speed Method 4: As method 2 is adopted, the matched region should also be restricted. According to the characteristics of the restored image, the matching rectangle box is set to improve the operation speed.
The specific settings of methods 3 and 4 are as follows: firstly, the template position and size of the image in frame 0 are determined. Assuming that the template image starts from (x, y), width is set as TWidth and height as THeight. The selected starting point coordinates of the matching rectangular box is (0, y-yshift), width of the rectangular box is the width of the sequence image, and height is THeight+2YShift. The parameter Yshift represents the maximum value of the offset on the sequence image which can be adjusted in the setting. In the optimal case, the value of Yshift is 0.
In Fig. 7 , a and b are respectively the images of frame 0 and frame 99 collected in the experiment. The size of the original image is 1024 wide and 768 high:
Select an area in frame 0, starting at (344,616) with a size of 412 × 78. Figure 8 is the matching template image of the image at frame 0. In Fig. 9 (zoom out), the area circled by dotted lines is the selection area of frame 0:
After selecting the region, Fig. 10 is the result diagram in the matching process. The matching point is on (381,615), and the region surrounded by white lines is the matching target.
It can be seen from the matching results that the template image in frame 99 is offset from the original position of frame 0 in both vertical and horizontal coordinates. As can be seen from the experimental results, the image of frame 99 is downwarded by 1 coordinate unit relative to the image of frame 0, and it is shifted to the right by 37 coordinate units, which is approximately equivalent to one coordinate unit for every three frames of the image.
According to this migration rule, the sequence image can be corrected. The results show that in the case of high signal noise, all four methods have successfully found the correct offset, which lays a good foundation for the multi-frame accumulation average. The correct offset is also found by randomly changing the reference image in frame 0.
In the practical application, by adjusting the receiving distance and direction of the video information of the computer, the restored image under different signal-to-noise ratio can be obtained. Figure 11 shows the images of frame 0 and 99 after the adjustment. By using the above four methods, accurate offset can be obtained only when certain regions with obvious features are selected as reference images, while there is a certain error when other non-obvious regions are taken as reference images. The experiments show that the accuracy of image matching is reduced when the signal noise is low and the image features are blurred.
Discussion
The SSD image migration feature retrieval algorithm has a large amount of matching calculation. If you want to do a full image search, you need to do a relevant calculation at (n − m + 1) × (n − m + 1) reference locations, and each correlation calculation needs to do 3 × M × N addition, 3 × M × N multiplication, two times square operation, and one time division. Because the arithmetic speed of multiplication and division is slower than that of addition and subtraction, the arithmetic speed of SSD image migration feature retrieval is slower. In contrast, the SAD image migration feature retrieval algorithm reduces multiplication; only subtraction and addition operation and the operation speed are greatly improved. However, it is proved by the experiments that the matching accuracy of the SSD image migration feature retrieval algorithm is higher than that of the SAD image migration feature retrieval algorithm. In this paper, the frame matching of the electromagnetic leakage transmission receiving sequence images is completed by using the full-figure SSD image migration feature retrieval algorithm, the full-figure SAD image migration feature retrieval algorithm, the limited-range SSD image migration feature retrieval algorithm, and the limited-range SAD image migration feature retrieval algorithm. The effect evaluation is shown in Table 1 .
As shown in the Table 1 , the correlation method takes a long time to operate, but the result is highly accurate. The absolute value method takes a short time to operate, but the accuracy is relatively low. Aiming at the moving range of the image of electromagnetic leakage transmission receiving sequence, the method of limiting range is selected to improve the speed of image matching.
Conclusions
In this paper, the principle of video electromagnetic leakage emission reduction is briefly introduced, and the multi-frame accumulation average method is proposed based on the noise characteristics of sequence images. The results show that the image shift is an important cause of the image blurring after multi-frame accumulation. In order to correct the image migration, this paper analyzed the characteristics of sequence images, proposed the image migration feature retrieval algorithm and the implementation steps, and used the correlation between sequence images to verify the effectiveness of the image migration feature retrieval algorithm. Through experiment and comparison, in the case of high signal and noise, the image migration feature retrieval algorithm can accurately locate the image migration amount, can solve the inter-frame migration problem of multi-frame accumulation average, and can be applied to automatic migration correction and multi-frame accumulation average. The results show that the image signal-to-noise ratio obtained by direct superposition of the image processed by the image migration feature retrieval algorithm is improved, and the recognition degree of video electromagnetic leakage emission reduction image is enhanced effectively. At the same time, in order to evaluate the image migration feature retrieval algorithm, four image migration feature retrieval algorithms were selected in this experiment, and image matching and speed comparison were conducted respectively. The limited range of the image migration feature retrieval algorithm can greatly improve the speed of image matching without reducing the accuracy of image matching.
There are still some limitations in the research work in this paper. For example, the two-frame sequence images are of low signal noise with flat images, and no obvious feature details are available. As it is impossible to accurately select the appropriate reference images, there will be some errors in the image matching. In recent years, image matching technology has made great progress and been applied in some fields. However, the electromagnetic information security field is still in its infancy and needs further optimization. The next step in low SNR circumstance is expectedly to analyze the characteristics of the reference images and combine with the fuzzy matching, feature point matching, template matching, and edge detection of time sequence matching theory research results. Future studies are recommended to put forward a new suitable method for electromagnetic leakage reduction sequence image shift characteristics of the image retrieval algorithm in order to promote the application of image processing in the electromagnetic field of information security and innovation.
