Abstract-As a fundamental problem in computer vision community, non-rigid point set registration is a challenging topic since the corresponding transformation model is often unknown and difficult to model. In this paper, we present a robust method for non-rigid point set registration. Firstly, a mixture of asymmetric Gaussian model (MoAG) is employed to capture spatially asymmetric distributions which the Gaussian mixture model (GMM) based methods neglect instinctively. Secondly, local structures among adjacent points are integrated into the MoAG-based point set registration framework to improve the correspondence estimation.
transformation is very difficult to estimate since the real transformation is usually unknown and difficult to approximate. The solution of non-rigid point set registration generally consists of two main steps: correspondence estimation and transformation updating.
To achieve approximations of the true non-rigid transformation, many probabilistic models like Gaussian mixture model (GMM) based methods [3, 4, 5, 6, 7] are proposed for the non-rigid point set registration. Gaussian mixture model is a simple liner superposition of Gaussian components, aimed at providing a richer class of density models than the single Gaussian [8] . GMM-based methods makes the reasonable assumption that points form the model point set are normally distributed around points in the scene point set. However, they do not always fit any distribution of data. A new probability model asymmetric Gaussian (AG) [9] is originally proposed to capture spatially asymmetric distribution. Recently, method [10] utilizes MoAG to represent point sets in their framework. However, the correspondence between model and scene point sets is estimated only with global relationship in these probabilistic methods. The local neighborhood information is ignored, which is quite important for establishing a comprehensive correspondence [7, 11, 12] .
In this paper, a non-rigid point set registration algorithm based on MoAG is presented. Different from previous MoAG based method [10] , we conduct the correspondence estimation with integrated local structures. Besides, the optimal model parameters are updated by the well-known EM algorithm iteratively. To reduce the high computational complexity, we follow the rule used in [13] . The transformation is estimated in reproducing kernel Hilbert space (RKHS) with regularization theory. Thus, a fast implement can be achieved with the sparse approximation. Experimental results demonstrate that the proposed method outperforms several state of art methods in most tested scenarios.
The rest of the paper is organized as follows: In Section 2, the mixture of AG model is described. An outlier term is integrated into MoAG model to approximate the real data model as much as possible. The experiments and performance evaluation are given in Section 4. Our conclusion is given in Section 5.
II. METHOD
Existing GMM-based approaches are based on a hypothesis that the model point set are normally distributed relative to points belonging to the scene point set. In general, this hypothesis is reasonable. However, the GMM cannot represent the asymmetric distribution properly. Thus, a mixture of AG model is chosen instead of mixture Gaussian model to represent distribution of the model and scene point set in the proposed method. The MoAG can capture spatially asymmetric distribution [9] , which approaches the real data distribution. Fig. 1 gives a clear delineation about the fact. 
A. The mixture of AG model
In this section, we introduce a view of MoAG. Among lots of methods, GMM has received great success in solving the issue of correspondence estimation. Points in model set and scene set are treated as the centroid of the GMM. Unfortunately, GMM do not always fit any distribution of data, so MoAG is chosen instead of mixture Gaussian model. AG model extends from Gaussian model substantially. Let
be model points and scene points, respectively. In the similar manner as Gaussian, the distribution of dimensional AG can be expressed as [10]   Recall from the definition of the density model, it's easy to construct MoAG. Similar to the rule as [7] , the membership probability of the , , .
To account for noise and outliers in point sets, an additional uniform distribution   p outlier is added to MoAG. Denoting the weight of the MoAG and the uniform distribution as  and
Based on the assumption that the structural similarity between two pixels depends on the similarity between the geometrical configurations in their whole neighbourhoods, local structures are utilized to improve the correspondence estimation. Moreover, we add a membership probability to MoAG
Shape context [1] and the fast point feature histograms (FPFH) [14] are utilized to measure the similarity in 2D and 3D case, respectively. The basic idea of the non-uniform weight is to encode the feature similarity into the mixture coefficients. It's reasonable to assign a higher weight to AG component so that a pair of points with similar features has more chance to form a correspondence. An adaptive weight factor is designed to integrate the local structures to the solution process. After the initial correspondences are obtain, we use them to specialize the membership probability as follows , 1 ,
where  denotes the set which a data point m y corresponds to, vol represents the confidence of a correspondence calculated with shape context.  describes the number of elements in a set. Note that if a data point do not match a corresponding point, mn  is assigned to a constant 1/N.
B. EM Algorithm for model parameters updating
For GMM-based methods, L2 distance [6] and L2E [13] have been proven the popular approaches to perform similarity measures between Gaussian mixtures. However, the correspondences and the transformation cannot be solved simultaneously in these methods. In this paper, we choose EM [15] algorithm to solve the optimal transformation iteratively. Based on the Bayes' theorem, the MAP solution can be written as
Equivalently, the optimal transformation can be determined by the negative log-likelihood function
According to the Jensen's inequality, (7) can be re-expressed as
where m z denotes the latent variable and old  represent the current parameter values.
The Q function, which we call the objective function, is also an upper bound of the negative log-likelihood function (7). To simplify things, terms not including  in (8) Next, the EM algorithm is employed to update model parameters. After some initial values for the GMM are chosen, we alternate between the following updates that we shall call E-step and M-step. In E-step, the current values for model parameters are utilized to evaluate the responsibilities. In the subsequent M-step, the expectation is maximized. A detailed course of these two steps is given as follows.
E-
Step: Evaluate the responsibilities using the current parameter values. The posterior probability of MoAG can be written as: 
M-
Step: Re-estimate the parameters using the current responsibilities.
To maximize (10) 
Note that r cannot be solved directly, and the solve function in Matlab is employed to solve the issue. Equation (13) has three solutions, two complex solutions and one real solution.
Here the real solution is selected for the final result.
The pseudo code of the proposed method is shown in Algorithm 1.
, ,
The solving process of non-rigid transformation is similar with [3] . In every iteration step, the transformed position of point set Y becomes
where v denotes a displacement function and has the form
. n c represents the coefficient set.
Note that the regularization term comes from a displacement field:
Adding a regularization term to (11) and omitting terms are independent of transformation  , we obtain 
By (16) and (17), the displacement function in (14) is updated in every iteration step.
In general, the data volume of point cloud captured by sensors is huge. Quick and effective registration algorithm is of great significance in real applications. Existing fast implement technology mainly include fast gauss transform [16] , low-rank matrix approximation [3, 7, 17, 18] , mixture decoupling [19] . In this paper, sparse approximation [13] is utilized to accelerate the proposed algorithm. The subset we pick contains 30 points in our experiments. In order to evaluate the performance of the proposed algorithm, we conducted different degradation types of experiments on synthetic data, e.g., deformation, noise, occlusion and outlier. The test data sets are available at http://www.csee.ogi.edu/∼myron. All the experiments were performed using Matlab R2014a on a PC with an Intel Core i3 3.0 GHz processor and 6.0 Gbytes of physical memory. We compare the proposed method on the above data with other two state of art algorithms namely TPS-RPM [20] and CPD [3] .
The test data consists of two models with different shapes, where the first model consists of 98 points representing a fish and the second model consists of 105 points, representing a Chinese character. For each model, there are five sets of data designed to measure the robustness of registration algorithms with respect to different degrees of deformation, noise, outliers and occlusion. More experimental details can be found in [20] . In our proposed algorithm, there are mainly three parameters. We set 0.1 Figure 3 . Quantification of the proposed algorithm compared toTPS-RPM [20] and CPD [3] on the corresponding datasets. Right column: the shape of fish. Left column: the shape of a Chinese character. Each error bar indicates the registration error mean and the standard deviation over 100 runs.
The registration error of the model and scene point set is quantified as the average Euclidean distance based on the ground truth correspondences. In the deformation test, the number of the model point set and the scene point set are the same. The average Euclidean distance is calculated with all the point pairs. For the fish patterns corrupted with outliers, the number of scene point set N is fixed at 98, M is varied from 98 to 294. The error is computed using the point pairs with the ground truth correspondences. The performance statistics for different degradation types are summarized in Fig. 3 . All three methods are compared by the error mean and the standard deviation of the registration error of 100 trials. The proposed method is more robust compared with the other two algorithms in most scenes.
IV. CONCLUSION
GMM-based methods for non-rigid point set registration can achieve a good result. However, these algorithms neglect the asymmetric distribution among data inevitably. To solve this issue, MoAG is utilized to capture spatially asymmetric distribution in our method. Meanwhile, we employ the EM algorithm to estimate the correspondence and transformation. The experiment results show that our method is robust to different degradations and outperforms other two state of the art registration algorithms.
