Abstract. The normalized incomplete gamma functions P(a, x) and Q(a, x) are inverted for large values of the parameter a . That is, x-solutions of the equations P(a,x)=p, Q(a,x) = q, p e [0, 1], q = 1 -p, are considered, especially for large values of a . The approximations are obtained by using uniform asymptotic expansions of the incomplete gamma functions in which an error function is the dominant term. The inversion problem is started by inverting this error function term. Numerical results indicate that for obtaining an accuracy of four correct digits, the method can already be used for a = 2, although a is a large parameter. It is indicated that the method can be applied to other cumulative distribution functions.
Introduction
The incomplete gamma functions are defined by (1.1) P(a,x) = f^-)J^ta-xe-'dt, Q(a,x) = T^J f-'e^dt, with (1.2) P(a,x) + Q(a,x) = l.
We take a > 0 and x > 0. We consider the following inversion problem. Let p e [0, 1] be given and q = 1 -p . Then we are interested in the a:-value that solves the following two (equivalent) equations (1.3) Pia,x)=p, Qia,x) = q, where a is a fixed positive number. We are especially concerned with solving (1.3) for large values of a. This problem is of importance in probability theory and mathematical statistics. Several approaches are available in the (statistical) literature, where often a first approximation of x is constructed, based on asymptotic expansions, but this first approximation is not always reliable. Higher approximations may be Q(a,x) = Urfc(r1y/a/2) + Ra(t1); obtained by numerical inversion techniques, which require evaluation of the incomplete gamma functions. This may be rather time consuming, especially when a is large.
In the present method we also use an asymptotic result. The approximation is quite accurate, especially when a is large. It follows from numerical results, however, that a three-term asymptotic expansion already gives an accuracy of four significant digits for a = 2, uniformly with respect to p, q e [0, 1].
The method is rather general. In a final section we mention application of the same method on a wider class of cumulative distribution functions.
Uniform asymptotic expansions of P and Q
The asymptotic inversion of equations (1.3) is based on the uniform asymptotic expansion of the incomplete gamma functions as given in [8] . First we summarize these results.
The incomplete gamma functions have the following representations:
here, erfc is the error function defined by
The real parameter n in (2.1) is defined by
For the function Ra(n) we derived an asymptotic expansion. Writing p-an1/! (2.4) Rain) = -==Saift) , \J2na we have (2.5) Sain) ~¿Z^¡Í!r asfl-^,rçeR.
«=o No restrictions on n are needed. In fact, (2.5) holds uniformly with respect to n e R (and in a larger domain of the complex plane). In other words, (2.5) holds uniformly with respect to X e [0, oo) or with respect to x e [0, oo). In particular, the expansion is valid in a neighborhood of X = 1 (x = a), a turning point in the behavior of the incomplete gamma functions for large values of the parameter a. The first two coefficients in (2.5) are
These two (and all higher coefficients) have a removable singularity at n = 0 (X -1, x = a). All C"in) are analytic at the origin. The higher coefficients can be obtained from the recursion To start the procedure, we consider Ra(t]) in (3.1) as a perturbation, and we define the number n0 -tjoiQ, a) as the real number that satisfies the equation (3.2) ierfc(7/ovV2) = <7.
Known values are tjoiO, a) = +00, r¡oij,a) = 0, noil, a) =-oc.
Note the symmetry t\oiQ, a) = -r\oiP, a). Computation of t]o requires an inversion of the error function, but this problem has been satisfactorily solved in the literature (see [3, 7] ). The value n defined by (3.1) is, for large values of a, approximated by the value rjo . We write (3.3) n(q, a) = t]o(q, a) + e(no, a), and we try to determine the function s. It appears that we can expand this quantity in the form (3) (4) ,(*,,)"£ + £ + £ + ..., as a -> 00. The coefficients e¡ can be written explicitly as functions of f/o . We first remark that (3.1) yields the relation
Using (1.1) and (2.3), we obtain after straightforward calculations where T*(a) is defined in (2.9), and (3.6) fin) X-\ ' the relation between n ano< ^ being given in (2.3). For small values of n we can expand
From (3.2) we obtain
Upon dividing these two differential equations, we eliminate q, although it is still present in no • We thus obtain Substitution of (3.3) gives the differential equation
a relation between e and no> with a a (large) parameter. It is convenient to write n m place of no ■ That is, we try to find the function e = e(n, a) that satisfies the equation (3.10) fin + e) de dn.
Y*(a)eM^+el2\
When we have obtained the solution e(n, a) (or an approximation), we write it as e(no, a) and the final value of n follows from (3.3). The parameters X and x of the incomplete gamma function then follow from inversion of the first relation in (2.3).
Determination of the coefficients e,
For large values of a we have T*(a) = 1 +(f(a~x) (see (2.8) ). Comparing dominant terms in (3.10), we infer that the first coefficient fij in (3.4) is defined by fin) = em , giving (4.1) ei = Iln/fa).
It is not difficult to verify that / is positive on R, /(0) = 1, and that / is analytic in a neighborhood of rç = 0. It follows that ex = ex in) is an analytic function on M. For small values of n we have, using (3.7), The derivatives /', e\, etc., are with respect to n , and evaluated at ^. It will be understood that the complexity for obtaining higher-order terms is considerable. The terms shown so far have been obtained by symbolic manipulation.
Expansions of the coefficients e,
The singularities of the mapping X -> n, the first relation in (2.3), follow from the zeros or poles of dn/dX = (X -l)/(Xn) ; X = 0 is mapped to infinity. A second candidate is X = 1 with corresponding point n = 0, a regular point. However, when X = exp(2nin), with n = ±1, ±2, ... , the quantity dn/dX vanishes. Corresponding ^/-values satisfying \n\ --2nin are singular points of the mapping, and singular points of the function / defined in (3.6). For n = ±1 we obtain 2^/ñexp(±|^/).
It follows that / is analytic in a strip p//| < V2n, and that it can be expanded in a Taylor series around the origin with radius of convergence 2^1i. All e, have similar analytic properties. That is, the coefficients e, can be ex- 
Numerical examples
In a separate publication we present numerical approximations (in the form of rational functions) for the coefficients e¡, together with a computer program for computing the inverse of the error function and the incomplete gamma functions. The inversion of the first relation in (2.3) , that is, the computation of X when n is given, will be considered as well. In this section we present some first numerical results, which show the power of the asymptotic method.
When p = q = 5 , the asymptotics is quite simple. Then no of (3.2) equals zero, and from (4.2) and the expansions in §5 we obtain (3. Table 6 .1).
In a second example we take a -2 and q -0.1 ; inverting (3.2), we obtain no = 0.9061938 . Using In Table 6 .1 we give more results of numerical experiments. We have used (3.4) with three terms. The first column under each a-value gives the relative accuracy \xa -x\/x, where xa is the result of the asymptotic method, and x is a more accurate value obtained by a Newton-Raphson method. The second column under each a-value gives the relative errors \Q(a ,xa) -q\/q. Relative errors \xa -x\/x and \Q(a, xa) -q\/q for several values of q and a ; xa is obtained from the asymptotic expansion (3.4), x is a more accurate value. The numerical inversion of the error function, equation (3.2) , can be based on formula 26.2.23 of [1] , where the inversion is written in terms of the function Q(x) = \ erfc(x/\/2).
The equation Qixp) = p is considered with 0 < p < 0.5 , but symmetry of the g-function can be used for 0.5 < p < 1. In [3, 7] more results can be found on the inverse of the error function.
Inversion of the incomplete gamma functions is considered in [ 1 ] in terms of the chi-square distribution (see formulas 26.4.16-18). In [2] an algorithm is published (in Fortran). In [4] several algorithms are discussed. In [5] an algorithm in Fortran is given for the incomplete gamma functions and their inverses. In [6] asymptotic methods are used; in our notation: (1.3) is considered for small values of q, with a fixed. These results can be used in addition to our results when q is small and a e (0, 2), say.
Generalizations
The method described in the previous sections can be applied to other cumulative distribution functions. Consider the function (7.1) Fain) = ^fj~ae/2f(OdC, where a > 0 and ijgR. We assume that / is an analytic function in a domain containing the real axis, and that / is positive on R with the normalization /(0) = 1. In [9] it is shown that several well-known distribution functions can be written in this form, including the incomplete gamma and beta functions. It is also shown that the representation By dividing both sides of (7.1) by Fa(oc), we obtain a further normalization, which is typical for distribution functions. The inversion of the equation Fa(n)/Fa(oo) -q, with a e [0, 1] and a a given (large) number, can be performed as in the case of the incomplete gamma functions. As in (3.2), let no be the real number satisfying the equation i 2eTfc(-noVa/2) = <?• Then the desired value // is written as in (3.3), and an expansion like (3.4) can be obtained by deriving the differential equation (3.8) , with / of (7.1) and r*(a) replaced with Fa(<x>). From [9] it follows that the incomplete beta function defined as hiP,q)= D/"' ", f tp~x il-t)«-xdt, xe[0,l],p>0,q>0,
Bip,q)
with Bip, q) -rÍp)Tiq)/TÍp + q), can be inverted in this way. The large parameter is a = p + q, and the inversion method described above holds for the case that both p and q are large. That is, a representation as in (7.1) and (7.2) can be given when the beta density is not too skew. The condition on p and a is: when we write p = asin26, q-acos29, 0 < 6 < jn, then 6 should be bounded away from 0 and \% .
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