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Abstrak― Makalah ini membahas tentang lengan robot sebagai 
pembangkit trayektori. Berbagai metode pembangkit trayektori 
telah dikenalkan, tetapi robot harus dapat berinteraksi dengan 
lingkungan  termasuk  dengan  manusia.  Dalam  makalah  ini 
diterapkan  interactive  genetic  algorithm  sebagai  pembangkit 
trayektori  menggunakan  evaluasi  manusia.  Dibutuhkan  suatu 
metode untuk memperkirakan nilai evaluasi manusia, untuk itu 
digunakan fungsi state-value.  
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I.  PENDAHULUAN 
Dewasa  ini  robot  human-friendly  dan  robot  partner  telah 
banyak  dikembangkan  untuk  generasi  selanjutnya  demi 
kepentingan  manusia  [1]-[3].  Robot  –  robot  tersebut 
memerlukan kemampuan kecerdasan melalui interaksi antara 
robot  dengan  manusia.  Robot  harus  dapat  menghasilkan 
tingkah  laku  yang  diinginkan  sebagai  komunikasi  dengan 
pemiliknya  [1]-[3].  S.Kristensen  dkk,  mengenalkan  metode 
pembelajaran  secara  langsung  antara  manusia  dengan  robot 
dalam  aplikasi  pelayan  kopi  [3].  Artur  M.A.  mengenalkan 
strategi  –  strategi    untuk  memperoleh  kemampuan  tertentu 
berbasis interaksi robot dengan manusia. Interaksinya dengan 
manusia memberikan kemampuan baru sebagai seorang aktor 
[4]. 
Algoritma  –  algoritma  yang  lain  telah  diterapkan  untuk 
memecahkan  masalah  –  masalah  pencarian  jalur  (path-
planning). Xiao mengenalkan adaptive evolutionary planner / 
navigator  menggunakan  berbagai  macam  operator  untuk 
mengembangkan  dan  memperbaiki  jalur  –  jalur  yang  akan 
dilalui  [5].  Metode  perencanaan  trayektori  secara  hierarki 
pada  ruang  pseudo-potential  untuk  proses  perakitan  telah 
dikembangkan.  Metode  ini  secara  dasar  mempunyai  dua 
permukaan  yaitu  trajectory  generator  dan  configuration 
generator menggunakan algoritma virus-evolutionary genetika 
[6]-[8], [5]. Sekarang, berbagai macam sistem adaptive robot 
telah dikenalkan untuk beradaptasi dengan lingkungan yang 
dinamis. 
Pembelajaran dengan bantuan (reinforcement learning) telah 
diterapkan  untuk  membangun  sebuah  agen  yang 
memaksimalkan  penggunaan  yang  diharapkan,  dengan 
memberikan hadiah (reward) atau hukuman (punishment) dari 
lingkungan. Yaitu, reinforcement learning tidak menggunakan 
sinyal  pembelajaran  secara  langsung,  tetapi  menggunakan 
evaluasi umpan-balik yang diperoleh melalui interaksi dengan 
lingkungan. Pencarian akan menjadi sulit jika ruang keadaan 
berukuran besar. Jika menggunakan lookup table, ruang kerja 
tiga dimensi diuraikan ke dalam sel – sel NxNxN dimana N 
menunjukkan  ukuran  dari  sel  –  sel  pada  masing  –  masing 
sumbu.  Selanjutnya,  pencarian  yang  berturut  –  turut  dari 
kandidat  trayektori  sulit  dilakukan  karena  dinamika  robot 
lengan.  Sehingga,  evaluasi  manusia  diperlukan  untuk 
mewujudkan  robot  lengan  yang  human-friendly  yaitu 
pergerakan lengan dianggap aman dan efisien oleh manusia. 
Efisien  dengan  maksud,  (1)  trayektori  yang  dihasilkan 
mempunyai jarak terdekat, (2) trayektori bergerak sepanjang 
titik – titik yang diberikan, (3) trayektori jauh dari halangan, 
(4) trayektori mencapai obyek dengan fungsi energi minimum 
dan  (5)  trayektori  bergerak  dengan  kecepatan  motor  tinggi 
atau  rendah.  Sehingga  robot  akan  mudah  digunakan  dan 
mudah berinteraksi. 
Robot akan memilih sebuah tingkah laku dan membuat suatu 
keputusan  untuk  beraksi  dengan  manusia.  Karena  itu,  akan 
dikenalkan  metode  perencanaan  trayektori  menggunakan 
fungsi  state-value  dan  interaktif  algoritma  genetika.  Fungsi 
state-value  digunakan  untuk  memperkirakan  evaluasi 
manusia. Dalam proyek ini, jumlah kuadrat jarak antara dua 
konfigurasi,  jumlah  kuadrat  beda  diantara  sudut  masing  – 
masing joint antara dua konfigurasi, dan jumlah dari evaluasi 
manusia  menggunakan  fungsi  state-value  telah  dikenalkan. 
Robot human-friendly  harus menghasilkan trayektori berbasis 
evaluasi manusia. 
 
II.  ALGORITMA GENETIKA (GA) 
Adalah teknik pencarian yang di dalam ilmu komputer untuk 
menemukan  penyelesaian  perkiraan  untuk  optimisasi  dan 
masalah  pencarian.  Proses  dalam  Algoritma  Genetika  akan 
mengikuti siklus seperti yang diilustrasikan pada gambar 1 
 
   
    Gambar 1.  siklus Algoritma Genetika 
 
  Beberapa  definisi  penting  yang  perlu  diperhatikan 
dalam Algoritma Genetika adalah:   2 
  Genotype  (Gen),  sebuah  nilai  yang  menyatakan 
satuan dasar yang membentuk suatu arti tertentu dalam satu 
kesatuan  gen  yang  dinamakan  kromosom.  Dalam  algoritma 
genetika, gen ini bisa berupa nilai biner, float, integer maupun 
karakter, atau kombinatorial. 
  Allele, nilai dari gen. 
  Kromosom,  gabungan  gen-gen  yang  membentuk 
nilai tertentu. 
  Individu, menyatakan satu nilai atau keadaan yang 
menyatakan  salah  satu  solusi  yang  mungkin  dari 
permasalahan   yang diangkat. 
  Populasi,  merupakan  sekumpulan  individu  yang 
akan diproses bersama dalam satu siklus proses evolusi. 
  Generasi,  menyatakan  satu-satuan  siklus  proses 
evolusi. 
  Nilai  Fitness,  menyatakan  seberapa  baik  nilai  dari 
suatu individu atau solusi yang didapatkan. 
 
A.  Mekanisme Algoritma Genetika 
Mekanisme  yang  ada  dalam  GA  yaitu  hanya  melibatkan 
penyalinan gen dan pertukaran gen. Siklus perkembangbiakan 
GA diawali dengan pembuatan himpunan solusi secara acak 
dinamakan populasi, di mana di dalamnya terdapat individu-
individu  yang  dinamakan  kromosom.  Kromosom  ini  secara 
lambat  laun  mengalami  iterasi  ‘perkembangbiakan’  dalam 
sebuah generasi. Selama dalam sebuah generasi, kromosom-
kromosom ini dievaluasi, dengan menggunakan rumus-rumus 
yang telah ditentukan dalam fungsi fitness.  
Mekanisme dari GA tersebut yaitu: 
•  Pembngkitan populasi awal 
•  Fitness 
•  Seleksi 
•  CrossOver / KawinSilang 
•  Mutasi 
 
B.  Prosedur Algoritma Genetika 
1)   Populasi Awal 
     Populasi  adalah  kumpulan  dari  individu-
individu  yang  mempunyai  solusi.  Populasi  awal  pada 
algoritma GA adalah sekumpulan individu yang dibangkitkan 
secara  acak.  Yang  perlu  dipertimbangkan  adalah  jumlah 
populasi, jumlah populasi yang terlalu sedikit akan sulit untuk 
mencapai  solusi  terbaik.  Sedangkan  jika  jumlah  populasi 
terlalu banyak maka perhitungan akan menjadi kompleks dan 
membutuhkan waktu komputasi yang lama. 
2)   Fitness suatu Individu 
        Nilai fitness adalah nilai yang menyatakan baik 
tidaknya  suatu  solusi  (individu).  Nilai  fitness  ini  yang 
dijadikan  acuan  dalam  mencapai  nilai  optimal  dalam 
algoritma  genetika.  Algoritma  genetika  bertujuan  mencari 
individu dengan nilai fitness yang paling tinggi. 
3)  Seleksi 
    Seleksi  posisi  terbaik  atau  mencari  individu 
yang terbaik dimulai dengan menghitung nilai fitness setiap 
posisi  yang  dilalui  satu  individu.  Dengan  membandingkan 
nilai fitness setiap posisi yang dilalui individu tertentu maka 
akan didapat best trajectory suatu individu. Berikut ini adalah 
contoh  algoritma  seleksi  tersebut.  Induk  digantikan 
keturunannya  segera  setelah  kelahiran  keturunan,  dimana 
operasi genetika bersifat tidak pandang bulu, keturunan yang 
baik menggantikan induk yang jelek. 
4)  CrossOver 
       CrossOver adalah  menggabungkan/mengawinkan 
dua  individu  dan  menghasilkan  dua  individu  baru.  Pindah 
silang  adalah  operator  genetic  yang  utama.  Operator  iini 
bekerja  mengambil  2  individu  dan  memotong  string 
kromosom mereka pada posisi yang terpilih secara acak. 
Operasi ini tidak selalu dilakukan pada semua individu yang 
ada.  Individu  dipilih  secara  acak  untuk  dilakukan  crossing 
dengan Pc antara 0,6 - 0,95. Jikapindah silang tidak dilakukan 
maka nilai dari induk akan diturunkan kepada keturunannya. 
5)  Mutasi 
                Mutasi  digunakan  untuk  melakukan  modifikasi 
satu atau lebih nilai gen dalam individu yang sama. Mutasi 
memastikan bahwa probabilitas untuk  pencarian pada daerah 
tertentu dalam persoalan tidak akan pernah nol dan mencegah 
kehilangan  total  materi  genetik  setelah  pemilihan  dan 
penghapusan. 
 
III.  RANCANGAN SISTEM 
Trayektori  yang  dibangkitkan  oleh  CPU  akan  dikirim  ke 
rangkaian hardware dan melalui evaluasi manusia akan dinilai 
trayektori  –  trayektori  yang  terbaik  pada  saat  itu.  Gambar 
berikut adalah blok diagram keseluruhan sistem. 
 
 
Gambar 2. Blok diagram sistem. 
 
Evaluasi  manusia  yang  diberikan  akan  digunakan  untuk 
memperbarui  fungsi  state-value.  Gambar  berikut  ini  adalah 
contoh  cara  pemberian  nilai  dan  cara  memperbarui  setiap 
trayektori  yang  dihasilkan,  dengan  memisalkan  kotak 
berbentuk dua dimensi. 
 
Gambar 3. Sel – sel fungsi state-value. 
 
Nilai  fitness  merupakan  ukuran  yang  menentukan  seberapa 
baik  setiap  individu  yang  dibangkitkan.  Tujuan  utama  dari 
keseluruhan  proses  ini  adalah  untuk  membangkitkan 
trayektori  yang mempunyai jarak minimum dari konfigurasi 
awal sampai konfigurasi akhir dan mempunyai nilai evaluasi 
manusia tertinggi.   3 
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w1,w2,w3 adalah  koefisien jarak, fp adalah jumlah kuadrat dari 
jarak antara 2 konfigurasi, fd adalah jumlah kuadrat dari sudut 
antara  2  konfigurasi  pada  masing  –  masing  joint,  dan  fv 
adalah  jumlah  nilai  evaluasi  manusia  yang  menggunakan 
fungsi state - value. 
 
Gambar 4. Pergerakan dan ukuran robot lengan. 
 
Gambar  diatas  adalah  pergerakan  dan  ukuran  lengan  robot 
yang  nanti  digunakan  dalam  percobaan.  Titik  awal  robot 
adalah titik (0,0,0), memanjang ke arah sumbu y negatif. 
Gambar berikut adalah diagram alir dari IGA 
   
Gambar 5.  Flowchart IGA 
Terdapat dua bagian utama dalam flowchart diatas yaitu inner 
loop  dan  outer  loop.  Pada  inner  loop  terdapat  proses  IGA 
sedangkan  human  -  evaluation  dan  update  state  -  value 
terdapat  di  outer  loop.  Proses  pertama  adalah  inisialisai 
dimana individu-individu baru akan dibangkitkan secara acak. 
Dari  setiap  individu  tersebut  akan  dicari  nilai  terbaik 
kemudian  mengevaluasi  trayektori  individu  tersebut  melalui 
fungsi evaluasi fitness.  
 
 
IV.  HASIL PERCOBAAN 
Pengujian  lengan  robot  dilakukan  pada  beberapa  parameter 
yaitu. 
TABEL I 
PARAMETER IGA, POP_SIZE 50 
Population Size  50 
Num Configuration  10 
Local Evaluations 
(Inner loop times) 
10 
Space Size  22 
Prob_Crossover  0.7 
Prob_Mutation  1.0 
 
TABEL II 
PARAMETER IGA YANG DIBUAT VARIABEL 
Coba 
ke 
SUM 
OF 
ANGLE 
SUM OF 
DISTANCES 
SUM OF 
ESTIMATED 
EVALUATION 
1.  0,8  0,1  0,1 
2.  0,1  0,8  0,1 
3.  0,1  0,1  0,8 
4.  0,3  0,1  0,6 
Percobaan ke-1: 
Percobaan pertama dilakukan dengan menset nilai pemberat 
1 w  dengan nilai yang ekstrim terhadap parameter pemberat 
yang lain. Parameter  1 w  diset 0.8 karena penjumlahan ketiga 
parameter harus satu dengan perubahan satu digit dibelakang 
koma.  Hal  ini  dilakukan  untuk  mengetahui  pengaruhnya 
terhadap trayektori yang dihasilkan robot. 
8 . 0 1 = w // weight sum of angle 
1 . 0 2 = w // weight sum of distance  
1 . 0 3 = w // weight sum of human evaluation, didapatkan 
kurva seperti gambar di bawah ini: 
   
 Gambar 6. Grafik nilai fitness  w1=0.8, w2=0.1,w3=0.1 
   4 
Pada grafik dapat dilihat bahwa untuk mendapatkan trayektori 
yang  baik  maka  membutuhkan  beberapa  trial,  untuk  nilai 
fitness trial ke-12 didapatkan nilai 275. 
  
        Gambar 7.  Grafik evaluasi manusia  w1=0.8, w2=0.1, w3=0.1 
Jika grafik dilihat dari evaluasi manusia makin lama makin 
tidak baik  terjadi tanjakan yang menyolok karena kurang bisa 
untuk menemukan solusi yang diharapkan setelah. Sehingga 
saat trial ke 8, nilai evaluasi manusia mengalami kenaikkan 
grafik  hal ini  dikarenakan trayektori  yang  dihasilkan hanya 
mengandalkan jumlah nilai sudut yang terkecil. 
         
Gambar 8. Grafik nilai jumlah sudut  w1=0.8, w2=0.1, w3=0.1 
Data  yang  pertama  dengan  w1  =  0.8  menunjukkan  grafik 
jumlah  sudut  yang  semakin  lama  semakin  menurun  karena 
nilai sudut yang berpengaruh dalam hal ini sehingga hasilnya 
baik. 
     
Gambar 9. Grafik nilai jumlah jarak  w1=0.8, w2=0.1, w3=0.1 
Data  yang  pertama  dengan  w1  =  0.1  menunjukkan  grafik 
jumlah  jarak  yang  semakin  lama  semakin  menurun  tapi 
sempat naik karena nilai sudut yang berpengaruh dalam hal ini 
sehingga hasilnya untuk jumlah jarak kurang begitu bagus. 
       
  Gambar 10. Grafik jumlah evaluasi manusia  w1=0.8, w2=0.1, w3=0.1 
Data  diatas  dengan  menunjukkan  grafik  jumlah  evaluasi 
manusia    yang  semakin  lama  semakin  menurun  walaupun 
kurang  begitu  baik,  karena  kurang  bisa  untuk  menemukan 
solusi yang diharapkan. 
Percobaan ke-2 : 
Percobaan  kedua  dilakukan  dengan  menset  nilai  2 w   lebih 
tinggi  dari  parameter  yang  lain  namun  tetap  jumlah  ketiga 
parameter adalah 1.      Hasil  yang  diperoleh  adalah  gerakan 
lengan  robot  terlalu  acak,  kurang  halus  bahkan  sampai 
melebihi  batas  –  batas  yang  telah  ditentukan..  Berikut  ini 
adalah grafik sum of distance pada pengujian ini. 
1 . 0 1 = w // weight sum of angle 
8 . 0 2 = w // weight sum of distance 
1 . 0 3 = w // weight sum of human evaluation, didapatkan  
kurva seperti gambar di bawah ini:
   
Gambar 11. Grafik nilai fitness w1=0.1 w2=0.8, w3=0.1 
Pada grafik dapat dilihat bahwa untuk mendapatkan trayektori 
yang  baik  maka  membutuhkan  beberapa  trial,  untuk  nilai 
fitness trial ke-12 didapatkan nilai 143. 
 
Gambar 12.  Grafik nilai evaluasi manusia, w1=0.1  w2=0.8, w3=0.1 
Nilai  evaluasi  manusia  mengalami  kenaikan  saat  trial  4 
menuju trial 5 dan 8 ke 9 (gerakan semakin memburuk). Hal 
ini menunjukkan trayektori  yang  dihasilkan hanya  mengacu 
pada  jumlah  jarak,  gerakan  lengan  robot  menjadi  tidak 
beraturan tidak sesuai untuk jabat tangan. 
   
Gambar 13. Grafik jumlah evaluasi manusia w1=0.1, w2=0.8, w3=0.1 
   5 
Data  diatas  dengan  menunjukkan  grafik  jumlah  evaluasi 
manusia    yang  semakin  lama  semakin  menurun  walaupun 
kurang  begitu  baik,  karena  kurang  bisa  untuk  menemukan 
solusi yang diharapkan. 
   
     Gambar 14.  Grafik jumlah jarak  w1=0.1, w2=0.8, w3=0.1 
  Data  yang  kedua  yaitu  parameter  w2=0.8  yang  lebih  besar 
nilainya dibandingan parameter yang lain, grafik jumlah jarak 
menunjukkan grafik yang membaik tetapi tidak menurut nilai 
evaluasi manusia.  
Percobaan ke-3 : 
Percobaan ketiga dilakukan dengan menset  3 w  dengan nilai 
yang lebih tinggi dari parameter yang lain. Namun tetap masih 
dengan jumlah ketiga parameter sama dengan satu.  
1 . 0 1 = w // weight sum of angle 
1 . 0 2 = w // weight sum of distance 
8 . 0 3 = w // weight sum of human evaluation, didapatkan 
kurva seperti gambar di bawah ini: 
 
Gambar 15. Grafik nilai fitness w1=0.1, w2=0.1, w3=0.8 
Pada grafik dapat dilihat bahwa untuk mendapatkan trayektori 
yang  baik  maka  membutuhkan  beberapa  trial,  untuk  nilai 
fitness trial ke-7 didapatkan nilai 105. 
 
Gambar 16.  Grafik nilai evaluasi manusia w1=0.1, w2=0.1, w3=0.8 
Data  yang  ketiga  untuk  human  evaluation,  meskipun 
menunjukkan keseluruhan grafik yang semakin baik (grafik 
menurun) tetapi kurang bisa untuk menemukan solusi yang 
diharapkan ditunjukkan dengan grafik nilai evaluasi manusia 
yang  agak  datar  tapi  masih  terjadi  tanjakan.  Hal  ini 
menunjukkan  gerakan  robot  seperti  terperangkap  dalam 
daerah tertentu. 
 
Gambar 17.  Grafik nilai jumlah sudut w1=0.1, w2=0.1, w3=0.8 
Data  yang  pertama  dengan  w1  =  0.1  menunjukkan  grafik 
jumlah  sudut  yang  semakin  lama  semakin  menurun  karena 
nilai  sudut  yang  tidak  berpengaruh  dalam  hal  ini  sehingga 
hasilnya kurang  baik. 
  
Gambar 18. Grafik nilai jumlah jarak w1=0.1, w2=0.1, w3=0.8 
Data  yang  pertama  dengan  w1  =  0.1  menunjukkan  grafik 
jumlah  jarak  yang  semakin  lama  semakin  menurun  karena 
nilai  jarak  kurang  begitu  pengaruh  dalam  hal  ini  sehingga 
hasilnya untuk jumlah jarak kurang begitu bagus. 
          
Gambar 19.  Grafik jumlah evaluasi manusia w1=0.1, w2=0.1, w3=0.8 
Data  diatas  dengan  menunjukkan  grafik  jumlah  evaluasi 
manusia    yang  semakin  lama  semakin  menurun  walaupun 
kurang  begitu  baik,  karena  kurang  bisa  untuk  menemukan 
solusi yang diharapkan. 
   
Gambar 20.  Grafik nilai fitness, pop size=50. 
   6 
 
Gambar 21. Grafik 3D nilai fitness, pop size=50. 
 
TABEL III 
PARAMETER PEMBERAT PERCOBAAN IGA 
 
V.  KESIMPULAN 
Jumlah  pop  size atau  ukuran  populasi  yang  semakin tinggi 
akan  cepat  menemukan  solusi  yang  terbaik  dan  dapat 
mencegah  terjadinya konvergensi pada wilayah lokal tetapi 
komputasi akan  semakin  berat.  Diatas 100  jumlah  populasi 
akan cepat menemukan solusinya. 
Nilai  pemberat  1 w   (pemberat  sum  of  angle)  diatas  0.3 
mengakibatkan  gerakan  robot  yang  kurang  baik  menurut 
evaluasi manusia, gerakan lengan robot menjadi lebih halus 
namun tidak menunjukkan jabat tangan yang baik. 
Nilai  pemberat  2 w   (pemberat  sum  of  distance)  diatas  0.4 
dengan  1 w   kurang  dari  0.3  dan  diatas  0.3  mengakibatkan 
gerakan  robot  menjadi  acak  atau  tak  menentu  atau  bahkan 
melebihi batas – batas jabat tangan yang diperbolehkan. 
Nilai  pemberat 
3 w   (pemberat  sum  of  human-evaluation) 
diatas  0.4  mengakibatkan  robot  terperangkap  pada  daerah 
tertentu  saja,  tidak  bisa  menemukan  daerah  solusi  yang 
terbaik. 
Perpaduan  ketiga  parameter  3 2 1 , , w w w   akan  menemukan 
solusi  yang  terbaik  (yaitu  saat 
5 . 0 , 2 . 0 , 3 . 0 3 2 1 = = = w w w ).   
Terlihat  pada  data  hasil  percobaan  bahwa  IPSO  dapat 
menemukan trayektori lebih cepat (yaitu dengan jumlah trial 
5) daripada IGA (yaitu dengan jumlah trial 10). 
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