Abstract. Three natural multi-dimensional substitutes for the self-commutator of a Hilbert space operator are introduced and generalizations of Putnam's inequality to tuples of operators with semidefinite self-commutators are indicated. In addition, a Riesz transform model is developed and investigated.
Introduction
This article is concerned with two Putnam type inequalities in higher dimension. In its one-dimensional form, Putnam's inequality points out that the area of the spectrum of a seminormal Hilbert space operator dominates the norm of the selfcommutator of that operator. The original proof dates back to the early 1970s and is given in [30] . Simplified forms and several new proofs have been discovered in the meantime by different authors. For an insight and a better historical perspective we refer to the monographs [29] , [6] , [8] , [36] , and [18] . We would like to mention that the proofs discussed in [6] and [36] rely on the singular integral models developed by Xia [35] , Pincus [26] , Kato [14] , and Muhly [24] (see also [27] and [28] ). A simple proof for subnormal operators has been found by Axler and Shapiro [3] . Their work relates Putnam's result to an inequality due to Alexander [1] and reveals connections between seminormality, one-variable complex analysis, and harmonic analysis. The generalization established in [17] of Alexander's inequality in the Clifford analysis setting suggests the use of some tools pertaining to this field in generalizing Putnam's inequality.
This task clearly requires a good concept of joint seminormality in higher dimension. Steps towards the development of a multi-variable theory are indicated in [2] , [7] , [9] , [10] , [11] , [12] , [16] , [19] , [21] , and [37] , to mention just a few of the contributors in this area. Parts of the present article emphasize the viewpoint advanced in [16] and [19] , where joint seminormality is investigated based on a Bochner-Weitzenböck and two Bochner-Kodaira identities associated to systems of operators. This approach brings in several techniques customarily employed in spin geometry and Clifford analysis. We should notice that Clifford analysis is just the kind of function theory that matches spin geometry. Excellent presentations of these topics can be found in [4] , [5] , [13] , [15] , and [23] . Specific applications of Clifford analysis to operator theory related in part to our article are presented in [22] and [32] and in several articles included in the volume [31] edited by J. Ryan. and regarded as operators on the space C n ⊗ H. We next take the self-adjoint n-tuples X = (
In the case n = 1 we obviously have
, so basically we are dealing with a single commutator. If n ≥ 2, these properties are no longer true, and although the three so-defined commutators are related to each other, they produce different operators on C n ⊗ H. Specifically, C L (T ) and C R (T ) are in general linearly independent, C R (T ) is the formal transpose of −C L (T ), and
The terminology used below is the same as in [16] and [19] .
Definition. An n-tuple T of operators on
, the n-tuple T is said to be left cohyponormal or left hyponormal, respectively, and when C R (T ) ≥ 0 or C R (T ) ≤ 0, the n-tuple T is called right hyponormal or right cohyponormal, respectively.
If n = 1, we recover the standard definitions of seminormal, hyponormal, and cohyponormal operators. The concepts of joint hyponormality, joint cohyponormality, and t-hyponormality studied in [2] and [37] correspond in our terminology to left hyponormality, left cohyponormality, and right hyponormality, respectively.
Definition.
A pair of two self-adjoint n-tuples X and Y of operators on H is called jointly seminormal provided its commutator C(X, Y ) is semidefinite as an operator on C n ⊗ H. In the case when C(X, Y ) ≥ 0 or C(X, Y ) ≤ 0, the pair (X, Y ) is said to be jointly hyponormal or jointly cohyponormal, respectively.
, where T * = (T 2.4. Definitions 2.2 and 2.3 gain a better motivation in conjunction with two Bochner-Kodaira type identities for n-tuples of operators on H. To establish them, we employ the complex Clifford algebra A 2n = A 2n (C) over the Euclidean space R 2n ∼ = C n . Specifically, A 2n is the C * -algebra generated by the standard orthonormal basis {e 1 , e 2 , . . . , e 2n−1 , e 2n } for R 2n , subject to the relations e k e l + e l e k = −2δ kl , 1 ≤ k, l ≤ 2n, with the involution defined by e * k = −e k , 1 ≤ k ≤ 2n. A more convenient set of generators can be introduced by setting
and the following two important properties:
We suppose next that T = (T 1 , T 2 , . . . , T n ) is an n-tuple of operators on H and associate to it the operator
Using D(T ) and its adjoint D * (T ) we form the complex laplacian of T ,
In addition, we introduce the left and right connection laplacians of T defined by
We are now in a position to set up two Bochner-Kodaira type identities that relate the three just defined laplacians. Direct calculations based on (2.4) show that
where I stands for the unit in A 2n and
For more details and a geometric derivation of the identities (BK L ) and (BK R ) we refer the reader to [16] . The point we want to make is that whenever T is a commuting n-tuple, these identities are genuine Bochner-Kodaira identities set up on a hermitian Dirac bundle associated with T . This geometric approach naturally brings in the so-called Bochner's method that yields various vanishing theorems in spin geometry under appropriate positivity assumptions on the remainders in some specific Bochner-Weitzenböck or Bochner-Kodaira identities. The interested reader may find elaborate accounts on this subject in [4] and [15] . 2.5. To implement Bochner's method in multi-variable operator theory, we need to examine the remainders R L and R R defined by (2.6 ). This could be done by using the space of complex spinors S 2n that provides the unique irreducible representation of the Clifford algebra A 2n (see [13] or [15] ). As a Hilbert space, S 2n equals the complex exterior algebra Λ 
where I stands for the identity operator on S 2n . In particular, if {σ 1 , σ 2 , . . . , σ n } denotes the standard orthonormal basis for C n and C n is identified with Λ 1 (C n ), then we get that the operators ε i = ε(σ i ), 1 ≤ i ≤ n, satisfy the basic properties (2.4). Consequently, S 2n becomes an A 2n -module. As a matter of fact, the complex Clifford algebra A 2n is isomorphic to the full algebra L(S 2n ) and in what follows we are going to identify them.
We now return to the identities (BK L ) and (BK R ) and regard the two remainders R L and R R as operators on S 2n ⊗ H. We convert S 2n ⊗ H into a graded space by setting
With respect to this grading, both remainders R L and R R are homogeneous of degree zero. Their restrictions to the homogeneous subspaces S
Further, we let * : S 2n → S 2n denote the Hodge star-operator that maps S
In particular, we have
By (2.6) we get the following explicit equations:
The already mentioned identification of S 
2n ⊗H as an operator matrix as well. As expected, by (2.8) that matrix turns out to be C R (T ).
Therefore, we may now reformulate Definition 2.2. The next result points out that we can actually use R L (T ) and R R (T ) instead of C L (T ) and C R (T ) with no loss of generality.
Proposition. Let
The proof of both statements is based on the next simple characterization of positive operators on C n ⊗ H.
Lemma. Let
be an operator on C n ⊗ H. The following two conditions are equivalent:
Proof. Since obviously (ii) implies (i), it suffices to show that (i) implies (ii) as well. To this end we first choose a unitary operator U :
, ξ ∈ H, and observe that
for any 1 ≤ i, j ≤ n and all ξ ∈ H. The proof is complete.
Let us now go back to Proposition 2.6 and assume, for instance, that εC R (T ) ≥ 0, where ε equals 1 or −1. Applying Lemma 2.7 to C = εC R (T ) we get an n-tuple
Further, we associate to S the operator D(S) defined as in (2.5) and notice that
2.8. We should mention that the n-tuples S used in (2.9) and (2.10) are not uniquely defined. However, in some specific situations, we can opt for a natural alternative. The next example reconsiders a result proven in [2] , which shows that every subnormal tuple fits into the class of left hyponormal tuples. Specifically, we assume that N = (N 1 , N 2 , . . . , N n ) is a commuting normal n-tuple of operators on H and K ⊆ H is an invariant subspace of each N i , 1 ≤ i ≤ n. If P denotes the orthogonal projection of H onto K, we set T i = P N i P = N i P and
2.9. Proposition 2.6 and the Bochner-Kodaira identities (BK L ) and (BK R ) can be used to formulate a simple test for two-sided seminormality. We notice that
Therefore, T is two-sided cohyponormal, i.e., left and right cohyponormal, if and only if (2.12) and T is two-sided hyponormal if and only if
We should mention that the right-hand sides of (2.12) and (2.13) involve the formal traces of the operator matrices C L (T ) and C R (T ), respectively. Equation (2.11) has no natural counterpart in terms of C L (T ) and C R (T ). We first recall that the Riesz transforms of a complex-valued function u in the Schwartz space S(R n , C) are defined by the principal value integrals
For the ease of notation, we let k i denote the kernels (2.15) and write (2.14) as
In addition, we introduce the operators M i on S(R n , C) defined as
A simple calculation that is left to our reader shows that the commutators
where the kernels k ij are given by
with k i and k j as in (2.25). In particular, we have
We next form the commutator n× n matrix
, and consider the corresponding operator on the Schwartz space S(R n , C n ) of C n -valued functions on R n . Actually, using the notation introduced in Section 2.4 and the conventions made there, we may represent every u ∈ S(R n , C n ) as
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and interpret C as a linear operator on S
Finally, on S(R n , C) we take the inner product inherited from the standard Lebesgue space L 2 (R n ) of square integrable complex-valued functions on R n , and then convert S 1 2n ⊗ S(R n , C) into an inner product space in the usual way. We are now in a position to formulate the main result of this section.
Theorem. The operator C defined by (2.20) is positive semidefinite, that is,
The proof of Theorem 2.11 given below is based on a non-trivial Fourier transform argument summarized in the next lemma. For a complete proof we refer to Chapter 2, Section 9, in [25] . The form of the Fourier transform used throughout this section isû
Lemma. If φ is a harmonic polynomial on R n homogeneous of degree m ≥ 0, then φ(x)|x|
for any complex number λ = n + m + 2k, k = 0, 1, . . . .
In particular, we observe that by using (2.22) for the kernels (2.15) we get
for each 1 ≤ i ≤ n, a set of equations that immediately leads to several basic properties of the Riesz transforms. For instance, one gets that each
More properties of Riesz transforms are discussed in Stein's monographs [33] - [34] .
As far as we are concerned, we need to compute the Fourier transforms of the kernels k ij defined by (2.18). We assume that 1 ≤ i, j ≤ n are fixed and write
are harmonic polynomials homogeneous of degree 2 and 0. Using (2.23) in conjunction with (2.22) for φ 2 and φ 0 with λ = n − 1 we get
Since Γ(1/2) = π 1/2 , Γ(3/2) = π 1/2 /2, and Γ((n − 1)/2) = (2/(n − 1))Γ((n + 1)/2), by substituting (2.24) into the previous equation we obtain
Combining the last equation with (2.18) and (2.17) we conclude that
We are now ready to present the proof of Theorem 2.11. Suppose u ∈ S(R n , C n ) is given by (2.19) and C is as in (2.20) . Then, by employing some well-known properties of the Fourier transform we have
Therefore, to prove (2.21) it suffices to check that the integrand in the previous equation is a non-negative function almost everywhere on R n . To this end, we
n , and observe that (2.25) leads to n i,j=1k
The classical Cauchy inequality clearly concludes the proof.
2.13. Theorem 2.11 will prove essential in developing the model mentioned at the beginning of Section 2.10. As a Hilbert space H we take the Lebesgue space L 2 (Ω) where Ω is a compact subset of R n . We are going to identify L 2 (Ω) with the subspace of L 2 (R n ) consisting of functions equal to zero on R n \ Ω, and let P Ω be the orthogonal projection of given, with a 1 , a 2 , . . . , a n realvalued and b different from zero almost everywhere, and let
) denote the operators of pointwise multiplication by a i , 1 ≤ i ≤ n, and b, respectively. We will refer to the functions a 1 , a 2 , . . . , a n as secondary parameters, and to the function b as the primary parameter.
We now introduce the self-adjoint n-tuples X = (
where R i are the Riesz operators defined by (2.14) and considered as operators on L 2 (R n ). We claim that the so-defined pair (X, Y ) is jointly hyponormal, that is, the corresponding n×n commutator matrix C(X, Y ) given by (2.2) is positive semidefinite. To prove our claim we first observe that
Substituting these equations into (2.2) we get
It remains to observe that whenever
where C Ω is the compression of the operator C defined by (2.20) 
Since u can be approximated by restrictions to Ω of functions from S
The reader should be aware that in the case when n = 1, the previous model coincides with the singular integral model of pure hyponormal operators with onedimensional self-commutators. If n = 1, there is just one Riesz operator, usually referred to as the Hilbert transform. For details, we refer to [6] , [36] , and [18] .
Putnam type inequalities
In this section we establish two Putnam type inequalities in higher dimension. We are going to use freely the notations and terminology introduced in Section 2.
3.1. The classical Putnam's inequality, first proved in [30] , amounts to
where T is a seminormal operator on a Hilbert space H, spec T ⊂ C ≡ R 2 denotes its spectrum, and area is the two-dimensional Lebesgue measure on R 2 . For a seminormal n-tuple T of operators on H one might expect a result of the form
where C(T ) stands for the self-commutator C L (T ) or C R (T ) defined in Section 2.1, spec T ⊂ C n ≡ R 2n is an appropriate substitute for the spectrum, vol 2n equals the Lebesgue measure in R 2n , and α n is a universal constant independent of T . For commuting tuples, a natural choice for spec(T ) would be the Taylor spectrum. Unfortunately, even for such tuples, the estimate (3.2) is groundless. If T 1 is a non-normal seminormal operator, for instance, the unilateral shift, and T 2 = · · · = T n = 0 with n ≥ 2, then obviously (3.2) fails. Therefore, we must either look for a weaker form or impose certain restrictions on T . Specifically, let us assume for a while that T is a commuting n-tuple and spec T equals the Taylor spectrum.
is dominated by the geometric mean, and hence by the arithmetic mean of the numbers area(spec T i ), 1 ≤ i ≤ n. Consequently, a weaker form of (3.2) would be
There are good reasons to believe that (3.3) is true in general for not necessarily commuting tuples. For instance, whenever T is a two-sided seminormal tuple, by (2.12) or (2.13) in Section 2.9 we get
where R(T ) stands for R L (T ) or R R (T ). Combining this inequality with (3.1) we easily derive (3.3) with β n = 1/π. As a matter of fact, (3.3) with β n = 1/π holds under less restrictive conditions.
Theorem. If
where
Proof. We will only prove (3.4) for left seminormal tuples; the proof of the second alternative is similar. As pointed out in Section 2.7, the remainder R L (T ) associated with a left seminormal tuple T can be decomposed as in (2.10) where
Inequality (3.4) follows from (3.5) and (3.6).
3.3. Our next goal is to set up a self-commutator inequality for the Riesz transform model discussed in Section 2.13. If n = 1, that model produces the real and imaginary parts X and Y of a hyponormal operator that converts (3.1) into an equality. Actually we have
where b ∈ L 2 (Ω) is the primary parameter. Since in higher dimension we do not expect a result as definite as (3.7), we limit ourselves to generalizing a consequence of (3.7), namely, (3.8) where length stands for the Lebesgue measure on R.
Suppose now that n ≥ 1, and let Ω ⊂ R n , X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be as in Section 2.13. We associate to Ω the quantity
As a generalization of (3.8) we have the following result.
Theorem. The Riesz transform model satisfies the inequality
where b ∈ L ∞ (Ω) is the primary parameter.
Before proceeding with a proof of Theorem 3.4 we want to mention an inequality proved in [20] that can be used to estimate the constant Λ(Ω). To formulate it, we suppose that k : R n 0 → R is a continuous function satisfying the homogeneity condition k(tx
0 , where 0 < κ < 1, and let A(k) be defined by
In particular, by taking the kernel k(x) = |x| −(n−1) , x ∈ R n 0 , and setting χ equal to the characteristic function of the set Ω, from Lemma 3.5 we get
where B n is the closed unit ball in R n .
3.6. We are now ready to prove Theorem 3.4. K ij (bu j ),bu i L 2 (Ω) , (3.12) where K ij : L 2 (Ω) → L 2 (Ω) are the convolution operators defined by (3.13) with the kernels k ij given by (2.18) , that is,
The right-hand side of (3.12) can now be expressed as a double integral, 
The last inequality concludes the proof of Theorem 3.4.
As a final comment, we want to mention that by combining the estimates (3.10) and (3.11) we get an inequality that resembles the inequality established in [7] for doubly-commuting hyponormal tuples. However, the Riesz transform model does not produce a doubly-commuting tuple, so Theorem 3.6 somehow complements the investigation made in [7] .
