Abstract. In this paper we study the problem of solving hard propositional satisfiability problem (SAT) instances in a computing grid or cloud, where run times and communication between parallel running computations are limited. We study analytically an approach where the instance is partitioned iteratively into a tree of subproblems and each node in the tree is solved in parallel. We present new methods which combine clause learning and look-ahead to construct partitions, evaluate their efficiency experimentally, and finally demonstrate the power of the approach in a real grid environment by solving several instances that were not solved in a SAT solver competition.
Introduction
This paper develops novel techniques for solving hard propositional satisfiability (SAT) problems in widely distributed computing environments such as computing grids or clouds. An example of this kind of an environment is NorduGrid (http://www. nordugrid.org/) that we use in some of the experiments of this paper.
NorduGrid provides a high number of readily available, high-end, heterogeneous computing facilities cost-efficiently, suggesting that this type of computing is an interesting target for applications such as SAT solving. The distributed environments in this work differ in some significant aspects from some other common distributed computing environments, such as multi-core workstations, and even local parallel environments, such as computing clusters: once a computation or a job is submitted to a grid or a cloud, the execution of the job is not immediate, as it is delayed by an amount of time depending on the availability of the computing resources; the executing jobs have limited communication capabilities restricted by the site security policies; and the jobs are only allowed to use a predetermined amount of CPU time and memory during their execution.
The goal of this work is to develop distributed SAT solving for such environments using the best available SAT solvers as black-box subroutines with minimal modifications. The goal can be straightforwardly achieved by exploiting the randomized nature of current state-of-the-art SAT solvers with the simple distribution (SD) approach, where one just runs a randomized solver a number of times independently. This leads to surprisingly good speed-ups even in a grid environment with substantial communication and other delays [1] . The approach could be extended by applying particular restart strategies [2, 3] or employing an algorithm portfolio scheme [4, 5] . Another key feature in modern SAT solvers is the use of conflict driven clause learning techniques. Extending the simple distribution approach with this feature leads to a powerful SAT solving technique [6] .
While the SD approach has led to surprisingly good performance, it provides no mechanism for splitting the search into more manageable portions which can be treated in parallel. A partition function maps a SAT instance φ to a set of derived instances φ 1 , . . . , φ n by including additional constraints to φ so that the original instance is satisfiable if and only if at least one of the derived instances is. We call plain partitioning an approach where a partition function is used once and each resulting instance is solved in parallel. A typical approach to splitting the search space is to use guiding path or semantic decomposition based techniques [7] [8] [9] [10] [11] . However, these techniques impose constraints on the underlying solver technology and are not ideal for grids and clouds since they require relatively frequent communication between jobs. Furthermore, an improper partition function can produce derived instances as difficult to solve as the original instance. In such cases plain partitioning leads to a detrimental speed-up anomaly, where an increase in parallelism results in an increase in expected run time even if the delays in the environment are ignored [12] . In an environment with run time limitations this results in decrease of solving probability.
This work studies an approach for distributed SAT solving with partition trees [13] . The approach has modest communication requirements and can use any SAT solver as a black-box subroutine. The basic idea in the partition tree approach is straightforward: jobs consisting of a solver and a SAT instance run in the distributed environment. A partition function is used to construct the SAT instances, which are organized as a tree. The first job, consisting of the original instance, will be the root of the tree; the subsequent child jobs are constructed by applying the partition function to the original instance, and later recursively to the derived instances. The resulting tree is expanded until a solution can be determined or all parallel resources are in use. In the latter case, the resource limits guarantee that jobs will eventually terminate and more constrained, hopefully easier to solve, jobs can be submitted to the environment.
The main contributions of this work are the following. (i) We prove that when using the partition tree approach the expected run time will never increase as more resources are introduced. (ii) We develop novel partition functions, which use conflict driven clause learning techniques, and two use in addition unit propagation lookahead [14] to form the derived instances. (iii) We develop a novel method for speeding up the computation of lookahead, and (iv) present results for a learning lookahead solver. (v) We show that the partition tree approach is in many cases superior to the simple distribution approach, and (vi) finally show the efficiency of the approach by solving several instances not solved in the SAT 2009 solver competition (http://www.satcompetition.org/).
Preliminaries
A literal l is a propositional variable x or its negation ¬x; as usual, we define that ¬¬x = x. A clause is a disjunction of literals and a (CNF) formula is a conjunction of clauses. A clause is unit if it only contains one literal. Whenever convenient, we may interpret a formula as a set of clauses and a clause as a set of literals. For instance, the formula φ = (x) ∧ (¬x ∨ ¬y) ∧ (y ∨ ¬x ∨ z) ∧ (x ∨ y) ∧ (y ∨ v ∨ ¬w) can be represented as a set {{x}, {¬x, ¬y}, {y, ¬x, z}, {x, y}, {y, v, ¬w}}. Let vars(φ) denote the set of variables occurring in φ and lits(φ) = {x, ¬x | x ∈ vars(φ)}. A truth assignment τ for a formula φ is a subset of lits(φ); τ is (i) inconsistent if both x ∈ τ and ¬x ∈ τ for some variable x, (ii) consistent if it is not inconsistent, and (iii) complete for φ if either x ∈ τ or ¬x ∈ τ for each x ∈ vars(φ). A literal l is assigned to true by τ if l ∈ τ and to false if ¬l ∈ τ ; if it is assigned to either, it is called assigned by τ . For any truth assignment or other set of literals τ , we write φ ∧ τ to denote the formula φ ∧ l∈τ (l). A complete and consistent truth assignment satisfies the formula φ if it includes at least one literal of each clause in φ; if such a satisfying assignment exists, φ is satisfiable and unsatisfiable otherwise.
Given a formula φ and a truth assignment τ for it, we use up(φ, τ ) to denote the set of literals implied by unit propagation on φ under τ ; formally, up(φ, τ ) is the smallest set U of literals satisfying (i) τ ⊆ U , and (ii) if a clause (l 1 ∨ ... ∨ l n ) is in φ and {¬l 1 , ..., ¬l i−1 , ¬l i+1 , ..., ¬l n } ⊆ U , then l i ∈ U . Note that if φ contains a unit clause (l), then l ∈ up(φ, τ ) for all truth assignments τ . Obviously, if up(φ, τ ) is inconsistent, then the formula φ ∧ τ is unsatisfiable. As an abbreviation, we may write up(φ) to denote up(φ, ∅).
Approaches for Distributed Solving
This work studies distributed solving of difficult SAT instances by partitioning an instance into independently solvable subproblems, solving the subproblems, and determining the satisfiability of the original instance by combining the results. The presented solving methods are designed for environments such as computing grids and clouds. These differ from parallel or multi-core environments by providing large amounts of easily available computing power on the expense of placing limitations on the run times and communication of the executions. Furthermore, the framework developed here assumes nothing on the implementation of the SAT solver, but instead treats the solver as a black-box which takes as input a SAT instance and returns either satisfiable or unsatisfiable. In the following analysis we will first ignore the run time limitations, and then later mention how they affect the results.
Simple Distribution. Grids and clouds encourage certain approaches for SAT solving. An efficient approach is the simple distribution (SD), where randomized SAT solvers, taking as input the instance and optionally a seed used to initialize the random number generator of the solver, are run in parallel and the solution is obtained from the first solver that finishes and finds the instance either satisfiable or unsatisfiable. The approach is especially suitable for SAT solving, since most modern sequential solvers already employ some form of randomization. This approach has an obvious drawback, since minimum run time of the instance limits the obtainable speed-up.
Plain Partitioning. The simple distribution approach can be strengthened by forcing constraints on the overlap of the work of independent SAT solvers. The constraints result in smaller search spaces for the solvers and, hopefully, executions which can be finished in shorter time than the original execution. In this work, we use partition functions to constrain the overlap. A partition function P(φ, n) maps a SAT instance φ and an integer n ≥ 2 to a set {φ 1 , . . . , φ n } of derived instances such that (i) φ 1 ∨ . . . ∨ φ n ≡ φ, and (ii) φ i ∧ φ j is unsatisfiable for i = j. From (i) it follows that the instance φ is satisfiable if and only if at least one derived instance is satisfiable.
A simple approach to solving SAT instances in a distributed environment called plain partitioning works by applying P(φ, n) to an instance φ and solving the derived instances φ 1 , . . . , φ n in parallel. The plain partitioning approach bears close resemblance to the guiding path approach [9, 15] , and, provided that the run time reduction caused by the partition function depends naturally on n, the plain partitioning approach can solve arbitrarily difficult problems given a sufficiently large n [12] . However, plain partitioning has some fundamental flaws, which prevent it from being a practical solving method in distributed environments as such. Firstly, it is of course problematic to determine the value for n. Secondly, a more subtle problem is that if no guarantees can be given on the run times of the derived instances and the instance to be solved is unsatisfiable, increasing n arbitrarily might increase the expected run time. We call a badly working partition function, which results in derived instances with run times equal to that of the original instance, a void partition function 1 . Void partition functions are especially harmful for proving unsatisfiability, since it is not possible to obtain any speedup with a void partition function in plain partitioning [12] : Proposition 1. Let φ be an unsatisfiable instance and P(φ, ·) a void partition function. Then the expected run time of the plain partitioning approach is at least as large when using the partition function P(φ, n) as when using P(φ, n − 1).
The Partition Tree Approach. To overcome these difficulties, we use instead P(φ, n) to construct a partition tree and attempt the solving of the nodes in the tree in parallel. A partition tree of a formula φ is a tree rooted at φ, where nodes are propositional formulas, all except the leaves having n children constructed with a partition function. A SAT instance can be shown satisfiable by showing any node of the partition tree satisfiable, and unsatisfiable by solving at least one instance on every path from the root to the leaves. See Fig. 1 (right) for an example of a partition tree and such a set of instances. This approach has the advantage over plain partitioning that the expected run time of the approach cannot be higher than that of solving φ with a sequential SAT solver: since φ is in the root of the partition tree, showing it unsatisfiable suffices to prove unsatisfiability. We prove the following stronger claim for the partition tree approach, which intuitively states that if more parallel resources are used, the expected time required to solve the instance φ decreases. We formalize this assuming that all leaves of the tree have the same amount k of ancestors (i.e., the height of the tree is k), and all instances in the tree are executed simultaneously with no delay. Proposition 2. Let φ be an unsatisfiable instance, T k and T m be two partition trees of height k and m, respectively, constructed with a void partition function, and k < m.
Then the expected run time of the partition tree approach is at most as large when using T m as when using T k .
Proof. We show by induction on the height of the partition tree that the probability that φ is solved within time t cannot decrease, from which the claim follows. Let q(t) be the probability that φ is solved sequentially within time t, q (t) its derivative at t, and q i (t) denote the probability that φ is solved within time t using a partition tree of height i. Then the probability q 0 (t) = q(t). The probability that the instance is solved within time t with the partition tree approach and tree of height one is
n−1 dτ , that is, the sum of probability q (τ )dτ that the instance is solved in the root of the tree at time τ , and the probability that the instance has not been solved in the root, has been solved by all children but one by time τ , and is solved at time τ in the last child. A direct calculation shows that q 1 (t) ≥ q 0 (t).
In practice the computing environment places some limitations on the approach. The number of parallel computing resources is limited, and therefore only a subset of the instances of an arbitrary partition tree can be executed simultaneously. Since the run times of these instances are bounded, the resources will always become available again. Therefore the partition tree is constructed on-the-fly. In our experiments, we use an approach where an instance is first submitted for solving and, while it is being solved, the partition function is applied to the instance locally to obtain the children of the instance, later submitted and repartitioned. The partition order is breadth first. Once a subtree is shown unsatisfiable, it is no longer expanded, and therefore it is not necessary to determine the height of the tree in advance.
The comparison between plain partitioning and the partition tree approach is similar also when the execution times are limited, only this time it is also possible that the instance cannot be solved. Figure 1 shows an example where an instance φ is solved using a randomized SAT solver in a distributed environment and plain partitioning (left); and the partition tree approach (right) using a void partition function. As the partition function is void, all derived instances are as difficult as the original instance. The plain partitioning approach is "unlucky" and fails to find a solution since the instance φ 1 is terminated after its execution time bound is exceeded. The partition tree approach is even more unlucky, and fails to find solutions for the two instances φ 1 and φ 2 . In the partition tree approach, however, the instance φ 1 is solved and therefore the subtree rooted at φ 1 can be determined unsatisfiable even though φ 1 times out. On the other hand, the subtree rooted at φ 2 can be determined unsatisfiable even though φ 2 times out since φ 3 and φ 4 are solved. Note that the same scenario is possible even if the partition function is not void. 
1. An example of solving an unsatisfiable SAT instance φ with plain partitioning (left), where the instance is not solved due to a time out in φ1, and the partition tree approach (right), where solving succeeds, since φ 1 is shown unsatisfiable. All paths from the root to the leaves pass through the unsat instances in the shaded set.
DPLL-Based Partitioning with Lookahead
Our first new partition function utilizes and extends the ideas applied in traditional, chronologically backtracking and non-learning, DPLL-based SAT solvers employing unit propagation lookahead (see e.g. [14] ) such as SATZ and MARCH. Given a formula φ, such solvers basically try to iteratively build a satisfying truth assignment τ by heuristically selecting a currently unassigned literal l and then considering two branches: one for the truth assignment up(φ, τ ∪ {¬l}) and one for up(φ, τ ∪ {l}). If the considered truth assignment is inconsistent, the branch is closed and the solver backtracks chronologically. In order to prune the resulting search tree, these solvers also apply the so-called one-step unit propagation lookahead (or simply lookahead) to extend truth assignments in a satisfiability preserving way and, thus, also to detect inconsistencies and close unsuccessful branches earlier. As the truth assignments in the search tree nodes k steps below the root are mutually exclusive and cover all satisfying truth assignments, our core idea here is to use these as partitioning constraints when we want to partition a formula into 2 k derived formulas. We next review the lookahead procedure (Sect. 4.1) and formally describe the partition function (Sect. 4.2). In addition, we give a novel technique for speeding up the computation of lookahead (Sect. 4.3) and, for the sake of analyzing the results in forthcoming sections, evaluate the efficiency of the lookahead procedure when applied as a formula simplifying technique (Sect. 4.4).
One-Step Unit Propagation Lookahead
The lookahead is based on the so-called failed literal rule. Given a formula φ and a truth assignment τ for it, a literal l ∈ lits(φ) is a failed literal under φ ∧ τ if up(φ, τ ∪ {l}) is inconsistent. As a consequence, if l is a failed literal under φ ∧ τ , then φ ∧ (τ ∪ {l}) is unsatisfiable, implying that φ ∧ τ is satisfiable iff φ ∧ (τ ∪ {¬l}) is. The failed literal rule states that if l is a failed literal under φ ∧ τ , then one can extend τ with ¬l when searching for the satisfying truth assignments for φ ∧ τ . Note the monotonicity of failed literals: if l is a failed literal under φ ∧ τ , then it is also under φ ∧ τ for any truth assignment τ ⊇ τ .
Example
Note that computation of the lookahead can very time consuming: the best currently known techniques require in the worst case at least cubic time in the number of variables in the formula. Thus, solvers such as SATZ and MARCH do not usually compute the full lookahead but only apply the failed literal rule only to a subset of unassigned variables. Naturally, many heuristics have been developed to speedup lookahead computation (see e.g. [14] for existing ones and Sect. 4.3 below for a new one). In addition to the failed literal rule, there are also other search tree pruning rules such as the "necessary assignments" and "double lookahead" rules (see e.g. [14, 16] ); evaluation of the efficiency of these rules in the context of partitioning is left to future work.
The Partition Function
As mentioned above, the proposed partition function uses the (up to) 2 k nodes at depth k in the search tree of a non-learning lookahead SAT solver to partition the formula φ. The pseudo-code for the function is shown in Fig. 4(a) ; to obtain a partitioning, it is invoked with latree-partition (φ, ∅, 0, k).
In the pseudo-code, the function lookahead (φ, τ ) computes both the lookahead set τ = lookahead(φ, τ ) and a variable selection heuristic function h associating a value to each variable x not assigned by τ . In our experiments, we use the following lookahead balancing heuristics function (adopted from the SMODELS stable models solver [17] ) that tries to estimate the worst case search tree size after selecting x. As x is not assigned by τ , we define the "remaining search tree size estimates" h e. the numbers of unassigned variables after branching on ¬x and x, respectively, and performing unit propagation. To estimate the remaining search tree size on both branches, we define the heuristic function h to be Fig. 2 . A conflict graph and select a variable that minimizes the function (ties are broken, e.g., randomly). Observe that this heuristic function is obtained practically as a side product when computing the lookahead. The computation of the lookahead and the heuristic function h is very important for obtaining small search trees (and, thus, good partitionings); therefore, whenever a time limit is imposed on the partition function, we try to divide the available time evenly between the lookahead functions in the search tree nodes.
Exploiting Unique Implication Points
We now show how to apply the conflict analysis technique [18, 19] used in modern clause learning SAT solvers to enhance the failed literal rule in a way that allows it to sometimes detect multiple failed literals at the same time. Assume a formula φ, a consistent truth assignment τ for φ that is closed under unit propagation (meaning that up(φ, τ ) = τ ), and a literal l ∈ lits(φ) that is not assigned by τ . We now want to check whether l is a failed literal under φ ∧ τ , i.e. whether up(φ, τ ∪ {l}) is inconsistent. To do this, we start from τ ∪ {l} and apply the unit propagation rule until no new literals can be deduced or an inconsistency is found. We now assume that up(φ, τ ∪ {l}) is inconsistent. Assuming that the computation of up(φ, τ ∪ {l}) is terminated as soon as an inconsistency is detected, it can be characterized by the corresponding conflict graph, which is a directed acyclic graph G φ,τ,l = V, E with a vertex set V ⊆ lits(φ) ∪ {λ} for a special symbol λ / ∈ vars(φ) and fulfilling the following conditions:
1. If l ∈ V, l = λ, and l ∈ τ ∪ {l}, then l does not have any incoming edges. 2. If l ∈ V, l = λ, and l / ∈ τ ∪ {l}, then l has a non-empty set of incoming edges originating from the vertices l 1 ,...,l k and the clause (¬l 1 ∨ ... ∨ ¬l k ∨ l ) is in φ. 3. There is exactly one variable x ∈ vars(φ) such that both x, ¬x ∈ V. The special symbol λ is a vertex that has incoming edges from these vertices x and ¬x only.
A vertex l = λ such that ¬l / ∈ τ is a unique implication point in the conflict graph if all the paths from the vertex l to the vertex λ go through l (observe that the vertex l is a unique implication point). As the edges incoming to a vertex describe one application of the unit propagation rule, we have the following result. Take any unique implication point l and the sub-graph of G φ,τ,l induced by vertex set consisting the vertex l and the vertices having a path to λ not visiting l . Now this sub-graph is the conflict graph corresponding to a computation of up(φ, τ ∪ {l }) and, thus, up(φ, τ ∪ {l }) is inconsistent and l is a failed literal under φ ∧ τ . Fig. 2 . Now the nodes x 4 , x 15 , x 21 and x 17 are all unique implication points and thus the literals x 4 , x 15 , x 21 and x 17 are all failed literals under φ ∧ τ . Observe that ¬x 15 , ¬x 21 and ¬x 17 do not necessarily belong to the set up(φ, τ ∪ {¬x 4 }) and thus this unique implication point exploitation method is able to derive truly additional failed literals.
We have experimentally evaluated the efficiency of this technique by implementing a lookahead procedure including it on top of the MINISAT solver [20] (version 1.14) and computing the lookahead set lookahead(φ, ∅) for all the 887 formulas φ in the "crafted", "industrial", and "random" categories of the SAT-COMP 2007 solver competition benchmark set (see http://www.satcompetition.org/). The lookahead computation time was limited to 300 seconds: of the 887 formulas, the lookahead computation finished within 300 seconds on 853/855 formulas (without/with unique implication point exploitation) while for the others possibly only a subset of lookahead(φ, ∅) was computed. The results in Fig. 3(a) show that on a number of problems it is definitely worthwhile to find and use the unique implication points as a 2-4 times speedup can be obtained. Furthermore, the results also show that the computation of unique implication points is not computationally too expensive when compared to unit propagation performed during the lookahead computation; thus when the unique implication point technique does not help, it does not slow down the lookahead computation, either.
Lookahead as a Preprocessing Technique
One may now think that applying lookahead as a preprocessing step might make the formula significantly easier to solve. That is, given a formula φ, if we compute the lookahead lookahead(φ, ∅) and add the unit clauses found to φ, then the resulting formula φ ∧ lookahead(φ, ∅) would be much easier to solve than φ. Unfortunately, this is not the case, at least when considering the 573 formulas in the "crafted" and "application" categories of the SAT-COMP 2009 solver competition (see http://www. satcompetition.org/). Figure 3(b) shows a digest of the run times of MINISAT [20] (version 2 without the SatElite preprocessor) on the original 573 formulas as well as on the corresponding lookahead-simplified formulas. The lookahead computation time, which was limited to 300 seconds, is not included in the "lookahead-simplified" plot; of the 573 formulas, the lookahead computation finished within 300 seconds on 516 formulas. The results clearly show that performing lookahead-based formula simplification does not give substantial run time benefits on these instances. And if the lookahead computation time was included in the "lookahead-simplified" plot, the result would slightly worse than the "original" plot.
We have included this negative result as it shows that the positive results we obtain later in this paper, when applying lookahead for partitioning SAT formulas, are not caused by the fact that simply applying lookahead to the original formula would have produced as good results.
Partitioning with Scattering
The partition function presented in Sect. 4 can be contrasted to the scattering approach presented in [13] . The approach is a generalization of DPLL-based partitioning, in a sense that not only literals but also longer clauses are conjoined with the original instance. More formally, given an input formula φ, the derived instances are of the form
where c i = x 1 ∧ . . . ∧ x di conjoins literals and ¬c i = ¬x 1 ∨ . . . ∨ ¬x di is a clause. Fig. 4(b) presents the cdcl-partition algorithm for scattering. The algorithm takes as input an instance φ and a sequence d 1 , . . . , d n which determines the number of literals in the clauses c 1 , . . . , c n−1 . The algorithm is based on the conflict-driven clause learning (CDCL) solver search, altered so that once a sufficient amount of decision literals are chosen, the literals are used to produced a partition, the solver backtracks to the topmost decision level, inserts a clause consisting of the negation of the decision literals, and continues the partitioning on the altered instance on lines 10-14.
We extend the algorithm described in [13] by a lookahead-type call similar to the one described in Sect. 4 by computing not only the unit propagation up(φ, τ ) but also lookahead(φ, τ ), effectively implementing a CDCL solver with lookahead. In contrast to the lascatter-partition () algorithm in Fig. 4(a) , we use the first unique implication point (1-UIP), as in most CDCL solvers, to guide the backtracking.
There are several possibilities for determining the values for d i . In this work we use the approach presented in [13] , where d i minimizes the "error function" Err
The error function can be motivated as follows. Given an instance φ with search space size ||φ|| and a number n, if the search space of φ is to be divided
Output the derived formula φ ∧ τ 7 return 8 let x be h-best and unassigned by τ 9 call latree-partition (φ,τ ∪ {x},i + 1,m) 10 call latree-partition (φ,τ ∪ {¬x},i + 1,m) (a) DPLL-based partitioning with lookahead cdcl-partition (φ, d1, . . . , dn): 
The algorithm proves an instance unsatisfiable on line 7, if it has not altered the instance on line 12. Hence, the algorithm can be used for sequential SAT solving by disabling the partition construction on lines 10-14. We implemented the algorithm on top of MINISAT version 1.14, and compare its performance against the unaltered MINI-SAT v1.14 implementation on a randomly selected set of instances from the crafted and applications categories of the SAT-COMP 2009 solver competition in Fig. 5 (a) . The timeout limit was 1200 seconds, and the implementation uses the lookahead balancing heuristic in branching. The results show that the original version of MINISAT solves more than twice as many instances as the lookahead implementation, which is in accordance with the results in [21] . Perhaps surprisingly, in the following experiments we will see that lookahead is useful in producing partitions. 
Experiments
This section reports the results of the experiments conducted for comparing the partition functions discussed in this work. We use the SAT-COMP 2009 benchmark instances for the evaluation. Our first experiment compares the partition functions when using the plain partitioning approach, where the partition function is applied once and the resulting derived instances are then solved in parallel. We then continue the experiments on the partition functions using the partition tree approach, first applying it to instances that were not solved in SAT-COMP 2009, and then comparing the solving times of the partition tree approach to run times in SAT-COMP 2009. Finally, we study examples where MINISAT performs significantly worse than some sequential SAT solver in SAT-COMP 2009, and show that these instances are also difficult for the partition tree approach.
The Plain Partitioning Approach
This experiment compares the three partition functions by partitioning an instance once and then solving the resulting instances. The 324 instances were randomly selected from the 573 instances in the crafted and application categories of the SAT-COMP 2009. The two lookahead-based partition functions described in Sections 4 (DPLL-based partitioning with lookahead) and 5 (scattering with lookahead) are compared against a VSIDSbased partition function described in [13] , which was completely reimplemented using MINISAT v1.14 as the basis. As described in [13] , the VSIDS-scatter function is obtained from the cdcl-partition algorithm in Fig. 4(b) by replacing the call to lookahead by unit propagation. Furthermore, in the re-implemented version the solver runs a normal CDCL search both initially and after deriving each instance. The results are reported in Fig. 5 (b) . Each instance was divided into eight partitions using the scattering-based lookahead (LA scatter) and VSIDS heuristic with cdcl-partition (VSIDS scatter), and the DPLL-based lookahead partition function with latree-partition (LA DPLL). The time-out for each partition function was 300 seconds. The resulting partitions were solved using a standard SAT solver (MINISAT v1.14) and 1200 s time-out for each partition. The figure shows the minimum run time of a satisfiable partition, and the maximum run time of the unsatisfiable partitions of an unsatisfiable instance. For comparison, the figure also provides the run time of the standard SAT solver on the original instances with no partitioning (minisat).
The approach using DPLL-based lookahead partitioning solves most instances from the benchmark set. This is a surprising result, since in principle, the greater freedom of the scattering approach in choosing the literals should increase the solving performance. The relatively straightforward scattering-based partition function with VSIDS heuristic also outperforms the lookahead-based scattering, although the difference is small. The figure shows that the VSIDS implementation solves instances in zero time, as some instances were solved with this method already in the partition phase.
The Partition Tree Approach
The experiments in this section study the partition tree approach and efficiency of the partition functions using NorduGrid as the distributed computing environment. The partition tree is formed breadth first. The time-out for the whole approach is 6 hours and it uses 64 CPUs in parallel. The partition functions have a time-out of 300 seconds, and the time-outs for the executions in the grid vary from 60 to 90 minutes 2 . We attempted the solving of 38 instances of the applications category that were not solved in the SAT-COMP 2009 competition. In total there are approximately 60 such instances. Table 1 lists the run times for the instances we could solve. The time-out in the competition was 10000 seconds, which is approximately half of the partition tree approach time-out (6h) in our experiment, but almost twice the maximum execution time limit of 90 minutes. The reported values are wall clock times in seconds, and time-outs (when no solution was found in 6 hours) are marked with a dash. The Type column reports the instance satisfiable (SAT) or unsatisfiable (UNSAT) unless no approach could solve the instance due to a time-out. The lowest solving time is typeset in boldface.
Using the partition tree approach we solved 11 new instances that were not solved in SAT-COMP 2009, although in some cases the run time was higher than the competition time-out. The results show that DPLL-based partitioning with lookahead heuristic performs usually best, having the lowest solving time in approximately half of the cases. This supports the conclusion in the previous experiment on partition functions. However, we see that the VSIDS partitioning solved two more instances compared to the 8 instances solved by the DPLL-based lookahead approach. The column SD 64 reports the run time of the simple distribution approach when using 64 CPUs, that is, the minimum run time of 64 independent MINISAT v1.14 solvers if it was less than 6 hours. Based on these results the partition approaches perform usually much better than SD.
To study the performance of the partition tree approach, we also attempted to solve all 15 instances from the crafted and applications categories of SAT-COMP 2009 that were solved by at least one solver but the best run time was over 1 hour. The results are reported in Table 2 . For comparison the table also reports the results for running 64 independent MINISAT solvers with 6 hour timeout and taking the minimum over the solving times (the SD 64 column), and the competition results (SAT-COMP).
The results show again that the DPLL-based partition function with lookahead is superior to the other partition functions, forming the fastest approach in almost half of the instances. The approach is in all cases better than the approach using independent MINISAT solvers. In this experiment, all three approaches are able to solve instances not solved by the other approaches. In two cases the SD 64 approach is better than either the VSIDS or lookahead-based scatter approach. The average run time of MINISAT seems to be for both instances much higher than the minimum reported in the SD 64 column. The table also reports a number of instances where the result of at least one solver in SAT-COMP 2009 was better than any of the partition tree results. In these cases also the MINISAT solver could not find a solution before the timeout. We could experimentally find some more instances which turned out to be relatively easy for some SAT solver in the competition but extremely challenging for our approach which is based on MINI-SAT. These instances are presented in the bottom part of Table 2 . The partition tree approach treats SAT solvers as black boxes and it would be interesting to see how the partition tree approach performs if the solver is changed.
Conclusions
This work studies central concepts in distributed solving of propositional satisfiability problem (SAT) instances. We identify challenges of the commonly used strategies, simple distribution and plain partitioning [12] , and show that the partition tree approach combines the two strategies by avoiding some of their inherent problems.
We develop three partition functions and use the partition tree approach to study their efficiency. The experimental results show that the partition tree approach performs well with these functions, being much more powerful in practice than the initial results in [13] suggest. The partition tree approach solves several instances which were not solved in the SAT-COMP 2009 solver competition. While we could find other instances that were solved in the competition and we failed to solve, our results suggest that also the simple distribution approach fails to solve these instances. We conclude that the partition tree approach genuinely improves the efficiency of the solver, and similar results cannot be achieved simply by running randomized SAT solvers in parallel. The results raise an interesting future question on how other solvers would benefit from the approach.
