Abstract-In the analysis of physiological time series it is important to investigate the inter-dependence structure among the observed variables of the system. For this, a number of measures of the so-called Granger causality have been developed, and among them information measures have gained much attention. However, information measures have to deal with the estimation of probability distributions of high-dimensional vector variables, typically formed through uniform delay embedding of the time series. Here, the focus is on measures derived after nonuniform embedding. Particularly, two schemes are considered, one based on conditional mutual information and the other based on conditional entropy. We evaluate the two measures on simulated nonlinear coupled dynamical systems and apply them to signals of heart rate variability, respiration, and oxygen concentration in the blood.
I. INTRODUCTION
The inter-dependence structure of systems underlying multivariate time series has been traditionally investigated by Granger causality. Granger causality, first applied in econometrics, states that the variable X Granger causes the variable Y , if the driving variable X improves the prediction of the response variable Y when X is included in the autoregressive model of Y . The concept of causality has been extended in recent years, and apart from different established measures (e.g. [1] , [2] , [3] ), information measures of Granger causality became popular, mainly because they are modelfree and nonlinear. However, these measures rely on vector variables x t and y t at each time t formed from the time series {x t , y t } n t=1 of X and Y through time delay embedding, i.e. x t = [x t , x t−τ , . . . , x t−(m−1)τ ] for embedding dimension m and a fixed time delay τ , and the same for Y . The most prominent information causality measure transfer entropy (TE) is defined as TE X→Y = I(y t+1 ; x t |y t ), where I(Y ; X|Z) is the conditional mutual information (CMI), i.e. the mutual information (MI) of variables Y and X given Z. The estimation of I(Y ; X|Z) requires the estimation of entropies and thus probability distributions of vector variables, the largest being the one concatenating X, Y , Z. For the setting of TE this requires the estimation of probability distributions of the variable of dimension 2m + 1, and thus TE estimation can fail depending on m and n.
As an alternative to uniform embedding of each variable separately, a mixed non-uniform embedding of X and Y with the purpose of explaining the future of Y was developed in [4] using CMI to select the components in the mixed embedding vector from X and Y . The causality measure was formed as a normalized version of TE defined on mixed embedding, called mutual information from mixed embedding (MIME), and later extended to partial MIME (PMIME) for multi-variate time series [5] . In [6] , a similar approach was presented using instead the conditional entropy (CE). This approach was applied to investigate cardiovascular and cardiorespiratory interactions [6] , [7] . Here, we compare the two approaches in assessing inter-dependencies among heart rate variability, respiration, and blood oxygen concentration. We confine the causality analysis to pairs of variables using the corresponding bivariate time series, so we do not consider the conditioning on other variables.
II. METHODS
Although the causality measures MIME in [4] and FNP (after the author's last names) in [6] are based on nonuniform embedding and information measures, they have some structural differences. MIME uses CMI to build a mixed embedding vector w t from delays of both X and Y and then restricts the vector variable for X, denoted w x t , to include the delay components in w t stemming from X, and the same for Y , denoted w y t . FNP builds w t progressively as MIME but the lag components of w t are selected on the basis of CE rather than CMI. Furthermore, w y t is not a subset of w t , but it is derived repeating the same selection process restricted on delays of Y alone.
The measure MIME is defined as the TE but on the restricted embedding for X and Y and normalized by the total
It takes values between zero, when w t does not contain delay components of X (X does not contribute in explaining y t+1 and thus there is no causal effect), and one when w t does not contain delay components of Y (X fully determines Y ). The measure FNP is defined as
where H c denotes the corrected conditional entropy (for details see [6] ). If there is no causality X → Y , w t is expected to contain only delay components of Y and then w t = w y t , giving C X→Y = 0. However, the upper bound of C X→Y is always smaller than one, because H c (y t+1 |w t ) is always nonzero. Another main difference of MIME and FNP is in the estimation of the entropies. MIME uses the knearest neighbors estimate (kNN) while FNP uses equidistant 978-1-4799-3969-5/14/$31.00 c 2014 IEEE binning. The kNN estimate is found appropriate to deal with high dimensional vector variables, while equidistant binning, like any other discretization approach, is more data demanding.
III. SIMULATIONS
In [8] a study on MIME and FNP was conducted using some of the discrete and continuous time dynamical systems used in [4] , [6] . Also, the two measures were evaluated on different time series lengths. For length n = 1000 they had very good sensitivity (identifying causality when present) and specificity (not identifying spurious causality), while for n = 100 they still retained some ability. This is shown in Fig. 1 for the coupled Henon map, where the true coupling is X → Y . Significance test, with significance level α = 0.05 and null Fig. 1 . Mean R X→Y and C X→Y and rejections of the H 0 for 100 realizations of the uni-directionally coupled Henon map [4] versus coupling strength C (•: MIME, ×: FNP). The largest lag for both measures is 10. For MIME the number of neighbors is 1 for n = 100 and 10 for n = 1000. The termination threshold is A = 0.95. For FNP the number of bins is 6. First column: n = 100, Second column: n = 1000. For n = 1000, 10% Gaussian white noise was added.
hypothesis, H 0 : C = 0 for R X→Y and C X→Y using timeshifted surrogates, confirmed that for n = 1000 both measures give no rejection when the coupling strength C is zero, and they reject H 0 in all realizations when C ≥ 0.2. When n = 100, the two measures behave quite the same. Similar results, were obtained from other systems, and it is noted that C X→Y could at cases be negative, probably due to negative bias of the binning estimate of conditional entropy.
IV. CAUSALITY IN THE CARDIOVASCULAR SYSTEM
The inter-dependence of all pairs of heart variability (X), respiration (Y ) and blood oxygen concentration (Z) were assessed with MIME and FNP on data taken from the Santa Fe Competition [9] . Two stationary segments of X, Y and Z were selected and normalized from the whole recording, A: samples 2350-3550 showing signs of apnea, B: samples 12500-13700 showing rather normal activity. The parameters for MIME and FNP and the significance test are as in the simulation study at n = 1000. The results are shown in Table I , where the star denotes the rejection of the H 0 at α = 0.05. Both causality measures detect driving effect from the breath rate to the heart rate, a phenomenon which is called respiratory sinus arrhythmia [10] . Although MIME takes positive value for the inverse direction, this value is not significant according to the significance test. Also, both of them do not detect causality between the heart rate and the blood oxygen concentration. For the last pair, they find causality from the blood oxygen concentration to the respiration, but for different segments.
V. CONCLUSIONS
We evaluated two measures, MIME and FNP, for the estimation of Granger causality based on non-uniform embedding. MIME uses conditional mutual information and FNP conditional entropy. The evaluation was performed on simulations, and it was found that the two measures have better sensitivity and specificity when the length of the data is large. For small time series they retain some accuracy. The differences in the performance of MIME and FNP resulted in different coupling detection on the three time series of heart rate, breath rate and oxygen concentration in the blood. Both measures agreed that the respiration affects the heart, and the blood oxygen concentration affects the breath rate.
