A b s t r a c t .
One motivation for this work is to conduct English-Chinese "acid tests" of statistical NLP techniques. Another benefit of the approach is that it obtains not only a translation lexicon, but also the probabilities of alternative translations for the same word. A further advantage of the learning approach is the ability to acquire lexicons that are adapted for particular domains or genres. The vocabulary of our corpus, for example, includes a high proportion of words not found in the English-Chinese machine-readable dictionaries we have seen.
A recurrent theme of the project is to evaluate the utility of a priori linguistic knowledge, relative to self-organizing statistical methods. Specifically, in this work we examine the issue with respect to the tasks of sentence alignment and word translation learning. For sentence alignment, a small, restricted set of lexical cues turn out to raise performance significantly from a purely-statistical baseline model. But for word translation learning, a manually-encoded monolingual lexicon turns out to actually hamper performance when compared against using a statisticallyderived one.
This article charts the progress of the project's translation lexicon extraction, discussing the design issues and our empirical resolution of the various tradeoffs. We begin in Section 2 with a description of the corpus itself. Section 3 introduces the statistical paradigm within which paragraphs and sentences are aligned. The applicability of a well-known purely statistical method (Gale and Church, 1991) to English-Chinese, an etymologically-unrelated language pair, is empirically tested in Section 4. Though performance turns out to be surprisingly good, a further extension of the method in Section 5 to incorporate limited lexical criteria is shown to improve accuracy significantly. The aligned sentence pairs are fed into the word translation training procedure in Section 6. Section 7 discusses a method of choosing the correct translations for a single word that has multiple possible translations.
Finally, in Section 8 we show that automatic monolingual lexical acquisition of Chinese further improves the precision of bilingual lexical acquisition to a surprising extent.
The English-Chinese Corpus
Though large parallel bilingual corpora are relatively scarce compared with monolingual corpora, they have generated highly interesting results that cannot be obtained using monolingual corpora. Significant progress has been made on problems including automatic sentence alignment (Kay and RSscheisen, 1988; Catizone, Russell, and Warwick, 1989; Gale and Church, 1991; Brown, Lai, and Mercer, 1991; Chen, 1993) , coarse alignment (Church, 1993) , statistical machine translation (Brown et al., 1990; Brown et al., 1993) , word alignment (Dagan, Church, and Gale, 1993) , word sense disambiguation (Gale, Church, and Yarowsky, 1993) , and collocation learning (Smadja and McKeown, 1994) , all exploiting parallel corpora. The dearth of work on non-Indo-European languages can partly be attributed to a lack of the requisite bilingual corpora. To facilitate empirical studies that cannot rely on shared characteristics of Indo-European languages, we have been con-structing the HKUST English-Chinese Parallel Bilingual Corpus. To be included, materials must contain primarily tight, literal sentence translations. This rules out most fiction and literary material.
We have been concentrating on bilingual parliamentary proceedings of the Hong Kong Legislative Council (LegCo). Analogously to the bilingual texts of the Canadian Hansard (Gale and Church, 1991) , LegCo transcripts are kept in full translation in both English and Cantonese. 1 However, unlike the Canadian Hansard, the original materials were not designed to be available in machine-readable form. We have obtained these materials by arrangement with governmental authorities; their obscure format has necessitated heavy conversion and reformatting, using both manual and automatic processing.
The materials contain high-quality literal translation. Statements in LegCo may be made using either English or Cantonese, and are transcribed in the original language. A translation to the other language is made later to yield complete parallel texts, with annotations specifying the source language used by each speaker. Most sentences are translated 1-for-1. A small proportion are 1-for-2 or 2-for-2, and on rare occasion 1-for-3, 3-for-3, or other configurations.
The emphasis is on clean text so that markup is minimal, but when needed TEI conformant SGML annotation is used (Sperberg-McQueen and Burnard, 1992) . Each session occupies a single English file and a single Chinese file. Aside from the standard <body> and </body> text delimiters for each file, the only other markup at present are the paragraph delimiters <p> and </p>, and the segment delimiters <s> and </s> which are used to mark sentences. We use the term "sentence" in a generalized sense including lines in itemized lists, headings, and other nonsentential segments smaller than a paragraph. Samples of the English and Chinese texts are shown in Figures 1 and 2 .
Because of the obscure format of the original data, it has been necessary to employ a substantial amount of automatic conversion and reformatting. Sentences are identified automatically using heuristics that depend on punctuation and spacing. Sentence and paragraph segmentation errors occur occasionally, due either to typographical errors in the original data, or to inadequacies of our automatic conversion heuristics. This simply results in incorrectly placed delimiters; it does not remove any text from the corpus.
For the experiments reported in this paper, we used a portion of the corpus occupying approximately 29Mb of raw English text and 15.5Mb of corresponding raw Chinese translation. The English text included nearly 5 million English words (Chinese words are hard to count, as discussed below).
Statistical Paragraph and Sentence Alignment
Recently, a number of automatic techniques for aligning sentences in parallel bilingual corpora have been proposed (Kay and RSscheisen, 1988; Catizone, Russell, and Warwick, 1989; Gale and Church, 1991; Brown, Lai, and Mercer, 1991 two languages. The goal of alignment is to identify matching sentences between the languages. Alignment is the first stage in extracting structural information and statistical parameters from bilingual corpora. The problem is made more difficult because a sentence in one language may correspond to multiple sentences in the other; worse yet, sometimes several sentences' content is distributed across multiple translated sentences. Approaches to alignment fall into two main classes: lexical and statistical. Lexically based techniques use extensive online bilingual lexicons to match sentences. In contrast, statistical techniques require almost no prior knowledge and are based solely on the lengths of sentences. The empirical results to date suggest that statistical methods yield performance superior to that of currently available lexical techniques.
However, as far as we know, all work on automatic alignment has been restricted to Indo-European languages. This methodological flaw weakens the arguments in favor of either approach, since it is unclear to what extent a technique's superiority depends on the similarity between related languages. The work reported herein moves towards addressing this problem.
The statistical approach to alignment can be summarized as follows: choose the alignment that maximizes the probability over all possible alignments, given a pair of parallel texts. Formally, choose arg m~x Pr (`417"1 , 'T2)
where ,4 is an alignment, and 7"1 and ~ are the English and Chinese texts, respectively. An alignment ,4 is a set consisting of L1 ~ L2 pairs where each L1 or L2 is an English or Chinese passage. This formulation is so extremely general that it is difficult to argue against its pure form. More controversial are the approximations that must be made to obtain a tractable version.
The first commonly made approximation is that the probabilities of the individual aligned pairs within an alignment are independent, i.e.,
The other common approximation is that each Pr(Lt ~ L21~,T2) depends not on the entire texts, but only on the contents of the specific passages within the alignment:
Maximization of this approximation to the alignment probabilities is easily converted into a minimum-sum problem:
The minimization can be implemented using a dynamic programming strategy. Further approximations vary according to the specific method being used. Below, we first discuss a pure length-based approximation, then a method with lexical extensions. Section 4 reports experiments addressing the applicability of a suitably modified version of Gale and Church's (1991) length-based statistical method to the task of aligning English with Chinese. Following, Section 5, describes an improved statistical method that also permits domain-specific lexical cues to be incorporated probabilistically.
Applicability of Length-Based Methods
Length-based alignment methods are based on the following approximation to equation 4:
where 11 = length(L1) and 12 = length(L2), measured in number of characters, in other words, the only feature of L1 and L~ that affects their alignment probability is their length. Note that there are other length-based alignment methods that measure length in number of words instead of characters (Brown, Lai, and Mercer, 1991) . However, since Chinese text consists of an unsegmented character stream without marked word boundaries, it would not be possible to count the number of words in a sentence without first parsing it. Although it has been suggested that length-based methods are language independent (Gale and Church, 1991; Brown, Lai, and Mercer, 1991) , they may in fact rely to some extent on length correlations arising from the historical relationships of the languages being aligned. If translated sentences share cognates, then the character lengths of those cognates are of course correlated. Grammatical similarities between related languages may also produce correlations in sentence lengths.
Moreover, the combinatorics of non-Indo-European languages can depart greatly from Indo-European languages. In Chinese, the majority of words are just one or two characters long (though collocations up to four characters are also common). At the same time, there are several thousand characters in daily use, as in conversation or newspaper text. Such lexical differences make it even less obvious whether pure sentence-length criteria are adequately discriminating for statistical alignment.
Our first goat, therefore, is to test whether purely length-based alignment results can be replicated for English and Chinese, languages from unrelated families. However, before length-based methods can be applied to Chinese, it is first necessary to generalize the notion of "number of characters" to Chinese strings, because most Chinese text (including our corpus) includes occasional English proper names and abbreviations, as well as punctuation marks. Our approach is to count each Chinese character as having length 2, and each English or punctuation character as having length 1. This corresponds to the byte count for text stored in the hybrid English-Chinese encoding system known as Big 5. Gale and Church's (1991) length-based alignment method is based on the model that each English character in L1 is responsible for generating some number of characters in L2. This model leads to a further approximation which encapsulates the dependence to a single parameter 6 that is a function of l: and 12:
However, it is much easier to estimate the distributions for the inverted form obtained by applying Bayes' Rule:
where Pr (5) is a normalizing constant that can be ignored during minimization.
The other two distributions are estimated as follows. First we choose a function for 5 (11, 12) . To do this we look at the relation between ll and 12 under the generative model. Figure 3 shows a plot of English versus Chinese sentence lengths for a hand-aligned sample of 142 sentences. If the sentence lengths were perfectly correlated, the points would lie on a diagonal through the origin. We estimate the slope of this idealized diagonal c = E(r) = E(12/lt) by averaging over the training corpus of hand-aligned L1 ~,~ L2 pairs, weighting by the length of L1. In fact this plot displays substantially greater scatter than the EnglishFrench data of Gale and Church (1991) . 2 The mean number of Chinese characters generated by each English character is c = 0.506, with a standard deviation ~ = 0.166. We now assume that 12 -llc is normally distributed, following Gale and Church, and transform it into a new gaussian variable of standard form (i.e., with mean 0 and variance 1) by appropriate normalization:
This is the quantity that we choose to define as 6(ll, 12). Consequently, for any two pairs in a proposed alignment, Pr(61L1 ~ L2) can be estimated according to the gaussian assumption.
To check how accurate the gaussian assumption is, we can use equation 8 to transform the same training points from Figure 3 and produce a histogram. The result is shown in Figure 4 . Again, the distribution deviates from a gaussian distribution substantially more than Gale and Church report for French~German~English. Moreover, the distribution does not resemble any smooth distribution at all, including the logarithmic normal used by Brown, Lai, and Mercer (1991) , raising doubts about the potential performance of pure length-based alignment.
Continuing nevertheless, to estimate the other term Pr(L1 ~---L2), a prior over six classes is constructed, where the classes are defined by the number of passages included within L1 and L2. Table 1 shows the probabilities used. These probabilities are taken directly from Gale and Church; slightly improved performance might be obtained by estimating these probabilities from our corpus. The aligned results using this model were evaluated by hand for the entire contents of a randomly selected pair of English and Chinese files corresponding to a complete session, comprising 506 English sentences and 505 Chinese sentences. Figures 5 and 6 show an excerpt from this output. Most of the true 1-for-1 pairs are aligned correctly. In Figure 5 (4), two English sentences are correctly aligned with a single Chinese sentence. However, the English sentences in (6, 7) are incorrectly aligned I notice from your address that under the Public Assistance Scheme, the basic rate of $825 a month for a single adult will be increased by 15% to $950 a month, j However, do you know that the revised rate plus all other grants will give each recipient no more than $2000 a month? On average, each recipient will receive $1600 to $1700 a month. J In view of Hong Kong's prosperity and high living cost, this figure is very ironical, j May I have your views and that of the Government? J Do you think that a comprehensive review should be conducted on the method of calculating public assistance? j Since the basic rate is so low, it will still be far below the current level of living even if it is further increased by 20% to 30%. If no comprehensive review is carried out in this aspect, this " safety net " cannot provide any assistance at all for those who axe really in need. J The proposals that we make on public assistance, both the increase in scale rates, and the relaxation of the absence rule, are substantial steps forward in Hong Kong which will, I think, be very widely welcomed. J But I know that there will always be those who, I am sure for very good reason, will say you should have gone further, you should have done more. J 1-for-1 instead of 2-for-1. Also, Figure 6 (2, 3) shows an example of a 3-for-l, 1-for-1 sequence that the model has no choice but to align as 2-for-2, 2-for-2.
Judging relative to a manual alignment of the English and Chinese files, a total of 86.4% of the true L1 = L2 pairs were correctly identified by the length-based method. However, many of the errors occurred within the introductory session header, whose format is domain-specific (discussed below). If the introduction is discarded, then the proportion of correctly aligned pairs rises to 95.2%, a respectable rate especially in view of the drastic inaccuracies in the distributions assumed. A detailed breakdown of the results is shown in Table 2 . For reference, results reported for English/French generally fall between 96% and 98%. However, all of these numbers should be interpreted as highly domain dependent, with very small sample size.
The above rates are for Type I errors. The alternative measure of accuracy on Type II errors is useful for machine translation applications, where the objective is to extract only 1-for-1 sentence pairs, and to discard all others. In this case, we are interested in the proportion of 1-for-1 out.put pairs that are true 1-for-1 pairs.
(In information retrieval terminology, this measures precision whereas the above measures recall.) In the test session, 438 1-for-1 pairs were output, of which 377, or 86.1%, were true matches. Again, however, by discarding the introduction, the accuracy rises to a surprising 96.3%.
The introductory session header exemplifies a weakness of the pure length-based strategy, namely, its susceptibility to long stretches of passages with roughly similar lengths. In our data this arises from the list of council members present and absent at each session (Figure 7 ), but similar stretches can arise in many other domains. In such a situation, two slight perturbations may cause the entire stretch of passages between the perturbations to be misaligned. These perturbations can easily arise from a number of causes, including slight omissions or mismatches in the original parallel texts, a 1-for-2 translation pair preceding or following the stretch of passages, or errors in the heuristic segmentation preprocessing. Substantial penalties may occur at the beginning and ending boundaries of the misaligned region, where the perturbations lie, but the misalignment between those boundaries incurs little penalty, because the mismatched passages have apparently matching lengths. This problem is apparently exacerbated by the non-alphabetic nature of Chinese. Because Chinese text contains fewer characters, character length is a tess discriminating feature, varying over a range of fewer possible discrete values than the corresponding English. The next section discusses a solution to this problem. In summary, we have found that the statistical correlation of sentence lengths has a far greater variance for our English-Chinese materials than with the IndoEuropean materials used by Gale and Church (1991) . Despite this, the pure lengthbased method performs surprisingly well, except for its weakness in handling long stretches of sentences with close lengths.
Statistical Incorporation of Lexical Cues
To obtain further improvement in alignment accuracy requires matching the passages' lexical content, rather than using pure length criteria. This is particularly relevant for the type of long mismatched stretches described above.
Previous work on alignment has employed either solely Iexical or solely statistical length criteria. In contrast, we wish to incorporate lexical criteria without giving up the statistical approach, which provides a high baseline performance.
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The same dynamic programming optimization can then be used. However, the computation and memory costs grow linearly with the number of lexical cues. This may not seem expensive until one considers that the pure length-based method only uses resources equivalent to that of a single lexical cue. It is in fact important to choose as few lexical cues as possible to achieve the desired accuracy.
Given the need to minimize the number of lexical cues chosen, two factors become important. First, a lexical cue should be highly reliable, so that violations, which waste the additional computation, happen only rarely. Second, the chosen lexical cues should occur frequently, since computing the optimization over many zero counts is not useful. In general, these factors are quite domain-specific, so lexical cues must be chosen for the particular corpus at hand. Note further that when these conditions are met, the exact probability distribution for the lexical ~i parameters does not have much influence on the preferred alignment.
The bilingual correspondence lexicons we have employed are shown in Figures 3  and 4 . These lexical items are quite common in the LegCo domain. Items like "C.B.E." stand for honorific titles such as "Commander of the British Empire"; the other cues are self-explanatory. The cues nearly always appear 1-to-1 and the differences 6i therefore have a mean of zero. Given the relative unimportance of the exact distributions, all were simply assumed to be normally distributed with a variance of 0.07 instead of sampling each parameter individually. This variance is fairly sharp, but nonetheless, conservatively reflects a lower reliability than most of the cues actually possess. 
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Using the lexical cue extensions, the Type I results on the same test file rise to 92.1% of true L1 ~ L2 pairs correctly identified, as compared to 86.4% for the pure length-based method. The improvement is entirely in the introductory session header. Without the header, the rate is 95.0% as compared to 95.2% earlier (the discrepancy is insignificant and is due to somewhat arbitrary decisions made on anomalous regions). Again, caution should be exercised in interpreting these percentages.
By the alternative Type II measure, 96.1% of the output 1-for-1 pairs were true matches, compared to 86.1% using the pure length-based method. Again, there is an insignificant drop when the header is discarded, in this case from 96.3% down to 95.8%. Figure 8 shows a sample of the output from alignment with the addition of lexical criteria, for the same data as in Figure 7 . Thus, we obtained significant performance improvement by hybridizing lexical and length-based alignment methods within a common statistical framework. Though this is particularly useful for non-alphabetic languages where character length is not as discriminating a feature, we believe improvements will result even when applied to alphabetic languages.
The method was used to produce aligned sentence pairs for the subsequent word translation extraction stage. Only 1-for-1 sentence translations were retained. The remaining data included approximately 17.9Mb of English (about 3 million words) and 9.6Mb of Chinese. The 96% precision on the 1-for-1 sentence pairs turned out to be quite sufficient for the learning of translation lexicons.
W o r d T r a n s l a t i o n Training P r o c e d u r e
The Chinese sentences must be segmented before word translation training, because written Chinese consists of a character stream with no space separators between words. Without segmentation, we would not know which Chinese character sequences are legitimate target chunks for translation. Segmentation is a somewhat arbitrary task though, since nearly all individual characters can be considered standalone words; the distinction between Chinese words, compounds, and collocations is unclear and may well be meaningless. In an attempt to circumvent this during earlier phase of the project, we experimented with learning translation associations between English words and individual Chinese characters; while the results were encouraging, they were clearly unsatisfactory.
To segment the Chinese text, therefore, we used an online wordlist in conjunction with an optimization procedure described in (Wu and Fung, 1994) . Punctuation is separated out into word-level tokens as a byproduct of this process. According to the word segmentation produced by this method, the Chinese text consists of approximately 3.2 million words or tokens.
In addition, we wished to reduce noise from extraordinarily long sentences, which tend not to be translated sentence-by-sentence. We therefore removed all sentence pairs where either the English sentence was over 70 words long, or the Chinese sentence was over 90 words long. The English text was also normalized for punctuation, raising the word count to about 3.3 million tokens. After all prefiltering, the total input training text for the translation lexicon learning stage consisted of approximately 17.TMb of English and 12.2Mb of Chinese.
The bilingual training process employs a variant of the model in (Brown et al., 1993) , and as such is based on an iterative EM (expectation-maximization) procedure for maximizing the likelihood of generating the Chinese corpus gi.ven the English portion. The output of the training process is a set of potential Chinese translations for each English word, together with the probability estimate for each translation. The basic model of Brown ef al. assumes that the probability of translating a given English sentence e = ele2 is the Lagrange multiplier for word e. The training algorithm treats equations 14--16 as re-estimation formulae for an iterative algorithm as follows:
1. Choose any set of consistent initial values for t(.).
2. Compute the counts for all word translation pairs using equation 14, summing over all sentence pairs in the corpus.
3. Compute the Lagrange multiplier for each English word using equation 16.
4. Re-estimate the translation probabilities using equation 15.
5. Repeat 2--4 until the translation probabilities converge.
For the corpus described here, training time is quite reasonable--approximately 24 hours on a Sparc 10/51--to learn the Chinese translations for a total of 6,536 unique English words prior to filtering. A sample of the output is shown in Figure 5 . The most immediate practical use of the output is to have the lexicographer manually delete incorrect entries to produce a translation lexicon. Our first rough evaluation of learning performance is taken with respect to this application: it measures the percentage of English words for which a correct Chinese translation is found within the learned translation set. Of course this measure is meaningful only if the average size of the translation sets is fairly small. We therefore first prune the translation sets with the filters discussed in Section 7, which eliminates many of the low-probability translations and thereby reduces the average size of the translation sets to 2.33 candidates per English word. Even after pruning, the resulting Table 5 . Examples of unfiltered output with probabilities. Note that () is. a special token lumping together all low-frequency Chinese words; Censorship is not correctly learned. Encouraged by this result, we proceeded toward learning without manual correction. As a first pass, we evaluated the precision of the lexicon obtained by retaining only the single most probable translation for each English word. Another randomly drawn sample of 200 words yielded a precision estimate of 91.2% for this. This simple algorithm shows that even fully automatic procedures for English and Chinese are feasible with high precision.
Of course, most words have multiple potential translations, and the above method discards many correct alternative translations of English words. The problem is to find an automatic method for retaining these alternatives, without also retaining an excessive proportion of incorrect translations.
Significance Filtering
The training procedure described above results in many translation entries with small or negligible probabilities, which should be pruned to produce a useful lexicon. An obvious solution to reduce noisy lexical entries is to set thresholds on probability. However, absolute thresholds work poorly. Sparse data causes many wrong entries to have inappropriately high probabilities. Conversely, some words are genuinely ambiguous and therefore legitimately spread out the probability across many translations. These cases should not be pruned by absolute thresholds.
We therefore use two filtering criteria that simultaneously penalize for sparse data, and relax for ambiguous words. First, only English words that occur more than 25 times in the corpus are included in the lexicon. Second, for each word, only the translations accounting for the top 0.75 of the probability mass are retained; moreover, any translation with probability less than 0.11 is eliminated. In effect, the filtering threshold rises with data sparseness, and falls with the word's translation entropy.
Evaluating the precision of this approach is slightly more involved, since alternative translation candidates have unequal probabilities. Note that after filtering, the probabilities of the candidates that remain are renormalized to sum to unity for each English word. We use these renormalized probabilities to weight the count of correct translations for the precision estimate. For example, if the translation set for English word detect has the two correct Chinese candidates ~ with 0.533 probability and ~ with 0.277 probability, and the incorrect candidate ~[~ with 0.190 probability, then we count this as 0.810 correct translations and 0.190 incorrect translations.
Again, another random sample of 200 words was drawn, yielding a weighted precision estimate of 86.0%. Though less than the 91.2% figure for the earlier single-most-probable procedure, this precision is still quite high, even though each English word now has on average 2.33 Chinese translations. Some examples are shown in Figure 6 . X~ .323
Learning Collocation Translations
In the above experiments, the Chinese portion of the corpus was pre-segmented using an existing hand-coded wordlist, i.e., prior linguistic knowledge. Our second attack was to attempt to acquire a translation lexicon completely from scratch. That is, from pure, unsegmented Chinese text, we attempt to learn translations for the English words into appropriate Chinese character sequences of arbitrary form. One motivation for this "zero-initial-knowledge" experiment is to move closer toward models of language acquisition.
The more practical motivation is to avoid mislearning translations of Chinese compounds as if their constituents were different senses of a polysemous English word. Observe that many of the terms in our corpus are compounds that are not found in the wordlist, such as ~m (inflation), with the result that in the previous experiment many English words end up being translated to the multiple constituent words of the Chinese compound. For example, the translation learned for inflation is ~ (tSng, through) with 0.501 probability, and m (zhhng, swell) with 0.499 probability.
To this end, we first induced a Chinese lexicon from the corpus using CXtract, a tool we have described elsewhere (Fung and Wu, 1994; Wu and Fung, 1994) and which we extended from Xtract (Smadja, 1993) . CXtract is an automatic word/collocation extractor for Chinese that employs statistical methods in conjunction with some simple morphological and closed-class syntactic filters. Training on our corpus produced 5,505 multiple-character sequences that were entered into a new, fully automatically-learned Chinese wordlist. A small excerpt is shown in Figure 7 . In addition, all individual characters were considered potential words. This lexicon induced by CXtract was then used to segment the Chinese text, producing demarcations of significantly longer segments than in the first experiment. In fact, the total number of segments in the Chinese is reduced by 6.5%, due to recognition of the longer, domain-specific terms. After removing words occurring fewer than 25 times, the corpus contained a total of 5,751 unique Chinese words including single-character forms.
This experiment produced still better results. When the translation lexicon was trained on the newly segmented corpus (again following the procedure of Section 6), With significance filtering, the weighted precision rose from 86.0% to 91.0%, which represents a 35.7% reduction in the error rate. Since the average number of Chinese translations per English word fell slightly from 2.33 to 2.25, the new method reduces the number of incorrect "noisy" translations retained. Some examples are Shown in Figure 8 . There was marked improvement on brain and empty, where the probabilities for the correct translations had previously been too low. For comes, counter, and trouble, correct translations were learned where the one-stage method had failed to find them at all. Her was incorrectly learned by both methods because the capitalized form is used predominantly in phrases such as Her Majesty's government, creating high correlations with ~[] (England) and ~ (government). A larger excerpt of the 200 evaluated translation samples can be found in the appendix. Much of the improvement in performance appears to be due to the fact that correct identification of collocations in the Chinese text facilitates closer matchings to the English words. For example, the two-stage method correctly learned the top translation candidate for inflation as ~l~m with 0.809 probability, instead of the separate translations ~ and I~ seen in the one-stage method. Moreover, it assigned 0.191 probability to ~]~m as well, a collocation made up of ~ (lSnghub, currency circulation) and ~ (pdngzhhng, swell) . This is actually the full unabbreviated form, from which the more convenient ~ is derived. Learning translation patterns for word sequences is also a goal of the later models of Brown el al. (1993) , but because those models attempt to learn both the collocations and translations simultaneously, the computational cost is quite heavy. In contrast, the two-stage learning procedure used here first employs bottom-up monolingual training, followed by bilingual training, achieving excellent performance with relatively low cost. A summary graph comparing the precision results is shown in Figure 9 .
Conclusion
The series of experiments reported here are, to our knowledge, the first largescale empirical demonstrations of the applicability of pure statistical techniques to bilingual English-Chinese lexical acquisition, and possibly the first between IndoEuropean and non-Indo-European languages. We have obtained high precision rates, between 86.0% and 96.0%, for lexicons of significant size, around 6,500 English words, using significance filtering. The learned lexicons are well-adapted to the corpus domain. Accuracy on paragraph and sentence alignment is improved significantly by incorporating a restricted set of manually-derived lexical cues into the probabilistic optimization, achieving accuracies in the 96% range. For word translation, a two-stage monolingual-bilingual statistical learning procedure outperforms a hybrid procedure using a pre-existing machine-readable lexicon; it yields excellent performance on translation acquisition for words, compounds, and collocations, at reasonable computational cost.
The following is a randomly drawn subset of the 200 samples used evaluate the two-stage learned translation lexicon. T h o u g h there axe grammatical a n d usage differences between the Chinese languages~ as between G e r m a n and Swiss German, the written forms can be read by all Chinese. 2. The difference is also partly due to the fact that Gale and Church plot p a r a g r a p h lengths instead of sentence lengths. We have chosen to plot sentence lengths because that is what the algorithm is based on.
3. Person names were excluded, but all other proper n a m e s were retained for this evaluation.
