The invariant preserving property is one of the guiding principles for numerical algorithms in solving wave equations, in order to minimize phase and amplitude errors after long time simulation. In this paper, we design, analyze and numerically validate a Hamiltonian preserving discontinuous Galerkin method for solving the Korteweg-de Vries (KdV) equation. For the generalized KdV equation, the semi-discrete formulation is shown to preserve both the first and the third conserved integrals, and approximately preserve the second conserved integral; for the linearized KdV equation, all the first three conserved integrals are preserved, and optimal error estimates are obtained for polynomials of even degree. The preservation properties are also maintained by the fully discrete DG scheme. Our numerical experiments demonstrate both high accuracy of convergence and preservation of all three conserved integrals for the generalized KdV equation. We also show that the shape of the solution, after long time simulation, is well preserved due to the Hamiltonian preserving property.
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Introduction
This paper is the continuation of our project, initiated in [40] , of developing a high order discontinuous Galerkin (DG) method to preserve some key invariants for the generalized Korteweg-de Vries (gKdV) [18] equation:
where the subscript t (or x, respectively) denotes the differentiation with respect to time variable t (or x), is a given constant, and f is a smooth function. This is a nonlinear, dispersive partial differential equation for u of two real variables.
The original form of the KdV equation corresponds to (1) with = 1 and f = 3u 2 .
The KdV equation has several connections to physical problems. In addition to being the governing equation of the string in the Fermi-Pasta-Ulam problem in the continuum limit, it approximately describes the evolution of long, one-dimensional waves in many physical settings, including shallow-water waves with weakly non-linear restoring forces, long internal waves in a density-stratified ocean, ion-acoustic waves in a plasma, acoustic waves on a crystal lattice, and more.
Dispersion and non-linearity can interact to produce permanent and localized wave forms; It can be shown that any sufficiently fast decaying smooth solution will eventually split into a finite superposition of solitons traveling to the right plus a decaying dispersive part traveling to the left. This was first observed numerically by Zabusky & Kruskal (1965) [41] , long after John Scott Russell's experimental observation of solitons in 1834. One appealing feature of the KdV equation is that it has infinitely many integrals of motion (Miura, Gardner & Kruskal 1968) [27] , which do not change with time. This is also accounted by the fact that the KdV equation can be reformulated into the Lax system, called Lax pairs [20] .
The KdV equation is rich in conserved integrals; the first three for (1) are classical:
The quality of the numerical approximation hence hinges on how well the conserved integrals can be preserved at the discrete level. The objective of this work is to develop a novel DG method to preserve these three conserved integrals at the discrete setting.
The conservation law structure of many PDEs is considered fundamental to their derivation, their behavior, and their discretization. For conservative PDEs, numerical methods preserving their invariants are often advantageous: besides the high accuracy of numerical solutions, an invariant preserving scheme can maintain good stability properties over a long-time period. Numerical methods without this property may result in substantial phase and shape errors after long time integration. There are many numerical works in the literature to solve the KdV equation, ranging from finite difference methods [10, 12, 13, 19, 32, 41] , finite element methods [1, 29, 31] , spectral methods [9, 14, 23, 25, 26, 30] , operator splitting methods [16, 15] , and discontinuous Galerkin methods [3, 22, 34, 35, 39] . However, the majority of the developed methods is designed to preserve only E 1 , not other invariants.
The earlier effort of inheriting some invariants as characteristic properties followed mainly the symplectic method for Hamiltonian ODEs; for instance, Furihata [10] designed a finite difference scheme to preserve both E 1 and E 3 . Preservation of E 1 and E 2 in the context of the DG method has been recently investigated by Bona et al. [2] and the authors [40] .
Discovered by Gardner [11] and also by Faddeev and Zakharov [8] , the KdV equation is a Hamiltonian system, allowing for an infinite sequence of Hamiltonians. For the generalized KdV equation (1), E 3 is still a Hamiltonian since (1) is equivalent to
This Hamiltonian structure sets the basis to construct an E 3 preserving discretization for (1). In the case f (u) = u 2 /2, E 2 is also a Hamiltonian since the KdV equation can be written as
where the Lenard operator N = −(∂ ∂ x u) is linear and anti-symmetric. The main novelty in this work is the preservation of E 3 by our method, which we call the Hamiltonian preserving DG method. Indeed, the proposed method is shown to preserve all three conserved integrals for the linearized KdV equation, and preserve both E 1 and E 3 for the generalized nonlinear KdV equation (1) . The preservation of E 2 is investigated with care: we observe that E 2 is still preserved numerically, though its preservation is only shown in approximation sense. As illustrated in our numerical comparison (see Fig. 3 ), the E 3 -preserving scheme performs clearly better than the E 2 -preserving scheme introduced in [40] . Moreover, we observe large oscillations in the temporal evolution of E 3 when testing the E 2 -preserving scheme (see Fig. 3(c) ). To our best knowledge, the present DG method is the first one that can preserve all three invariants E i (i = 1, 2, 3) numerically.
As for the numerical convergence, we should mention that the common feature of these central fluxes based DG methods is that the optimal order of accuracy can be achieved only for polynomials of even degree, as proved for the linearized KdV equation and numerically observed for the generalized KdV equation.
The DG method we discuss in this paper is a class of finite element methods using completely discontinuous piecewisepolynomial space for the numerical solution and the test functions in the spatial variables. The application of DG methods to hyperbolic problems has been quite successful, e.g., Reed and Hill [28] for solving linear equations, and Cockburn et al. [4] [5] [6] [7] for solving nonlinear equations, and the DG methods have been extended to various higher order PDEs by many authors, including the KdV type equations; see, e.g., [39, 37, 2, 38, 40] , the Camassa-Holm equation [36] and the DegasperisProcesi equation [33, 21] . These DG methods have several attractive properties. For instance, it can be easily designed for any order of accuracy, with the order of accuracy locally determined in each cell, thus allowing for efficient p adaptivity. The advantage of invariants preserving methods is to solve smooth wave problems, with the attempt to resolve all wave patterns for long time periods.
Obtaining a priori error estimates for various DG methods has been a main subject of research. The L 2 a priori error estimates for nonlinear PDEs with high order derivatives such as the KdV equations have been obtained [39, 35, 3] using certain special local projections. For the conservative DG method for the generalized KdV equation in [2] , a global projection was used in obtaining error estimates in some cases. Optimal L 2 error estimates of the LDG method for the linearized KdV equation were obtained by Xu and Shu [38] , where authors take advantage of stability estimates for auxiliary variables. The way of using error equations in the present work is closely related to that in [38] .
This paper is organized as follows. In Section 2, we present the semi-discrete DG method for the generalized KdV equation, and prove its invariant preserving properties. The optimal error estimate is also analyzed for the linearized KdV equation in Section 2 when polynomials are of even degree, and therein, the upper bound of errors is proved to grow linearly in time. In Section 3, we present the fully discrete DG method with invariants preserving properties. Section 4 contains numerical experiments that demonstrate the optimal convergence rates and invariants conservation of the proposed DG method. Finally, we give the concluding remarks in Section 5.
DG for the generalized KdV equation
We consider the generalized KdV equation of the form
subject to initial data u(x, 0) = u 0 (x) and periodic boundary conditions. In order to design a DG method preserving three invariants, we reformulate this form into the following system
The third conservation law for the generalized KdV equation can be expressed as
DG formulation
Let us denote the computational mesh of the domain I by
The cell center is x j = (x j−1/2 + x j+1/2 )/2, with h j = x j+1/2 − x j−1/2 , and h = max 1≤ j≤N h j . We assume that the mesh is regular, namely there is a constant c > 0 independent of h such that
When c = 1, the mesh is uniform. We denote by w (w + + w − ) denotes the average of the left and right interface values. We then define the piecewise polynomial space V h as the space of polynomials of degree k in each cell I j , i.e.,
The DG method is formulated as follows:
with the numerical fluxes
Here we have used the notation ξ
) to denote interface terms.
The global form of the DG formulation may be obtained by summing (5) over all j's, , and the periodic boundary conditions have been used.
Conservative properties
We now turn to establish the conservation properties. 
where denotes the piecewise L 2 -projection on space P k :
Proof. To see the scheme preserves E 1 we simply take ξ = 1 in (7a) to obtain
Adding the above together and integrating the complete derivative out, we obtain
We next derive temporal change rate of E 2 .
Note that for linear equation
hence E 2 is also exactly preserved. This finishes the proof of the theorem. 2
Remark 2.1. For nonlinear flux, the change rate of E 2 is in general non-vanishing, but can be quite small. For instance, if
at least for approximating smooth solutions.
Remark 2.2.
In the DG formulation (7) 
) is a polynomial of degree 3k, for which we use a Gauss quadrature with L points, L ≥ 3k− 1 2 , so that the numerical evaluation of E 3 is exact.
Error estimation for the linearized KdV equation
In the following, we derive the error estimation of the discontinuous Galerkin method for the linearized KdV equation of the form u t − αu x + u xxx = 0, (10) subject to initial data u 0 (x) and periodic boundary conditions. The corresponding DG method for (10) is formulated as follows:
with the central numerical fluxes
For the error estimates, we introduce a special global projection P as follows. For any u, P u| 
for a constant C independent of the mesh size h.
Proof.
Step 1. We first show the existence of such a projection.
be the Legendre polynomials on
with
, and φ
, then the projection of u can be expressed as
, it follows that for 1 ≤ j ≤ N,
by using the interface conditions (13b), which leads to
The above equations can be written in matrix form as follows,
It is clear that the determinant of coefficient matrix of (15) is nonzero if and only if k is even and N is odd. Then the existence of global projection (13) follows.
Step 2. We now show the projection error.
For {u
, from (15) and (16) we have
From (16) and (17), we obtain
.
Then we get the following stability property for the projection P :
Using (19) and (18), we derive the L 2 -error estimation (14) as follows.
. 2
In order to obtain the error estimate to smooth solutions for the semi-discrete DG scheme (11), we first write the global form obtained by summing over all j's in (11),
where the periodic boundary conditions have been used. The consistency of the DG scheme implies that the exact solution u, with r = u x , q = −u xx + αu also satisfies (20) . Hence for (e u , e q , e r )
we have the following error equations:
(e r , ρ)
Let P be the global projection defined in (13), we use the following decomposition: 
These in virtue of decomposition (22) and the projection properties yield
In the second equation we have used (e
so that the sum of all three equations in (27) We take the time derivative in (21b)-(21c), with (21a), to obtain 
Using the notation in (22) and the projection properties, we have
so that the sum of all three equations in (32) leads to
We take the time derivative in (21c), with (21b), to obtain 
Summing all the four equations (29), (33), (37) and (39) together, after some algebraic manipulation, we obtain
where
Integration of (40) 
for φ ∈ {u, q, r}. Upon further integration by parts in time for 3 out of 15 terms in I P and further using the Cauchy-Schwartz inequality, we have
. And
By the Grownwall inequality, we obtain
Similar as in [17] , we choose the initial condition such that
From (11b) we find r h (x, 0) and further from (11c) we find u h (x, 0) so that they satisfy (see [38] )
The triangle inequality with the estimate (43) and (14) 
holds for k even and N odd.
Remark 2.3. The error estimate for nonlinear f (u) appears difficult with the above analysis, since the scheme has no extra numerical dissipation for controlling the trouble terms from the nonlinear effect.
Time discretization
We now turn to time discretization of (7). Let {t n }, n = 0, 1, . . . , M be a uniform partition of the time interval [0, T ]. Let
Algorithm
Let us give details related to the implementation of the method.
1. First, from (7c), we obtain r h in the following matrix form
where U h denotes the vector containing the degree of freedom for u h .
From (7b) we obtain
where is the piecewise L 2 projection on V h .
3. We then substitute (45) and (46) into (7a) to obtain
4. We use a time discretization method to solve the obtained semi-discrete system (47).
The differential matrix M is a sparse block matrix, hence its multiplication with vectors involving it as the coefficient matrix, can be implemented efficiently.
In our numerical simulation, we use a semi-implicit time discretization so that two quantities E 1 and E 3 remain conserved in time.
We define the following operator
so that the fully discrete scheme has the form 
Proof. To see the scheme preserves E 1 we simply take ξ = 1 in ( 
Adding these together and integrating the complete spatial derivatives out, we obtain
We compute numerical solutions for the KdV equation using our scheme (48). To solve the implicit scheme (48) numerically we use the Newton iteration.
Numerical results
In this section we provide numerical examples to illustrate the accuracy and capability of the method. With the aid of successive mesh refinements we have verified that, in all cases, the results shown are numerically convergent. Example 4.1. We consider the IVP of the KdV equation
with periodic boundary conditions. The exact solution is the so-called cnoidal-wave solution, In this example, we take = 1/24 2 , and the computational domain is divided into N cells. We test the P
polynomial approximations on uniform meshes. For the time discretization, we employ the second order implicit scheme (48). We first test the accuracy and convergence rate of the method. Table 1 reports the numerical errors and the orders of accuracy for P k approximation at t = 1. We observe that the scheme achieves the optimal order for k even, and suboptimal for k odd; see also Example 4.4 in Table 3 . This suboptimal convergence for polynomials of odd degree also occurs in the energy (E 2 ) conserving DG scheme for solving the KdV equation, see [2, 40] . We now verify the conservative properties of the DG method. Using the Cnoidal-wave test problem on uniform mesh of 80 cells with k = 2 and t = 0.001, we carry out the computation up to t = 1000. Fig. 1 presents the exact solution and the numerical solutions at times t = 0, 200, 500 and t = 1000, respectively, showing that the DG method gives a very good approximation to the exact solution. We also present the time evolution of the L 2 -error and the three conserved integrals E 1 , E 2 , E 3 up to time t = 1000 in Fig. 2 . We see that E 1 , E 3 are well preserved, so is E 2 ; also the L 2 error of the DG method increases linearly with time. This may reflect the fact that all the solitons travel with well-preserved shape in the numerical solution and thus the principle part of the numerical error is the phase error. We further compare the E 2 preserving scheme introduced in [40] with our E 3 preserving scheme in Fig. 3 , in terms of the L Fig. 2 . Example 4.1, time history of the L 2 error, E 1 , E 2 and E 3 plots using the DG methods with k = 2, t = 1.0e−03 and 80 cells.
Table 2
The E 2 and E 3 of E 2 preserving and E 3 preserving schemes for Example 4.1 when using P 2 polynomials on a uniform mesh of 80 cell.
E 2 preserving scheme and E 3 , while the E 2 preserving scheme only preserves E 2 , with large oscillations observed in the time history of E 3 . The corresponding comparison data are listed in Table 2 . u(x, t) = 12 where
This example is derived from [24] . The solution region is taken to be [−40, 40] with periodic boundary conditions. Initially we have two solitons, the left the tall one and the right short one. Both solitons travel from left to right, and speed of the tall one is bigger than the speed of the short one. We perform computation for k = 2 and t = 0.1. The grid is taken to be of 400 cells and the computation is implemented up to t = 120. The plots of the exact solution and numerical solution at the times are displayed in Fig. 4 . It shows that the numerical solution agrees quite well with the exact one. 
(51)
The exact solution is u(x, t) = sin(x + 2t).
Firstly, we use this solution to check the accuracy and convergence rate of the method. We perform the computation on the grids of 10, 20, 40, 80, 160 cells, respectively, up to t = 1. The L 2 errors and the corresponding convergence rates are presented in Table 3 . We can clearly see from the table that our method achieves optimal order for polynomials of even degree, i.e., k = 0, 2 in Table 3 .
Secondly, we use this solution to test the preserving feature of our method in long-time simulation. We perform the computation with (k, N, t) = (1, 80, 6.25e−04) and (k, N, t) = (2, 40, 2.5e−03), respectively. The numerical results are displayed in Fig. 6-Fig. 9 . We can see from Fig. 6 and Fig. 8 that our method is quite stable in long-time simulation. The phase error in Fig. 6 with k = 1 tends bigger as time becomes large, yet the phase error at the same simulation time is almost invisible when using k = 2, see Fig. 8 . Fig. 7 and Fig. 9 show that the L 2 error increases linearly with time, and the three qualities E 1 , E 2 , E 3 are all preserved.
Concluding remarks
In this paper, we developed and analyzed a Hamiltonian preserving DG method for solving the generalized KdV equation. Both semi-discrete and fully discrete DG schemes are shown to preserve E 1 and E 3 . The better performance of the E 3 -preserving scheme than the E 2 -preserving scheme is shown through numerical comparison.
For wave equations, usually it is difficult to obtain DG schemes which can preserve more conservative integrals while still maintaining optimal high order of accuracy. Our scheme when applied to the linearized KdV equation preserves all the first three conserved integrals and has the proven optimal error estimates for polynomial elements of even degree. Our numerical experiments have demonstrated both high accuracy of convergence and preservation of all three conserved integrals for the generalized KdV equation. It is confirmed by numerical simulations that the Hamiltonian preserving property is important for minimizing phase and amplitude errors after long time simulation.
