Égalisation fréquentielle sous-optimale d'un système mono ou multiporteuse by SIMON, Carine et al.
´Egalisation fre´quentielle sous-optimale d’un syste`me mono ou
multiporteuse
Carine SIMON1, Sylvie MAYRARGUE2, Juan Jose´ DAN˜OBEITIA CANALES1
1UTM, CSIC. Passeig Maritim de la Barceloneta, 37. 08003 Barcelona. ESPAGNE
2CEA-LETI. 17, rue des Martyrs. 38000 Grenoble FRANCE
csimon@utm.csic.es, sylvie.mayrargue@cea.fr, jjdanobeitia@utm.csic.es
Re´sume´ – Une me´thode ite´rative d’estimation de symboles peu complexe, dans le cas de syste`mes mono ou multi-porteuses avec pre´fixe
cyclique est pre´sente´e. On profite de la structure particulie`re du canal convolutif inconnu ainsi que l’appartenance des symboles a` un alphabet
fini. La technique pre´sente´e est une technique de minimisation au sens des moindres carre´s puis de projection. Elle s’ave`re peu couˆteuse et
efficace dans les proble`mes de de´tection et d’estimation, meˆme dans le cas de signaux bruite´s.
Abstract – We present a low complexity iterative method for estimation of symbols in mono or multicarrier systems where cyclic prefixes are
combined to data symbols. We take advantage of the special structure of unknown convolutive channels of such systems and of the fact that the
symbols belong to a finite alphabet. The presented technique is a minimum mean squared technique followed by a projection. Even in a noisy
environment, it gives good results for detection and estimation.
1 Introduction
Parmi les techniques de transmission, celles utilisant des pre´fi-
xes cycliques ont souleve´ un inte´reˆt conside´rable, en particu-
lier dans le contexte des re´seaux locaux mobiles ou la diffusion
vide´o. En effet, utiliser des syste`mes dans lesquels les symboles
de donne´es sont combine´s avec des pre´fixes cycliques (CP) plus
longs que le canal a` re´ponse impulsionnelle finie est un moyen
efficace d’e´viter les proble`mes d’interfe´rence entre symboles.
Le remplissage par symboles connus (ou « known symbol pad-
ding ») est une structure e´quivalente ou` le CP est connu. C’est
cette dernie`re qui sera utilise´e dans cette e´tude mais pour l’uti-
lisation d’un pre´fixe inconnu, il suffit de changer la me´thode
d’initialisation de l’estimation du canal.
Dans cette communication, on part d’un syste`me de trans-
mission par blocs monoporteuse avec un canal multichemin
stationnaire qui est suppose´ convolutif et inconnu. Ce mode`le
s’e´tend directement a` un syste`me de transmission par bloc mul-
tiporteuse, de type OFDM (« orthogonal frequency decision
multiplexing »).
Dans ce contexte, on e´tudie une technique ite´rative d’esti-
mation de symboles qui utilise la structure cyclique spe´cifique
de la transforme´e de Fourier rapide (FFT) du canal convolu-
tif ainsi qu’une projection sur l’alphabet fini BPSK (« Binary
Phase Shift Keying ») auquel appartiennent les donne´es.
Des de´tails sur le mode`le e´tudie´ sont pre´sente´s au deuxie`me
paragraphe. Le troisie`me paragraphe explique la me´thode pro-
pose´e, partant de [2] et l’ame´liorant. Plusieurs manie`res d’utili-
ser au mieux la structure de notre syste`me et ainsi d’augmenter
la qualite´ des re´sultats sont propose´es au quatrie`me paragraphe.
Avant de conclure, le paragraphe 5 re´sume l’algorithme puis le
sixie`me paragraphe montre un certain nombre de simulations,
comparant notre technique a` celle propose´e par [2].
2 Mode`le
Le canal de transmission convolutif est d’ordre L : h =
[h1, . . . , hL]
T ou` T repre´sente la transpose´e. La se´quence trans-
mise est de la forme x =
[
t s1 t . . . sV t
]
ou` t est le pre´fixe
cyclique de taille M et sk est le ke`mebloc de donne´es pour
k = 1, . . . , V : sk =
[
skB+1, . . . , sk(B+1)
]
: B × 1. Les sym-
boles sont de type BPSK. Pour traiter le cas multiporteuse, les
symboles transmis se trouvent dans le domaine fre´quentiel.
On pose P = B + M . Les se´quences d’observation au
re´cepteur sont de la forme : yi =
∑L
l=0 hlxi−l+ni ou` ni est un
bruit conside´re´ blanc et Gaussien. On peut re´e´crire le mode`le de
fac¸on matricielle en de´finissant yn = [yM+(n−1)P+1, . . . , yM+nP ].
En omettant le premier t, on pose encore :
Y = [(y1)T . . . (yV )T ] : P × V
X =
[
(s1)T . . . (sV )T
t . . . t
]
=
[
S
tV
]
: P × V
(1)
On de´finit la matrice du canal P × P Hc circulante To¨plitz :
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(2)
En de´finissant le bruit N de la meˆme manie`re que Y (e´quation
(1)), le mode`le peut eˆtre re´e´crit :
Y = HcX +N (3)
Comme la matrice du canal est circulante, elle devient diago-
nale dans la base vectorielle de Fourier : Hf = FPHcIP ou`
(FP )kn = P
−1/2e−
2ipikn
P et (IP )kn = P−1/2e
2ipikn
P
. On a
alors Y = IPHfFPX +N ou encore
Yf = HfXf +Nf (4)
avec Af = FPA pour A = X,Y,N .
3 Me´thode
Lorsque le bruit additif est blanc et Gaussien la me´thode de
maximum de vraisemblance est optimale ; elle consiste en la
minimisation conjointe au sens des moindres carre´s suivante :
min
x,h
‖y − hx‖2 (5)
Cette me´thode e´tant tre`s couˆteuse, on utilise souvent des tech-
niques sous-optimales. La me´thode des moindres carre´s ite´rative
avec projection (ILSP ou « Iterative Least Square with Projec-
tion », cf [1] par exemple) consiste a` minimiser cette fonction
alternativement par rapport au canal et par rapport aux sym-
boles.
Pour notre application, on utilisera le fait que les donne´es ap-
partiennent a` un alphabet fini en projetant les symboles estime´s
sur l’alphabet BPSK apre`s leur estimation.
3.1 Estimation du canal
Comme la FFT est bijective, la minimisation par rapport a`
h est e´quivalente a` la minimisation suivante : minHf ‖Yf −
HfXf‖
2
. Et comme Hf est diagonal, on peut de´coupler ce
proble`me en :
min
Hf (j,j)
‖Yf (j, :)−Hf (j, j)Xf (j, :)‖
2 ∀j (6)
Ici et dans ce qui suit, la norme 2 est utilise´e pour les vecteurs,
la norme de Fro¨benius pour les matrices et A(j, :) repre´sente la
je`meligne de toute matrice A.
[2] utilisent directement (6) et obtiennent l’estimation sui-
vante du canal : Hˆ−1f (j, j) = Xf (j, :)Yf (j, :)′[Yf (j, :)Yf (j, :
)′]−1 ou` ′ de´note le transconjugue´.
On peut cependant affiner cette estimation en utilisant la
structure particulie`re de Hf . Si Hv est le vecteur des e´le´ments
diagonaux de Hf , on peut montrer que
Hv = Ch (7)
ou` les e´le´ments de C (de taille P × (L + 1)) sont Cnm =
e−
2ipim(n−1)
P
. [4] ont e´galement utilise´ cette proprie´te´ mais en-
suite une technique d’EM (expectation maximisation) bien plus
couˆteuse que celle que nous allons de´velopper ci-dessous.
On calcule la norme dans (6) :
‖Yf (j, :)−Hf (j, j)Xf (j, :)‖
2
= Yf (j, :)Yf (j, :)
′ − C(j, :)hXf (j, :)Yf (j, :)
′
−Yf (j, :)h
′C(j, :)′Xf (j, :)
′
+C(j, :)hXf (j, :)Xf (j, :)
′C(j, :)′h′
(8)
et sa minimisation par rapport a` hm ∀m,
∂
∂h′m
‖Yf (j, :)−Hf (j, j)Xf (j, :)‖
2
= −Yf (j, :)C(j,m)
′Xf (j, :)
′
+C(j, :)hC(j,m)′Xf (j, :)Xf (j, :)
′
(9)
En vectorisant ce re´sultat, on obtient :
hˆ = (C ′diag(〈Xf ,Xf 〉)C)
−1
C ′〈Yf ,Xf 〉 (10)
ou` 〈A,B〉 = diag(AB′) et, suivant les notations de Matlab,
si V est une matrice diag(V ) est le vecteur de ses e´le´ments
diagonaux ; inversement, si V est un vecteur, diag(V ) est une
matrice diagonale avec les e´le´ments de V sur sa diagonale prin-
cipale.
CommeC ′diag(〈Xf ,Xf 〉)C est une matrice hermitienne To¨p-
litz, on note qu’elle est aise´ment inversible.
3.2 Estimation des symboles
On pose IBP = IP (1 : B, :). En utilisant la caracte`re dia-
gonal de Hf , on obtient l’estimation des symboles suivante :
Sˆ = IBP Hˆ
−1
f Yf (11)
La dernie`re e´tape est une projection sur l’alphabet fini BPSK.
4 Ame´liorations
Dans cette partie, quelques ide´es sont propose´es afin d’ame´lio-
rer cette me´thode, utilisant au mieux les donne´es dont nous dis-
posons et estimant la variance du bruit.
4.1 Estimation de la variance du bruit
On sugge`re ici de remplacer l’estimation par forc¸age a` ze´ro
(11) par une estimation des symboles par minimisation au sens
des moindres carre´s. Pour cela, on suppose que le bruit blanc
Gaussien est de variance constante σ2n. On peut montrer que
l’estime´e de cette variance σˆ2n = σ2y − ‖hˆ‖2 ou` σ2y =∑V
k=1 var(y
k). En effet, lors des simulations, on s’est aperc¸u
qu’en deux ite´rations, on obtient une bonne estimation du ca-
nal. L’estimation de σ2n est donc suffisamment pre´cise de`s la
deuxie`me ite´ration pour pouvoir eˆtre utilise´e.
La variance du bruit reste inchange´e par FFT. On modifie
alors (11) de la manie`re suivante :
Sˆ = IBP (Hˆ
′
f Hˆf + σˆ
2
nI)
−1Hˆ ′fYf (12)
Cette ide´e est non seulement tre`s attractive mais en plus tre`s
peu couˆteuse : d’une part, on a besoin de calculer σ2y une seule
fois et d’autre part, la matrice a` inverser dans (12) reste diago-
nale.
4.2 Parties re´elle et imaginaire
Comme les donne´es sont re´elles, on peut se´parer le syste`me
d’e´quations (3) en ses parties re´elle et imaginaire :
[
YR
YI
]
=
[
HR
HI
]
X +
[
NR
NI
]
(13)
L’avantage d’utiliser ce syste`me d’e´quations plutoˆt que (3) est
qu’on a ainsi deux fois plus de degre´s de liberte´ qu’au de´part.
Si on peut aise´ment montrer que (13) donne une estimation
du canal e´quivalente a` (3), on verra dans les simulations que
l’utilisation de cette structure me`ne a` une ame´lioration notable
de l’estimation des symboles. Cette meˆme ide´e est utilise´e dans
le domaine fre´quentiel.
4.3 Re´duction du bruit ?
Comme on connaıˆt le CP et son estime´e, il est tentant de
re´duire le bruit en de´duisant sa partie due au CP. On va mal-
heureusement montrer que ce n’est pas possible. De la meˆme
manie`re qu’on a estime´ les symboles de donne´es, on peut esti-
mer la se´quence d’entraıˆnement (e´q, 12) : tˆV = IMP Hˆ−1f Yf
ou` IMP repre´sente lesM premie`res lignes de IP . Les de´finitions
suivantes nous seront e´galement ne´cessaires :
FPB = FP (:, 1 : B) FPM = FP (:, B + 1 : P )
Sf = FPBS tV f = FPM tV
En supposant que Hˆf ≃ Hf , on a :
εt
def
= tˆV − tV
= IMPH
−1
f (Yf −HfXf )
= IMPH
−1
f Nf
(14)
Il semble donc naturel de remplacer Yf par sa version moins
bruite´e : Zf = Yf −HfFPMεt dans (11). Cependant,
Zf = Hf Sˆf +Hf tˆV f −HfFPM (tˆV − tV )
= Hf (Sf + εSf ) +Hf tˆV f −Hf (tˆV f − tV f )
= HfXf +HfεSf
(15)
ou` εSf est l’erreur commise lors de l’estimation de Sf . En uti-
lisant Zf au lieu de Yf dans (11), on peut ainsi voir qu’il n’y
aura aucune ame´lioration : si εS = IP εSf ,
SˆZ = IBPH
−1
f Zf
= IBP (Xf + εSf )
= S + εS
= Sˆ
(16)
5 Re´sume´ de l’algorithme
1. Calcule de la variance moyenne de l’observation.
2. Initialisation : des symboles de donne´es ale´atoires sont
ge´ne´re´s.
3. Estimation des coefficients du canal avec (10).
4. Si le nombre d’ite´rations est > 1, estimation de la va-
riance du bruit (cf section 4.1).
Estimation des symboles (12) et projection sur l’alphabet
BPSK.
5. Calcul de la diffe´rence entre l’estimation des symboles a`
cette ite´ration et a` l’ite´ration pre´ce´dente. Si elle est non
nulle, retour a` 3.
6 Simulations
Les simulations ont e´te´ faites avec un canal de Rayleigh.
Les diffe´rentes dimensions utilise´es sont les suivantes : L =
M = 5, V = 100 et P = 64. On a fait 10000 simulations de
Monte´-Carlo pour un rapport signal a` bruit allant de -10 a` 20 dB
par pas de 5dB (repre´sente´ sur l’axe x). Les figures suivantes
montrent les re´sultats moyens relatifs a` ces simulations.
Deux sortes de canaux ont e´te´ utilise´s : le premier est un
canal se´lectif en fre´quence ; le second vient d’un mode`le pro-
pose´ par France Te´le´com R&D [3]. Dans les figures, metH =
1 quand la technique de [2] a e´te´ utilise´e, metH = 2 quand
notre estimation de canal a e´te´ utilise´e ; noise signifie qu’on
a inclus σˆn dans l’estimation des symboles ; RI quand on a
se´pare´ les parties re´elle et imaginaire de l’observation. Enfin
inHex (resp. inSex) repre´sente une ite´ration de l’algorithme
en initialisant le canal (resp. les symboles) a` sa (resp. leur)
vraie valeur. Pour inHex, toutes les variantes de metH = 2
donnent la meˆme courbe tandis que pour inSex, les me´thodes
utilisant la de´composition RI donnent une meˆme courbe tandis
que les trois autres en donnent une autre. Pour chaque type
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FIG. 1 – Erreurs moy. sur l’estimation des symboles, du canal
et nombre moyen d’ite´rations, canal 1. Zoom de -5 a` 10dB
de canal, sur la premie`re figure, l’axe y repre´sente la moyenne
du taux d’erreur ; la deuxie`me figure donne l’erreur moyenne
de l’estimation du canal normalise´e : moy
(
‖hˆ− h‖/‖h‖
)
;
la dernie`re donne une ide´e sur le nombre d’it´
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FIG. 2 – Erreurs moy. sur l’estimation des symboles, du canal
et nombre moyen d’ite´rations, canal 2. Zoom de -5 a` 10dB
ne´cessaire a` la convergence des me´thodes. Pour les trois as-
pects, notre me´thode produit de biens meilleurs re´sultats que
celle de [2] ; dans le cas du taux d’erreur, cette conclusion
est surtout vraie a` partir d’une variance de bruit de 5dB. On
note e´galement une ame´lioration importante quand les parties
re´elles et imaginaires de Y sont se´pare´es ainsi que lorsque on
ajoute l’estimation du bruit (au niveau de l’estimation du canal
et celle des symboles). Enfin, des courbes appele´es inHex et
inSexpermettent de montrer la faiblesse inhe´rente a` la me´thode
[2] par rapport a` la noˆtre (courbes sur hˆ) ainsi l’avantage de
l’utilisation de la de´composition RI (courbes sur Sˆ)
7 Conclusion
Ce communique´ pre´sente une proce´dure de minimisation au
sens des moindres carre´s sous-optimale et peu couˆteuse pour
le proble`me de de´tection et estimation de syste`mes mono ou
multiporteuse avec canaux convolutifs inconnus et CP. Un al-
gorithme ILSP a e´te´ utilise´, exploitant la structure particulie`re
du canal : la FFT d’une matrice circulante est en effet diago-
nale, ce qui permet de de´coupler ce proble`me de minimisation.
On a montre´ que notre algorithme converge en tre`s peu d’ite´-
rations meˆme pour une variance du bruit de 10dB et qu’il pre´-
sente d’excellents re´sultats tant sur l’estimation des coefficients
du canal que sur la de´tection du bruit. Deux ame´liorations inte´-
ressantes ont e´galement e´te´ propose´es, l’une d’entre elles four-
nissant un moyen efficace d’estimer la variance du bruit, ame´-
liorant par la` meˆme l’estimation des donne´es au prix d’un faible
ajout de complexite´.
8 Remerciements
Nous remercions les relecteurs pour leurs remarques construc-
tives. Ce travail a e´te´ possible graˆce au financement du projet
SIGSENSUAL, ref. REN2003-08341-C03-C01-02 et CTM2004-
04510-C03-02, conjointement re´alise´ avec l’Unite´ de Techno-
logie Marine (UTM) du CSIC, l’Universite´ Polytechnique de
Catalogne (UPC) et l’Universite´ de Navarre. Merci en particu-
lier a` Antoni Manuel pour la confiance qu’il m’a accorde´e.
Re´fe´rences
[1] S. Talwar, M. Vilberg & A. Paulraj, “Blind separation of
synchronous co–channel digital signals using an antenna
array–Part I : Algorithms”, IEEE Trans. on Signal Pro-
cessing, vol. 44, no 5, pp. 1184–1197.
[2] O. Rousseaux, G Leus & M. Moonen, “A suboptimal Ite-
rative Method for Maximum–Likelihood Sequence Esti-
mation in a Multipath Context”, EURASIP Journal on Ap-
plied Signal Processing, pp. 1437–1447, dec. 2002.
[3] P. Pajusco, “Experimental characterization of DOA at the
basse station in rural and urban area”, IEEE Vehicular
Technology Conference, Ottawa, pp. 993–997, 1998.
[4] L. Mazet, V. Buzenac-Settineri, M. de Courville & P. Du-
hamel, ”An EM based semi-blind channel estimation al-
gorithm designed for OFDM systems”, Asilomar confe-
rence on Signals, systems, and computers, pp. 1642–
1646, 2002.
