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Abstract
This paper presents a novel meta algorithm, Partition-Merge (PM), which takes existing central-
ized algorithms for graph computation and makes them distributed and faster. In a nutshell, PM
divides the graph into small subgraphs using our novel randomized partitioning scheme, runs the
centralized algorithm on each partition separately, and then stitches the resulting solutions to pro-
duce a global solution. We demonstrate the efficiency of the PM algorithm on two popular prob-
lems: computation of Maximum A Posteriori (MAP) assignment in an arbitrary pairwise Markov
Random Field (MRF), and modularity optimization for community detection. We show that the
resulting distributed algorithms for these problems essentially run in time linear in the number of
nodes in the graph, and perform as well – or even better – than the original centralized algorithm
as long as the graph has geometric structures1. More precisely, if the centralized algorithm is a
C−factor approximation with constant C ≥ 1, the resulting distributed algorithm is a (C+ δ)-factor
approximation for any small δ > 0; but if the centralized algorithm is a non-constant (e.g. loga-
rithmic) factor approximation, then the resulting distributed algorithm becomes a constant factor
approximation. For general graphs, we compute explicit bounds on the loss of performance of the
resulting distributed algorithm with respect to the centralized algorithm.
Keywords: Graphical model, Approximate MAP, Modularity Optimization, Partition
1. Introduction
Graphical representation for data has become central to modern large-scale data processing applica-
tions. For many of these applications, large-scale data computation boils down to solving problems
defined over massive graphs. While the theory of centralized algorithms for graph problems is get-
ting reasonably well developed, their distributed (as well as parallel) counterparts are still poorly
understood and remain very active areas of current investigation. Moreover, the emerging cloud-
computation architecture is making the need of distributed solutions even more pressing.
Summary of results. In this paper, we take an important step towards this challenge. Specifically,
we present a meta algorithm, Partition-Merge (PM), that makes existing centralized (exact or ap-
1. Roughly speaking, a graph has geometric structures, or polynomial growth property, when the number of nodes
within distance r of any given node grows no faster than a polynomial function of r.
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proximate) algorithms for graph computation distributed and faster without loss of performance,
and in some cases, even improving performance. The PM meta algorithm is based on our novel
partitioning of the graph into small disjoint subgraphs. In a nutshell, PM partitions the graph into
small subgraphs, runs the centralized algorithm on each partition separately (which can be done in
distributed or parallel manner); and finally stitches the resulting solutions to produce a global solu-
tion. We apply the PM algorithm to two representative class of problems: the MAP computation in
a pairwise MRF and modularity optimization based graph clustering.
The paper establishes that for any graph that satisfies the polynomial growth property, the re-
sulting distributed PM based implementation of the original centralized algorithm is a (C + δ)-
approximation algorithm whenever the centralized algorithm is a C-approximation algorithm for
some constant C ≥ 1. In this expression, δ is a small number that depends on a tuneable parameter
of the algorithm that affects the size of the induced subgraphs in the partition; the larger the sub-
graph size, the smaller the δ. More generally, if the centralized algorithm is an α(n)-approximation
(with α(n) = o(n)) for a graph of size n, the resulting distributed algorithm becomes a constant
factor approximation for graphs with geometric structure! The computational complexity of the
algorithm scales linearly in n. Thus, our meta algorithm can make centralized algorithms, faster,
distributed and improve its performance.
The algorithm applies to any graph structure, but strong guarantees on performance, as stated
above, require geometric structure. However, it is indeed possible to explicitly evaluate the loss of
performance induced by the distributed implementation compared to the centralized algorithm as
stated in Section 4.2.
A cautionary remark is in order. Indeed, by no means, this algorithm means to answer all
problems in distributed computation. Specifically, for dense graph, this algorithm is likely to exhibit
poor performances and definitely such graph structure would require a very different approach. Our
meta algorithm requires that the underlying graph problem is decomposable or Markovian in a
sense. Not all problems have this structure and these problem therefore require different way to
think about them.
Related Work and Our contributions
The results of this paper, on one hand, are related to a long list of works on designing distributed
algorithms for decomposable problems. On the other hand, the applications of our method to MAP
inference in pairwise MRFs and clustering relate our work to a large number of results in these two
respective problems. We will only be able to discuss very closely related work here.
We start with the most closely related work on the use of graph partitioning for distributed
algorithm design. Such an approach is quite old; see, e.g., Awerbuch et al. (1989); Klein et al.
(1993) and Peleg (2000) for a detailed account of the approach until 2000. More recently, such
decompositions have found wide variety of applications including local-property testing Hassidim
et al. (2009). All such decompositions are useful for homogeneous problems, e.g. for finding
maximum-size matching or independent set rather than the heterogenous maximum-weight variants
of it. To overcome this limitation, a different (somewhat stronger) notion of decomposition was
introduced by Jung and Shah Jung and Shah (2007) for minor-excluded graphs that built upon
Klein et al. (1993). All of these results effectively partition the graph into small subgraphs and
then solve the problem inside each small subgraph using exact (dynamic programming) algorithms.
While this results in a (1 + )-approximation algorithm for any  > 0 with computation scaling
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essentially linearly in the graph size (n), the computation constant depends super-exponentially in
1/. Therefore, even with  = 0.1, the algorithms become unmanageable in practice.
As the main contribution of this paper, we first propose a novel graph decomposition scheme
for graphs with geometry or polynomial growth structure. Then we establish that by utilizing this
decomposition scheme along with any centralized algorithm (instead of dynamic programming) for
solving the problem inside the partition leads to performance comparable (or better) to that of the
centralized algorithm for graph with polynomial growth. Then the resulting distributed algorithm
becomes very fast in practice, unlike the dynamic programming approach, if the centralized algo-
rithm inside the partition runs fast. Similar guarantees can be obtained for minor-excluded graphs
as well using the scheme utilized in Jung and Shah (2007). As mentioned earlier, the result is
established for both MAP in pair-wise MRF and modularity optimization based clustering.
MAP Inference. Computing the exact Maximum a Posteriori (MAP) solution in a general prob-
abilistic model is an NP-hard problem. A number of algorithmic approaches have been developed
to obtain approximate solutions for these problems. Most of these methods work by making ‘local
updates’ to the assignment of the variables. Starting from an initial solution, the algorithms search
the space of all possible local changes that can be made to the current solution (also called move
space), and choose the best amongst them.
One such algorithm (which has been rediscovered multiple times) is called Iterated Conditional
Modes or ICM for short. Its local update involves selecting (randomly or deterministically) a vari-
able of the problem. Keeping the values of all other variables fixed, the value of the selected vari-
able is chosen which results in a solution with the maximum probability. This process is repeated
by selecting other variables until the probability cannot be increased further. The local step of the
algorithm can be seen as performing inference in the smallest decomposed subgraph possible.
Another family of methods are related to max-product belief propagation (cf. Pearl (1988) and
Yedidia et al. (2000)). In recent years a sequence of results suggest that there is an intimate relation
between the max-product algorithm and a natural linear programming relaxation – for example,
see Wainwright et al. (2005); Bayati et al. (2005, 2008); Huang and Jebara (2007); Sanghavi et al.
(2007). Many of these methods can be seen as making local updates to partitions of the dual problem
Sontag and Jaakkola (2009); Tarlow et al. (2011).
We also note that Swendsen-Wang algorithm (SW)Swendsen and Wang (1987), a local flipping
algorithm, has a philosophy similar to ours in that it repeats a process of randomly partitioning
the graph, and computing an assignment. However, the graph partitioning of SW is fundamentally
different from ours and there is no known guarantee for the error bound of SW.
In summary, all the approaches thus far with provable guarantees for local update based algo-
rithm are primarily for linear or more generally convex optimization setup.
Modularity Optimization for Clustering. The notion of modularity optimization was introduced
by Newmann Newman (2006) to identify the communities or clusters in a network structure. Since
then, it has become quite popular as a metric to find communities or clusters in variety of networked
data cf. Blondel et al. (2008, 2010). The major challenge has been design of approximation al-
gorithm for modularity optimization (which is computationally hard in general) that can operate
in distributed manner and provide performance guarantees. Such algorithms with provable perfor-
mance guarantees are known only for few cases, notably logarithmic approximation of DasGupta
and Desai (2011) via a centralized solution.
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Our contribution in the context of modularity optimization lies in showing that indeed it is a de-
composable problem and therefore admits an distributed and fast approximation algorithm through
our approach.
Organization. The rest of the paper is organized as follows. Section 2 describes problem state-
ment and preliminaries. Section 3 describes our main algorithms, and Section 4 presents analyses
of our algorithms. Section 6 and Section 6 provides the proofs of our main theorems, and Section 7
presents the conclusion.
2. Setup
Graphs. Our interest is in processing networked data represented through an undirected graph
G = (V,E) with n = |V | vertices and E being the edge set. Let m = |E| be the number of
edges. Graphs can be classified structurally in many different ways: trees, planar, minor-excluded,
geometric, expanding, and so on. We shall establish results for graphs with geometric structure or
polynomial growth which we define next. A graph G = (V,E) induces a natural ‘graph metric’ on
vertices V , denoted by dG : V × V → R+ with dG(i, j) given by the length of the shortest path
between i and j; defined as∞ if there is no path between them.
Definition 1 (Graph with Polynomial Growth). We say that a graph G (or a collection of graphs)
has polynomial growth of degree (or growth rate) ρ, if for any i ∈ V and r ∈ N,
|BG(i, r)| ≤ C · rρ,
where C > 0 is a universal constant and BG(i, r) = {j ∈ V |dG(i, j) < r}.
Note that interesting values of C, ρ are integral between {0, 1, . . . , n}, and it is easy to verify
in O(mn) time. Therefore we will assume knowledge of C, ρ for algorithm design. A large class
of graph model naturally fall into the graphs with polynomial growth. To begin with, the standard
d-dimensional regular grid graphs have polynomial growth rate d. More generally, in recent years
in the context of computational geometry and metric embedding, the graphs with finite doubling
dimensions have become popular object of study Gupta et al. (2003). It can be checked that a graph
with doubling dimension ρ is also a graph with polynomial growth rate ρ. Finally, the popular
geometric graph model where nodes are placed arbitrarily in some Euclidean space with some min-
imum distance separation, and two nodes have an edge between them if they are within certain finite
distance, has finite polynomial growth rate Gummadi et al. (2009).
Pair-wise graphical model and MAP. For a pair-wise Markov Random Filed (MRF) model defined
on a graph G = (V,E), each vertex i ∈ V is associated with a random variable Xi which we shall
assume to be taking value from a finite alphabet Σ; the edge (i, j) ∈ E represents a form of
‘dependence’ between Xi and Xj . More precisely, the joint distribution is given by
P
(
X = x
) ∝∏
i∈V
φi(xi) ·
∏
(i,j)∈E
ψij(xi, xj) (1)
where φi : Σ → R+ and ψij : Σ2 → R+ are called node and edge potential functions2. The
question of interest is to find the maximum a posteriori (MAP) assignment x∗ ∈ Σn, i.e.
x∗ ∈ arg max
x∈Σn
P[X = x].
2. For simplicity of the analysis we assume strict positivity of φi’s and ψij’s.
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Equivalently, from the optimization point of view, we wish to find an optimal assignment of the
problem
maximize H(x) over x ∈ Σn, where
H(x) =
∑
i∈V
lnφi(xi) +
∑
(i,j)∈E
lnψij(xi, xj).
For completeness and simplicity of exposition, we assume that the function H is finite valued over
Σn. However, results of this paper extend for hard constrained problems such as the hardcore or
independent set model. We call an algorithm α approximation for α ≥ 1 if it always produces
assignment x̂ such that
1
α
H(x∗) ≤ H(x̂) ≤ H(x∗).
Social data and clustering/community. Alternatively, in a social setting, vertices of graph G can
represents individuals and edges represent some form of interaction between them. For example,
consider a cultural show organized by students at a university with various acts. Let there be n
students in total who have participated in one or more acts. Place an edge between two students if
they participated in at least one act together. Then the resulting graph represents interaction between
students in terms of acting together.
Based on this observed network, the goal is to identify the set of all acts performed and its
‘core’ participants. The true answer, which classifies each student/node into the acts in which s/he
performed would lead to partitions of nodes in which a node may belong to multiple partitions. Our
interest is in identifying disjoint partitions which would, in this example, roughly mean identifica-
tion of ‘core’ members of acts.
In general, to select a disjoint partition of V given G, it is not clear what is the appropriate
criteria. Newman Newman (2006) proposed the notion of modularity as a criteria. The intuition
behind it is that a cluster or community should be as distinct as possible from being ‘random’.
Modularity of a partition of nodes is defined as the fraction of the edges that fall within the disjoint
partitions minus the expected such fraction if edges were distributed at random with the same node
degree sequences. Formally, the modularity of a subset S ⊂ V is defined as
M(S) =
∑
i,j∈S
(
Aij − didj
2m
)
, (2)
where Aij = 1 iff (i, j) ∈ E and 0 otherwise, di = |{k ∈ V : (i, k) ∈ E}| is the degree of node
i ∈ V , and m = |E| represents the total number of edges in G. More generally, the modularity of a
partition of V , V = S1 ∪ · · · ∪ S` for some 1 ≤ ` ≤ n with Si ∩ Sj = ∅ for i 6= j, is given by
M(S1, . . . , S`) = 1
2m
(∑`
i=1
M(Si)
)
. (3)
The modularity optimization approach Newman (2006) proposes to identify the community struc-
ture as the disjoint partitions of V that maximizes the total modularity, defined as per (3), among all
possible disjoint partitions of V with ties broken arbitrarily. The resulting clustering of nodes is the
desired answer.
We shall think of clustering as assigning colors to nodes. Specifically, given a coloring χ :
V → {1, . . . , n}, two nodes i and j are part of the same cluster (partition) iff χ(i) = χ(j). With
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this notation, any clustering of V can be represented by some such coloring χ and vice versa.
Therefore, modularity optimization is equivalent to finding a coloring χ such that its modularity
M(χ) is maximized, where
M(χ) = 1
2m
∑
i,j∈V
1{χ(i)=χ(j)}
(
Aij − didj
2m
)
.
Here 1{·} is the indicator function with 1{true} = 1 and 1{false} = 0. Let χ∗ be a clustering that
maximizes the modularity. Then, as before, an algorithm will be said α-approximate if it produces
χ̂ such that
1
α
M(χ∗) ≤M(χ̂) ≤M(χ∗). (4)
3. Partition-Merge Algorithm
We describe a parametric meta-algorithm for solving the MAP inference and modularity optimiza-
tion. The meta-algorithm uses two parameters; a large constant K ≥ 1 and a small real number
ε ∈ (0, 1) to produce a partition of V = V1 ∪ · · · ∪ Vp so that each partition Vj , 1 ≤ j ≤ p is small.
We will specify the values of K and ε in Section 4. The meta-algorithm uses an existing centralized
algorithm to solve the original problem on each of these partitioned sub-graphs Gj = (Vj , Ej) in-
dependently where Ej = (Vj ×Vj)∩E. The result assignment leads to a candidate solution for the
problem on entire graph. As we establish in Section 4, this becomes a pretty good solution. Next,
we describe the algorithm in detail.
Step 1. Partition. We wish to create a partition of V = V1∪· · ·∪Vp for some pwith Vi∩Vj = ∅ for
i 6= j so that the number of edges crossing partitions are small. The algorithm for such partitioning
is iterative. Initially, no node is part of any partition. Order the n nodes arbitrarily, say i1, . . . , in. In
iteration k ≤ n, choose node ik as the pivot. If ik belongs to ∪k−1`=1V`, then set Vk = ∅, and move to
the next iteration if k < n or else the algorithm concludes. If ik /∈ ∪k−1`=1V`, choose a radiusRk ≤ K
at random with distribution
P
(
Rk = `
)
=
{
ε(1− ε)`−1 for 1 ≤ ` < K
(1− ε)K−1, for ` = K. (5)
Let Vk be set of all nodes in V that are within distanceRk of ik, but that are not part of V1∪· · ·∪Vk−1.
Since we execute this step only if ik /∈ ∪k−1`=1V` and Rk ≥ 1, Vk will be non-empty. At the end of
the n iterations, we have a partition of V with at most n non-empty partitions. Let the non-empty
partitions of V be denoted as V = V1 ∪ · · · ∪ Vp for some p ≤ n. A caricature of an iteration is
described in Figure 1.
Step 2. Merge (solving the problem). Given the partition V = V1 ∪ · · · ∪ Vp, consider the
graphs Gk = (Vk, Ek) with Ek = (Vk × Vk) ∩ E for 1 ≤ k ≤ p. We shall apply a centralized
algorithm for each of these graph G1, . . . , Gk separately. Specifically, let A be an algorithm for
MAP or for clustering: the algorithm may be exact (e.g. one solving problem by exhaustive search
over all possible options, or dynamic programming) or it may be an approximation algorithm (e.g.
α-approximate for any graph). We apply A for each subgraph separately.
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Figure 1: A pictorial description of an iteration of the graph partitioning.
◦ For MAP inference, this results in an assignment to all variables since in each partition each
node is assigned some value and collectively all nodes are covered by the partition. Declare
thus resulting global assignment, say x̂ as the solution for MAP.
◦ For modularity optimization, nodes in each partition Vj are clustered. We declare the union
of all such clusters across partitions as the global clustering. Thus two nodes in different
partitions are always in different clusters; two nodes in the same partition are in different
clusters if the centralized algorithm applied to that partition clusters them differently.
Computation cost. The computation cost of the partitioning scheme scales linearly in the number
of edges in the graph. The computation cost of solving the problem in each of the components
G1, . . . , Gp depends on component sizes and on how the computation cost of algorithm A scales
with the size. In particular, if the maximum degree of any node inG is bounded, say by d, then each
partition has at most dK nodes. Then the overall cost is O(Q(dK)n) where Q(`) is the computation
cost of A for any graph with ` vertices.
4. Main results
4.1 Graphs with polynomial growth
We state sharp results for graphs with polynomial growth. We state results for MAP inference
and for modularity optimization under the same theorem statement to avoid repetition. The proofs,
however, will have some differences.
Theorem 1. Let the graph G = (V,E) have polynomial growth with degree ρ ≥ 1 and constant
C ≥ 1. Then, for a given δ ∈ (0, 1), select parameters
K = K(ρ, C, δ) =
8ρ
ε
log
(8ρ
ε
)
+
4
ε
logC +
4
ε
log
1
ε
+ 2,
ε = ε(ρ, C, δ) =
{
δ
2C2ρ , for MAP
δ
4(2C−1) , for modularity optimization.
(6)
Then, the following holds for the meta algorithm described in Section 3.
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(a) IfA solves the problem (MAP or modularity optimization) exactly, then the solution produced
by the algorithm x̂ and χ̂ for MAP and modularity optimization respectively are such that
(1− δ)H(x∗) ≤ E[H(x̂)] ≤ H(x∗)
(1− δ)M(χ∗) ≤ E[M(χ̂)] ≤M(χ∗). (7)
(b) If A is α(n) ≥ 1 approximation algorithm for graphs with n nodes, then(
1
α(K˜)
− δ
)
H(x∗) ≤ E[H(x̂)] ≤ H(x∗),
(1− δ)
α(K˜)
M(χ∗) ≤ E[M(χ̂)] ≤M(χ∗), (8)
where K˜ = CKρ.
4.2 General graph
The theorem in the previous section was for graphs with polynomial growth. We now state results
for general graph. Our result tells us how to evaluate the ‘error bound’ on solutions produced by
the algorithm for any instantiation of randomness. The result is stated below for both MAP and
modularity optimization. The ‘error function’ depends on the problem.
Theorem 2. Given an arbitrary graph G = (V,E) and our algorithm operating on it with param-
eters K ≥ 1, ε ∈ (0, 1) using a known procedure A, the following holds:
(a) IfA solves the problem (MAP or modularity optimization) exactly, then the solution produced
by the algorithm x̂ and χ̂ for MAP and modularity optimization respectively are such that
(with B = E\ ∪pk=1 Ek),
H(x̂) ≥ H(x∗)−
∑
(i,j)∈B
(
ψUij − ψLij
)
,
M(χ̂) ≥ M(χ∗)− |B|
2m
. (9)
(b) If A is instead a α(n)-approximation for graphs of size n, then
H(x̂) ≥ 1
α(K˜)
(
H(x∗)−
∑
(i,j)∈B
(
ψUij − ψLij
))
M(χ˜) ≥ 1
α(K˜)
(
M(χ∗)− |B|
2m
)
, (10)
where K˜ is the maximum number of nodes that are within K hops of any single node in V .
In the expression above, ψUij , maxσ,σ′∈Σ lnψij(σ, σ′), and ψLij , minσ,σ′∈Σ lnψij(σ, σ′).
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4.3 Discussion of results
Here we dissect implications of the above stated theorems. To start with, Theorem 1(a) suggests
that when graphs have polynomial growth, there exists a Randomized Polynomial Time Approxi-
mation Scheme (PTAS) for MAP computation and modularity optimization that has computation
time scaling linearly with n.
The dependence on ρ and δ is rather stringent and therefore, even for moderately small δ, it
may not be possible to utilize existing computers to implement brute-force/dynamic programming
procedure. The Theorem 1(b) suggests that, if instead of using exact procedure for each partition,
when an approximation algorithm is used, the resulting solution almost retains its approximation
guarantees: if α(n) is a constant, then the resulting approximation guarantee is essentially the same
constant; if α(n) increases with n (e.g. log n), then the resulting algorithm provides a constant factor
approximation ! In either case, even if the approximation algorithm has superlinear computation
time in the number of nodes (e.g. semi-definite programming), then our algorithm provides a way
to achieve similar performance but in linear time for polynomially growing graphs.
The algorithm, for general graph, produces a solution for which we have approximation guar-
antees. Specifically, the error scales with the fraction of edges across partitions that are induced by
our partitioning procedure. This error depends on parameters K, ε utilized by our partitioning pro-
cedure. For graph with polynomial growth, we provide recommendations on what the values should
be for these parameters. However, for general graph we do not have precise recommendations.
Instead, one may try various values of K ∈ {1, . . . , n} and ε ∈ (0, 1) and then choose the best
solution. Indeed, a reasonable way to implement such procedure would be to take values of K that
are 2k for k ∈ {0, . . . , log n} and ε chosen at regular interval with granularity that an implementor
is comfortable with (the smaller the granularity, the better).
5. Proofs of Theorems 1, 2: MAP inference
In this Section, we first prove Theorem 1, and Theorem 2 for MAP inference.
Bound on |E\ ∪pk=1 Ek|. We first state the following Lemma which shows the essential property
of the partition scheme. Lemma 1 will be used in the proofs of Theorems 1, 2 both for MAP and
modularity optimization. The proof of Lemma 1 is stated at the end of this Section.
Lemma 1. Given G = (V,E) with polynomial growth of rate ρ ≥ 1 and associated constant
C ≥ 1, by choosing K = K(ρ, C, δ) and ε = ε(ρ, C, δ) = δ4(2C−1) , the partition scheme satisfies
that for any edge e ∈ E,
P(e ∈ B) ≤ 2ε. (11)
Lower bound on H(x∗). Here we provide a lower bound on H∗ = H(x∗) that will be useful to
obtain multiplicative approximation property.
Lemma 2. Let H∗ = maxx∈Σn H(x) denote the maximum value of H for a given pair-wise MRF
on a graph G. If G has maximum vertex degree d∗, then
(d∗ + 1)H(x∗) ≥
∑
(i,j)∈E
(
ψUij − ψLij
)
. (12)
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Proof. Assign weight wij = ψUij to an edge (i, j) ∈ E. Since graph G has maximum vertex degree
d∗, by Vizing’s theorem there exists an edge-coloring of the graph using at most d∗+1 colors. Edges
with the same color form a matching of the G. A standard application of Pigeon-hole’s principle
implies that there is a color with weight at least 1d∗+1(
∑
(i,j)∈E wij). Let M ⊂ E denote these set
of edges. Then ∑
(i,j)∈M
ψUij ≥
1
d∗ + 1
 ∑
(i,j)∈E
ψUij
 .
Now, consider an assignment xM as follows: for each (i, j) ∈M set (xMi , xMj ) = arg max(x,x′)∈Σ2 ψij(x, x′);
for remaining i ∈ V , set xMi to some value in Σ arbitrarily. Note that for above assignment to be
possible, we have used matching property of M . Therefore, we have
H(xM ) =
∑
i∈V
φi(x
M
i ) +
∑
(i,j)∈E
ψij(x
M
i , x
M
j )
=
∑
i∈V
φi(x
M
i ) +
∑
(i,j)∈E\M
ψij(x
M
i , x
M
j ) +
∑
(i,j)∈M
ψij(x
M
i , x
M
j )
(a)
≥
∑
(i,j)∈M
ψij(x
M
i , x
M
j )
=
∑
(i,j)∈M
ψUij
≥ 1
d∗ + 1
 ∑
(i,j)∈E
ψUij
 . (13)
Here (a) follows because ψij , φi are non-negative valued functions. Since H(x∗) ≥ H(xM ) and
ψLij ≥ 0 for all (i, j) ∈ E, we prove Lemma 2.
Decomposition of H∗. Here we show that by maximizing H(·) on a partition of V separately and
combining the assignments, the resulting x̂ has H(·) value as good as that of MAP with penalty in
terms of the edges across partitions.
Lemma 3. For a given MRF defined on G, the algorithm the partition scheme produces output x̂
such that
H(x̂) ≥ H(x∗)−
 ∑
(i,j)∈B
(
ψUij − ψLij
) ,
where B = E\ ∪Kk=1 Ek, ψUij , maxσ,σ′∈Σ lnψij(σ, σ′), and ψLij , minσ,σ′∈Σ lnψij(σ, σ′).
Proof. Let x∗ be a MAP assignment of the MRF X defined on G. Given an assignment x ∈ Σ|V |
defined on a graph G = (V,E) and a subgraph S = (W,E′) of G, let an assignment x′ ∈ Σ|W |
be called a restriction of x to S if x′(v) = x(v) for all v ∈ W . Let S1, . . . , SK be the connected
components of G′ = (V,E − B), and let x∗k be the restriction of x∗ to the component Sk. Let Xk
be the restriction of the MRF X to Gk = (Sk, Ek), where Ek = {(u,w) ∈ E|u,w ∈ Sk}.
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For xk ∈ Σ|Sk|, define
Hk(xk) =
∑
i∈Sk
φi(xi) +
∑
(i,j)∈Ek
ψij(xi, xj).
Let x̂ be the output of the partition scheme, and let x̂k be the restriction of x̂ to the component
Sk. Note that since x̂k is a MAP assignment of Hk(·) by the definition of our algorithm, for all
k = 1, 2, . . .K,
Hk(x̂k) ≥ Hk(x∗k). (14)
Now, we have
H(x̂)−H(x∗) =
K∑
k=1
[Hk(x̂k)−Hk(x∗k)] +
∑
(i,j)∈B
ψij(x̂i, x̂j)− ψij(x∗i , x∗j )
(a)
≥
K∑
k=1
[Hk(x̂k)−Hk(x∗k)]−
∑
(i,j)∈B
(ψUij − ψLij)
(b)
≥ −
∑
(i,j)∈B
(ψUij − ψLij). (15)
Here (a) follows from the definitions of ψUij and ψ
L
ij , and (b) follows from (14). This completes the
proof of Lemma 3.
Completing Proof of Theorem 1(a). Recall that the maximum vertex degree d∗ of G is less than
2ρC by the definition of polynomially growing graph. Remind our definition ε = δ2C2ρ for MAP
inference. Now we have that
E[H(x̂)]
(a)
≥ H(x∗)− E
 ∑
(i,j)∈B
(
ψUij − ψLij
) (16)
(b)
≥ H(x∗)− 2ε
 ∑
(i,j)∈E
(
ψUij − ψLij
) (17)
(c)
≥ H(x∗) (1− 2ε(d∗ + 1)) (18)
(d)
≥ (1− δ)H(x∗). (19)
Here (a) follows from Lemma 3, (b) follows from Lemma 1, (c) from Lemma 2, and (d) follows
from the definition of ε for MAP inference. This completes the proof of Theorem 1(a) for MAP
inference.
Completing Proof of Theorem 1(b). Suppose that we use an approximation procedure A to pro-
duce an approximate MAP assignment x̂k on each partition Sk in our algorithm. LetA be such that
the assignment produced satisfies thatHk(x̂k) has value at least 1/α(n) times the maximumHk(·)
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value for any graph of size n. Now sinceA is applied to each partition separately, the approximation
is within α(K˜) where K˜ = CKρ is the bound on the number of nodes in each partition.
H(x̂k) ≥ 1
α(K˜)
M(x∗k). (20)
By the same proof of Lemma 3 together with (20), we have that
E[H(x̂)] ≥ 1
α(K˜)
H(x∗)− E
 ∑
(i,j)∈B
(
ψUij − ψLij
) . (21)
Hence we have that
E[H(x̂)] ≥ 1
α(K˜)
H(x∗)− E
 ∑
(i,j)∈B
(
ψUij − ψLij
) (22)
(a)
≥ 1
α(K˜)
H(x∗)− 2ε
 ∑
(i,j)∈E
(
ψUij − ψLij
) (23)
(b)
≥ H(x∗)
(
1
α(K˜)
− 2ε(d∗ + 1)
)
(24)
(c)
≥
( 1
α(K˜)
− δ
)
H(x∗). (25)
Here (a) follows from Lemma 1, (b) follows from Lemma 2, and (c) from the definition of ε for
MAP inference. This completes the proof of Theorem 1(b) for MAP inference.
Completing Proof of Theorem 2. The same arguments as in the proof Theorem 1 together with
Lemma 3 completes the proof of Theorem 2 for MAP inference.
Proof of Lemma 1. Now we prove Lemma 1. First, we consider property of the partition scheme ap-
plied to a generic metric space G = (V,dG), where V is the set of points over which metric dG
is defined. We state the result below for any metric space (rather than restricted to a graph) as
it’s necessary to carry out appropriate induction based proof. Note that the algorithm the partition
scheme can be applied to any metric space (not just graph as well) as it only utilizes the property of
metric in it’s definition. The edge set E of metric space G is precisely the set of all vertices that are
within distance 1 of each other.
Proposition 1. Consider a metric space G = (V,dG) defined over n point set V , i.e. |V | = n. Let
B = E\ ∪pk=1 Ek be the boundary set of the partition scheme applied to G. Then, for any e ∈ E,
P[e ∈ B] ≤ ε+ PK · |B(e,K)|,
where B(e,K) = BG(e,K) is the union of the two balls of radius K in G with respect to the dG
centered around the two end vertices of e, and PK = (1− ε)K−1.
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Proof. The proof is by induction on the number of points n. When n = 1, the algorithm chooses
only point as u0 in the initial iteration and hence no edge can be part of the output set B. That is,
for any edge, say e,
P[e ∈ B] = 0 ≤ ε+ PK |B(e,K)|.
Thus, we have verified the base case for induction (n = 1).
As induction hypothesis, suppose that the Proposition 1 is true for any graph with n nodes
with n < N for some N ≥ 2. As the induction step, we wish to establish Proposition 1 for any
G = (V,dG) with |V | = N . For this, consider any v ∈ V . Now consider the last iteration of the
the partition scheme applied to G. The algorithm picks i1 ∈ V uniformly at random in the first
iteration. Given e, depending on the choice of i1 we consider three different cases (or events). We
will show that in these three cases,
P[e ∈ B] ≤ ε+ PK |B(e,K)|
holds.
Case 1. Suppose i1 is such that dG(i1, e) < K, where the distance of a point and an edge of G
is defined as a minimum distance from the point to one of the two end-points of the edge. Call this
event E1. Further, depending on choice of random number R1, define the following events
E11 = {dG(i1, e) < R1}, E12 = {dG(i1, e) = R1}, and E13 = {dG(i1, e) > R1}.
By the definition of the partition scheme, when E11 happens, e can never be a part of B. When
E12 happens, e is definitely a part of B. When E13 happens, it is said to be left as an element
of the set W1. This new vertex set W1 has points less than N . The original metric dG is still
considered as the metric on the points3 ofW1. By its definition, the partition scheme excluding the
first iteration is the same as the partition scheme applied to (W1,dG). Therefore, we can invoke
induction hypothesis which implies that if event E13 happens then the probability of v ∈ B is
bounded above by ε + PK · |B(e,K)|, where B(e,K) is the ball with respect to (W1,dG) which
has no more than the number of points in the ballB(e,K) defined with respect to the original metric
space G. Finally, let us relate the P[E11|E2] with P[E12|E1]. Suppose dG(i1, e) = ` < K. By the
definition of probability distribution of Q, we have
P[E12|E1] = ε(1− ε)`−1, (26)
P[E11|E1] = (1− ε)K−1 +
K−1∑
j=`+1
ε(1− ε)j−1
= (1− ε)`. (27)
That is,
P[E12|E1] = ε
1− εP[E11|E1].
3. Note the following subtle but crucial point. We are not changing the metric dG after we remove points from the
original set of points.
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Let q
4
= P[E11|E1]. Then,
P[e ∈ B|E1] = P[e ∈ B|E11 ∩ E1]P[E11|E1] + P[e ∈ B|E12 ∩ E1]P[E12|E1]
+ P[e ∈ B|E13 ∩ E1]P[E13|E1]
≤ 0× q + 1× εq
1− ε + (ε+ PK |B(e,K)|)
(
1− q
1− ε
)
= ε+ PK |B(e,K)|+ q
1− ε (ε− ε− PK |B(e,K)|)
= ε+ PK |B(e,K)| − qPK |B(e,K)|
1− ε
≤ ε+ PK |B(e,K)|. (28)
Case 2. Now, suppose i1 ∈ V is such that dG(i1, e) = K. We will call this event E2. Further,
define the event E21 = {R1 = K}. Due to the independence of selection of R1, P[E21|E2] = PK .
Under the event E21 ∩ E2, e ∈ B with probability 1. Therefore,
P[e ∈ B|E2] = P[e ∈ B|E21 ∩ E2]P[E21|E2] + P[e ∈ B|Ec21 ∩ E2]P[Ec21|E2]
= 1× PK + P[e ∈ B|Ec21 ∩ E2](1− PK). (29)
Under the event Ec21∩E2, we have e ∈ W1, and the remaining metric space (W1,dG). This metric
space has < N points. Further, the ball of radius K around e with respect to this new metric space
has at most |B(e,K)|−1 points (this ball is with respect to the original metric space G onN points).
Now we can invoke the induction hypothesis for this new metric space to obtain
P[e ∈ B|Ec21 ∩ E2] ≤ ε+ PK · (|B(e,K)| − 1). (30)
From (29) and (30), we have
P[e ∈ B|E3] ≤ PK + (1− PK)(ε+ PK · (|B(e,K)| − 1))
= ε(1− PK) + PK |B(e,K)|+ P 2K(1− |B(e,K)|)
≤ ε+ PK |B(e,K)|.
In above, we have used the fact that |B(e,K)| ≥ 1 (or else, the bound was trivial to begin with).
Case 3. Finally, let E3 be the event that dG(i1, e) > K. Then, at the end of the first iteration of
the algorithm, we again have the remaining metric space (W1,dG) such that |W1| < N . Hence, as
before, by induction hypothesis we have
P[e ∈ B|E3] ≤ ε+ PK |B(e,K)|.
Now, the three cases are exhaustive and disjoint. That is, ∪3i=1Ei is the universe. Based on the
above discussion, we obtain the following.
P[e ∈ B] =
3∑
i=1
P[e ∈ B|Ei]P[Ei]
≤
(
3
max
i=1
P[e ∈ B|Ei]
)( 3∑
i=1
P[Ei]
)
≤ ε+ PK · |B(e,K)|. (31)
This completes the proof of Proposition 1.
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Now, we will use Proposition 1 to complete the proof of Lemma 1. The definition of growth rate
implies that,
|B(e,K)| ≤ C ·Kρ.
From the definition PK = (1− ε)K−1, we have
PK |B(e,K)| ≤ C(1− ε)K−1Kρ.
Therefore, to show Lemma 1, it is sufficient to show that our definition of K satisfies the following
Lemma.
Lemma 4. We have that
C(1− ε)K−1Kρ ≤ ε.
Proof. We will show the following equivalent inequality.
(K − 1) log(1− ε)−1 ≥ ρ logK + logC + log 1
ε
. (32)
First, note that for all ε ∈ (0, 1),
log(1− ε)−1 ≥ log(1 + ε) ≥ ε
2
.
Hence to prove (32), it is sufficient to show that
K ≥ 2ρ
ε
logK +
2
ε
logC +
2
ε
log
1
ε
+ 1. (33)
Recall that
K = K(ε, ρ) =
8ρ
ε
log
(
8ρ
ε
)
+
4
ε
logC +
4
ε
log
1
ε
+ 2.
From the definition of K, we will show that
K
2
≥ 2ρ
ε
logK
and
K
2
≥ 2
ε
logC +
2
ε
log
1
ε
+ 1,
which will prove (33). The following is straightforward:
K
2
≥ 2
ε
logC +
2
ε
log
1
ε
+ 1. (34)
Now, let K̂ = 8ρε log
(
8ρ
ε
)
. Then
K̂
2
=
4ρ
ε
log
(
8ρ
ε
)
≥ 2ρ
ε
(
log
(
8ρ
ε
)
+ log log
(
8ρ
ε
))
=
2ρ
ε
log K̂.
That is, K̂2 − 2ρε log K̂ ≥ 0. Since the function φ(x) = x2 − 2ρε log x is an increasing function of x
when x ≥ 4ρε , and from the fact that K ≥ K̂ ≥ 4ρε , we have
K
2
≥ 2ρ
ε
logK. (35)
From (34) and (35), we have (33), which completes the proof of Lemma 4.
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6. Proofs of Theorems 1, 2: Modularity optimization
In this Section, we prove Theorem 1, and Theorem 2 for modularity optimization.
Lower bound onM∗. Here we provide a lower bound onM∗ that will be useful to obtain multi-
plicative approximation property.
Lemma 5. LetM∗ = maxχM(χ) denote the maximum value of modularity for graph G. Then,
M∗ ≥ 1
2(2C − 1)
(
1− C
2
2m
)
.
Proof. Since the graph has polynomial growth with degree ρ and associated constant C, it follows
that the number of nodes within one hop of any node i ∈ V (i.e. its immediate neighbors) is at most
C. That is, di ≤ C for all i ∈ V . Given this bound, it follows that there exists a matching of size at
least m/(2C − 1) in G. Given such a matching, consider the following clustering (coloring). Each
edge in the matching represent a community of size 2, while all the nodes that are unmatched lead to
community of size 1. By definition, the individual (unmatched) nodes contribute 0 to the modularity.
The nodes that are part of the two node communities, each contribute at least 12m
(
1 − C22m
)
since
vertex degree of each node is bounded above by C. Since there are m/(2C − 1) edges in the
matching, it follows that the net modularity of such community assignment is at least 12(2C−1)
(
1−
C2
2m
)
. This completes the proof of Lemma 5 (Similar result, with tighter constant, follows from Han
(2008)).
Decomposition ofM∗. Here we show that by maximizing modularity on a partition of V separately,
the resulting clustering has modularity as good as that of optimal partitioning with penalty in terms
of the edges across partitions. To that end, let V = V1∪· · ·∪Vp be a partition of V , i.e. Vi∩Vj = ∅
for i 6= j. LetGk = (Vk, Ek), where Ek = (Vk×Vk)∩E, denote the subgraph ofG for 1 ≤ k ≤ p.
Let χk be a coloring (clustering) of Gk with maximum modularity. Let χ∗ be a coloring of G with
maximum modularity (M∗) and let χ∗,k be the restriction of χ∗ to Gk. Let χ̂ denote the clustering
of G obtained by taking union of clusterings χ1, . . . , χp. Then we claim the following.
Lemma 6. For any partition V = V1 ∪ · · · ∪ Vp,
M(χ̂) ≥M(χ∗)− 1
2m
|E\ ∪pk=1 Ek|.
Proof. Consider the following:
2mM(χ̂) =
∑
i,j∈V
1{χ̂(i)=χ̂(j)}
(
Aij − didj
2m
)
(a)
=
p∑
k=1
∑
i,j∈Vk
1{χk(i)=χk(j)}
(
Aij − didj
2m
)
(b)
≥
p∑
k=1
∑
i,j∈Vk
1{χ∗,k(i)=χ∗,k(j)}
(
Aij − didj
2m
)
=
∑
i,j∈V
1{χ∗(i)=χ∗(j)}
(
Aij − didj
2m
)
−
∑
(i,j)∈V 2\∪pk=1V 2k
1{χ∗(i)=χ∗(j)}
(
Aij − didj
2m
)
(36)
≥
∑
i,j∈V
1{χ∗(i)=χ∗(j)}
(
Aij − didj
2m
)
− |E\ ∪pk=1 Ek|, (37)
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where the last inequality follows because the term inside the summation in (36) is positive only
if Aij = 1, i.e. (i, j) ∈ E or else it is negative. Therefore, for the purpose of lower bound, we
only need to worry about (i, j) ∈ E such that (i, j) /∈ ∪pk=1Vk × Vk. This is precisely equal to
E\ ∪pk=1 Ek. The (a) follows because χ̂, by definition, assigns nodes in V i and V j for i 6= j to
different clusters. The (b) follows because χk has maximum modularity in Gk and hence it is at
least as large (in terms of modularity) as that of the χ∗,k, the restriction of χ∗ to Gk. This completes
the proof of Lemma 6 since the first term in (37) is precisely 2mM(χ∗) = 2mM∗.
Approximation factor forM(χ̂). Let β = |E\ ∪pk=1 Ek|/m denote the fraction of edges that are
across partitions for a given partition V = V1 ∪ · · · ∪ Vp. Then, from Lemmas 5 and 6, it follows
that for m ≥ C2,
M(χ̂) ≥M(χ∗)
(
1− β
2M(χ∗)
)
≥M(χ∗)
(
1− 2(2C − 1)β
)
. (38)
Therefore, if 2(2C − 1)β ≤ δ, thenM(χ̂) is at leastM∗ · (1 − δ). Now from Lemma 1 and the
linearity of expectation, we have
E
[|E\ ∪pk=1 Ek|] ≤ δ2(2C − 1)m. (39)
Completing Proof of Theorem 1(a). When A produces exact solution to the modularity optimiza-
tion for each partition, the resulting solution of our algorithm is χ̂. Therefore, from (38) and (39), it
follows that
E[M(χ̂)] ≥M(χ∗)(1− δ). (40)
Completing Proof of Theorem 1(b). Suppose we use an approximation procedure A to produce
clustering on each partition in our algorithm. Let A be such that the clustering produced has modu-
larity at least 1/α(n) times the optimal modularity for any graph of size n. Now since A is applied
to each partition separately, the approximation is within α(K˜) where K˜ = CKρ is the bound on
the number of nodes in each partition. Let χ˜1, . . . , χ˜p be the clustering (coloring) produced by A
on graphs G1, . . . , Gp. Then by the approximation property of A, we have
M(χ˜k) ≥ 1
α(K˜)
M(χk). (41)
Therefore, for the overall clustering χ˜ obtained as union of χ˜1, . . . , χ˜p, we have
M(χ˜) =
p∑
k=1
M(χ˜k) ≥ 1
α(K˜)
p∑
k=1
M(χk) = 1
α(K˜)
M(χ̂). (42)
Since E[M(χ̂)] is at least (1− δ)M∗, it follows that E[M(χ˜)] ≥ (1−δ)
α(K˜)
M∗.
Completing Proof of Theorem 2. Lemma 6 directly proves Theorem 2(a), and the same arguments
as in the proof Theorem 1(b) completes the proof of Theorem 2(b).
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7. Conclusion
In recent years, it has become increasingly important to design distributed high-performance graph
computation algorithms that can deal with large-scale networked data in a cloud-like distributed
computation architecture. Inspired by this, in this paper, we have introduced Partition-Merge, a
simple meta-algorithm, that takes an existing centralized algorithm and produces a distributed im-
plementation. The resulting distributed implementation, with the underlying graph having polyno-
mial growth property, runs in essentially linear time and is as good as, and sometimes even better
than the centralized algorithm.
The algorithm is applicable to any graph in general, and its computation time as well as per-
formance guarantees depend on the underlying graph structure – interestingly enough, we have
evaluated the performance guarantees for any graph. We strongly believe that such an algorith-
mic approach would be of great value for developing large-scale cloud-based graph computation
facilities.
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