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Damping estimates for oscillatory integral operators
with real-analytic phases and its applications
Zuoshunhua Shi ∗ , Shaozhen Xu† and Dunyan Yan‡
Abstract
In this paper, we investigate sharp damping estimates for a class of one dimensional
oscillatory integral operators with real-analytic phases. By establishing endpoint estimates
for suitably damped oscillatory integral operators, we are able to give a new proof of the sharp
Lp estimates which have been proved by Xiao in Endpoint estimates for one-dimensional
oscillatory integral operators, Advances in Mathematics, 316, 255-291 (2017). The damping
estimates obtained in this paper are of independent interest.
Keywords: oscillatory integral operator, real-analytic phase, damped oscillatory integral oper-
ator, sharp Lp decay, Newton polyhedron, van der Corput lemma
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1 Introduction
In this paper, we consider one-dimensional oscillatory integral operators of the form
Tλf(x) =
∫ ∞
−∞
eiλS(x,y)ϕ(x, y)f(y)dy, (1.1)
where λ ∈ R is a parameter, S is a real-analytic function near the origin in R2, and ϕ is a
smooth cut-off function supported in a small neighborhood of the origin. Our main goal is to
determine the optimal decay of the operator norm of Tλ on L
p. It is easy to see that Tλ has no
power decay property with respect to λ, if the phase function S is degenerate in the sense that
it can be written as
S(x, y) = P (x) +Q(y) (1.2)
for two polynomials P and Q. A natural question arises whether there is a power decay estimate
if the phase S is not of the form (1.2). The answer is affirmative except the special cases p = 1
and p = ∞. We now review some well-known results in this direction. If S is nondegenerate
in the sense that its Hessian S′′xy does not vanish in the support of ϕ, Ho¨rmander [13] obtained
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the maximal L2 decay |λ|−1/2. For general real-analytic phases, Phong-Stein [19] proved the
remarkable result that the maximal L2 decay for Tλ is explicitly determined by the Newton
polyhedron of S; see also Greenblatt [6] for a new proof of this result. The Phong-Stein the-
orem was extended to the case of almost all smooth phase functions by Rychkov [25]. Its full
generalization to general smooth functions was established by Greenblatt [7].
Recently, Xiao [33] has proved the sharp Lp decay estimates for Tλ. For convenience, we
formulate this result in the following theorem. Another equivalent formulation in terms of the
Newton polyhedron of S will be given in Section 3.
Theorem 1.1 ( Xiao [33] ) Assume S is a real-analytic function near the origin in the plane.
Let Tλ be the oscillatory integral operator defined by (1.1). If there exist two positive integers
k, l such that ∂kx∂
l
yS(0, 0) 6= 0, then there is a constant C = C(S,ϕ) such that
‖Tλf‖Lp ≤ C|λ|
− 1
k+l ‖f‖Lp , p =
k + l
k
, (1.3)
provided that ϕ is supported in a sufficiently small neighborhood of the origin.
By interpolation, one can verify that the estimate (1.3) is sharp only if (k, l) lies on the
boundary of the Newton polyhedron N(S). Moreover, it suffices to show that the above Lp
estimates are true for extreme points (k, l) ∈ N(S). For further results, one can see Greenleaf-
Seeger [10], Yang [35, 36] and Shi-Yan [29] for earlier work. For linear and multi-linear estimates,
we refer the reader to Carbery-Christ-Wright [1], Carbery-Wright [3], Phong-Stein-Sturm [22],
Christ-Li-Tao-Thiele [4] and Gressman-Xiao [12]. Some work on higher dimensional oscillatory
integral operators can be found in Tang [32], Greenleaf-Pramanik-Tang [9] and Xu-Yan [34].
Other results concerning regularity of Radon transforms associated with S, we refer the reader
to Greenleaf-Seeger [11] and Seeger [26, 27].
Our proof of Theorem 1.1 was inspired by Xiao [33] and the recent work in [28] of the first
author. It was found in [28] that some uniform damping estimates for Tλ imply sharp uniform
Lp decay estimates. In this respect, damping estimates for oscillatory integral operators are of
independent interest.
Let us discuss some basic facts related to damped oscillatory integral operators of the form
Wzf(x) =
∫ ∞
−∞
eiλS(x,y)|D(x, y)|zϕ(x, y)f(y)dy, (1.4)
where the damping factor D is determined by the Hessian S′′xy, and the exponent z ∈ C lies in
some bounded strip a ≤ Re (z) ≤ b. On the one hand, we shall give sharp L2 decay estimates
for Wz when z has real part Re (z) = b. On the other hand, for z with Re (z) = a, we have
to establish L1 → L1,∞, H1E → L
1 and L1 → L1 estimates. In the latter case, the argument is
somewhat different depending on whether {(x, y) : D(x, y) = 0} contains at least two curves.
Assume {D = 0} includes only one curve. If this curve is tangent to some straight line at
the origin, then we shall define a class of variants of Hardy spaces H1 to replace L1 → L1 by
H1E → L
1. This idea was explored by Phong-Stein [17], Greenleaf-Seeger [10] and Pan [14]. An
interpolation of these two sharp decay estimates will lead to our desired sharp Lp estimates.
This paper will be organized as follows. Some useful lemmas will be presented in Section 2.
We shall establish sharp L2 decay estimates for a class of damped oscillatory integral operators
in Section 3. In Section 4, we shall prove some endpoint estimates of form L1 → L1,∞, H1E → L
1
and L1 → L1. A new proof of Theorem 1.1 will be given in Section 5. Throughout this paper,
we use the notation a . b to mean a ≤ Cb for an appropriate constant C > 0, and a ≈ b to
mean a . b and b . a.
2
2 Preliminaries
In this section, we shall first give the concept of horizontally (vertically) convex domains which
were introduced by Phong-Stein-Sturm [22]; see also Carbery-Wright [3] for some related re-
marks. This notion of convexity turns out to be important in this paper. In fact, the operator
van der Corput lemma will be established for oscillatory integral operators supported on horizon-
tally and vertically convex domains. Finally, we shall give a variant of Stein-Weiss interpolation
with change of measures. Some related results will be also included in this section.
Definition 2.1 Let Ω be a domain in R2. If (x, z), (y, z) ∈ Ω imply (θx+ (1 − θ)y, z) ∈ Ω for
all 0 ≤ θ ≤ 1, then Ω is said to be horizontally convex. Similarly, a domain Ω is said to be
vertically convex if (x, y), (x, z) ∈ Ω imply (x, θy + (1− θ)z) ∈ Ω for all 0 ≤ θ ≤ 1.
It is clear that a convex domain is both horizontally convex and vertically convex. In subsequent
sections, we shall use frequently a special horizontally and vertically convex domain which is
known as the curved trapezoid; see Phong-Stein [19, 20] for earlier work where the curved
trapezoid was used as an important domain.
Definition 2.2 Suppose g and h are two monotone functions on [a, b] such that g(x) ≤ h(x)
for every x ∈ [a, b]. Then the following domain
Ω = {(x, y) : a ≤ x ≤ b, g(x) ≤ y ≤ h(x)}
is said to be a curved-trapezoid.
Now we recall the concept of polynomial type functions; see Phong-Stein [19, 20].
Definition 2.3 Assume F ∈ CN is defined on a bounded interval J . Then F is said to be of
polynomial type with order N if there exists a constant CF > 0 such that
sup
x∈J
|F (N)(x)| ≤ CF inf
x∈J
|F (N)(x)|.
We use ord(F ) to denote the order of F .
Polynomial type functions have the following useful property; see Phong-Stein [19, 20].
Lemma 2.1 Let J be a bounded interval. If F ∈ CN (J) be a polynomial type function with
order N , then there is a constant C = C(N,CF ) such that
N∑
k=0
|I∗|k sup
x∈I∗∩J
∣∣∣F (k)(x)∣∣∣ ≤ C sup
x∈I
|F (x)|
is true for all subintervals I ⊆ J , where for each interval I we denote by I∗ its double, i.e., the
interval with the same center as I but with twice its length.
Remark 2.1 The following basic fact turns out to be useful in subsequent sections.
• Assume F is a real-valued polynomial type function on some bounded interval J . If there
exist two constants µ > 0, C > 0 such that µ ≤ |F (x)| ≤ Cµ on J , then |F |z also satisfies the
estimate in Lemma 2.1 for all complex numbers z with a constant C = C(ord(F ), CF , z).
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With the above concepts, we are able to give the operator van der Corput lemma. The
following notations will be frequently used in this section. Assume Ω is a horizontally and
vertically convex domain. We define the following notations associated with Ω.
• δΩ,h(x): the length of the cross section {y | (x, y) ∈ Ω} with the subscript h indicating
that δΩ,h is a function of the horizontal component.
• δΩ,v(y): the length of the interval {x | (x, y) ∈ Ω}. The notation v means that y is the
vertical component.
• IΩ,h(x) := {y : (x, y) ∈ Ω}.
• IΩ,v(y) := {x : (x, y) ∈ Ω}.
• a ∧ b = min{a, b} for a, b ∈ R.
• a ∨ b = max{a, b} for a, b ∈ R.
For clarity, we assume that Ω is a horizontally and vertically convex domain such that its
horizontal cross sections and vertical cross sections are closed intervals. Then Ω can be written
as
Ω = {(x, y) ∈ R2 : a ≤ x ≤ b, g(x) ≤ y ≤ h(x)}
and
Ω = {(x, y) ∈ R2 : c ≤ y ≤ d, u(y) ≤ x ≤ v(y)},
where g, h and u, v are functions on the intervals [a, b] and [c, d], respectively. Before our dis-
cussion of the almost orthogonality estimate, we shall define some expanded domains for Ω.
Definition 2.4 Assume Ω is a domain given as above. Then Ω∗h is said to be a horizontally
expanded domain for Ω if there exists a positive number ǫ and a nonnegative function α on [c, d]
such that
Ω∗h = {(x, y) : c ≤ y ≤ d, u(y) − α(y) ≤ x ≤ v(y) + α(y)}
and
δΩ∗h,v(y) ≥ (1 + 2ǫ)δΩ,v(y), c ≤ y ≤ d,
i.e.
v(y)− u(y) + 2α(y) ≥ (1 + 2ǫ)(v(y) − u(y)).
Similarly, we call Ω∗v a vertical expanded domain for Ω if there exists an ǫ > 0 and a nonnegative
function β such that
Ω∗v = {(x, y) : a ≤ x ≤ b, g(x) − β(x) ≤ y ≤ h(x) + β(x)}
and
δΩ∗v,h(x) ≥ (1 + 2ǫ)δΩ,h(x), x ∈ [a, b].
Definition 2.5 Assume Ω is a horizontally and vertically convex domain. A domain Ω∗ is called
an expanded domain for Ω if there exist two expanded domains Ω∗h and Ω
∗
v as in Definition 2.4
such that
Ω∗ = Ω∗h ∪ Ω
∗
v.
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Now we shall state the almost orthogonality estimate between two oscillatory integral operators
which are supported on horizontally and vertically convex domains. It should be pointed out
that the same estimate had been established by Phong and Stein for oscillatory integral operators
supported on curved trapezoids; see Phong-Stein [20].
Lemma 2.2 Assume T1 and T2 are two oscillatory integral operators defined as (1.1) with a
common phase S, where the cut-off functions for T1 and T2 are ϕ1 and ϕ2, respectively. Suppose
Ω1 and Ω2 are two horizontally and vertically convex domains such that
supp (ϕ1) ⊆ Ω1, supp (ϕ2) ⊆ Ω2.
If all of the following conditions hold,
(i) For two positive constants µ,A > 0, there exist two expanded domains Ω∗1 and Ω
∗
2 such that
µ ≤
∣∣S′′xy∣∣ ≤ Aµ on Ω∗1. The Hessian S′′xy is a polynomial type function with order ord(S)
in y, uniformly in x, on vertical cross sections of appropriately expanded domains Ω∗1 and
Ω∗2.
(ii) For any horizontal line segment L joining a point (x, z) ∈ Ω∗1 and another one (y, z) ∈ Ω
∗
2,
the Hessian S′′xy does not change sign on L and
∣∣S′′xy(x, y)∣∣ ≤ Aµ for all points (x, y) ∈ L.
(iii) There exists a constant B ≥ 1 such that IΩ∗2,v(y) ⊆ I
∗
Ω∗1,v
(y;B) for every y ∈ R. Here the
notation I∗(B) denotes the interval concentric with I and having length |I∗(B)| = B|I|.
(iv) There are two constants M1,M2 > 0 such that for all (x, y) ∈ Ωi
2∑
k=0
(δΩi,h(x))
k
∣∣∣∂kyϕi(x, y)∣∣∣ ≤Mi, i = 1, 2,
then there exists a constant C = C(ord(S), CS′′xy , ǫ1, ǫ2, A,B) such that
‖T1T
∗
2 ‖ ≤ CM1M2|λµ|
−1,
where ǫ1, ǫ2 > 0 are expanded factors (see Definition 2.4) for Ω
∗
1 and Ω
∗
2.
Proof. It is easy to see that the integral kernel associated with T1T
∗
2 is given by
K(x, y) =
∫ +∞
−∞
eiλ[S(x,z)−S(y,z)]ϕ1(x, z)ϕ2(y, z)dz.
Define a function Φ by
Φ(z) = ∂zS(x, z)− ∂zS(y, z)
and a linear differential operator D by
Df(z) =
1
iλ
1
Φ(z)
f ′(z).
For convenience, we also define the transpose Dt of D as
Dtf(z) = −
1
iλ
∂
∂z
[
f(z)
Φ(z)
]
.
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Since supp (ϕi) ⊆ Ωi for i = 1, 2, we see that if ϕ1(x, z)ϕ2(y, z) 6= 0 then z ∈ IΩ1,h(x)∩ IΩ2,h(y).
By the assumptions (i), (ii) and (iii), there exists a constant C = C(B) such that
|Φ(z)| =
∣∣∣∣∫ x
y
∂z∂uS(u, z)du
∣∣∣∣ ≥ Cµ|x− y|, z ∈ IΩ1,h(x) ∩ IΩ2,h(y).
Combining this result, we deduce from the assumption (ii) that
Cµ|x− y| ≤ |Φ(z)| ≤ Aµ|x− y|, z ∈ IΩ∗1,h(x) ∩ IΩ∗2,h(y).
As assumed above, IΩ1,h(x) ∩ IΩ2,h(y) 6= ∅. Choose an arbitrary point a from this intersection.
By Definitions 2.4 and 2.5, we see that(
a− ǫ1δΩ1,h(x), a+ ǫ1δΩ1,h(x)
)
⊆ IΩ∗1,h(x),
(
a− ǫ2δΩ2,h(y), a+ ǫ2δΩ2,h(y)
)
⊆ IΩ∗2,h(y). (2.5)
Hence
|IΩ∗1,h(x) ∩ IΩ∗2,h(y)| ≥ 2min
{
ǫ1δΩ1,h(x), ǫ2δΩ2,h(y)
}
≥ 2ǫ1 ∧ ǫ2|IΩ1,h(x)| ∧ |IΩ2,h(y)|, (2.6)
where ǫ1, ǫ2 appear in the definition of Ω
∗
1 and Ω
∗
2. By the scaling property of polynomials in
Lemma 2.1, there exists a constants C depending only on ord(S) and CS′′xy such that
sup
∣∣∣∂kzΦ(z)∣∣∣ ≤ Cµ|x− y| ∣∣IΩ∗1,h(x) ∩ IΩ∗2,h(y)∣∣−k
≤ C(ǫ1 ∧ ǫ2)
−kµ|x− y|
(∣∣IΩ∗1,h(x)∣∣ ∧ ∣∣IΩ∗2,h(y)∣∣)−k .
By integration by parts, we have
K(x, y) =
∫ +∞
−∞
D2
(
eiλ[S(x,z)−S(y,z)]
)
ϕ1(x, z)ϕ2(y, z)dz
=
∫ +∞
−∞
eiλ[S(x,z)−S(y,z)]
(
Dt
)2 (
ϕ1(x, z)ϕ2(y, z)
)
dz.
It is easy to see that
(
Dt
)2 (
ϕ1(x, z)ϕ2(y, z)
)
is a linear combination of the following terms
1
(iλ)2
∂k1
∂zk1
(
1
Φ(z)
)
∂k2
∂zk2
(
1
Φ(z)
)
∂k3
∂zk3
ϕ1(x, z)
∂k4
∂zk4
ϕ(y, z)
with ki being nonnegative integers satisfying k1 + k2 + k3 + k4 = 2. By induction, we can prove
that ∣∣∣∣ dkdzk
(
1
Φ(z)
)∣∣∣∣ ≤ C(ord(S), CS′′xy , A) (µ|x− y|)−1 ∣∣IΩ∗1,h(x) ∩ IΩ∗2,h(y)∣∣−k
≤ C(ord(S), CS′′xy , A, ǫ1, ǫ2)(µ|x− y|)
−1
(
|IΩ1,h(x)| ∧ |IΩ2,h(y)|
)−k
.
In fact, by Remark 2.1, we have claimed that (Φ(z))−1 satisfies the estimate in Lemma 2.1 on
the interval IΩ∗1,h(x) ∩ IΩ∗2,h(y). By the assumption (iv), it is clear that∣∣∣∂kzϕi(u, z)∣∣∣ ≤Mi (|IΩ1,h(x)| ∧ |IΩ2,h(y)|)−k
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for u ∈ {x, y} and z ∈ IΩ1,h(x) ∩ IΩ2,h(y). Combining all above estimates, we obtain∣∣∣(Dt) (ϕ1(x, z)ϕ2(y, z))∣∣∣ ≤ CM1M2(µλ|x− y|)−2 (|IΩ1,h(x)| ∧ |IΩ2,h(y)|)−2 .
On the other hand, if we take absolute value into the integral for K, then we find that
|K(x, y)| ≤ CM1M2 |IΩ1,h(x)| ∧ |IΩ2,h(y)| .
Hence we obtain
|K(x, y)| ≤ CM1M2 (1 + δΩ1,h(x) ∧ δΩ2,h(y)|λ|µ|x− y|)
−2 · δΩ1,h(x) ∧ δΩ2,h(y).
Recall that δΩ1,h(x) = |IΩ1,h(x)| and δΩ2,h(y) = |IΩ2,h(y)|. Set a = δΩ1,h(x) and b = δΩ2,h(y).
We have∫
R2
|K(x, y)||f(y)||g(x)|dxdy
≤ CM1M2
(∫
R2
a
(1 + aµ|λ||x− y|)2
|f(y)||g(x)|dxdy +
∫
R2
b
(1 + bµ|λ||x− y|)2
|f(y)||g(x)|dxdy
)
≤ CM1M2|λµ|
−1
∫
R
|g(x)|Mf(x)dx + CM1M2|λµ|
−1
∫
R
|f(y)|Mg(y)dy
≤ CM1M2|λµ|
−1‖f‖L2‖g‖L2 ,
whereM is the Hardy-Littlewood maximal operator and C = C(ord(S), CS′′xy , ǫ1, ǫ2, A,B). Here
we have used the fact thatM is a bounded operator on L2. The proof of the lemma is complete.
✷
Now we shall give an interpolation lemma with change of power weights. One can compare
this lemma with the well-known Stein-Weiss interpolation with change of measures; see Stein-
Weiss [31]. The following lemma is an extension of Proposition 1.4 in [15]; see [29] and [28] for
its proof.
Lemma 2.3 Let dx be the Lebesgue measure on R. Assume T is a linear operator defined on
all simple functions with respect to dx. If there exist two constants A1, A2 > 0 such that
(i) ‖Tf‖L∞(dx) ≤ A1‖f‖L1(dx) for all simple functions f ;
(ii) ‖|x|aTf‖Lp0(dx) ≤ A2‖f‖Lp0 (dx) for some 1 < p0 < +∞, a ∈ R satisfying ap0 6= −1;
then for any θ ∈ (0, 1) there exists a constant C = C(a, p0, θ) such that
‖|x|bTf‖Lp(dx) ≤ CA
θ
1A
1−θ
2 ‖f‖Lp(dx)
for all simple functions f , where b and p satisfy b = −θ + (1− θ)a and 1p = θ +
1−θ
p0
.
We shall need a uniform estimate with non-sharp decay exponent in Section 4.
Lemma 2.4 Assume S is a real-valued smooth function in the unit square Q = (0, 1)2. Let
Tλ be the oscillatory integral operator in (1.1) with phase S and cut-off function ϕ ∈ C
∞
0 (Q).
If there exist two positive integers j and k such that ∂jx∂kyS(x, y) ≥ 1 on Q, then we have the
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following results.
(i) In the case j = k = 1, if in addition there exists a positive integer N such that either ∂N+1x ∂yS
or ∂x∂
N+1
y S is single-signed in Q, then we have
‖Tλf‖L2 ≤ C(N,ϕ)|λ|
−1/2 log1/2(2 + |λ|)‖f‖L2 . (2.7)
(ii) If either j ≥ 2 or k ≥ 2, then there exists a constant C = C(j, k, ϕ) such that
‖Tλf‖L2 ≤ C|λ|
−δ‖f‖L2 , δ =
1
2
·
1
(j ∨ k)2j∧k
. (2.8)
For the proof of this lemma, we refer the reader to Carbery-Christ-Wright [1] where the
optimal decay exponent δ = 12(j∨k) was obtained when either j or k is equal to 1 and at least one of
them is greater than 1. In the same paper [1], uniform estimates were also given for general j ≥ 2
or k ≥ 2 with non-sharp decay exponents. Especially, if S is a polynomial, one can see Ricci-
Stein [24] for δ < 12deg(S) and Phong-Stein-Sturm [22] for the general optimal decay exponent
δ = 12(j∨k) . For further related results under more general nondegenerate conditions, one can
see Christ-Li-Tao-Thiele [4]; see also Greenblatt [8] for uniform multilinear decay estimates in
the case of smooth phases.
Now we state the operator van der Corput lemma for nondegenerate oscillatory integral
operators supported on horizontally and vertically convex domains. This lemma was established
by Phong-Stein-Sturm [22]. For its proof, one can also see [22].
Lemma 2.5 Let Tλ be defined as (1.1) with the cut-off ϕ supported in a curved trapezoid Ω.
Assume the Hessian S′′xy is a polynomial type function with order ord(S) in y, uniformly in x,
on each vertical cross section IΩ,h(x) = {y : (x, y) ∈ Ω}. If the following assumptions are ture:
(i) For some µ,A > 0, the Hessian S′′xy satisfies µ ≤
∣∣S′′xy(x, y)∣∣ ≤ Aµ for (x, y) ∈ Ω;
(ii) Let δΩ,h(x) be the length of IΩ,h(x). For some M > 0,
2∑
k=0
sup
Ω
(δΩ,h(x))
k |∂kyϕ(x, y)| ≤M,
then there exists a constant C = C(ord(S), CS′′xy , A) such that for all f ∈ L
2(R)
‖Tλf‖L2 ≤ CM(|λ|µ)
−1/2‖f‖L2 .
In Section 3, the following lemma will be frequently used to balance oscillation and size
estimates of nondegenerate oscillatory integral operators.
Lemma 2.6 For arbitrary 0 < ǫ < 1 and M > 1, there exists a constant C = C(ǫ,M) > 0 such
that for all A,B > 0,∑
k∈Z
min
{
Aǫk, BMk
}
≤ C sup
k∈Z
(
min
{
Aǫk, BMk
})
.
As a consequence, if θ ∈ (0, 1) satisfies ǫθM1−θ = 1, then∑
k∈Z
min
{
Aǫk, BMk
}
≤ CAθB1−θ.
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Proof. Since {Aǫk} is strictly decreasing and {BMk} is strictly increasing, there exists a unique
k0 ∈ Z such that Aǫ
k0 ≥ BMk0 and Aǫk0+1 < BMk0+1. For this k0, it is easy to see that Aǫ
k0
and BMk0 are comparable up to constants depending only on ǫ and M . Now we have∑
k∈Z
min
{
Aǫk, BMk
}
=
∑
k≤k0
BMk +
∑
k>k0
Aǫk
≤ C(ǫ,M)min
{
Aǫk0 , BMk0
}
≤ CAθB1−θ
provided that ǫθM1−θ = 1. The proof is complete. ✷
Now we give the well-known Puiseux factorization theorem for real-analytic functions (also
for formal power series in R2). Assume n is a positive integer. Let C[[x1/n]] be the ring of
formal fractional power series in x1/n with complex coefficients. For each r ∈ C[[x1/n]], i.e.,
r(x) =
∑
i≥0 aix
i/n, the series σǫ(r)(x) =
∑
i≥0 ǫ
iaix
i/n will be called the conjugate series of s
for all n-th roots ǫ of the unit. For the concept of Puiseux series and its polydromy order n, one
can see Casas-Alvero [2].
Theorem 2.7 ([2], p32, Theorem 1.8.3) Let S be a real-analytic function near the origin in
R
2. Then there exists a non-vanishing real-analytic function U and finitely many Puiseux series
rν(x), both defined in a small neighborhood of the origin, such that
S(x, y) = U(x, y)
∏
ν
(y − rν(x)). (2.9)
Moreover, for each root rν, all of its conjugate series also appear in the above decomposition
with the same multiplicity.
3 L2 Damping Decay Estimates
Assume S is a real-valued analytic function near the origin in R2. Now we only consider the
degenerate case S′′xy(0, 0) = 0. By Taylor’s expansion, we can write S(x, y) =
∑
k,l≥0 ak,lx
kyl in
a small neighborhood of the origin. Then the Newton polyhedron N(S) is defined by
N(S) := Convex hull of
( ⋃
ak,l 6=0
{
(x, y) : x ≥ k, y ≥ l
})
(3.10)
with the union taken over all k, l ≥ 0 for which ak,l 6= 0.
By the Puiseux expansion theorem (see Casas-Alvero [2] for example), the Hessian S′′xy can
be decomposed as the following form:
S′′xy(x, y) = U(x, y)x
mys
∏
ν
(y − rν(x)), (3.11)
where U is a nonvanishing smooth factor near the origin, m and s are nonnegative integers, and
rν are nontrivial roots which can be written as Puiseux series. To establish the desired damping
estimates, we need a complete classification of the roots rν . The classification method due to
Phong-Stein [19] will be used in this section.
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We order the leading exponents of all roots rν as follows:
0 < a1 < · · · < al < al+1 < · · · < an < +∞.
Denote by Ψ
[
·
l
]
the cluster of nonzero roots rν in (3.11) of form
rν(x) = C
α
l x
al + o(xal), x→ 0, (3.12)
where Cαl is a nonzero complex number. In this cluster, each root is repeated according to its
multiplicity. Hence the number of nontrivial roots is counted with the multiplicity of each root.
To distinguish the roots with the same leading exponent al, we consider the set of all distinct
coefficients Cαl of x
al . Here l is the index for the leading exponents al, and α is the index for
the coefficients of xal . Then we can see
Ψ
[
·
l
]
=
⋃
α
Ψ
[
α
l
]
,
where each root in Ψ
[
α
l
]
is of the form (3.12) for fixed Cαl . If we continue this process, a
complete classification of all roots can be obtained. Indeed, we have
Ψ
[
α1, · · · , αN−1, ·
l1, · · · , lN−1, lN
]
=
⋃
αN
Ψ
[
α1, · · · , αN−1, αN
l1, · · · , lN−1, lN
]
,
where the cluster Ψ
[
α1, · · · , αN−1, αN
l1, · · · , lN−1, lN
]
consists of all roots rν of form
rν(x) = C
α1
l1
xal1 + Cα1,α2l1,l2 x
a
α1
l1,l2 + · · ·+ Cα1,··· ,αNl1,··· ,lN x
a
α1,··· ,αN−1
l1,··· ,lN + o(x
a
α1,··· ,αN−1
l1,··· ,lN ).
To make precisely the number of nonzero roots in the above clusters, we use the following
notations:
N
[
α1, · · · , αk−1, ·
l1, · · · , lk−1, lk
]
= # roots in Ψ
[
α1, · · · , αk−1, ·
l1, · · · , lk−1, lk
]
,
N
[
α1, · · · , αk−1, αk
l1, · · · , lk−1, lk
]
= # roots in Ψ
[
α1, · · · , αk−1, αk
l1, · · · , lk−1, lk
]
.
Here #A means the cardinality of the set A. Sometimes, we also use the notation N to denote
the number of nontrivial roots of S′′xy, counting with multiplicities. In other words,
N =
n∑
l=1
N
[
·
l
]
=
N∑
l=1
# roots in Ψ
[
·
l
]
. (3.13)
Assume (A0, B0), (A1, B1), · · · , (An, Bn) are vertices of the Newton polyhedron of S
′′
xy. For
clarity, we also assume A0 < A1 < · · · < An and B0 > B1 > · · · > Bn. One can verify that
A0 = m, B0 = s+
n∑
l=1
N
[
·
l
]
, (3.14)
and for each 1 ≤ r ≤ n,
Ar = m+
r∑
l=1
N
[
·
l
]
al, Br = s+
n∑
l=r+1
N
[
·
l
]
. (3.15)
With the above notations, we can give an equivalent formulation of Theorem 1.1 in terms of
the vertices of N(S).
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Theorem 3.1 Assume S is a real-valued analytic function near the origin and Tλ is defined as
(1.1). Then there exists a constant C, independent of λ and f , such that
‖Tλf‖Lpr ≤ C|λ|
− 1
Ar+Br+2‖f‖Lpr , pr =
Ar +Br + 2
Ar + 1
(3.16)
for all 0 ≤ r ≤ n.
To prove the estimate (3.16), we shall consider a family of damped oscillatory integral operators
Wzf(x) =
∫ +∞
−∞
eiλS(x,y)|D(x, y)|zϕ(x, y)f(y)dy (3.17)
with the damping factor D defined by
D(x, y) = xm
r∏
l=1
∏
rν∈Ψ
[
·
l
] (y − rν(x)) . (3.18)
Then we have the following L2 decay estimate.
Theorem 3.2 Assume Wz is defined as above. For z ∈ C with real part
Re (z) =
Ar −Br
2Ar
·
1
1 +Br
, (3.19)
there exists a constant C = C(S,ϕ) such that
‖Wzf‖L2 ≤ C(1 + |z|
2)|λ|−σ‖f‖L2 with σ =
1
2(1 +Br)
. (3.20)
Remark 3.1 By Theorem 2.7, each product
∏
rν∈Ψ
[
·
l
] (y − rν(x)) in (3.18) is conjugation in-
variant and hence D is a real-analytic function (Lemma 1.2.1 in [2]). Since S is real valued,
S(x, rν(x)) ≡ 0 if and only if S(x, rν(x)) ≡ 0. This implies that D is also real valued.
Proof. Choose a cut-off function Φ ∈ C∞0 such that supp (Φ) ⊆ [
1
2 , 2] and
∑
j∈ZΦ
(
x
2j
)
= 1 for
all x > 0. Write Wz =
∑
σ1,σ2=±
W σ1,σ2z and W
σ1,σ2
z =
∑
j,kW
σ1,σ2
j,k with
W σ1,σ2j,k f(x) =
∫ +∞
−∞
eiλS(x,y)|D(x, y)|zΦ
(
σ1
x
2j
)
Φ
(
σ2
y
2k
)
ϕ(x, y)f(y)dy. (3.21)
In what follows, it will be shown that the estimate (3.20) is true with Wz replaced by W
+,+
z .
Other operatorsW σ1,σ2z can be treated similarly. For convenience, we shall still writeWz instead
of W++z .
Case (i) k ≫ a1j.
The notation k ≫ a1j means that k ≥ a1j +N0 for some large N0 > 0. Then both the Hessian
S′′xy and D have sizes equivalent to two positive constants, up to a multiplicative constant.
Assume first m > 0. Since Wj,kW
∗
j′,k′ = 0 for |k − k
′| ≥ 2, we assume |k − k′| ≤ 1. Then by
Lemma 2.2,
∥∥Wj,kW ∗j′,k′∥∥ ≤ C [|λ|2mj2k(N+s)]−1 [2mj2k· r∑l=1N
[
·
l
]]Re (z)[
2mj
′
2
k′·
r∑
l=1
N
[
·
l
]]Re (z)
j ≥ j′,
11
where N is given by (3.13).
By the size estimate, the L2 operator norm ‖Wj,kW
∗
j′,k′‖ is bounded by
‖Wj,k‖
∥∥W ∗j′,k′∥∥ ≤ C[2mj2k· r∑l=1N
[
·
l
]]Re (z)[
2mj
′
2
k′·
r∑
l=1
N
[
·
l
]]Re (z)
2j/22k/22j
′/22k
′/2.
Put θ = (1 + Br)
−1. Taking a convex combination of the above two estimates, we see that∥∥∥Wj,kW ∗j′,k′∥∥∥ is bounded by a constant multiple of
[
|λ|2mj2k(N+s)
]θ [
2mj2
k·
r∑
l=1
N
[
·
l
]]Re (z)[
2mj
′
2
k′·
r∑
l=1
N
[
·
l
]]Re (z)(
2j/22k/2
)1−θ(
2j
′/22k
′/2
)1−θ
≤ C|λ|−θ2−|j−j
′|γ , γ = mRe (z) +
1− θ
2
.
By direct calculation, we see that the sum of the exponents of 2k and 2k
′
is equal to, using
2Re (z) =
(
1− BrAr
)
θ and 1− θ = Brθ,
−(N + s)θ + 2
r∑
l=1
N
[
·
l
]
Re (z) + 1− θ = −(N + s)θ +
r∑
l=1
N
[
·
l
](
1−
Br
Ar
)
θ +Brθ
= −
r∑
l=1
N
[
·
l
]
Br
Ar
θ ≤ 0.
In view of k ≫ a1j, we have
2
−k
r∑
l=1
N
[
·
l
]
Brθ/Ar
≤ C2
−a1j
r∑
l=1
N
[
·
l
]
Brθ/Ar
≤ C2−j(Ar−m)Brθ/Ar .
If we add this new exponent and the original one of 2j , we obtain the resulting exponent
−mθ +mRe (z) +
1− θ
2
− (Ar −m)Brθ/Ar
= −mθ +m(1−Br/Ar)θ/2 +Brθ/2− (Br −Brm/Ar)θ
= −mRe (z)− (1− θ)/2.
Thus we obtain the desired almost orthogonality estimate. It should be pointed out that the
exponent γ := mRe (z) + (1− θ)/2 is positive. Indeed if γ = 0 then Ar = Br = 0 which implies
that Tλ is nondegenerate. A similar estimate is also true for W
∗
j,kWj′,k′ .
Now we consider the case m = 0. We shall study Wk =
∑
jWj,k with the summation taken
over all j satisfying a1j ≪ k. The treatment is somewhat different depending on whether D(x, y)
is equal to S′′xy up to a non-vanishing factor U in (3.11). Assume first S
′′
xy is not equal to the
Hessian U(x, y)D(x, y). Then by the operator van der Corput Lemma 2.5, we have
‖Wk‖ ≤ C
[
|λ|2
k·
n∑
l=1
N
[
·
l
]
2ks
]−1/2(
2
k·
r∑
l=1
N
[
·
l
])Re (z)
.
The size estimate for Wk is
‖Wk‖ ≤ C
(
2
k·
r∑
l=1
N
[
·
l
])Re (z)
2k/22k/(2a1).
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In the oscillation estimate, the exponent of 2k is
− (s+N)
/
2 +
(
r∑
l=1
N
[
·
l
])
Re (z)
= −
r∑
l=1
N
[
·
l
]/
2−Br/2 +
r∑
l=1
N
[
·
l
](
1
2
−
Br
2Ar
)
1
1 +Br
= −
r∑
l=1
N
[
·
l
]
Br
2(1 +Br)
−
Br
2
−
r∑
l=1
N
[
·
l
]
1
2Ar
·
Br
1 +Br
< 0
since the fact S′′xy(x, y) 6= U(x, y)D(x, y) implies Br > 0. It is clear that the exponent of 2
k
is positive in the above size estimate. Without loss of generality, we may assume supp (ϕ) ⊂
[−1/2, 1/2]2 . It follows that Wj,k = 0 if j ≥ 0 or k ≥ 0. For this reason, we may assume
k ≤ 0 from now on. Replacing the exponent 1a1 by the smaller one
r∑
l=1
N
[
·
l
]
/Ar, we obtain the
following size estimate,
‖Wk‖ ≤ C2
k
r∑
l=1
N
[
·
l
]
Re (z)
2k/22
k
Ar
r∑
l=1
N
[
·
l
]
.
Taking the absolute value into the summation
∑
k≤0
Wk, we can deduce from Lemma 2.6 that
∑
k≤0
‖Wk‖ ≤ C|λ|
− 1
2(1+Br) .
Here the convex combination, with θ = 11+Br , of the above oscillation and size estimates anni-
hilates the exponent of 2k. In fact, we see that
− θ(s+N)/2 +
(
r∑
l=1
N
[
·
l
])
Re (z) +
1
2
(
1 +
1
Ar
r∑
l=1
N
[
·
l
])
(1− θ)
= −
(
r∑
l=1
N
[
·
l
])
·
1
2(1 +Br)
−
Br
2(1 +Br)
+
(
r∑
l=1
N
[
·
l
])(
1
2
−
Br
2Ar
)
·
1
1 +Br
+
1
2
(
1 +
1
Ar
r∑
l=1
N
[
·
l
])
·
Br
1 +Br
= 0.
It remains to consider the special case S′′xy(x, y) = U(x, y)D(x, y) for some nonvanishing factor
U . The optimal decay |λ|−1/2 had been established by Phong-Stein [20]. In this case, we must
explore the almost orthogonality between Wk andWk′. Observe thatWkW
∗
k′ = 0 for |k−k
′| ≥ 2.
It suffices to estimateW ∗kWk′ . Assume k ≥ k
′. By Remark 2.1, it is easily verified that |D(x, y)|z
is, uniformly in y, a polynomial type function with respect to x on the interval |x| ≤ 2(k−N0)/a1 .
By Lemma 2.2, we obtain
‖W ∗kWk′‖ ≤ C
[
|λ|2
k·
n∑
l=1
N
[
·
l
]]−1(
2
k·
n∑
l=1
N
[
·
l
])1/2(
2
k′·
n∑
l=1
N
[
·
l
])1/2
≤ C|λ|−12
−|k−k′|
n∑
l=1
N
[
·
l
]
.
13
This implies the desired estimate (3.20).
Case (ii) k ≪ anj.
On the support of Wj,k, we have
|D(x, y)| ≈ 2jm2
j
r∑
l=1
N
[
·
l
]
al
= 2jAr ,
∣∣S′′xy(x, y)∣∣ ≈ 2jm2ks2j n∑l=1N
[
·
l
]
al
.
Assume first s > 0, j ≥ j′ and |k − k′| ≤ 1. The oscillation estimate is
‖Wj,kW
∗
j′,k′‖ ≤ C
[
|λ|2jm2ks2
j
n∑
l=1
N
[
·
l
]
al
]−1
2jAr Re (z)2j
′Ar Re (z).
The size estimate is
‖Wj,kW
∗
j′,k′‖ ≤ C2
jAr Re (z)2j
′Ar Re (z)2j/22k/22j
′/22k
′/2.
Taking a convex combination of the above two estimates yields the following terms and their
corresponding exponents:
2j : −
(
Ar +
n∑
l=r+1
N
[
·
l
]
al
)
θ +Ar Re (z) +
1
2
(1− θ);
2j
′
: Ar Re (z) +
1
2
(1 − θ);
2k : −θs+Brθ =
n∑
l=r+1
N
[
·
l
]
θ,
where we identify k′ with k. By the assumption k′ ≪ anj, we have
2
k·
n∑
l=r+1
N
[
·
l
]
θ
. 2
j′·
n∑
l=r+1
N
[
·
l
]
anθ
.
Then the resulting exponent of 2j
′
becomes
Ar Re (z) +
n∑
l=r+1
N
[
·
l
]
anθ +
1
2
(1− θ).
To prove the desired estimate
‖Wj,kW
∗
j′,k′‖ ≤ C|λ|
− 1
1+Br 2−|j−j
′|δ
for some δ > 0, it suffices to show that the sum of the exponents of 2j and 2j
′
is nonnegative.
Indeed, it is easily verified that
−
(
Ar +
n∑
l=r+1
N
[
·
l
]
al
)
θ + 2Ar Re (z) +
n∑
l=r+1
N
[
·
l
]
anθ + (1− θ)
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= −Arθ −
n∑
l=r+1
N
[
·
l
]
alθ + (Ar −Br) θ +
n∑
l=r+1
N
[
·
l
]
anθ +Brθ
=
n∑
l=r+1
N
[
·
l
]
(an − al)θ ≥ 0.
Hence we have established our claim. By the same argument as above, we can prove that
W ∗j,kWj′,k′ satisfies a similar estimate.
Consider the case s = 0. Now define the operator Wj by Wj =
∑
kWj,k with the summation
taken over k ≪ anj for fixed j. Similarly, the oscillation estimate and the size estimate are given
by
‖WjW
∗
j′‖ ≤ C
[
|λ|2jm2
j
n∑
l=1
N
[
·
l
]
al
]−1
2jAr Re (z)2j
′Ar Re (z), j ≥ j′,
and
‖WjW
∗
j′‖ ≤ C2
jAr Re (z)2j
′Ar Re (z)2j/22anj/22j
′/22anj
′/2.
A convex combination gives ‖WjW
∗
j′‖ ≤ C|λ|
−θ2−|j−j
′|δ with some δ > 0. Indeed, the corre-
sponding terms and their exponents here are given by
2j : −
(
Ar +
n∑
l=r+1
N
[
·
l
]
al
)
θ +Ar Re (z) +
1 + an
2
(1− θ);
2j
′
: Ar Re (z) +
1 + an
2
(1− θ).
The sum of these two exponents equals
−
(
Ar +
n∑
l=r+1
N
[
·
l
]
al
)
θ + 2Ar Re (z) + (1 + an)(1− θ)
= −
(
Ar +
n∑
l=r+1
N
[
·
l
]
al
)
θ + (Ar −Br)θ + (1 + an)Brθ
=
n∑
l=r+1
N
[
·
l
]
(an − al)θ ≥ 0.
Combining all above results, we have obtained the desired estimate in Case (ii).
Case (iii) k = at1j +O(1), i.e., |k − at1j| ≤ N0 for some t1 ∈ {1, 2, · · · , n}.
In what follows, our proof will be divided into two subcases t1 > r and 1 ≤ t1 ≤ r.
Subcase (iii–1) t1 > r.
On the support of Wj,k, |D(x, y)| ≈ 2
jm2
j
r∑
l=1
N
[
·
l
]
al
= 2jAr . By the decomposition proce-
dure described as above, we shall obtain Wj,k =
∑
W σ1,σ2,··· ,σNj,k,µ1,··· ,µN , where each operator in this
summation is nondegenerate.
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Assume µN lies in the range a
α1,··· ,αN
t1,t2,··· ,tN+1+1
j ≪ µN ≪ a
α1,··· ,αN
t1,··· ,tN+1
j. We can see that the size
of S′′xy is comparable to
∣∣S′′xy(x, y)∣∣ ≈2jm2ks N∏
a=1
(∏
t<ta
2
jN
[ α1,··· ,αa−1,·
t1,··· ,ta−1,t
]
a
α1,··· ,αa−1
t1,··· ,ta−1,t
)
·
(∏
t>ta
2
µa−1N
[ α1,··· ,αa−1,·
t1,··· ,ta−1,t
])
·( ∏
α<αa
2
µa−1N
[ α1,··· ,αa−1,α
t1,··· ,ta−1,ta
])
·
( ∏
α>αa
2
jN
[ α1,··· ,αa−1,α
t1,··· ,ta−1,ta
]
a
α1,··· ,αa−1
t1,··· ,ta−1,ta
)
· ∏
t≤tN+1
2
jN
[ α1,··· ,αN ,·
t1,··· ,tN ,t
]
a
α1,··· ,αN
t1,··· ,tN ,t
 ·
 ∏
t>tN+1
2
µNN
[ α1,··· ,αN ,·
t1,··· ,tN ,t
] .
By the operator van der Corput Lemma 2.5, we get∥∥∥W σ1,σ2,··· ,σNj,k,µ1,··· ,µN∥∥∥ ≤ C(|λ| inf ∣∣S′′xy(x, y)∣∣ )−1/2 (2jAr)Re (z)
with the infimum taken over the support of W σ1,σ2,··· ,σNj,k,µ1,··· ,µN . The size estimate gives∥∥∥W σ1,σ2,··· ,σNj,k,µ1,··· ,µN∥∥∥ ≤ (2jAr)Re (z) 2µN /2 (2µN 2−j(at1−1))1/2 .
Let θ = (1+Br)
−1. If we take a convex combination of the above two estimates, we see that
the exponent of 2µN is
−
1
2
∑
t≥tN+1
[
α1, · · · , αN , ·
t1, · · · , tN , t
]
θ + 1− θ ≥ −
1
2
Brθ +Brθ ≥ 0.
Since aα1,··· ,αNt1,t2,··· ,tN+1+1j ≪ µN ≪ a
α1,··· ,αN
t1,··· ,tN+1
j ≤ 0, we can apply Lemma 2.6 to the summation
Wj,k =
∑
µN
W σ1,··· ,σNj,k,µ1,··· ,µN . Therefore it suffices to show that each term of the convex combination
is bounded by a constant multiple of |λ|
− 1
2(1+Br) . In fact, by the fact µN ≤ µ1∧µ2∧· · ·∧µN−1+
O(1), the L2 operator norm ‖W σ1,··· ,σNj,k,µ1,··· ,µN ‖ is bounded by a constant multiple of[(
|λ| inf |S′′xy(x, y)|
)−1/2
(2jAr)Re (z)
]θ [
(2jAr)Re (z)2µN /2
(
2µN 2−j(at1−1)
)1/2]1−θ
≤ C
(
|λ|2
µN (Ar/a
α1···αN
t1···tN+1
+Br)
)−θ/2(
2
µNAr/a
α1···αN
t1···tN+1
)Re (z)(
2µN /22
µNAr/2a
α1···αN
t1···tN+1
)1−θ
≤ C|λ|
− 1
2(1+Br)
since the exponent of 2µN in the last inequality is equal to
−
Ar
aα1···αNt1···tN+1
·
θ
2
−
Brθ
2
+
1
aα1···αNt1···tN+1
(Ar −Br) ·
θ
2
+
Brθ
2
+
Brθ
2aα1···αNt1···tN+1
= 0.
The above argument applies without essential change for other ranges of µN .
Subcase (iii–2) 1 ≤ t1 ≤ r.
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The argument is more delicate in this subcase. In what follows, our treatment is somewhat
different depending on whether at1 ≥ 1 or not.
Assume now at1 ≥ 1. We first insert Φ(σ1(y − C
α1
t1 x
at1 )/2µ1) into Wj,k and then obtain
smaller pieces W σ1j,k,µ1. If µ1 satisfies µ1 ≥ k − N0 for some large positive integer N0, then we
choose an arbitrary α′1 6= α1 and further decompose W
σ1
j,k,µ1
into smaller pieces W σ1,σ2j,k,µ1,µ2 by
insertion of Φ(σ2(y − C
α′1
t1 x
at1 )/2µ2) into W σ1j,k,µ1 . Without loss of generality, we only consider
µ1 ≪ k such that on the support of W
σ1
j,k,µ1
,
∣∣y − Cαt1xat1 ∣∣ ≈ 2k for α 6= α1. Note that µ1 ≪ k
also implies Cα1t1 ∈ R if N0 is sufficiently large. Now there are four different ranges for µ1:
(i) aα1t1,1j ≪ µ1 ≪ at1j;
(ii) aα1t1,t+1j ≪ µ1 ≪ a
α1
t1,tj, 1 ≤ t ≤N
[ α1
t1
]
− 1;
(iii) µ1 ≪ a
α1
t1,tj with t = N
[ α1
t1
]
;
(iv) µ1 = a
α1
t1,tj +O(1) for some 1 ≤ t ≤ N
[ α1
t1
]
.
In the previous three cases, each operator W σ1j,k,µ1 is nondegenerate and our resolution of sin-
gularities is complete. Hence we need only consider the case (iv). More precisely, we assume∣∣µ1 − aα1t1,t2j∣∣ . 1. Then we further insert Φ(σ2(y−Cα1t1 xat1 −Cα1,α2t1,t2 xaα1t1,t2 )/2µ2) intoW σ1j,k,µ1 and
denote this new operator by W σ1,σ2j,k,µ1,µ2 . For the same reason as for µ1, we may assume µ2 ≪ µ1
such that for α 6= α2, |y − C
α1
t1 x
at1 − Cα1,αt1,t2 x
a
α1
t1,t2 | ≈ 2µ1 in the support of W σ1,σ2j,k,µ1,µ2 .
Generally, ifW
σ1,σ2,··· ,σp
j,k,µ1,··· ,µp
has been defined and µp lies in the range µp = a
α1,··· ,αp
t1,··· ,tp+1j+O(1), we
choose an index αp+1 and insert Φ
(
σp+1(y−
∑p+1
i=1 C
α1,··· ,αi
t1,··· ,ti
xa
α1,··· ,αi−1
t1,··· ,ti )/2µp+1
)
intoW
σ1,··· ,σp
j,k,µ1,··· ,µp
.
In this way, we obtain a new operator W
σ1,··· ,σp+1
j,k,µ1,··· ,µp+1
. Similar to our discussion for µ1, there are
also four possible ranges for µp+1.
Now we assume the decomposition process stops in the N -th step. Then µN must satisfy
one of the following restrictions:
(i) aα1,··· ,αNt1,··· ,tN ,1j ≪ µN ≪ µN−1j;
(ii) aα1,··· ,αNt1,··· ,tN ,tN+1+1j ≪ µN ≪ a
α1,··· ,αN
t1,··· ,tN+1
j for some 1 ≤ tN+1 ≤ N
[ α1,··· ,αN
t1,··· ,tN
]
− 1 and
1 ≤ αN ≤ N
[ α1,··· ,αN−1,·
t1,··· ,tN−1,tN
]
;
(iii) µN ≪ a
α1,··· ,αN
t1,··· ,tN+1
j with tN+1 = N
[ α1,··· ,αN
t1,··· ,tN
]
;
(iv) For some t we have µN = a
α1,··· ,αN
t1,··· ,tN ,t
j +O(1), and for all α
∣∣∣y − N∑
i=1
Cα1,··· ,αit1,··· ,ti x
a
α1···αi−1
t1···ti − Cα1,··· ,αN ,αt1,··· ,tN ,t x
a
α1···αN
t1···tN t
∣∣∣ ≈ 2µN , (x, y) ∈ supp (W σ1,··· ,σNj,k,µ1,··· ,µN ).
By our assumption, W σ1,··· ,σNj,k,µ1,··· ,µN is nondegenerate such that both the Hessian S
′′
xy and the
damping factor D are bounded from below and above by positive constants.
Now we are going to prove the desired L2 decay estimate for
∑
W σ1,··· ,σNj,k,µ1,··· ,µN with the sum-
mation taken over the above range (ii). Other cases can be treated in the same way. Before our
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application of the almost orthogonality estimate in Lemma 2.2, we shall verify all assumptions
there for W σ1,··· ,σNj,k,µ1,··· ,µN and W
σ1,··· ,σN
j,k,µ1,··· ,µ′N
. Consider the domain Ωσ1,··· ,σNj,k,µ1,··· ,µN which consists of all
points (x, y) satisfying
2j−1 ≤ x ≤ 2j+1, 2k−1 ≤ y ≤ 2k+1, 2µt−1 ≤ σt
(
y −
t∑
i=1
Cα1,··· ,αit1,··· ,ti x
a
α1···αi−1
t1···ti
)
≤ 2µt+1
for 1 ≤ t ≤ N . It is easy to see that this domain is horizontally and vertically convex. We also
define its expanded domain by
Ωσ1,··· ,σN ∗j,k,µ1,··· ,µN : 2
j−1 − ǫ2j ≤ x ≤ 2j+1 + ǫ2j , 2k−1 − ǫ2k ≤ y ≤ 2k+1 + ǫ2k,
2µt−1 − ǫ2µt ≤ σt
(
y −
t∑
i=1
Cα1,··· ,αit1,··· ,ti x
a
α1···αi−1
t1···ti
)
≤ 2µt+1 + ǫ2µt for 1 ≤ t ≤ N
for sufficiently small ǫ > 0. By direct verification as in (2.5) and (2.6), one can see that
Ωσ1,··· ,σN ∗j,k,µ1,··· ,µN satisfies all assumptions in Definitions 2.4 and 2.5 and hence it becomes an expanded
domain for Ωσ1,··· ,σNj,k,µ1,··· ,µN . For sufficiently small ǫ, all assumptions in Lemma 2.2 are also true for
the above expanded domain.
By Lemma 2.2, the L2 operator norm of W σ1,··· ,σNj,k,µ1,··· ,µNW
σ1,··· ,σN ∗
j,k,µ1,··· ,µ
′
N
is bounded by a constant
multiple of[
|λ|2jAt1−12kBt1
∏
α6=α1
2
kN
[
α
t1
]∏
l<t2
2
N
[ α1,·
t1,l
]
a
α1
t1,l
j ∏
l>t2
2
N
[ α1,·
t1,l
]
µ1
∏
α6=α2
2
µ1N
[ α1,α
t1,t2
]
· · ·
∏
l≤tN+1
2
jN
[ α1,··· ,αN ,·
t1,··· ,tN ,l
]
a
α1,··· ,αN
t1,··· ,tN ,l
∏
l>tN+1
2
N
[ α1,··· ,αN ,·
t1,··· ,tN ,l
]
µN
]−1[
2jm2
∑
l<t1
N
[
·
l
]
alj
·
2
k
∑
r≥l>t1
N
[
·
l
]
·
∏
α6=α1
2
kN
[
α
t1
]∏
l<t2
2
N
[ α1,·
t1,l
]
a
α1
t1,l
j
2
∑
l>t2
N
[ α1,·
t1,l
]
µ1
·
∏
α6=α2
2
µ1N
[ α1,α
t1,t2
]
· · · · ·
∏
l≤tN+1
2
jN
[ α1,··· ,αN ,·
t1,··· ,tN ,l
]
a
α1,··· ,αN
t1,··· ,tN ,l
∏
l>tN+1
2
N
[ α1,··· ,αN ,·
t1,··· ,tN ,l
]
µN+µ
′
N
2
]2Re (z)
. (3.22)
The size estimate gives us the following bound of the operator norm of W σ1,··· ,σNj,k,µ1,··· ,µNW
σ1,··· ,σN ∗
j,k,µ1,··· ,µ
′
N
.
C
[
2mj2
∑
l<t1
N
[
·
l
]
alj
2
k
∑
r≥l>t1
N
[
·
l
]
·
∏
α6=α1
2
kN
[
α
t1
]
2
∑
l<t2
N
[ α1,·
t1,l
]
a
α1
t1,l
j
2
∑
l>t2
N
[ α1,·
t1,l
]
µ1
·
∏
α6=α2
2
µ1N
[ α1,α
t1,t2
]
· · · · ·
∏
l≤tN
2
jN
[ α1,··· ,αN−1,·
t1,··· ,tN−1,l
]
a
α1,··· ,αN−1
t1,··· ,tN−1,l2
µN−1
∑
l>tN
N
[ α1,··· ,αN−1,·
t1,··· ,tN−1,l
]
∏
α6=αN
2
µN−1N
[ α1,··· ,αN−1,·
t1,··· ,tN−1,tN
]
2
j
∑
l≤tN+1
N
[ α1,··· ,αN ,·
t1,··· ,tN ,l
]
a
α1,··· ,αN
t1,··· ,tN ,l
2
∑
l≥tN+1+1
N
[ α1,··· ,αN ,·
t1,··· ,tN ,l
]
µN+µ
′
N
2
]2Re (z)
2µN /2
(
2µN 2−j(at1−1)
)1/2
· 2µ
′
N /2
(
2µ
′
N 2−j(at1−1)
)1/2
. (3.23)
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By a convex combination, we see that the L2 operator norm of W σ1,··· ,σNj,k,µ1,··· ,µNW
σ1,··· ,σN ∗
j,k,µ1,··· ,µ′N
is
bounded by a constant multiple of the product of terms 2−jδj , 2−kδk , 2−µ1δµ1 , · · · , 2−µN δµN and
2−µN′ δµN′ . Since at1 ≥ 1, it is clear that δj ≥ 0. Then it follows that 2
−jδj is bounded by a
constant multiple of
(
2
−k
At1−1
at1 2
−µ1
∑
l<t2
N
[ α1,·
t1,l
] aα1
t1,l
a
α1
t1,t2 · · · 2
−µN
∑
t≤tN+1
N
[ α1,··· ,αN ,·
t1,··· ,tN ,t
] aα1,··· ,αNt1,··· ,tN ,t
a
α1,··· ,αN
t1,··· ,tN ,tN+1
)Br
Ar
θ
2−kBrθ2
k
at1
Brθ
≤C
(
2
−µN
At1−1
at1
−µN
∑
l<t2
N
[ α1,·
t1,l
]
· · · 2
−µN
∑
t≤tN+1
N
[ α1,··· ,αN−1,·
t1,··· ,tN−1,l
])Br
Ar
θ
2−µNBrθ2
µN
at1
Brθ
. (3.24)
Similarly, we can give an upper bound for 2−kδk as follows.
2−kδk ≤ C2−µNBrθ2
−µN
(
r∑
t=t1+1
N
[
·
l
]
+
∑
α6=α1
N
[
α
t1
])
(θ−2Re (z))
≤ C2−µNBrθ2
−µN
(
r∑
t=t1+1
N
[
·
l
]
+
∑
α6=α1
N
[
α
t1
])
Brθ
Ar
. (3.25)
It is easy to see that δµt ≥ 0 for 1 ≤ t ≤ N − 1. The above decomposition procedure implies
µp ≤ µ1 ∧ µ2 ∧ · · · ∧ µp−1+O(1). Hence 2
−µtδµt . 2−µN δµt . Combining this estimate with (3.24)
and (3.25), we see that the sum of the exponents of 2µN is equal to
−
[(
m+
∑
t<t1
N
[
·
l
]
al
)/
at1 +
∑
t<t2
N
[ α1,·
t1,t
]
+ · · ·+
∑
t≤tN+1
N
[ α1···αN ·
t1···tN t
] ]Br
Ar
θ −Brθ +
1
at1
Brθ−
Brθ −
( r∑
t=t1+1
N
[
·
l
]
+
r∑
α6=α1
N
[ α
t1
] )Br
Ar
θ − · · · −
∑
t>tN+1
N
[ α1···αN ·
t1···tN t
]
Re (z) + 1− θ
= −
[(
m+
∑
t<t1
N
[
·
l
]
al
)/
at1 +
r∑
t=t1
N
[
·
t
] ]Br
Ar
θ −Brθ +
1
at1
Brθ −
∑
t>tN+1
N
[ α1···αN ·
t1···tN t
]
Re (z)
≥ −
Ar
at1
·
Br
Ar
θ −Brθ +
1
at1
Brθ −
∑
t>tN+1
N
[ α1···αN ·
t1···tN t
]
Re (z)
= −(1− θ)−
∑
t>tN+1
N
[ α1···αN ·
t1···tN t
]
Re (z).
As a result, we have ∥∥∥W σ1,··· ,σNj,k,µ1,··· ,µNW σ1,··· ,σN ∗j,k,µ1,··· ,µ′N∥∥∥ ≤ C|λ|−θ2−|µN−µ′N |δ (3.26)
with δ given by
δ =
∑
t>tN+1
N
[ α1,··· ,αN ,·
t1,··· ,tN ,t
]
Re (z) + (1− θ) > 0.
A similar estimate is also true for W σ1,··· ,σN ∗j,k,µ1,··· ,µNW
σ1,··· ,σN
j,k,µ1,··· ,µ′N
.
It remains to treat the case 0 < at1 < 1. The above argument, with at1 ≥ 1, does not
apply here and some modifications are needed. In fact, the above size estimate produces a
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term 2−j(at1−1) and the exponent of 2j , appearing in the convex combination of the oscillation
estimate (3.22) and the size estimate (3.23), may not be negative for 0 < at1 < 1. Hence the
estimate (3.24) is not generally true. Since S is a real-analytic function near the origin, there
exists a non-vanishing real-analytic function V such that∏
rν∈Ψ
[
·
t1
](y − rν(x)) = V (x, y)
∏
(x− h(y)), (3.27)
where h(y) is a Puiseux series in y of form
h(y) = dα1l1 y
bl1 + dα1,α2l1,l2 y
b
α1
l1,l2 + · · · + dα1,··· ,αNl1,··· ,lN y
b
α1,··· ,αN−1
l1,··· ,lN + o(y
b
α1,··· ,αN−1
l1,··· ,lN ), bl1 =
1
at1
.
Now we shall prove this equality. By Theorem 2.7, the left side of the equality is conjugation
invariant in x. Hence the left side is a real-analytic function near the origin; see Lemma 1.2.1
(p18) in [2] and Remark 3.1. Now it is clear that the equality is an immediate consequence of
Theorem 2.7 with the roles of x and y changed. Moreover, by the Newton-Puiseux algorithm in
the proof of the Puiseux theorem (see [2]), we also have bl1 =
1
at1
.
With the equality (3.27), in the case |k−at1j| . 1 considered above, we have |j−k/at1 | . 1.
The argument in this case is the same as that of the case at1 ≥ 1 with the roles of x and y
interchanged. Thus we can also obtain the desired L2 decay estimate. Therefore the proof of
Theorem 3.2 is complete. ✷
4 Damped Oscillatory Integral Operators with Critical Nega-
tive Exponents
Consider the following damped oscillatory integral operator
Wzf(x) =
∫ +∞
−∞
eiλS(x,y)|D˜(x, y)|zϕ(x, y)f(y)dy, (4.28)
where D˜ is slightly different from D in (3.18), depending on whether D is of the form
D(x, y) = (y − rν(x))
d (4.29)
where rν(x) = C1x+ o(x) for some C1 6= 0.
As in Section 3, we shall decompose Wz into smaller pieces Wj,k by insertion of Φ(
x
2j
)Φ( y
2k
)
into Wz. Here, we need only consider Wz in the first quadrant since the same argument applies
without essential change in other quadrants.
For clarity, we assume ϕ is supported in the unit square [−1/2, 1/2]2 . Hence Wj,k = 0 for
j ≥ 0 or k ≥ 0. Recall that Wj,k is defined by
Wj,kf(x) =
∫ +∞
−∞
eiλS(x,y)|D˜(x, y)|zΦ
( x
2j
)
Φ
( y
2k
)
ϕ(x, y)f(y)dy, Re (z) = −
1
Ar
. (4.30)
Consider first the simplest case r = 0. Then D(x, y) = xm and Ar = m. In this case, let
D˜(x, y) = D(x, y). It is clear that |Wzf(x)| ≤ C|x|
−1‖f‖L1 . Hence Wz is bounded from L
1 into
L1,∞. As we shall see in Section 5, we can deduce the desired Lp estimate by Lemma 2.3.
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Now assume r ≥ 1 throughout the rest of this section. In what follows, we will decompose
Wz as three parts W
(1)
z , W
(2)
z and W
(3)
z as follows.
W (1)z =
∑
k≤arj−N0
Wj,k, W
(2)
z =
∑
arj−N0<k<a1j+N0
Wj,k, W
(3)
z =
∑
k≥a1j+N0
Wj,k,
where N0 is a large positive integer. Our choice of damping factors in W
(i)
z may be different,
depending on whether D is of the form (4.29). More precisely, for W
(1)
z and W
(3)
z , we always
define
D˜(x, y) = D(x, y) = xm
r∏
l=1
∏
rν∈Ψ[
·
l ]
(y − rν(x)).
For W
(2)
z , if D is not of the form (4.29) then set D˜(x, y) = D(x, y) as above; otherwise, we shall
define
D˜(x, y) =
(
|λ|2kB1
)− N[ ·1 ]
N
[
·
1
]
+2
+
∏
rν∈Ψ
[
·
1
] |y − rν(x)| (4.31)
and introduce a variant H1E of the Hardy space H
1 to establish the H1E → L
1 estimate. In
the definition of H1E, we shall need a relevant fact. Recall that D is a real-analytic function,
as pointed out in Remark 3.1. If D is of the form (4.29), then rν is a power series with real
coefficients since D is real-valued.
Definition 4.1 Let Ik := [2
k−1, 2k+1] for k ∈ Z. We say that a measurable function a is
an H1E(Ik) atom associated with the phase λS if there exists an interval I ⊆ Ik such that (i)
supp (a) ⊆ I; (ii) ‖a‖L∞ ≤ |I|
−1; (iii)
∫
I e
iλS(r−1ν (cI ),y)a(y)dy = 0 for some root rν in Ψ
[
·
1
]
,
where r−1ν is the inverse of the root rν on a small neighborhood of the origin.
The space H1E(Ik) is the set of all functions f ∈ L
1, supported in Ik, which can be written as
f =
∑
j∈Z
λjaj, (4.32)
where each aj is an H
1
E(Ik) atom. The norm in H
1
E is defined to be
‖f‖H1E
= inf
{∑
j
|λj| : f =
∑
j
λjaj
}
with the infimum taken over all sequences {λj} such that (4.32) holds.
With the above preliminaries, we have the following theorem.
Theorem 4.1 Assume W
(i)
z are defined as above with z ∈ C having real part Re (z) = −
1
Ar
.
Then there exists a constant C such that
‖W (1)z f‖L1,∞ ≤ C‖f‖L1 , ‖W
(3)
z f‖L1 ≤ C‖f‖L1 .
If D is not of the form (4.29), then W
(2)
z is bounded from L1 into itself with the operator norm
independent of λ; otherwise, it is true that
‖W (2)z f‖L1 ≤ C‖f‖H1E(Ik)
.
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Proof. It is more convenient to divide the argument into several cases.
Case (i) k≪ arj.
It is clear that |D˜(x, y)| ≈ |x|Ar for (x, y) ∈ supp (W
(1)
z ). Hence W
(1)
z is bounded from L1
into L1,∞.
Case (ii) k≫ a1j.
On the support of the operator W
(3)
z , one has |D˜(x, y)| ≈ xmy
∑r
l=1 N
[
·
l
]
. For |y| ≤ 1,∫
|y|≫|x|a1
|D˜(x, y)|−
1
Ar dx . y
−
r∑
l=1
N
[
·
l
]
/Ar
y
1
a1
(1− m
Ar
)
. 1,
where we have used the fact −
∑r
l=1N
[
·
l
]
/Ar + 1/a1(1−m/Ar) ≥ 0. By Fubini’s theorem, we
see that W
(3)
z is bounded on L1.
Case (iii) at0+1j≪ k≪ at0j for some 1 ≤ t0 ≤ r− 1.
Define Wat0+1j≪k≪at0j by taking the summation
∑
Wj,k over all of the above integers j, k.
In this case,
|D˜(x, y)| ≈ xAt0
r∏
t=t0+1
y
N
[
·
t
]
.
Then we have, for |y| ≤ 1,
∫
|x|
at0+1≪|y|≪|x|
at0
|D˜(x, y)|−
1
Ar dx .
∫
|x|
at0+1≪|y|≪|x|
at0
(
xAt0
r∏
t=t0+1
y
N
[
·
t
])− 1Ar
dx
.
r∏
t=t0+1
y
−N
[
·
t
]
/Ary
1
at0+1
(
1−
At0
Ar
)
. 1
since
−
r∑
t=t0+1
N
[
·
t
]
Ar
+
1
at0+1
(
1−
At0
Ar
)
=
1
at0+1
·
1
Ar
(
Ar −At0 −
r∑
t=t0+1
N
[
·
t
]
at0+1
)
≥ 0.
Case (iv) k = at0j+O(1) for some 1 ≤ t0 ≤ r.
We shall break this case into several subcases for convenience.
Subcase (a) m > 0 or r ≥ 2.
If we first integrate |D˜(x, y)|−
1
Ar with respect to x, then we have∫
|x|≈|y|
1
at0
|x|−
m
Ar
r∏
l=1
∏
rν∈Ψ[
·
l ]
|y − rν(x)|
− 1
Ar dx
.
r∏
t=t0+1
y
−N
[
·
t
]
/Ar
∫
|x|≈|y|
1
at0
|x|−
m
Ar
t0∏
l=1
∏
rν∈Ψ[
·
l ]
|y − rν(x)|
− 1
Ar dx
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.r∏
t=t0+1
y
−N
[
·
t
]
/Ar |y|
−
At0−1
at0
Ar
∫
|x|≈|y|
1
at0
∏
rν∈Ψ[
·
t0 ]
|y − rν(x)|
− 1
Ar dx.
By a change of variables, we have∫
|x|≈|y|
1
at0
∏
rν∈Ψ[
·
t0 ]
|y − rν(x)|
− 1
Ar dx . |y|
1/at0−N
[
·
t0
]
/Ar .
On the other hand, it is easy to see that
−
At0−1
at0Ar
−
r∑
t=t0
N
[
·
t
]
/Ar +
1
at0
≥ −
1
at0
·
1
Ar
· Ar +
1
at0
= 0.
This implies that the operator
∑
k=at0 j+O(1)
Wj,k is bounded on L
1.
Subcase (b) m = 0 and r = 1.
As classified in Section 3, all of the roots rν ∈ Ψ
[
·
1
]
are of form rν(x) = C
α
1 x
a1 + o(xa1).
Recall that we have pointed out that two roots rν and rν′ may be different even though their
leading coefficients Cα1 and C
α′
1 are the same.
If the leading exponent a1 < 1, then there exist at least two different coefficients C
α
1 of
the leading term xa1 . The reason is that the product
∏
α(y − C
α
1 x
a1) is just the polynomial
associated with the edge E on the boundary ∂N(S) of N(S) with slope −1/a1. In this case,
all roots rν have the same order x
a1 , and two different roots have also distance of order xa1 .
By a similar argument as in Subcase (a), we can prove that the integral of |D˜(x, y)|−1/A1 over
|x| ≈ |y|1/a1 , with respect to x, is bounded by a constant independent of y.
For a1 > 1, by a simple change of variables, one can see that, for each root rν ,
sup
|y|≤1
∫
|x|≈|y|1/a1
|y − rν(x)|
−1/a1dx < +∞
with the bound independent of y. By Ho¨lder’s inequality, we have
sup
|y|≤1
∫ ∏
rν∈Ψ
[
·
1
] |y − rν(x)|−1/A1dx ≤
∏
rν∈Ψ
[
·
1
]
(
sup
|y|≤1
∫
|y − rν(x)|
−1/a1dx
)a1/A1
< +∞,
where both integrals are taken over |x| ≈ |y|1/a1 .
Now we deal with the case a1 = 1. By our resolution of roots in Section 3, we can decompose
Wj,k into smaller pieces of nondegenerate operators, i.e., Wj,k =
∑
W σ1,··· ,σNj,k,µ1,··· ,µN . On the support
of these operators, the size of S′′xy is bounded from both above and below by positive constants.
• If the cluster Ψ
[ α1, ··· , αN−1, αN
t1, ··· , tN−1, tN
]
contains at least two different roots, then W σ1,σ2,··· ,σNj,k,µ1,µ2,··· ,µN
is defined as Wj,k with insertion of the following cut-off function
N∏
i=1
Φ
(
σt
(
y − Cα1t1 x
at1 − · · · − Cα1,··· ,αit1,··· ,ti x
a
α1,··· ,αi−1
t1,··· ,ti
)
/2µi
)
.
23
• Otherwise if the cluster Ψ
[ α1, ··· , αN−1, αN
t1, ··· , tN−1, tN
]
includes only one root with its multiplicity,
then W σ1,··· ,σNj,k,µ1,··· ,µN is obtained by insertion of the following cut-off function into Wj,k:
N−1∏
i=1
Φ
(
σt
(
y − Cα1t1 x
at1 − · · · −Cα1,··· ,αit1,··· ,ti x
a
α1,··· ,αi−1
t1,··· ,ti
)
/2µi
)
· Φ
(
σN
(
y − rν(x)
)
/2µN
)
,
where rν is the root (with its multiplicity) in the cluster Ψ
[ α1, ··· , αN−1, αN
t1, ··· , tN−1, tN
]
.
In the first case, we must have one of the following statements.
(α) µN ≫ a
α1,··· ,αN
t1,··· ,tN+1
j with tN+1 = 1 or µN ≪ a
α1,··· ,αN
t1,··· ,tN ,tN+1
with tN+1 = N
[ α1,··· ,αN
t1,··· ,tN
]
.
(β) aα1,··· ,αNt1,··· ,tN+1+1j ≪ µN ≪ a
α1,··· ,αN
t1,··· ,tN+1
j for some 1 ≤ tN+1 ≤ N
[ α1,··· ,αN
t1,··· ,tN
]
− 1.
(γ) µN = a
α1,··· ,αN
t1,··· ,tN+1
j +O(1) and on the support of W σ1,··· ,σNj,k,µ1,··· ,µN it is true that for all α∣∣∣y − N∑
i=1
Cα1,··· ,αit1,··· ,ti x
a
α1,··· ,αi−1
t1,··· ,ti − Cα1,··· ,αN ,αt1,··· ,tN ,tN+1x
a
α1,··· ,αN
t1,··· ,tN ,tN+1
∣∣∣ ≈ 2µN .
Note that at1 = t1 = 1 here and we do not write it explicitly to lighten the notation.
Assume we are in the case (β). On the support of W σ1,σ2,··· ,σNj,k,µ1,µ2,··· ,µN , the size of D˜ (equal to D)
is equivalent to∏
α6=α1
2
kN
[
α
1
] ∏
t<t2
2
jN
[
α1 ·
t1 t
]
a
α1
t1,t
∏
t>t2
2
µ1N
[
α1 ·
t1 t
] ∏
α6=α2
2
µ1N
[
α1 α
t1 t2
]
· · ·
∏
t≤tN+1
2
jN
[
α1 α2 ··· αN ·
t1 t2 · tN t
]
a
α1,α2,··· ,αN
t1,t2,··· ,tN ,t
∏
t>tN+1
2
µNN
[
α1 α2 ··· αN ·
t1 t2 · tN t
]
.
On the other hand, by our resolution of roots, one has
2k ≈ 2jat1 , 2µ1 ≈ 2ja
α1
t1,t2 , · · · , 2µN−1 ≈ 2
ja
α1,α2,··· ,αN−1
t1,t2,··· ,tN . (4.33)
Hence the size of D˜ is not less than a constant multiple of
2
ja
α1,α2,··· ,αN
t1,t2,··· ,tN+1
(
N
[
·
1
]
−
∑
t>tN
N
[ α1, ··· , αN , ·
t1, ··· , tN ,t
])
2
µN
∑
t>tN
N
[ α1, ··· , αN , ·
t1, ··· , tN , t
]
.
By the size estimate, the horizontal cross sections of the support of W σ1,σ2,··· ,σNj,k,µ1,µ2,··· ,µN have size
. 2µN . Hence∑
µN
∫
R
∣∣∣W σ1,σ2,··· ,σNj,k,µ1,µ2,··· ,µN f(x)∣∣∣ dx .∑
µN
∫
R
2µN sup
(
|D˜(x, y)|
− 1
A1
)
|f(y)|dy .
∫
R
|f(y)|dy, (4.34)
where the above summations are taken over µN in the range (β). Note that the number of
µ1, · · · , µN−1 is bounded by a constant independent of j, k. Therefore Wj,k is bounded on L
1.
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Now we assume the cluster Ψ
[
α1, ··· , αN−1, αN
t1, ··· , lN−1, tN
]
contains only one root with certain multiplic-
ity. It suffices to study µN in the range µN ≪ a
α1,··· ,αN
t1,··· ,tN+1
j. In fact, by our assumption, there is
only one leading exponent aα1,··· ,αNt1,··· ,tN+1 . Hence the case µN ≥ a
α1,··· ,αN
t1,··· ,tN+1
j−K is essentially the same
as (α) discussed above. Since D is not of the form (y−rν(x))
d for some root rν(x) = C1x+o(x),
we can repeat the above argument step by step to prove that Wj,k is bounded on L
1.
Combining all above results, we have completed the proof of L1 boundedness forW σ1,σ2,··· ,σNj,k,µ1,µ2,··· ,µN
when the damping function D is not of the form (y − rν(x))
d.
It remains to consider the case D(x, y) = (y− rν(x))
d with rν(x) = C1x+ o(x). Here C1 6= 0
is a real number. By dilation, we may assume C1 = 1. Each root rν in Ψ
[
·
1
]
is a real Puiseux
series. In a small neighborhood of the origin, r′ν(x) is bounded from above and below by fixed
positive constants. Hence the inverse r−1ν is well defined. Now we are going to prove that
‖Wj,kf‖L1 ≤ C‖f‖H1E(Ik)
, Re (z) = −
1
A1
(4.35)
for each pair (j, k) ∈ Z2 satisfying j−N0 ≤ k ≤ j+N0. Here N0 denotes a large positive integer.
To prove the above H1E → L
1 estimate, we first need the following L2 estimate
‖Wj,k,f‖L2 ≤ C‖f‖L2 , j −N0 ≤ k ≤ j +N0, Re (z) = −
1
A1
.
Define W σj,k,l by inserting Φ
(
σ y−rν(x)
2l
)
into Wj,k. Then Wj,k =
∑
l
∑
σ=±W
σ
j,k,l. By the Schur
test, it suffices to consider those l ∈ Z such that
2
lN
[
·
1
]
≥
(
|λ|2kB1
)− N[ ·1 ]
N
[
·
1
]
+2
. (4.36)
By Lemma 2.5, we have ∥∥W σj,k,l∥∥ ≤ C (|λ|2lN[ ·1 ]2kB1)− 12 2−l.
Hence we have ∥∥∥∑
l
W σj,k,l
∥∥∥ ≤ C∑
l
(
|λ|2
lN
[
·
1
]
2kB1
)− 1
2
2−l ≤ C,
where the summation is taken over all l satisfying (4.36). Hence the above L2 estimate is true.
In what follows, it will be shown that ‖Wj,ka‖L1 ≤ C‖a‖H1E(Ik)
for all H1E(Ik) atoms a.
Assume a is an H1E(Ik) atom. Then there exists an interval I ⊆ Ik for which we have (i)
supp (a) ⊂ I; (ii) ‖a‖L∞ ≤ |I|
−1; (iii
∫
I e
iλS(r−1ν (cI),y)a(y)dy = 0.
Write I = (cI − δ, cI + δ) for some δ > 0. Now we define an interval J associated with I. If
|I| ≥
(
|λ|2kB1
)− 1N[ ·1 ]+2 , then set J = (r−1ν (cI)− 2δ, r−1ν (cI) + 2δ). Otherwise we define J as
J =
(
r−1ν (cI)− 2
(
|λ|2kB1
)− 1
N
[
·
1
]
+2
, r−1ν (cI) + 2
(
|λ|2kB1
)− 1
N
[
·
1
]
+2
)
.
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For the interval J , we claim that there exists a constant C > 0 such that
‖Wj,ka‖L1(J) ≤ C‖a‖H1E(Ik)
for all H1E(Ik) atoms a. In fact, by Cauchy-Schwarz’s inequality, we have
‖Wj,ka‖L1(r−1ν (cI )−2δ,r−1ν (cI)+2δ) ≤ (4δ)
1
2‖Wj,ka‖L2 ≤ Cδ
1
2‖a‖L2 ≤ C.
On the other hand, we also claim that there exists a constant C such that
‖Wj,ka‖L1(r−1ν (cI)−2δ˜,r−1ν (cI )+2δ˜) ≤ C,
with δ˜ =
(
|λ|2kB1
)− 1N[ ·1 ]+2 . Consider the integral kernel K(x, y) = |D(x, y)|− 1A1 χJ(x)χI(y). It
is easy to see that
sup
x
∫
R
|K(x, y)|dy ≤ C
(
|λ|2kB1
) 1
N
[
·
1
]
+2
|I|,
sup
y
∫
R
|K(x, y)|dx ≤ C
(
|λ|2kB1
) 1
N
[
·
1
]
+2
(
|λ|2kB1
)− 1
N
[
·
1
]
+2
≤ C.
By the Schur test, one has
‖Wj,ka‖L1(r−1ν (cI )−2δ˜,r−1ν (cI)+2δ˜)
≤ C
√
δ˜‖Wj,ka‖L2(r−1ν (cI )−2δ˜,r−1ν (cI)+2δ˜)
≤ C
√
δ˜
1√
δ˜
|I|
1
2 |I|−
1
2
≤ C.
Thus our above claim is true. Now it remains to show that ‖Wj,ka‖L1(Jc) ≤ C. We need the
following inequality.
sup
y∈I
∫
Jc
∣∣∣Φ( x
2j
)
Φ
( y
2k
)
|D˜(x, y)|zϕ(x, y) − Φ
( x
2j
)
Φ
( cI
2k
)
|D˜(x, cI)|
zϕ(x, cI)
∣∣∣ dx ≤ C.
Define Mj,k(x, y) = Φ
(
x
2j
)
Φ
( y
2k
)
ϕ(x, y). By the mean value theorem, it follows immediately
from k ≥ 0 that
|Mj,k(x, y)−Mj,k(x, cI)| ≤ ‖Φ‖∞‖Φ
′‖∞
|I|
2k
‖ϕ‖∞ + ‖Φ‖
2
∞‖∂yϕ‖∞|I| ≤ C|I|/2
k.
Observe that for x ∈ Jc, Φ(x/2j) 6= 0, y ∈ I, it is true that |y − rν(x)| ≈ |r
−1
ν (y) − x| ≥ C|I|.
Also, for y ∈ I and x ∈ Jc,
∣∣∣|D˜(x, y)|z − |D˜(x, cI)|z∣∣∣ ≤ C|I||x − r−1ν (cI)|−2. It is clear that for
x ∈ Jc we have
∣∣∣|D˜(x, y)|z∣∣∣ ≤ ∣∣x− r−1ν (cI)∣∣−1. Then we have∫
Jc∩Ij
∣∣∣Mj,k(x, y)|D˜(x, y)|z −Mj,k(x, cI)|D˜(x, cI)|z∣∣∣ dx
≤ C
∫
|I|≤|x−r−1ν (cI)|≤C2j
|I|
2k
|x− r−1ν (cI)|
−1dx+
∫
|x−r−1ν (cI)|≥|I|
|I|
|x− r−1ν (cI)|2
dx ≤ C.
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By the cancellation property of a, we have∣∣∣∣∫
I
eiλS(x,y)a(y)dy
∣∣∣∣ = ∣∣∣∣∫
I
[
eiλ(S(x,y)−S(x,cI )) − eiλ(S(r
−1
ν (cI),y)−S(r
−1
ν (cI),cI))
]
a(y)dy
∣∣∣∣
≤ C|λ||I||x− r−1ν (cI)|
N
[
·
1
]
+1
2kB1 , x ∈ Jc ∩ Ij.
Hence ∫
x∈Jc: |x−r−1ν (cI )|≤η
∣∣∣∣∫
I
eiλS(x,y)a(y)dy
∣∣∣∣ ∣∣∣Mj,k(x, cI)|D˜(x, cI)|z∣∣∣ dx
≤ C
∫
x∈Jc: |x−r−1ν (cI)|≤η
|x− r−1ν (cI)|
−1
∣∣∣∣∫
I
eiλS(x,y)a(y)dy
∣∣∣∣ dx
≤ C
∫
x∈Jc: |x−r−1ν (cI)|≤η
|λ||I|
∣∣∣x− r−1ν (cI)∣∣∣N
[
·
1
]
2kB1dx
≤ C|λ||I|η
N
[
·
1
]
+1
2kB1
Choose η > 0 such that |λ||I|η
N
[
·
1
]
+1
2kB1 = 1. Let µ = max{η, |I|} = max{η, 2δ}. Then we
have proved ‖Wj,ka‖L1(|x−r−1ν (cI )|≤µ) ≤ C. For x ∈ [2
j−1, 2j+1] and |x− r−1ν (cI)| > µ, it follows
from Lemma 2.4 that∑
µ≤2l.2j
∫
2l−1≤|x−r−1ν (cI)|≤2l+1
|x− r−1ν (cI)|
−1
∣∣∣∣∫
I
eiλS(x,y)a(y)dy
∣∣∣∣ dx
≤ C
∑
µ≤2l.2j
∫
1
2
≤|x|≤2
∣∣∣ ∫
[−1,1]
eiλS(2
lx+r−1ν (cI),δy+cI )δa(δy + cI)dy
∣∣∣dx
≤ C
∑
µ≤2l.2j
(
|λ|δ2
l
(
N
[
·
1
]
+1
)
2kB1
)−1/2
< +∞.
Combining all above results, we obtain the H1E → L
1 boundedness for Wj,k. Hence the proof of
the theorem is complete. ✷
5 Proof of Theorem 1.1
In this section, we shall prove Theorem 1 by interpolating the damping estimates in Sections 3
and 4.
Proof. By a duality argument, we can assume Ar ≥ Br in Theorem 3.1. Hence it suffices to
establish the Lp estimate (3.16) for Ar ≥ Br.
We first consider the case when the damping factor D in (3.18) is not of the form (4.29). As
in Section 4, it is more convenient to consider the following four cases separately.
Case (i) k ≫ a1j
In this case, we define D˜(x, y) = D(x, y) and W
(3)
z =
∑
j,kWj,k with the summation taken
over all above j, k. By Theorems 3.2 and 4.1, we have the L2 decay estimate
‖W (3)z f‖L2 ≤ C(1 + |z|
2)|λ|
− 1
2(1+Br) ‖f‖L2 , Re (z) =
Ar −Br
2Ar
·
1
1 +Br
(5.37)
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and the L1 → L1 estimate
‖W (3)z f‖L1 ≤ C‖f‖L1 , Re (z) = −
1
Ar
, (5.38)
where the above constants C are independent of λ and f . We shall point out that the L2 decay
estimate in Theorem 3.2 is also true for the three different partsW
(1)
z ,W
(2)
z andW
(3)
z , as defined
in Section 4. In the proof of Theorem 3.2, we have decomposed Wz suitably into different parts
and then proved L2 desired estimate for each of those parts. Hence the above L2 estimate (5.37)
for W
(3)
z also holds.
By Stein’s complex interpolation (see Stein [30]), we see that
‖W (3)z f‖Lpr ≤ C|λ|
− 1
Ar+Br+2‖f‖Lpr , pr =
Ar +Br + 2
Ar + 1
, Re (z) = 0. (5.39)
Case (ii) k ≪ arj
In this case, we shall modify our definition D˜ in Section 4. Indeed, let D˜(x, y) = |x|Ar and
W
(1)
z =
∑
Wj,k with the summation taken over all j, k satisfying k ≪ arj. It is easy to see that
|D(x, y)| ≈ |x|Ar in the support of W
(1)
z . With the same argument as in Section 3, one can show
that the L2 decay estimate (5.37) is also true for W
(1)
z . But W
(1)
z does not satisfy the L1 → L1
estimate (5.38). However, we can replace (5.38) by the following L1 → L1,∞ estimate:
‖W (1)z f‖L1,∞ ≤ C‖f‖L1 , Re (z) = −
1
Ar
. (5.40)
Using the interpolation technique in Lemma 2.3, we obtain the desired estimate (5.39) for W
(1)
z .
Case (iii) at+1j ≪ k ≪ atj for some 1 ≤ t ≤ r − 1.
We define W
(2)
z =
∑
Wj,k with the summation taken over all above j, k. In this case,
D˜(x, y) = D(x, y). As shown in Sections 3 and 4, we see that the same estimates as in Case (i)
are also true for W
(2)
z . An interpolation yields the desired Lp estimate.
Case (iv) k = atj +O(1) for some 1 ≤ t ≤ r.
Since we have assumed that D is not of the form (4.29), all estimates in Case (i) are true in
this case. The desired Lp decay estimate follows immediately.
Now we turn to the case in which D(x, y) = (y − rν(x))
d for some positive integer d and a
nontrivial root rν(x) = C1x + o(x). Here C1 is a nonzero real number. In this case, we need
only take care of Case (iv) as above since other cases can be treated in the same way.
Now we assume |j − k| ≤ N0 for some large N0 > 0. Let the damping factor D˜ be defined
as in (4.31). Similarly, we use W
(2)
z to denote the summation
∑
|j−k|≤N0
Wj,k. Then W
(2)
z still
satisfies (5.37). In Theorem 4.1, we have the following appropriate substitute of the L1 estimate
(5.38):
‖W (2)z f‖L1 ≤ C‖f‖H1E(Ik)
, Re (z) = −
1
N [ ·1 ]
. (5.41)
It should be pointed out that A1 = N [
·
1 ] in this case. Using the Fefferman-Stein sharp function
in [5] (see also [17] for a variant of this function), we see that an interpolation between L2 → L2
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and H1E → L
1 yields the desired estimate (5.39).
Combining all above results, we have completed the proof of Theorem 3.1. By interpolation,
one can see that the decay estimate (1.3) is sharp only if (k, l) is a vertex of N(S). Hence
Theorem 1.1 follows from Theorem 3.1.
✷
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