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TIGHT CYCLES IN HYPERGRAPHS
PETER ALLEN, JULIA BO¨TTCHER, OLIVER COOLEY, AND RICHARD MYCROFT
Abstract. We apply a recent version of the Strong Hypergraph Regularity Lemma
(see [1], [2]) to prove two new results on tight cycles in k-uniform hypergraphs.
The first result is an extension of the Erdo˝s-Gallai Theorem for graphs: For every
δ > 0, every sufficiently large k-uniform hypergraph on n vertices with at least (α+δ)
(
n
k
)
edges contains a tight cycle of length αn for any α ∈ [0, 1].
Our second result concerns k-partite k-uniform hypergraphs with partition classes of
size n and for each α ∈ (0, 1) provides an asymptotically optimal minimum codegree
requirement for the hypergraph to contain a cycle of length αkn.
1. Introduction and main results
Dirac’s Theorem states that a graph on n vertices with minimum degree at least n/2
contains a Hamilton cycle. This was subsequently strengthened by Bondy [3], who showed
that a graph on n vertices with a Hamilton cycle and at least n2/4 edges is either complete
bipartite or pancyclic, i.e. contains cycles of every length ` ≤ n. The famous Erdo˝s-Gallai
Theorem [5] states that for any integer d ≥ 3, any graph on n vertices which contains at
least (d− 1)(n− 1)/2 + 1 edges contains a cycle of length at least d.
Comparatively little is known about tight cycles in k-uniform hypergraphs. A k-
uniform hypergraph consists of a vertex set V and an edge set E ⊆ (V
k
)
. A tight cycle in
a k-uniform hypergraph is a cyclically ordered set of vertices such that any k consecutive
vertices form an edge. An approximate version of the analogue of Dirac’s theorem was
proved recently by Ro¨dl, Rucin´ski and Szemere´di [10] (and the same authors proved an
exact bound for 3-uniform hypergraphs in [11]). Towards a hypergraph analogue of the
Erdo˝s-Gallai Theorem, Gyo˝ri, Katona and Lemons [6] proved that a k-uniform hyper-
graph on n vertices with more than (αn − k)( n
k−1
)
edges contains a tight path on αn
vertices. Our first main result improves upon this by approximately a factor of k.
Theorem 1. For every positive δ and every integer k ≥ 3, there is an integer n∗ such
that the following holds for all α ∈ [0, 1]. If G is a k-uniform hypergraph on n ≥ n∗
vertices with e(G) ≥ (α+δ)(n
k
)
, then G contains a tight cycle of length ` for every ` ≤ αn
that is divisible by k.
We note that the asymptotic bound on the number of edges required is the best possible
bound that is linear in α, and the divisibility condition is also necessary for general α.
There are also graph results for balanced k-partite graphs (in which all partition classes
have the same size). For example, Moon and Moser [8] showed that in a bipartite graph
G with classes of size n, a Hamilton cycle is guaranteed if δ(G) ≥ n/2 + 1 (i.e. almost
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halving the degree condition in Dirac’s theorem). Best possible minimum degree bounds
for Hamiltonicity in balanced k-partite graphs were proved in [4].
Regarding k-partite, k-uniform hypergraphs (which have k vertex classes and in which
each edge contains exactly one vertex of each class), Ro¨dl and Rucin´ski [9] proved an
asymptotically approximate analogue of the result of Moon and Moser: For every δ > 0,
every sufficiently large k-partite, k-uniform hypergraph with each class of size n, and such
that each (k − 1)-set of vertices containing at most one vertex from each partition class
is contained in at least (1
2
+ δ)n edges, contains a tight Hamilton cycle.
We extend this result to an asymptotically best possible minimum codegree bound
guaranteeing the existence of tight cycles of various lengths.
Theorem 2. For every positive δ and every integer k ≥ 3 there is an integer n∗ such
that the following holds for each α ∈ [0, 1]. If G is a k-uniform k-partite hypergraph with
parts of size n ≥ n∗, such that any collection of k− 1 vertices, one in each of k− 1 parts
of G, lies in at least (α + δ)n edges of G, then
(a ) G contains a tight cycle of length ` for every ` ≤ αkn that is divisible by k, and
(b ) if α ≥ 1
2
then G contains a tight cycle of length ` for every ` ≤ (1 − δ)kn that is
divisible by k.
The minimum degree bounds in this theorem are easily seen to be asymptotically
best possible, and the divisibility condition is certainly necessary since the hypergraph is
k-partite.
2. The Regularity Method
The proofs of Theorems 1 and 2 rely on the regularity method, which we describe
briefly in this section.
For graphs, the method is based on the seminal Szemere´di Regularity Lemma which,
roughly speaking, says that any sufficiently large graph G may be partitioned into clusters
of vertices in such a way that, after deleting a few edges, all of the bipartite graphs
between two clusters are in some sense regular, meaning they satisfy certain pseudo-
random properties. This lemma has turned out to be an extremely powerful result,
underpinning a huge variety of different proofs in the forty years since it first appeared.
To aid in the application of the Regularity Lemma, we define the reduced graph R, an
auxiliary graph whose vertices are the clusters of G as provided by the regularity lemma
and with edges between clusters whenever there is a sufficiently dense regular bipartite
graph between them. It is an easy consequence of the precise definitions that the reduced
graph inherits many of the properties of the original graph, usually with only small error
terms. In particular, minimum and average degree conditions (proportional to the size
of the respective graph) are inherited by R (with only slightly weakened parameters).
A typical proof strategy using the regularity method is as follows: Given a graph G
with certain properties (e.g. large minimum degree), we seek some structure in G (e.g. a
long cycle).
• We apply the Regularity Lemma to obtain a reduced graph R inheriting many of the
properties of G (e.g. large minimum degree);
• We seek a related but simpler structure in R (e.g. a matching M in a connected
component of R);
• Finally, we use the pseudo-randomness properties of R to transfer this simpler structure
back to the more complicated structure we seek in G (e.g. by turning every edge of M
into a long path in G and connecting up the endpoints using the fact that they all lie
in one component of R).
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To help complete these last steps, the Regularity Lemma is complemented by various
embedding results including counting lemmas for the number of small subgraphs, embed-
ding lemmas for large subgraphs with some suitable restrictions, and extension lemmas
guaranteeing that embedded subgraphs can be extended to embed larger subgraphs.
For hypergraphs, there are various generalisations of the regularity lemma. However,
the versions of these which are strong enough to help with the problem of embedding
tight cycles present significant technical difficulty. In [2] we describe a new form of hyper-
graph regularity lemma, the Regular Slice Lemma, which avoids much of the complexity
associated with previous variants, but which is still sufficiently strong for most applica-
tions. In particular, we show that the Regular Slice Lemma allows us to define a reduced
hypergraph R inheriting many of the original properties of G (albeit in slightly weakened
form); we may then apply corresponding forms of counting lemmas, embedding lemmas
and extension lemmas for hypergraph regularity.
We do not go into details about the Regular Slice Lemma here, giving only an outline
of how it can be used to prove our main theorems. For more details, see [1] and [2].
3. Proof of Theorem 1
We now sketch the proof of Theorem 1. Given a hypergraph G on n vertices with at
least (α + δ)
(
n
k
)
edges, we first apply the Regular Slice Lemma which yields a reduced
k-uniform hypergraph R on r vertices with at least (α + δ/2)
(
r
k
)
edges.
In the previous section, we described an outline for a graph proof in which to embed a
cycle, we sought a large matching in a component of the reduced graph. Now to embed
a tight cycle in a k-uniform hypergraph, the correct generalisation is to seek a large
matching (i.e. a set of vertex-disjoint edges) in a tight component of R. Here a tight
component is a maximal subset C of the edges such that for any pair of edges e1, e2 ∈ C
there is a tight walk f1f2 . . . fm, where fi ∈ C, where |fi∩fi+1| = k−1 and where f1 = e1
and fm = e2. In other words, we can walk between any pair of edges of C using edges
which consecutively intersect in k − 1 vertices.
If we find a large matching in a tight component of R, then the various embedding
and extension lemmas which accompany the Regular Slice Lemma will allow us to extend
each edge of the matching to a long tight path which uses almost all of the vertices of the
corresponding clusters, and to join all these paths together using short connecting paths
within the walks of R that are guaranteed by the fact that the edges of the matching lie
in the same tight component. The length of this cycle will be approximately the number
of vertices of G lying in clusters of the matching in R. Thus the problem reduces to
finding a matching of size at least (α + δ/4)r/k in a tight component of R.
To do this, we first turn R into a k-complex R by taking the down-closure, i.e. for any
edge e of R and any f ⊆ e, f also becomes an edge. We now denote by Ei(R) the set
of edges of size i in R, and ei(R) := |Ei(R)|. Thus in particular Ek(R) = E(R). We
observe that ek−1(R) ≤
(
r
k−1
)
while
ek(R) ≥ (α + δ/2)
(
r
k
)
≥ (α + δ/3)rek−1(R)/k.
By averaging, there must exist a tight component C such that
ek(C) ≥ (α + δ/3)rek−1(C)/k.
We use this property to prove the existence of a large matching in C.
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Lemma 3. Let k, s be any natural numbers and let G be a k-complex in which
ek(G) ≥ (s− 1)ek−1(G) + 1 .
Then Ek(G) contains a matching with at least s edges.
Proof. We will assume that the vertices of G are the integers 1, . . . , r. An important
element in the proof is the notion of a compression Sij. For integers i < j, we define
Sij(G) to be the complex obtained from G by replacing every edge e containing j but not
i with the edge Sij(e) = E ∪ {i} \ {j}, unless Sij(e) already exists in G, in which case
e remains unchanged. It follows directly from the definitions that Sij(G) is a k-complex
with the same number of i-edges as G for each i and whose matching number in each
level is at most as large as that of G. We may therefore repeatedly apply compressions to
G until any further compressions have no effect on the complex, and it suffices to prove
the existence of a large matching in level k of the resulting complex. Equivalently, we
may assume that G is already fully compressed.
A second critical element is the following proposition, which says that if some j-edge
lies in few (j + 1)-edges, we may delete this j-edge and all edges containing it, while
maintaining the critical properties of the complex.
Proposition 4. Let k, s be any natural numbers and let G be a k-complex in which
ek(G) ≥ (s− 1)ek−1(G) + 1. Fix 0 ≤ j ≤ k − 1, and suppose that e ∈ Ej(G) lies in fewer
than (k − j)s edges of Ej+1(G). Let G ′ be the k-complex obtained by deleting e and any
edge of G which contains e from G. Then ek(G ′) ≥ (s− 1)ek−1(G ′) + 1.
The proof of this proposition is a simple application of the local LYM inequality to the
complex we delete – see [2] for details.
Combining this with our previous remarks, we observe that we may assume in Lemma 3
that the complex G is fully compressed and that every j-edge is contained in at least
(k − j)s edges of Ej+1(G).
Now the proof of Lemma 3 is a simple induction: We consider the vertices (k− 1)s+ i,
for i = 1, . . . , s. Each of these vertices lies in at least (k − 1)s edges of E2(G) and
in particular, since G is fully compressed, each forms a 2-edge with any vertex from
{1, . . . , (k − 1)s}. Thus the edges {(k − 2)s+ i, (k − 1)s+ i} form a matching in E2(G).
Continuing in this way, we show that for i = 1, . . . , s the edges
e(i) :=
{
i, s+ i, . . . , (k − 1)s+ i}
form a matching in Ek(G). This proves Lemma 3, and therefore also Theorem 1. 
4. Proof of Theorem 2
We first outline the proof of Theorem 2 (a ). Using the Regular Slice Lemma, once again
it would be sufficient to prove the existence of a large matching in a tight component
of the reduced graph R. In fact, we will prove the existence of a long tight path in
R. The reduced graph does not quite inherit the minimum degree conditions of G, but
nevertheless most partite sets of k− 1 vertices are contained in at least (α+ δ/2)r edges
of R, where r denotes the size of a partition class in R. The most useful k-edges of R
for finding a tight path are those in which every subset of size k − 1 satisfies this degree
condition. We call such edges excellent, and it follows from the Regular Slice Lemma
that almost all edges are excellent.
We now simply begin from some excellent edge and successively extend the tight path P
until this is no longer possible. More precisely, suppose we have a tight path P consisting
of excellent edges. Then the last (k − 1)-tuple of vertices satisfies the condition that it
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is contained in at least (α + δ/2)r edges and therefore at least αr excellent edges. Thus
providing we have used up less than αr vertices of the corresponding vertex class in R, we
can extend P using one more excellent edge. This process certainly continues until the
path has length αkr. The matching which we require in a tight component then simply
consists of every k-th edge of this tight path.
To prove Theorem 2 (b ) we have to be more careful, since the minimum degree condition
and the same procedure as above would only guarantee a tight path of half the required
length. Instead, we observe that it is enough to construct a perfect fractional matching
in a tight component of R, i.e. a set of weighted edges such that the sum of the weights
of the edges incident to each vertex is exactly one. However, the existence of a perfect
fractional matching can also be deduced from the minimum degree conditions using the
integer Farkas’ Lemma, and in fact with this minimum degree there can be only one tight
component (see [2] and [7] for details).
Thus in both cases we have a (fractional) matching of the required size in a tight
component of R, and thus by hypergraph regularity arguments, we can also find a tight
cycle of the required length.
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