This paper presents the results of a Monte Carlo study that compares the small sample performance of various unit root tests in short panels using simulated data that mimic the time series and cross sectional properties of commonly used firm level variables. Our conclusion is that in the presence of firm-level heteroskedasticity two methods are preferred, depending on the nature of the preferred alternative: the simplest method based on the ordinary least squares regression of the variable under consideration on its own lag and a version with a more complex alternative hypothesis suggested by Im, Pesaran, and Shin. The paper also reports the results of using these tests for sales, employment, investment, R&D and cash-flow in three panels of large French, Japanese and US manufacturing firms. In most cases our data reject the presence of a unit root in favor of a first order autoregressive model with a very high autoregressive coefficient, so high that fixed effects are of negligible additional importance in the model.
Introduction
In this paper, we investigate the properties of several unit root tests in short panel data models using simulated data that look like the data typically encountered in studies on firm behavior. This investigation arose from a previous exploration of a simple question: could we find a simple parsimonious model that accounts for the time series properties of key observable variables characterizing the behavior of individual firms: sales, employment, investment, R&D, and cash flow or profits in France, Japan and the United states. 1 We started from a fairly general autoregressive model in the spirit of Holtz-Eakin, Newey, and Rosen (1988) where the heterogeneity across firms is accounted by an individual-specific intercept or firm fixed effect and a firm-specific variance of the random disturbance. We proceeded in estimation by using the GMM methodology. Our estimates, however, were both imprecise and suggestive of the presence of finite sample bias. 2 We therefore investigated the properties of our estimator using two very simple but quite different data generating processes that approximated our data fairly well (random walk vs. fixed effect with no autoregression) and concluded that the first step in constructing a parsimonious univariate model for such data should probably be a test for stationarity, because the presence of a unit root will invalidate the commonly used GMM specification. 3 Testing for stationarity in panel data models is also per se a matter of interest and it can be more directly motivated. It seems fairly intuitive that, within the general class of models where heterogeneity is restricted to an individual fixed effect, the times series behavior of an individual variable should often be well approximated either as an autoregressive process with a small positive coefficient and large fixed effects or as an autoregressive process with a near-unit root and negligible individual fixed effects. Both alternatives can be nested in a single model, in which the test of the former against the latter is a panel data unit root test. One expects, however, that such test might not perform well in a short panel, owing in particular to the problem of unobserved initial conditions and incidental parameter estimation. Trying to assess the properties of the available tests in a realistic setting is therefore of practical importance.
In recent years the econometrics literature has proposed a number of tests for unit roots in panel data. We confine our attention to the six of them that are valid when the number T of time periods (years in our case) is small and the number N of individuals (firms in our case) is large, that is that are consistent when T is fixed and N→∞. 4 We describe these six tests in detail in section 2 of the paper. They vary in several dimensions: 1) the degree of heterogeneity across serial correlation, and non-normality, this test also allows for heterogeneity of trends and of the lag coefficient under the alternative hypothesis of no unit root.
In the paper, we present the results of a Monte Carlo study that compares the small sample performance of these tests using simulated data mimicking the time series and cross sectional properties of the firm sales, employment, investment, R&D, and cash flow variables in three panel data samples for French, Japanese and US manufacturing firms. The design and calibration of the simulations, which are based on the most persistent of these series, the R&D in the US, is explained in section 3. The results of the eight different Monte Carlo experiments are presented in section 4. Our tentative conclusion is that the simplest method, the OLS test based on the ordinary least squares regression of the variable considered on its own lag, may actually be the best for micro-data panels similar to ours. The OLS estimator is unbiased under the null of a unit root (when the fixed effect vanishes) and its estimated standard error can easily be corrected for both serial correlation and heteroskedasticity of the disturbances.
In section 5, we also report the results of using all six tests for the five variables in our three samples. In most cases our data reject nonstationarity in favor of stationarity, but with a very high autoregressive coefficient, so high that it is not necessary to include fixed effects in the model. We very briefly conclude in section 6.
Testing for Unit Roots in Panel Data: an Overview
The most general form of the model considered in this paper can be written as follows: 
That is, we consider the possibility of either an autoregressive model with a fixed effect or a random walk with drift. In both cases, we allow for individual and time-varying heteroskedasticity of a proportional form in addition. In some cases, the various tests described below are valid only for more restrictive versions of the model in equation (1). Table 1 provides a schematic view of the various unit root tests we consider and the assumptions under which they are valid. All the tests assume conditional independence across the units, and all except the OLS test allow for individual-specific means in estimation. The CMLE, IPS, and OLS tests can potentially accommodate a flexible correlation structure among the disturbances, as long as it is the same for all units. However, in this paper we have assumed throughout that the disturbances are serially uncorrelated (in the presence of the lagged dependent variable) and constructed our tests accordingly. With the possible exception of the investment and cash flow series, this assumption is satisfied by our real data series. 12 In the text that follows, we indicate how to modify the tests to accommodate serial correlation. 12 The autocorrelograms of the level and first-differenced series are shown in Figures 1 and 2 of Appendix B. The autocorrelation of the first differences at lag one is less than 0.25 for most of the series. For our "model" series, U.S. log R&D, the autocorrelation is -0.04.
The estimators associated with these tests allow for various degrees of heterogeneity in addition to the individual-specific means. In particular, all of them except the Harris-Tzavalis test and the homoskedastic version of the CMLE test allow the variance of the disturbances to be different for each unit. 13 The IPS tests, which are based on N individual regressions, allow both the trend and the serial correlation coefficient to vary across the units under the alternative, in addition to the mean and variance. We now describe the tests in somewhat more detail. Lancaster and Lindenhovius (1996) , Kruiniger (1999b) , and Binder, Hsiao, and Pesaran (2000) have independently pointed out that the conditional maximum likelihood estimate of the linear model with individual effects and a lagged dependent variable is well-identified and consistent even when there is a unit root, that is, even when the coefficient is one, although this value is on the boundary of the parameter space. This fact can be used to construct a likelihood ratio test of ρ =1 versus ρ <1.
Maximum Likelihood Methods with Homoskedastic Errors
14 The model to be estimated is the one given in equation (1), but with homoskedastic disturbances and without the time trend:
15 13 The H-T test could probably be modified to accommodate heteroskedasticity also, but the version we use here does not.
14 The consistency result is of considerable interest in its own right because the corresponding least squares (LSDV) estimator is neither consistent (as N→∞ ,T fixed) nor unbiased when ρ = 1. Appendix C contains a table of results for the OLS-levels, LSDV, and first-differenced OLS and IV for our simulated data. Except for level estimates of the models with no effects, the estimates are very far away from the true values. 
The null hypothesis is ρ = 1 and therefore no fixed effects. 
or, in differenced form,
Given normal disturbances, Dy i has the joint normal distribution with mean zero and variance-covariance matrix Σ = σ ε 2 DVρD' = σ ε 2 Φ and the joint log likelihood for this model is the following:
16 Higher order serial correlation of the disturbances can be allowed for by assuming that u it follows an autoregressive model with a unit root and an order p<T and deriving the appropriate V ρ matrix that corresponds to this model. Kruiniger (1999b) 
Maximum Likelihood Methods with Heteroskedastic Errors
A common feature of data on firms, even in logarithms, is that the variances of the errors vary across firms, which implies that estimation using methods assuming homoskedasticity is likely to produce wrong standard errors, at the least. 19 Consider the following variation of (2), which omits the trend:
17 Basically, he requires stationarity if ρ < 1 and boundedness of the initial condition if ρ = 1. Also note that one cannot evaluate this likelihood as written if ρ = 1. See Kruiniger for details of the form of the likelihood when there is a unit root; that version collapses to the random walk model under that condition.
18 Lancaster and Lindenhovius (1996) took a slightly different approach, using the same model and likelihood, but considering the Bayesian estimator with a flat prior on the effects (which drops out due to the differencing) and a prior of 1/σ for σ. This yields the joint marginal posterior density
The mode of this density is consistent for ρ and σ as N→∞. They do not consider the case ρ = 1. In practice, we found that evaluating the mode of this posterior gave essentially the same answer as the CMLE for samples of our size, so we do not report simulation results for this test. 
At first glance, it might appear that estimation of such a model using maximum likelihood methods would lead to an incidental parameter problem due to the fact that the number of firm level parameters σ i 2 grows with the sample size N. However, Kruiniger (1999b) 
where ' and ( )
Thus Φ depends only on the structural parameters ρ and {σ t 2 }. Given values for these parameters, it is clear that the maximum likelihood estimate of the individual-specific variances has the usual form:
We use this fact to concentrate the 2 i σ , i=1,…,N out of the likelihood function, which greatly simplifies estimation. See Appendix A for details of the estimation procedure.
Harris-Tzavalis Test
The test for unit roots in panel data proposed by Harris and Tzavalis (1999) begins with the observation that the "Nickell" bias in the estimated coefficient of the lagged endogenous variable using LSDV (within) estimation is of known magnitude under some simple assumptions about the data generating process. Using this fact, one can compute bias adjustments to both the estimated coefficient and its standard error analytically and use the corrected estimates to construct a test of known size for a unit root.
H-T consider the model in equation (2) and show that under the null hypothesis that ρ = 1, the least squares dummy variable estimator has a limiting normal distribution of the following form:
where B Bond, Nauges, and Windmeijer (2001) suggest that a test based on the model estimated under the null of a unit root (that is, where OLS can be used because there are no "fixed effects") may have more power when the true ρ is near unity. The advantage of such a test is that it does not require bias adjustment and it is easy to allow for heteroskedasticity by using a seemingly unrelated regression framework with each year being an equation. 21 Because there are no 20 Neither normality nor homoskedasticity are required for the test based on the CMLE to be consistent either, although if these assumptions fail the conventional standard error estimates will be inconsistent and a ''sandwich'' estimator should be used.
OLS -pooled estimation under the null
21 As in the well-known Dickey-Fuller test, if the disturbances are serially correlated, it will be necessary to include enough lagged values of the differenced y in the regression to render the disturbances uncorrelated in order to achieve consistency of the estimator.
incidental parameters under the null, asymptotics in the N dimension are straightforward and the test relies on those.
We base our OLS test on the following model:
where
The method of estimation is seemingly unrelated regression with a weighting matrix based on the first stage estimate of Ω. 22 Although the estimation method assumes homoskedasticity, we report standard errors that are robust to heteroskedasticity across the firms.
The IPS Method
Recent work by Im, Pesaran, and Shin (1997, hereafter IPS) suggests another approach for testing for unit roots, one that allows for more heterogeneity of behavior than that allowed for by the conditional maximum likelihood or least squares dummy variable approach. They assume a heterogeneous version of the model in equation (1):
where initial values y i0 are given, and they test for the null hypothesis that ρ i is unity for all observations versus an alternative that some of the ρ i s are less than one. Under the null, there is no fixed effect, while under the alternative, each fixed effect is equal to ( hypothesis that ρ i = 1 as well as tests based on the average of the augmented Dickey-Fuller statistics, which they find to have somewhat better finite sample properties than the L-M test.
As in Dickey and Fuller's original work, IPS also propose tests based on a model with a deterministic trend:
We will use both these tests for our data, since there is reason to believe that trends do exist in the real series. Note that an important difference between these models and the models considered in the previous sections is that both the lag coefficient and the trend coefficient are allowed to differ across firms under the alternative hypothesis of stationarity.
When we applied these tests to our simulated data, we found that allowing the data to choose the length of augmenting lag p invariably yielded a p of either 2 or 3, even though the data were in all cases generated from models where p = 0 was appropriate. 23 Because of this fact and the fact that the table of critical values supplied by IPS breaks down for the case where the number of observations is around 10 and the length of the augmenting lag is greater than zero, we chose to focus on the tests where p = 0 is imposed. This makes our IPS test comparable to the others reported in this paper, which do not allow for serial correlation in the disturbances. 23 Previous versions of this paper reported the results of tests using p = 2 and/or p = 3 on our simulated data and concluded that they had low power and were inaccurate even when we increased the number of time series observations per firm to 20, especially when p = 3 was the ''optimal'' choice of augmenting lag.
Design and Calibration of Simulations
In Section 5 of the paper we apply the panel data unit root tests to five firm-level variables drawn from three countries: employment, sales, cash flow, investment and R&D in the France, Japan and the United States. In our previous explorations using these data, we found that the process which describes each of the variables is more similar across countries than across variables, and that the variables can be clearly ranked by their long run "persistence": sales, employment, and R&D on the one hand versus cash flow and investment on the other. The behavior of the latter variables most resembled that of a stationary process.
Figures 1 and 2 in Appendix B display the autocorrelograms of the levels and first differences of our series for the 3 countries. These confirm the high autocorrelation in levels and the low autocorrelation in differences that characterize these data. They also show that the series most likely to exhibit the properties of a random walk is the log R&D series for all three countries, which has essentially zero autocorrelation at all lags in first differences. Therefore, we chose to investigate the performance of these tests on simulated data calibrated to match the time series and cross-sectional characteristics of the log R&D series for the United States.
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The general form of model or data generation process (DGP) that we use in our simulations is the model in equation (1) with and without heteroskedasticity across individuals and no heteroskedasticity over time. 25 We considered eight cases: the two extreme cases of a 24 The details of the construction of our datasets and the results of GMM estimation using these data are given in Hall et al (1999) and Hall and Mairesse (2001) . Except for the random walk case, when constructing the DGPs we ensured that the resulting process satisfied covariance stationarity, in order to guarantee the consistency of the maximum likelihood estimators. 26 The exact calibration of the DGPs we used was derived from the first and second moments of the log R&D series and its first differences, as described below. 
The necessary parameters are δ, ρ, µ α , σ ε 2 , and σ α 2 . Conditional on α i (or unconditional, because it is differenced out), we have the following two equations:
time-specific effects in estimation has no effect on the estimates of the other parameters so that these effects may be removed from the observed series before estimation.
Given a value for ρ and the moments of our data, these equations give values of δ and σ ε 2 . Once
we have values for δ, ρ, and σ ε 2 , to obtain the mean and variance of the distribution of the α i s, we use the moments of the series in levels:
Values of the parameters derived from the moment estimators specified by equations (15) and (16) are used to generate the simulated data as follows:
where N(µ,σ 2 ) denotes the normal distribution with mean µ and variance σ 2 . It is straightforward to show that the processes generated according to these DGPs are mean and covariance stationary as long as |ρ|<1. 27 The AR(1) models without individual-specific effects are generated simply by assuming that σ α 2 = 0.
28
For the non-stationary random walk case, we used the following four equations to determine the parameters δ, σ ε 2 , µ 0 , and σ 0 2 :
27 For the "fixed effect" model, covariance stationarity is ensured by requiring the covariance of the initial condition y i0 and the individual-specific effect α i to be σ α 2 .
28 In this case it was not possible to reproduce the first two moments of the level and differenced series exactly, due to the fact that we were simulating a process that did not match our real data series that well. In all the other cases, the first two moments exactly identified the parameters needed. 
and generated the process using this model:
In the heteroskedastic case, we allowed the variance of the shock ε to vary across firms.
Inspection of the data revealed that a lognormal distribution of this variance was appropriate and the DGP we used was the following: Table 2a reports the results of simulations designed to explore the behavior of the t-test and likelihood ratio test based on CML estimates. 29 The likelihood function used is given in equation (5) and the null hypothesis is that ρ = 1. As described earlier, the data used for the simulation were generated by processes whose first and second moments were chosen to match 29 Estimating this model by maximum likelihood requires computation using the T-1 by T-1 variancecovariance matrix, which is perhaps why the CMLE method has not been used much in the literature. We implemented the estimator as an MLPROC in TSP 4.5 and found it to be fairly well-behaved, converging in 5 or 6
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Results of Simulations
iterations if a good estimate of σ 2 (one based on the actual data) was used as a starting value along with a positive ρ.
The TSP code is available as an example at http://www.tspintl.com.
those of the log of real R&D for the United States. The table has two panels, one for data generated with homoskedastic disturbances and one for data generated with firm-specific variances as described in equation (20).
The first column of each panel gives the average value of ρ and its standard deviation that was estimated by CMLE. In both cases (homoskedastic and heteroskedastic), these are fairly close to the true value, with a hint of downward bias for very large values of ρ. The next two columns give the average t-statistic for the hypothesis that ρ = 1, its standard deviation, and the size or power of the test as measured by the number of rejections at the 5% level of significance.
The two columns following give the average likelihood ratio statistic for the same hypothesis and its size or power. It is clear from the table that both tests have approximately the correct size and considerable power when applied to homoskedastic data, except when the autoregressive coefficient is near unity (equal to 0.99). Note that when the true ρ is at or near unity, occasionally estimation using the simulated data will converge to the boundary of the parameter space, that is, ρ =1. In this case, we consider the hypothesis to be accepted, but we record the probability that this happens in the table (about 25 per cent of the time for the random walk, and about 10 per cent of the time for ρ = 0.99).
The final 4 columns of the table repeat the same exercise, but this time using data that were simulated to have the heteroskedasticity visible in our empirical series. The results are similar, with the following two exceptions: The sizes of the tests are slightly too large and the power against the alternative with fixed effects and ρ = 0.99 is actually slightly greater (note that this test is not size-adjusted). Both results are presumably due to the same fact: introducing some heterogeneity into the process reduces the probability of accepting the very restrictive null model if we impose homoskedasticity where it does not exist. Table 2b reports the results of testing the hypothesis that ρ =1 using the CML estimator that allows for heteroskedasticity on data generated by the same homoskedastic and heteroskedastic processes as were used for Table 2a . The results are similar, except that the size of the test is now much too large and its corresponding power against large ρ alternatives much greater. Also, the t-test on ρ now gives a result that is quite different from the likelihood ratio test in the large ρ case. It appears that estimating the individual variances leads to results that bias the estimated ρ downwards in samples of our size, in spite of the consistency result of Kruiniger.
The first panel of Table 3 shows the results of applying the H-T test for a unit root to our simulated data. Not surprisingly, the results are very similar to those for the homoskedastic CMLE, with good power except when ρ is near unity, and too large a size when applied to heteroskedastic data. Thus when N is large and T small, it makes little difference to the result whether we use the inconsistent LSDV estimator and bias-adjust the answer, or the consistent CMLE estimator, which does not require bias adjusting. The underlying model was the same in both cases, and both require homogeneity of the coefficients and variances under the null and the alternative.
The next test considered is the pooled OLS test, which relaxes the assumptions of constant variance across time and individuals. The results of this test conducted on our simulated data are shown in the final columns of Table 3 . The size of the test is approximately correct for both homoskedastic and heteroskedastic data, and the power is considerably better than for the Harris-Tzavalis or CMLE tests when ρ is near one. In spite of this fact, but not surprisingly, the estimates of ρ are severely biased towards one when the data are generated under an alternative with a fixed firm effect. This test does almost as well on heteroskedastic data as on homoskedastic, reflecting the fact that both the estimator and the standard error estimates are consistent under the null in both cases.
The results of conducting the IPS test with and without individual-specific trends, but with a zero augmenting lag imposed are shown in Table 4 . The statistic shown is the average of an augmented Dickey-Fuller statistic for the N unit root tests on the individual series, together with empirical size or power of the test, based on critical values given in the tables of the IPS paper. We present results for a model both with and without a firm-specific time trend; all results are for data with a single cross-sectional mean removed in each year (that is, a full set of time dummies), as suggested by IPS and as was done for the other tests considered in this paper.
Because our simulated data have no time trend, we expect that removal of these means will make the two tests (with and without allowing for a time trend) equivalent. However, due to the small sample of time periods available, requiring estimation of another parameter (the trend) could be somewhat costly in terms of degrees of freedom and may reduce the power of the test for samples of our size.
The results using the simulated data confirm this: the test without a trend has more power to discriminate between a random walk and a fixed effect plus AR(1) model than that with a trend. In the latter case, the size is too large, and the power against an alternative with ρ = 0.9 considerably weaker, whether or not there are also fixed effects in the model. Not surprisingly, the results are similar for the simulated heteroskedastic data. Because the IPS test is based on individual-level Dickey-Fuller tests, it allows for firm-level heterogeneity in variances, so adding this feature to the data generating process has only a limited effect on the results of the tests.
In Table 5 we present a summary of our results from these various tests. The first three columns contain results from the tests that are invalid when there is firm-level heteroskedasticity and last five columns results from those tests that remain valid in that case. We note first that the size of the former group of tests is larger than the theoretical value in the presence of the kind of heteroskedasticity displayed by our data, implying that these tests for a unit root will reject the null too often. In addition, all the tests have very low power against a near-unit root autoregressive model with fixed effects; recall that in this case, the fixed effect itself is multiplied by (1-ρ) and therefore very small, so this result is not that surprising.
Most of the other tests have good size properties, with the exception of the conditional maximum likelihood estimates that allow for firm-specific heteroskedasticity. The most likely
reason for the problems with the t-test based on the CML-HS estimates is that our standard error estimates are conventional and it is necessary to use a "sandwich" estimator here; see Kruiniger (1999b) . The empirical standard error for the results in Table 2b was approximately 25-50% greater than the estimated standard error. However, we note also that our estimate of ρ does seem to be slightly downward biased in this case (see Table 2b ), in spite of the fact that it is consistent, which implies that the rate of asymptotic convergence may be slow.
Restricting attention to the tests with the correct size that are robust to heteroskedasticity, we are left with the OLS test and the IPS test without a trend. The results of these tests differ significantly, in that the OLS test has by far the greater power against near-unit root alternatives, whether or not there is a fixed effect. The difference in power is doubtless due to the difference in alternative hypotheses, in that the OLS test considers ρ = 1 versus a single value of ρ < 1 for all individuals, whereas the IPS test considers ρ = 1 for all individuals versus ρ < 1 for at least one individual. Our simulated alternatives were all closer to the former model than the latter, so it is not surprising that the test does better in this case.
Results of Unit Root Tests for Observed Data
We now turn to our results for the observed data; details on the construction of these datasets and their characteristics are given in Hall et al (1999) . 30 Table 6 reports the results of the tests for unit roots on the real data, highlighting the tests which reject nonstationarity at the 5 percent level in bold. The H-T test, which assumes homogenous time series processes that have no residual serial correlation beyond the first lag give essentially the same result as the IPS test without a trend: sales and employment are nonstationary and the remaining series are stationary, except for R&D in the United States. The IPS test with a trend is somewhat more likely to find a unit root, but as we have seen, the power of this test is low when the first order serial correlation is high.
The final two columns show one of our preferred tests for these data, the OLS test.
Unlike the others, this test, which we saw to have more power against the alternative of stationarity with a very high autocorrelation coefficient, rejects nonstationarity in all cases except sales and employment in Japan. The estimated AR(1) coefficients are very high, so it is not surprising that we encountered difficulties with the tests that allow for the presence of fixed effects. Using the estimated values of ρ-1, we conducted a small analysis of variance on these 15 numbers which showed that the coefficients for U. S. and Japan could not be distinguished, while those for France were slightly more negative (implying lower serial correlation). The most significant differences were between investment and cash flow on the one hand and sales, employment, and R&D on the other, with the latter having a differenced coefficient of almost zero, as we saw in Figures 1 and 2 . Table 7 shows the results for the tests based on the two different CML estimates. Those based on the homoskedastic estimator give results very similar to the H-T test, as they should, since they rely on the same set of assumptions about the DGP. As in the earlier table, these results clearly reject non-stationarity for investment and cash flow, and for R&D in France and Japan. However, almost all of the real series reject the presence of a unit root when the heteroskedastic version of the CMLE is used. We suspect that some of the rejection may be due to the fact that both the coefficient and the standard error estimates seem to be systematically biased downward for samples of our size. Finally we note that a likelihood ratio test for constancy of variances clearly rejects in all cases.
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Conclusions
We began this investigation with the question of whether it was possible to distinguish between a model with a unit root or a model with a fixed effect and low order serial correlation when describing univariate time series data. Our principal conclusion is that the preferred model for our data is neither; rather it is a model with an extremely high serial correlation coefficient, but one that is less than one. 31 Strictly speaking, this test is not valid asymptotically, since it is a test based on a number of parameters that grows at the same rate as the sample. We report it mainly as a heuristic indicator of the large difference allowing for heteroskedasticity makes to the likelihood.
With respect to the menu of unit root tests for fixed T samples, we have learned several things: The first conclusion from our simulation study of unit root tests is that the pooled OLS test and the IPS test have good power against most alternatives, although results from these tests differ when the alternative includes a coefficient near unity, primarily because they consider two quite different alternatives. Second, CML estimation is surprisingly easy to perform, even in the presence of heteroskedasticity, and may be a useful addition to the panel data arsenal, even if it is not as robust as simple OLS for the very particular problem of unit root testing. Further investigation should explore the reasons for finite sample bias in the heteroskedastic version of the CML estimator.
Substantively, we concluded that a very simple autoregressive model with a coefficient on the lag dependent variable that is near unity is a more parsimonious description of our data than a model with fixed effects. In Table 5 , we observed that the only test with power against the ρ = 0.99 alternative was the OLS test, and in Table 6 , this is the only test that rejects nonstationarity in favor of stationarity with a very large auto-regressive coefficient for almost all the real series. An alternative interpretation of this result is possible: the OLS test may be inappropriate because the proper alternative is heterogeneous serial correlation across the firms, implying that the IPS test is more appropriate. We have favored the former conclusion, not because we do not believe in heterogeneity of this kind, but because the more parsimonious model seems to describe the data fairly well, and because when serial correlation is this high, whether homogeneous or heterogeneous, the presence or absence of fixed effects is of little import, since they are necessarily quite small.
This fact leads us to a somewhat more controversial view that short panels of firm data are better described as having highly varied and persistent initial conditions rather than permanent unobserved firm effects. This feature of the data has been described by some as "notso-fixed" firm effects. We would prefer to shift the emphasis in our modeling towards the idea that firm level differences are better captured by the initial condition, with the apparent "permanence" of differences being ascribed to very high serial correlation rather than to some left-out unobserved and permanent difference. We believe that this view of the firm is closer to the reality of firm evolution.
With our results in mind, some future research questions suggest themselves. First is the possibility of testing for the presence of firm-specific drifts or trends. It is certainly feasible to construct a CMLE of the doubly-differenced model in order to test for these, although the data may not have enough power for estimation. Second, given the near unit root behavior of the series, it may be of interest to examine their cointegrating properties. Mairesse, Hall, and Mulkay (1999) have already shown that a well-behaved error-correcting version of an investment equation can be constructed using data to ours, which implies that sales and capital stock are cointegrated and move together in the "long run". The possible interpretive significance of such a result is to unify the commonly observed differences between cross sectional and time series estimates based on panel data into a single model. 
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Average of individual DickeyFuller tests with trend independence across i means, rho, trend, variances none **The CMLE, SUR, and IPS tests can all be modified to allow for autocorrelation of the disturbances, as long as it is constant across individuals. However, the implementation in this paper assumes no serial correlation.
Heterogeneity
*Could be interpreted as a quasi-maximum-likelihood estimator. In the first row, the column labeled size or power is the size of a one-tailed t-test for rho<1 with nominal size 0.05.
In the other rows, it is the empirical probability of rejection by such a test.
The model estimated is y(i,t) = a(i) + a(t) + rho y(i,t-1) + e(i,t).
The method of estimation is Conditional Maximum Likelihood (fixed effects conditioned out).
**The fraction that converged to exactly rho=1.00 is given in parentheses, when it is nonzero.
Conditional ML with homoskedastic variance
Homoskedastic variance (1000 draws)
Heteroskedastic variance (100 draws) In the first row, the column labeled size or power is the size of a one-tailed t-test for rho<1 with nominal size 0.05.
The method of estimation is Conditional Maximum Likelihood (fixed effects and variances conditioned out).
**The fraction that converged to exactly rho=1.00 is given in parentheses, when it is nonzero. In the first row, the column labeled size or power is the size of a one-tailed t-test for rho<1 with nominal size 0.05.
In the other rows, it is the empirical probability of rejection by such a test. **The model estimated is y(i,t) = a(i) + a(t) + rho y(i,t-1) + e(i,t).
The method of estimation is ordinary least squares (within or LSDV).
***The model estimated is y(i,t) = a(t) + rho y(i,t-1) + e(i,t).
The method of estimation is seemingly unrelated regression, allowing for correlation across time. In the first row, the column labeled size or power is the size of a one-tailed t-test for rho<1 with nominal size 0.05.
In the other rows, it is the empirical probability of rejection by such a test. 
Homoskedastic
Appendix A: CML Estimation with heteroskedasticity
In this appendix we describe the computational implementation of the conditional maximum likelihood estimation with heteroskedasticity. 32 The likelihood function we wish to maximize is the following: MLPROC takes a procedure that defines a log likelihood function as the output of a sequence of commands and maximizes the value returned by the procedure with respect to the chosen parameters, via repeated calling of the procedure to evaluate the function and its derivatives (numerically).
To simplify the computation of the likelihood as much as possible, we make use of the fact that estimators for σ i 2 , i = 1,...,N can be obtained from the first order condition given values for ρ and the σ t 2 and concentrate these parameters out of the likelihood function: 32 The homoskedastic version is an obvious simplification of the algorithm described here. 33 Note that the parameterization requires one normalization on the σ i 2 or σ t 2 in much the same way that including a second set of dummies in an equation requires an additional exclusion restriction. Our normalization is σ t 2 = 1 for t = 1. The algorithm is therefore the following:
1. Given values for ρ and σ t 2 , t = 1,...,T, compute estimates of σ i 2 .
2. Use these estimates to compute the value of the likelihood using the following expression: The data are simulated using parameters derived from the first and second moments of log R&D in the United States, E(y)=2.5; V(y)=4.59; E(dy)=.085; V(dy)=.0672.
The model estimated in panel 1 is y(i,t) = a0 + delta*t + rho*y(i,t-1) + e(i,t).
The model estimated in panel 2 is y(i,t) = a(i) + delta*t + rho*y(i,t-1) + e(i,t).
The model estimated in panels 3 and 4 is dy(i,t) = delta + rho*dy(i,t-1) + e(i,t).
The instruments in panel 4 are dy(i,t-2), dy(I,t-3) and dy (I,t-4) Instrumental Variables Differences T=12; N=200; 1000 Draws OLS and IV Estimates for Simulated Data 
