Quantum dynamics study on predissociation of H-3 Rydberg states: Importance of indirect mechanism by Tashiro, Motomichi & Kato, Shigeki
Title Quantum dynamics study on predissociation of H-3 Rydbergstates: Importance of indirect mechanism
Author(s)Ta hiro, Motomichi; Kato, Shigeki




Copyright 2002 American Institute of Physics. This article may
be downloaded for personal use only. Any other use requires





Quantum dynamics study on predissociation of H3 Rydberg states:
Importance of indirect mechanism
Motomichi Tashiroa)
Department of Physics, Graduate School of Science, Kyoto University, Kyoto 606-8502, Japan
Shigeki Katob)
Department of Chemistry, Graduate School of Science, Kyoto University, Kyoto 606-8502, Japan
~Received 21 February 2002; accepted 14 May 2002!
Predissociation of H3 Rydberg states was investigated using the effective Hamiltonian which
describes the vibronic transitions among the Rydberg states as well as the predissociation through
the vibrationally excited 2s states. The motion of a Rydberg electron and the vibrations of the H3
1
ion core was treated simultaneously without assuming the Born–Oppenheimer approximation. We
developed the effective potential for a Rydberg electron, which contains the Coulomb potential and
the exchange effect. The energies and predissociation lifetimes of H3 Rydberg states were obtained
by analyzing the effective Hamiltonian and compared with the available experimental values. The
s and p Rydberg states with lower vibrational excitation have lifetimes between a few ps to 1 ns and
show an irregular lifetime distribution with respect to the principal quantum number. In contrast, d
and f Rydberg states have longer lifetime, 10 ns for example. The energy level spacings of the
Rydberg states obey the distribution close to the Poisson one and thus indicates these states being
regular. The route of predissociation was investigated by propagating a wave packet as well as
analyzing the eigenvectors of the effective Hamiltonian. We found that the energy level matching
between nearby states play an important role for efficient predissociation. The present results
suggest that the predissociation of the H3 molecule and the dissociative recombination of the H3
1 ion
might be efficient under rotational excitation through inclusion of additional energy levels. © 2002
American Institute of Physics. @DOI: 10.1063/1.1490918#
I. INTRODUCTION
The triatomic hydrogen H3 , the simplest polyatomic
molecule, has been the subject of many experimental and
theoretical studies for a long time.1–5 It also attracts the at-
tention with respect to the dissociative recombination ~DR!
of the H3
1 ion with an electron, which is one of the most
important reactions in interstellar chemistry. The H3
1 DR
process starts with the capture of the incident electron to
form the vibrationally excited H3 Rydberg states, and subse-
quent predissociation follows to produce H21H or H1H
1H fragments. In order to describe this DR process, it is
required to clarify the mechanism of nonadiabatic transitions
among the bound Rydberg states as well as to the dissocia-
tive continua. In this respect, quantum dynamics studies of
the predissociation of H3 Rydberg states are indispensable to
understand the H3
1 DR reaction. It is noteworthy that there
are still discrepancies between the experiments and theoreti-
cal calculations on the magnitudes of the rate constants.6,7
For several H3 Rydberg states, the experimental investi-
gations have been performed to determine the predissocia-
tion lifetimes,8 the branching ratio,9 the rovibrational distri-
bution of product H2 in two-body decay,10–12 and the
fragments momentum correlation in three-body decay.13,14
Among these various experimental quantities, the lifetimes
exhibit interesting property. The ground vibrational state for
the H3 2sA18 Rydberg state predissociates very rapidly with
the lifetime of 0.19 ps.15 The lifetime of the 3sA18 state is
longer than 66 ps.8,16,17 but for the 4s and 5sA18 states it
becomes shorter, 7.6 ps and 3.8 ps, respectively.8 For the
3pE8 state, the lifetime is longer than 66 ps while the 4pE8
state shows a faster rate.8 This behavior, i.e., the increase of
the rate constant with increasing the principal quantum num-
ber, seems irregular, since the direct coupling between the
Rydberg and dissociative 2pE8 states becomes smaller for
larger principal quantum number, in general. One of the pos-
sible interpretations is the indirect mechanism,18 where the
4s and 5s Rydberg states vibronically couple with the vibra-
tionally excited 2sA18 states whose decay rates are large.
Theoretical studies of higher Rydberg states have been
advanced based on the multichannel quantum defect theory
~MQDT!, which provide a wealth of information on the cou-
pling between the continuous and bound electronic states of
H3 .19–22 However, theoretical treatments of the predissocia-
tion of each H3 Rydberg state are rather limited,23–25 despite
of those activities of experimental measurements. Schneider
and Orel25 carried out quantum dynamics calculations to es-
timate the lifetimes of 2sA18 , 3sA18 , and 3pE8 states, based
on ab initio calculations of the nonadiabatic coupling ele-
ments. However, they restricted the nuclear motion of H3 to
the C2v arrangement, to two dimensions. Their study was
based on the direct couplings between 2pE8 and excited
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Rydberg states. The role of the indirect mechanism remains
unknown.
In the present paper, we investigate the role of indirect
process in the predissociation of H3 Rydberg states. As seen
in Fig. 1, the potential energy of the 2sA18 state is well sepa-
rated from a dense higher Rydberg manifold (n>3) and the
direct predissociation rates from the 3sA18 and 3pE8 states to
the dissociative states are considerably smaller compared to
that from the 2sA18 state as shown by Schneider and Orel.25
We therefore paid our attention to the vibronic coupling
among higher Rydberg states and their couplings to the vi-
brationally excited 2sA18 states which have large predissocia-
tion rates. To realize this picture, we constructed the effective
Hamiltonian for describing the dynamics of bound Rydberg
states, taking into account the direct nonadiabatic transition
effect from the 2sA18 to 2pE8 states. An effective potential
for a Rydberg electron was developed to describe the elec-
tronic structures of bound Rydberg states. The dynamics is
then treated as the combination of the H3
1 core vibrations and
the motion of the Rydberg electron. Note that the vibronic
interaction between a Rydberg electron and the H3
1 ion core
is explicitly treated without assuming the Born–
Oppenheimer separation, though two electrons of the H3
1
core are assumed to follow the nuclear motion adiabatically.
The organization of this paper is as follows: Sec. II de-
scribes theoretical methods both for ab initio electronic
structure and quantum dynamics calculations. We construct
the effective Hamiltonian for calculating the lifetimes of the
Rydberg states. Details of the effective potential for the
Rydberg electron are also given. In Sec. III the results of
calculations for the energy levels of Rydberg states and their
predissociation rates are shown. Comparison with the avail-
able experiments is made. We further give a brief discussion
about the implication of the present results to the DR process
of the H3
1 ion. The concluding remarks of this paper are
summarized in Sec. IV.
II. THEORETICAL METHOD
A. Effective Hamiltonian
In order to treat the predissociation dynamics of H3
Rydberg states, we introduced the effective Hamiltonian in
the form,




where Hˆ N is the the Hamiltonian for the nuclear motion of
the H3
1 ion and Hˆ e is the one-electron Hamiltonian for the
Rydberg electron. The Hermit operators, Dˆ and Gˆ , represent
the shifts and widths caused by the dissociation. The coordi-
nates of nuclei and Rydberg electron are denoted as R and r,
respectively. In deriving Eq. ~1!, we employed the Feshbach
partitioning technique,27,28 where the total molecular vi-
bronic states are divided into P-space composed of Rydberg
states with bound nuclear vibrations, and Q-space corre-
sponding to the valence 2pE8 electronic states with dissocia-
tive continua of nuclear motion. Although this effective
Hamiltonian formally depends on the energy, we replaced it
with the energy eigenvalue of Hˆ PP and neglected its energy
dependence. This approximation is justified because the off-
diagonal elements of Dˆ and Gˆ are usually small compared to
the diagonal elements when the effective Hamiltonian is rep-
resented by the eigenfunction of Hˆ PP . The explicit expres-
sions of these matrix elements will be shown in Sec. II C.
We represent this effective Hamiltonian by the diabatic
basis, xn(R)cm(r,R0), where R0 stands for the equilibrium
nuclear geometry of H3
1
. The vibrational basis function xn is
the eigenfunction of Hˆ N ,
Hˆ Nxn~R!5En
~N !xn~R!, ~2!
and the electronic basis cm is the eigenfunction of Hˆ e ,
Hˆ e~r,R0!cm~r,R0!5Em
~e !~R0!cm~r,R0!. ~3!
Here the 1sA18 and 2pE8 electronic wave functions are omit-
ted from the basis functions. The Hamiltonian Hˆ eff is then










DVˆ e5Vˆ e~r,R!2Vˆ e~r,R0!, ~5!
where Vˆ e is the potential term of the one-electron Hamil-
tonian Hˆ e in Eq. ~1!. The operators Dˆ and Gˆ are represented
as
FIG. 1. One-dimensional cut of potential energy surfaces. The upper solid
line is the curve for H3
1
. The dotted lines below H31 indicate Rydberg states.
The dashed line represents the H3 2sA18 state. The two lowest solid lines
show the 2pE8 dissociative state. The upper 2pE8 state correlates to H
1H1H, whereas the lower 2pE8 state correlates to H21H. The coordinate
X is defined by the hyperspherical coordinates as sin u/2, which represents
the C2v distortion of the nuclear geometry. Note that these curves were
obtained by the one-electron Hamiltonian described later in Sec. II B 1, in
combination with the H31 potential surface of Jaquet et al. ~Ref. 26!.
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~2s !c~2s !&D i
~2s !^x i






~2s !c~2s !&G i
~2s !^x i
~2s !c~2s !uxncm&. ~7!
The matrix element ^xn8cm8ux i
(2s)c (2s)& is the overlap inte-
gral between the diabatic basis xn8(R)cm8(r,R0) and the
adiabatic basis x i
(2s)(R)c (2s)(r,R), where c (2s) is the elec-
tronic wave function of 2s state and x i
(2s) is the ith vibra-
tional wave function on the 2s surface. We renormalized




~2s !c~2s !&u251, ~8!
which is intended to correctly reproduce the 2s decay widths
obtained by ab initio calculations. We used the diagonal
widths G i
(2s) and shifts D i
(2s) of 2s state in Eq. ~7! and ne-
glected the off-diagonal terms, because they were typically
3–5 orders of magnitude smaller compared to the diagonal
terms.
At this point, the relation between the coordinates r and
R is not specified. We placed the ith proton in r-space ac-
cording to the mapping xi(R), yi(R) and zi(R) which satis-













The first condition places the center-of-mass of the H3
1 ion at
the origin of the r-space with the molecular plane being the
xy-plane. The second condition determines the rotation angle
around the z-axis. Under these conditions, the integral
^xn8cm8uDVˆ euxncm& preserves the D3h symmetry of the sys-
tem.
B. Electronic and vibrational basis for Rydberg states
1. Electronic basis
The potential term in the one-electron Hamiltonian
Hˆ e(r,R) is approximated as the sum of the Coulomb poten-
tial of the H3
1 ion core and the exchange one. The Coulomb







Here the effective charge on each proton, Zi
eff(r,R), includes
the shielding effect by two electrons occupying the 1a18 or-
bital of H3
1
. The charge Zi
eff should approach to unity near
the proton position Ri and have the value Zi away from the
proton, where Zi is the partial charge obtained to reproduce
the H3
1 electrostatic potential at the outer region. We used
the exponential function to represent this shielding effect as
Zi
eff~r,R!5Zi~R!1$12Zi~R!%exp~2guRi2ru!. ~13!
Although the exchange effect is formally represented by
a nonlocal potential, we employed the local approximation
based on free-electron gas model30 because of its simplicity.
We will show in Figs. 4 and 5 that the present model can
reproduce the ab initio Rydberg energies reasonably well. In
this paper, we used the following form of the exchange














2 !1/2/kF . ~17!
Here %(r,R) is the density of H31 1a18 electrons. The wave
number k of the incident electron is set to zero in this work.
In these equations, I represents the ionization potential and
A(R) is the multiplication factor depending on the nuclear
geometry. The ionization potential was chosen to be 1.2 har-
tree. We will discuss the explicit functional form of A(R) in
Sec. III A.
In order to represent Rydberg orbitals, we need to use a
basis set that resolves a region around the ion core and also
covers a large distance region from the core. This condition
is needed because the changes of Rydberg orbitals near H3
1
play an important role for the nonadiabatic transition among
Rydberg states, although they extend far away from the core
region. To achieve this requirement, we used the mapping
procedure proposed by Fattal et al.,34 in which the radial
coordinate r is transformed to the new variable Q as
r5Q2a arctan~bQ !, ~18!
where a and b are the control parameters for the mapping.






S J21/2 ]]Q J21/2D
2
, ~19!
where J is the Jacobian of the transformation,
J~Q !5 drdQ . ~20!
The angular part is the same as usual,
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We used the discrete variable representation ~DVR! for
the Q variable and the DVR points were obtained by diago-
nalizing the matrix ^ f nuQu f m&, where f n is the sine function,
f n~Q !5A2/Q0 sin~npQ/Q0!, ~22!
with n being integer. The spherical harmonics Y lm(ue ,fe)
were used to represent the angular part.
In the actual calculations, we took Q051600 bohr, a
51599.0, and b50.000 625. The value of r corresponding
Q0 is 343 bohr in this case. With these parameters, Rydberg
energies were well reproduced up to the principal quantum
number n511. For the case of the hydrogen atom, the error
of the calculated energy to the exact one, u(Ecalc
2Eexact)/Eexactu, is 1025 for n511 and 1023 for n512. The
same accuracy was achieved for H3 Rydberg energies.
2. Vibrational basis
We employed the hyperspherical coordinates r, u, and f
used by Varandas and Yu35 to represent the nuclear geometry.









]f2G J 1 15\28mr2 1W~r ,u ,f!, ~23!
where m is the reduced mass and W is the potential function
of the H3
1 taken from Jaquet et al.26
The vibrational wave functions x i were prepared by di-
agonalization of Eq. ~23!. The DVR basis of Colbert and
Miller36 was used for the hyperradius r. The DVR points
were placed in the range 1.3<r<5.3 bohr with the spacing
of 0.1 bohr. For the hyperangles u and f, we used the hy-
perspherical harmonics,37 which are the eigenfunctions of the
angular part of the nuclear Hamiltonian Eq. ~23!. Details of
the procedure are given in our previous work.38
C. Width and shift matrices of 2sA18 state
The time-dependent version of Fermi’s Golden Rule was


















dt expS iEit\ D ^f~0 !uf~ t !& ~25!
with
uf~ t !&5expS 2 iHˆ t
\
D Vˆ ux i& , ~26!
where x i is the vibrational wave function of the H3 2sA18
adiabatic electronic state and Ei is its energy. The operator Vˆ
in Eq. ~26! represents the nonadiabatic coupling,
Vˆ 52
\2
2m F2^cdu ]]ruc2s& ]]r 1 32r2 ^cdu ]]uuc2s& ]]u
1
16 cos u












Here ^cdu]/]ruc2s& , ^cdu]/]uuc2s& , and ^cdu]/]fuc2s& are
the nonadiabatic coupling matrix elements between the dis-
sociative 2pE8 electronic state cd and 2sA18 Rydberg state
c2s . Note that Eqs. ~24! and ~25! represent the diagonal
matrix elements of width and shift operators. For the off-









dt expS iEt\ D ^x iuVˆ † expS 2 iHˆ t\ D Vˆ ux j& ,
~28!
where E is the average of Ei and E j . The off-diagonal ele-
ments of shift operator have the similar form as well.
We carried out ab initio calculations to obtain the nona-
diabatic coupling elements using MOLPRO98 package.39 The
state-averaged complete active space self-consistent field
~CASSCF! method40,41 was employed. We placed
(9s4p)/@6s4p# basis set at each position of proton and
(5s5p2d) basis at the center-of-mass. The exponents and
contraction coefficients were taken from Schneider and
Orel.25 The analytic gradient method was used to calculate
the nonadiabatic coupling elements.
The initial vibrational wave functions x i were prepared
by diagonalizing Eq. ~23!, where the potential term W was
replaced by the ab initio H3 2s surface. The wave packet
Vˆ ux i& was propagated by the Chebychev polynomial
method42 on the 2pE8 surfaces.43 We used the same angular
basis as for the H3
1 vibrations. For the hyperradius r, the grid
points were extended up to 9.3 bohr.
We calculated the diagonal and off-diagonal elements for
the width and shift matrices. Since the off-diagonal terms
were 3–5 orders of magnitude smaller compared to the diag-
onal ones, we used only the diagonal terms for constructing
the effective Hamiltonian.
III. RESULTS AND DISCUSSION
A. Rydberg electronic states
We diagonalized the one-electron Hamiltonian, Hˆ e(r,R),
to obtain the electronic energy levels of Rydberg states. The
partial charge Zi(R) in Eq. ~13! was obtained by Distributed
Multipole Analysis44 and the parameter g was chosen to be
2.0 so as to reproduce the ab initio electrostatic potential as
shown in Fig. 2. The electronic density %(r,R) required to
construct the local exchange potential, Eq. ~14!, was ob-
tained by ab initio calculations. The multiplication factor
A(R) in Eq. ~14! was determined to reproduce the ab initio
2056 J. Chem. Phys., Vol. 117, No. 5, 1 August 2002 M. Tashiro and S. Kato
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energies of H3 Rydberg states, which were calculated by the
state-averaged CASSCF method with the same basis set for
the calculations of nonadiabatic coupling elements. The re-
sultant form of A(R) was given as
A~r ,u ,f!5c01c1r , ~29!
where the parameters c0 and c1 were chosen to be 20.95 and
1.60, respectively. Here the hyperradius r is given in bohr
unit. In Fig. 3, the exchange potential Vex is compared with
the Coulomb potential Vcl and the one-electron potential Ve .
As shown in the figure, the one-electron potential is domi-
nated by the Coulomb term and the contribution of the ex-
change term is noticeable only around the center. This be-
havior explains the trend that the exchange potential mainly
affects the energy of s and p Rydberg states.
The Rydberg state energies obtained from the one-
electron Hamiltonian are compared with those from ab initio
state-averaged CASSCF calculations in Figs. 4 and 5. In
these figures, the energy is represented by the effective quan-






Figure 4 shows the dependence of the energies on the C2v
distortion of the H3 molecule. The H3 energies at the equi-
librium geometry of H3
1 are well reproduced and the Jahn-
Teller energy splittings of pE8 states also agree. Figure 5
shows the dependence of the energies on the D3h geometry
distortion. These energies well reproduce the ab initio ones.
It is noted that the nuclear geometry dependence of A(R) in
Eq. ~29! is intended to reproduce the r dependence of pE8
quantum defects. The r independent multiplication factor A
provided rather constant pE8 quantum defects with respect
to the D3h distortion, although sA18 states still agreed well
with the ab initio results.
FIG. 2. Electrostatic potential around H31 produced by ~a! ab initio calcu-
lation and ~b! Eq. ~12!. The z50 cut of the xy-plane is shown. The three
protons are located on the same plane, as indicated by the cross marks.
FIG. 3. One-electron potentials Ve , Vcl , Vex , through line y50 and z
50. The positions of the protons are the same as Fig. 2. The solid line is
Vex , the dashed line is Vcl and the dotted line is Ve .
FIG. 4. Effective quantum numbers along the C2v distortion. The solid lines
are obtained by the one-electron potential and the dotted lines are by the ab
initio calculation. The hyperradius is fixed to r52.17 bohr. The value of f
is 0 for sin u/2 cos f>0 and p for sin u/2 cos f<0. The equilibrium geom-
etry of H3
1 corresponds u50.
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B. Predissociation widths and shifts of the 2s state
We calculated the nonadiabatic coupling elements be-
tween the 2sA18 Rydberg and the 2pE8 dissociative elec-
tronic states as functions of the hyperspherical coordinates r,
u, and f. The representative results are shown in Fig. 6,
where we can see that the couplings to the upper dissociative
surface are generally larger than those to the lower surface. It
is also seen that the couplings are larger at small r. From
these results, the 2s state is expected to decay into the upper
2p surface predominantly passing through compact geom-
etry of H3 .
The predissociation widths and shifts were obtained for
600 vibrational states of the 2s electronic state. The resultant
decay widths are shown in Fig. 7. For the ground vibrational
level, the calculated rate is 2.031013 s21 which is close to
the experimental value15 of about 631012 s21. The widths
were averaged over 70 states at each energy window and the
result is also included in Fig. 7. The average width increases
with increasing the vibrational energy, and becomes about
2.031014 s21 at E50 eV, which corresponds to the energy
of the H3
1 vibrational ground. Note that the fluctuation
around the average width is large even at a high energy re-
gion. The energy shifts are presented in Fig. 8, where the
shift is 1.4 cm21 for the ground vibrational state. As the
vibrational energy increases, the shift becomes large with a
significant scatter.
C. Predissociation of higher Rydberg states
1. Complex eigenvalues of the effective Hamiltonian
The effective Hamiltonian Hˆ eff was diagonalized to ob-
tain the complex eigenvalues E˜ i2iG˜ i/2. To construct the di-
abatic basis, the electronic bases cn were prepared for the
Rydberg states with the principal quantum number n
52 – 10 with the angular momentum l<3. As already noted,
FIG. 5. Effective quantum numbers along D3h distortion. The solid lines are
obtained by an one-electron potential and the dotted lines are by ab initio
calculation. The hyperangle u is fixed to 0.
FIG. 6. Nonadiabatic coupling elements of 2sA18 with 2pE8 dissociative
states at the hyperangle f5p/6. Each panel corresponds to the coupling as
~a! ^cdu]/]ruc2s&, ~b! ^cdu]/]uuc2s&, and ~c! ^cdu]/]fuc2s&. The thick
lines are the couplings between 2s and upper 2pE8 state, and the thin lines
represent the couplings between 2s and lower 2pE8 state. Solid lines are for
r51.5 bohr, dashed lines for r52.1 bohr, and dotted lines for r
52.7 bohr.
FIG. 7. Predissociation rates G i /\ of the vibrationally excited H3 2s states.
The energy of each state is given with respect to the ground vibrational level
of H3
1
. The solid line represents average rate.
FIG. 8. Energy shifts D i of 2s vibrational states. The origin of the energy is
the same as Fig. 7.
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the 2pE8 states were not included in this set. We further
added one positive energy state with A18 symmetry to observe
the effect of autoionization. A total of 1000 vibrational bases
xm were also prepared. The energy of these bases extends up
to 4.8 eV from the vibrational ground state. From the prod-
ucts of these electronic and vibrational bases, we selected
4000 diabatic bases cnxm according to the energy criterion
E<0.05 hartree, except for the 2sA18 state. These are shown
in Fig. 9 with their energies and effective quantum numbers.
Note that we took the diagonal part of the Hamiltonian Hˆ PP
as the energy of the diabatic state.
The complex eigenvalues E˜ i2iG˜ i/2 are shown in Fig.
10, where the decay widths G˜ i are converted to the predisso-
ciation rates. In the upper part of the figure, fast decay rates
of the vibrationally excited 2sA18 states are extended as a
horizontal band, which consists of 577 points. The distribu-
tion and average value of these rates are almost the same as
those shown in Fig. 7, which were derived from the wave
packet calculations. In the middle to lower part of the figure,
the decay rates of higher Rydberg states are distributed. The
points inside this region amount to 1344. This n>3 Rydberg
component has large vertical extent from the fast decay rate
of 1012 s21 to the slow rate of 107 s21. The number of states
with the lifetimes shorter than 1 ps is 82, whereas the num-
ber increases to 708 for the lifetimes shorter than 10 ps,
indicating that more than half of the higher Rydberg states
dissociates within 10 ps. Each eigenstate is usually domi-
nated by a single diabatic state xncm , except for the states
having large widths. For this reason, we sometimes label the
eigenstate by its dominating diabatic state hereafter. The
eigenstates with fast decay rates, about 1012– 13 s21, are
mainly composed of the n53 Rydberg states with high vi-
brational excitations. In contrast, the eigenstates with slow
rates, ,1010 s21, are mainly composed of the d and f
Rydberg states with the ground vibrational state or singly
excited vibrational states. The eigenstates composed of s and
p Rydberg states have relatively fast decay rates in many
cases, irrespective of their principal quantum numbers and
vibrational states, although some states exhibit very slow
rates. We classified these eigenstates according to their sym-
metry, which is given as the direct product of electronic and
vibrational symmetries. For the 2sA18 electronic states, A18
states tend to have slow rates compared to the A28 and E8
states, as already shown in our previous work.38 For higher
Rydberg states, no significant trend was observed among the
A18 , A28 and E8 symmetries, however.
We picked up some representative eigenstates to com-
pare with the experiments. The energies of these eigenstates
are given in Table I. Although the experimental energies are
measured with respect to the 2pA29 (N50,K50) $000% state,
we measured the energies relative to the 3sA18$000% state,
since our bases did not include A29 and E9 electronic states.
The results agree the experiments within about 100 cm21.
The decay rates of representative eigenstates are listed in
Table II along with the experimental values. The 4sA18$000%
and 6sA18$100% diabatic states distribute over 2 or 3 eigen-
states, so we listed all these states in the table. For the
4sA18$000%, 4sA18$100% and 4pE8$011% states, the calculated
FIG. 9. Energy levels of diabatic states. For each diabatic base xncm , the
total energy is plotted against the effective quantum number of the elec-
tronic base cm . The origin of the total energy is the same as Fig. 7.
FIG. 10. Energies and decay rates obtained by the effective Hamiltonian.
The origin of the energy is the same as Fig. 7.
TABLE I. Comparison of energy differences with experiments.














aDabowski and Herzberg ~Ref. 15!.
bUsed as reference energy. Taken from Bjerre et al. ~Ref. 16!.
cMistrı´k et al. ~Ref. 8!.
dLembo and Helm ~Ref. 45!.
eObserved in vibrational autoionization ~Ref. 45!.
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lifetimes agree with the experiments within factor of 2 or 3.
But for the 3sA18$000%, 5sA18$000%, and 3pE8$011% states,
the deviations from the experimental values exceed an order
of magnitude. Although the experimental lifetimes for the
3sA18$000% and 3pE8$011% states are considerably long, the
calculations gave much shorter lifetimes for these states.
This is because the calculated eigenstates are mixed with 2s
states while these should be isolated to explain the experi-
mentally observed long lifetimes. On the contrary, the calcu-
lated 5sA18$000% state is isolated and the resultant lifetime is
much longer than the experimental estimate. The mixings of
states are governed by the energy differences between diaba-
tic states and if the diabatic energies are modified we will
obtain different decay rates. For example, there is an eigen-
state with the lifetime of 4.6 ps only 58 cm21 above the
5sA18$000% state, which is within the energy difference be-
tween the present results and the experiments as listed in
Table I, and the 5sA18$000% state can mix with this short
lifetime state if the 5sA18$000% diabatic energy is slightly
raised. Thus, the discrepancies between the calculations and
experiments can be attributed to the errors in the energy lev-
els of diabatic states, since the present model is too crude to
reproduce the Rydberg state energies with the accuracy
within several cm21.
As seen from the table, some states with large principal
quantum numbers decay within several ps, whereas slow de-
cay rates for small principal quantum numbers are also ob-
served. The fast decay rates of the higher Rydberg states
indicate that the indirect predissociation can work efficiently.
The irregular distribution of the decay rates with respect to
the principal quantum numbers seems to share similar fea-
ture with the experiments. The cause of these irregular rates
distribution is attributed to the accidental energy matchings
between states, because the decay rate and the energy of each
state sensitively depends on the energies of the diabatic
bases.
In order to examine the energy structure of the Rydberg
states, the nearest-neighbor level spacing distribution was
obtained for states between 20.4 eV<E<0.4 eV and is
given in Fig. 11 for each symmetry, A18 , A28 , and E8, respec-
tively. The number of states in this energy range is 275, 191,
and 444 with the mean level spacing 2.8831023, 4.16
31023, and 1.7931023 eV, respectively. As seen from the
figure, the level spacings are close to the Poisson rather than
the Wigner distribution, which means the states in this en-
ergy region are regarded to be regular. Thus some states can
dissociate efficiently via mixing with the 2sA18 states,
whereas other states cannot. We can expect from this distri-
bution that the predissociation rates widely scatter around the
mean rate, as observed in the other system46 and indeed such
behavior is seen in Fig. 10.
There are many states with positive energies in Fig. 10,
which are regarded as the resonance states. These states un-
dergo the autoionization through the coupling with the elec-
tronic continuum. We included one positive electronic energy
diabatic state with the ground vibrational level, which has an
overall symmetry of A18 , to mimic an electronic continuum.
The analysis of the eigenstates indicates that the 6sA18$100%
and 7pE8$011% states have large overlap with this positive
energy state, suggesting the existence of large autoionization
widths for these two states. The photoabsorption intensities
to autoionizing Rydberg states have been explored both from
experimental and theoretical points of view.20–22 In order to
compare these results, we need more elaborate treatment of
the electronic continuum states, which is beyond the scope of
the present calculations.
2. Predissociation route
To investigate how the predissociation proceeds, we took
the 7pE8$011% base as the initial vector and propagated it for
10 ps. Note that the overall symmetry of this initial state is
E8. In Figs. 12 and 13, the time evolution of the norm
uC(t)u2 and the mean electronic energy ^CuHˆ euC&/^CuC&
FIG. 11. Normalized level spacing distribution P(x) with x5DE/^DE&.
TABLE II. Comparison of lifetimes with experiments.
State This work Experimental value
3sA18$000% 39.4 ps ;1 nsa
3sA18$100% 11.6 ps .66 psb
4sA18$000% 3.53 ps 7.6 psb
15.0 ps
4sA18$100% 15.7 ps 27 psc
5sA18$000% 329 ps 3.8 psb
5sA18$100% 200 ps
6sA18$000% 463 ps




7sA18$100% 132 ps ~.5.3 ps!d
3pE8$011% 4.58 ps .66 psb
4pE8$011% 8.69 ps 21 psb
aBjerre et al. ~Ref. 16! and Figger et al. ~Ref. 17!.
bMistrı´k et al. ~Ref. 8!.
cLembo and Helm ~Ref. 45!.
dVibrational autoionization ~Ref. 45!.
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are shown. Figure 14 displays the time evolution of the elec-
tronic components of the wave packet, which were obtained
by integrating the vibrational components of the wave func-
tion. The initial 7pE8$011% state have large overlap, 0.81,
with the eigenvector which has the lifetimes of 7.19 ps. The
relatively fast decay of the norm observed in Fig. 12 is at-
tributed to this eigenstate. In Fig. 13, we can see a rapid
decrease of the mean electronic energy within 1 ps and the
corresponding decrease of the effective quantum number
from 7.6 to 4.5. The mean electronic energy oscillates after 1
ps. We can also see this initial decay of 1 ps and the recur-
sive behavior in Fig. 14, where the population of lower Ry-
dberg states gradually increase. The inspection of Fig. 14 and
the eigenvector shows that the fast predissociation of the
initial 7pE8$011% state is mainly mediated by the transition
to the 5pE8, 4sA18 , 3sA18 , and 3pE8 state. Although the
vibrational states for 5pE8 and 4sA18 state can be specified
to be $022% and $031%, respectively, 3sA18 and 3pE8 elec-
tronic state involve several different vibrational states.
The time evolution of the wave packet indicates that the
predissociation of Rydberg state with a few vibrational exci-
tation begins with transitions to the lower Rydberg states
with extra vibrational excitations. When these lower interme-
diate states couples to n53 Rydberg states with high vibra-
tional excitation, the efficient predissociation of the initial
state is possible, because these vibrationally excited n53
Rydberg states strongly couple with 2s states having large
widths. In this process, the npE8 Rydberg states play an
important role as intermediate lower Rydberg states, since
these states couple strongly with n53 Rydberg states. The
nsA18 Rydberg states play the role, although their effects of
mediation are weaker than those of the npE8 states. The
npE8 Rydberg states have large vibronic couplings with
other states because of their Jahn-Teller effect as shown in
Fig. 4 and the importance of such effect was emphasized by
Stephens and Greene20,21 in the context of autoionization and
by Kokooline et al.7 in the dissociative recombination of the
H3
1 ion.
D. Implication to the dissociative
recombination of H3¿
The dissociative recombination of the H3
1 ion with an
electron begins by the capture of incident electron to gener-
ate H3 Rydberg states, with the vibrational excitation of the
ion core. If we assume that a low energy incident electron
causes a single vibrational excitation to the ion core, the
6sA18$100% and 7pE8$011% states are the representative can-
didates for such Rydberg states. These diabatic states have a
large overlap with eigenstates having a variety of predisso-
ciation lifetimes; 3.15, 4.93, 151 ps for 6sA18$100% and 7.19,
33.8, 151 ps for 7pE8$011% state, which suggests that de-
tailed information about the nonadiabatic transitions among
H3 Rydberg states is required to derive the DR rate constant
of H3
1 correctly.
There are many states with the lifetime shorter than 10
ps above E50 eV as seen in Fig. 10. Many of these states
correspond to vibrationally excited states of the ion core. If
multivibrational excitations can take place by the attachment
of incident electron, the DR rate becomes faster than that
from singly vibrational excited initial state. Even if singly
vibrational excited states are prepared by the electron cap-
ture, these short lifetime vibrationally excited states can be
FIG. 12. Norm of the wave packet with an initial state 7pE8$011%.
FIG. 13. Mean electronic energy. The initial state is the same as Fig. 12.
FIG. 14. Time evolution of the electronic components. The initial state is
the same as Fig. 12.
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achieved by the vibration-rotation coupling through the
Colioris interaction in rotationally excited states.47,48 In ad-
dition, the number of accessible states increases by the rota-
tional excitation.47 Actually the H3
1 ion used in the storage
ring experiments is estimated to be rotationally excited with
the temperature T rot51000– 3000 K.49 In this respect, it
would be required to treat rotationally excited states in order
to interpret the storage ring experiments.
IV. SUMMARY
The predissociation of H3 Rydberg states were investi-
gated. We paid our attention to the vibrationally excited 2s
states and explored the indirect predissociation of higher Ry-
dberg states through 2s electronic state. The effective Hamil-
tonian was constructed to examine this mechanism, where
the H3 system was treated as a Rydberg electron plus H3
1
core vibrations. Ab initio calculations of 2s predissociation
widths were carried out and these data were incorporated
into the effective Hamiltonian. We obtained the complex ei-
genvalues of this effective Hamiltonian and analyzed the dis-
tribution of lifetimes and energies of Rydberg states, and the
route of predissociation. Our result shows the irregular life-
time distribution with respect to the principal quantum num-
ber which resembles the experiment results, although signifi-
cant deviation from experiments are observed for some
Rydberg states. We found the importance of the accidental
energy level matching for fast predissociation and the role of
npE8 Rydberg states which have strong coupling with the
lower Rydberg states. Based on the present results, the im-
plication to the DR process of the H3
1 ion was given. The
importance of rotational excitation was pointed out to re-
solve the discrepancy between the experiments and the theo-
ries.
It is noted that the direct nonadiabatic couplings between
n>3 Rydberg states and 2pE8 dissociative states were ig-
nored in the present work. Such couplings may be required
to obtain more accurate predissociation rates of higher Ryd-
berg states, though the magnitudes of such nonadiabatic cou-
pling elements are considerably smaller than that between
the 2sA18 and 2pE8 states. The improvement of the present
model, especially the effective potential for a Rydberg elec-
tron, will be also needed for the precise decay rate of indi-
vidual Rydberg states. We employed the local approximation
for the effective potential and justified its use by showing
that it can reproduce the ab initio Rydberg energies well.
However, the local approximation may be not enough as
known in the literature of low energy electron–molecular
collision. More elaborate treatments of the exchange effect
beyond the local approximation may be possible.50,51
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