Abstract: A numerical method based on optimal control theories for identifying Manning's roughness coefficients ͑Manning's n͒ in modeling of shallow water flows is presented. The coefficients are difficult to be determined especially when the spatial variation is significant, and are usually estimated empirically. The present methodology is applied to determine the optimal values of the spatially distributed parameters, which give least overall discrepancies between simulations and measurements. Through a series of systematic studies to identify the n values in both a hypothetical open channel and a natural stream stretch, several identification procedures based on unconstrained and constrained minimizations are analyzed. It is found that the limited-memory quasi-Newton method has the advantages of higher rate of convergence, numerical stability and computational efficiency. Although the identification of Manning's n is chosen as an example, the identification methods can be applied to numerical simulations of various flow problems.
Introduction
In general, parameters in mathematical models applied in the field of hydraulic engineering can be categorized into physical parameters and empirical parameters. Physical parameters describe physical properties and features of materials, e.g., the density of fluid. They usually are constants and probably have a set of independent state equations connected with some physical variables. Empirical parameters are based on mathematical models without definite and complete physical concept. Due to complexities of physical processes, the exact values of empirical parameters, such as Manning's n in shallow water equations, are often uncertain. These kinds of empirical parameters are widely used in process modeling. As an empirical parameter, Manning's n actually includes the components of surface friction resistance, form resistance, wave resistance, and resistance due to flow unsteadiness. Many empirical formulations for estimating the n value in practical problems have been suggested in the past ͑Urquhart 1975͒.
Due to the difficulties in determining the values of empirical parameters, estimation of these parameters in modeling largescale problems is tedious, time-consuming, and with a high degree of uncertainties. An efficient way for parameter identification is to take advantage of optimal control theories to minimize overall discrepancies between simulations and observations. Therefore if field measurements of discharges and water elevations are available, Manning's n can be optimally identified by using the data as a part of ''a priori'' output information of flow model. The discrepancies can be defined generally as a performance function. In order to assure the fastest searching direction to the optimal values in an identification procedure, it is necessary to determine the gradient of performance function beforehand by means of sensitivity analysis. There are generally three possible approaches for computing sensitivity coefficients: the influence-coefficient method, the sensitivity-equation method, and the adjoint-equation method ͑Yeh 1986͒. The influence-coefficient method and the sensitivity-equation method both utilize the basic formulations of the corresponding physical problem. The influence-coefficient perturbs each of the parameters one at a time, by which Becker and Yeh ͑1972, 1973͒ identified parameters in unsteady open channel flows. The sensitivity-equation method evaluates the partial derivatives of the physical variables with respect to each independent parameter in the governing equations ͑Kawahara and Goda 1993͒. The adjoint-equation method, or the adjoint sensitivity analysis, is based on the variational principles ͑Cacuci 1981a,b; Zou et al. 1993a; Piasecki and Katopodes 1997; Navon 1998͒ . For models that involve a large number of parameters and comparatively few responses, the adjoint sensitivity analysis can be performed very efficiently. However, due to the necessity of backward computation in solving adjoint equations, a large amount of additional storage in a computer is required to save results of relevant physical variables at every time step over the whole period of identification. Therefore we choose the sensitivity-equation method in this study to save storage of computer memory.
For large-scale computations of parameter identifications, a particular difficulty is to form an efficient procedure to minimize performance function. The minimization procedures suitable for the large-scale minimization are mainly the conjugate gradient ͑CG͒ methods ͑Fletcher 1987͒, the truncated Newton methods ͑TN͒ or Hessian-free Newton methods ͑Zou et al. 1993b ; Wang et al. 1995; Le Dimet et al. 2002͒ , the limited-memory quasi-Newton ͑LMQN͒ methods ͑Zou et al. 1993b; Byrd et al. 1995; Nocedal and Wright 1999͒ , and the Sakawa-Shindo method ͑SS͒ ͑Sakawa and Shindo 1980͒. The LMQN method can be viewed as an extension of the CG method, and it combines the advantages of the CG low storage requirement with the computational efficiency of the quasi-Newton method. Then, in spite of its complicated algorithm, the LMQN is generally suitable for large-scale inverse problems, and superior to the CG methods ͑Nocedal and Wright 1999͒. Zou et al. ͑1993b͒ found that the LMQN method is more efficient than the TN method. Benker and Hamel ͑1998͒ mentioned that the SS algorithm is quite stable, and suitable for large-scale computations, and this ability is required in most engineering problems. However, they also pointed out that the SS algorithm is rigid to converge to the optimal parameters in some practical cases, and some features of the SS method still need to be clarified. Furthermore, if the values of the identified parameters are subject to constraints over a certain range due to its physical meanings, the identification turns out to be a bound constrained problem. For methods of unconstrained minimization, see Nocedal ͑1980͒, Liu and Nocedal ͑1989͒, and Zou et al. ͑1993b͒ . For the bound constrained minimization procedures based on the LMQN method, see Byrd et al. ͑1995͒ and Zhu et al. ͑1997͒ . The other minimization algorithms capable of the bound constraints have been designed through the exterior penalty method ͑Zhu and Navon 1999͒ or the barrier method ͑Nocedal and Wright 1999͒.
The identifications of parameters in some cases are hard to achieve due to ill-posedness in the inverse problems. Chavent ͑1974͒ noted instability and nonuniqueness of identified parameters in the distributed system. Due to the instability, some minimization procedures will lead to serious errors in the identified parameters and make the identification process unstable. In the case of nonuniqueness, the identified parameters will differ according to the initial estimations of the parameters, and not converge to their optimal ͑or ''true''͒ values. Yeh ͑1986͒ and Navon ͑1998͒ have pointed out that the problem of uniqueness in parameter identification is intimately related to identification, which addresses the question of whether it is at all possible to obtain a unique solution of the inverse problem for unknown parameters. Although there are a lot of identification procedures available for estimating parameters in mathematical models, none of them can automatically guarantee stability and uniqueness in the parameter identifications in diverse engineering problems. It is therefore vital to confirm the performance of these procedures to find stable ones that can warrant obtaining the optimal solutions.
Parameter identification techniques have been widely used in the field of hydrology, meteorology, and oceanography. The issue of parameter identification based on the optimal control theories in oceanography can be traced from the early work of Bennett and McIntosh ͑1982͒ and Prevost and Salmon ͑1986͒. Panchang and O'Brien ͑1989͒ carried out early an adjoint parameter identification for bottom drag coefficient in a tidal channel. Das and Lardner ͑1991͒ estimated the bottom friction and water depth in a two-dimensional tidal flow. Yeh and Sun ͑1990͒ presented an adjoint sensitivity analysis for a groundwater system and identified the parameters in a leaky aquifer system. Wasantha Lal ͑1995͒ used singular value decomposition to calibrate the Manning's roughness in one-dimensional ͑1D͒ Saint Venant equations. Khatibi et The purpose of this study is to identify Manning's n in shallow water equations, which is spatially distributed in a computational domain and bounded over several ranges of possible values. To this end, a developed shallow water flow model called the CCHE2D ͑Jia et al. 2002͒ is used as the hydrodynamic flow model. The sensitivity coefficients with respect to every distributed coefficient in the flow model are obtained by means of the sensitivity-equation method. To ensure stability and uniqueness in parameter identification, several minimization procedures based on the SS method and the LMQN method are examined. Since Gilbert and Lemarechal ͑1989͒ and Liu and Nocedal ͑1989͒ found that the limited-memory Broyden, Fletcher, Goldfarb, and Shanno ͑L-BFGS͒ algorithm is among the best LMQN methods available, the L-BFGS algorithm is therefore selected to identify the unconstrained parameter, and the limited-memory BFGS algorithm with bound constraints ͑L-BFGS-B͒ to identify the bound constrained parameter ͑Zhu et al. 1997͒. Here, the BFGS algorithm is the most popular quasi-Newton algorithm, named for its discoverers ͑Broyden, Fletcher, Goldfarb and Shanno͒. The features of the SS method and L-BFGS and L-BFGS-B algorithms are discussed through identifying a set of the distributed Manning's n in a hypothetical open channel. Then, the minimization procedures are applied to identify a set of the distributed Manning's n in a natural stream stretch. Conclusions about this study and future research are finally presented in the paper.
Mathematical Formulations

Governing Equations
The depth-averaged two-dimensional continuity and momentum equations ͑i.e., shallow water equations͒ are used for simulations of open channel flows in this study, namely
where hϭwater depth; ϭwater elevation; and u ϭdepth-averaged velocity vector in the horizontal coordinates; ⍀ϭcomputational domain; gϭthe gravitational acceleration; ϭwater density; f cor ϭthe Coriolis force; S ϭwind stress; and
where nϭManning's roughness coefficient which is to be identified. In Eq. ͑2͒ the depth-averaged Reynolds stress can be represented as a model of turbulence closure. The CCHE2D model used in the study provides three kinds of closure models for eddy viscosity coefficient, i.e., the depth integrated parabolic eddy viscosity model, the depth integrated mixing length eddy viscosity model, and the depth integrated k-model ͑Jia and Wang 1999; Jia et al. 2002͒ . In this study, the depth integrated parabolic eddy viscosity model is used throughout. The boundaries for velocities consist of flow inlets, outlets, and river banks. The known values of velocities or discharges can be imposed on inlets and outlets. Either slip or no slip condition can be used on river banks. The boundary conditions of water elevations can be specified on the outlet sections. For the initial conditions for velocities and water elevations, the cold start ͑starting from static state͒ is utilized to initiate all simulations in this study.
Performance Function
Given the computed variables Xϭ͓,u͔ T , the observed ones X obs ϭ͓ obs ,u obs ͔ T , and a diagonal weighting matrix W (3ϫ3) ͑or covariance matrix͒ that reflects the quality of the data, the parameter identification is generally defined as finding the optimal value of Manning's n so as to minimize the following performance function:
where t 0 and t f ϭstarting time and final time of performance evaluation. Hereafter, we only consider that the flow is steady state, so the performance function ͑4͒ is simplified as
where M ϭtotal number of observation stations. If the weight function W is unit, the parameter identification turns out to be a nonlinear least-squares problem.
Parameter Identification Procedures
In order to minimize the performance function in Eq. ͑4͒ or Eq. ͑5͒, an iterative minimization procedure is required. In this study, the following three algorithms are examined for their effectiveness and accuracy, i.e., the SS method and the L-BFGS algorithm for unconstrained problems, and the L-BFGS-B algorithm for the bound constrained problem. These algorithms are applied to identify the distributed Manning's n in shallow water flows.
Sakawa-Shindo Method
The SS method is generally an iterative procedure to identify the parameters in nonlinear dynamic systems ͑Sakawa and Shindo 1980͒, which can be considered as a kind of the well-known trust region methods ͑Kelly 1999; Conn et al. 2000͒ . Assuming that the computational domain ⍀ is partitioned as L subdomains ⍀ l in which the distributed roughness coefficients are n ϭ(n 1 ,n 2 ,...,n L ) T , in order to identify the parameters in subdomains, the performance function ͑4͒ may be extended to the penalty form
where kϭiteration step; and C k ϭdiagonal weighting matrix at the kth step which is renewed at every step for changing the trust region of the identified parameter. In order to minimize the extended performance function J*, one can apply the stationary condition which is the first-order necessary condition for the existence of the optimal solution ٌJ k *͑n͒ϭ0 (7) where the gradient of the extended performance function ٌJ k * at the kth iteration is an L vector of the first derivative of J k *(X,n). Thus the identified roughness coefficients are renewed by the following equation:
where ‫ץ‬X/‫ץ‬n represents the sensitivity matrix with dimension of 3ϫL. Since only the first-order necessary conditions are satisfied in the procedure, the accuracy of this method is of first order. The Sakawa-Shindo minimization procedure is summarized as follows:
Step 1. Set the iteration step kϭ0, and assume the initial value n 0 ;
Step 2. Compute the initial state vector X 0 by solving the governing equations ͑1͒ and ͑2͒;
Step 3. Calculate the initial performance function J 0 by either Eq. ͑4͒ or Eq. ͑5͒;
Step 4. Calculate the sensitivity matrix ‫ץ‬X/‫ץ‬n by solving the sensitivity equations ͑see the details below͒;
Step 5. Renew the n values by Eq. ͑8͒;
Step 6. Calculate the error norm of the estimated parameters eϭʈn kϩ1 Ϫn k ʈ, and if the error norm is less than a criterion value, then stop the procedure. Otherwise, go to next step;
Step 7. Compute the state vector X kϩ1 by using the estimated parameters;
Step 8. Update the performance function J kϩ1 ;
Step 9. The weighting matrix C k is changed according to the following conditions. If J kϩ1 рJ k , then C kϩ1 ϭ0.9C k , kϩ1→k and go to Step 4. Otherwise C k ϭ2.0C k , and go to
Step 5.
L-BFGS Algorithm
The L-BFGS algorithm, which is established on the basis of the LMQN method, is capable of optimizations in large-scale problems because of the modest storage requirements using an approximation to the inverse Hessian matrix ٌ 2 J. Zou ͑1993b͒ compared the features of several LMQN algorithms, and they concluded that the L-BFGS algorithm has the best overall performance for the problems examined. A software package of the L-BFGS algorithm is available in the Harwell Library under the name VA15 ͑Moré and Wright 1993͒. For the details of mathematical theory about the algorithm, see Liu and Nocedal ͑1989͒ and Nocedal and Wright ͑1999͒. Hereafter, the L-BFGS algorithm is briefly introduced which can be found in most monographs about numerical optimization ͑e.g., Kelly 1999; Nocedal and Wright 1999͒. Each iteration for updating the parameters has the form
where ␣ k ϭstep size which can be determined by the linear search method ͑e.g., Nocedal and Wright 1999͒; kϭiteration number; and d k ϭsearching direction, i.e.
where H k ϭapproximation of the inverse Hessian matrix which is updated at every iteration through the formula
where
and Iϭidentity matrix. However, the approxi-mated inverse Hessian H k is generally dense, each iteration for updating the matrix can be performed a cost of O(L 2 ) arithmetic operations, so that the cost of storage and manipulating it is prohibitive due to the large number L of the parameter n.
Instead of using Eq. ͑11͒, the H k can be obtained implicitly by storing a certain number ͑e.g., m) of the vector pairs ͕p k ,q k ͖. The L-BFGS update formulas generate the matrix by using the vector pairs from the last m iterations ͑generally, 3рmр7). The update matrix H kϩ1 is obtained by the following formula. Let m ϭmin͕k,mϪ1͖. Then update H 0 m ϩ1 times by using the vector pairs ͕p j ,q j ͖, where jϭkϪm , kϪm Ϫ1,...,kϪ1, and
From this formula, one can derive a recursive procedure to compute the product H kϩ1 ٌJ(n kϩ1 ) efficiently. A two-loop recursion scheme which can obtain the product only using inner product of vectors requires totally (4mϩ1)L arithmetic operations ͑Nocedal and Wright 1999͒. This calculation for searching direction is advantageous when the number of parameters becomes large. Moreover, this recursive iteration allows the initial matrix H kϩ1 0 to be chosen freely and to vary between iterations ͑Liu and Nocedal 1989; Zou et al. 1993b; Nocedal and Wright 1999͒ . The L-BFGS algorithm for minimizing the performance function ͑4͒ can be found in most monographs ͑e.g., Zou et al. 1993b; Nocedal and Wright 1999͒ .
L-BFGS-B Algorithm
The L-BFGS-B algorithm is an extension of the L-BFGS algorithm capable of handling bounds on the identified parameters, which is to minimize the performance function J(n) subject to the following simple bound constraints:
where the vectors n min and n max mean lower and upper bounds on the values of Manning's n. For details about the L-BFGS-B algorithm, one may refer to Byrd et al. ͑1995͒. The principle of this algorithm is briefly introduced as follows: At iteration, a limited memory BFGS approximation to the inverse Hessian H k is updated. The limited memory matrix is used to define a quadratic model of the performance function. By means of the line search method, the search direction is then computed using a two-stage approach. First, the gradient projection method is used to identify a set of active variables, i.e., the identified Manning's n that will be held at their bounds; then the quadratic model is approximately minimized with respect to the free variables.
Calculation of Sensitivity Matrix
The sensitivity matrix ‫ץ‬X/‫ץ‬n arising from the calculation of the gradient of performance function in Eqs. ͑8͒ and ͑10͒ can be calculated from the sensitivity equations of the components in the matrix, which can be derived by taking the partial derivatives of the variables with respect to the distributed parameters in the shallow water equations ͑1͒ and ͑2͒. In order to simplify the descriptions of the sensitivity equations, the components of the sensitivity matrix are written as
where ,n ϭsensitivity coefficient of water elevation; and u ,n ϭsensitivity coefficients of velocities. As a result, the sensitivity equations of water elevation can be derived from the depthaveraged continuity equation ͑1͒
Assuming that the terms of the eddy viscosity and wind stress are independent on Manning's n, the sensitivity equations of velocities can be derived as
where ␦ϭ1 if the sensitivity coefficient u ,n is computed over the area where the distributed parameter n l is defined; otherwise, ␦ ϭ0 in the other area; and t ϭeddy viscosity. By taking the partial derivatives of boundary conditions and initial conditions with respect to the distributed parameters, the sensitivities of variables become zero in the boundaries where the physical variables have fixed values; the sensitivities in the initial time also can be set as zero.
Numerical Approaches
The CCHE2D model is used as the flow model in which Manning's n is identified in this study. This model developed for simulating unsteady turbulent free surface flows and sediment transport has been validated comprehensively on simulating natural river flows with complex geometries. A special finite element method called the efficient element method is adopted in the model, in which a collocation approach based on the Lagrangian interpolation functions is used to discretize the shallow water equations in a nonorthogonal mesh system. A quadrilateral with nine nodes is used for forming an element of velocity. The quadrilateral for an element of water level is defined at the staggered locations to the velocity element. In the model, a velocity correction method is used to decouple the continuity equation ͑1͒ and the momentum equations ͑2͒. For the details of the method, one may refer to Jia and Wang ͑1999͒ and Jia et al. ͑2002͒. In order to make the numerical techniques for sensitivity analysis consistent with the CCHE2D model, the similar algorithm is employed to decouple and solve the sensitivity equations ͑15͒ and ͑16͒. The sensitivity variables of velocities and water elevation are located at the same nodes as those of original physical variables. In analogy with the velocity correction method in the CCHE2D model, the sensitivities of physical variables are obtained by a fractional step algorithm. Assuming that the sensitivity of water elevation can be adjusted by a correction sensitivity of water elevation ,n Ј , the following algorithm for solving the sensitivity equations ͑15͒ and ͑16͒ is given: Suppose that the sensitivity coefficients ,n n and u ,n n at the nth time step are known, in order to calculate the variables at the (nϩ1)th time step,
Step 1. Compute the provisional sensitivity velocities u ,n * by using the equations u ,n * ϭu ,n n ϩ⌬tf ,n n Ϫ⌬tgٌ ,n n (17) where f ,n n denotes all the terms in the right-hand side of Eq. ͑16͒ except the term gٌ ,n .
Step 2. Solve the following perturbed sensitivity equation of water elevation to get the ,n Ј :
where Aϭarea of a water elevation element. The values of ,n Ј on the boundaries where the water elevations are known have to be zero.
Step 3. Update the sensitivities of water elevation and velocities by
Step 4. Check the convergence of the sensitivities ,n nϩ1 and u ,n nϩ1 . If satisfied, proceed to the next time step; otherwise go to Step 1 to redo the procedure.
Results and Analyses
In order to verify the features of the SS algorithm, the L-BFGS algorithm and the L-BFGS-B algorithm, several cases for identifying Manning's n in a hypothetical open channel and a natural river have been conducted. Through minimizing the performance function as defined in Eq. ͑5͒, the distributed parameters specified in different river reaches have been identified. The scaling problems associated with instability in the LMQN algorithms have also been considered in the identification processes.
The hypothetical open channel is assumed to be 100 m wide and 1000 m long with a plane bed. The water depth at the downstream section is specified as 10 m, a constant discharge with 1,000 m 3 /s is given at the upstream. A uniform mesh with a spatial increment of 10 m over the computational domain is used. A verification process has been used to test the features of identification algorithms: At first, the open channel flow is computed by using the specified n values called n obj , and some simulated variables at several observed stations are then selected as the observed data which are error-free for identifying inversely the parameters. Assuming that the initial values of Manning's n which are quite different from the n obj start a new simulation, the identification procedures will search and find the optimal values. Using these results, one can analyze the errors of the optimal parameters in comparison with their true values n obj , and further assess the performance of the identification methods.
Seven cases for verifying the identification procedures listed in Table 1 have been carried out to confirm the abilities to identify the distributed n values. The first three cases are to examine the SS method, in which the initial values of Matrix C are, respectively, set to 100 in Case 1 and Case 2, and 10 in Case 3. In Case 1 and Case 2, the Manning's n is constant in the whole channel. From Case 3 to Case 7, three distributed nϭ(n 1 ,n 2 ,n 3 )
T in three river stretches with equal length are specified sequentially from upstream to downstream. From Case 4 to Case 6, the L-BFGS algorithms combined with scaling techniques are applied. The L-BFGS-B algorithm for the bound constrained identification problem is tested in Case 7. The diagonal weighting matrix W is set as the unit for all of the cases. Several observed stations have been selected ͑Table 1͒, of which locations are set at the centers of cross sections in the channel with equal longitudinal distance. The observed variables at each point have two velocity components and one water elevation. The computations were carried out in a HP Convex system with a HP RISC processor.
Results by Sakawa-Shindo Method
The influences of the initial n values are discussed in the first three cases. For Case 1, the initial n value initializing the SS algorithm is much larger than its objective value n obj ͑Table 1͒. By running the identification procedure long enough so that no more change of the performance function occurs, the final n value is considered as the identified one. In Table 2 , the minimum error norm ʈnϪn obj ʈ shows that the identified parameter is convergent to its objective value with excellent accuracy. In the meantime, the minimum value of the performance function J is reduced down to more than nine digits. In Case 2, the SS algorithm searched for the objective value starting from a small initial n value. In Table 2 , the minimum value of the J in Case 2 is reduced to less than 10 Ϫ10 . For Case 3, the iterative process of the three distributed nϭ(n 1 ,n 2 ,n 3 )
T specified in the three reaches and the performance function are shown in Fig. 1 . From the obtained n values shown in Table 2 , good estimations of the n 2 and n 3 specified at downstream are made. But the parameter n 1 at upstream is not convergent to its objective value 0.01 as accurate as the other two parameters, no matter how long the procedure goes on. As a result, the convergence of the SS algorithm for identifying the relative small parameter n 1 goes to be ''rigid.'' It indicates that the SS algorithm has some drawbacks to capture the optimal ͑or unique͒ solution with a desired high accuracy. For instance, the SS algorithm has only first order accuracy for esti- mation of the gradient ٌJ(n); there is no unique way to give the appropriate value of the initial weighting matrix C in Eq. ͑6͒.
Results by LMQN Algorithms
From Case 4 to Case 7, the LMQN algorithms are employed to identify the distributed parameters in the hypothetical open channel flow. From the suggestions of Zou ͑1993b͒, the number of m for storing the previous information of the Hessian matrix in the L-BFGS and the L-BFGS-B is chosen as mϭ5 for all the cases. Moreover, attention has been paid to the poor scaling problems if the difference between the parameters is very large. The scaling technique is to make all the parameters of a similar order of magnitude, with the aim of causing each parameter to be of similar ''weight'' during the identification. Hereafter, only linear transformation of the identified parameters is considered: Suppose that a diagonal scaling matrix D converts the parameters n to the new parameters nЈ, i.e., nЈϭDn, the diagonal matrix D can be constructed through the feature of the gradient ٌJ(n). For instance, Gill et al. ͑1981͒ proposed the following form for the diagonal components of the matrix D:
We found that this technique does not work well; it even destabilized the identification procedure of the L-BFGS. Consequentially, the other two scaling techniques are proposed as follows:
Scaling 1
The root-mean-square of the gradient ٌJ(n) is used for scaling the parameters, i.e.,
Scaling 2 By analogy with the scaling technique proposed by Gill et al. ͑1981͒, the approach Scaling 1 is further improved as the following form:
The efficiency of the two scaling techniques is discussed as follows. For Case 4, without using a scaling technique, the converging processes of the identification for the distributed Manning's n and the performance function are shown in Fig. 2 . Al- though the identified parameters by the L-BFGS finally converged to the objective values with a high accuracy, strong oscillation occurred at the previous iterations, and the n values identified at the iterations are too large to be physically correct. In comparison with the SS algorithm, in spite of the fact that the L-BFGS algorithm has a feature of much faster linear convergence, it is unfortunately not stable. In response to the proposed scaling techniques, the processes of the convergence of the parameters and performance function in Case 5 ͑Scaling 1͒ and Case 6 ͑Scaling 2͒ are shown, respectively, in Figs. 3 and 4. The serious oscillations at the beginning of the identification happening in Case 4 ͑without scaling͒ are apparently reduced.
In Case 7, the L-BFGS-B algorithm was examined by considering the bound constraints for identifying the distributed parameters in the hypothetical open channel. As shown in Table 1 , the variation of the n value in Case 7 is bounded within the range from 10 Ϫ5 to 1.0. The intention of selecting a lower bound for the parameters is to keep the identified n values at iterations to be physically correct. The convergence processes of the three distributed coefficients and the performance function in Case 7 are plotted in Fig. 5 . As a result, none of the identified parameters reaches either the lower or the upper bound. Moreover, the oscillation of the parameters that occurred in the previous two cases is eliminated. Due to the bound constraints, the searching directions in the identification processes of the L-BFGS-B algorithm become much more accurate than those without constraint in Case 5 and Case 6. It is obvious that the L-BFGS-B algorithm makes the identification process stable and efficient.
The variations of the error norms ʈnϪn obj ʈ in the five cases during the identification processes are compared in Fig. 6 . Numerical results indicate that the SS method is not able to find the optimal values of the distributed parameters as accurately as the other algorithms, due to the rigid convergence of this method. However, all of the LMQN algorithms give rapid convergence, in which the L-BFGS-B algorithm is the fastest and the most stable. In addition, because the norm of the gradient of performance function ʈٌJ(n)ʈ can be used for checking whether the final solution is optimal, the variations of the norms from Case 5 to Case 7 are compared in Fig. 7 . It shows that both the L-BFGS and the L-BFGS-B algorithms can guarantee the identified parameters as optimal. Meantime, the scaling techniques proposed for remedying the problems with large differences in the distributed parameters can effectively prevent the identified parameters from oscillating. Furthermore, the L-BFGS-B algorithm can eliminate the oscillation of the identified parameters in the whole identification process. Finally, the features of all the minimization algorithms are summarized in Table 3 . These results show that the LMQN method is not only more accurate but also more efficient than the SS method. Especially, the L-BFGS-B algorithm employed in Case 7 has spent the least simulations on evaluating the performance function. As a result, the L-BFGS-B algorithm has excellent features for stabilizing the identification process and accelerating the rate of convergence.
Application to Natural Channel
The above three identification methods have been further applied to identify the distribution of Manning's n in the East Fork River in western Wyoming ͑Emmet et al. 1979͒. The performance func- According to the slopes of water elevations from the observed data, the river in the computational region has been partitioned into five stretches, of which the slope in the second stretch is quite small. Five parameters of Manning's n are distributed in the five stretches. According to the measurements, the discharge at the inlet is 2.37 m 3 /s. The water elevation at the downstream section is specified as the observed elevation of 5.42 m.
The initial values and the identified n values by the three identification procedures are summarized in Table 4 . All the procedures were started from the well-estimated values of the Manning's n. By the SS method and the L-BFGS algorithm, the identified parameter n 2 at the second stretch is nonphysical ͑nega-tive͒. As already mentioned, one reason is that the slope in the stretch was very small due to the measurements; the other is that both the SS method and the L-BFGS algorithm could not constrain the value of the identified parameter. Instead, the small positive value of the parameter n 2 can be identified with its physical meaning by applying the L-BFGS-B method. In this case, the bound for the parameters is 0.00001рnр1.0. The comparison of the performance functions obtained by the L-BFGS and L-BFGS-B algorithms is shown in Fig. 9 . The values of the performance functions by the two algorithms decrease in the iteration process, but are not reduced to as small values as the cases of the hypothetical channel shown above. This is attributed to the uncertainties in the observed data and the complexity of the natural channel. One may further refer to Khatibi et al. ͑1997͒ for the treatment of errors and noises in field data. The comparison of the norms ʈٌJ(n)ʈ by the two identification procedures is plotted in Fig. 10 . The gradual descent of the norms by the L-BFGS algorithm is obtained. However, in order to keep the constraint of the identified parameter, the L-BFGS-B algorithm has rebuilt a new searching direction of the parameters, the jump of the performance function and the norm of its gradient occurred during the identification process. The water elevations computed from the optimum parameters obtained by the L-BFGS-B algorithm are compared with the measurements at all 40 observed stations in Fig. 11 . From the engineering point of view, the water elevations from the optimal Manning's n are in quite good agreement with those measured ones, and the values of the Manning's n in the river reaches identified by the L-BFGS-B algorithm are therefore acceptable.
Conclusions
To obtain realistic and accurate flows in a natural environment, the parameter identification method in this study based on optimal control theories for identifying Manning's n in shallow water equations is presented. By using the proposed techniques, the distributed parameters with spatial variation along river reach can be identified, which insure the minimum discrepancies between simulations and measurements. Special attention has been paid to stability of identification procedures and accuracy ͑uniqueness͒ of identified parameters. The SS method and the L-BFGS and L-BFGS-B algorithms have been examined through identifying the spatially varying Manning's n in a hypothetical channel and a natural river. Numerical results show that the L-BFGS and L-BFGS-B algorithms both can catch the optimal parameters in all the cases with a desired high accuracy; however, the SS method cannot find the optimal values of the distributed parameters as accurately as the other examined algorithms, due to the rigid convergence of the method. Moreover, the proposed two scaling techniques can remedy the poor scaling problem, which causes the instability in identification of the distributed parameters. The L-BFGS-B algorithm has the advantages of both accelerating the rate of convergence and stabilizing the identification process. Using the L-BFGS-B algorithm with the bound constraints, the occurrence of negative ͑nonphysical͒ values of the identified Manning's n in a natural river can be further avoided. The ability of the bound constraint to assist the identification procedure by preserving the physical meaning of Manning's n throughout the identification process is evidenced. Meanwhile, the bounds of these parameters can be found from open literature and experience of engineers. Then, the correctness of identified parameters and the efficiency of the process can be further assured. While the identification of spatially varying Manning's n in a natural river has been carried out to demonstrate the practical applications of this method, the method is general, and can be applied to the parameter identification in various fluid flow problems.
From these findings on the behavior of identification techniques, it is obvious that the best estimations of the parameters not only are dependent on the performance function as many researchers mentioned ͑Khatibi et al. 1997͒, but also are determined by the uniqueness and stability of the minimization procedure. The identified n values in this study are assumed to be constant in time. In a future study, we have to take account of the parameters varying with time, e.g., due to flood in river. In addition, since the number of the distributed parameters cannot be too many due to the expensive computations of the sensitivity equations, for models that involve a large number of parameters ͑e.g., parameters in every nodal point͒ and comparatively few field data, we should address the issue of adjoint sensitivity equations in the future. 
