Long-run variance estimation can be understood as the estimation of the scale of a (normalized) partial sum process, that under standard conditions weakly converges to a scaled Brownian Bridge. Building on this insight, the paper makes three contributions: First, it establishes that any consistent long-run variance necessarily leads to arbitrarily bad size control for some processes that satisfy a Functional Central Limit Theorem. Second, it develops a theoretical quantitative measure of robustness of longrun variance estimators which is shown to predict accurately the size control properties of tests. Third, it establishes the form of long-run variance estiamtors that in a specific sense optimally trade off robustness against efficiency. A minor modification of those lead to test statistics with asymptotic student-t and F distributions under the null hypothesis, so that robust large sample inference can be conducted very similarly to well-understood small sample Gaussian inference.
Introduction
Sums and averages play a crucial role in most econometric techniques. Most estimators, for instance, can be written as an unweighted average of (possibly transformed) data. Similarly, test statistics are usually constructed by sums and averages of data. By invoking a Law of Large Numbers or related arguments one can typically establish that these averages are very accurate approximations of some unknown quantity, at least for a large enough sample.
Furthermore, the application of a Central Limit Theorem ensures that, appropriately scaled, the difference between the sample average and the true value of the unknown quantity behaves like a zero mean Gaussian variate, at least for a large enough sample. Approximating the unknown quantity with the mean hence leads to an error term that is close to having a mean zero Gaussian distribution, and the question about the precision of this approximation boils down to establishing the variance of this Gaussian variate. In a time series context, this variance is called the 'long-run variance', abbreviated LRV in the following.
When considering alternative estimators of the LRV, consistency is a highly desirable property. By definition, it ensures that the LRV estimator becomes ever more accurate as the sample size increases. With a large enough and well behaved sample, it becomes appropriate to substitute the unknown LRV with its estimated value, while ignoring the estimation error in the LRV estimator. Furthermore, under standard assumptions, tests based on consistent LRV estimators are asymptotically more efficient than tests based on inconsistent LRV estimators, since no power is lost due estimation uncertainty of the LRV estimator. Out of these reasons, most research has concentrated on deriving consistent LRV estimators, important contributions include Berk (1974) , White (1984) , Newey and West (1987) , Andrews (1991) , Hansen (1992) and Newey and West (1994) .
In the standard asymptotic thought experiment, consistent LRV estimators lead to simple and efficient tests, so that there appears to be no compelling reason to consider alternative approaches. Unfortunately, however, the approximation of this thought experiment for small samples with plausible amounts of dependence is poor-see Andrews (1991) and Haan and Levin (1997) , for instance. While theoretically appealing and simple to apply, inference based on consistent LRV estimators often leads to tests with bad size control in small samples with realistic amounts of dependence. As demonstrated in the seminal paper of Kiefer, Vogelsang, and Bunzel (2000) and further developed in Kiefer and Vogelsang (2002b) and Kiefer and Vogelsang (2003) , the small sample approximation can be improved upon for various data generating processes when tests are based instead on inconsistent LRV estimators.
While strongly encouraging, these results are not fully satisfying. It is quite straightforward to analytically describe the loss in power of tests based on inconsistent LRV estimators in the standard asymptotic thought experiment, see Kiefer, Vogelsang, and Bunzel (2000) and Kiefer and Vogelsang (2002b) . It is much harder, however, to analytically describe the gain in robustness of such tests, since under standard asymptotics, also consistent LRV estimators lead to correctly sized tests. An interesting but analytically difficult way to approach this question is to derive second-order refinements to the size control properties in a stylized model and discriminate LRV estimators on these grounds. Jansson (2002) finds that in a Gaussian location model, a certain class of inconsistent LRV estimators that contains the suggestion by Kiefer, Vogelsang, and Bunzel (2000) lead to tests with an order of magnitude smaller size distortions than those from certain consistent LRV estimators. It might be possible to extend these results to other models and classes of LRV estimators; it suffers from the drawback, though, that it classifies LRV estimators either as nonrobust (when the second-order term of the size distortion is of the usual order of magnitude) or robust (when the second-order term is smaller). This makes it impossible to compare LRV estimators within each of the groups, whereas simulations indicate that-unsurprisingly-the size control properties of tests in the same class can be very different. This paper tries to shed some light on these issues from an alternative perspective. The central idea is that the problem of LRV estimation can be cast as the problem of estimating the scale of the (normalized) partial sum process of the estimated disturbances. Under standard assumptions, this partial sum process converges in distribution to a Brownian Bridge scaled by the square root of the LRV. Limited amounts of dependence and heterogeneity of the underlying disturbances only lead to differences in the local properties of the partial sum process, whereas the overall shape continues to resemble a scaled Brownian Bridge for a large enough sample. A natural measure of robustness with respect to the dependence and heterogeneity of the underlying disturbances of LRV estimators then becomes whether small deviations of the partial sum process from a scaled Brownian Bridge can induce large differences in the estimation of the scale of the partial sum process.
Relying on this perspective of the problem, the paper first develops a precise analytical sense in which any consistent LRV estimator can be said to lack robustness. It is shown that any consistent LRV estimator can be induced to estimate an arbitrary positive number for a partial sum process of the estimated disturbances that is arbitrarily close to a Brownian Bridge of unit scale. Although the overall shape of this partial sum process is almost identical to that of a Brownian Bridge, the consistent LRV estimator estimates its scale arbitrarily badly. As an implication, for any consistent LRV estimator, there exist underlying disturbances that satisfy a Functional Central Limit Theorem, yet a test statistic constructed with the consistent LRV estimator has arbitrarily bad size control. Consistent LRV estimators do hence not lead to valid asymptotic inference in the whole class of disturbances that satisfy a Functional Central Limit Theorem.
The second aim of the paper is to develop an quantitative measure of robustness for consistent and inconsistent LRV estimators. The local properties of the partial sum process of the estimated disturbances is determined by the exact structure of the underlying disturbances, whereas its global shape remains close to a scaled Brownian Bridge as long as the disturbances satisfy some weak regularity conditions. This suggests that a natural measure of robustness of LRV estimators is the degree to which they can be perturbed when confronted with a process that is close to a scaled Brownian Bridge in some appropriate sense. The paper develops such a robustness measure of LRV estimators based on the largest bias that can be induced by a process that is in some well-defined neighborhood of a Brownian Bridge. For the large class of LRV estimators that can be written as a quadratic form in the estimated disturbances-which includes kernel estimators with data-independent bandwidths-explicit formulae of this robustness measures are derived. Given this measure of robustness, we determine the most robust LRV estimator as well as the form of LRV estimators that optimally trade off efficiency versus robustness in this class. Additionally, a class of simple inconsistent LRV estimator is suggested that leads to test statistics that under the null hypothesis follow an asymptotic student-t and F distribution.
The paper then numerically investigates the power and size control performance of tests based on a number of LRV estimators for some stylized models both asymptotically and in small samples. It is found that the proposed robustness measure is a reliable predictor of the size control properties of tests based on LRV estimators for the investigated range of models. The most robust LRV estimator controls size extremely well, but at the cost of very low power compared to less robust estimators. Conditional on their robustness, none of the considered inconsistent LRV estimators is markedly superior to the estimators that leads to test statistics with an asymptotic student-t and F -distribution, such that in practice, robust inference might as well be based on those.
The rest of the paper is organized as follows. Section 2 introduces the model and establishes in which sense any consistent LRV can be said to be nonrobust. Section 3 defines the quantitative measure of robustness and determines the robustness of some kernel estimators and derives the form of optimal LRV estimators for this measure within a broad class of estimators. Section 4 contains the numerical investigation in the power and size properties, and Section 5 summarizes the implications for applied work. Proofs are collected in an appendix.
The Lack of Robustness of Consistent Long-Run Variance Estimators
Let the Data Generating Process be given by a multiple linear regression model
where the scalars y t and the m×1 vectors X t are observed and E[e * t ] = 0. In this preliminary version of the paper, we will only be concerned with inference about the first element of β * , which is denoted β. Let {x t }, {y t } and {e t } be the projections of the first element of X t , y * t and e * t , respectively, off the last m − 1 elements of X t . Then by the Frisch-Waugh projection theorem
LetΣ
t , which we suppose to be positive throughout, let u t =Σ −1 X x t e t and define the partial sum process W T (s) = T −1/2
t=1 u t . When β is estimated by ordinary least squares, we find with these definitions that
. Under sufficient regularity conditions, Central Limit Theorem arguments suggest that the distribution of T 1/2 (β − β) is approximately mean zero Gaussian. With this distributional approximation, only the variance of T 1/2 (β − β) is needed to be able to conduct inference on β-leading to the long-run variance estimation problem. Specifically, we consider estimators second-order stationary autoregressive process of order one with coefficient ρ and standard white noise as driving disturbance. We find
such that for T = 100 and ρ = .9, ω (1) is replaced by the sample analogue of a (vector) moment condition, which is in general a nonlinear function of the data and the unknown parameters.
By approximating the moment condition by a first order Taylor expansion around the true value, the problem can be transformed into a linear problem very similar to the multiple linear regression model (1). See Hansen (1982) and Vogelsang (2001) for details.
A natural requirement on LRV estimatorsω 2 T is that they are location invariant, meaning thatω 2 T remains unaltered through changes in the observed data of the form {y t , x t } → {y t + x t b, x t } for any scalar b. Only location invariant estimators of the variance ofβ are independent of the true value of β. Similarly, scale equivariant LRV estimators react to a multiplication of {y t } be a nonzero constant c by an appropriate rescaling ofω 2 T by c 2 .
All common LRV estimators are location invariant and scale equivariant, and this paper focusses exclusively on such estimators. For the independence of the population value β, it is well-known (Lehmann and Casella (1998) , chapter 3) that any invariant estimator can be written as a function of a maximal invariant, and one maximal invariant is {ê t , x t }, where the residualsê t are defined asê t = y t − x tβ for t = 1, · · · , T. Any invariant LRV estimatorω 2 T hence must be a function of {ê t , x t }, and without additional knowledge about the data generating process (2), it is natural to restrict attention to functions of {û t }, wherê
The scaled partial sum procesŝ
is a one-to-one mapping from {û t } to a continuous time process on the unit interval, sincê 
One way to intuitively describe the task of a LRV estimator is hence to say that it has to estimate the variation of the unobserved W T (1) by considering the magnitude of the partial sum processB T (s). If ω 2 T is four, then the partial sum processB T (·) roughly looks like a Brownian Bridge multiplied by two. All information about the variation of W T (1) must stem from the shape ofB T (·), and in the standard asymptotic framework,B T (·) looks more and more like a Brownian Bridge scaled by ω T (in an appropriate sense). At the same time, when ω 2 T is evaluated with a scaled Brownian Bridge as an argument, then the resulting random variableω 2 T (ωB(·)) describes the behavior of the LRV estimator when {u t } T t=1 is Gaussian White noise of variance ω 2 .
In this perspective, the Brownian Bridge process B(·) plays a pivotal role in the LRV estimation problem: it is equivalent to the most regular set-up of estimating the mean in model with Gaussian White noise disturbances, and any assumptions that can be covered 
Although the processesB T (·) of Theorem 1 become arbitrarily close to a standard Brownian Bridge B(·) for a large enough sample, the long-run variance estimator can be made to consistently estimate a positive number radically different from one. LetW T (·) be the scaled partial sum process of the underlying {u t }, resulting in the partial sum processB T (·) of
Recall that the aim of LRV estimation is to assess the variation of the unobserved end-pointW T (1). Since the global shape ofB T (·) resembles more and more the shape of a Brownian Bridge of unit scale, it would seem natural to expect that W T (s) is close to a standard Wiener process, making the variance ofW T (1) close to unity, too. But Theorem 1 implies that consistent LRV estimators can come to arbitrarily different results, estimating the variance ofW T (1) by .0001 or 1000, for instance. In such cases, there is a blatant discrepancy between the overall shape ofB T (·) and the estimated variation of
While it is in principle impossible to deduce the variation ofW T (1) from the shape of the partial sum process of the residuals without imposing homogeneity of some kind, it seems that quite peculiar assumptions are required to justify this behavior of consistent long-run variance estimators.
The argument of Theorem 1 concerns the partial sum process of {û t } only, and nothing is being assumed or said about the underlying {u t }. Closeness ofB T (·) to B(·) does, of course, not imply thatū
Gaussian White Noise; in fact, {ū t } will surely not satisfy the usual assumptions, since if it did, these assumptions would ensure that the LRV estimator is consistent for the scale of the Brownian Bridge the partial sum process of { b u t } converges to. The question is, however, whether this line of argument substantially weakens the implication of Theorem 1 for the lack of robustness of consistent long-run variance estimators. Long-run variance estimators are employed precisely because a researcher is ignorant about the short-term dynamics of {u t }. These short-run dynamics translate through the integration into the 'local' properties of the partial sum processB T (·), i.e. the exact wayB T (·) wiggles and evolves after zooming in on some portion. As long as the overall behavior of {u t } is sufficiently regular to lead to a W T (·) that behaves like a scaled Wiener process in the limit, the object of interest -the variance of W T (1)-is well defined. The aim of heteroskedasticity and autocorrelation robust variance estimation is hence to estimate the overall scale ofB T (·) while ignoring its local properties. ButB T (·) has the same scale as a standard Brownian Bridge and differs only in its local properties. By potentially yielding arbitrary estimation results, consistent LRV estimators hence lack robustness against all underlying processes whose dependence structure induces these local properties.
The intuition for Theorem 1 can be explained similarly: The overall shape of a process (say, for instance, knowledge of its path up to some margin in the sup norm) contains only a limited amount of information about its scale. This amount might be quite large if the margin is mall, but it is surely finite, such that the overall shape of a process only allows inference about its scale with some uncertainty. But as the sample size grows, consistent estimators necessarily display an ever smaller degree of uncertainty. At some point, they hence must exploit the local properties of the process, too, and eventually, the limited amount of information contained in the global shape is overwhelmed by the necessarily infinite amount of local information required for consistency. And this is how the processes B T (·) of Theorem 1 are constructed: They behave globally very much like a Brownian Bridge, but a when looked at closely, their local properties are those of a Brownian Bridge scaled by κ.
Note that the sequence of processesB T of Theorem 1 converges to a Brownian Bridge in the sup-norm. While correctly estimating the scale one of an exact Brownian Bridge, a consistent LRV estimatorω 2 T can hence be made to consistently yield any number when put subject to a sequence of processes that converges weakly to a Brownian Bridge. This implies the following Corollary.
Corollary 1 There does not exist a long-run variance estimator that consistently estimates ω 2 for all processes satisfying T −1/2
Knowledge of the convergence of the partial sum process of a series to a scaled Brownian Bridge alone is hence not enough to being able to consistently estimate its scale. It is straightforward to generalize this result to the case where the convergence is to a scaled (4), the implication is the implication is that size control is arbitrarily bad for some other process {u t } that satisfies a Functional Central Limit Theorem. Consistent LRV estimators cannot lead to valid inference in the whole class of processes that satisfy a Functional Central Limit Theorem, and lack robustness in this sense.
A Quantitative Measure of Robustness
When employing consistent LRV estimators, the usual approximation is to replace the unknown value of ω 2 T by its consistent estimatorω 2 T and to proceed as if no estimation uncertainty was present. But Theorem 1 sheds some doubt on the accuracy of this approximation:
Even tiny deviations of the behavior of the partial sum processB T (·) of {û t } from a scaled Brownian Bridge leads to potentially arbitrarily differentω 2 T . The asymptotic approximation is build on the assumption that an infinite amount of local variation of the process accurately reflects its overall scale. But in any small sample, there is necessarily only a limited amount of local variation, and this variation is determined by the short-term dynamics of {u t }, and is not likely to be very informative about its overall scale. This suggests that the small sample approximation may be improved upon by considering (necessarily inconsistent) LRV estimators that do not exhibit the behavior of Theorem 1.
More specifically, one might want to define 'robust' LRV estimators by requiring that their behavior remains comparable wheneverB T (·) is close to a Brownian Bridge in some appropriate sense. One necessary part of such a definition of robustness would be to require that whenever a sequenceB T (·) converges weakly to a Brownian Bridge B(·), thenω 2 T (B T (·)) has to have the same asymptotic distribution asω 2 T (B(·)). Clearly, any LRV estimator that can be written as a continuous mapping (in an appropriate metric) of the set of cadlag functions on the unit interval will have this property by the Continuous Mapping Theorem.
Also Kiefer, Vogelsang, and Bunzel (2000) and Kiefer and Vogelsang (2003) stress that their approach does not require the usual assumptions that enable consistent long-run variance estimation, but that a FCLT suffices. Any of these estimators will yield asymptotically justified inference for the set of processes that satisfy a FCLT-which, as argued below Corollary 1, is a larger set than the set of all processes that in addition allow consistent estimation of the scale of the limiting process. Unfortunately, this requirement is still digital and does not allow the comparison of the robustness of two alternative continuous mappings.
What is more, one can easily construct a continuous mapping that results in an arbitrarily small mean-squared error of the long-run variance estimator.
2 While formally inconsistent and robust in this sense, such estimators will behave just like their consistent counterparts in small samples.
Out of these reasons, the idea pursued here is to define robustness quantitatively by some measure of how much the distribution ofω 2 T (B(·)) can be induced to change by perturbing B(·) toB T (·), whereB T (·) is in some sense close to B(·). Since the local properties of B T (·) reflect the unknown and essentially arbitrary short-run dynamics of {u t }, a robust LRV estimator should yield similar results for anyB T (·) close to B(·). What needs to be controlled, then, is the largest change of the distribution ofω of the process B(·) as the set of all processesB T (·) satisfying
The variance of the asymptotically unbiasedω 2 UA (p) as defined in (7) below, for instance, can be made aribtrarily small by choosing p large.
The processesB T (·) in the δ-neighborhood of the Brownian Bridge B(·) can be thought of as noisy versions of a Brownian Bridge, where both 'positive' noise S T (·) and 'negative' noisẽ S T (·) are allowed: WithS T (s) = 0, a nonzero S T (·) increases the local variability ofB(·) compared to B(·), giving it a more ragged shaped. With S T (s) = 0 and a nonzeroS T (·), it is only after having added noise toB T (·) that one obtains a Brownian Bridge
is in general smoother than B(·). The δ-neighborhood encompasses arbitrary combinations of this two forms of noise, where their magnitude is controlled through the largest eigenvalue of their covariance matrices. This construction allows a multitude of perturbations of the local properties of the Brownian Bridge, which correspond to many alternative short-run dynamics of the underlying disturbance process. LRV estimators whose distribution remains well-behaved for all of these series are accordingly labelled robust.
Note that S T (·) constructed from any Gaussian stationary series {w t } with spectral den-
δT is Gaussian Noise of size δ. The largest eigenvalue of the covariance matrix of {w t } is allowed to grow linearly in T . WhenB T (·) is perturbed by 'positive' Gaussian White Noise of size δ (such that S T (·) is constructed from w with
, it might seem that the neighborhood in Definition 2 is too large, since in this case, the original Brownian Bridge is overwhelmed by noise. But note that smoothly weighted averages of {B T (tT −1 )} T t=1 cannot be perturbed for large enough T in any smaller neighborhood: with g(·) being a square-integrable function on the unit interval, the largest
. While a requirement of relative distributional stability in the whole δ-neighborhood is overly conservative when considering the White Noise case, it hence also guards against more subtle deviations from the Brownian Bridge that only lead to marginal changes in the distribution of smoothly weighted averages.
The robustness measure R T (δ) focusses on the maximal bias of the LRV estimator when the argument is a noisy Brownian BridgeB T (·). This construction renders the following analyses mathematically tractable. At the same time, the expectation is only one of many parameters describing the distribution ofω 2 T , and robustness of the expectation is not sufficient for the whole distribution ofω 2 T being robust to the perturbations. But as will be demonstrated below, at least for a broad class of LRV estimators, a uniformly bounded R T does imply that the distributions of the LRV estimator for an exact Brownian Bridge and a noisy Brownian Bridge within a δ T -neighborhood are asymptotically identical for any
Given the discussion in Section 2, consistent long-run variance estimators should not be classified as robust by the robustness measure defined here. And this is indeed the case.
Theorem 3 For any consistent LRV estimatorω 2 T > 0 and for sufficiently large T , R T (δ) can be made arbitrarily large by choosing δ small enough.
The proof of Theorem 3 is relatively straightforward, it only needs to be shown that the sequence of processesB T of Theorem 1 is within a decreasing neighborhood of standard Brownian Bridge. See the appendix for details.
Much of the following discussions will concern a specific class of LRV estimators. Let M e be the T × T matrix M e = I − T −1 ee 0 , where e is a T × 1 vector of ones, and letû be the T × 1 vector with elementsû t . Any LRV estimator that can be written in the form
for A a T × T symmetric, nonnegative definite matrix will be called a quadratic LRV estimator. The assumption of nonnegative definiteness of A ensures that it is impossible to obtain a negative estimate of the long-run variance. The denominator tr[M e A] is a normalization that ensures that for uncorrelated disturbances {u t } of identical variance
The focus of the literature so far have been kernel estimators, which are usually written
|k(s)|ds < ∞ and b T is the the bandwidth. Note that all kernel LRV estimators with even kernel k(·) and data-independent bandwidth b T are quadratic LRV estimators, where A is a bandmatrix of the form
Specifically, we will be concerned with two classes of kernel estimators as desribed by Bunzel and Vogelsang (2003) : On the one hand, Type 1 kernel estimators, whose kernel k(·) allows two derivatives everywhere, and on the other hand, we consider the Bartlett LRV estimator, whose kernel is given by k(x) = 1−c|x| for c|x| < 1 and k(x) = 0 elsewhere for some constant c ≤ 1.
The following Theorem establishes the robustness properties of these LRV estimators in the sense of Definition 2.
Theorem 4 Let F be the T × T matrix with zeros above the diagonal and ones elsewhere and let D = F −1 .
(a) The robustness function R T (δ) of quadratic LRV estimatorsω 2 A are constant with robustness coefficient
T , and Bartlett estimators have robustness coefficient
T , where k 0 is the right derivative of the Bartlett kernel evaluated at zero.
(c) For b T = cT , c ≤ 1, Type 1 kernel LRV estimators have robustness coefficient
and Bartlett LRV estimators When the partial sum processB T (·) is within a o(1)-neighborhood of a Brownian Bridge and W T (1) is asymptotically normal and independent ofB T (·), then basing inference on any quadratic LRV with uniformly bounded R T is asymptotically justified. The resulting asymptotic distributions of the test statistics are those that arise whenB T converges weakly to a Brownian Bridge. In this sense, Theorem 5 provides sufficient conditions for asymptotically justified inference that are weaker than a FCLT. At the same time, most naturally arising data generating processes whose partial sums of {û t } do not converge weakly to a scaled Brownian Bridge (i.e. that fail to satisfy a FCLT) will arguably also fail to generate a W T (1) that is asymptotically normal and independent ofB T (·). The main interest of Theorem 5 lies hence more in ensuring that the focus of Definition 2 on the robustness of the mean of LRV estimators is reasonable, since at least for quadratic LRV estimators, stability of the mean implies stability of the whole distribution.
With a quantitative robustness measure at hand, the question arises which LRV estimator is the most robust one. The following Theorem provides the answer in the class of quadratic LRV estimators, along with the form of the LRV estimators that optimally trade off robustness against efficiency. Very robust LRV estimators will induce large power losses in a testing setting through the sampling variability of the LRV estimator. It is hence important for applied work to investigate the full range of robust but inefficient to efficient but nonrobust LRV estimators. The natural definition of 'efficiency' of LRV estimators for this purpose is the power of the resulting tests. For inconsistent LRV estimators, however, the power of test statistics is a complicated function of the whole distribution of the LRV estimator, making such an analysis intractable. Very comparable to Andrews (1991) , the following Theorem therefore uses the variance of the LRV estimators as a proxy for their inefficiency. When the variance of the LRV estimators is zero, the resulting tests statistics will converge to the optimal statistics with a known LRV. This suggests that there is at least a rough correspondence between the variance of the LRV estimator and the power of the test statistics.
Theorem 6 Let v(l) be the eigenvector associated with the l th largest eigenvalue
(a) The quadratic LRV estimatorω 2 MR with the smallest robustness coefficient
Part (a) of Theorem 6 establishes the form of the most robust quadratic LRV estimator ω 2 MR . Its weighting matrix A MR is not band-diagonal, and hence does not correspond to a kernel estimator. A MR has a single non-zero eigenvalue. For a model with x t = 1 and independent standard normal disturbances 
are the eigenfunctions of the covariance kernel of a Brownian Bridge E[B(s)B(r)] = s ∧ r − sr corresponding to the eigenvalues (lπ)
2 . The Karhunen-Loeve expansion of the Brownian Bridge is hence given by
where {ξ l } are independent standard normal. The right-hand side of (6) is known to converge uniformly with probability one-see Phillips (1998) and the references cited therein. An alternative way to writeω
The results of Phillips (1998) imply thatξ j andξ l for l 6 = j are asymptotically independent standard normal for any finite l and j wheneverB T (·) converges weakly to a Brownian Bridge. But for the inference based onω 2 RE (λ) to be asymptotically justified, only {ξ j } p j=1
have to jointly converge to independent standard normals. Whenever this is the case,ω 2 RE (λ) converges weakly to a weighted sum of independent Chi-squared random variables with one degree of freedom. The relative loss in robustness ofω 2 RE (λ) compared toω 2 MR hence consists of the requirement of convergence of the first p elements in (6), rather than only the first element. The larger λ and p, the more frequencies of the partial sum process of {û t } have to behave like a Brownian Bridge in order to obtain accurate approximations with inference 
Compared to the optimal LRV estimatorsω 2 RE (λ),ω 2 UA (p) puts somewhat more weight on the sample variances of higher frequency components in {û}. In return, the asymptotic distribution of pω 
Quantitative Evaluation
This section explores the properties of various long-run variance estimators for common data generating processes. The aim of the analysis is twofold: On the one hand, it is of theoretical interest whether the robustness measure introduced in Section 3 is a useful predictor of the robustness of inference based on inconsistent LRV estimators. On the other hand, the results reveal which LRV estimator behaves reasonable well in which circumstances, such that appropriate recommendations for applied work can be drawn.
The following Theorem is useful for establishing the asymptotic distribution of the various LRV estimators.
Theorem 7 Suppose that
t=1 y t ⇒ Q(s), where Q(·) is a random element on the space of cadlag functions with a finite number of discontinuities. Then the following convergences hold jointly
Whenever a Functional Central Limit Theorem applies to {u t }, the limiting process in We start by considering the asymptotic power of 5% F -tests of β = 0 against the local alternatives β = κ 0 T −1/2 , where Σ X is normalized to one. Since F =t 2 , this power is identical to the power of a one-sided t-test of level 2.5%. When {u t } satisfies a FCLT, it is easily seen that T −1/2 whereas for ω 2 known, local power of 50% is already achieved when κ 0 = 1.96. A useful way of characterizing this efficiency loss is the Pitman efficiency: for a given power of the efficient benchmark test, it describes how much more data would be needed to achieve the same power with an inefficient test. For the model here, this is simply the square of the ratio of the local alternatives against which the inefficient test and the efficient test achieve the same local power. Table 1 lists the Pitman efficiencies of the considered tests along with the robustness coefficient as defined in Definition 2. For the LRV estimators with uniformly bounded robustness coefficient, there is a strong correlation between the robustness measure and the local power of the tests: tests that are classified as more robust are less powerful.
As noted by Kiefer and Vogelsang (2003) , the Bartlett kernelω 2 BT (c) (which has R T = O(T ) for any c) yields relatively little loss in asymptotic power when c is small. We now turn to a series of three models in which size control is potentially difficult. We model u t =Σ −1 X x t e t directly, without putting any explicit structure on the data generating process for x t . These models might be most interesting and easiest to interpret for the case where x t = 1. The more general aim of this section, however, is to numerically assess the size control properties of the various LRV estimators when confronted with data that generates a well defined variance of W T (1), but fails to exactly converge to a Brownian Bridge. By looking at a number of analytically tractable cases of such processes, it is hoped that the stylized lessons that emerge are useful for real world applications where in general the process {u t } results from a more complicated interaction of the regressors and disturbances.
The first model captures the behavior of persistent time series with the simple autoregressive structure
where u 0 = P ∞ s=0 ρ s ν −s and the driving disturbances {ν t } are not necessarily uncorrelated, but satisfy a FCLT. In order to obtain useful asymptotic approximations for persistent data, we will consider the behavior of LRV estimators in model (8) under local-to-unity asymptotics. This asymptotic device, introduced by Chan and Wei (1987) and Phillips (1987) , makes the largest autoregressive root ρ in (8) a function of the sample size such that ρ = ρ T satisfies T (1 − ρ T ) = γ, for some constant γ > 0. Normalizing the long-run variance of {ν t } to one, it is well-known (Elliott (1999) ) that
where ζ ∼ N(0, 1) is independent of the standard Wiener process W (·). The half-period of a deviation from the mean of a process (8) under local-to-unit asymptotics is the fraction (ln 2)T/γ. When γ = 30, for instance, the half-period of a deviation of the mean is less than 2.5% of the sample. Looked at 'from a distance', realizations of (8) with a large γ hence look quite stationary and well-behaved. But since the limiting process on the right-hand side of (9) is continuous, adjacent observations are very close to each other compared to the overall variability of the series. When zooming in, realizations of model (8) will hence exhibit very strong persistence, even when γ is large. These properties of model (8) translate in the partial sum processB T (·) behaving roughly like a Brownian Bridge overall, but locally, the processB T (·) is much smoother than a Brownian Bridge. As could be expected from the discussion in Section 2, this leads to extremely bad behavior of consistent LRV estimators:
Müller (2002) shows that kernel estimators with an arbitrary bandwidth choice
so that asymptotically, tests based on these LRV estimators control size arbitrarily badly for any γ > 0. Note that when {ν t } in model (8) is stationary with spectral density f ν (·), then {u t } is stationary, too with spectral density
rather than the right-hand side of (10). But similar to the small sample example of section 2, for sufficiently persistent processes there is a difference between the variance of W T (1) and the usual definition (5) of the long-run variance for any sample size.
The asymptotic properties of the inconsistent estimators of Table 1 follow directly from (9) and Theorem 7. Figure 3 shows the asymptotic rejection rates of 5% level F -tests in model (8) under local-to-unity asymptotics. For slowly mean reverting series with small γ all tests severely overreject the null hypothesis. As γ increases, the rejection rates approach the nominal level, but at very different speeds for the various LRV estimators. For the LRV estimators with bounded robustness measure, the relative size distortions again correlate closely with R T . Despite its unbounded R T , however, the Bartlett estimator does not perform an order of magnitude worse in this model. Figure 4 depicts small sample size control of model (8) with independent standard normal innovations {ν t }, based on asymptotic critical values. The asymptotic approximation in Figure 1 is seen to be very good.
As a further investigation into the size control properties of tests based on the various LRV estimators, consider moving average model
with {ε t } standard normal. Except for the initial condition, such a model naturally arises when the original data is White Noise plus a small random walk, and first differences are taken to obtain a stationary model (see Stock (1994 Stock ( ), p. 2788 Stock ( -2789 . As the random walk component becomes smaller the negative moving average root θ approaches unity. Negative moving average roots close to one render the long-run variance estimation difficult, since the series is very ragged, but most of this variation cancels while taking averages.
An adequate asymptotic thought experiment requires θ to converge to unity at the rate 
which differs from the expression in Theorem 7 with Q(s) replaced by Φ(s) by an additional constant term in the numerator. UA (p), size control is better for the more robust tests. This is not the case for the quadratic spectral estimator, which has rejection rates closer to the level for a decreasing bandwidth.
The difficulty of accurate LRV in moving average models with a negative root close to unity arises through the relative large variability of any given observation (which is of order O(1)) compared to its contribution to the variance of the sum (which is of order O(T −1 )).
But the asymptotic analysis forω
QS (c) does not reflect this difficulty, since the only deviation from a standard null distribution of these statistics arises through the initial and endpoint conditions, ε 0 and ε T . In contrast to the Bartlett estimator, the presence of ε [sT ] in the partial sum process
− ε 0 has no bearing on the asymptotic behavior of these statistics. On the one hand, this suggests that it might very (11) at face value. On the other hand, it also suggests that the asymptotic approximation might be poor for this model. This second point is investigated in Figure 6 , which depicts the small sample rejection rates for model (11). The LRV estimators with uniformly bounded R T that are not very robust control size considerably worse than predicted by the asymptotics. Specifically,ω 2 QS (c) with c = .1 and c = .05 perform worse thanω 2 QS (c) with a larger bandwidth, in line with the predictions based on R T . Relatively speaking, the Bartlett estimator does slightly better in the small sample experiment, but its size control still is much worse than that of the other LRV estimators.
As a final departure from standard assumption, consider the following model with a strong seasonal component,
where {ν t } satisfies FCLT with unit long-run variance, A ∼ N(0, σ 2 A ) and U is uniformly distributed on the unit interval, and A, Q and {ν t } are mutually independent. Even as the sample size increases, the periodicity of the seasonal component in model (12) remains fixed at h cycles in the whole set of observations. In this way the asymptotic approximations generated by this model will be useful in small samples with strong seasonality. Alternatively, one might think of additional component in model (12) as approximating the effect of not necessarily deterministic cycles on the accuracy of inference about the mean-as a real world example, think of low frequency Kondratieff growth cycles that render inference about mean growth difficult. Note that for Gaussian ν t , it is not possible to construct a consistent test for the presence of the additional component in model (12).
From standard arguments, the scaled partial sum process of {u t } of model (12) is found to satisfy
where (A, Z) are distributed as in model (12) and W is a standard Wiener process indepen-dent of (A, Z). The scaled variance of the mean of {u t } is hence given by
When h is an integer, the long-run variance remains unaffected by the presence of the cycling component. The reason is simply that {sin(hπt/T + πU)} T t=1 is orthogonal to a constant, at least asymptotically. In contrast, the additional component has the largest impact on the long-run variance when h + 1/2 is an integer. From a spectral analysis perspective, the impact of the cycling component can be understood from the amount of leakage of the variance component at frequency h on frequency zero. Figure 8 depicts the corresponding T = 100 small sample experiment for model (12) with independent standard normal {ν t }, and the asymptotic approximation is found to be extremely accurate for this experiment.
In order to gain some overall insight in the correlation between the robustness measure R T and the behavior of tests based on the various LRV estimators with bounded R T , Figure 9 depicts scatter plots of asymptotic power and the absolute value of the difference of effective size and nominal level of the various models against the log of R T . Specifically, power is evaluated at κ 0 = 3, size in the local-to-unity model (8) QS is larger for larger bandwidths, so that the fit between R T and size control becomes less accurate. Figure   10 shows the same scatter plots for the small sample experiments. There, size distortion becomes almost a monotonic function of R T for all three size control experiments. Overall, at least for the LRV estimators considered here, R T seems to be a reliable predictor of size is therefore that all these tests are close to making optimal efficiency versus robustness trade-offs, something that in the light of Theorem 6 could only be expected fromω 2 RE .
Practical Implications
The testsω
UA (c) have very comparable size and power properties when λ, p and c are such that their robustness coefficient is the same. This suggests thatω 2 UA (p) is the most convenient choice for testing in practice, since tests constructed with this LRV estimator have asymptotic student-t and F -distributions with p degrees of freedom. In detail, when conducting inference about the coefficient of the first element of {X t } in a multiple regression model and dependent variable {y t }, one proceeds as follows:
• Compute the ordinary least squares residuals {x t } of a regression of the first element of {X t } the last m − 1 elements of {X t }.
• Compute the ordinary least squares estimatorβ of a regression of {y t } on {x t }, and
• Compute the p × 1 ordinary least squares estimatorξ of a regression of {u t } on the p series {ṽ(l) t }, l = 1, · · · , p.
• Computeω
• For the null hypothesis of β = β 0 , construct the
Asymptotically, the distributions oft andF under the null hypothesis are those of a student-t with p degrees of freedom and of a F-distribution with one degree of freedom in the numerator and p degrees of freedom in the denominator.
The resulting inference is more efficient but less robust for larger p. This raises the important question of how to choose p.
One might hope that the data itself gives some guidance to the choice of an appropriate p. But Theorem 1 above puts a severe limit on such an endeavor: When {u t } is Gaussian
White Noise, i.e. as well behaved as it arguably can, a data dependent method that results in an unbounded p (as a function of the sample size) will necessary result in a very nonrobust LRV estimator. Intuitively, there always exists deviations from Gaussian White Noise that are large enough to grossly invalidate inference but that are too small to be detectable.
The most conservative way of conducting inference is then to rely solely on the most robust but least efficient estimator with p = 1. And indeed, the numerical results of the last section suggest that extreme deviations from the usual regularity conditions are necessary to grossly distort the nominal level of a test based on this LRV estimator. So if a hypothesis can be rejected on the basis ofω 2 MR =ω 2 UA (1), then a researcher can be quite confident that this does not arise from the test not controlling size correctly. But given the low power, many practically important hypotheses will not be rejected, although there are wrong.
Taking the last section's results as a guide, the following recommendations seem reasonable for applied work: If {u t } has potential cycles, then 2p needs to be somewhat smaller than the number of completed cycles in sample. For a business cycle that takes 8 years, for instance, p = 8 seems like a reasonable choice when conducting inference on mean growth in 40 years of data. When {u t } is suspected to have a large negative moving average root, then inference should not be based on Bartlett kernel LRV estimators. Forω 2 UA (p) with p ≤ 8, the moving average root should not be larger than 1 − 5T 1/2 in absolute value, which corresponds to a root of 1/2 for a sample size of T = 100. If {u t } is strongly persistent, then for size to be smaller than 7.5% for a 5% level test, the largest autoregressive root ρ needs to be smaller than 1 − 7/T forω 2 UA (2), 1 − 15/T forω 2 UA (4) and 1 − 30/T forω 2 (8).
Estimations of the largest autoregressive root of interest rates series (cf. Stock and Watson (1998) ) find values for T (1 − ρ) in the vicinity of 15 for 44 years of data, and analyses of real exchange rate data find half-lives of deviations from Purchasing Power Parity of about three to five years (cf. Rogoff (1996) ), implying a T (1 − ρ) in the region of 14 to 23 for 100 years of data. When estimating the mean of such series, p = 4 already seems like the upper bound for cautious inference. Stock (1991) and Elliott and Stock (2001) provide useful methods for obtaining confidence intervals for the largest autoregressive root in persistent series.
Conclusion
In order for consistent estimators to work, any given data has to satisfy relatively strong regularity conditions. For the problem of long-run variance estimation, many real world time series do not seem to exhibit enough regularity such that substitution of the unknown population long-run variance with a consistent estimator yields reasonable results. As shown in this paper, even when the time series under consideration is well behaved enough for a Functional Central Limit Theorem to hold, inference based on consistent long-run variance estimators can be arbitrarily misleading.
In addition, the paper suggests a measure of robustness by considering how much bias can be induced in the LRV estimator when a demeaned series does not exactly converge to a scaled Brownian Bridge, but is close to a Brownian Bridge in some specified sense.
Numerical results show that this measure is highly successful in predicting the size control properties of some popular LRV estimators in a number of stylized models. A specific variant of LRV estimators-whose form is very close to LRV estimators that in a certain sense optimally trade off robustness versus efficiency-has attractive power and size properties while leading to test statistics that under the null hypothesis are asymptotically student-t and F distributed, making them an appealing choice in practice.
The amount of regularity a researcher imposes on the data while employing these LRV estimators is directly related to the number of degrees of freedom of the t-and F-distribution the tests converge to under the null hypothesis. For versions of the LRV estimator that result in a large number of degrees of freedom p, the efficiency of the resulting test is high, but its robustness low. While it might seem unattractive to leave the choice of p to the researcher, the results of this paper imply that it is impossible to develop data dependent methods that are efficient for well behaved data but remain robust for less well behaved data. On a fundamental level, it is impossible to let the data decide how much regularity can be safely assumed. One way to impose a certain degree of regularity and to obtain asymptotically valid, simple inference is to employ the form of long-run variance estimators suggested here.
7 Appendix
and ξ l ∼ idN(0, 1), and
Then the measures of B(·) andB n (·) induced on the space of continuous functions on the unit interval C endowed with the uniform metric are equivalent.
Proof. Let (R ∞ , B ∞ , P ) be the probability space of infinite random sequences. Then
. Let A be an element of the σ-field generated by the open sets on C. We need to show that P (B(·) ∈ A) = 0 if and only if
where (B −1 (A)) l is the projection of B −1 (A) on the lth coordinate. Similarly, from the definition ofB n (·),
From the equivalence of the measure of Gaussian variates on the real line, we conclude that
Proof of Theorem 1:
T is a sequence of functions on C, and the measures of κB(·) and κB n (·) are equivalent on C for any fixed n by Lemma 1, it must also be true thatω 2 T (κB n (·)) p → κ 2 . Therefore there exists for any n a finite number T n such that for all T > T n P (|ω 2 T (κB n (·)) − κ 2 | > n −1 ) < n −1 . Recomputing the first order conditions of the optimization problem (13) in terms of the diagonal elementsã ll ofÃ under the conditionsã ll ≥ 0, we find a ll = max
From the relationship betweenÃ and A, the result follows.
