The objective of this work is to compare performances of three training functions (TRAINBR, TRAINCGB and TRAINCGF) used for training neural network for predicting the value of the specific heat capacity of working fluid, LiBr-H 2 O, used in vapour absorption refrigeration system. The comparison is shown on the basis of percentage relative error, coefficient of multiple determination R-square, root mean square error and sum of the square due to error.
INTRODUCTION
Effective utilization of energy is very necessary in this decade due to rapidly increasing demand of energy [1] [2] [3] [4] . Therefore, it is necessary that computation should be up to the highest accuracy for appropriate analysis of the performance of thermodynamic system [5] [6] [7] . But in modern technology era, computational intelligence is attracting researchers in engineering for solving various engineering calculation of non linear nature. Artificial neural network is vital tool for analyzing computational intelligence [9] [10] [11] [12] [13] [14] [15] [16] [17] . The success of modeling a neural network depends on the selection of the training function. In this work, authors are comparing the performance of three training functions TRAINBR, TRAINCGB and TRAINCGF on the basis of percentage relative error and coefficient of multiple determination Rsquare.
ARCHITECTURE OF NEURAL NETWORK
Among many types of neural networks, authors have designed the neural network as shown in the figure 1. In the neural network the simple processing element is called neuron. The neural network is structured with 10 neurons in input and 1 neuron in output layer. Our designed network is the feed forward type network which is powered by back propagation algorithm [9] [10] [11] [12] [13] [14] [15] [16] [17] . This algorithm is used by many researchers because of its successful applicability in much complex engineering problems. The activation function, log sigmoid, is used in the hidden layer mentioned in equation (1) and tansig function is used in output layer mentioned in equation (2).
Methodology
The two inputs parameters are vapor quality (x in percentage fraction) and temperature (t in 0 C) and one output parameter is specific heat capacity. The pattern set of training data and testing data is mentioned in table 1 [8] .These analyses are performed in the MATLAB2008a educational environment. The range of temperature is 0 C and the range of vapour quality is 5-75 %. Selected data is given to the network during the training session with one particular training function. After completion of the training, some set of data of experimental results is used to test the network for validating the network. Test data is not used in training session. The normalization is important due to the nature of log sigmoid training function [9] [10] [11] [12] [13] [14] [15] [16] [17] . Range of the data after normalization is [0.15 1].
RESULTS AND ANALYSIS
Firstly, the authors have trained the neural network using three training functions named TRAINBR, TRAINCBG and TRAINCGF and this training is continued up till the least value of mse (mean square error) at definite value of epochs which has been represented in figure 1, 2 and 3 respectively are attained. Table 2 shows the comparison between the values from the experiment [8] to the values obtained from the networks using three different training functions. In table 3, authors have calculated the percentage relative error of the values obtained from the neural network test data session, for validating the training functions [9] [10] [11] [12] [13] [14] [15] [16] [17] . The validation of the training function is also based on the value of coefficient of multiple determinations R-square [9] [10] [11] [12] [13] [14] [15] [16] [17] . Function TRAINBR has achieved the value of R 2 almost closest to unity as shown in figure 4 , while TRAINCBG and TRAINCGF have achieved the values 0.9937 and 0.9626 respectively with inferior performance than TRAINBR as shown in Figure 5 and 6. Moreover, the values of SSME, Adjusted R 2 and RSME are presented in 
CONCLUSION & FUTURE SCOPE
The training function TRAINBR is the most suitable training function with the experimental data of specific heat capacity among the three functions which has been chosen for the analyses. This work can help researchers in the selection of training function during the modeling of the neural network for any other energy or exergy analyses.
