The first main aim of this article is to derive an explicit solution formula for the scalar 2d-Toda lattice depending on three independent operator parameters, ameliorating work in [29] . This is achieved by studying a noncommutative version of the two-dimensional Toda lattice, generalizing its soliton solution to the noncommutative setting.
Introduction
In a similar way as the Toda lattice is related to the KdV equation, the twodimensional Toda (2d-Toda) lattice (1) ∂ 2 ∂x ∂y log(1 + w n ) = w n+1 − 2w n + w n−1 is the discretization of the Kadomtsev-Petviashvili equation
(2) − 4u t + 6(u x ) 2 + u xxx x + 3σ 2 u yy = 0, more precisely the KP-II where σ = 1 (in contrast to the KP-I where σ = i) [4] . Note that the unknown function w n = w n (x, y) in (1) depends on two continuous variables x, y ∈ R and the discrete variable n ∈ Z. Although (1) was already considered by Darboux [10] in 1915, its integrability was only established by Mikhailov [19] in 1979.
In the present article we develop an operator theoretic approach to the solution theory of the 2d-Toda lattice. Our model is the treatment of the KP equation given in [8] , [30] . To be more precise, [8] establishes a solution formula for (2) depending on two parameters A, B which are bounded linear operators on some Banach space, satisfying the strong assumption [A, B] = 0. However it is shown in [30] how this assumption can be dropped, allowing for more flexibility in applications. For the 2d-Toda lattice (1), a solution formula with commuting parameters is obtained in [29] , but the question whether the extra condition is necessary has remained open so far. Our main result in Theorem 3.6 fills in this gap (and introduces and additional operator parameter D which will become significant in the applications).
Inserting the dependent variable transformation w n = (1 + v n )/(1 + v n−1 ) − 1 in (1) yields
which admits the noncommutative interpretation
Here we can view V n = V n (x, y) as an unknown function taking its values in L(F ), the space of bounded linear operators on a Banach space F , or more generally in a noncommutative Banach algebra. In Theorem 2.1 we generalize the soliton of (3) to the operator level. The proof of this (which make extensive use of the tool box of operator identities provided in Appendix C) is the most involved step towards achieving our final goal, a solution formula for the scalar equation depending on operator parameters. Here it should be observed that discrete integrable systems have the tendency to require considerably more intricate computations than their continuous counter-parts, as will also become apparent in our case. Once the operator soliton is known, we can follow more familiar roads in order to extract the desired solution formula for the scalar equation. This is elaborated in Section 3, building on related work in [2] , [25] , [29] . In Appendix B we extend our results to Hirota's bilinear form of (1) . The solution formula we use in our applications, see Proposition 4.1, depends on four linear mappings A, B, C and D. In the finite-dimensional case all of these are induced by matrices (denoted by the same symbols), A and B are quadratic of size M × M and N × N , C is of size M × N and satisfies a 1-dimensionality condition depending on A and B, and D is of size N ×M but otherwise arbitrary. Simplifying slightly for the sake of exposition, we may think of A, B and D as free parameters and of C as essentially determined 1 by A and B. The motivation of our applications part stems from the problem to classify the family F of solutions obtained by all possible choices of these matrices in terms of their asymptotic behaviour.
The second author has treated the analogous problem for solution formulas for soliton equations in one space dimension. For the KdV, the classification is complete [9] and yields multiple pole solutions besides the familiar N -solitons. For the sine-Gordon (sG), the modified KdV (mKdV), and the Nonlinear Schrödinger (NLS) equations, the picture is reasonably complete: for the sG and mKdV besides solitons one obtains breathers (or pulsating solitons, constituting a bound state between a soliton and an antisoliton [21] ) as solutions with particle character, to which the concept of multiple pole solutions extends naturally [26, 34] ; for the NLS one has solitons being complex in nature [33] . Note that whereas in the KdV case different solitons necessarily have different velocities, this is no longer the case for the NLS. First general results on such degeneracies are obtained in [17] , [33] .
Most relevant for the present article are the results on the 1d-Toda lattice [27] , which are roughly analogous to the KdV case. It should be stressed that in the latter cases wave packets of multiple pole solutions always consist of both regular solitons and singular antisolitons.
In the applications, we will provide evidence that the phenomena observable within the family of solutions coming from matrices are structurally much richer than what we have mentioned in one space dimension. We start from web structures (roughly speaking these are solutions built from line solitons with Y-crossings), which exist for KP-II and the 2d-Toda lattice. Their asymptotic classification [3, 4, 18] is a major contribution to the topic. We will show that the solutions studied in [4, 18] (including generalized cases with singularities, whose asymptotics are not studied yet) are included in F. The link between the Wronskian constructions used originally to obtain web structures and our formulas is of independent interest (see also Appendix A).
In the remaining applications we study three solution classes in F which differ from web-structures essentially. They are obtained by choosing A, B and D as 2×2matrices with appropriate structure. To get a guideline to what may be interesting, we observe that one can assume A and B in Jordan normal form (Lemma 4.8) .
Taking A, B as Jordan blocks (hence commuting) and D = I 2 , we obtain solutions whose intersection with a y-slice {y = c} looks similar to the familiar 2-pole solution of the KdV: a weakly bound wave packet moving with constant velocity, which consists of a regular soliton and a singular antisoliton deviating logarithmically from the common center, switching sides under collision, see Figure 6 .
For A, B as before, we continue with the case that D is arbitrary. Asymptotic analysis shows that the entry in left lower corner of D plays a privileged role, leading to solutions which are essentially different from the case D = I 2 . In a y-slice, such a solution is a 2-pole, but moving on steeper logarithmic curves, and not changing sides any longer. Moreover, it can be arranged that the solution is asymptotically regular. It should be mentioned that singularities occur at the place where the solitons collide, see Figure 7 .
Finally, taking A as Jordan block but B as diagonal matrix with two different entries leads to even more intriguing solutions: here a y-slice shows two solitons moving on logarithmic paths, but these do not deviate from a common center, but each from a center of its own. Hence the solution looks as if it consists of the superposition of two 2-poles, where each of the 2-poles has lost one of its partners, see Figure 8 . Splitting the asymptotic solitons into two pairs, regularity can be assigned to each of the pairs independently.
For the above mentioned three solution classes, an asymptotic analysis is given. Similar phenomena are to be expected for the KP-II where comparable solution formulas in [30] can be exploited.
Solving the noncommutative two-dimensional Toda lattice
The aim of the first section is to find a general solution formula for its noncommutative version (4) . Our result on the general operator level is the following. Theorem 2.1. Let E, F be Banach spaces, and A ∈ L(E), B ∈ L(F ) invertible. Assume that the families of operators L n = L n (x, y) ∈ L(F, E), M n = M n (x, y) ∈ L(E, F ) satisfying the following set of base equations
and that (I F + M n L n ) is invertible for all n ∈ Z and all (x, y) ∈ Ω, where Ω is an open subset of R 2 . Then the L(E)-valued function
is a solution of the nc 2d-Toda lattice (4) on Z × Ω.
Theorem 2.1 generalizes [29, Theorem 2.1], where the result was obtained under the additional assumptions [A, B] = 0, which is very restrictive in applications 2 . One of our motivations was a similar generalization obtained for the noncommutative Kadomtsev-Petviashvili equations in [30] .
The proof of Theorem 2.1 relies on a rather general tool box of operator identities which is presented in Appendix C.
Proof. Let us start with some preparations. To utilize the appendix, we introduce the following operator-functions
and collect the identities needed for the proof. The first three identities, which follow on application 3 of Lemma C.5, are the derivation rules
The lattice (4) differs from the one studied in [29] only by the coordinate change y → −y. 3 For both (7a) and (7c), use L 1 (n, x, y) = Mn(x, y), L 2 (n, x, y) = Ln(x, y) and A 1 = B,
2 and one identifies S
. Turning to (7b), we now use L 1 (n, x, y) = Ln(x, y), L 2 (n, x, y) = Mn(x, y), A 1 = A, A 2 = B, and 
The fourth identity, which follows 4 from Lemma C.2 a) and Corollary C.3, allows us to handle a certain product of the operator-functions,
We are now in the position to prove Theorem 2.1. Let us begin with the left-hand side of the nc 2d-Toda lattice (4) . From
such that (I F + V n ) −1 ∂ ∂x V n = −S + 2 (n + 1)S + 1 (n). As a result, we get for the left-hand side of the nc 2d-Toda lattice (4) ∂ ∂y
We next turn to the right-hand side of the nc 2d-Toda lattice (4). To compute the first term, we use
Use again L 1 (n, x, y) = Mn(x, y), L 2 (n, x, y) = Ln(x, y) and 
Analogously,
. Thus, for the right-hand side of the nc 2d-Toda lattice (4) we obtain
Comparing (10) with (14) it remains to show S + 2 (n + 1)T − 1 (n) = −S − 2 (n) to complete the proof. The obstacle here is that properties as in Lemma C.2 can only be applied if the operator-functions have the same arguments. Hence we need a little detour.
= −S − 2 (n), which completes the proof.
3.
A solution formula for the scalar 2d-Toda lattice depending on two independent operator parameters
In this section a scalarization process is introduced with which, starting from a solution of the non-commutative 2d-Toda lattice (4), a solution formula for the scalar lattice (3) can be constructed.
After introducing the necessary background from functional analysis in Subsection 3.1, we explain the main idea behind scalarization in Subsection 3.2. In Subsection 3.3, this strategy is carried out explicitely for the 2d-Toda lattice. Finally, in Subsection 3.4 we explain how the theory of elementary operators can be exploited to meet the requirements of scalarization and to simplify the solution formulas considerably.
3.1. Terminology. Before explaining our general strategy, we need some terminology. Let E, F be Banach spaces. A one-dimensional operator T ∈ L(E, F ) is an operator whose range is contained in a one-dimensional subspace of F . Every such an operator T can be written as b ⊗ c for a vector c ∈ F and a functional b
A finite-rank operator is an operator T ∈ L(E, F ) with finite-dimensional range, and the space of all finite-rank operators from E into F is denoted by F(E, F ). We set rank(T ) = dim(ran(T )). Note that
The class F = ∪ E,F F(E, F ) of finite-rank operators forms an operator ideal. Moreover, it is well-known that there is a unique trace tr F : ∪ F F(F ) → C, which is given by [22] for more detailed information on the concept of traces and determinants on quasi-Banach operator ideals).
3.2.
Strategy. Let us briefly explain the idea of the scalarization process. Let us assume that V n = V n (x, y) ∈ L(F ) is an operator-valued solution of the nc 2d-Toda lattice (4) . A natural ansatz to derive a solution v n for the scalar lattice (3) is to apply a continuous linear functional τ to V n , i.e. to try v n = τ (V n ). Of course the functional τ has to be chosen in a way that the solution property is maintained under its application. Since the 2d-Toda lattice is nonlinear, τ needs to be multiplicative at least in a certain sense.
To meet this requirement we introduce, for a fixed functional b ∈ F , the subalgebra
consisting of one-dimensional operators whose behavior is governed by the functional b. Observe that the restriction of the trace tr F on the finite-rank operators F(F ) to S b (F ) coincides with the evaluation of the functional b. Now the crucial observation is that tr F is multiplicative on S b (F ):
Proof. We verify T 1 T 2 = tr F (T 2 ) T 1 , then the assertion follows from the linearity of the trace. Indeed, for
This motivates the following choices:
(1) We assume that the operator solution V n belongs to S b (F ) for a constant, fixed b ∈ F . In other words V n is one-dimensional with fixed kernel. (2) For scalarization, we use the functional tr F . Then application of tr F to V n maintains the solution property. (4) . Then v n = tr F (V n ) solves (3). Remark 3.3. For a more systematic explanation of the choices (1), (2) above, we refer to [2] .
For the proof of Proposion 3.2, we need two more properties for operators in S b .
Proof. By assumption, we can write
.
Proof. The assumption follows from
and the fact that 1 + tr F (T 1 ) = det F (I F + T 1 ) = 0 since is I F + T 1 invertible. Note that we have used the multiplicity of tr F in the boxed reformulation.
Proof of Propostion 3.2. Using the tools collected above, we can directly verify that v n = tr F (V n ) satisfies (3).
Note that for Step ( ) above, linearity of tr F , more precisely tr
3.3. Solution formulas. Application of the scalarization technique from last subsection to the operator solution in Theorem 2.1 provides us with a first solution formula for (3).
be operator functions which satisfy the base equations (5) and the one-dimensionality condition
is a solution of the scalar 2d-Toda lattice (3) on Z × Ω.
Proof. Since L n (x, y), M n (x, y) satisfy the base equations (5), Theorem 2.1 implies
This shows V n ∈ S b (F ), and the assertion follows from Proposition 3.2.
If the operator function L n = L n (x, y) even takes its values in a quasi-Banach operator ideal A which is equipped with a nice, generalized determinant, the solution formula in Theorem 3.6 can be improved considerably. 
Proof. Let τ be the trace associated to the determinant δ by the trace-determinant theorem [22] , and note this trace coincides with tr F on F(F ), by uniqueness of tr F . Hence we get
Next, using the fact that 1 + τ (T ) = δ(I + T ) holds for one-dimensional operators T , we obtain
which was to be shown.
Elementary operators.
A natural way to satisfy the base equations (5) is by choosing
Then the onedimensionality condition (15) is met provided that AC−CB −1 ∈ S b or, equivalently, provided that C is a solution of the Sylvester equation
In the present subsection we review some relevant results on the Sylvester equation and their impact on our solution formulas. To this end, let A be a quasi-Banach operator ideal, and Φ A,B :
The operator Φ A,B belongs to the larger class of so-called elementary operators the structural properties of which have been extensively studied in the literature (see the survey [24] and references therein). For the spectrum of Φ A,B the following striking formula
holds (see [11] for fundamental work on the spectra of elementary operators on Banach operator ideals, and [1] for the extension to quasi-Banach operator ideals). It shows that invertibility of Φ A,B can be read off from the spectra of A and B, independently of the underlying quasi-Banach operator ideal A.
In particular, since we are interested in solving the Sylvester equation (17) with right-hand side b ⊗ c ∈ F(F, E), and the finite-dimensional operators F are contained in any quasi-Banach operator ideal, we are free to choose A arbitrarily.
Provided that 1 ∈ spec(A) · spec(B), the Sylvester equation (17) has
A particularly convenient choice for A is the quasi-Banach operator ideal N 2/3 of 2/3-nuclear operators in the sense of Grothendieck. Recall that a bounded operator
Note that N 2/3 becomes a quasi-Banach operator ideal with respect to the quasi-norm
where the infimum is taken over all possible representations. It was already shown by Grothendieck [12] that N 2/3 is of eigenvalue-type 1 , i.e. operators in N 2/3 possess absolutely summing eigenvalues. For quasi-Banach operator ideals of eigenvalue-type 1 , a deep result of White [35] states that the spectral sum tr λ (i.e. the sum of the eigenvalues) is a continuous trace. By the trace extension theorem [22] , this trace is unique. Using the relationship between traces and determinants on quasi-Banach operator ideals [22, Chapter 4.6] , there also is a unique continuous determinant det λ on N 2/3 , which is spectral.
We sum up:
is a solution of the scalar 2d-Toda lattice (3) on Z×Ω (and det λ denotes the unique continuous and spectral determinant on N 2/3 ).
Applications
In the concluding section we discuss first applications of the solution formula in Proposition 3.8. First we re-derive line solitons [14, 16] in Subsection 4.1, then we study how resonance and web structure phenomena [4, 18] fit into the picture in Usually one visualizes solutions for (1) . Recall from the introduction that the connection between (3) and (1) is given by the dependent variable trans-formation w n = (1 + v n )/(1 + v n−1 ) − 1. One then plots the solutions for fixed values of y, the time variable, as functions of (x, n). To facilitate comparison with the literature, we start with summing up the contents of Propositions 3.8 and B.1 for (1). is a solution of (1) on Z × Ω.
Note that we formulated Proposition 4.1 in the finite-dimensional setting, which is sufficient for the applications we have in mind, but it should be mentioned that there are numerous applications relying on analysis in infinite-dimensional spaces [5, 7, 8, 31] 
where we have set (21) [p] = [p](n, x, y) = p n exp px − y/p .
Then we get for the determinant (20) in Proposition 4.1 that
The calculation of det , which can be traced back to a classical remark of Cauchy [6] , see also [23] . For details and generalizations with impact on integrable systems see [32] .
In particular, for N = 1 we get
Taking p 1 > q 1 > 0 and b 1 c 1 > 0, to avoid singularities, we recover the 1-soliton solution (line soliton)
where we have set
For fixed y, the line soliton is situated on a line in xn-space with slope d. (For visualization it is convenient to regard n as continuous variable). It is characterized by the latter and its amplitude a, where we have
< 0, see Fig. 1 for illustration. For N = 2, inspection of (22) shows that the solution is regular if p j > q j > 0, b j c j > 0 for j = 1, 2, and (23)
Note that A 12 encodes the position shift of the asymptotic paths of the line-solitons, which is caused by their collision. We may assume p 1 > p 2 without loss of generality. Then (23) can be satisfied by either one of the following conditions
The resulting solution describes the elastic collision of two line-solitons. For condition (O), the involved solitons belong to the parameter constellations (p 1 , q 1 ) and (p 2 , q 2 ), constituting a collision of so-called ordinary type. For condition (A), to (p 1 , q 2 ) and (p 2 , q 1 ), a collision of so-called asymmetric type, see [4] for details. The plot on the right corresponds to condition (O), which implies that the parameter constellation is q 2 = 0.1, p 2 = 0.5, q 1 = 2, p 1 = 15. The resulting solution shows the collision of two solitons with parameters (15, 2), (0.5, 0.1). It is plotted for y = 1. In contrast, the plot on the left corresponds to condition (A) with the parameter constellation q 1 = 0.1, q 2 = 0.5, p 2 = 2, p 1 = 15. In this case the solution shows the collision of two solitons with parameters (15, 0.1), (2, 0.5). It is plotted for y = 10.
In [29] it is shown that the line solitons are comprised in the solution class discussed above by establishing the link to their representation in terms of Casorati determinants [14] , [16] .
4.2.
Resonance and web structures. In [4] a solution class was studied, which not only includes elastic collision of line-solitons [15] , but also soliton resonances and web structures [18] . In this subsection we first briefly recall the construction in [4] . Then we show how this class can be realized in terms of Proposition 4.1. Finally we give some examples.
The following solution class for the 2d Toda lattice (3) was studied in [4] :
In fact, this class contains line solitons [15] for C = C 1 , and fully resonant solutions [18] for C = C 2 , where
For this class, the following assumptions can be made:
(1) N < M .
(2) C is in RREF with rank(C) = N .
(3) The matrix C in addition satisfies that (i) each column of C contains at least one nonzero element, and (ii) each row of C contains at least one nonzero element in addition to the pivot. Assumption (1) is no restriction since for N = M one obtains the trivial solution. Assumption (2) can be made without loss of generality. The reason is that the transformation C → C = GC with G ∈ GL N (R) leaves the solution invariant. Note also that unless C has full rank, the determinant in (25) vanishes identically, and the solution is undefined. Assumption (3) serves to avoid redundancies. all N × N -minors of C are non-negative, the above solution class has been characterized in [4] .
The main aim of the subsection is to explain how this solution class can be realized in terms of Proposition 4.1. We start with the following simplification of the coefficient matrix C. Proof. Since C is in RREF with rank(C) = N , there is a matrix Π, of size M × M ,
Inspection shows that Π −1 ΘΠ corresponds to a permutation of p 1 , . . . , p M , and that Π −1 K changes the Vandermonde matrix K accordingly.
Similar to the decomposition of the coefficient matrix in an N × N -matrix and an N × (M − N )-matrix in the above lemma, we write
which generates same solution w n as
To see how the corresponding solution is realized using Proposition 4.1, we set E = R M −N , F = R N , and define
As a consequence, the solution class (25) is included in Propsition 4.1 with the two generating matrices A, B being diagonal, but not necessarily of the same size.
Let us illustrate the above algorithm for collisions of two line-solitons. Recall 0 < p 1 < p 2 < p 3 < p 4 , and let θ 1 = θ 2 = θ 3 = θ 4 = 0. Elastic collision of two line-solitons correpond to the following choices for C [4, Lemma 4.1]: Note however, that the constants θ j and the ϕ j from our formalism not necessarily coincide. 
where [p] is defined as in (21) . Regularity of the corresponding solution can for example be guaranteed by p j > q > 0 and bc j > 0 for all j.
Note that (26) can be considered as the degenerated case q 1 = . . . = q M = q of (22). In fact, starting from A = diag{p 1 , . . . , p M }, B = diag{1/q 1 , . . . , 1/q M }, one arrives at the same solution class. This class has also been discussed in [29] . For fixed values of y the solutions represent tree-like structures with M line solitons for n → ∞ and 1 line soliton for n → −∞.
A similar discussion can be made for solutions generated from A = (p), B = diag{1/q 1 , . . . , 1/q N }. First we will discuss the case that A, B are 2 × 2 Jordan blocks and D = I 2 . Note that the corresponding solutions can be easily realized in the framework of [29] , where a solution formula was established for commuting A and B, without the additional matrix parameter D. In the next case we drop the assumption D = I 2 . Finally we consider the case that A is a 2 × 2 Jordan block and B a 2 × 2-diagonal matrix with two different eigenvalues.
We start with the observation that the assumption that A, B are in Jordan form can be made without loss of generality. 
First we show that replacing A, B by J A , J B and b, c byb,c amounts to replacing C byC. Since C solves the Sylvester equation AXB − X = c b t , implying thatC is the (unique) solution of AXB − X =cb t .
Furthermore, by definition of the exponential function as power series, we have
By multiplicity of the determinant, p(n, x, y) = det(I + M n (x, y)L n (x, y)) hence coincides with the determinant of 
In order to do an asymptotic investigation, we fix y and look at the solution for n → ±∞. Following the kind of arguments laid down in [27] for the one-dimensional Toda lattice, we arrive at 7 w n (x, y) ≈ w ± 1 (n, x, y) + w ± 2 (n, x, y) for n ≈ ±∞, with solitons
This shows that, for fixed y, the solution constitutes a wave packet consisting of two partners. As a whole, the wave packet has slope d in xn-space, with the partners deviating logarithmically as n → ±∞.
Note that the asymptotics also shows that one of the partners is a (regular) soliton and the other a (singular) antisoliton. Identifying them by their regularity, one also observes that, from n → −∞ to n → ∞, the solitons cross sides. In fact, for the one-dimensional Toda lattice, which can be obtained from (1) by reduction [4] , this kind of appearance of negaton solutions is well reflected [27] . Example 4.9. For p = 1, q = 2, the solution discussed above is visualized in Figure 6 , with b 1 = 1/10, b 2 = −1, c 1 = 2, c 2 = 1. Note that the solution is plotted in the frame (n, x − log(2)n, 0), corresponding to the fact that a line-soliton with parameters p = 1, q = 2 has slope −1/ log(2) in xn-space.
4.3.2.
The general case of (commuting) 2 × 2-Jordan blocks A, B. In the next case we once more consider A = p 1 0 p , B = 1/q 1 0 1/q with p, q > 0, but now we take advantage of the additional matrix parameter D. To this end, let
6 assuming b 1 c 2 = 0 7 Here we use the following notion of convergence, see [27] : For fixed x, fx(n) := f (n, x) is viewed as a mapping to the Riemann number sphereĈ = C ∪ {∞}. EquippingĈ with the metric d ∞ (w, z) = |π −1 (w) − π −1 (z)|, where π denotes the stereographic projection π : S 2 →Ĉ, we say that two functions f (n, x) and g(n, x) have the same asymptotic behaviour for n → ±∞, briefly f (n, x) ≈ g(n, x) for n ≈ ±∞, if the family (f − g)n : R →Ĉ converges to zero as n → ±∞ uniformly with respect to the metric d ∞ . where all ingredients are defined as in the case before except f (n, x, y) = (p − q) d 2 + d 1 P + d 4 Q + d 3 P Q + q 2 /(p − q) 2 /q.
Assume d 3 = 0 and det(D) = 0. Asymptotic analysis (for fixed y) confirms that, for n → ±∞, the solution constitutes a wave packet consisting of two solitons w ± j (n, x, y) as before, but now build with the exponentials
and we have set det(D) = σδ 2 with a sign σ and δ > 0. Observe the additional factor 2 in front of the logarithm, which is due to the fact that the polynomial appearing in the determinant p(n, x, y) is of degree 2. The even degree of the polynomial is also responsible for the fact that the solitons no longer cross sides. It is remarkable that choosing d 3 and det(D) appropriately, we now can arrange that both solitons are regular.
It should be stressed that the first case (D = I 2 ) actually is degeneration of the case above. Example 4.10. For p = 2 and q = 1, the solution discussed above is visualized in Figure 7 , with b 1 = c 2 = 1 and d 1 = −10, d 2 = −2, d 3 = −1, d 4 = 1. It is plotted in the frame (n, x − log(2)n, 0).
Noncommuting A, B (of same size). Finally we look at the case
(i.e. with non-commuting matrix parameters A and B) for p, q 1 , q 2 > 0 and, without loss of generality, q 1 > q 2 .
Computing the determinant in Proposition 4.1 for this parameter choice, one sees that to keep the leading terms it is sufficient to choose b = (b 1 , b 2 ) t , c = (0, c 2 ) t with b 1 c 2 and b 2 c 2 = 0. For the determinant we then get p(n, x, y) = 1 + d 1 P (1) (n, x, y) (1) (n, x, y)
with the parameters ϕ j and the signs j given by j exp(ϕ j ) = b j c 2 q j /(p − q j ), and where
Assume d 1 , d 3 = 0 and det(D) = 0. Recall that without loss of generality q 1 > q 2 .
For the asymptotic analysis we also fix p > q 1 (note that q 1 > p > q 2 and q 2 > p can be treated similarly). As a result, for n → ±∞ the solution consists of two solitons w (j),± (n, x, y), build with
Hence the solution consists of two different solitons, corresponding to the parameter constellations (p, q 1 ) and (p, q 2 ), respectively, which deviate logarithmically from their respective slopes d (1) and d (2) .
Note that the collision ot the two solitons causes a phase-shift determined by (23) .
Observe also that regularity of the solitons can be manipulated by the signs of d 1 , d 3 and det(D) in the following way: One can pair the solitons arbitrarily and assign to each pair separately whether both solitons of the pair are regular or singular.
Example 4.11. For p = 2, q 1 = 1, q 2 = 1/2, the corresponding solution is depicted in Figure 8 with b 1 = c 2 = 1 and d 1 = 1, d 2 = −1, d 3 = −10, d 4 = −1.
The two involved solitons correspond to the parameters (2, 1) and (2, 1/2). Observe that a line-soliton with parameters (2, 1) has slope −1/ log 2 in xn-space and one with parameters (2, 1/2) has slope −3/(4 log 2). The plots in the lower row of Figure 8 show the solution, plotted for y = 0, in the corresponding frames (n, x − log(2)n, 0) (left) and (n, x − 4 log(2)n/3, 0) (right), the logarithmic paths of the solitons being clearly visible.
The plots in the upper row are plotted in (n, x−7 log(2)n/6, 0), where −7 log(2)/6 is the arithmetic middle of − log(2) and −4 log(2)/3. In what follows we give a factorization of Ψ −1 A,B (C) for arbitrary one-dimensional matrices C in terms of Vandermonde-type matrices. The results below generalize work in [28] for A, B of the same size. To the data given above, we assign the m × n-Vandermonde matrix V A,n and the n × n-matrix W B as follows 
Furthermore, we introduce the involution J n =
Lemma A.1. The following identity holds:
Proof. By direct verification, V A,n J n = α n−j i i=1,...,m j=1,...,n .
Hence, denoting the ij-th entry of a matrix T as usual by T ij , matrix calculation shows
As a consequence, V A,n J n W B is a solution of the Sylvester equation AX +XB = C for an appropriately chosen one-dimensional right-hand side C. In summary, we have shown the following factorization result.
Theorem A.3. Let A = diag{α 1 , . . . α m } and B = diag{β 1 , . . . , β n } such that 0 ∈ spec(A) + spec(B). Then, for any b ∈ C n , c ∈ C m , the following factorization holds:
. . , f k on the diagonal and D is given in (28) .
A,B f m f t n , and, similarly,
The following variant of the Theorem A.3 for the elementary operator Φ A,B defined in (18) is used in Subsection 4.2.
Proposition A.4. Let 0 < p 1 < . . . < p M , and let A = diag{p N +1 , . . . , p M } and B = diag{1/p 1 , . . . , 1/p N } with N < M . Furthermore, set
for an appropriately chosen one-dimensional matrix C.
For the proof it is useful to express the inverse of a Vandermonde matrix in the notation at hand. Note that this is a direct consequence of Lemma A.1 for n = m and B = −A.
Corollary A.5. Let the α j be pairwise different. Then
Proof of Proposition A.4. Note first that, in the notation of this section, we have m = M − N , n = N , and K M −N = V A and K N = V B −1 . By Corollary A.5, Since B and D 1 commute, it follows that
with the right-hand side being one-dimensional.
Appendix B. The two-dimensional Toda lattice in bilinear form
The aim of this appendix is to present a solution formula for the bilinear form of the 2d-Toda lattice (29) τ n ∂ 2 τ n ∂y ∂x − ∂τ n ∂y ∂τ n ∂x = τ n+1 τ n−1 − τ 2 n .
(see [13] and references therein) in terms of a generalized determinant. Note that the dependent variable transformation 
is a solution of (29) on Ω = {(n, x, y) ∈ Z × R 2 | τ n (x, y) = 0, τ n−1 (x, y) = 0}.
Proof. Let τ be the trace associated to the determinant δ according to the tracedeterminant theorem [22] . Recall that for a smooth operator-function ξ → T (ξ), with values in the endomorphisms on some Banach space, the following derivation rule holds [22] (30)
We will verify that τ n solves
which implies (29) . Let us start with the left-hand side of (31). Application of (30), the base equations (5) , and linearity of the trace yield
Using the trace property τ (ST ) = τ (T S) we get τ (
where V n is the operator-soliton defined in (6) . By continuity of τ , we therefore find
Next we turn to the right-hand side of (31). Using again the base equations (5), we find
Hence, the right-hand side of (31) becomes
By (15) , we know that V n = (
Using that δ(I + T ) = 1 + τ (T ) holds for one-dimensional operators T , we conclude
Comparing (33) with (32), we see that it is sufficient to show
To this end we fall back on some identities from the proof of Theorem 2.1, together with the following identity derived 8 from Appendix C,
Namely, we get
This completes the proof.
If Ω is dense in Z × R 2 , Proposition B.1 yields that τ n satisfies (29) everywhere by continuity. This will be our way to verify (29) in applications. 
Then T + 2 (n) = −T 
2 ) + f
[a]
2 , yielding the identity in (a) after multiplying with (I G1 + L 1 L 2 ) −1 from the left, and, similarly,
applying (b), again after multiplying with (I G1 + L 1 L 2 ) −1 from the left. 2 . Next we turn to identities involving operator functions depending on a (scalar) variable ξ. Let us first recall the derivation rule for inverses.
Lemma C.4. Let G be a Banach space and T be an L(G)-valued function depending C 1 -smoothly on some variable ξ. If T (ξ) is invertible for all ξ, then T −1 (ξ) is C 1smooth and d dξ T −1 (ξ) = T −1 (ξ)T (ξ)T −1 (ξ).
Now we look at derivation rules for operator functions with a similar structure as in Lemma C.2.
Lemma C.5. Let G 1 , G 2 be Banach spaces, and L 1 , L 2 are operator-valued functions depending C 1 -smoothly on some variable ξ with L 1 (ξ) ∈ L(G 2 , G 1 ), L 2 (ξ) ∈ L(G 1 , G 2 ) such that I G1 + L 1 L 2 (and hence also I G2 + L 2 L 1 ) is invertible.
Let f
j (z), j = 1, 2, be complex functions, and let A j ∈ L(G j ) be invertible operators such that the spectrum of A j is contained in the domain where f 
for α ∈ {a, b}, and analogously S
[α] 2 , T
[α] 2 build in the same way but with the role of the lower indices interchanged.
Then the following derivation rules hold:
(a) d dξ S 
2 )
Second, using Lemma C.1(a) for the boxed identity, we compute d dξ T
2 , which concludes the proof.
