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Abstract
The Images in an immersive head-mounted display (HMD) for virtual reality
provide the sole source for visual adaptation. Thus, significant, near-instanta-
neous increases in luminance while viewing an HMD can result in visual dis-
comfort. Therefore, the current study investigated the luminance change
necessary to induce this discomfort. Based on the psychophysical experiment
data collected from 10 subjects, a prediction model was derived using four
complex images and one neutral image, with four to six levels of average scene
luminance. Result showed that maximum area luminance has a significant
correlation with the discomfort luminance level than average, median, or max-
imum pixel luminance. According to the prediction model, the discomfort
luminance level of a head-mounted display was represented as a positive linear
function in log10 units using the previous adaptation luminance when lumi-
nance is calculated as maximum area luminance.
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1 | INTRODUCTION
The brightness of displays is changed dynamically
depending on the ambient light, even though the lumi-
nance of these displays remains constant.1-3 For example,
a display in a dark room appears brighter than that under
light, even if the physical intensity of the exposed light is
identical. To elucidate the actual luminance of a display
under ambient light conditions, Lee et al defined the
ergonomic aspects of the proper luminance level of dis-
plays.4 According to their study, excessive light intensities
of displays can result in glare or visual fatigue, even
though high luminance levels are generally preferred.
Thus, to ensure proper luminance levels (ie, maximum
acceptable luminance levels that do not cause discomfort
because of high brightness) of a display based on sur-
rounding conditions without any discomfort or subjective
visual fatigue, an automatic luminance control system is
used to provide visual comfort and reduce power con-
sumption.5 There have been several patents on automatic
luminance control systems, and these systems have been
applied in smartphone technologies.6-8
Apart from smartphones, it is also important to control
the luminance of head-mounted displays (HMDs). When
using HMDs to enjoy the video, they provide a unique
viewing condition by providing a large viewing angle and
blocking out the light from the ambient environment.
Hence, subjective visual discomfort can be more significant
in HMDs than in other displays. To control the luminance
of HMDs without glare or visual discomfort, it is necessary
Received: 21 November 2019 Revised: 29 March 2020 Accepted: 31 March 2020
DOI: 10.1002/col.22509
This is an open access article under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribution in any
medium, provided the original work is properly cited, the use is non-commercial and no modifications or adaptations are made.
© 2020 The Authors. Color Research and Application published by Wiley Periodicals LLC
Color Res Appl. 2020;1–10. wileyonlinelibrary.com/journal/col 1
to define where we adapt and what we observe. It is
straightforward to define the adapting luminance for
smartphones or displays, which are used under ambient
light, which does not change dynamically for a long time.
However, it is challenging to define the adapting luminance
of HMDs because ambient light only affects the preferred
luminance after the HMD has been worn. According to our
previous study, the preferred luminance of HMDs is ini-
tially affected by the initial ambient light, and the preferred
luminance of HMDs converges to a certain luminance level
after two minutes, regardless of the intensity of the initial
ambient light.9
Therefore, we need to distinguish the viewing condi-
tions of HMDs to analyze their proper luminance levels.
The first condition is the initial viewing condition imme-
diately after HMDs are worn. Immediately after donning
an HMD, the participant's eyes are still adapted to the
ambient light. According to our previous experiments, as
the level of initial ambient illuminance increases, proper
luminance, which is the maximum luminance with
which the participant is comfortable, also increases.10
The second condition is the viewing condition inside the
HMD. The adapting luminance of HMDs is significantly
more dynamic than that of ambient light because our
eyes adapt to the scene presented on HMDs. To analyze
the adapting luminance inside the HMDs, it is essential
to consider the luminance of the adapting image.
This study investigates the proper luminance of HMDs
depending on their adapting luminance, using complex
images and neutral color. To determine the proper lumi-
nance of HMDs, the discomfort luminance levels (ie, the
minimum luminance levels causing discomfort due to the
high brightness of the HMD) were investigated through
psychophysical experiments. Based on the experimental
data, a prediction model for the discomfort luminance
level of HMDs was developed using the maximum lumi-
nance of the scene. A proper luminance control enables
the user to prevent the subjective visual discomfort caused
due to high brightness and also to provide energy-efficient
HMDs aimed at long-term use.
2 | HMD CHARACTERIZATION
For the HMD psychophysical experiment, the HMDs
need to be characterized for predicting the luminance of
the stimulus image. The Oculus Rift development kit
2 (DK2) was used to generate the stimuli. The panel reso-
lution was 1920 × 1080, the resolution for each eye was
960 × 1080, and the viewing angle was approximately
100 for each eye. In this section, we describe the charac-
teristics of the HMD used in the experiment and present
the proposed characterization model. This
characterization model was used to calculate the lumi-
nance of the stimulus images.
2.1 | HMDmeasurements
It is difficult to measure the colors displayed on an
HMD accurately by using conventional measurement
methods for flat panel displays. This is because human
eyes observe virtual images by using an optical structure,
which consists of a near-eye display (NED) and virtual
optics.11 Previous studies on HMD measurement
methods have considered the eye box11-13 and the volume
behind the lens.13 However, commercially available NED
measurement systems have only been developed recently,
and these systems are expensive. As an alternative, in this
study, a spectroradiometer CS-2000 placed at a distance
of approximately 1.5 m from the HMD was used. This
setup was capable of generating stable measurements.
The measured values can be different from the lumi-
nance measured using a NED measurement system
because it does not consider the nonuniformity issue in
HMDs, which shows high luminance on the center and
low luminance on the periphery, such as lens shading.
Although the exact measured values can be different
from those using an NED measurement system, our mea-
sured data can show the relative luminance differences
between the test stimuli.
To characterize the HMD, 86 patches, including
RGBCMYW and random colors, were measured using the
CS-2000 spectroradiometer, in a dark room. The
RGBCMYW colors represent the primary, secondary, and
neutral colors at eight different levels of luminance. The
random colors represent the colors selected in random (R,
G, B) combinations. Thus, a total of 56 RGBCMYW colors
and 30 random colors were utilized. The measuring area
of the spectroradiometer was in parallel with the center of
the patch, with a measuring angle of 0.1. The size of the
patch on the HMD was set to 9% of the size of the full
screen at the center of a black background. The size of the
patch was 30% of each width and height of the stimulus.
The HMD is equipped with an organic light-emitting
diode (OLED) panel, which uses a luminance control
technique based on average pixel level (APL). The effect
of APL was analyzed by comparing color patches with
sizes of 9% and 100% of the full screen size, and the back-
ground color of the 9% size was set to black. The lumi-
nance difference of the color white was only 2.9 cd/m2
(3.1%), and there was no visually noticeable change in
the brightness. The color difference (ΔEab ) between the
9% size and the 100% size was 1.3 for white and 0.1, 0.3,
and 0.7 for red, green, and blue, respectively. Thus, the
APL was not considered in this characterization. To
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identify the color difference between the left lens and the
right lens, the colors on both lenses were measured using
86 patches. The average color difference between the left
lens and the right lens was 1.28 in terms of ΔEab . To
characterize the HMD, the color on the right lens was
used as a reference.
As shown in Figure 1A, the HMD has a wide color
gamut, for example, the P3 color space, and the maxi-
mum luminance is approximately 94 cd/m2. The corre-
lated color temperature of the HMD white point is
7174 K, which is higher than that of the D65 white point.
Table 1 shows the CIEXYZ values and the chromaticity
coordinates (x, y) for each maximum of red, green, blue,
and white colors. As shown in Table 1, the luminance of
the sum of the RGB is 7% higher than that of the white
patch, which implies an unsatisfactory additivity perfor-
mance. Figure 1B shows the tone-curve characteristics of
white color and the sum of the RGB depending on the
digital RGB values (dRGB in the x-axis). The optimized
gamma values are 2.43, 2.25, 2.33, and 2.33 for the red,
green, blue, and white channels, respectively.
2.2 | HMD characterization model
A majority of display characterization models, including
the gain offset gamma model, which is a widely used
characterization model based on cathode ray tube moni-
tor, assume that the display has a satisfactory additivity
performance.14,15 However, our HMD does not yield a
satisfactory additivity performance; the sum of RGB lumi-
nance values is 7% higher than the measured white lumi-
nance. To address the nonadditivity problem associated
with an OLED, Sun et al. developed an OLED color char-
acterization model.16 The model combines XY ZRGB and
XY Zgray using a chroma-weighting factor, c. XY ZRGB is
calculated using XYZ of the maximum red, green, and
blue colors, and XY Zgray is calculated using the scaled
matrix by multiplying the scaling factors for each RGB
channel, to match the summation of XYZ of the maxi-
mum red, green, and blue colors with the measured XYZ
of white color. The HMD characterization model was
developed based on this concept; however, the detailed
calculation method to match the summation of XYZ with
the measured XYZ values of white color was modified
based on the HMD characteristics. Equation (1) shows
the method of combining two calculated XYZ values, XY
ZRGB and XY Zgray. To simplify the method, the chroma-
weighting factor c was calculated by subtracting the max-
imum value and minimum value among the red, green,
and blue channels.17 To convert RGB to linear RGB, mon-
itor gamma 2.3 was used.
FIGURE 1 Head-mounted display characteristics: (A) Color gamut in a CIE x, y chromaticity diagram and (B) tone curve
TABLE 1 Comparison of additivity based on CIEXYZ
tristimulus values
X Y Z x y
Red 45.16 22.16 0.04 0.670 0.329
Green 25.63 71.78 4.17 0.252 0.707
Blue 17.43 6.57 101.16 0.139 0.052
White 84.34 94.33 102.96 0.299 0.335
Sum of RGB 88.22 100.51 105.37 0.300 0.342
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Table 2 summarizes the average and maximum
CIELAB color differences (ΔEab ) of each method:
(1) characterized XY ZRGB, which is calculated using a
simple 3× 3 color-matching matrix; (2) characterized XY
Zgray, which is calculated using a rescaled 3× 3 color-
matching matrix; and (3) HMD characterization, which
combines two XYZ values using the c chroma intensity
parameter based on Equation (1). As shown in Table 2,
(1) XY ZRGB performs well for RGBCMY colors, and
(2) XY Zgray performs well for neutral colors. Compared
with these two methods, (3) HMD characterization
reduces the color difference for chromatic and achro-
matic colors. The lightness difference is also valuable
because HMD shows unsatisfactory additivity perfor-
mance. The lightness difference (ΔL*) of (3) HMD char-
acterization yields an acceptable range, which is 1.72 for
the maximum lightness difference and 0.4 for the average
lightness difference, when those of (1) XY ZRGB and
(2) XY Zgray exhibit a visible lightness difference in the
maximum lightness difference, which is 2.48 for (1) XY
ZRGB and 2.95 for (2) XY Zgray.
The luminance of the image in the experimental
results was calculated using the (3) HMD characteri-
zation model. The characterization was developed
based on the average luminance of the 9% size at the
center. Thus, the characterization model assumes that
the luminance of each pixel does not exhibit a differ-
ence depending on the location of the image. This
indicates that it does not consider the nonuniformity
problem. However, the model can indicate the rela-
tive luminance differences between the test stimuli
and depict the trend of the discomfort luminance
level.
3 | PSYCHOPHYSICAL
EXPERIMENT
3.1 | Experimental configuration and
procedure
The experiment was conducted in a laboratory using yes/
no tasks. Ten subjects with normal color vision, who pas-
sed the Ishihara test, participated in this experiment. The
participants were seated in front of a desk under ambient
light, similar to an office environment (440 lx on the
desk), and the experimenter explained the method and
the procedure. The participants were instructed to don
the HMD, which was placed on the desk, and observe the
adaptation stimulus for 2 minutes. After 2 minutes, the
test stimulus was shown, and the participants were asked
whether it was uncomfortably bright within 2 seconds.
The definition of uncomfortably bright luminance was
verbally explained using the user scenario prior to the
experiment, as shown in the instructions.
3.1.1 | Definition of uncomfortably
bright luminance (verbal instructions)
When we control the luminance of a smartphone, we con-
tinuously increase the luminance until we feel discomfort.
On identifying the luminance level that causes discomfort,
we stop increasing the luminance and reduce it to a lower
luminance level to avoid this discomfort. Thus, if need to
reduce the luminance due to discomfort, this luminance
level is considered an “uncomfortably bright luminance”,
which corresponds to the response “yes”. However, if we
do not need to reduce the luminance, the luminance level
is not considered an “uncomfortably bright luminance”,
which corresponds to the response “no.”
The test stimulus included the same content as the
adaptation stimulus; however, it was brighter. After
answering the question, the participants observed the
original adaptation stimulus for an additional 10 seconds.
This process continued until the final test stimulus was
TABLE 2 Comparison of the additivity performance of the characterization model: (1) XY ZRGB, (2) XY Zgray, and (3) HMD
characterization
Mean CIELAB ΔEab Max CIELAB ΔE

ab
All colors RGBCMY colors Gray colors All colors RGBCMY colors Gray colors
(1) XY ZRGB 1.98 1.33 3.10 5.20 3.01 4.84
(2) XY Zgray 1.90 2.30 0.90 5.17 5.18 1.88
(3) HMD characterization 1.22 1.11 0.90 3.07 3.01 1.88
Abbreviation: HMD, head-mounted display.
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observed. At the end of the first task, the participants
took a break to prevent eye fatigue. Thereafter, the same
process was repeated using other adaptation stimuli. Fig-
ure 2 depicts the experimental procedure.
In the experimental procedure, it is assumed that the
adaptation was maintained by observing the same adapta-
tion stimulus for 10 seconds. According to Rinner et al's
experimental results of achromatic matching, the adapta-
tion time varies with respect to the type of adaptation (ie,
slow adaptation, fast adaptation, and instantaneous adap-
tation).18 In our experiment, the participants adapted to
the adaptation stimulus for 2 minutes (slow adaptation)
and then observed the test stimulus for 2 seconds (fast
adaptation). Thus, when the participants viewed the test
stimulus for 2 seconds, their eyes still maintained the
adaptation caused by the adaptation stimulus because it
lasted for less than half of the time of slow adaptation, that
is, 20 seconds. On the contrary, the adaptation caused by
the test stimulus rapidly disappeared when the partici-
pants once again adapted to the adaptation stimulus for
10 seconds, which is longer than the half of the time of fast
adaptation, that is, 40 to 70 ms. This method is typically
used to reduce adaptation time, and it was successfully
applied in our previous studies.10,19
3.2 | Adaptation and test stimuli
To generate the adaptation stimuli, four different complex
images and one neutral color patch were used. The complex
images consisted of various image types, such as fruits, nat-
ural grass and sky landscape, sunrise landscape, and a per-
son with a white background. For the adaptation stimulus,
each image was manipulated with four to six different aver-
age luminance levels: 2, 4, 8, 16, 32, and 64 cd/m2. Figure 3
presents the combinations of the contents of the adaptation
image and the average luminance levels. For the first three
complex images, the maximum adaptation luminance level
was less than 64 cd/m2 because of image clipping. Thus,
each image exhibited different average luminance levels
based on the peak white characteristic of the image. A total
of 25 adaptation stimuli were used in the experiment.
For the test stimuli, 17 different luminance levels
were generated from 2.5 to 91.41 cd/m2, with a 0.1 log
scale, based on the average luminance. The maximum
average luminance level varies with the content because
of image clipping. For example, the test stimuli for image
1 were manipulated with 11 different luminance levels
ranging from 2.5 to 22 cd/m2. The order of the test stim-
uli was selected randomly. A total of 355 stimuli were
presented to each participant without any repetition. For
each test stimulus, the number of “yes” responses was
counted, and 50% (5 of 10 people responded “yes”) was
used as the threshold of discomfort luminance.
3.3 | Experimental data analysis
Figure 4 depicts the discomfort responses and the logistic
fitting functions based on Equation (2). Parameter α is the
FIGURE 2 Psychophysical
experimental procedure
FIGURE 3 Adaptation stimuli images and average luminance
levels
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threshold when FL(x; α, β) is 0.5, and parameter β is the
slope of the psychometric function.20 The x-axis represents
the average HMD luminance, and the y-axis indicates the
proportion of the “Discomfort” responses. The discomfort
luminance level is the luminance point on the HMD that
has a discomfort proportion of 50% (filled color). This
implies that 50% of the observers reported that the test
stimulus caused discomfort. In three cases—adaptation
image 1 using 8 cd/m2, image 2 with 16 cd/m2, and image
3 with 32 cd/m2—the discomfort response did not reach
the 50% proportion because the luminance of the test stim-
ulus was significantly low. Hence, these three cases were
omitted, and 22 discomfort luminance levels were used for
further analyses.
FL x;α,βð Þ= 11+ exp −β x−αð Þð Þ ð2Þ
4 | HMD DISCOMFORT
LUMINANCE LEVEL PREDICTION
MODEL
4.1 | Base luminance for discomfort
luminance level using images
To predict the discomfort luminance level using images,
the base luminance needs to be defined first; it represents
the level of discomfort luminance caused by the image.
To determine the factors that can predict the discomfort
luminance level from the image, (1) average luminance,
(2) median luminance, and maximum luminance were
compared. To calculate the (1) average luminance in the
image, each digital RGB was converted to XYZ based on
HMD characterization. The luminance of all pixels were
averaged to a value termed average luminance. (2) The
median luminance of all pixels was also calculated using
a similar method. To represent the maximum luminance,
two methods were used. First, we extracted (3) the pixel
having maximum luminance among the luminance
values of all pixels. Second, we extracted (4) the area hav-
ing maximum luminance value using the blurred image
to prevent the selection of maximum luminance from a
small area, which can be a result of noise or which does
match the perceived maximum luminance area. Using
the blurred image, each digital RGB was converted to
XYZ, and the maximum luminance among the lumi-
nance values of all pixels was extracted as the maximum
luminance of the blurred image.
To blur the image, mean box types of a low-pass filter
(LPF) in the RGB domain was used, and the size of the
box for the low-pass filter was optimized. To determine
the optimal size of the low-pass filter, the root mean
square error (RMSE), which is the SD of the best linear
regression errors in a log-log plot using 22 points, is cal-
culated based on the maximum luminance, as shown in
FIGURE 4 Head-mounted display discomfort luminance levels based on the average luminance
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Figure 5. The RMSE value reduces as the size of the low-
pass filter increases, until it reaches viewing angles of
5.1 (41 × 41 pixels). However, the RMSE value increases
as the pixel size of the low-pass filter gradually increases
after viewing angles of 5.1 because of image distortion
that affects maximum brightness.
The maximum area luminance of a blurred image
refers to the luminance that is matched with the per-
ceived maximum luminance. Thus, for a sufficiently large
area in the image for the maximum luminance, the maxi-
mum luminance of the blurred image using the 41 × 41-
pixel mean box low-pass filter is identical to that of the
maximum luminance of the nonblurred image, such as
images 3, 4, and 5. However, if the maximum luminance
is determined in an area smaller than 41 × 41 pixels in
the nonblurred image, such as images 1 and 2, the maxi-
mum luminance of the blurred image is lower than that
of the nonblurred image, which reduces image
dependency.
Figure 6 summarizes the discomfort luminance level,
which is calculated based on different base luminance
values: (a) average luminance, (b) median luminance,
(c) maximum pixel luminance, and (d) maximum area
luminance. As shown in Figure 6A, it is difficult to repre-
sent the discomfort luminance level using average
FIGURE 5 Root mean square error of discomfort luminance
level of the head-mounted display based on the maximum area
luminance
FIGURE 6 Discomfort
luminance level of the head-
mounted display based on (A) the
average luminance, (B) the median
luminance, (C) the maximum
luminance, and (D) the maximum
luminance of the blurred image
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luminance, regardless of the image types. A person with
a white background image and a neutral color patch
image (ie, images 4 and 5) has higher discomfort lumi-
nance levels compared to that for other complex images.
Average luminance is the most commonly used parame-
ter to obtain the adaptation luminance of an image; how-
ever, it cannot perfectly explain discomfort luminance
based on the experimental data.
Compared to the average luminance, (b) the median
luminance increases image dependency, whereas (c) the
maximum pixel luminance reduces image dependency.
Even though the maximum luminance reduces the image
dependency relative to the average luminance, it still
exhibits image dependency. For example, the maximum
luminance of the discomfort luminance level stimuli for
images 1 and 2 were lower than those of other images
because maximum luminance was chosen for the small
area. A clear maximum luminance area was visible in
images 3, 4, and 5; however, it is difficult to identify the
maximum luminance area in images 1 and 2. Thus, if a
maximum luminance area is generated in a small area, it
cannot be matched with the perceived maximum
luminance.
Among the four methods for calculating base lumi-
nance, (d) the maximum area luminance with the
blurred image is the best representation of the discomfort
luminance level regardless of the image type. Therefore,
to predict the discomfort luminance level using images,
the maximum luminance of the blurred stimulus was
used in the prediction model.
4.2 | Prediction model for HMD
discomfort luminance level
The maximum area luminance of the blurred discomfort
luminance level stimulus exhibits a positive linear rela-
tionship with the maximum area luminance of the
blurred adaptation stimulus, regardless of the content of
the image. The discomfort luminance and adapting lumi-
nance can be represented as a log-log regression using
log10 units with an R
2 value of 0.965. Thus, it can be rep-
resented using an exponential function, as expressed in
Equation (3), where LDiscomfort is the maximum area
luminance of the discomfort luminance level, and
LAdaptation is the maximum area luminance of the adapta-
tion stimulus.
LDiscomfort = 17:11LAdaptation0:418 ð3Þ
LDiscomfort: maximum area luminance of discomfort
luminance level LAdaptation: maximum area luminance of
adaptation stimulus.
Figure 7 depicts the discomfort luminance levels that
depend on the adaptation luminance based on the maxi-
mum area luminance. It includes 22 points of experimen-
tal data, which are identical to those illustrated in
Figure 6D. As shown in Figure 7, the prediction model,
which is the same as Equation (3), reveals the extent to
which the prediction (solid line) matches the experimen-
tal data. It should be noted that Equation (3) is not the
visual perception model; rather, it is an empirically fit
model to predict the discomfort luminance level based on
our experimental data. Further experiments are needed
to evaluate this model.
Predictions of the discomfort luminance level can be
used to control the luminance of HMDs by providing a
comfortable brightness level without any discomfort or
with an appropriate intended glare for dramatic effect.
For example, when a scene on the HMD is changed, the
luminance of the next scene can be maintained to be less
than the discomfort luminance level based on the previ-
ous scene's luminance to prevent subjective visual dis-
comfort. On the contrary, when the scene contains a
sunrise, which involves an intended glare, the discomfort
luminance level prediction model can be used to control
the luminance such that it provides the intended glare
and also reduces energy consumption.
5 | CONCLUSION
In this study, the relationship between the discomfort
luminance level and the adaptation luminance of an
HMD was assessed using four complex images and one
FIGURE 7 Prediction of discomfort luminance level based on
Equation (3), with 22 points from the experimental data (circles)
and the prediction model (line)
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neutral color patch, with four to six average luminance
levels. Moreover, a psychophysical experiment involving
10 subjects was conducted. The subjects were asked if the
test stimulus luminance was uncomfortably bright.
To represent the discomfort luminance level using the
images, the maximum area luminance was used as the
base luminance, using the blurred image. The discom-
fort-luminance level exhibited a positive linear relation-
ship with the adaptation luminance in log10 units based
on the maximum area luminance. The discomfort lumi-
nance level was represented as an exponential function
according to the adaptation luminance.
The experimental results imply that the discomfort lumi-
nance level of the HMD can be changed depending on the
luminance of the previous scene. Thus, when a scene is
changed, if the luminance of the current scene exceeds a cer-
tain level compared to the luminance of the previous scene,
users can experience discomfort due to the high brightness
of the HMD. To avoid unintended discomfort, the HMD dis-
comfort luminance level prediction model can serve as a
guideline for setting the peak white when the content is cre-
ated on an HMD. As the proposed model is based on a lim-
ited dataset, further experiments are required to include
various image contents, especially high-contrast images.
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