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1. INTRODUCTION 
Consider the homogeneous linear equation ~ = A(t)z, x E T~; t >_ to. Suppose the solution x _= 
0 is asymptotically stable. This fact can be proved by an appropriate positive definite Lyapunov 
function. In such cases we always can find a positive function a(t) for which lim a(t) = 0 and 
|---*CO 
Iz(t)l <_ IZ(to)[a(t). This inequality can be called a global upper estimation, as it holds for every 
solution. 
Now we assume that the zero solution is not asymptotically stable, still there exists a solution 
z(t) wich converges to zero. It is not possible to prove this statement by any upper estimation 
or by any positive definite Lyapunov function. We need another method which does not regard 
all the solutions, only some of them. We shall achieve this aim by investigating the relationship 
between the original and the so called adjoint equations on one hand, and, on the other hand, by 
applying indefinite £yapnnov functions. 
2. SUFF IC IENT CONDIT ION OF EXISTING A SOLUTION 
CONVERGING TO ZERO 
We will study the homogeneous linear equation 
-A ( t )x ;  ze ta ;  t>f0  (2.1) 
where A(t) is an n x n matrix function. The uniform stability is of crutial importance for the 
asymptotical behavior of the solutions. In this respect, we need some theorems and definitions. 
Let X(t) be a fundamental matrix of (2.1). We define the matrix norme I-[ induced by a vector 
norm I.I ~" 
lAx] (2.2) IA[ = supx#o ]z I • 
Theorem P.1 
The zero solution of (2.1) is uniformly stable if and only if 
IX(t)x- l (s) l  ~ g 
for some constant 0 < K and for so many to < s < t. The proof can be found in [1]; for example. 
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Consefeence ~.1 
If the zero solution of (2.1) is uniformly stable then there exists an L > 0 such that IX(t)[ < 
L; t _> to. Note that the opposite statement is in general not true. Let 
cost - s in t ]  " 
Then IX(t)l = 1, however Ix(t)x-l(s)l is not bounded if t = 2k~r and s = 7r/2 + 2mTr where m 
is great enough ( k and m are integers). 
We say equation 
= --AT(t)y; t ) to (2.3) 
is the adjoint of (2.1), where the upper index T denotes the transpose. Obviously, (2.1) is the 
adjoint equation of (2.3), and xT- I ( t )  is a fundamental matrix of (2.3). 
Theorem Ig.~ 
(The sufficient condition of the existence of a solution converging to zero,) 
Let the zero solution of (2.1) be uniformly stable and let there exist a solution of (2.3) yo(t) 
for which the relation lim [y0(t)[ = oo holds. Then there exists a solution of (2.1) such that 
t - *OO 
lira z0(t) = 0. 
PROOF. Let X(t)  a fundamental matrix of (2.1) such that X(s)  = I, to <_ s. Then Y(t) = 
xT-X(t )  is a fundamental matrix of (2.3) for which the relation Y(s) = I holds, as well. Let us 
decompose X(t)  in the following way: 
then 
X(t)  = S(t)M(t); sT(t) = S(t); MT(t) = M- l ( t ) .  
Let x(t) and y(t) be arbitrary solutions of (2.1) and (2.3), respectively. Now we show, if 
y(s) = MT(t)z(t) ,  
y(t) -- M(t)x(s), 
where to < s < t. Namely, 
V(t) = Y(t)y(s) = xT - I ( t )MT( t )z ( t )  = xT - I ( t )MT( t )X( t )x (s )  = 
S- I ( I )M( I )MT(t )S( t )M(t )x(s)  = M(t)x(s). 
Let yr(t) be the solution of (2.3) defined by the relation 
v0(t) 
y (t) = lyo(r) l '  
where to < t < r . Moreover, let zr(t) be the solution of (2.1) defined by 
xr(s) = MT(r)yr(r) .  
Then the following equations are true: 
yr(S) = MT(r)Xr(r), 
lyr(v)[ = lar(s)[ = 1, 
lim Ivy(s)[ = l i rn  [z~(r)[ = 0. 
T--*  OO 
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Let us chooseaser iess<r l< r2 . . .<rn  <. . .  such that lim r,~ =oo.  Letz0bea l imi t  
.'='*OO 
point of this series and let z0(t) be the solution of (2.1) for which zo(s) = zo. We give an upper 
estimation of Iz0(rn)l. 
Ix0(r~)l S Ix0(T~) - x~,(r~)l + Ix~n(Tn)l = 
= IX(r , ) (x0 - x,~(s)) l  + Ix=~(r~)l ~ LIx0 - x , . ( s ) l  + x=.(r~)l.  
Let N be an integer such that if n # N then Iz~(rn)l < ~ for a given 0 < & 
Let us choose the number Trio. from the series rN, VN+I,... for which 
Iz0 - ~r.o(S)l < &/2L. 
In this case Iz0(r,o)l < 6. 
Now let us take an arbitrary number 0 < e. For this number, let us give an other number 0 < 5 
such that the following condition is true: if Ix0(tl)l < 6 and tl < t then Ix0(t)l _< e. Let the same 
6 be used in the case of the estimation of Ix0(r,)l. We can conclude: if rno < t then Ix0(t)l _< e. 
The latter is the same as lira x0(t) = 0! 
The importance of the last theorem can be found in the fact that instead of seeking the solutions 
of (2.1) tending to zero which is a rather difficult problem we have to look for the solution of 
(2.3) diverging to infinite which has been solved in [1] for a number of cases. 
We show that the condition of the uniform stability is significant in our theorem. Namely, let 
A ( t )= ( 0 tcost) 
cost  1 ;0  < to.  
t - -T 
The fundamental matrix is 
( sinsint -cossin£ X(t) \ ÷ co ssint - ~ sinsint ] " 
It is obvious that there is no solution converging to zero. Howewer, the fundamental matrix of 
the adjoint equation is 
( sinsint -eossint Y(t) \ teossint tsinsint J " 
and it is clear that lim Iv(t)l = c~, where 
t--*CO 
The uniform stability does not hold, indeed. 
It is worthwile to mention the following example, as well: 
A(t) = (t2 -~t 2 I -  " t2 -4 / t  ) - t2 , 
( t ~ 1/t2-t).y(t)= ( t t 2) 
X(t) = _t 2 t ' t -1 / t  2 t ~ ;0<t0 .  
We can well see that every solution of both tim original and the adjoint equations i unbounded. 
The uniform stability does not hold again. In the next chapter, we show how to apply our theorem. 
3. INVESTIGATION OF THE EQUATION Z+P(T).Z-{-Q(T)Z--0 
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Before applying theorem 2.2, we need a sufficient condition for the uniform stability. 
Theorem 3.1 






+ p(t)i + q(t)z = 0; t _> to 
is uniformly stable if the following conditions hold. 
p E C°;q E C 1 
0 < q(t) < M, to < t for some 0 < M, 
oo 
f x /~ds  = o~ 
"go 
d 1 p(t) >_ ~ ln -~.  
Considering the first three conditions, we can introduce a new time variable r as follows. 
t 
r(t) ---- f ~q(s)ds, 
TO 
~(~) = z(t(T)). 
By this transformation, we obtain the new equation 
w" +/~(r )w '  + w = 0; 0_< r, 
where dw/dr = w', d2w/dr 2 = w" and 
q(t) p(t) 
ifi(r) = 2q](t) + q½(t) t=t(*g); 0_<r. 
Using (iv), it is obvious that/3(r) >_ 0; 0 < r. Now let us show that w2(r) + w'2(r) is a monotone 
decreasing function of r for any solution of (3.2). 
d(w2(~.) + = 2w(~-)~'(~-) + 2~',(r)~'(~') = < O. ~/3/2 (7")) 
Let the solution of (3.1) corresponding to w(r) he z(t) : z(t) = w(r(t)). 
Note that 
w'(T )~ = ~(t) I,=,(,). 
The following inequalities can be easily verified: 
z(t) < ~/w~-(T) + w'2(~) I~=,(*g) 
1 
~/w2(~) + ~,2(~) b=,c*g) v/~.( t )"  = 
~/z2(t) + ~2(t) < iv/i-V-~/w2(,) + w,2(~) I,=,(,). 
In the last inequality, the right hand side is a monotone decreasing function of 7-, so the uniform 
stability is proved! 
Now we give some examples which demonstrate hat our theorem 3.1 is rather sharp in some 
cases .  
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When p and q are constants then (iii) is a consequence of (ii), (i) is obvious, (ii) and (iv) result 
in the necessary and sufficient condition. 
The next two examples can be found in [2] . Two linearly independent solutions of the equation 
f12 + aft) + 1- -a t -2 f l~+(t2a_  2+ t 2 z=0;  0<t  
are 
zx(t) = t~sint ~ and z2(t) =tZcost '~, i f  a # 0 
or  
z1( t )=t  # and z~(t)=taInt ,  i f  ~=0,  
where or, fl E ~.  
(i), (ii) and (iii) are satisfied if 0 < c~ < 1 and to is great enough. For (iv) we have the following 
inequality: 
1 2fl o~ > _1a2(2 a _ 2)d,~-3 _ 2(fl2 + afl)t-sa2t2,~-~ + (f12 + aft)t-2, 
t 2 
which has the consequence 
1 - 2fl ~ + afla2(2a - 2)t -2" 
1 -  ~-2 f l _> (1 -  c 0 
1 + 2+~-~t-2a 
The latter is true exactly if fl < O. As a result, we can say if 0 < o~ < 1 and fl < 0 then the 
origin is uniformly stable. In this case, we know the solutions and we see that if 0 < a < 1 and 
< 0 then every solution together with their derivatives converge to zero. 
Lastly, consider the Euler-type quation 
~+ 1-~- f l~+-~ ~ z = O ' t  t>O,  
which possesses the linearly independent solutions 
z l ( t )=t  a ; z2 ( t )=t  # , i f  ay£f l ,  
z l ( t )=f f '  ; zg . ( t )=t~lnt ,  i f  a=f l .  
The conditions of theorem 2.2 result now in a < 0 and fl < 0. 
Theorem 3.g 
Consider equation (3.1) and suppose conditions of theorem 3.1 are satisfied. Moreover let the 
inequality 
q(t) + Z" (v) p(t) > 3 , for  some O < fl 
be satisfied, as well. Then (3.1) has a solution converging to zero with its derivative. 
PROOF. Let us see whether the conditions of theorem 2.2 are satisfied. Uniform stability is 
already proved by theorem 3.1. So, it remains to prove only that the adjoint equation has a 
solution which tends to infinity. For this purpose we rewrite (3.1) in matrix form: 
= A(O , 
where 
= • A( l )=  x~ ' -q(t)  
The adjoint equation is 
1) 
-v ( t )  " 
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where 
It is straightforward to write the adjoint equation in the form 
Now we can apply the results of chapter 4 in [3]. Let 0 < /3 be a given constant and 
Then 
F(t)c + CF(i) = ( 2PW2 _*(t) _ p2 -“‘“b- “) . 
The function e(t) in the lower estimation of the so called large solution has a minimum in t if 
the expression 
2PW2 
lc = W(q(t) -t- P2> 
is greater than 1 (see (4.5) in [3]. C onsidering (v), the latter is true, indeed. In this case (see 
(4.7) in [3]): 
e(t) 2 2PW - $j (q(t); P2) 2 p(t). 
If LJW = 00 then there exist solutions of the adjoint equation which tend to infinity. Consid- 
to 
ering (v), this is true, indeed! 
Note 1; 
Condition (v) has the obvious consequence 
(u’) p(t) > 2m. 
We can easily prove that the solutions z(t) oscillate if p(t) < 2&@, 
and, the solutions of the adjoint equation do the same. In case of oscillation, the indefinite 
Lyapunov function z=Cz never can be an invariant set of the solutions. 
2; The question arises, is it possible to find an example where theorem 3.2 is satisfied, and, beside 
the solution converging to zero, there exists a solution that does not tend to zero. The answer is 
yes. If q(t) E l,p(t) > 2 and 7(1/p(t))& < cm then we have this example (see[4]). As a second 
to 
example consider equation 
i + (; + 1+ 2t + tyi + (1+ ;,* = 0. 
This possesses the solution .zl(t) = 1 + l/t which does not tend to zero. Of course, there exists 
an other solution, as well, with converges to zero together with its derivative. Namely: 
%2(t) = (1 + f, 
J 
& exp(-s - s2 - s3/3)ds. 
i 
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4. CONNECTION BETWEEN THE ORIGINAL  AND ADJO INT  
EQUATION IN THE GENERAL CASE 
In the previous chapters we studied the relation between the original and the adjoint equation 
im~ase of uniform stability. If uniform stability does not hold then the following theorem can be 
proved. 
Theorem 4.1 
Let X(t) be a fundamental matrix of equation (2.1). If the solution X(t)z0 converges to zero 
then the solution xT-l(t)zo of (2.3) tends to infinity 
PROOF. Rewrite X(t) in the form X(t) = N(t)D(t)M(t) where N(t) and M(t) are orthogonal 
and D(t) is a diagonal matrix. Let the elements of the vector M(t)zo be zl(t), z2(t), ..., zn(t). 
For any t, we can find an integer k such that 1 < k < n and 
Ixk(t)l > vC ft. 
Let e > 0 be an arbitrary small number and let T be an other arbitrary number which is great 
enough such that Ix(t)z01 < e i f  t > T. Assume the elements in the main diagonal of D(t) 
are Al(t), A2(t), ..., An(t). Then 
IAk(t)l < t > T. 
On the other hand: 
IXW-X(t)x0l = ID-X(t)M(t)a~ol >_ Ix°12;t >__ T. 
~n 
Iz012/n is a constant and 1/e is arbitrary large, so the statement is proved! 
Note 
The theorem states that if X(t)x0 converges to zero then XT- l ( t )z0 diverges to infinity. How- 
ever, the opposite conclusion is not true. 
Consequence 4.1 
If the trivial solution of the adjoint equation is stable then there does not exist any solution of 
the original equation converging to zero. 
The statement of theorem 4.1 can be reversed using a supplementary estriction. To state the 
next theorem, we need a definition. 
Definition 
Let A be a quadratic matrix. Then m(A) is the following uniquely determined number: 
m(A) = m inlxl= 11Azl. 
Theorem 4.~ 
Let X(t) and Y(t) are fundamental matrices of (2.1) and (2.3), respectively, where Y(t) = 
xT-I(t) .  If lira m(Y(t)) = oo then every solution of (2.1) tends to zero and every solution of 
t'--*O0 
(2.3) tends to oo 
PROOF. Let z(t) and y(t) are solutions of (2.1) and (2.3), respectively, with the same initial 
conditions. Then the following relations are obvious and the theorem is the consequence of them. 
m(Y(t)) = 1/IX(t)l, 
Ix(t)l = IX(t)X-l(to)z(to)l < IX(t)llX-l(to)z(to)l, 
ly(t)l = IY(t)Y-l(to)z(to)l > m(Y(t)lY-X(to)z(to)l • 
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Note 
If lira m(Y(t ) )  = oo then lira IY(t)l = oo, but the opposite conclusion is not true. 
t-..oo t.-.oo 
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