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Abstract
Monotone processes, just like martingales, can often be recovered from their final
values. Examples include running maxima of supermartingales, as well as running max-
ima, local times, and various integral functionals of sticky processes such as fractional
Brownian motion. An interesting corollary is that any positive local martingale can be
reconstructed from its final value and its global maximum. These results rely on the
notion of conditional infimum, which is developed for a large class of complete lattices.
The framework is sufficiently general to handle also more exotic examples, such as the
process of convex hulls of certain multidimensional processes, and the process of sites
visited by a random walk.
Keywords: Conditional infimum, complete lattice, sticky processes, max-martingale,
maxingale.
MSC2010 classifications: 60G48, 60G20, 06B23.
1 Introduction
Let M = (Mt)t=0,...,T be a discrete time martingale defined on a filtered probability space
(Ω,F , {Ft}t=0,...,T ,P), where we suppose Ω is finite. Let M t = maxs≤tMs be the running
maximum. Just as the martingale M can be recovered from its final value MT via the
formulaMt = E[MT | Ft], the running maximum processM can be recovered from its final
value MT . In fact, for any t ∈ {0, . . . , T} and non-null ω ∈ Ω, we claim that
M t(ω) = min
ω′∈A
MT (ω
′), (1.1)
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where A is the atom of Ft containing ω. To see this, note that M t(ω) ≤ minω′∈AMT (ω
′)
since M is nondecreasing. If the inequality were strict, we would have Mt ≤ M t < MT
on the Ft-measurable event A, contradicting the martingale property: on A, M would be
sure to experience a strict increase between t and T . Thus (1.1) must hold.
The right-hand side of the identity (1.1) is the conditional infimum of MT given Ft,
evaluated at ω, and the identity itself expresses an “inf-martingale” property of M . The
goal of the present paper is to develop these ideas in some generality. For a large class of
complete lattices S, we show that the conditional infimum of an S-valued random element
X given a sub-σ-algebra E is well-defined; we denote it by
∧
[X | E ]. In the presence of a
filtration one is led to consider “inf-martingales”
∧
[X | Ft], t ≥ 0, and a key message of
this paper is that many naturally occurring nondecreasing processes turn out to have this
property. They can then be recovered from their final value. Examples include running
maxima of supermartingales and, more generally, of processes that become supermartin-
gales after an equivalent change of measure (Proposition 4.1). Running maxima, local
times, and various integral functionals of so-called sticky processes also have this property
(Propositions 3.5, 3.7, 3.10, and their corollaries). More exotic examples include the pro-
cess of convex hulls of certain multidimensional processes, and the process of sites visited
by a random walk (Propositions 5.1 and 5.2). These results are derived from a simple
“no-arbitrage” principle for nondecreasing lattice-valued processes (Theorem 2.12). In the
martingale context, an interesting corollary is that any positive local martingale can be
recovered from its final value and its global maximum (Proposition 4.2).
The general theory covers a rather broad class of measurable complete lattices S. One
only needs measurability of the “triangle” {(x, y) : x ≤ y} in the product space S × S,
measurability of the countable supremum and infimum maps, and existence of a strictly
increasing measurable map S → R. These hypotheses are stated precisely in (A1)–(A3)
below. Apart from the extended real line [−∞,∞], we prove that this covers the family
of closed convex subsets of Rd, as well as the family 2X of subsets of a countable set X
(Theorems 6.6 and 6.8, respectively).
Conditional infima (and suprema) for real-valued random variables have appeared previ-
ously in the literature, along with real-valued “inf-martingales” (or “sup-martingales”, also
called max-martingales or maxingales); see for instance Barron et al. (2003); El Karuoi and Meziou
(2008). We extend these constructions to general complete lattices with the additional
structural properties mentioned above. A related but different notion of maxingale has
been used by Puhalskii (1997, 1999, 2001) and Fleming (2004) in the context of idempo-
tent probability with applications to large deviations theory and control theory. The notion
of stickiness, which is closely related to the developments in the present paper, plays an im-
portant role in mathematical finance; see e.g. Guasoni et al. (2008); Bender et al. (2015);
Ra´sonyi and Sayit (2016). Conditional infima in lattices of sets have also been useful
in problems from multidimensional martingale optimal transport; see Ob lo´j and Siorpaes
(2017), who make use of our Example 2.4 below.
The rest of the paper is organized as follows. After ending this introduction with some
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remarks on notation, we turn to Section 2 where the general theory of conditional infima
in complete lattices is developed, including analogues of the martingale regularization and
optional stopping theorems. Section 3 discusses sticky processes and their relations to
conditional infima. Applications to martingale theory are given in Section 4, including a
general version of (1.1). Examples involving processes of convex hulls and processes of
subsets of a countable set a given in Section 5. Section 6 develops several general results,
mainly of measure theoretic nature, for lattices of closed sets. These results should be of
independent interest.
1.1 Remarks on notation
Throughout this paper, (Ω,F ,P) is a probability space. Relations between random quanti-
ties are understood in the almost sure sense, unless stated otherwise. The probability space
is endowed with a filtration F = {Ft}t≥0 of sub-σ-algebras of F , and we set F∞ =
∨
t≥0 Ft.
The filtration F need not be augmented with the P-nullsets, but unless stated otherwise it
is assumed throughout the paper that F is right-continuous. It is sometimes convenient to
work with the order-theoretic indicator χA of a subset A ⊆ Ω, defined by
χA(ω) =
{
−∞, ω ∈ A
+∞, ω /∈ A.
The meaning of the symbols +∞ and −∞ are discussed below.
2 Conditional infimum
Throughout this section, let (S,≤) be a complete lattice. That is, S is a partially ordered
set such that any subset A ⊆ S has a least upper bound, denoted by supA. This implies
that the greatest lower bound inf A also exists, and that S contains a greatest element +∞
and smallest element −∞. We write x ∨ y for sup{x, y} and x ∧ y for inf{x, y}, and use
x < y as shorthand for x ≤ y and x 6= y.
We assume that S is equipped with a σ-algebra S that satisfies the following two
properties:
(A1) The set {(x, y) ∈ S2 : x ≤ y} lies in the product σ-algebra S2 = S ⊗ S.
(A2) The countable supremum and infimum maps
(x1, x2, . . .) 7→ sup{x1, x2, . . .} and (x1, x2, . . .) 7→ inf{x1, x2, . . .}
are measurable, where the set of sequences S∞ = {(x1, x2, . . .) : xn ∈ S for all n} is
equipped with the product σ-algebra S∞ =
⊗∞
n=1 S.
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These properties ensure that random elements of S (i.e., measurable maps Ω→ S) behave
well. Indeed, let Xn, n ∈ N, be random elements of S. Assumption (A1) implies that
{X1 ≤ X2} ∈ F , and hence also {X1 < X2} ∈ F .
1 Assumption (A2) implies that supnXn
and infnXn are again random elements of S. This will be used repeatedly in what follows.
Finally, we make the following assumption, where, of course, strictly increasing means
that x < y implies φ(x) < φ(y):
(A3) There exists a strictly increasing measurable map φ : S → R.
Remark 2.1. In some cases, naturally appearing lattices are not complete, but only Dedekind
complete: suprema (infima) are guaranteed to exist only for subsets A ⊆ S that are bounded
above (below). In such cases one can extend the given lattice to a complete lattice satisfying
(A1)–(A3), provided these properties hold in the given lattice; see Proposition A.1.
There are plenty of examples of complete lattices which satisfy (A1)–(A3), some of
which are discussed below. The first example below concerns the familiar (extended) real-
valued case, while the subsequent examples involve more complicated complete lattices.
Example 2.2. R = [−∞,∞] together with the usual order and the Borel σ-algebra is a
complete lattice which clearly satisfies (A1)–(A3).
Example 2.3. Let X be a countable set, and let S = 2X be the collection of all subsets of X
partially ordered by set inclusion. Supremum is set union, −∞ = ∅, and +∞ = X . With
these operations S is a complete lattice, and it admits a σ-algebra S such that (A1)–(A3)
are satisfied; see Theorem 6.8.
Example 2.4. Let S = CO(Rd) be the collection of all closed convex subsets C ⊆ Rd
partially ordered by set inclusion. For a subset A ⊆ S one has supA = conv(
⋃
C∈AC), the
closed convex hull of the union of all C ∈ A, and inf A =
⋂
C∈AC. Moreover, −∞ = ∅
and +∞ = Rd. With these operations S is a complete lattice, and it admits a σ-algebra S
such that (A1)–(A3) are satisfied; see Theorem 6.6.
The following lemma is a consequence of the existence of a strictly increasing measurable
real-valued map. We will use it to define the conditional infimum.
Lemma 2.5. Let L be a set of random elements of S closed under countable suprema.
Then L contains a maximal element. That is, there exists X∗ ∈ L such that X ≤ X∗
almost surely for every X ∈ L. The maximal element X∗ is unique up to almost sure
equivalence.
Proof. The uniqueness statement is obvious since any other maximal element X∗∗ ∈ L
satisfies X∗ ≤ X∗∗ ≤ X∗ almost surely. To prove existence, let φ : S → R be a strictly
increasing measurable map, without loss of generality taken to be bounded, and define
α = sup{E[φ(X)] : X ∈ L}.
1Indeed, {X1 < X2} equals {X1 ≤ X2} \ ({X1 ≤ X2} ∩ {X2 ≤ X1}) and is therefore measurable.
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Let (Xn)n∈N be a maximizing sequence and define X
∗ = supnXn ∈ L. Then
α ≥ E[φ(X∗)] ≥ E[φ(Xn)]→ α,
so E[φ(X∗)] = α. Consider any X ∈ L and assume for contradiction that P(X 6≤ X∗) > 0.
Then the random element Y = X∗ ∨ X ∈ L satisfies X∗ ≤ Y and P(X∗ < Y ) > 0.
Therefore, since φ is strictly increasing,
α ≥ E[φ(Y )] > E[φ(X∗)] = α,
a contradiction. Thus X ≤ X∗ almost surely, as desired.
Although it will not be used in this paper, let us mention that Lemma 2.5 implies the
existence of essential suprema. Given a set L of random elements of S, a random element
X∗ is the essential supremum of L (necessarily a.s. unique) if X∗ a.s. dominates L and
satisfies X∗ ≤ Y a.s. for any random element Y that also a.s. dominates L.
Corollary 2.6. Let L be any set of random elements of S. Then L admits an essential
supremum X∗, which can be expressed as the supremum of countably many elements of L.
Proof. Let L be the set of all countable suprema supnXn of elements Xn ∈ L. This set is
closed under countable suprema, and thus admits a maximal element X∗ by Lemma 2.5.
Moreover, if Y dominates L, it also dominates L, whence X∗ ≤ Y . Finally, being an
element of L, X∗ is the supremum of countably many elements of L.
The following definition introduces the key object of interest in this paper, the condi-
tional infimum. Lemma 2.5 implies that the the conditional infimum always exists and is
unique up to almost sure equivalence.
Definition 2.7. Let X be a random element of S, and let E ⊆ F be a sub-σ-algebra. The
conditional infimum of X given E, denoted by
∧
[X | E ], is the maximal element of
{Z : Ω→ S such that Z is E-measurable and Z ≤ X almost surely}.
That is,
∧
[X | E ] is the greatest E-measurable lower bound on X.
The following lemma collects some basic properties of the conditional infimum, which
are immediate consequences of the definition. These properties are well-known in the
literature, at least in the case S = R; see Barron et al. (2003).
Lemma 2.8 (Properties of the conditional infimum). Let X and Y be random elements
of S, and let E and G be sub-σ-algebras of F . Then the following properties hold:
(i) If E ⊆ G then
∧
[X | E ] ≤
∧
[X | G].
(ii) If X ≤ Y then
∧
[X | E ] ≤
∧
[Y | E ].
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(iii) If E ⊆ G, then
∧
[
∧
[X | G] | E ] =
∧
[X | E ].
(iv) Let {En}n∈N be a non-increasing sequence of sub-σ-algebras and suppose E =
⋂
n∈N En.
Then
∧
[X | E ] = infn∈N
∧
[X | En].
(v) Let {Xn}n∈N be a sequence of random elements of S. Then
∧
[infn∈NXn | E ] =
infn∈N
∧
[Xn | E ].
(vi) If Y is E-measurable and ≤ is a total order, then
∧
[X ∨ Y | E ] =
∧
[X | E ] ∨ Y .
Proof. (i):
∧
[X | E ] is G-measurable and dominated by X. (ii): Any lower bound of X
is also a lower bound on Y . (iii): By monotonicity,
∧
[
∧
[X | G] | E ] ≤
∧
[X | E ] ≤ X.
Moreover, if Z ≤ X is E-measurable, then it is also G-measurable, whence Z ≤
∧
[X | G].
Thus Z =
∧
[Z | E ] ≤
∧
[
∧
[X | G] | E ]. (iv): Since En is non-increasing in n, (i) yields
infn∈N
∧
[X | En] = infn≥m
∧
[X | En] for each m. Thus infn∈N
∧
[X | En] is E-measurable.
Moreover, it dominates any E-measurable Z ≤ X. (v):
∧
[Xn | E ] is a lower bound on
Xn, whence infn∈N
∧
[Xn | E ] is a lower bound on infn∈NXn. Thus infn∈N
∧
[Xn | E ] ≤∧
[infn∈NXn | E ]. The reverse inequality follows from (ii).
(vi): Set X ′ =
∧
[X | E ]. Then X ′ ≤ X, hence X ′ ∨ Y ≤ X ∨ Y . It remains to pick
an arbitrary E-measurable Z ≤ X ∨ Y and show that Z ≤ X ′ ∨ Y . On {Y < Z} one has
Y < Z ≤ X ∨ Y and hence X ∨ Y = X. Thus
Z ∧ χ{Y <Z}c ≤ (X ∨ Y ) ∧ χ{Y <Z}c = X ∧ χ{Y <Z}c ≤ X.
The left-hand side is E-measurable, so Z ∧ χ{Y <Z}c ≤ X
′ by definition of X ′. It follows
that Z ≤ X ′ ∨ Y on {Y < Z}. Since ≤ is a total order, {Y < Z}c = {Z ≤ Y }, so that
Z ≤ X ′ ∨ Y also on this set. Thus Z ≤ X ′ ∨ Y , as required.
We now consider S-valued stochastic processes V = (Vt)t≥0 adapted to the right-
continuous filtration F. A process V with nondecreasing paths is called right-continuous if
it satisfies
Vt(ω) = inf
s>t
Vs(ω) for all (ω, t) ∈ Ω× R+.
This amounts to a slight abuse of terminology, since S need not have any topological
structure.
Given a random element X, one can consider the family V = (Vt)t≥0 of random variables
Vt =
∧
[X | Ft]. In view of Lemma 2.8(i), Vt is non-decreasing in t; however, at this stage
it is only defined up to a nullset that may depend on t. The following result confirms that
one can choose a regular version.
Lemma 2.9 (Right-continuous version). Let X be a random element of S. Then there
exists an adapted nondecreasing right-continuous S-valued process V = (Vt)t≥0 such that
Vt =
∧
[X | Ft] for all t ≥ 0. The process V is unique up to evanescence.
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Proof. Fix a dense countable subset D ⊂ R+, and let V
0
t be a version of
∧
[X | Ft] for each
t ∈ D. For each t ∈ R+, define
Ht =
⋂
u>t
H0u, H
0
t =
⋂
r,s∈D
r<s≤t
{
ω : V 0r (ω) ≤ V
0
s (ω)
}
.
Thus Ht is the set of ω such that the map s 7→ V
0
s (ω) is nondecreasing on D ∩ [0, t+ ε] for
some ε > 0. One has P(Ht) = 1 by Lemma 2.8(i), as well as Ht ∈ Ft by right-continuity of
F. Define V = (Vt)t≥0 by
Vt(ω) =
{
infs≥t, s∈D V
0
s (ω) ω ∈ Ht,
+∞ ω /∈ Ht.
It follows that V is adapted, nondecreasing, and right-continuous. Furthermore, Lemma 2.8(iv)
and right-continuity of F yield Vt = infs≥t, s∈D V
0
s =
∧
[X | Ft]. The uniqueness statement
follows from the almost sure uniqueness of each Vt together with right-continuity.
Lemma 2.10 (Optional stopping). Let X be a random element of S and let V = (Vt)t≥0
be the regular version of Vt =
∧
[X | Ft]. Then
Vτ =
∧
[X | Fτ ]
for every stopping time τ .
Proof. It suffices to prove the result for τ taking finitely many values. Indeed, in the general
case one has limm→∞ τm = τ for some non-increasing sequence of stopping times τm taking
finitely many values. Lemma 2.8(iv) and right-continuity of F and V then yield the results.
We therefore suppose τ =
∑
n tn1An for finitely many distinct tn ∈ [0,∞] and pairwise
disjoint sets An ∈ Ftn forming a partition of Ω. Let Y be any Fτ -measurable random
element of S with Y ≤ X. We must show that Y ≤ Vτ . To this end, define the random
elements
Yn =
{
Y on An
−∞ on Acn
For any B ∈ S one has {Yn ∈ B} = ({Y ∈ B} ∩An) ∪ ({∞ ∈ B} ∩A
c
n). This event lies
in Ftn since {Y ∈ B} ∩ An = {Y ∈ B} ∩ {τ = tn} ∈ Ftn by Fτ -measurability of Y , and
since Acn = {τ 6= tn} ∈ Ftn due to the fact that τ is a stopping time. Consequently Yn is
Ftn-measurable and satisfies Yn ≤ Y ≤ X, so by definition of the conditional infimum we
have Yn ≤
∧
[X | Ftn ] = Vtn . Therefore, Y = infn(Yn ∨ χAn) ≤ infn(Vtn ∨ χAn) = Vτ , as
required.
Example 2.11. It is not true in general that Vt− =
∧
[X | Ft−]. For example, suppose
S = R. Let W be standard Brownian motion and F the right-continuous filtration it
generates. Set X = |W1| and let V be the regular version of Vt =
∧
[X | Ft]. Then Vt = 0
for all t < 1, but since F1− = F1 one has
∧
[X | F1−] = X > 0.
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The following theorem is the main result of this section. It provides equivalent condi-
tions for when a monotone process can be recovered from its final value by taking condi-
tional infima.
Theorem 2.12 (Recovery of monotone processes). Let U = (Ut)t≥0 be an adapted non-
decreasing right-continuous S-valued process, and define U∞ = supt≥0 Ut. The following
conditions are equivalent, where the regular version of
∧
[U∞ | Ft] is understood:
(i) Ut =
∧
[U∞ | Ft] for all t ≥ 0;
(ii) Any stopping time τ with Uτ < Y on {τ < ∞} for some Fτ -measurable S-valued
random variable Y ≤ U∞ satisfies P(τ <∞) = 0.
(iii) P(Y ≤ U∞ | Fτ ) < 1 holds on {Uτ < +∞} for every stopping time τ and every
Fτ -measurable S-valued random variable Y with Uτ < Y on {Uτ < +∞}.
Condition (ii) of Theorem 2.12 excludes sure improvements. Indeed, if the condition
fails for some stopping time τ , then on the positive probability event {τ < ∞}, one has
Uτ < Y ≤ U∞, where Y is Fτ -measurable. At time τ one is therefore guaranteed that U
will increase in the future by an amount that is “bounded away from zero”. In economic
terms, supposing U is real-valued to fix ideas, one can think of a situation where exchanging
the current value Uτ for the final outcome U∞ is guaranteed to result in an Fτ -measurable
gain of at least Y −Uτ > 0. On the other hand, if condition (ii) is satisfied, then there is no
nontrivial Fτ -measurable lower bound on the gain. In this sense, (ii) is reminiscent of the
no-arbitrage type conditions appearing in mathematical finance. This analogy is brought
further by the equivalent characterization (i), which can be thought of as a martingale
condition.
In contrast to the correspondence between no arbitrage and martingales however, The-
orem 2.12 does not involve any equivalent changes of probability measure. This is because
the conditional infimum only depends on the probability measure through its nullsets,
which carries over to the “martingale” condition (i). Both (i) and (ii) are thus invariant
with respect to equivalent measure changes.
The equivalent property (iii) is similar to (ii), but looks more convoluted. The reason
for stating it is that it is closely related to the notion of stickiness for real-valued increasing
processes. In fact, (iii) may be viewed as a natural generalization of the stickiness property
to processes on [0,∞) with values in a lattice S which satisfies the assumptions (A1)–(A3).
Sticky processes are discussed in Section 3.
Proof of Theorem 2.12. (i) ⇒ (ii): Pick a stopping time τ and an Fτ -measurable random
variable Y ≤ U∞ such that Uτ < Y on {τ <∞}. In particular, Y ≤
∧
[U∞ | Fτ ]. Together
with (i) and Lemma 2.10, this yields∧
[U∞ | Fτ ] = Uτ < Y ≤
∧
[U∞ | Fτ ]
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on {τ <∞}. Thus P(τ <∞) = 0 as required, showing that (ii) holds.
(ii) ⇒ (iii): Pick a stopping time τ and an Fτ -measurable random variable Y with
Y ≤ U∞ and Uτ < Y on {Uτ <∞}. Define A = {P(Y ≤ U∞ | Fτ ) = 1} ∩ {Uτ <∞}. We
must show that P(A) = 0. To this end, define the stopping time
σ = τ1A +∞1Ac
and the Fσ-measurable random variable
Z = (Y ∨ χA) ∧ (Ut ∨ χAc) =
{
Y on A
Ut on A
c.
Since Y ≤ U∞ on A, we have Z ≤ U∞. Moreover, since {σ < ∞} ⊆ A, we have Uτ < Z
on {σ < ∞}. Thus (ii) implies P(σ < ∞) = 0. Therefore, using also that A ∩ {τ = ∞} is
a nullset since Y ≤ U∞ = Uτ < Y there, we obtain
P(A) = P(A ∩ {τ <∞}) = P(σ <∞) = 0,
as required.
(iii) ⇒ (i): Pick t ≥ 0 and let A = {Ut <
∧
[U∞ | Ft]}. Define Y =
∧
[U∞ | Ft] ∨ χAc .
Then Y is Ft-measurable, with Ut < Y on A and Y = +∞ on A
c, hence Ut < Y on
{Ut < +∞}. Moreover, Y ≤ U∞ on A, hence P(Y ≤ U∞ | Ft) = 1 on A ⊆ {Ut < +∞}.
By (iii), this forces P(A) = 0. Thus (i) holds.
3 Sticky processes
In this section we apply the theory of Section 2 with the complete lattice R = [−∞,∞] in
Example 2.2. We are thus dealing with scalar (i.e., extended real-valued) non-decreasing
processes and conditional infima of scalar random variables. In this context there is a close
connection between condition (iii) of Theorem 2.12 and the notion of stickiness.
Throughout this section, X denotes a ca`dla`g adapted process with values in a given
separable metric space (X , d), which is equipped with its Borel σ-algebra.
Definition 3.1. We call X globally sticky if P(supt∈[τ,∞) d(Xt,Xτ ) ≤ ε | Fτ ) > 0 for
every stopping time τ and every strictly positive Fτ -measurable random variable ε. We
call X sticky if the stopped process XT = (Xt∧T )t≥0 is globally sticky for every T ∈ R+.
Note that on the event {τ = ∞}, the supremum in this definition is taken over the
empty set, and therefore equals −∞ by convention. Thus the conditional probability is
equal to one on this event. Furthermore, we never have to evaluate the possibly undefined
quantity X∞.
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Remark 3.2. The terminology of Definition 3.1 is consistent with the existing literature,
where stickiness is generally defined for process on a bounded time interval [0, T ]. In our
setting it is more natural to work with process on [0,∞), which makes the notion of global
stickiness convenient.
A wide variety of processes are sticky. For example, any one-dimensional regular strong
Markov process is sticky, see Guasoni (2006, Proposition 3.1). Moreover, any process with
conditional full support is sticky; see Guasoni et al. (2008); Bender et al. (2015). This
includes most Le´vy processes, large classes of solutions of stochastic differential equations,
processes like skew Brownian motion, as well as non-Markovian non-semimartingales like
fractional Brownian motion. We will return to the conditional full support property in
connection with Proposition 3.10 below. Continuous functions of sticky processes are sticky,
and stickiness is preserved under bounded time changes. Ra´sonyi and Sayit (2016) provide
further examples and references, and we develop some additional results in this direction
below.
For a non-decreasing R-valued process U , global stickiness reduces to the condition
P(U∞ ≤ Uτ + ε | Fτ ) > 0 for any stopping time τ and Fτ -measurable ε > 0, (3.1)
where U∞ = limt→∞ Ut. This immediately yields the following corollary of Theorem 2.12,
which explains the relevance of stickiness in the present context.
Corollary 3.3. An adapted non-decreasing right-continuous R-valued process U satisfies
Ut =
∧
[U∞ | Ft] for all t ≥ 0 if and only if it is globally sticky.
Proof. View U as taking values in S = R. By Theorem 2.12, the equality Ut =
∧
[U∞ | Ft]
holds for all t ∈ R+ if and only if P(Uτ + ε ≤ U∞ | Fτ ) < 1 holds on {Uτ < ∞} for
every stopping time τ and every Fτ -measurable ε > 0. Applying this with ε/2 in place
of ε, one sees that the weak inequality can be replaced by a strict inequality. Therefore
the inequality P(Uτ + ε ≤ U∞ | Fτ ) < 1 can be replaced by P(U∞ ≤ Uτ + ε | Fτ ) > 0.
Consequently, since U is actually finite-valued, the above statement is equivalent to the
stickiness property (3.1).
Remark 3.4. Inspired by Corollary 3.3, one may use condition (iii) of Theorem 2.12 to
define global stickiness for nondecreasing processes valued in a complete lattice satisfying
the assumptions (A1)–(A3).
Corollary 3.3 is useful because non-decreasing functionals of sticky processes are often
sticky, which means that there is an abundance of non-decreasing sticky processes. We
now provide a number of results in this direction.
Proposition 3.5. Let Ut = sups≤t f(Xs), where f : E → R is a continuous map. If X is
(globally) sticky, then U is also (globally) sticky.
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Proof. Assume that X is globally sticky. The result for X sticky but not globally sticky
follows by replacing X by XT for any T < ∞ in the argument below. Fix any stopping
time τ and Fτ -measurable random variable ε > 0. On the event {τ < ∞}, the random
set C = f−1((−∞, f(Xτ ) + ε)) is open and contains Xτ . One can find a strictly positive
Fτ -measurable random variable ε
′ such that, on {τ < ∞}, C contains the closed ball of
radius ε′ centered at Xτ . Consequently,
P(U∞ ≤ Uτ + ε | Fτ ) ≥ P(f(Xt) ≤ f(Xτ ) + ε for all t ∈ [τ,∞) | Fτ )
≥ P(d(Xt,Xτ ) ≤ ε
′ for all t ∈ [τ,∞) | Fτ )
> 0,
using that X is globally sticky. Thus U is also globally sticky.
Corollary 3.6. If X is real-valued and (globally) sticky, then X t = max0≤s≤tXs and
X∗t = max0≤s≤t |Xs| are also (globally) sticky.
The next result looks somewhat abstract, but has useful consequences. In particular,
it implies that the local time of a sticky semimartingale is again sticky; see Corollary 3.8
below. We let d(x,K) = inf{d(x, y) : y ∈ K} denote the distance from a point x ∈ X to a
subset K ⊆ X .
Proposition 3.7. Let K ⊆ X be a closed subset, and let U be a nondecreasing right-
continuous adapted process that satisfies the following property for almost every ω:
If [t1, t2] is an interval such that either X(ω) ∈ K on [t1, t2), or
d(X(ω),K) ≥ a on [t1, t2] for some a > 0, then U is constant on [t1, t2].
(3.2)
If X is (globally) sticky, then U is also (globally) sticky.
Proof. We prove the result for X globally sticky. Fix any stopping time τ and any Fτ -
measurable ε > 0. For each a > 0, define the stopping time σa = inf{t ≥ τ : d(Xt,K) ≥ a}.
Since U satisfies (3.2), the equality U∞ = Uσa holds on the event where d(Xt,K) ≥ a/2
for all t ∈ [σa,∞). Consequently, for any a > 0,
P(U∞ ≤ Uτ + ε | Fτ ) ≥ P(Uσa ≤ Uτ + ε and d(Xt,K) ≥
a
2
for all t ∈ [σa,∞) | Fτ )
= E
[
1{Uσa≤Uτ+ε} P(d(Xt,K) ≥
a
2
for all t ∈ [σa,∞) | Fσa)
∣∣∣ Fτ] .
Consider now the event
A = {P(U∞ ≤ Uτ + ε | Fτ ) = 0} ∈ Fτ .
Then, by the inequality above,
1{Uσa≤Uτ+ε} P(d(Xt,K) ≥ a/2 for all t ∈ [σa,∞) | Fσa) = 0
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holds on A for all a > 0. The global stickiness property states that the conditional proba-
bility is strictly positive, whence 1{Uσa≤Uτ+ε} = 0 on A for all a > 0. Define the stopping
time σ0 = inf{t ≥ τ : Xt /∈ K}. Sending a to zero and using that K is closed, we obtain
σa ↓ σ0. Right-continuity and non-decrease of U then yields Uσa ↓ Uσ0 , and hence
1{Uσ0<Uτ+ε} ≤ lima↓0
1{Uσa≤Uτ+ε} = 0 on A. (3.3)
But since X lies in K on [τ, σ0), the assumption (3.2) on U implies that Uσ0 = Uτ . Thus the
left-hand side of (3.3) equals one, which forces P(A) = 0. Thus P(U∞ ≤ Uτ + ε | Fτ ) > 0,
that is, U is sticky.
Corollary 3.8. Suppose X is a real semimartingale, and let Lx be its local time at level
x. If X is (globally) sticky, and x1, . . . , xn ∈ R, n ∈ N are arbitrary, then L
x1 + · · · + Lxn
is also (globally) sticky.
Proof. Apply Proposition 3.7 with K = {x1, . . . , xn} and U = L
x1 + · · · + Lxn .
Example 3.9. Without the stickiness assumption on X, there is no guarantee that its local
time is sticky. Indeed, let W be Brownian motion, which is not globally sticky. Its local
time L0t (W ) tends to infinity with t, so that
∧
[L0∞ | Ft] =∞ 6= L
0
t (W ). This can be turned
into an example on a finite time horizon as follows. Let τ = inf{t ≥ 0: L0t (W ) ≥ 1},
which is a finite stopping time. Define Xt = W(t/(1−t))∧τ for t ∈ [0, 1], which for t = 1
should be read X1 = Wτ . Then X is a semimartingale with respect to the time-changed
filtration, and its local time is given by L0t (X) = L
0
(t/(1−t))∧τ (W ). In particular, one has∧
[L01(X)] = 1 6= 0 = L
0
0(X).
For the next result we assume that X is an open connected subset of Rn and that X
has continuous paths. For any deterministic times τ ≤ T < ∞, the restriction X|[τ,T ] =
(Xt)t∈[τ,T ] is a random element of the space C([τ, T ];X ) of all continuous maps [τ, T ]→ X ,
equipped with the uniform metric. The process X is said to have conditional full support
if for any choice of deterministic times 0 ≤ τ < T , the support of the regular conditional
distribution of X|[τ,T ] given Fτ is almost surely all of CXτ ([τ, T ];X ), the closed subset of
C([τ, T ];X ) whose paths are equal to Xτ at time τ . The notion of conditional full support
plays an important role in mathematical finance, and implies the stickiness property; see
e.g. Bender et al. (2015).
Proposition 3.10. Let f : X → R+ be a nonnegative continuous function with 0 ∈ f(X ).
If X has conditional full support, then the process U given by
Ut =
∫ t
0
f(Xs)ds
is also sticky.
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Proof. We must show that for any T < ∞, any stopping time τ ≤ T , and any strictly
positive Fτ -measurable ε, we have P(UT ≤ Uτ + ε | Fτ ) > 0. By Bender et al. (2015,
Lemma 3.1), it suffices to take τ < T deterministic; see also Ra´sonyi and Sayit (2016,
Lemma 2.1). Consider the regular conditional distribution of (ε,X|[τ,T ]) given Fτ , under
which Xτ and ε are both Dirac distributed almost surely and therefore can be treated as
being deterministic. Let γ : [0, 1]→ X be a continuous map with γ(0) = Xτ and f(γ(1)) =
0. Such a map exists since X is connected and 0 ∈ f(X ). Let m = maxs∈[0,1] f(γ(s)) be
the largest value that f attains along γ.
Now define the set G ⊂ CXτ ([τ, T ];X ) to consist of all X -valued continuous paths
x : [τ, T ]→ X with x(τ) = Xτ satisfying the following two properties:
(i) f(x(t)) < m+ ε for all t ∈ [τ, T ].
(ii) f(x(t)) < ε/(2T ) for all t ∈ [σ, T ], where we define σ ∈ (τ, T ) by
σ = τ +
ε/2
m+ ε
∧
T − τ
2
.
Then G is open, being the intersection of two open sets. Moreover, G is nonempty since it
contains the path (x(t))t∈[τ,T ] given by
x(t) = γ
(
1 ∧
t− τ
σ − τ
)
.
The conditional full support property therefore implies that the event {X|[τ,T ] ∈ G} has
strictly positive regular conditional probability. On the other hand, whenever X|[τ,T ] re-
mains in G one has
UT − Uτ =
∫ σ
τ
f(Xt)dt+
∫ T
σ
f(Xt)dt ≤
ε/2
m+ ε
× (m+ ε) + T ×
ε
2T
= ε.
In conclusion, one has P(UT − Uτ ≤ ε | Fτ ) > 0 as required.
4 Martingales and supermartingales
Martingales are not always sticky: one example is the martingale Mt = P(W1 > 0 | Ft)
where W is Brownian motion. This martingale starts at 1/2 and converges to zero or one
at time t = 1. Therefore it does not remain in any interval around 1/2 of width strictly
less than 1/2. Nonetheless, certain functionals of martingales are necessarily sticky, and
consequently satisfy the “inf-martingale” property (i) of Theorem 2.12. This includes the
running maximum process M t = sups≤tMs as well as the local time processes.
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The following result is an immediate consequence of Theorem 2.12. Recall that a
ca`dla`g supermartingale M is closed on the right if there exists an integrable random vari-
able X such that Mt ≥ E[X | Ft] for all t ≥ 0. For instance, this holds if M is non-
negative or, more generally, if {M−t : t ≥ 0} is a uniformly integrable family; see VI.8
in Dellacherie and Meyer (1982).
Proposition 4.1. Let M be a ca`dla`g supermartingale, possibly after an equivalent change
of probability measure. Then M is sticky, that is,
M t =
∧
[MT | FT ], t ≤ T <∞.
If additionally M is closed on the right, then M is globally sticky, that is,
M t =
∧
[M∞ | Ft], t ≥ 0.
Proof. We apply the theory of Section 2 with the complete lattice R = [−∞,∞] in Exam-
ple 2.2. Since the desired conclusion is invariant under equivalent changes of probability
measure, we may suppose M is already a supermartingale. We may also suppose it is
closed on the right, since we otherwise replace M by MT . The result now follows from
Theorem 2.12 with U = M , once condition (ii) of the theorem is verified. Thus, consider
any stopping time τ such that M τ < Y on {τ < ∞} for some Fτ -measurable random
variable Y ≤M∞. Define σ = inf{t > τ : Mt ≥ Y }. Then
0 ≥ E[Mσ −Mτ ] = E[(Mσ −Mτ )1{τ<∞}] ≥ E[(Y −M τ )1{τ<∞}] ≥ 0.
Therefore E[(Y −M τ )1{τ<∞}] = 0, and we deduce P(τ <∞) = 0, as required.
An interesting consequence of Proposition 4.1 is that it allows to reconstruct any non-
negative local martingale M from the pair (M∞,M∞). For uniformly integrable martin-
gales this is obvious, since Mt = E[M∞ | Ft] for all t ≥ 0. For general nonnegative local
martingales the result is less obvious and even counterintuitive (at least to the author); in
particular, many such local martingales satisfyM∞ = 0, in which case the global maximum
M∞ alone contains the same information as the entire process.
To reconstruct M from (M∞,M∞), simply observe that a reducing sequence for M is
given by the crossing times τn = inf{t ≥ 0 :M t ≥ n}, so that
Mt∧τn = E[Mτn | Ft] = E[M τn1{τn<∞} +M∞1{τn=∞} | Ft].
Thus Mt = limn→∞Mt∧τn is determined by (M∞,M ), which by Proposition 4.1 is deter-
mined by (M∞,M∞).
In fact, a stronger statement is true: it is enough to know only the very largest values
of M∞, in the following sense.
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Proposition 4.2. Let M be a nonnegative local martingale and let X be any bounded
random variable. Then M can be reconstructed from the pair (M∞,X ∨M∞).
Proof. Define Vt =
∧
[X ∨ M∞ | Ft] and τn = inf{t ≥ 0: Vt ≥ n}. Let c ≥ X be a
deterministic upper bound on X. We claim that M t = Vt on A = {Vt ≥ n} for any n > c
and any t ≥ 0. To see this, note that X < Vt ≤ X ∨M∞ on A and hence X < M∞ on A.
Thus by Lemma 2.8(vi) and Proposition 4.1,
Vt ∨ χA =
∧
[X ∨M∞ ∨ χA | Ft] =
∧
[M∞ ∨ χA | Ft] =
∧
[M∞ | Ft] ∨ χA =M t ∨ χA.
This proves that M t = Vt on {Vt ≥ n}, as claimed. In conjunction with the inequality
M t ≤ Vt, this implies that τn = inf{t ≥ 0 : M t ≥ n} and Vτn = M τn on {τn < ∞} for all
n > c. The argument preceding the theorem now yields the desired result.
The fact that a nonnegative local martingale M can be reconstructed from the pair
(M∞,M∞) can be deduced from results that already exist in the literature, under the
additional assumption that M is continuous. For example, assuming without loss of gener-
ality that M∞ = 0, a conditional version of an argument by Elworthy et al. (1997) shows
that
Mt = lim
n→∞
nP(M∞ ≥ n | Ft). (4.1)
An alternative argument is based on the following identity due to Nikeghbali and Yor
(2006), where it is additionally assumed that M0 = 1 and M > 0:
E[f(M∞) | Ft] = f(M t)
(
1−
Mt
M t
)
+Mt
∫ ∞
Mt
f(x)
x2
dx (4.2)
for any positive or bounded Borel function f . Choosing for f functions fn such that fn = 0
on (−∞, n] and
∫∞
n x
−2fn(x)dx = 1, the right-hand side of (4.2) becomes equal to Mt as
soon as n exceeds M t. This shows that
Mt = lim
n→∞
E[fn(M∞) | Ft],
which shows that Mt can be recovered from M∞.
Note that (4.1) crucially relies on the assumption that M is continuous. Indeed,
Hulley and Ruf (2015, Example 3.2) construct a nonnegative martingale M , with very
large but unlikely upward jumps, such that M0 = 1, M∞ = 0, and
lim
n→∞
nP(M∞ ≥ n) = 0.
This is inconsistent with (4.1). The continuity of M is similarly crucial for (4.2).
Our next result shows that another interesting functional, namely the local time process
of a local martingale, is always sticky.
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Proposition 4.3. Let M be a local martingale, and let Lx denote its local time at level x.
Then Lx is sticky, that is,
Lxt =
∧
[LxT | Ft], t ≤ T <∞.
Proof. By localization we may assume that M is a martingale. Pick any T < ∞, any
stopping time τ ≤ T , and any strictly positive Fτ -measurable random variable ε. To verify
the stickiness property (3.1), we must show that P(LxT − L
x
τ ≤ 2ε | Fτ ) > 0. To this end,
define stopping times
ρn = inf{t ≥ τ : |Mt − x| ≥ n
−1} ∧ T,
ρ = inf{t ≥ τ : Mt 6= x} ∧ T.
We first show that
P(LxT − L
x
ρn ≤ ε | Fρn) > 0. (4.3)
Let B = {P(LxT − L
x
ρn ≤ ε | Fρn) = 0} and define the stopping time
υ = inf{t ≥ ρn : Mt = x} ∧ T.
On B we know that the local time process increases over the interval [ρn, T ] (in fact, it
increases by more than ε). By Protter (2005, Theorem IV.7), the local time measure dLt
is concentrated on those time points t for which Mt− =Mt = x. Therefore Mυ = x on B.
Moreover, ρn occurs strictly before T on B, so that |Mρn − x| ≥ n
−1 on B. Combining
these observations yields
E[Mυ −Mρn | Fρn ] =


E[x−Mρn | Fρn ] ≤ −
1
n
on {Mρn ≥ x+ n
−1} ∩B,
E[x−Mρn | Fρn ] ≥
1
n
on {Mρn ≤ x− n
−1} ∩B.
Thus |E[Mυ −Mρn | Fρn ]| ≥ n
−1 on B. The martingale property then forces P(B) = 0,
which proves (4.3).
Next, we prove that
P(LxT − L
x
ρ ≤ 2ε | Fρ) > 0. (4.4)
To this end, define the stopping time
σ = inf{t ≥ ρ : Lxt ≥ L
x
ρ + ε}.
On the event {σ > T}, clearly LxT −L
x
ρ ≤ ε. On the event {ρn ≤ σ ≤ T}, one has L
x
σ ≥ L
x
ρn
and Lxσ − L
x
ρ = ε, hence L
x
T − L
x
ρ ≥ L
x
T − L
x
ρn + ε. Consequently, for each n,
P(LxT − L
x
ρ ≤ 2ε | Fρ) ≥ P(L
x
T − L
x
ρn ≤ ε, ρn ≤ σ | Fρ)
= E[1{ρn≤σ}P(L
x
T − L
x
ρn ≤ ε | Fρn) | Fρ].
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Let A = {P(LxT − L
x
ρ ≤ 2ε | Fρ) = 0}. The above inequality along with (4.3) yields
1{ρn≤σ}∩A = 0
for all n. Since ρn ↓ ρ, and since σ > ρ, it follows that P(A) = 0. This proves (4.4).
Finally, just observe that M is constant and equal to x on [τ, ρ), so that Lxτ = L
x
ρ .
Therefore
P(LxT − L
x
τ ≤ 2ε | Fτ ) = E[P(L
x
T − L
x
ρ ≤ 2ε | Fρ) | Fτ ] > 0
due to (4.4). This completes the proof.
5 Further examples of recovery of monotone processes
We now consider two examples of set-valued nondecreasing processes that can be recovered
from their final values. The first example deals with convex hulls, and we apply the theory
of Section 2 with the complete lattice S = CO(Rd) in Example 2.4. The second example
deals with the collection of sites visited by a random walk on a countable set X , and uses
the complete lattice S = 2X in Example 2.3.
5.1 Convex hulls
Let X = (Xt)t≥0 be a ca`dla`g adapted process with values in R
d. By Lemma 6.7, the
CO(Rd)-valued process U = (Ut)t≥0 given by
Ut = conv(Xs : s ≤ t)
is adapted. We have the following result.
Proposition 5.1. If X is sticky, then
Ut =
∧
[UT | Ft], t ≤ T <∞.
Proof. Relying on the implication (iii) ⇒ (i) of Theorem 2.12, it suffices to consider any
stopping time τ ≤ T and Fτ -measurable CO(R
d)-valued random variable Y such that
Uτ ( Y , and prove that P(Y ⊆ UT | Fτ ) < 1. Define the Fτ -measurable random variable
ε = 1 ∧
1
2
sup
y∈Y
inf
x∈Uτ
|x− y|
which is strictly positive since Uτ ( Y . Furthermore, one has
Y 6⊆ conv(Uτ ∪B(Xτ , ε)),
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where B(Xτ , ε) is the ball of radius ε centered at Xτ . Since X is sticky, one therefore gets
0 < P( sup
t∈[τ,T ]
|Xt −Xτ | ≤ ε | Fτ )
≤ P(UT ⊆ conv(Uτ ∪B(Xτ , ε) | Fτ )
≤ P(Y 6⊆ UT | Fτ ).
This yields P(Y ⊆ UT | Fτ ) < 1 as required.
5.2 Sites visited by a random walk
Let X = (Xt)t≥0 be a ca`dla`g process with values in a countable set X . Define the 2
X -valued
process U = (Ut)t≥0 by
Ut =
⋃
s≤t
{Xs}.
This is the process whose value at time t is the set of all sites X has visited up to and
including time t, and is adapted by Lemma 6.1. In this context, if we equip X with the
discrete metric d(x, y) = 1{y}(x), stickiness of X simply means that
P(Xt = Xτ for all t ∈ [τ, T ] | Fτ ) > 0
for every T ≥ 0 and every stopping time τ ≤ T . That is, X has conditionally unbounded
holding times.
Proposition 5.2. Assume X has conditionally unbounded holding times in the above sense.
Then
Ut =
∧
[UT | Ft], t ≤ T <∞.
Proof. The proof is similar to that of Proposition 5.1, but simpler.
6 Spaces of closed sets
Let (X , d) be a complete separable metric space, and let CL(X ) denote the collection of
all nonempty closed subsets of X . In our applications, X is either a countable set or Rd,
but we do not impose this yet. The distance between a point x ∈ X and a subset A ⊆ X
is denoted by
d(x,A) = inf{d(x, y) : y ∈ A}.
TheWijsman topology on CL(X ) is the smallest topology for which the maps A 7→ d(x,A),
x ∈ X , are all continuous; see Wijsman (1966). It was proved by Beer (1991, Theorem 4.3)
that with the Wijsman topology, CL(X ) becomes a Polish space.
The space CL(X ) is partially ordered by set inclusion. It is however not a lattice under
union and intersection since it does not include the empty set. The space
CL0(X ) = CL(X ) ∪ {∅}
on the other hand is a complete lattice with infαAα =
⋂
αAα and supαAα =
⋃
αAα for
arbitrary collections {Aα} ⊆ CL0(X ). The Wijsman topology is extended to CL0(X ) by
declaring a sequence of closed sets An convergent to ∅ if d(x,An) → ∞ for all x ∈ X .
Equipped with the extended Wijsman topology, CL0(X ) is again a Polish space; see Beer
(1991, Theorem 4.4).
The spaces CL(X ) and CL0(X ) are convenient from the point of view of stochastic
analysis. The reason is a characterization due to Hess (1983, 1986) of the Borel σ-algebra
on CL(X ). Namely, the Borel σ-algebra coincides with the Effros σ-algebra, which is
generated by the sets {A ∈ CL(X ) : A ∩ V 6= ∅}, where V ranges over the open subsets of
X . This identification leads to the following lemma.
Lemma 6.1. Let X = (Xt)t≥0 be an X -valued ca`dla`g adapted process on a filtered mea-
surable space (Ω,F ,F), whose filtration F is not necessarily right-continuous. Then the
CL(X )-valued process Y = (Yt)t≥0 given by
Yt = {Xs : s ≤ t}
is adapted. The process is then also adapted when viewed as taking values in CL0(X ).
Proof. We need to argue that ω 7→ Yt(ω) is Ft-measurable for each t. Using Hess’s char-
acterization, it suffices to inspect inverse images of sets {A ∈ CL(X ) : A ∩ V 6= ∅} with V
open. That is, we must check that the event
F =
{
ω ∈ Ω: {Xs(ω) : s ≤ t} ∩ V 6= ∅
}
lies in Ft. For a ca`dla`g process X, the set {Xs(ω) : s ≤ t} ∩ V is nonempty if and only if
Xs(ω) ∈ V for some s ≤ t. Consequently,
F = {ω ∈ Ω: τ(ω) < t or Xt(ω) ∈ V }, where τ = inf{s ≥ 0: Xs− ∈ V }.
Since X− is left-continuous, τ is predictable, and hence F ∈ Ft; see Dellacherie and Meyer
(1978, Theorem IV.73(b)). The final assertion follows from the fact that Y can never take
the value ∅.
The following result will be used later. Its proof illustrates the use of the two alternative
descriptions of the Borel σ-algebra on CL(X ). We use the notation
Aε = {x ∈ X : d(x,A) ≤ ε} (6.1)
for any A ∈ CL(X ) and any ε ≥ 0. If A = ∅ then Aε = ∅ by convention.
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Lemma 6.2. (i) The map A 7→ µ(A) from CL0(X ) to R is measurable, where µ is any
finite measure on X .
(ii) The map A 7→ Aε from CL0(X ) to itself is measurable for any ε > 0.
Proof. In both cases it suffices to show that the respective maps restricted to CL(X ) are
measurable.
(i): Using closedness of A and the dominated convergence theorem, one obtains the
equalities µ(A) =
∫
1A(x)µ(dx) =
∫
1{0}(d(x,A))µ(dx) = limn
∫
(1 − nd(x,A))+µ(dx),
where y+ denotes the positive part of y ∈ R. Each map A 7→
∫
(1 − nd(x,A))+µ(dx) is
continuous, hence measurable, by definition of the Wijsman topology and the fact that
δ 7→
∫
(1− nδ)+µ(dx) is continuous due to the dominated convergence theorem. Thus the
map A 7→ µ(A) is the pointwise limit of real-valued measurable maps, and therefore itself
measurable.
(ii): One readily verifies Aε ∩V = A∩Vε for any open set V , where we define the open
set Vε = {x ∈ X : d(x, V ) < ε}. Therefore {A ∈ CL(X ) : Aε ∩ V } = {A ∈ CL(X ) : A∩ Vε}.
The left-hand side is the inverse image of {A : A ∩ V 6= ∅} under the map A 7→ Aε, and
the right-hand side lies in the Effros σ-algebra on CL(X ). Measurability now follows from
Hess’s characterization.
6.1 Lattice operations
In the following lemma, measurability is always understood with respect to the Borel σ-
algebra. Since CL0(X ) is Polish, the Borel σ-algebra on CL0(X )
k for k ∈ {2, 3, . . . ,∞}
coincides with the corresponding product σ-algebra.
Lemma 6.3. (i) The map (A,B) 7→ A ∪B from CL0(X )
2 to CL0(X ) is continuous.
(ii) The set {(A,B) : A ⊆ B} is closed in CL0(X )
2.
(iii) If An is a nondecreasing sequence in CL0(X ), meaning that An ⊆ An+1 for all n,
then An converges to
⋃
nAn in CL0(X ).
(iv) The map (An) 7→
⋃
nAn from CL0(X )
∞ to CL0(X ) is measurable.
(v) If X is σ-compact, the map (An) 7→
⋂
nAn from CL0(X )
∞ to CL0(X ) is measurable.
Proof. (i): Observe that d(x,A ∪ B) ≤ d(x,A) ∧ d(x,B) for all x ∈ X , where we use the
convention d(x, ∅) = ∞. We claim that strict inequality is impossible. Indeed suppose
A ∪ B 6= ∅ and let xn ∈ A ∪ B achieve d(x, xn) → d(x,A ∪ B). Suppose A contains
infinitely many of the xn (otherwise B does, and we work with B instead). Then xn ∈ A
along a subsequence, so that d(x,A) ≤ d(x, xn)→ d(x,A ∪B). Therefore strict inequality
is impossible, and we have d( · , A∪B) = d( · , A)∧d( · , B). The stated continuity property
now follows from the definition of the extended Wijsman topology.
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(ii): If An ⊆ Bn and (An, Bn)→ (A,B), then B = limnBn = limnAn ∪Bn = A∪B in
view of (i). Thus A ⊆ B, as required.
(iii): The statement is obvious if An = ∅ for all n, so we suppose An 6= ∅ for some n,
and then without loss of generality for all n. Define A =
⋃
nAn for ease of notation. Fix
any x ∈ X . Since An ⊆ A, we have d(x,An) ≥ d(x,A) and hence limn d(x,An) ≥ d(x,A).
For the reverse inequality, pick any ε > 0 and y ∈ A such that d(x, y) ≤ d(x,A) + ε.
Since A is the closure of
⋃
nAn, there exists some m and some z ∈ Am with d(y, z) ≤ ε.
Consequently,
d(x,Am) ≤ d(x, z) ≤ d(x, y) + d(y, z) ≤ d(x,A) + 2ε.
Since d(x,An) is non-increasing, and since ε was arbitrary, it follows that limn d(x,An) ≤
d(x,A). We deduce that d(x,An)→ d(x,A) for all x ∈ X , which means that An → A.
(iv): First note that the map ϕk : CL0(X )
∞ → CL0(X ), (An) 7→
⋃
n≤kAn is continuous,
being a composition CL0(X )
∞ → CL0(X )
k → CL0(X ), (An) 7→ (A1, . . . , Ak) 7→
⋃
n≤k An
of two maps that are continuous by definition of the product topology and due to repeated
use of (i). By (iii), the map (An) 7→
⋃
nAn is the pointwise limit of the maps ϕk, and
therefore measurable by Aliprantis and Border (2006, Lemma 4.29).
(v): Let ϕ : (An) 7→
⋂
nAn denote the intersection map. We will prove that ϕ
−1(F)
is a measurable subset of CL(X )∞, hence of CL0(X )
∞, for any measurable F ⊆ CL(X ).
The same then holds for any measurable F ⊆ CL0(X ), since ϕ
−1({∅}) = (ϕ−1(CL(X )))c is
measurable. This readily implies the assertion.
We must thus argue that ϕ−1(F) is measurable for any measurable F ⊆ CL(X ). In
view of Hess’s characterization of the Borel σ-algebra on CL(X ) it suffices to consider sets
of the form F = {A ∈ CL(X ) : A ∩ V 6= ∅} with V open. For such sets we have
ϕ−1(F) =
{
(An) : V ∩
⋂
n
An 6= ∅
}
=
⋃
m
{
(An) : Km ∩ V ∩
⋂
n
An 6= ∅
}
, (6.2)
where {Km}m∈N is a compact cover of X , which exists by σ-compactness. Thus it suffices
to prove measurability of any set of the form {(An) : K ∩V ∩
⋂
nAn 6= ∅} with V open and
K compact. Fix a countable dense subset D ⊆ X . We claim that for any (An) ∈ CL0(X )
∞
we have
K ∩ V ∩
⋂
n
An 6= ∅ ⇐⇒
∃ε > 0 rational, ∀k ∈ N, ∃xk ∈ D,
d(xk,K) ≤ k
−1, d(xk, V
c) ≥ ε, and
∀n ∈ N, d(xk, An) ≤ k
−1.
(6.3)
To prove “⇒”, let x ∈ K ∩ V ∩
⋂
nAn. Since V is open, there exists some rational
ε > 0 such that d(x, V c) ≥ 2ε. Since D is dense, there exist points xk ∈ D such that
d(xk, x) ≤ k
−1 ∧ ε. The triangle inequality then yields d(xk, V
c) ≥ d(x, V c)− d(xk, x) ≥ ε,
and we have d(xk,K) ≤ d(xk, x) ≤ k
−1 as well as d(xk, An) ≤ d(xk, x) ≤ k
−1 for all n.
This proves the forward implication. To prove “⇐”, let ε > 0 and xk, k ∈ N, have the
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stated properties. Since d(xk,K) ≤ k
−1, there exist yk ∈ K with d(xk, yk) ≤ 2k
−1. By
compactness of K, we may pass to a subsequence and assume that yk → x for some
x ∈ K. Then also xk → x, and continuity of the distance function implies d(x, V
c) ≥ ε and
d(x,An) = 0 for all n. We conclude that x ∈ K ∩V ∩
⋂
nAn, which is therefore nonempty.
This completes the proof of (6.3).
Now, observe that (6.3) can be expressed as
{
(An) : K ∩ V ∩
⋂
n
An 6= ∅
}
=
⋃
ε>0
ε∈Q
⋂
k∈N
⋃
xk∈D with
d(xk ,K)≤k
−1
d(xk,V
c)≥ε
{
(An) : d(xk, An) ≤ k
−1 ∀n
}
. (6.4)
The right-hand side is formed through countable unions and intersections of sets of the
form {(An) : d(xk, An) ≤ k
−1 ∀n}. Such a set is actually a cube Gk×Gk×· · · ⊆ CL(X )
∞,
whereGk = {A : d(xk, A) ≤ k
−1} is the inverse image of [0, k−1] under the continuous map
A 7→ d(xk, A). We deduce that the right-hand side of (6.4), and hence the left-hand side,
is measurable. Thus ϕ−1(F) in (6.2) is also measurable, as required.
Remark 6.4. It appears unlikely to the author that σ-compactness is really be needed for
measurability of the intersection map; dropping this assumption would be desirable and
natural. However, it is interesting to note that there are some striking differences between
unions and intersections. For instance, A ∩ B may be empty even if A and B are not.
Also, the map (A,B) 7→ A ∩ B is not continuous, even if one restrict to compact convex
sets. Indeed, let X = R2, and let An = {(x1, x2) : 0 ≤ x1 ≤ 1/n, x2 = nx1} be the straight
line from the origin to the point (1/n, 1). Then An → B, where B = {0}× [0, 1] is the line
from the origin to (0, 1). Thus An ∩B = {(0, 0)} does not converge to (limnAn)∩B = B.
6.2 Vector space operations
If A and B are subsets of a vector space, their sum is defined by A + B = {x + y : x ∈
A, y ∈ B}. This operation is associative and commutative, so the expression A+B+C is
unambiguous and equal to A+C +B, etc. Similarly, we define λA = {λx : x ∈ A} for any
scalar λ. The dimension of an affine subspace V is denoted dim(V ), with the convention
dim(∅) = −1.
Lemma 6.5. Assume X is a locally convex topological vector space.2
(i) The map (A1, . . . , An) 7→ A1 + · · ·+An from CL0(X )
n to CL0(X ) is measurable for
any n ∈ N.
(ii) The map A 7→ λA from CL0(X ) to itself is measurable, where λ is any scalar.
2Of course, the topology is assumed to coincide with the one generated by the given metric d.
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(iii) The map A 7→ conv(A) from CL0(X ) to itself is measurable.
(iv) The map A 7→ aff(A) from CL0(X ) to itself is measurable.
(v) The map A 7→ dim(aff(A)) from CL0(X ) to R ∪ {∞} is lower semicontinuous.
Proof. In each case, we only need to consider inverse images of measurable subsets of
CL(X ), since the inverse image of {∅} is obviously measurable for each of the given maps.
The proofs all use Hess’s characterization in terms of the Effros σ-algebra. Thus we inspect
inverse images of the set {A ∈ CL(X ) : A∩ V 6= ∅}, where V is any nonempty open subset
of X .
(i): It suffices to consider the case n = 2, as the general case follows by induction
together with the fact that A1 +A2 +A3 = A1 +A2 +A3. Define the maps
ϕε : (A1, A2) 7→ (A1)ε + (A2)ε
for any ε ≥ 0, where we use the notation (6.1). We may assume without loss of gen-
erality that the metric d is translation invariant, see e.g. Aliprantis and Border (2006,
Lemma 5.75), in which case one readily verifies the inequalities
d(x,A1 +A2)− 4ε ≤ d(x, (A1)ε + (A2)ε) ≤ d(x,A1 +A2)
for any x ∈ X and A1, A2 ∈ CL0(X ). It follows that limε→0 ϕε = ϕ0 pointwise with respect
to the Wijsman topology. Thus it suffices to prove measurability of ϕε for ε > 0. To this
end, let D ⊆ X be a countable dense subset. Observe that (A1)ε + (A2)ε intersects the
open set V if and only if (A1)ε + (A2)ε does. Since each (Ai)ε has nonempty interior, this
holds if and only if x1 + x2 ∈ V for some points xi ∈ D ∩ (Ai)ε. This can be expressed as
follows:
{(A1, A2) : (A1)ε + (A2)ε ∩ V 6= ∅} =
⋃
x1, x2∈D
x1+x2∈V
{(A1, A2) : d(xi, Ai) ≤ ε, i = 1, 2}.
The right-hand side is a countable union of products of the sets {Ai : d(xi, Ai) ≤ ε}, i = 1, 2,
which are measurable since d(xi, · ) is continuous. Hence ϕε is measurable, as required.
(ii): If λ = 0, the inverse image is either empty or all of CL(X ), so we may suppose
that λ is nonzero. But then {A : (λA) ∩ V 6= ∅} = {A : A ∩ (λ−1V ) 6= ∅} is measurable
since λ−1V is open whenever V is.
(iii): Since V is open, we have V ∩ conv(A) 6= ∅ if and only if V ∩ conv(A) 6= ∅. This is
equivalent to
∑
i λixi ∈ V for some (finitely many) convex weights λi and points xi ∈ A.
Again since V is open, the λi may be chosen rational. Therefore,
{A : conv(A) ∩ V 6= ∅} =
⋃
n
⋃
λi∈Q+ with
∑
n
i=1
λi=1
{A : (λ1A+ · · ·+ λnA) ∩ V 6= ∅}.
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The right-hand side is measurable in view of (i) and (ii), so the left-hand side is measurable
as well.
(iv): The proof is identical to the one for the convex hull, except that the λi are affine
weights rather than convex weights, meaning that they sum to one but are not constrained
to be nonnegative.
(v): Choose any convergent sequence An → A and set k = dim(aff(A)). We need to
show that lim infn dim(aff(An)) ≥ k. For k = −1, i.e. A = ∅, the statement is obvious.
Suppose instead 0 ≤ k <∞. Then there exist k+1 affinely independent points x0, . . . , xk ∈
A. By definition of the extended Wijsman topology, d(xi, An) → 0 for i = 0, . . . , k. Thus
for all large n, An also contains k + 1 affinely independent points, whence dim(aff(An)) ≥
k. Finally, if k = ∞, the above argument replaced by an arbitrary k′ ∈ N shows that
dim(aff(An)) ≥ k
′ for all large n, and thus limn dim(aff(An)) =∞.
6.3 The space of convex subsets of Euclidean space
In this subsection we assume that X = Rd and that the metric comes from the norm,
d(x, y) = ‖x − y‖. We consider the subspace CO(X ) ⊂ CL0(X ) consisting of all closed
convex subsets, equipped with the subspace topology and the associated Borel σ-algebra.
The space CO(X ) is again partially ordered by set inclusion, and is a complete lattice with
infαAα =
⋂
αAα and supαAα = conv(
⋃
αAα) for arbitrary collections {Aα} ⊆ CO(X ).
Note that CO(X ) is a closed subset of CL0(X ). The following result shows that this
complete lattice satisfies the assumptions imposed in Section 2.
Theorem 6.6. The complete lattice CO(X ) satisfies assumptions (A1)–(A3). A strictly
increasing measurable map φ : CO(X )→ R is given by
φ(A) = dim(aff(A)) + µ(A | aff(A)),
where µ( · | V ) is the distribution of an Rd-valued standard Gaussian random variable
conditioned to lie in the affine subspace V . We set µ(∅ | ∅) = 0 by convention.
Proof. Due to Lemma 6.3(ii) the set {(A,B) ∈ CO(X )2 : A ⊆ B} is closed in CO(X )2 and
hence measurable. Thus Assumption (A1) holds. Lemma 6.3(v) yields that the countable
infimum map is measurable, and Lemma 6.3(iv) together with Lemma 6.5(iii) yield that
the countable supremum map is measurable. Thus Assumption (A2) holds. Next, we claim
that the map φ is strictly increasing. To see this, first note that φ(∅) = 0 and φ(A) ≥ 1
if A 6= ∅. Next, let A ( B be two nonempty convex sets. If dim(aff(A)) < dim(aff(B))
then φ(A) ≤ dim(aff(B)) − 1 + µ(A | aff(A)) ≤ dim(aff(B)) < φ(B). On the other hand,
if dim(aff(A)) = dim(aff(B)), then the two affine hulls coincide and we denote them both
by V . Since A is strictly contained in B and both sets are convex and closed, B \ A
contains a set which is open in V . Therefore φ(B)− φ(A) = µ(B \ A | V ) > 0. Finally, to
see that φ is measurable, first note that A 7→ dim(aff(A)) is measurable since it is lower
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semicontinuous by Lemma 6.5(v). Next, observe that
µ(A | aff(A)) = lim
ε↓0
µ(Aε)
µ(aff(A)ε)
, A 6= ∅,
where µ( · ) is the standard Gaussian distribution on Rd. Therefore, by Lemma 6.2(i)–(ii)
and Lemma 6.5(iv), the map A 7→ µ(A | aff(A)) is a limit of measurable maps, and hence
itself measurable.
Lemma 6.7. Let X = (Xt)t≥0 be an R
d-valued ca`dla`g adapted process on a filtered mea-
surable space (Ω,F ,F), whose filtration F is not necessarily right-continuous. Then the
CO(Rd)-valued process Y = (Yt)t≥0 given by
Yt = conv(Xs : s ≤ t)
is adapted.
Proof. This follows from Lemma 6.1 and Lemma 6.5(iii).
6.4 The space of subsets of a countable set
In this subsection we assume that X is countable set equipped with the discrete metric
d(x, y) = 1{y}(x). Then every subset of X is closed, so 2
X = CL0(X ). This space is
partially ordered by set inclusion, and is a complete lattice under union and intersection.
Furthermore, it satisfies the assumptions of Section 2.
Theorem 6.8. The complete lattice 2X satisfies assumptions (A1)–(A3). A strictly in-
creasing measurable map φ : 2X → R is given by
φ(A) =
∑
x∈A
w(x),
where {w(x) : x ∈ X} is a countable set of strictly positive numbers summing to one.
Proof. Assumptions (A1) and (A2) follows directly from Lemma 6.3(ii), (iv), and (v).
The map φ is clearly strictly increasing. To see that it is measurable, write φ(A) =∑
x∈X 1A(x)w(x) =
∑
x∈X (1 − d(x,A))w(x) and observe that A 7→ d(x,A) is continuous
and hence measurable.
A Extension of Dedekind complete lattices
Proposition A.1. Let (S0,≤) be a Dedekind complete lattice equipped with a σ-algebra S0,
and assume that the following conditions hold:
(A10) The set {(x, y) ∈ S
2
0 : x ≤ y} lies in the product σ-algebra S
2
0 .
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(A20) For every measurable subset A ∈ S0, the sets
{(x1, x2, . . .) : sup{x1, x2, . . .} ∈ A} and {(x1, x2, . . .) : inf{x1, x2, . . .} ∈ A}
both lie in S∞0 .
3
(A30) There exists a strictly increasing measurable map φ0 : S0 → R.
Define S = S0 ∪ {−∞,+∞}, where −∞ and +∞ are not elements of S0, and define
S = S0 ∨ σ({−∞}, {+∞}). Extend the order ≤ to S by declaring −∞ (+∞) a lower
(upper) bound on S0. Then (S,≤) with the σ-algebra S satisfies (A1)–(A3).
Proof. The set {(x, y) ∈ S2 : x ≤ y} is the union of {(x, y) ∈ S20 : x ≤ y}, {−∞} × S, and
S × {+∞}. It is therefore measurable, so (A1) holds. Next, let Asup ⊆ S
∞
0 be the set of
all sequences of elements in S0 which admit a supremum in S0. Condition (A20) implies
that this set is measurable, Asup ∈ S
∞
0 . It is easy to check that the countable supremum
map ϕ on S∞ is given by
ϕ((xn)n∈N) =
{
supn xn, (xn)n∈N ∈ Asup
+∞, (xn)n∈N /∈ Asup.
It then follows from (A20) that ϕ is (S
∞,S)-measurable. The countable infimum map on
S∞ is similarly shown to be measurable. This proves (A20). Finally, by replacing φ0 by
2
pi arctan(φ0) if necessary, we may assume that φ0 takes values in the interval [−1, 1]. The
map φ : S → R defined by φ(x) = φ0(x) for x ∈ S0, φ(−∞) = −2, and φ(+∞) = +2, is
then a strictly increasing measurable map. Thus (A3) holds.
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