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Il propensity score (Rosemabum e Rubin,1983) è ormai diventati l’approccio predominante 
nella letteratura della stima dei casual treatment effect. Tuttavia, recentemente i principali 
istituti nazionali di statistica hanno utilizzato tale strumento per integrare informazioni 
provenienti da fonti differenti. Infatti, le survey attualmente disponibili spesso mancano di 
tutte quelle variabili necessarie per condurre una rigorosa indagine economica e gli 
economisti sono spessa costretti a integrare tali informazioni ricorrendo procedimenti di 
matching. Tra le diverse tecniche di imputazione presenti in letteratura il propensity score 
offre l’indiscutibile vantaggio di ridurre un problema di integrazione potenzialmente 
multidimensionale a uno unidimensionale, riducendo il costo dell’operazione. Il presente 
contributo valuta l’efficacia di tale strumento nel generare un database integrato a partire 
dalla survey multiscopo ISTAT “Aspetti della vita quotidiana 2000” e l’indagine Banca 
d’Italia “Bilanci delle famiglie Italiane 2000”.  
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1.  Introduzione 
 
I procedimenti statistici di imputazione sono ormai diventati l’approccio predominante in letteratura 
per la stima dei casual treatment effect. Le procedure di matching sono infatti utilizzate in tutte 
quelle situazioni in cui si voglia stimare l’impatto su un determinato output derivante dall’aver 
ricevuto un particolare trattamento. Se da una parte la natura di quest’ultimo può essere 
estremamente differente
1, i problemi legati alla valutazione dell’impatto di un trattamento attraverso 
l’uso di strumenti microeconometrici (essenzialmente indagini a livello individuale) sono ben noti 
in letteratura e sono riconducibili a un problema fondamentale di misurazione. Infatti, mentre la 
valutazione corretta dei casual treatment effect dovrebbe essere effettuata calcolando la differenza 
media tra l’outcome ottenuto dai partecipanti dopo il trattamento e quello potenziale che gli stessi 
avrebbero realizzato nel caso ipotetico in cui non fossero stati trattati, i dati reali con cui si 
confrontano i microeconomisti contengono esclusivamente informazioni circa l’outcome degli 
individui trattati e quello ottenuto da un secondo gruppo di individui che non hanno ricevuto il 
trattamento. E’ dimostrato che la mancanza di un appropriato controfattuale non possa essere risolto 
considerando la media dell’outcome dei non trattati come proxy per l’outcome potenziale dei 
trattati, in quanto, generalmente, l’outcome per i due gruppi differisce in maniera sistematica anche 
in assenza di trattamento. Questo è infatti dovuto alla presenza di un probabile problema di auto-
selezione. Un esempio classico può essere quello di un individuo che entra in un programma di 
formazione professionale. E’ probabile che questo individuo sia maggiormente motivato rispetto ad 
altri che non entrano nel programma e, conseguentemente, ci si aspetta che avrà anche una 
maggiore probabilità di trovare lavoro.  
Per ovviare a questo problema, una possibile soluzione è quella di utilizzare un procedimento di 
matching che consenta di imputare a ogni individuo trattato l’outcome associato a quell’individuo 
non trattato maggiormente somigliante in termini di determinate caratteristiche pre-trattamento. A 
tal fine risulta necessario il rispetto di due assunzioni. La prima è che il vettore di variabili su cui si 
vuole condizionare il matching (X) risulti indipendente dall’essere o meno assegnato al trattamento. 
La seconda è che anche la distribuzione dell’outcome, condizionata al set X risulti indipendente dal 
trattamento. In particolare, quest’ultima assunzione è conosciuta in letteratura come CIA, ossia 
conditional independence assumption e risulta di fondamentale importanza in quanto solo se la CIA 
è rispettata la selezione degli individui può essere espressa in funzione delle sole caratteristiche pre-
trattamento (il set di covariate X perfettamente osservabile ex ante dal ricercatore).  
                                                           
1 Per un’esaustiva letteratura si veda Caliendo e Kopeinig (2005).   4
Tuttavia, uno dei principali problemi legati al matching consiste nel fatto che il processo di 
imputazione risulta spesso difficoltoso nel caso di un’elevata dimensione del vettore X. Per ovviare 
a tale inconveniente Rosenbaum e Rubin (1983) hanno suggerito l’utilizzo del balancing scores 
(b(X)), ossia di una funzione del set X. Infatti, se la CIA non solo il vettore X risulterà indipendente 
dal processo di selezione ma anche qualsiasi funzione di X possederà questa caratteristica. Tra i 
possibili balancing scores, Rosembaum e Rubin (1983) suggeriscono l’uso del propensity score, un 
indice definibile come la probabilità di essere trattato dato il vettore X. Rosembaum e Rubin (1983) 
hanno dimostrato che se  la CIA è rispettata, allora la probabilità di appartenere ad una delle due 
indagini,  condizionata al vettore X, si configura anch’essa come una variabile casuale e può essere 
definita come p(X) ≡ Pr (t = 1 | xi = x), dove t è una variabile dicotomica che assume valore 1 se 
l’individuo è trattato e  0 l’individuo non è trattato. Siccome la distribuzione del propensity score 
dipende dalla distribuzione congiunta del vettore X, il procedimento di matching può essere 
condizionato esclusivamente al propensity score, riducendo un problema potenzialmente 
multidimensionale a uno monodimensionale. Un ulteriore vantaggio legato all’utilizzo di questa 
tecnica risiede nel fatto che viene generata una variabile continua, il che evita, di fatto, il pericolo di 
trovare più individui con lo stesso valore di propensity score. 
Sebbene la letteratura sul matching si è essenzialmente sviluppata come risposta a un problema di 
valutazione dell’impatto di trattamenti economici, recentemente l’interesse verso tali procedure 
statistiche è maturato anche da parte dei principali istituti nazionali di statistica che vedono in esse 
lo strumento per poter integrare informazioni provenienti da fonti differenti. Infatti, le survey 
attualmente disponibili spesso mancano di tutte quelle informazioni necessarie per condurre una 
rigorosa indagine economica. Si pensi, per esempio, allo studio sui comportamenti di risparmio 
delle famiglie o all’analisi della spesa in servizi sanitari. Nelle indagini disponibili, alcune variabili 
come il reddito o la ricchezza immobiliare sono spesso oscurate per motivi di privacy, oppure 
contengono informazioni approssimative, inadeguate per l’analisi del fenomeno di interesse. Per 
ovviare al problema molti economisti si sono concentrati sulle possibilità offerti dai procedimenti 
statistici di matching al fine di integrare dati provenienti da fonti diverse senza introdurre sostanziali 
distorsioni nell’indagine. Infatti, la situazione tipica che deve affrontare  un micro-economista 
applicato è quella nella quale date tre variabili di interesse X, Y, Z, il database utilizzato risulti 
mancante, in tutto o in parte, dell’osservazione congiunta di tali variabili. Si supponga l’esistenza di 
due distinti indagini, una contenete le variabili Y, X, e l’altra le variabili Z, X. L’unico modo per 
integrare i due dataset è quello di supporre che le informazioni contenute in X siano sufficienti per 
determinare congiuntamente Y e Z.  Formalmente, un microeconomista basa il processo di 
integrazione sull’assunzione che Y e Z siano indipendenti condizionatamente a X, i.e. P(Y,Z | X) =   5
P(Y  |  X)P(Z  |  X), ipotesi del tutto equivalente alla CIA. Data l’assunzione di indipendenza 
condizionale, il procedimento di integrazione è del tutto simile a quello incontrato nella letteratura 
della stima degli effetti casuali di un trattamento: si deve definire un criterio per abbinare ad ogni 
individuo della prima survey la variabile Z associata all’individuo della seconda survey 
maggiormente simile condizionato a un set di variabili comuni X. 
Rispetto all’eventualità di rilevare una nuova indagine contenete tutte le variabili del database 
integrato, l’operazione di matching statistico offre un duplice vantaggio: la riduzione dei costi e la 
possibilità di ottenere una maggiore qualità nelle risposte fornite abbattendo il tasso di mancata 
risposta. Infatti, Vousten e de Heer (1989) hanno dimostrato come, nelle rilevazione a questionario,  
all’aumentare del numero di domande l’accuratezza e la precisione delle risposte tenda a diminuire.  
Scopo del presente contributo è proprio quello di valutare la possibilità della costruzione di un tale 
database applicando la tecnica del propensity score (Rosembaum e Rubin, 1983) all’indagine 
multiscopo ISTAT “Aspetti della vita quotidiana” (2000) e all’indagine Banca d’Italia sui Bilanci 
delle famiglie Italiane (2000). Il lavoro è strutturato come segue: il paragrafo 2 presenta una 
sintetica descrizione delle due survey e delle variabili in esse contenute. Il paragrafo 3 descrive 
invece i principali problemi riscontrati nelle operazioni di matching mentre il paragrafo 4 conclude 
presentando i principali risultato ottenuti. 
 
2.  L’indagine multiscopo ISTAT e l’indagine Banca d’Italia sui Bilanci delle famiglie 
Italiane a confronto 
 
L’indagine Multiscopo ISTAT “Aspetti della vita quotidiana” (d’ora in avanti MP, Multipurpose 
survey) è una survey a rilevazione annuale. L’edizione 20000 raccoglie dati di oltre 58000 
individui, per un totale di 20000 famiglie. Le informazioni disponibili sono molto particolareggiate 
e svariano dalle attività del tempo libero (numero di volte in cui si è assistito a spettacoli teatrali, 
cinematografici, sportivi, numero di volte in cui si è visitato musei e siti archeologici, consumo 
musicale e partecipazione a concerti e altre manifestazioni dl vivo a carattere musicale), alle attività 
di ripristino e mantenimento della salute, come il corretto uso di farmaci, la frequenza con cui si 
pratica sport, il comportamento alimentare (regolarità dei pasti, frequenza del consumo di 
determinate categorie di alimenti come frutta, verdura, oli, grassi) fino al consumo di alcolici, super 
alcolici e tabacchi. Una parte corposa dell’indagine è, inoltre, incentrata sull’analisi delle condizioni 
di salute degli Italiani, dallo stato di salute percepito, alla presenza di malattie croniche, fino al 
ricorso nell’anno a servizi medici, sanitari e socio-assistenziali. Tuttavia, un possibile problema 
legato all’utilizzo della Multiscopo è la completa mancanza di informazioni circa la distribuzione   6
del reddito individuale sul territorio. Siccome il reddito è uno dei principali determinanti di diversi 
comportamenti economici, la disponibilità di tale variabile risulta di fondamentale per qualsiasi 
analisi empirica. Al fine di recuperare tali informazioni è quindi necessario individuare un database 
che contenga rilevazioni dettagliate circa la ricchezza della popolazione italiana, in modo da poter 
effettuare un’operazione di integrazione con l’indagine MP. Tra le indagini disponibili, quella 
condotta da Banca d’Italia sui Bilanci delle famiglie Italiane (d’ora in avanti SHIW, Survey on 
Household Income and Wealth), è certamente quella che presenta la più elevata qualità  nelle 
informazioni relative alle disponibilità finanziarie delle famiglie italiane. L’edizione 2000 presenta i 
dati rilevati da un campione di circa 22000 individui per un totale di 8000 famiglie. L’indagine è 
composta da una batteria di variabili identificative di carattere socio-demografico (sesso, stato 
civile, titolo di studio, composizione del nucleo familiare, professione, ecc.) e da una serie di 
informazioni molto dettagliate relative alle disponibilità economiche sia a livello individuale che 
familiare (reddito da lavoro, da capitale, ricchezze immobiliari, ecc.).  
 
3.  Il matching statistico 
 
La creazione di un dataset integrato è avvenuta attraverso la definizione di un algoritmo che ha 
permesso di ricreare nella MP la distribuzione dei redditi presenti nella SHIW. Tale procedimento 
può essere effettuato solo se si verificano le seguenti condizioni: i) le survey devono configurarsi 
come campioni casuali estratti a sorte dalla stessa popolazione, ii) deve esistere in entrambe le 
indagini un set di variabili comuni sulle quali condizionare l’operazione di matching. Se la i) e la ii) 
sono soddisfatte allora si può procedere al matching. Nel caso in esame, la prima condizione è 
soddisfatta in partenza in quanto, per entrambe le indagini, il campionamento statistico è stato 
effettuato in modo da fornire una  fotografia rappresentativa della popolazione italiana e quindi si 
può essere certi che i due provengano dalla stessa popolazione. Per quanto riguarda il secondo 
vincolo, la scelta delle variabili su cui condizionare il processo di imputazione del reddito é 
necessariamente caduta su quelle caratteristiche socio-demografiche che permettono di fornire una 
descrizione accurata delle differenti tipologie di individui intervistati, come quelle anagrafiche 
(sesso, età e stato civile, regione e area geografica di residenza, numerosità del nucleo familiare di 
appartenenza, relazione di parentela del soggetto intervistato all’interno del nucleo familiare) e 
quelle socio-economiche (titolo di studio, tipologia di occupazione, settore di occupazione, ecc.). 
Tuttavia, una volta individuate le variabili di interesse si é dovuto procedere a un’operazione 
preliminare di allineamento dei due dataset attraverso la ricodifca di quelle variabili che 
presentavano o una differente denominazione o una diversa metrica di classificazione. La tabella di   7
conversione delle variabili socio demografiche è riportata nell’appendice 1, insieme con il nome e 
la codifica posseduta da tali variabili nelle indagini di origine. A parte alcune variabili come la 
classe di età (non presente nella MP e ricreata a partire dall’osservazione dell’età) o il titolo di 
studio (in cui la classificazione utilizzata nelle due survey era l’esatto opposto), l’allineamento delle 
due survey ha presentato parecchi inconvenienti, soprattutto per quel che riguarda la definizione 
della professione, per la quale la survey SHIW presentava una classificazione maggiormente 
dettagliata rispetto a quella utilizzata nella MP. Lo stesso discorso può essere effettuato per quanto 
riguarda il ramo di attività e la posizione nella professione. Un ultimo problema è legato alla 
definizione del numero di percettori di reddito, la cui variabile è disponibile solo nella SHIW ed è 
stata ricostruita nella MP. 
Una volta completato l’allineamento dei due dataset si è proceduto alla  comparazione della 
distribuzione delle variabili di interesse nella MP e nella SHIW. Come si può vedere dalle tabelle 
riportate in appendice 2, i test chi-quadro dimostrano come solo la composizione degli individui per 
sesso e classi di età risultano omogenee tra le due indagini. La composizione per area geografica, 
stato civile, professione e settore di professione presenta invece una differenza statisticamente 
significativa. Per quanto riguarda la composizione del nucleo familiare, questo è probabilmente 
dovuto al fatto mentre per la MP, l’ISTAT, pesando le famiglie a seconda della numerosità 
familiare è portata a sostituire unità unipersonali non rispondenti con altrettante unità unipersonali, 
la Banca d’Italia, non pesando le famiglie a seconda della numerosità, ha la tendenza a sostituire 
unità non rispondenti unipersonali con unità a uno e più componenti. Per quanto riguarda le altre 
variabili le differenze nella distribuzione sono probabilmente dovute alla differente classificazione 
originaria delle stesse e alle difficoltà incontrate nel  processo di allineamento. 
Infine, l’operazione più importante è stata quella di definire una funzione di prossimità per 
integrare, individuo per individuo, le informazioni provenienti da entrambe le indagini, 
condizionandoci al set comune di variabili. Per applicare il propensity score è stata generata una 
variabile di “trattamento” t, una dummy che assume valore 1 se l’osservazione considerata 
appartiene alla MP e 0 se l’osservazione appartiene SHIW.  Il propensity score può essere quindi 
definito come la probabilità di appartenere alla MP condizionata al set di variabili comuni socio-
demografiche. 
Il propensity score é stata calcolato attraverso una regressione probit della variabile t sul set di 
variabili comuni X. Una volta ottenuto tale indice si è proceduto all’individuazione di una corretta 
misura di distanza per misurare la similitudine tra i diversi soggetti presenti nelle indagini. 
Considerato la differente numerosità campionaria delle due indagine, si é deciso di optare per il 
metodo del nearest neighbour matching con possibilità di rimpiazzamento, ossia abbinando alla   8
Multiscopo quell’individuo della survey Banca d’Italia che minimizza la distanza assoluta in 
termini di propensity score. Tale processo offre il vantaggio di incrementare la qualità del matching 
a discapito, tuttavia, di una maggiore varianza dello stimatore (Caliendo e Kopeinig, 2005). 
Tuttavia, al fine di evitare l’abbinamento tra individui con caratteristiche estremamente differenti 
tra loro (ossia il caso in cui la distanza tra l’individuo considerato e quello che minimizza la 
differenza tra i  propensity score risulta molto elevata) si é deciso di partizionare il dataset in 
differenti celle, in modo da effettuare l’operazione di matching non sull’intero dataset ma 
separatamente all’interno di ogni singola cella. Il dataset é stato quindi diviso in 240 celle 
individuate dalle cinque macro regioni (nord-ovest, nord-est, centro, sud, isole), le otto tipologie di 
occupazione e le sei classi di età, all’interno delle quali  é  stata effettuata l’operazione di 
imputazione. Inoltre, per migliorare la qualità del risultato si é deciso di settare un caliper, ossia una 
soglia di distanza al di sopra della quale il candidato per l’abbinamento risulta scartato. Questo 
procedimento ha migliorato la qualità del dataset integrato riducendone per la numerosità dalle 
58000 unità alle 36029. 
Una volta completata la procedura di matching si è proceduto a valutarne la bontà in termine di sia 
preservazione della distribuzione del reddito tra le differenti celle individuate dal vettore X, sia in 
termini di mantenimento delle preesistenti relazioni tra le variabili di interesse. Si é quindi 
proceduto i) alla comparazione tra la distribuzione del reddito nel dataset integrato e quella 
preesistente Banca d’Italia, ii) al calcolo delle correlazioni tra il reddito e il vettore X per verificare 
il mantenimento del segno registrato nel dataset originario. Le tabelle con le distribuzioni del 
reddito e i calcoli delle correlazioni sono riportate nell’appendice 3. In generale non si é notato 
differenze significative nella distribuzione del reddito imputato rispetto alla fonte originaria SHIW. 
Le uniche differenze evidenziate sono una leggera sottostima della distribuzione per la soglia dei 
redditi più bassi per le categorie di professione casalinga e servizio di leva, mentre, sempre per le 
stesse fasce di reddito, la distribuzione del reddito imputato risulta invece sovrastimata per gli 
uomini (reddito minore di 30 milioni di lire). Queste differenze sono principalmente imputabili alle 
difficoltà riscontrate nell’operazione di riclassificazione delle variabili di interesse, dovute in misura 
principale alla diversa metrica e classificazione impiegata. Tuttavia le correlazioni con le variabili 
socio-demografiche risultano identiche nei segni a quelle registrate nel campione SHIW. Quindi, 
indipendentemente dalle piccole differenze riscontrate in precedenza, si può concludere che 
l’operazione di matching  sia  riuscita.  
 
4.  Conclusioni   9
Recentemente l’attenzione di molti microeconomisti è stata rivolta a testare l’applicabilità in 
economia dei metodi di imputazione statistica. Infatti, non sempre le indagini disponibili osservano 
congiuntamente tutte le variabili di interesse per le indagini economiche. Spesso l’osservazione del 
reddito, della ricchezza patrimoniale e del consumo di particolari tipologie di beni sono oscurate 
nelle indagini ISTAT per motivi di privacy. Conseguentemente, gli economisti sono costretti a 
ricorrere a strumenti statistici per integrare dati provenienti da fonti diverse. Scopo del presente 
contributo è quello di testare la possibilità di creare un database integrato utilizzando l’indagine 
multiscopo ISTAT “Aspetti della vita quotidiana” (2000) e l’indagine Banca d’Italia sui Bilanci 
delle famiglie Italiane (2000). A tal fine si è utilizzato la metodologia del propensity score 
(Rosembaum e Rubin, 1983), ossia la probabilità di appartenere a una delle due indagini 
condizionata  a un set comune di variabili socio-demografiche, una tecnica sviluppata nella 
letteratura dei casual treatment effect e recentemente impiegata anche dai principali istituti di 
statistica per l’elaborazione di database integrati. Uno dei principali vantaggi derivanti dall’uso del 
propensity score è quello di ridurre un problema di matching potenzialmente multidimensionale a 
uno unidimensionale, facilitando il compito di imputazione. Dopo aver individuato il set di variabili 
comuni sul quale condizionare l’operazione di matching, si è proceduto a una fase preliminare di 
assimilazione delle due indagini in modo da individuare per tali variabili una metrica e una 
classificazione comune. Infine si è definito un algoritmo per misurare la somiglianza tra gli 
individui appartenenti alle due survey. Dato la numerosità campionaria si è optato per il nearest 
neighbor con rimpiazzamento, tecnica che permette di aumentare la qualità del matching a 
discapito, però, di una maggiore varianza dello stimatore. Per migliorare la qualità dell’operazione 
si è deciso di effettuare tale operazione dividendo i dataset per macroregioni e di utilizzare 
l’opzione caliper che consente di individuare una soglia critica al di là della quale rifiutare l’unità 
imputata. I risultati  ottenuti, sia in termine di distribuzione del reddito imputato che in termine di 
correlazione tra quest’ultimo e il set di variabili socio-demografiche dimostrano come, salvo 
qualche piccola distorsione specie per le classi di reddito più basse, il procedimento sia riuscito.  10
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 (1-21718) per Istat 
 (21719-29719) per SHIW 
Numero ordine 
componenti 








Regione di residenza 
del soggetto  
intervistato 
REGIONE 
(10 = Piemonte, 
 10 = Val d’Aosta, 
 30 = Lombardia, 
 40 = Trentino, 
 50 = Veneto, 
 60 = Friuli, 
 70 = Liguria, 
 80 = Emilia,  
 90 = Toscana, 
100 = Umbria, 
110 = Marche, 
120 = Lazio, 
130 = Abruzzo, 
140 = Molise, 
150 = Campania, 
160 = Puglia, 
170 = Basilicata, 
180 = Calabria, 
190 = Sicilia, 
200 = Sardegna) 
IREG 
 (1 = Piemonte, 
  2 = Val d’Aosta, 
  3 = Lombardia, 
  4 = Trentino, 
  5 = Veneto, 
  6 = Friuli, 
  7 = Liguria, 
  8 = Emilia,  
  9 = Toscana, 
 10 = Umbria, 
 11 = Marche, 
 12 = Lazio, 
 13 = Abruzzo, 
 14 = Molise, 
 15 = Camapania, 
 16 = Puglia, 
 17 = Basilicata, 
 18 = Calabria, 
 19 = Sicilia, 
 20 = Sardegna) 
IREG 
(10 = Piemonte, 
 10 = Val d’Aosta, 
 30 = Lombardia, 
 40 = Trentino, 
 50 = Veneto, 
 60 = Friuli, 
 70 = Liguria, 
 80 = Emilia,  
 90 = Toscana, 
100 = Umbria, 
110 = Marche, 
120 = Lazio, 
130 = Abruzzo, 
140 = Molise, 
150 = Campania, 
160 = Puglia, 
170 = Basilicata, 
180 = Calabria, 
190 = Sicilia, 
200 = Sardegna) 
Area geografica di 
residenza del soggetto  
intervistato 
AREAGEO 
(1 = Nord ovest, 
  2 = Nord est, 
  3 = Centro, 
  4 = Sud, 
  5 = Isole) 
 
N.B. 
Nord ovest: Piemonte, 
Valle d’Aosta, 
Lombardia, Liguria 
Nord est: Trentino, 
Veneto, Friuli, Emilia; 
Centro: Toscana Marche, 
Umbria, Lazio, 
Sud: Abruzzo, Molise, 
Campania, Puglia, 
Calabria, Basilicata; 
Isole: Sicilia e Sardegna 
AREA3 
(1 = Nord, 
 2 = Centro, 
 3 = Sud) 
 
AREA5 
 (1 = Nord ovest, 
  2 = Nord est, 
  3 = Centro, 
  4 = Sud, 
  5 = Isole) 
AREAGEO 
(1 = Nord ovest, 
  2 = Nord est, 
  3 = Centro, 
  4 = Sud, 
  5 = Isole) 
Relazione di parentela 
del soggetto  
intervistato all’interno 
del nucleo familiare 
REL_PARENT 
(1 = Pers.Riferim, 
 2 = coniuge, 
 3 = convivente, 
PARENT 
(1 = capofamiglia, 
 2 = coniuge/convivente 
del C.F., 
PARENT 
(1 = capofamiglia, 
 2 = coniuge/convivente 
del C.F.,   12
 4 = genitore di PR, 
 5 = Genitore di coniuge 
PR, 
 6 = figlio di PR, 
 7 = figlio nato da 
precedente matrimonio, 
 8 = coniuge del figlio, 
 9 = convivente del figlio, 
 10 = nipote del figlio, 
 11 = nipote figlio di 
fratello PR, 
 12 = fratello 
 13 = fratello del coniuge 
 14 = coniuge del fratello 
del PR 
 15 = convivente del 
fratello di PR 
 16 = altro parente di PR, 
 17 = persona legata in 
amicizia) 
 3 = figlio/a del C.F., 
 4 = genitore del C.F. 
 5 = altro parente/affine del 
C.F., 
 6 = altro elemento non 
legato da rapporto di 
parentela al C.F.) 
 
 
 3 = figlio/a del C.F., 
 4 = genitore del C.F. 
 5 = altro parente/affine del 
C.F., altro componente non 
legato da rapporto di 
parentela al C.F.) 








Classe di età del 
soggetto  intervistato 
- CLETA 
(1 = Fino a 30, 
 2 = 31-40, 
 3 = 41-50, 
 4 = 51-65, 
 5 = oltre 65) 
CLETA 
(1 = Fino a 19, 
 2 = 20-30, 
 3 = 31-65, 
 4 = oltre 65) 
Sesso dei componenti 
del nucleo familiare 
SESSO 
( 1 = uomo, 
  2 = donna) 
SEX 
( 1 = uomo, 
  2 = donna) 
SEX 
( 1 = uomo, 
  2 = donna) 
Stato civile del 
soggetto  intervistato 
STATO_CIVILE 
( 1 = celibe/nub.,   
  2 = coniugato, 
  3 = separato di fatto, 
  4 = separato legalmente, 
  5 = divorziato, 
  6 = vedovo/a) 
STACIV 
( 1 = coniugato, 
  2 = celibe/nub., 
  3 = separato/div., 
  4 = vedovo/a) 
STACIV 
( 1 = coniugato, 
  2 = celibe/nub., 
  3 = separato/div, 
  4 = vedovo/a) 
Titolo di studio del 
soggetto  intervistato 
STUDIO 
( 1 = dottorato/specializz.   
post, 
  2 = laurea,  
  3 = diploma universit., 
  4 = diploma superiore, 
  5 = diploma 
professionale (3 anni), 
  6 = licenzia media,  
  7 = element., 
  8 = nessuno (non 
analfab.) specializzazione   
post-laurea 
 9 = nessun analfabeta 
STUDIO 
( 1 = nessuno, 
  2 = element., 
  3 = media, 
  4 = diploma profess., 
  5 = diploma superiore, 
  6 = laurea breve,  
  7 = laurea, 
  8 = specializzazione    
post-laurea) 
STUDIO 
( 1 = nessuno, 
  2 = element., 
  3 = media, 
  4 = diploma profess., 
  5 = diploma, 
  6 = laurea breve,  
  7 = laurea, 
  8 = specializzazione    
post-laurea ) 
Occupazione del 
soggetto  intervistato 
PROFESSIONE 
(1 = occupato, 
 2 = in cerca di nuova 
occup., 
 3 = in cerca di prima 
occupazione, 
 4 = in servizio di leva, 
 5 = casalinga, 
 6 = studente, 
APQUAL 
(01 = operaio, comprende 
apprendisti, salariati, 
lavoranti a domicilio e 
commessi, 
 02 = impiegato, 
 03 = insegnante di 
qualsiasi tipo di scuola, 
 04 = impiegato 
PROFESSIONE 
(1 = occupato, 
 2 = in cerca di nuova 
occup, 
 3 = in cerca di prima 
occupazione, 
 4 = in servizio di leva , 
 5 = casalinga, 
 6 = studente,   13
 7 = inabile, 
 8 = ritirato dal lavoro, 
 9 = altra condizione) 
direttivo/quadro, 




 06 = libero professionista, 
 07 = imprenditore 
individuale, 
 08 = lavoratore autonomo/ 
artigiano, 
 09 = titolare/coadiuvante 
impresa familiare, 
 10 = socio/gestore di 
società, 
 20 = co.co.co 
 11 = in cerca prima 
occup., 
 12 = disoccupato, 
 13 = casalinga, 
 14 = benestante, 
 15 = pensionato da lavoro,
 16 = pensionato non da 
lavoro, 
 17 = studente, 
 18 = bambino età 
presocolare, 
 19 = militare di leva) 
 7 = ritirato dal lavoro, 
 8 = altra condizione) 
Settore di attività nel 
quale è occupato il 
soggetto  intervistato 
RAMO_ATTIVITA’ 
(1 = agricoltura, caccia e 
pesca, 
 2 = industria ed 
estrazione, 
 3 = costruzioni 
 4 = commercio, alberghi 
e ristoranti 
 5 = trasporti, magazzini e 
comunicazioni, 
 6 = intermediazioni, 
noleggio, altre attività 
professionali, 
7 = pubblica 
amministrazione e difesa, 
8 = istruzione, sanità ed 
altri servizi sociali, 
9 = altri servizi) 
APSETT 
(01 = agricoltura, caccia, 
silvicoltura, pesca, 
piscicoltura e servizi 
connessi, 
 02 = estrazione minerali, 
industrie alimentari, 
tabacco, abbigliamento, 
prodotti in pelle, legno 
carta, chimica, metallo, 
attività manifatturiere, 
produzione energia 
elettrica, gas e acqua, 
 03 = edilizia, 
 04 = commercio 
all’ingrosso e al dettaglio, 
riparazioni autoveicoli, 
alberghi, ristoranti, 
 05 = trasporti, 
magazzinaggio e 
comunicazioni, 
 06 = intermediazioni 
monetaria, finanziaria e 
assicurazioni, 
 07 = attività immobiliari, 
noleggio, informatica, 
ricerca, altra attività 
imprenditoriali e 
professionali, 
 08 = servizi domestici 
presso famiglie, 
 09 = Pubblica 
amministrazione, Difesa, 
istruzioni, sanità e altri 
APSETT 
(1 = agricoltura, caccia e 
pesca, 
 2 = industria ed 
estrazione, 
 3 = costruzioni 
 4 = commercio, alberghi e 
ristoranti 
 5 = trasporti, magazzini e 
comunicazioni, 
 6 = intermediazioni, 
noleggio, altre attività 
professionali, 
7 = pubblica 
amministrazione e difesa, 
istruzione, sanità ed altri 
servizi sociali, 
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servizi pubblici, 




soggetto  intervistato 
 SETT 
(1 = agricoltura, 
 2 = industria, 
 3 = servizi pubblici, 
 4 = altri settori, 
 5 = nessun settore) 
SETT 
(1 = agricoltura, 
 2 = industria, 
 3 = servizi pubblici, 
 4 = altri settori, 
 5 = nessun settore) 
Status lavoraivo del 
soggetto  intervistato 
POSIZIONE 
(1 = alle dipendenze come 
dirigente, 
 2 = direttivo, quadro, 
 3 = impiegato 
intermedio, 
 4 = capo operaio, operaio 
subalterno e assimilati, 
5 = apprendista, 
6 = lavoratore a 
domicilio per conto di 
impresa, 
7 = autonomo come 
imprenditore, 
8 = libero professionista, 
 9 = lavoratore in proprio, 
10 = socio cooperativa 
Produzione beni e 
prestazione servizi 
QUAL  
(1 = operaio, 
 2 = impiegato, 
 3 = dirigente/dirett., 
 4 = imprendit./libero 
professionista, 
 5 = altro autonomo, 
 6 = pensionato, 
 7 = altri non occupati) 
 
QUAL  
(1 = operaio, 
 2 = impiegato, 
 3 = dirigente/dirett., 
 4 = imprendit./libero 
professionista, 
 5 = altro autonomo, 
 6 = pensionato, 
 7 = altri non occupati) 





(1 = Sì, 
 0 = No) 
PERC 
(1 = Sì, 
 0 = No) 
Titolo di possesso 
dell’abitazione di 
residenza del soggetto  
intervistato  
AFFITTO 
(1 = affitto/subaff., 
 2 = proprietà, 
 3 = usofrutto, 
 4 = titolo gratuito, 
 5 = altro) 
GODABIT 
(1 = proprietà, 
 2 = affitto/subaff., 
 3 = a riscatto 
 4 = usofrutto, 
 5 = titolo gratuito) 
AFFITTO 
(1 = affitto/subaff., 
 2 = proprietà, 
 3 = usofrutto, 
 4 = titolo gratuito, 
 5 = altro) 
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APPENDICE 2.  Confronto tra le distribuzione delle variabili di interesse 
 
Tabella 2.1.  Composizione dei database per area geografica di residenza 
 






































Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi). 
Chi-quadro (4): 311.1423 (p-value: 0.0000) 
 
 
Tabella 2.2.  Composizione dei database per stato civile 
 
































Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi). 
Chi-quadro (3): 51.6817 (p-value: 0.0000) 
 
 
Tabella 2.3.  Composizione dei database per sesso 
 
Sex SHIW MP Totale 



















Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi). 
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Tabella 2.4.  Composizione dei database per classi di età 
 
Cleta SHIW  MP  Totale 































Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi). 
Chi-quadro (3): 3.9581  (p-value: 0.232) 
 
Tabella 2.5.  Composizione dei database per numero componenti del nucleo familiare 
 
Ncomp SHIW  MP  Totale 


















Coniugi e altri 
parenti 













Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi). 
Chi-quadro (3): 83.3295 (p-value: 0.0000) 
 
Tabella 2.6.  Composizione dei database per tipologia di occupazione 
 




























































Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi). Chi-quadro (8): 1.0e+04 (p-
value: 0.0000)  
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Tabella 2.7.  Composizione dei database per settore di occupazione 
 
 
Qual SHIW  MP  Totale 







































altri non occupati  9280 












Nota: 1  la differenza tra il numero di ritirati dal lavoro e il numero di pensionati riportati in tabella e’ dovuta al fatto 
che la survey SHIW discrimina tra  le persone in possesso di pensione da lavoro e quelle in possesso di altre forme di 
pensione. Composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi) chi quadro (6) = 
998.5246 (p-value: 0.000)   18
APPENDICE 3.  Distribuzione del reddito nel database integrato 
 
 
Tabella  3.1.  Statistiche descrittive 






Min Max  Obs. 
SHIW 29398.21  24475 15000  36029  27586.26 -131746  741026.7 14303 
MP 28372.88  24000  15000  35000  23594.96 -131746  363555.3  741026.7 
 
 
Tabella  3.2.  Distribuzione del reddito per classi di reddito 
 




























































Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi).   19
 
Tabella  3.3.  Distribuzione dei reddito per sesso 
 
 
  Sex 
  Uomo Donna 

















































































Totale   7,939 








Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi). 
 
 
Tabella  3.4.  Distribuzione dei reddito per area geografica di residenza 
 
 
 Areageo   
 Nord-Ovest  Nord-Est  Centro  Sud  Isole 





















15000-29999   1,331 
(38.46)  
3,183 

















30000-49999   984 
(28.43)  
2,079 





































75000-99999   95 
(2.74)  
184 

















100000-149999   70 
(2.02)  
127 








































(0.01)    
7 



































>299999   8 
(0.23) 
0.13 






































Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi).   20
Tabella  3.5.  Distribuzione dei reddito per tipologie di occupazione 
 
  Professione 
  Occupato  In cerca di nuova 
occupazione 
In cerca di prima 
occupazione 
In servizio di leva  Casalinga  Studente  Ritirato  Altra condizione 
Income  (1000  lir)  SHIW MP SHIW MP SHIW MP SHIW MP SHIW MP SHIW MP SHIW MP SHIW  MP 
<15000  1,017    
(12.83)   
3,185 










(50.00)   
0 
(0.00) 
581   
(78.83)   
1,128   




(85.11)     
894  







15000-29999  3,223 
(40.65)   
9,005 
(42.94)     
50 








(8.33)    
0 
(0.00) 
114   
(15.47)   
402    





1,585    







30000-49999  2,499 
(31.52)   
5,961 
(28.43)     
10 











22    
( 2.99)   
106      













50000-74999  775 
(9.77)   
1,881 
(8.97)      
4 








(8.33)    
0 
(0.00) 
11     
(1.49)    
49     













75000-99999  209  
(2.64)    
484 













4       
 (0.54)   
1   













100000-149999  141 
 (1.78)   
326 













2    
(0.27)    
5   













150000-199999  31    
(0.39)   
86 













3     
(0.41)    
1    













200000-249999  14 
(0.18) 
22  





























250000-299999  8 
(0.10) 
9  





























>299999  8 
(0.10) 
11 





























Totale  7,929    
(55.37)   
20,970 













737    
(5.15)    
1,692 




(1.03)   
3,883  








Nota: composizione dei campioni SHIW e MP, frequenze assolute e relative (in parentesi).   21
 
Tabella 3.6. Correlazione tra reddito e variabili socio-economiche 
 
 SHIW  MP 
areageo -0.1350*  -0.1217* 
professione -0.1611* -0.1440* 
apsett 0.1207*  0.0223* 
cleta 0.0531*  0.0256* 
parent -0.3562*  -0.0858* 
perc 0.1314*  0.1515* 
qual -0.1105*  -0.1436* 
sett -0.1382*  -0.1369* 
sex -0.2580*  -0.1062* 
staciv -0.0968*  -0.0929* 
studio 0.3752*  0.1451* 
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