Automated business processes running on distributed transaction processing (DTP) systems characterize the IT backbone of services industries. New web services standards such as BPEL have increased the importance of DTP systems in business practice. IT departments are forced to meet pre-defined quality-of-service metrics, therefore performance prediction is essential.
Introduction
Automated business processes running on distributed transaction processing (DTP) systems are the IT backbone of many businesses these days. DTP systems support the flexible, easily adaptable composition of distributed software services in heterogeneous environments. Such systems can be found in all areas of today's services industries such as the airline, banking, insurance, or telecom sector.
Automated business processes describe transactions that need to be executed consistently and reliably across multiple information systems. For example, adding a new customer to a telecommunication company typically requires a credit check, the assignment of a new phone number, entries in the billing and CRM systems, inserts into various databases of the network that the company is operating, etc. In practice, most automated business processes are executed on transaction processing (TP) monitors such as BEA Tuxedo, IBM CISC, Vitria, or TIBCO Business Works.
DTP systems are typically business critical applications and consist of dozens of business processes that are executed on many heterogeneous software systems.
They need to be designed for hundreds of thousands of requests a day, often hundreds of them in parallel and need to meet high quality of service standards in terms of response times, throughput, and availability.
Capacity planning and performance modelling for these systems are difficult tasks; in particular since the demand for certain processes can vary considerably over time due to volatility in the demand of consumers and the market in general.
Performance problems are a frequent consequence. While investment costs for new hardware have been decreasing, the energy costs in data centres have been increasing during the past years. IDC reports that the cost of power and cooling has increased 400% over the past decade, and these costs are expected to continue to rise [1] . In such an environment, IT service managers need to strike a balance, trying to maintain agreed upon quality of service while minimizing cost of the operations.
Unfortunately, the complexity of multiple interacting processes running on multiple hardware resources makes performance prediction and capacity planning difficult. Distributed systems are already hard to analyze, but the problem becomes even harder when they are composed of black-box components: software from many different (and perhaps competing) vendors, usually with no source code available.
Conceptually, DTP systems can be seen as queueing systems with jobs, waiting lines, and service stations. Service stations can be chained to form queueing networks where jobs departing from one station enter the next one after being served. The difficulty with queueing systems is that their response times develop in a non-linear way, and it is not easy to predict, which station in a network of interleaved processes will first become a bottleneck given a certain demand mix.
There are basically three approaches to support performance prediction of queueing systems in general: experiments in the lab, analytical models, and simulation. Experiments in such an environment are problematic. First, in 24/7 operations experiments cannot be done on a production system. Therefore, companies need to set up a lab infrastructure to perform overload tests, which is very costly. Second, a single experiment can only provide results for a particular demand mix of processes. Since every experiment is costly, it is also expensive to perform sensitivity analyses with a larger set of demand scenarios. In comparison, analytical models and simulation are cheaper to set up provided that there is tool support available including log file analysis, analytic solvers, and a simulation engine. Once a valid model is found, it is easy to do various forms of sensitivity analyses. There is surprisingly little empirical work on the usage of analytical models or simulation for the capacity planning of DTP systems [2] [3] [4] [5] . Also, knowledge about and usage of these techniques is limited or not existent at all by many IT service providers.
Queueing theory has been a main area of research in Computer Science and Operations Research in particular in the 70s and 80s. However, most published applications up until now focus on rather small systems, such as single computer configurations or isolated three-tier web applications. While business process modelling and automation has been an important research thread in Information Systems in the recent years [6, 7] , surprisingly little has been published on performance modelling of automated business processes.
Although, the results of analytical queueing network models for smaller applications in lab environments with synthetic workloads are promising [8] , it is not clear that robust results can be achieved in large-scale DTP systems in the field. First, arrival distributions do not typically meet the assumptions of analytical models. Second, there are a number of technical features of DTP systems (e.g., rollbacks or additional management overhead) that are difficult to describe in a queueing network model. Finally, the sheer size of these systems can become a problem. Although, some assumptions are not fulfilled, such models might still serve as a useful approximation of the real world. So far, there is little empirical evidence in the literature that queueing network models or simulation can provide reliable results for large-scale DTP systems. Given the importance of DTP systems and automated business processes in practice and in the academic literature, we believe that performance modelling deserves more attention.
In this paper, we evaluate the predictive accuracy of different types of analytical queueing network models. We will compare the results to those of a discrete event simulation and the actual response times in log data. We will also show prerequisites for performance prediction in this field and discuss problems that limit the applicability of analytical models.
Experimental results for these questions need to be based on real-world data.
Therefore, we have analyzed log data of two large DTP systems of a European telecom provider. Based on an analysis of log data, we have derived an estimator for arrival rates and service times. As this data is readily available for most productive DTP systems, we did not have to rely on additional measurements. We have parameterized different types of analytical models and simulations to get predictions for response times and throughput, which we could then compare with actual performance indices. The effort for the experimental setup is significant, as it requires not only the implementation of respective queueing network solvers and simulations but also a comprehensive tool to parse, analyze, and filter huge amounts of log data with different syntax. The daily volume of log data for both systems that we analyzed is between 400 and 900 MByte, and more than 20
GByte per month.
In the next section, we will discuss related literature. Section 3 will briefly describe essential characteristics of DTP systems, and Section 4 will cover appropriate performance modelling techniques. Section 5 will provide an overview of the data and the system configuration of the systems in question. In Section 6 we will describe the experimental setup, and in Section 7 the results, before we conclude in Section 8.
Related Literature
Performance modelling has long been an issue in Computer Science and Operations Research [9] [10] [11] . Target areas of performance analysis included file and memory systems, databases, computer networks, operating systems, faulttolerant systems, and real-time systems [12, 13] . In contrast, in our work, we focus on the performance prediction for large-scale DTP systems. Whereas many papers on performance prediction are based on synthetic workloads or lab settings [2, 3] , we have analyzed DTP implementations in the field.
Benchmark tests are regularly used in practice for capacity planning and bottleneck detection of computer systems [14] . Several popular benchmarks exist.
The ones most suitable for DTP systems are the SAP Standard Application Benchmarks [15] , the SPEC JBB 2005 [16] , the Oracle Applications Standard Benchmark [17] , and TPC-E [18] , replacing the popular TPC-C benchmark [19] .
While benchmark tests deserve their place, we argue that respective experiments should be complemented by performance models. IT service managers need to be able to analyze the impact of variations in the demand mix. Benchmark tests are typically designed to describe the capacity of hardware configurations. They do not vary the demand mix and will only provide valid results for a particular demand mix scenario.
Published applications of queueing network models (QNMs) to distributed systems that we know of are restricted to rather small applications, such as three- tier web services [4, 5] . Urgaonka et al. have recently applied QNMs for predicting the performance of multi-tier internet services [20] 
Distributed Transaction Processing
Typical DTP systems are structured as distributed applications, with services running on different processors or in different processes. For instance, a multi- Services provide basic business functionality of a backend system, or a composite service that call others to implement new service functionality [24] . In most DTP systems one can find internal as well as external services. A problem with the latter ones is that their total workload can often not be observed.
Typical order-entry DTP systems have to deal with data entered directly by the user. Incomplete or erroneous data (e.g., in address data), but also technical failures of the IT infrastructure like hardware defects can cause exceptions. Such exceptions are handled by a TP monitor through rollbacks enforcing item level transactional integrity.
Performance Modelling Techniques
Performance modelling and prediction is important for capacity planning tasks of IT service providers. The goal of performance modelling is to gain an understanding of a computer system's actual performance and to predict how changes might affect the performance measures of the system in the future [25] .
Based on forecasts about future demand, an IT service manager wants to predict response times, and determine bottlenecks, i.e., those servers which need to be upgraded to improve the performance of the overall system. DTP systems can be modelled as queueing systems with jobs arriving in queues of service stations. The difficulty with queueing systems of this sort is that response times develop in a non-linear way and cannot be predicted by simply extrapolating response times at low demand. When one station in a queueing network becomes overloaded, this can impact all processes and their response times will grow rapidly. The two main approaches to performance modelling of such queueing systems are queueing theory (QT) and discrete event simulation (DES).
Queueing Theory
Queueing theory is an analytical modelling technique for the mathematical analysis of systems with waiting lines and service stations. Queueing network models (QNMs) represent a system as a network of service stations with queues that serve requests of several classes [26] . Applications range from manufacturing system planning and computer processor design to models of multi-tier web services [20, [27] [28] [29] .
A single service station consists of one or more identical servers with a joint waiting We can analyze product-form networks with various computational algorithms to evaluate the performance indices. For the computation of closed QNs we apply either the exact Mean Value Analysis (MVA) [31] or, for networks with a large numbers of users and multiple job classes, the Self Correcting Approximation
Technique (SCAT) [32] . These algorithms provide the evaluation of average performance indices with a polynomial space and time computational complexity in the network dimension that is the number of service stations and the population. In our work we use algorithms for open M/M/c queues, as well as algorithms for closed QNMs belonging to the BCMP family. We refer the interested reader to [29] for a more detailed description of various QNM algorithms.
The assumptions of product-form QNMs are restrictive and often not met to the full extent. For example, QNMs produce steady state performance metrics, while demand of most information systems is volatile throughout the day. Nevertheless, experts in other areas regularly use their predictions as approximations [28] .
Discrete Event Simulation
In order to provide insight into problems which do not fall under the mathematical realm of queueing theory, alternative means of analysis have been devised, most notably discrete event simulations (DES) [33] . DES deals with the modelling of a stochastic system as it evolves over time in which the system state changes only at discrete points of time [34] . In a DES the operation of a system is represented as a chronological sequence of events. Each event occurs at an instant in time and marks a change of state in the system.
The advantage of simulation is that the performance analyst is not forced to make many assumptions as required for analytical solutions allowing for the consideration of more detailed network models of a wider variety of systems.
However, it is typically more time-consuming and costly to implement a simulation of the system under study that is exact enough to allow for significant performance analysis. The closer the simulation should model the characteristics of large-scale IT infrastructures, the more effort it takes to develop a simulation.
Thus, one has to carefully determine the scope and the level of detail.
The DES was executed on a custom developed simulation, especially designed to fit the characteristics of DTP systems such as multiple workflows, nested service call structures, and different station types. We developed a simulation engine as part of our open source framework PerMoTo (Performance Modelling Tool) specially designed for the evaluation of DTP systems [35] . The transient detection is implemented using the R5 heuristic [37] and the MSER-5 stationarity rule [38] . When a steady-state is assumed, all collected samples are cleared and the statistical analyzer proceeds with the calculation of the confidence interval estimation using spectral methods [39] . For our experiments we imposed the simulations to stop after the half-width of the estimated 95 % confidence interval is no more than 10 % of the non-transient sample mean. After matching these criteria, the calculated performance measures are stored to the result database and the simulation is finished. In the experiments presented in this paper we assumed the same product-form assumptions and model parameters as for the analytic solution techniques.
Performance Prediction Example
Performance models are used by IT service managers to predict response times and bottlenecks in the system. We have integrated a number of QN algorithms as well as our simulation engine in PerMoTo to carry out these tasks [35] . Here, we
will provide a few sample predictions to illustrate typical use cases in IT service management. The demand mix of a real-world DTP system typically changes over time. In the scenario below, we ran the same scenario with a different mix, i.e., a higher overall demand for the order entry process. This means, we performed sensitivity analyses with respect to the demand mix. In this scenario, the item with the highest utilization was item 9 (see Figure 4) instead of item 40 (see Figure 3 ).
These types of sensitivity analyses are important for an IT service manager to understand different demand scenarios and their impact on the utilization of items, services, and response times.
Data and DTP System Configuration
In this paper, we evaluate the predictive performance of analytical queueing network models and simulations for DTP systems. We like to explore the problems in the application of QNMs to large-scale DTP systems. We have therefore looked at two productive DTP systems of a European telecom provider.
System A is the central IT backbone for workflows related to the management of the retail customer segment including billing, customer data acquisition, network provisioning, and phone number management. The technical implementation is based on the Transaction Monitor "Bea Tuxedo" ™. Requests on System A are Details of the system configurations concerning its size and structure are summarized in Table 1 Both DTP systems have a release cycle of three months allowing the company to react to changes in the business demand. Whereas the introduction of new workflows is relatively rare (e.g., the introduction of a new product), changes in the services are part of every new release, adding functionality or fixing errors.
Such changes can require new estimates for service times.
In order to estimate model parameters, we have analyzed a large volume of log data that is described as follows. The log data is written in daily log files containing up to seven million raw text lines (400 to 900 MBytes per day). We have analyzed log data of both systems of nine weeks in summer 2008.
Timestamps and request IDs allow for estimating the input parameters that are relevant for QNMs and DES, most notably arrival rates on a workflow level and service times on a service level, as well as end-to-end response times.
The demand mix describes the number of requests for the different workflows. Figure 5 shows a daily workload sample that is typical for both DTP systems on weekdays.
The daytime workloads are generated by shop employees, customers using the web portal, and call centre agents. End-to-end response times of most workflows are the primary metric in SLAs as response time is recognized directly by the customers and other end users. Weekdays exhibit an overall workload that is much higher than the one on weekends (up to 5 times more requests).
As Figure 5 shows, the daytime workload exhibits a certain usage pattern:
increasing overall workload in the morning, a plateau phase throughout the day, followed by a decreasing workload in the evening hours. Figure 6 shows the daily demand mix on the workflows of systems A and B. The total demand for the eight most frequent workflows A1 to A8 of System A makes up 98.3% of the overall workload of this system. Similarly, the sum of shares of the workflows B1 to B8 make up already 99.7% of the overall workload of System B. what the response times will be if there is a 20%, 50% or even an 80% increase in the demand for some workflows, and to perform respective sensitivity analyses. 
Experimental Setup
In our experiments, we predict response times for particular days using different types of queueing network models and a discrete event simulation for the two different DTP systems A and B (using TP monitors of different vendors) described in Table 1 .
There are a number of possibilities for modelling multi-class QNMs. First, the level of granularity might differ. We have modelled the DTP System A on a service level and on an item level, System B only on an item level since service level log data was not available. Second, the DTP systems are modelled as open and closed QNMs to allow for the analysis of the performance of both types of
QNMs for large DTP systems. We apply an algorithm developed by Bolch et al.
[40] to directly transform the open into closed QNMs. These different models constitute the main treatments of our experimental setup. The PerMoTo tool includes a log analyzer that is used to parameterize the QNM.
This includes the determination of appropriate estimators for the workflow arrival rates and service times, i.e., the fraction of time needed to execute a single service Table 2 : Key characteristics of the queueing network models of systems A and B step of a workflow (see Figure 1) . With appropriate tooling even the analysis of large log files becomes viable. Actually, the results of such an analysis (demand mix, arrival rates, service times) are of interest in itself to IT service managers, even without a performance prediction, as they reveal arrival rates and demand mix that are often unknown. The use of log data is non-intrusive and leverages data that is already available when using DTP systems. In contrast, some software vendors provide specific tools that monitor resource consumption of individual applications on certain servers.
The performance measures can then be calculated using analytic solvers or a discrete event simulation. Finally, the performance measures can be visualized.
The entire PerMoTo toolset can be downloaded as open source at:
http://ibis.in.tum.de/research/itsom/itm08/.
In Table 2 , we provide details of the models of two business critical DTP systems A and B of our industry partner. They can both be considered large-scale DTP systems, with more than 15 classes and more than 100 stations. A full description of all models for these systems in XML format can be downloaded from http://ibis.in.tum.de/research/itsom/itm08/.
For the parameterization of systems A and B, we used log data of 40 weekdays in June and July 2008. We chose the last week of July as the prediction period as this week had a higher than average demand on both systems due to a marketing Table 3 : Mean throughputs and predictions of the three models campaign. Thus, the average arrival rates of our forecast models are estimated based on the five weekdays of this week. The demand mix of systems A and B vary throughout the day, but reach a plateau between 11 am and 6 pm (see Figure   5 ). While stationarity of the time series is an idealized assumption, the results of our QNMs can still be used as an estimate for response time and utilization for these time frames during the day.
Results
We focus on throughput and response time as primary metrics of interest for end-
to-end quality-of-service. Response times are more difficult to predict as they exhibit a high variance due to various latencies in DTP systems and in computer systems in general. The variance in the response time leads to the fact that the RMSE is high and difficult to interpret. As an alternative measure, one might therefore be interested in the difference of the predictions from the median of the response times observed during the prediction period. Table 5 and Figure 9 provide an overview of these deviations in percentage of the median. While closed QNMs often have a higher predictive accuracy than open QNMs [27] , there was no significant difference in our predictions. This might be explained by the fact, that the systems were oversized and not fully utilized during the prediction period. In general, the differences can partly be explained by the variance in the data, which makes it much harder to predict than throughput.
Those workflows that had more than 10% difference were also the ones accessing external systems that could not be fully observed.
Overall, the predictions of our DES were not significantly better than those of the Open and Closed QNMs. This is due to the fact that the basic QN model and the parameters were the same, and we used the same estimates for arrival rates and service times. Apart from the fact that the arrival rates were not fully stationary and response times exhibited a large variance, we encountered a few additional problems, when modelling DTP systems.
• First, errors and rollbacks occurred in a number of transactions. They can be modelled as probabilistic conditions in the QNMs, but depend heavily on the implementation and the type of workflow. The reasons for errors in workflows need to be analyzed separately, as they can significantly impact the overall performance of the system.
• Second, a common problem in large-scale DTP systems is that they access external systems that cannot be fully observed by the analyst. Sometimes, the response times of these workflows dominate the entire workflow and render accurate predictions impossible.
• Third, some workflows have complex event conditions that sometimes lead to the fact that items or services are skipped or alternative services are called. Of course, one could model a single class as multiple and estimate their respective arrival rates. However, this information is often very difficult to extract from the log files, plus it makes the interpretation of performance metrics for many different classes of a particular workflow much more complex for the analyst.
Conclusions
Automated business processes running on DTP systems are of fundamental importance for nowadays services industries. IT managers need to meet predefined quality-of-service metrics for these systems. Therefore, performance prediction and sizing have become essential.
Queueing Theory and DES have been used in the past to develop performance models for queueing systems. Applications that are discussed in the literature were, however, largely restricted to fairly small IT systems. In this paper, we analyzed the predictive performance of open and closed QNMs, and DES.
Overall, the predictions based on estimates of arrival rates and service times were close to the mean throughput and response times that we found in the log data.
The relative error of the predictions of Open QNM, Closed QNM and DES to the medians of the real-world workflow response times of systems A and B was between 0.38 % and a maximum of 17.7 %.
Given the fact that our analysis was based on two productive DTP systems in the field, some caveats apply. As the infrastructure is very expensive, it cannot easily be replicated in a lab environment. While we were fortunate to get access to log data and system specifications of these mission critical systems, we could not run experiments with overload scenarios. We did, however, evaluate such situations in earlier work in smaller laboratory settings and found the predictions of QNMs to be very accurate [8] .
Overall, QNMs are very helpful for IT managers to predict throughput and response times. DES are much more expensive from a computational point of view and also very costly to build. They are, however, useful to analyze questions that are beyond the theory of product-form queueing networks, such as special scheduling or routing strategies applied in real-world DTP systems.
Given the importance of end-to-end quality-of-service and the fact that much of the theory and algorithmic solutions to queueing network models have been developed in the 70s and 80s, it is unclear why these tools are hardly being used in practice. One explanation is that IT managers need to have a good understanding of service times and arrival rates in their system. Often, this knowledge is not available at a sufficient level of detail to set the model parameters. In our analysis, we could show that it is not necessary to set up an expensive metering and monitoring infrastructure. Standard log data of DTP systems is typically rich enough to get parameter estimates with sufficient quality that allows for useful predictions and sensitivity analyses.
In our future work we want to investigate performance tuning and software-based capacity adaption based on the prioritization of workflows.
Simulations should be used to analyze how well these strategies help to cope with volatile demand.
Another set of questions arises in virtualized data centres where capacity of virtual machines can be adapted on the level of the virtual machine manager. Also here, we are interested in the adaptivity of such strategies to changes in the arrival rates.
