For a special class of generalized Weyl algebras, we prove a Duflo theorem stating that the annihilator of any simple module is in fact the annihilator of a simple highest weight module.
Introduction
Let k be an algebraically closed field of characteristic 0. For the universal enveloping algebra of a semisimple Lie algebra over k, Duflo's Theorem [Duf77] states that all its primitive ideals (i.e. the annihilators of simple modules) are given by the annihilators of simple highest weight modules. In contrast, the simple modules themselves are far from being classified in general. Fortunately, for several other classes of algebras the notion of a highest weight module makes sense and the analogue of Duflo's theorem holds:
In [Smi90] , Smith introduced a family of algebras similar to U(sl 2 ). These are C-algebras generated by three elements E, F, H subject to the relations [H, E] = E, [H, F ] = −F and [E, F ] = f (H) where f can be any polynomial. They share many properties with U(sl 2 ) (which is of course included in this family for f (H) = 2H). In particular it is straightforward to generalize the notion of highest weight modules to these algebras and indeed all primitive ideals are given by annihilators of highest weight modules (see [Smi90,  
Theorem 3.3]).
For classical simple Lie superalgebras, Musson defines Z 2 -graded highest weight modules depending on a choice of a triangular decomposition. Then all Z 2 -graded primitive ideals in the universal enveloping algebra of a classical simple Lie superalgebra are given by the annihilators of Z 2 -graded simple highest weight modules (see [Mus92, Theorem 2 
.2]).
In [MVdB98] , Musson and Van den Bergh introduce algebras that, roughly speaking, allow a weight space decomposition with weight spaces cyclic over a commutative subalgebra. This class of algebras is closed under taking certain graded subalgebras, tensor products and central quotients. They show that (under some further assumptions, see Theorem 3.2.1 for details) all prime, hence all primitive ideals are given by the annihilators of simple weight modules. In particular, this applies to localizations of Weyl algebras and their central subquotients (see [MVdB98, Chapter 6] ). Note that for a classical Weyl algebra, given by differential operators on a polynomial ring in n variables, the primitive ideals are not very interesting: These algebras are simple, i.e. the only proper twosided ideal is the zero ideal. Since an annihilator is always twosided, the only primitive ideal of a classical Weyl algebra is the zero ideal. Now it is natural to ask whether an analogous statement holds for generalized Weyl algebras, a class of algebras that includes many interesting examples, in particular Smith's generalizations of U(sl 2 ). These noncommutative algebras are generated by a commutative k-algebra R together with 2n elements X 1 , . . . , X n , Y 1 , . . . , Y n . For the relations see Section 1. They are Z n -graded by setting deg(X i ) = e i , deg(Y i ) = −e i where e i denotes the i-th standard basis vector in Z n . Each graded component is a cyclic R-module. In this situation, we can define highest weight modules and formulate a Duflo theorem. We prove it for a special class of generalized Weyl algebras using a theorem by [MVdB98] that relates the annihilator of a simple weight module to its support and obtain as main result (see Theorem 3.1.1):
1 Generalized Weyl algebras and graded modules
Generalized Weyl algebras
Fix a base field k = k of characteristic 0. Fix a unital associative commutative k-algebra R that is a noetherian domain. Given n nonzero elements t = (t 1 , . . . , t n ) in R and n pairwise commuting algebra automorphisms σ = (σ 1 , . . . , σ n ) in Aut(R), define the corresponding generalized Weyl algebra (GWA) A = R(σ, t) of rank n as follows: It is the k-algebra generated over R by 2n generators X i , Y i , 1 ≤ i ≤ n with relations given by
for all 1 ≤ i, j ≤ n with i = j and all r ∈ R. It was introduced originally by Bavula in [Bav92] . Assume furthermore that σ i (t j ) = t j for all i = j, then A = α∈Z n R · a α is a free left and right R-module with
A is a Z n -graded algebra with deg(X i ) = e i and deg(Y i ) = −e i where we denote by e i the i-th standard basis vector of Z n , see eg. [Bav92, Section 1.1]. The degree 0 part of A is given by A 0 = R. Notice that the σ 1 , . . . , σ n from the defining data of a GWA A = R(σ, t) give a Z n -action on R by e i → σ i . Write
Lemma 1.1.1. Let A = R(σ, t) be a GWA of finite rank. Then A is a left and right noetherian domain, and the tensor product over R or k of two GWA's is again a GWA.
Proof.
A is a domain since R is a domain and t i = 0, and noetherianity is a consequence of R being noetherian (see [Bav92, Proposition 1.3], [BO09] ). The last statement is obvious (see [Bav92, 1.1]).
A special class of GWA's
We confine ourselves to the study of GWA's with base ring
This is the tensor product of n GWA's of rank 1 over the polynomial ring in one variable k[T ], with σ ∈ Aut(k[T ]) of the form T → T − b for some b = 0 in k and a nonconstant element t ∈ k[T ]. As k is algebraically closed, we can factorize t = (T − z 1 ) · . . . · (T − z s ) for some z 1 , . . . , z s ∈ k (multiplying t by some nonzero scalar would give an isomorphic GWA, so we can assume this scalar is 1).
Remark 1.2.1. With this choice of σ 1 , . . . , σ n the Z n -action on R is free on R \ k (on k the action is trivial). Additionally, the Z n -action on mspec(R) given by α• m := σ α (m) is free. As freeness is defined pointwise, every orbit {σ α (m) | α ∈ Z} is infinite. So we only deal with pure translations, i.e. a = 1 in a general automorphism σ :
. For the application of [MVdB98] , we need to work with Z-lattices, and we want to keep things easy.
Weight modules
In this section, A = R(σ, t) can be any GWA. By a module, we always mean a left module unless stated otherwise. Denote by mspec(R) the set of maximal ideals of R. For m ∈ mspec(R) define the m-weight
and say that M is a weight module if M decomposes as vector space into its weight spaces M = m∈mspec(R) M m . Define the support of the weight module M to be
Furthermore, for a weight A-module M we have 
We show by a diagonal argument that v j ∈ U for all j. Take some element r := i =j r i , where the r i are some nonzero elements of the maximal ideals m i .
Hence r is nonzero, r · v j = 0 and r / ∈ m j . Thus there is some r ′ ∈ R with r ′ r = 1 ∈ k ∼ = R/m j .
We get r
From the lemma it follows that the weight A-modules together with A-module homomorphisms that preserve the weight spaces form a full abelian subcategory of the category of left A-modules.
A characterization of highest weight modules for special GWA's
Here, A is a special GWA as defined in Section 1.2. The following lemma characterizes highest weight A-modules. A similar result for Lie algebras can be found in [MZ13] . ii) For all 1 ≤ i ≤ n, the action of X i on M is locally nilpotent, i.e. for every v ∈ M there exists a natural number k i such that
iii) There exists v ∈ M such that X i acts nilpotently on v for all 1 ≤ i ≤ n.
Proof. (i)⇒(ii): Let M be a highest weight module with highest weight m and weight space decomposition
, which is the highest weight space, hence
(iii)⇒(i): Assume we have an element v ∈ M such that X ki i · v = 0 for some natural numbers k i . We construct a nonzero element v ′ in M that is annihilated by all X i and a maximal ideal m. Since M is simple, this suffices to prove that
is a highest weight module of highest weight m. Since the X i commute, we can find for all i a natural number
Hence
Now according to our assumption
)ṽ = 0, and
In this way we construct successively nonzero elements v(1), . . . , v(n) in M that are annihilated by all X i since they differ fromṽ only by multiplication with elements in the base ring R. Furthermore,
is annihilated by the maximal ideal m := T 1 − a(1) r(1) , . . . , T n − a(n) r(n) .
Side remark on generalized gradings
Theorem 3.2.1 describes primitive ideals of graded algebras in terms of annihilators of graded simple modules. Although GWA's are Z n -graded, their weight modules are not Z n -graded in general. Instead, weight modules M decompose into weight spaces M m indexed by mspec(R). It makes sense to think of a weight module as a graded module, but instead of the usual notion of graded modules over a graded algebra, where both objects are graded over the same additive group, one needs to generalize it as follows:
Definition 1.5.1. Let G be an abelian group and X be a set with G-action.
This kind of graded modules was studied in [NRVO90] , motivated by G-graded modules over the group
-module graded by the group G itself, but consider it now as
an equivalence of the category of (G X)-graded modules with the module category over a smash product ring is given. Weight modules over a GWA A are naturally (Z
Nevertheless, for our special GWA's it is enough to change the indexing set of both the GWA A and the module M to find a common index set with group structure, with respect to which M is a classically graded A-module, see Section 2.1. So we will work with the classical grading.
2 Description of weight modules in terms of breaks
Grading of weight modules
Let A be again a special GWA as introduced in Section 1.2. Consider the left A-module M (m) = A/Am.
and this decomposition is already a weight space decomposition because
Here we use σ α (m) · A α = A α · m and that A is graded, so that one can study whether σ α (m) · m is an element of Am for homogeneous m. For m = m a and the shorthand notation
. This weight space decomposition turns M (m a ) into a graded Amodule, but only after reindexing the grading of A:
We have to interpret the abstract Z n -grading of the GWA A as a Z n · b-grading coming from the adjoint R-action as in (A1), where we write
in the sense of (A1).
Then thanks to
is a k n -grading of A. Of course we do not change the decomposition of A, we only choose a concrete realization for the abstract Z n -grading and added some 0-summands to A. With respect to this new
Let us recall some further properties of M (m):
i.e. as subset of mspec(R), the support equals the whole orbit {σ α (m) | α ∈ Z}.
• Every weight space of M (m) is one-dimensional since
• Every submodule of M (m) is homogeneous (see Lemma 1.3.1).
• M (m) has a unique simple top, denoted by L(m). It inherits the grading of M (m). Its support is denoted by m := Supp (L(m)). We usually consider m as subset of k n .
• Notice that although the modules M (m) seem to be very similar (as k-vector spaces they are all isomorphic to
L(m ′ ) are isomorphic, too, and the latter are isomorphic iff they have the same support.
The weight space structure of the module M (m) = A/Am and the existence of its simple top were discussed in [Bav92] .
Breaks and the submodule lemma
Now recall how the submodules of M (m a ) can be described in terms of its support and the breaks therein, see [Bav92] and [DGO96] . Later on we will see how this carries over to the primitive ideals. Proof. Every weight space of M (m a ) is of the form M (m a ) a+α·b of M (m a ) and in particular one-dimensional. Therefore,
For α i ≥ 0, we have X i a α = a α+ei / ∈ A α+ei m a . For α i < 0, the defining relations of a GWA give
. In other words:
Together this proves the claim.
Since σ j (t i ) = t i for i = j, a maximal ideal m is a break ideal in direction i iff so is σ j (m). The break ideals that are in the same σ j -orbits for j = i lie on a common hyperplane.
Definition 2.2.3. We call a hyperplane in k n containing all σ j -orbits of m for j = i a break in direction i.
Notice that every point inside a break is indeed a break ideal. If we identify once more k n with mspec(R), the breaks correspond to hyperplanes parallel to the coordinate hyperplanes. From Lemma 2.2.2 we know that breaks should be interpreted as 'forward breaks'. Examples will be given in Section 4. Proof. Every submodule N inherits the weight space decomposition from M (m), and because every weight space of M (m) is at most one-dimensional, we have
The submodules are therefore completely determined by their supports, in the sense that
. From the discussion of the breaks we know that X i and Y i act as mutually inverse (up to multiplication by elements in R) bijections between the weight spaces, unless we encounter a weight space that belongs to a break. If a weight between two successive breaks belongs to the support of N , all the other weights between these two breaks do as well. The choice of a submodule is thus equivalent to the choice of the breaks (or no breaks at all) for each coordinate direction i. The polynomial t i is contained in the maximal ideal m a = (T 1 − a 1 , . . . , T n − a n ) iff a i is a zero of t i . In particular, t i can only be contained in finitely many maximal ideals in the orbit {σ 
As these inequalities involve only one coordinate each, the support has the shape of a rectangle with sides consisting of hyperplanes parallel to the coordinate hyperplanes, in case there exist g Theorem 3.1.1. Let A be the GWA of rank n given by
Then all primitive ideals of A are of the form Ann A (L(m)) for some simple highest weight A-module L(m) of highest weight m ∈ mspec(R). In other words, there is a bijection
This theorem is analogous to the classical Duflo theorem from [Duf77] for the universal enveloping algebra U(g) of a semisimple Lie algebra g, stating that its primitive ideals are given by the annihilators of highest weight modules L(λ) where λ ∈ h * for a Cartan subalgebra h ⊂ g. The proof is an application of Theorem 3.2.1 from [MVdB98] , which we recall in Section 3.2. In Section 2.1 we will give more details about the simple highest weight module L(m). The proof itself follows in Sections 3.3 and 3.4. From the proof it follows that Corollary 3.1.2. A as above has only finitely many different primitive ideals.
We give some important examples of the class of GWA's to which Theorem 3.1.1 applies:
(1)]). Since these algebras are simple, every primitive ideal is zero.
ii) The universal enveloping algebra U(sl 2 ) = C e, f, h / ([h, e] = 2e, [h, f ] = −2f, [e, f ] = h) is not included in this class of algebras: It is isomorphic to the GWA C[C, H](σ, t) with σ(H) = H − 2, σ(C) = C and t = 1 4 (C − H(H + 2)). The isomorphism is given by X → e, Y → f , H → h and C → c where c = h(h + 2) + 4f e denotes the Casimir element in the universal enveloping algebra.
Hence t is mapped to f e. However, every simple sl 2 -module L has central character, so for every simple module L there is some χ ∈ C such that c · v = χ · v for all v ∈ L. Hence we have v) The class of GWA's and all examples discussed in [Bav92, Section 1.2]: They agree with our special GWA's, except that the automorphism σ is given by translation by 1 instead of any nonzero b. In [Bav92, Theorem 3.2, 3.8], a classification of simple modules for these algebras is given.
We confine ourselves to the special class of GWA's because we want the following properties to hold, mainly for the application of Theorem 3.2.1. Some of them could be weakened slightly, but without greater insight and to the cost of additional technical considerations (as illustrated in the enveloping algebra example).
• The base ring R is in particular noetherian, hence by Lemma 1.1.1 the GWA A is noetherian, too. This is a requirement of Theorem 3.2.1.
• The base ring is the polynomial ring and not just a quotient of such since otherwise we cannot guarantee that there are only finitely many 'breaks', see Section 2.2. But such a finiteness condition is needed in Theorem 3.2.1.
• To satisfy σ i (t j ) = t j for i = j, it is convenient to consider only tensor products of rank 1 GWA's.
• The application of Theorem 3.2.1 is only possible for a GWA where Z n acts freely on R, i.e. σ α = σ β iff α = β: This ensures that the graded components A α are cyclic over R, see (A2) below.
• The grading should come from a weight space decomposition with respect to the adjoint action of R on A. In this case, any twosided ideal inherits the grading of A, and this is fundamental for Theorem 3.2.1. Therefore in the rank 1 case, some automorphism of the polynomial ring σ : T → aT − b must be of the form σ : T → T − b.
• Furthermore, b i = 0 because otherwise σ i would be trivial. This contradicts the free Z n -action on R.
The result of [MVdB98]
We would like to apply the following result of [MVdB98, Theorem 3.2.4], slightly reformulated:
Theorem 3.2.1. Let k be an algebraically closed field of characteristic 0. Let A be any unital associative k-algebra satisfying the following assumptions:
commutative, where the grading comes from the weight space decomposition of A with respect to the adjoint action of span k {T 1 , . . . , T n },
(A2) R ։ A τ = R · a τ for all τ , i.e. each nonzero A τ is generated by one element over R.
(A3) A is graded left noetherian.
(A4) For a maximal ideal m ⊂ R, the A-module M (m) := A/Am has uniformly bounded length, independent of m.
(A5) The number of different Zariski closed sets m ⊂ k n is finite.
Here, the set m is defined as follows: For an algebra A satisfying (A1) and (A2), the A-module M (m) has a weight space decomposition which turns it into a k n -graded module with M (m) a := M (m) ma and m a = (T 1 − a 1 , . . . , T n − a n ) is the maximal ideal corresponding to a = (a 1 . . . , a n ) ∈ k n : Indeed
It is easy to see that M (m) has a unique maximal submodule, because a submodule is proper iff it does not contain 1 ∈ A/Am. Hence M (m) has simple top, denoted L(m).
It inherits the grading of M (m). Its support is denoted by m := Supp (L(m)). We usually consider m as subset of k n .
(A6) For all m α ∈ mspec(R) and all τ ∈ Supp (A) we have
Then all prime ideals, hence all primitive ideals of A are of the form Ann A (L(m)) =: J(m) for some m ∈ mspec(R), and
The first bijection is given by
The formulation of the theorem is slightly modified: In [MVdB98] the subalgebra R can be any finitely generated commutative subalgebra. We will obtain a slight refinement, by finding the above correspondence for highest weight modules L(m).
As mentioned in Section 2.1, the weight space structure of the module M (m) = A/Am and the existence of its simple top were treated for GWA's already in [Bav92] . But in fact they are a general consequence of conditions (A1) and (A2) (see [MVdB98, Proposition 3.1.7]).
The proof of Theorem 3.1.1: Reduction to weight modules
We now check the conditions of Theorem 3.2.1. Condition (A1) is valid for any GWA (here we have to use the unusual grading as described in Section 2.1). Condition (A2) holds for any GWA with free Z n -action on Aut(R). For σ i given by translations in coordinate direction i, it follows from σ α = σ β that α = β, so the Z n -action on Aut(R) is indeed free.
Condition (A3) holds for any GWA whose ground ring R is noetherian (Lemma 1.1.1), in particular in our case where R = k[T 1 , . . . , T n ] is the polynomial ring.
Condition (A4) is satisfied according to Lemma 2.2.4, and the length is uniformly bounded by
(1 + number of zeroes of t i ).
For the verification of (A5) and (A6), we first notice that there are only finitely many breaks (i.e. hyperplanes consisting of those points in k n that correspond to maximal ideals m ⊂ k[T 1 , . . . , T n ] containing one of the t i ). For m a inside an orbit Z n ·m a containing a break, we can first translate the whole orbit by −a to the origin.
Then rescale in every coordinate direction by b −1 i , so that the orbit becomes the standard Z-lattice in k n .
In particular, the breaks ii) Given furthermore q 1 , . . . , q m ∈ Q, define E = j∈J ker(λ j ) and
This proposition can be applied to the translated, rescaled support of L(m) given by Z n ∩ C with
where ε i denotes the i-th coordinate function,
are ±∞ are dropped. In our easy situation, we can make the index set J ⊂ {1, . . . , 2n} concrete:
(choose eg. e = (e k ) k with e k = e k+n = 0 for those 1 ≤ k ≤ n with neither g UP k nor g LOW k are ±∞, and e k = 1 resp. e n+k = −1 otherwise. Similarly, z = (z k ) k with z k = z k+n = 1 for those 1 ≤ k ≤ n with neither g UP k nor g LOW k are ±∞, and z k = 0 otherwise). We get
where we denote Q n−J = span Q {e i | 1 ≤ i ≤ n and i / ∈ J}. Tensor with k and undo the rescaling and translating, then we get
and g
(note here that the inequalities still make sense over an arbitrary field k because in the i-th coordinate for 
The proof: The refinement
Given any primitive ideal a, Theorem 3.2.1 assigns a simple weight module L(m) such that Ann A (L(m)) = a. Now we show that it is possible to choose m ′ to be highest weight with Ann A (L(m ′ )) = a, under the assumption that none of the t i is a unit. In that case the tensor factor A i of A = A 1 ⊗ . . . ⊗ A n would be a commutative algebra and not of interest. Once the Theorem gave us m, there are two possibilities:
• Either there are breaks σ 
• Or we have some coordinate i for which g
there is no inequality restricting the coordinate x i of any element x ∈ m . In other words, m +k·e i = m . We want to replace m by some other maximal ideal m ′ so that their closures are the same, but L(m ′ ) is a highest weight module. All we need to do is to keep the inequalities and the index set J in the description of m unchanged. Replace for this purpose m = m a = (T 1 − a 1 , . . . , T n − a n ) by any other maximal ideal of the form (T 1 − a 1 , . . . , T i − z, . . . , T n − a n ) such that (T i − z) is a root of t i (recall that we assumed t i / ∈ k). Assume that it is the smallest break in the orbit
. . , T n − a n ). This is possible because t i has only finitely many roots. Then σ i (T 1 − a 1 , . . . , T i − z, . . . , T n − a n ) =: m ′ is a highest weight in the i-th coordinate direction. Let us check that we preserved the closure m = m ′ : Because we chose the break to be smallest possible, we have g 
Examples
In this section, our ground field k = C are the complex numbers.
The first Weyl algebra
The , which explains the 'shift by 1'. The same has to be kept in mind for the n-th Weyl algebra.
A rank 1 example with two breaks
We stay in the rank 1 case, we keep the translation σ(T ) = T − 1, but we change t to be some other polynomial (these are the 'main objects' considered in [Bav92] ). For example, choose t = (T − 3)(T − 2)(T + There is no further annihilator ideal in A since we considered already all the breaks.
