Introduction
Temperature extremes at one location are generally defined from the tail of the temperature probability distribution 1 3 obtained from the statistics of recurrences of events. The recurrence approach hails from dynamical systems theory and has been known since the work of Poincaré (Frisch 1956 ). However, only recently it has been proved that classical extreme value laws (GEV distributions) can be used to describe the recurrence properties around points of the phase space of a dynamical system (Freitas et al. 2010; Faranda et al. 2011) . The recurrences of the dynamics around a point of the phase space allow to define rare events, i.e. regions of the phase space that are seldom visited. Extreme values obtained as recurrences around a point of the phase space have as limiting distribution a GEV if the system fulfills specific chaotic constraints that replace the independence condition for random variables (Freitas et al. 2010) .
The goal of this paper is to present a metric to evaluate the rare temperature events of climate model simulations and compare them with reanalysis data. This metric is compared to analyses of extremes of temperature with the EVT. Comparing the metrics and the datasets helps to assess regional biases in climate model simulations.
We focus on recurrence properties of European temperature data for the twentieth Century Reanalysis (hereinafter 20CR), ERA twentieth Century reanalysis data (ERA 20C), and a model run (IPSL-CM5) forced with historical greenhouse gases concentrations. We introduce the classical extreme value theory (EVT) metrics and the one based on the recurrence analysis in Sect. 2. We illustrate the recurrence metric on several temperature time series taken from reanalyses and model simulation in Sect. 3. In Sect. 4 we compare the EVT and recurrence metrics on the temperature data of the IPSL model and the two reanalysis products. Finally we provide a discussion of the results and summarize the main findings.
Methods
In this section, after recalling the EVT approaches to the study of extreme events as large (or small) ones, we present the metric based on the recurrence analysis and focus on rare events. We also explain the algorithmic procedure we use to obtain our results.
Extreme value thoeory: large deviations
The first way to model the extremes of a continuous random variable X is to determine the probability distribution of the maxima of X over blocks of m observations. Under hypotheses of independence and identical distribution (IID), the probability distribution of maxima M m = max{X 0 , X 1 , . . . , X m−1 } converge to generalized extreme value (GEV) law (Leadbetter et al. 1983): with 1 + ξ(x − µ)/σ > 0. The location parameter µ(m) and the scale parameter σ (m) > 0 in Eq. 1 account for the normalization of the data. The sign of the shape parameter ξ discriminates the kind of tail decay of the parent distribution. We call this approach Block Maxima (BM) and we determine the GEV parameters from a maximum likelihood estimator.
The practical choices of optimal block lengths n stem from heuristic considerations on the length of datasets (Coles 2001) . The laws of extremes that are determined allow one to estimate return periods associated to return levels of extreme events. By construction, extreme events are rare. Therefore their return periods are large. The r-year return value is formally defined by setting Eq. 1 equal to 1 − 1/r. This computation is based on the assumption that, for large m, the shape parameter ξ of the GEV does not depend anymore on m. Since we work with limited datasets, ξ is not independent on m and the previous formula give biased results. In order to overcome this problem and compute reliable return levels for r-year return value, we have to fit a different GEV for each bin length m and use as return level the estimate of µ(m) which is, by definition, the expected return level for return period r = m (Coles 2001).
Recurrence analysis: rare events
Here, we focus on rare events, i.e. which have a long return period. Such events are not necessarily extreme in the sense outlined in the previous subsection. This complementary point of view is based on a use of the dynamical information contained in the time series. In order to describe this idea, we consider a discrete time dynamical system. This is a reasonable hypothesis for an atmospheric system ). The dynamics is governed by a set of equations f, which controls the variables of the systems x such that x t+1 = f (x t ). note that, for the atmosphere, f is more than just the atmospheric circulation, but it generally includes everything that allows a state of the atmosphere to change from x(t) to x(t+1), i.e. both the dynamics and the thermodynamics of the atmosphere. We assume that, by starting from a random initial condition, the dynamics follows a chaotic trajectory. We fix an arbitrary point ζ of the trajectory and measure the time series of the distances between ζ and the other observations in the trajectory:
d(x, y) is a distance function between two vectors: by definition it tends to 0 when the vectors x and y are close to
each other. We take the opposite of the logarithm (− log) in order to increase the discrimination of small values of d(x, y) and treat high values of g. We are interested in the extremes of g(t; ζ ), for all t. Such extremes define the recurrences of the system for all ζ. To select the extremes, we apply again the BM approach this time by dividing the time series g(x t ), in intervals of length m. Every m observations, the closest recurrence to the point ζ is taken. If n intervals of length m are available in the series, one ends up with n closest recurrences. If the system is chaotic, it has been shown that the distribution of the extremes of g(t; ζ ) converges to a GEV of Gumbel type (Gumbel 1958) . A detailed explanation for this can be found in . The reason is intuitive: the Gumbel law is in the form exp(− exp(−x)) . Here one of the exponential functions comes from the exponential recurrence statistics, the other by the inverse of the logarithm function.
The distribution of extremes of g(t; ζ ) contains the dynamics of the systems in terms of rate of convergence to the expected GEV: depending on the bin length m, one gets or not convergence to the asymptotic extreme value laws. For this reason it is possible to define the shortest bin length when appropriate statistical tests [such as the Lilliefors (1969) or the Anderson and Darling (1954) tests] fail to reject the hypothesis that the extreme statistics of g(t; ζ ) is GEV distributed. This quantity gives the shortest return time τ for the point ζ. Hence ζ is normally recurrent for m > τ, or rare for m < τ .
The algorithm
The recurrence approach can be adapted to the study of time series (rather than all the variables of a dynamical system). In the subsequent analysis ζ is a reference temperature at a given location and x t is a time series of daily mean temperatures. f represents the (unknown) atmospheric dynamics.
The analysis is illustrated step-by-step in Fig. 1 . The daily temperature data at single grid points are shown in Fig. 1a . From the global minimum temperature, to the global maximum temperature, all the values recorded in the series are checked alternatively as ζ. The dotted lines correspond to three different temperatures chosen to illustrate the technique. Figure 1b , c, d shows the distances (grey curves) from the references temperatures 11, 17.5, 27.5 • C respectively for all the 100 years analyzed. The minimum distances corresponding to a bin length of m = 1, 2, 3, 4 years are indicated in color. Since the scale is fixed to be the same for all the cases, one remarks that for shortest bin length, when ζ = 11 • C or ζ = 27.5 • C, the minimum distances can be relatively large. This does not happen for the temperature of 17.5 • C. In order to assess whether the distribution of minimum distances are compatible with a Gumbel law, one needs first to take -log and then compare the empirical cumulative density function (cdf) with the best fit to the Gumbel law. Such comparison is shown in Fig. 1e , f, g. As before, different colors correspond to different bin lengths. By eye, it is difficult to assess whether a fit is good or not although the fits for the cases ζ = 17.5 • C look qualitatively more reliable. The quantitative answer to this question is given via the Anderson and Darling (1954) test, whose results are displayed in Fig. 1h , i, j. The test measures the integral between the two cdfs (empirical and fitted): if the value of this integral is small with respect to a tabulated critical value, then the test does not reject the hypothesis that the data are Gumbel distributed. Figure 1h , i, j shows the results of the different Anderson-Darling tests in terms of the ratio between the test statistics and the critical value (blue circles), and of the outcome of the test (red asterisks). When the ratio is smaller than one, the Anderson Darling test succeeds (h = 0). This happens for all the bin lengths at ζ = 17.5 • C, and only for m = 4 years for ζ = 27.5 • C. The occurrence of this temperature can therefore be considered rare for time scales smaller than 3 years and normal for time scales larger than 4.
In Fig. 2 we visualize the results of the Anderson-Darling test in the (m, ζ ) plane. The blue area represents the region where the Anderson-Darling test does not reject the hypothesis that the data are Gumbel distributed. Rare temperatures are located in the white area between the red lines (the absolute extreme of the series, indicated as global maximum and global minimum) and the blue area. The minimum return times τ are the projection on the m axis of the green curve and the correspondent return levels ℓ are the projections on the temperatures axis.
Temperature recurrences of four European locations
The analysis is focused on the European region, between
We compare data from the twentieth Century Reanalysis (20CR) (Compo et al. 2011) , the ERA 20C (Poli et al. 2013 ) and an historical run of the Institut Pierre-Simon Laplace (IPSL) model (Dufresne et al. 2013 ). Here we focus on surface temperature variations and relate them to the sea level pressure (SLP). The 20CR data yields a horizontal resolution of nearly 200 km. They cover the period between 1871 and 2010. Our analysis is based on the ensemble mean of 20CR. The ERA 20C assimilates observations of surface pressure and surface marine winds only. The horizontal resolution is approximately 125 km (spectral truncation T159).
The IPSL-CM5, contributed to the 5th phase of the Coupled Model Intercomparison Project (CMIP5). In addition to the physical atmosphere-land-ocean-sea ice model, it also includes a representation of the carbon cycle, the stratospheric chemistry and the troposphere chemistry with aerosols. The version used here is IPSL-CM5A medium resolution, 1.25 • × 2.5 • (143 × 144L39). The model is thoroughly documented by Hourdin et al. (2013a) . The extremes were first investigated by Cattiaux et al. (2013) . In order to compare the results, the reanalysis have been bilinearly re-interpolated on the same grid as the model.
For all the datasets, we consider 100 years (1900-1999) of daily temperature data. This allows for the computation of return times between 6 months up to 4 years. This limit is imposed by the length of the time series: the block-minima approach requires to keep a sufficient number of extremes as well as a large set of observations in each bin for the selection of extremes. For recurrence windows longer than 4 years, we get less than 25 maxima and unreliable estimates of the GEV distributions. Conversely, events chosen for bin length shorter than 6 month are not rare enough to be considered in the analysis. In order to illustrate the recurrence technique, we compute the 20CR temperature recurrences at 4 grid points with different climate characteristics. Results are displayed in Fig. 3a for Ireland, Fig. 3b for the Po Valley, Fig. 3c for Vienna Region and Fig. 3d for Paris Region.
We first describe the different shapes of the blue area of normal recurrences explainable in terms of the climate characteristics of the grid points considered. The climate of Ireland is mild: extreme cooling or warming is prevented by the presence of the Atlantic Ocean. The green curve is therefore very symmetric and saturates at the values of 0 • C (for the minima) and 18 • C for the maxima.
The Po Valley climate is influenced by a Mediterranean component as well as by the local geographical features. The presence of both the Alps and the Apennines creates, in combination with blocking events, stable condition and large daily temperature excursions (Beniston 2006) . Negative temperatures are generally associated to snowfalls which occur even at the sea level almost every year (Terzago et al. 2010 ). This feature is captured by the shape of the green curve for the minima: for a return period of 1 year, recurrences of temperatures lower than 0 are rare, but for higher return times negative temperatures recurrences become typical.
The region of Vienna features a continental climate and very cold extremes of temperature are produced for 3 or 4 years return time. The Paris region is greatly influenced by the Atlantic Ocean, but blocking conditions may trigger large temperature excursions associated to both cold spells and heat waves as shown by the low values reached by the green curve for 3-4 years return period.
Over geographically uniform regions the variation between the recurrence plots shown in this example is uniform. However, at mountain ranges, or for grid points with land-sea sharp variations, great differences can appear even for contiguous grid points.
The asymmetry between the behavior of maxima and minima is coherent with the extreme value statistics computed with the GEV approach or the analysis of conditional variance (Yiou et al. 2009 ). As described by Brown et al. (2008) , both the maxima and minima temperature extremes obey a Weibull law corresponding to a negative shape parameter of the GEV distribution, as generally expected for physical observables . Brown et al. (2008) show that maxima are more bounded than minima i.e. the shape parameter is more negative for the maxima. In our analysis, this is reflected by the slower saturation of the τ curve for the minima of temperature recurrences. The analysis also suggests that eventual non-stationarities present in the datasets are weak enough to perform the analysis: In presence of a strong trend, all the temperatures will be rare because there will be no or few recurrences of ζ within the bin length.
Comparison between EVT and recurrence metrics
We compare the return levels obtained with the recurrence technique ℓ to the ones computed by using the BM approach µ by taking maxima and minima of temperatures The results are shown in Fig. 4a -f for the maxima and Fig. 4g-l for the minima. The box-plots provide information about the distribution of the biases: on each box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme data points not considered outliers, and outliers are plotted individually. The x-axis show different bin lengths m. Fig. 4a-c, g-i show the bias obtained via the recurrence technique and Fig. 4d-f , j-l for the BM approach. The left hand-side column in Fig. 4 report the biases between 20CR and ERA 20C, the central report the box-plots the biases between the IPSL model and ERA 20C and the right handside the biases for the IPSL model and ERA 20C.
The two methodologies provide different results: the sign of the median can vary between recurrences and BM as well as the distribution of outliers. Moreover, the BM is less sensitive to the change of bin length m (see Sippel et al. 2015 for a discussion on the sensitivity of the BM approach to the bin length). For the BM approach, one can hardly spoil differences between the distributions obtained for m = 1 or m = 4. In this case, the GEV fitting with short (e.g. 1 years) bin lengths is biased as the asymptotic regime, i.e. the limit m ≫ 1 is not reached. The procedure introduced to determine ℓ prevents from short size effects because, when m is too short to contain good recurrences of ζ, the Anderson Darling test simply refuses the hypothesis that the data are Gumbel distributed. This explains why the plots analysed in Fig. 3 have a conic shape (they would rather be rectangular for the BM approach) and show a sensible variation between 1 and 4 years estimations. Before assessing the way the IPSL model represent temperature extremes, we compare the two reanalysis products to check the consistency between the two datasets (Fig. 4a,  d ). For the maxima, the BM approach suggests that 20CR are warmer of about 2 • C than the ERA 20C. The median of the distribution for the biases computed with the recurrence techniques is positive. Most of outliers are positive at m = 1 year bin length and negative for m = 4 years. For the minima the results are shown in Fig. 4g , j. In this case the median biases are negative for both the methods. We remark that for m = 4 years the box plots obtained with the recurrence technique and the BM approach are similar.
We have seen that for the reanalysis products analyzed the biases in the representation of both large (via the BM approach) and rare (via recurrences) extremes can reach up to 15 • C. It is not surprising that the comparison of the output of the IPSL historical simulation with the reanalysis suffer from the same problems. In addition to the box-plots, we represent the spatial distributions of the biases between IPSL model and 20CR in Fig. 5a , b (maxima) and Fig. 6a , b (minima) and in Figs. 5c, d (maxima) and 6c, d (minima) for the ERA 20C. Maxima of the IPSL model seems to reproduce well those of the reanalysis over the Mediterranean basin. A positive bias over Great Britain and a negative bias for the Iberian peninsula appear as robust features with respect to the change of reanalysis data-set and the change of bin length. The results for the minima show less coherence, although one can identify a negative bias over the Scandinavian region and over England and a positive bias over continental Europe. Overall, biases for the minima are larger than for the maxima
Understanding the biases in extremes
In order to explain the differences on both large and rare extremes, we first assess whether they originate by a poor representation of the mean and of the variability of the temperature distributions or whether they are related to fine statistical properties (higher moments of temperature distributions). This analysis tells whether the extreme value analysis add a real information with respect to the classical statistical characterization. We then focus on the Scandinavian region and the Iberian peninsula and try to understand 
Analysis of moments
We report in Fig. 7 the differences in quantities mi defined in terms of the ith moments of the temperature distributions at a grid point between the two reanalysis products Fig. 7a-c , the IPSL and the 20CR Fig. 7d-f , the IPSL and the ERA 20C in Fig. 7g-i . Differences in the mean m1 are plotted in Fig. 7a,  d , g, in the standard deviation m2 in Fig. 7b , e, h and in the skewness m3 in Fig. 7c , f, i. Differences in the mean affect the location parameter µ of the GEV distribution. The effects of biases in the mean for the recurrence plots shown in Fig. 3 mostly consist in shifting the diagrams up or down. From our analysis it is evident that the biases found for the means are small and do not have a coherent spatial structure. Moreover, the difference in means are clearly not related to the difference in variance, as it should be in case of systematic bias according to the method proposed by Yiou et al. (2009) for estimation of conditional variance. In addition, the deviations found for the standard deviation and skewness are also relatively small and locally compensate each other effects, e.g. over the Scandinavian region. They affect the recurrence diagrams by a change of the saturation values of ℓ. It is evident that such statistical quantities (even combined) can not fully explain the biases found for rare recurrences. This means that the extremal behavior depends also on high order moments which are difficult to measure for short time series.
Atmospheric circulation and biases
We now focus on the two regions (Scandinavia and southwest Iberian Peninsula) where the representation of rare recurrences highlights consistent differences between reanalyses and model historical run, and we investigate the origins of such biases. The first hypothesis is that the biases are found for a specific weather circulation pattern. In order to support this claim, we construct an average pressure field representing all the situations which are related to rare temperature in the models but not in the 20CR, and vice-versa.
To obtain such pressure fields we follow this procedure: (1) we select a period of recurrence m (e.g. 2 years) (2) we compute the values of ℓ located on the τ line and therefore representing the boundaries between normal and rare temperature recurrences (e.g. ℓ = −35 • C for the minima of the IPSL-CM5 model and ℓ = −21 • C over Scandinavia for m = 2 years), (3) we determine the composite SLP field corresponding to the temperature return levels ℓ for the model and the correspondent values for the reanalysis and average over them, (4) we repeat the procedure by changing the period of recurrence m and check the robustness of the results with respect to changes in m.
If a predominant pressure field appears from this analysis, then we can use this information to understand the nature of the bias. In Fig. 8 we represent the average pressure field for the situation associated to the bias in the Scandinavian region (left panel) and in the south-west Iberian Peninsula (right panel). Some of the daily pressure fields which have been averaged to produce Fig. 8 is reported in Figure 8a illustrates the SLP pattern linked to the Scandinavian bias. The average pressure field shows a maximum over Scandinavia and the daily pressure fields reported in Fig. 9 show comparable weather patterns. In cold nights with snow or ice cover, the presence of stable condition (high pressure) with clear skies can produce a significant cooling. The over-cooling observed in the model can be therefore due to an insufficient representation of the compensation mechanisms, like the parametrization of the low level clouds and of the snow/ice graying that affect the surface albedo (Hourdin et al. 2013a, b) . On the other hand, by looking at Fig. 8b and the daily pressure fields of Fig. 10 , we cannot conclude that there is a predominant weather pattern associated with the temperature bias in the south-west Iberian Peninsula. Moreover, the analysis of daily pressure fields reported in Fig. 10 show a large variety of patterns which all have different signatures on surface temperature (Yiou and Nogaj 2004) . Contrary to the results found for Scandinavia, we conclude that the bias over the Iberian peninsula is independent on the weather pattern considered. The origin of the bias could be related to the representation of land surface, the nearby ocean, or the topography: the model represents south-west Iberian Peninsula not as a continental grid point, but as a mixture of land and sea. This area is characterized by the presence of the Guadalquivir valley, which is located between the mountain ranges Sierra Morena and Betic System, creating a local continental climate over the region where high temperatures can be easily attained in summer (Rivas-Martínez et al. 1997; Hernández-Ceballos et al. 2013 ).
Conclusions
In this paper we have used the recurrence analysis proposed in to study the dynamics of temperature extremes over the European region. The GEV fitting, based on the block-maxima approach, considers extreme events as large (or small) observations. The recurrence technique is focused on the analysis of events that are rare independently on the magnitude of the observables considered.
We have shown that the metrics used to evaluate extremes over the European region for two reanalysis products and an historical simulation provide different results and that the recurrence technique is more sensitive to the change in binlength with respect to the BM approach. In fact, although the two approaches are asymptotically equivalent when the length of the block is much larger than the slowest time scale of the dynamics, they differ when the block size is shorter than the longest time scale affecting the dynamics and/or the physics of the system . This is the relevant case for the climate system because, as all the turbulent systems, each time scale carries energy. The recurrence approach allows to sample only the dynamical scales that are smaller than the bin length, so that the return levels are strictly depending on the phenomena observed on faster time scale than the bin length itself. In other words, the recurrence condition is stricter than for the traditional block maxima approach: in that case we consider just the maximum or the minimum on the block. Here we require the minima of the distance to be close to a particular value of the time series ζ. This is the reason why, e.g., the return levels over 6 months differs so much from the return levels over 1 year.
For the maxima, we found that the representation of warm days given by the IPSL model is coherent with the reanalysis data-sets over most of the European region. Differences are localized over specific areas, as the south-west Iberian peninsula and Great Britain. For the minima, biases are larger and there is some inconsistencies with respect to the change of bin length over some regions. Negative biases over England and Scandinavia appear as robust features with respect to the change in reanalysis data-set and bin length.
We then investigated the biases obtained with the recurrence analysis against the first order moments of the temperature biases distribution and the atmospheric circulation. By analysing the pressure fields associated to cold and warm days misrepresented in the IPSL model, we have associated the bias for south-west Iberian Peninsula to the sea/land mask of the model which represents these grid points with a fraction of sea, whereas this region is affected by a marked local continental climate. The over-cooling observed in Scandinavia have been associated to the representation of atmospheric circulation in the model because a precise weather pattern consisting of an high pressure over this region appears for most of the events considered for the conditional average. The misrepresentation is then attributed to the radiative effects which are possibly not compensated by model parameterizations. These and the other biases can hardly be explained by just looking at the first order moments of the temperature distribution.
Besides the results obtained for the IPSL model examined in this paper, the technique can be easily adapted for the analysis of different models and variables and to combine the extremes of multiple variables simultaneously. The computation of robust minimum return times for extremes of temperature data avoids the use of asymptotic statistical theories which can provide return times on longereven infinite-periods without considering the underlying dynamics.
Future applications of these methods include the study of climate change for temperature recurrences of models and reanalysis data. The signature of climate change will correspond to modifications of the blue area and the green curve of the recurrence diagrams when two period with different greenhouse forcing are considered.
