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Summary
Wavelets play a major role in many applications like data compression, signal
and image processing, and resolution enhancement. Many studies have been con-
ducted on wavelets and here we consider interpolatory periodic wavelets, a class of
wavelets that provides certain advantage over other wavelets.
This thesis continues the study of interpolatory periodic wavelets done in the
honours thesis [7]. Periodic multiresolutions with dilation 2 were considered in the
honours thesis and extension is being made by considering a general dilation M
that is greater than or equal to 2. Chapter 1 contains a detailed study of periodic
multiresolutions with general dilation, together with their corresponding scaling
functions and wavelets. From this analysis of general periodic scaling functions and
wavelets, the extended interpolatory theory is developed in Chapter 2. Examples
of interpolatory periodic scaling functions and wavelets are given in Chapter 3. All
results in Chapters 2 and 3 are new.
The paper [4] supplied part of the material in Chapter 1 on which the remaining
new material in the chapter is built upon. Results in Section 1.2, which is about
periodic multiresolutions, are found in [4]. Some of these have been formulated
or proved differently so as to follow the presentation sequence here. In contrast,
vi
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the development of periodic wavelets in Section 1.3 takes a different approach.
This section contains necessary and sufficient conditions for the existence of various
wavelets, some of which are innovated from [4] and are cornerstones of the enhanced
interpolatory theory. This section also encompasses new material on wavelets that
form Riesz bases for L2[0, 2pi). For results which have analogous versions in the
honours thesis, their proofs are omitted to avoid duplication whenever there is no
significant change in technique.
Besides the consideration of a general dilation, the generalization of the inter-
polating height of both scaling functions and wavelets add considerable intricacies
to the original interpolatory theory. This is reflected in the comprehensive theory
developed in Chapter 2. Section 2.2 examines interpolatory properties of scaling
functions and wavelets. In addition, relations between the interpolating nature
and the interpolating height of the scaling functions are established. With the aid
of the innovated material from Chapter 1 as well as several linear algebra results,
the discussion on the existence of interpolatory wavelets in the honours thesis is
elevated in Section 2.3 to the much more general setting on hand. Section 2.3 also
includes a formula for the interpolatory wavelets.
Modified versions of the de la Valle´e Poussin means of the Dirichlet kernels
for dilation M are created independently and shown to form interpolatory peri-
odic scaling functions in Section 3.2. In Section 3.3, a sharp observation of these
modified functions leads to an extensive family of periodic scaling functions, some
of which possess interpolation or orthonormality properties. It is demonstrated
in both sections that corresponding interpolatory periodic wavelets that form or-
thonormal or Riesz bases for L2[0, 2pi) can be constructed, using the theory in
Chapter 2. The examples in Chapter 3 complement the extended interpolatory
theory.
Chapter 1
Periodic Scaling Functions and Wavelets
Let L2[0, 2pi) be the space of all 2pi-periodic square-integrable complex-valued
functions with inner product 〈·, ·〉 and norm ‖ · ‖ given by




fg , ‖f‖ := 〈f, f〉1/2.
This chapter focuses on the theory of periodic scaling functions and wavelets.
Based on [4], the discussion here can be viewed as a generalization of the work done
in [7] for a single scaling function and wavelet. The first section is a brief list of
preliminary results. This is followed by an analysis of multiresolutions of L2[0, 2pi),
analogous to that of [7] but with more technical details to take care of multiple
scaling functions. This increase in complexity carries over to the last section on
wavelets. Furthermore, substantial amount of the material in this last section, to
be used in subsequent chapters, has no correspondence in [4] or [7].
1.1 Preliminaries
The results in this section will be used later and the reader can refer to Chapter 1
of [7] for their proofs, with or without simple modifications.
1
1.1 Preliminaries 2
Proposition 1.1. Suppose {Vk}k>0 is a sequence of nested, finite-dimensional sub-
spaces of L2[0, 2pi) and Wk is the orthogonal complement of Vk in Vk+1 for each
k > 0.
(a) Each f ∈ ⋃k>0 Vk can be expressed as




where PV f denotes the projection of f on the space V .
(b) Each pair f and g from
⋃
k>0 Vk satisfies




Define fˆ(n) := 〈f, ein·〉, n ∈ Z, as the Fourier coefficients of any function
f ∈ L2[0, 2pi). With this notation, we have the well-known Parseval’s Identity.





In particular, ‖f‖2 =∑n∈Z |fˆ(n)|2 for each f ∈ L2[0, 2pi).
Proposition 1.3. Let f ∈ L2[0, 2pi).
(a) The function f is real-valued a.e. if and only if fˆ(n) = fˆ(−n), n ∈ Z.
(b) The function f is even a.e. if and only if fˆ(n) = fˆ(−n), n ∈ Z.









a(n) if n ≡ j modMk,
0 otherwise.
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1.2 Multiresolution of L2[0,2pi) and
Polyphase Splines
Let r and M be positive integers with M > 2. A periodic multiresolution (MR)
of L2[0, 2pi) with multiplicity r and dilation M is a sequence of subspaces {Vk}k>0
of L2[0, 2pi) that satisfies the following three conditions.
MR1 For each k > 0, dimVk = rMk and there exist functions φmk ∈ Vk, m =
1, 2, . . . , r, such that {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is a basis
for Vk, where T
l
kf := f(· − 2pilMk ).






For k > 0, the functions φmk , m = 1, 2, . . . , r, and φk := (φ1k, . . . , φrk)T are called
scaling functions and scaling vector respectively. Let Wk be the orthogonal com-
plement of Vk in Vk+1 for each k > 0. It follows that dimWk = dimVk+1−dimVk =
rMk(M − 1) and Wk ⊥ Wk′ when k 6= k′. As to be shown later, analogous to Vk,
Wk is generated by {T lkψmk : m = 1, 2, . . . , r(M − 1), l = 0, 1, . . . ,Mk − 1}, where
ψmk ∈ Wk, m = 1, 2, . . . , r(M − 1), are called wavelets. The term multiwavelets
refers to wavelets when r > 1. The subspaces Vk and Wk are known as multires-
olution subspace and wavelet subspace respectively. Study of periodic MRs and
wavelets for r = 1 and M = 2 was done in [3], [6] and [9], with a summarized
discussion, which was based on [6], given in Chapter 3 of [7]. Here we consider the
corresponding theory for more general values of r and M .
For a function f ∈ L2[0, 2pi), Parseval’s identity implies that ∑n∈Z |fˆ(n)|2 =
‖f‖2 < ∞, that is, fˆ ∈ l2(Z). Thus for k > 0, j = 0, 1, . . . ,Mk − 1, ∑p∈Z fˆ(j +
Mkp)ei(j+M
kp)· converges by Proposition 1.4. Given {φmk : k > 0,m = 1, 2, . . . , r} ⊂
L2[0, 2pi), the polyphase splines of these functions, vmk,j, k > 0, m = 1, 2, . . . , r,
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Polyphase splines are extensions of orthogonal splines first introduced in [6] for
r = 1 and M = 2. The next few propositions are properties of polyphase splines
and their proofs follow analogously from those of orthogonal splines, which the
reader can refer to Propositions 3.2 to 3.4 of [7].
















p∈Z |φˆmk (j + Mkp)|2 for each pair of m and j, and
{vmk,j}M
k−1
j=0 is orthogonal for m = 1, 2, . . . , r.
In contrast to orthogonal splines which are always orthogonal, polyphase splines
need not be so.








where ωk := e
i 2pi
Mk .





The next step after introducing polyphase splines is to apply their properties
to derive a few important results concerning MRs of L2[0, 2pi) in general.
Applying T lk, l = 0, 1, . . . ,M
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MkF ∗Mkvmk , (1.3)
where Fn = 1√n(ei
2pilj






The above matrix identities are essential in establishing a characterization of the
linear independence of {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1}. They will
be used again in the next chapter when we discuss interpolatory scaling functions.









AsMk(j) is the Gram matrix of {vmk,j : m = 1, 2, . . . , r}, it is positive definite if and
only if {vmk,j : m = 1, 2, . . . , r} is linearly independent, and positive semi-definite in
any case. The reader is referred to [13, Proposition 2, page 293] for the proof of
this.
Theorem 1.8. For k > 0, given {φmk : m = 1, 2, . . . , r} ⊂ L2[0, 2pi) with cor-
responding polyphase splines {vmk,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1}, the
following statements are equivalent.
(i) The collection {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is linearly
independent.
(ii) The collection {vmk,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1} is linearly inde-
pendent.
(iii) For each j = 0, 1, . . . ,Mk − 1, {vmk,j : m = 1, 2, . . . , r} is linearly independent.
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(iv) For each j = 0, 1, . . . ,Mk − 1, detMk(j) > 0.
Proof. The proof follows the scheme (i) ⇔ (ii) ⇔ (iii) ⇔ (iv).
(i)⇒(ii): Consider ∑rm=1∑Mk−1j=0 cmj vmk,j = 0 for some cmj ∈ C, m = 1, 2, . . . , r,









by (1.4). Since {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is linearly indepen-
dent, it follows that
(cm0 c
m




for each m, giving cmj = 0 for all pairs of m and j. Hence the conclusion.
(i)⇐(ii): This converse direction is similarly proved using (1.3).
(ii)⇒(iii): This direction is clearly true.
(ii)⇐(iii): Consider∑Mk−1j=0 ∑rm=1 cmj vmk,j = 0 for some cmj ∈ C, j = 0, 1, . . . ,Mk − 1,



















By hypothesis, cmj = 0 for each pair of m and j, as j is arbitrary. Hence the result.
(iii)⇒(iv): For a fixed j, linear independence of {vmk,j : m = 1, 2, . . . , r} implies
that Mk(j) is positive definite, equivalently, Mk(j) has positive eigenvalues. The
determinant of Mk(j), being the product of the eigenvalues, is therefore positive.
(iii)⇐(iv): Fix j. As Mk(j) is positive semi-definite, its eigenvalues are non-
negative. Since detMk(j) or the product of the eigenvalues of Mk(j) is posi-
tive, each eigenvalue must be positive. Thus Mk(j) is positive definite and so
{vmk,j : m = 1, 2, . . . , r} is linearly independent. 
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The next theorem is a characterization of the orthonormality of {T lkφmk : m =
1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1}.
Theorem 1.9. For k > 0, given {φmk : m = 1, 2, . . . , r} ⊂ L2[0, 2pi) with cor-
responding polyphase splines {vmk,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1}, the
following statements are equivalent.
(i) The collection {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is orthonormal.
(ii) The collection {vmk,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1} is orthogonal
with ‖vmk,j‖2 = 1Mk for each pair of m and j.
(iii) For each j = 0, 1, . . . ,Mk − 1, {vmk,j : m = 1, 2, . . . , r} is orthogonal with
‖vmk,j‖2 = 1Mk for each m.
(iv) For each j = 0, 1, . . . ,Mk − 1, Mk(j) = 1Mk Ir.
Proof. The proof is in the order (i) ⇔ (ii) ⇔ (iii) ⇔ (iv).
(i)⇔(ii): Statement (i) is equivalent to 〈T lkφmk , T l′k φm′k 〉 = δl,l′δm,m′ for m,m′ ∈
{1, 2, . . . , r} and l, l′ ∈ {0, 1, . . . ,Mk − 1}. Using (1.2), it can be checked that




(〈vmk,j, vm′k,j′〉)Mk−1j,j′=0 √MkFMk .










MkFMk = δm,m′IMk .







for m,m′ = 1, 2, . . . , r, and j, j′ = 0, 1, . . . ,Mk − 1, which is (ii).
(ii)⇔(iii): Statement (ii) clearly implies (iii). The converse holds due to Proposi-
tion 1.5.
(iii)⇔(iv): This is straightforward by definition of Mk(j). 
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The identities (1.3) and (1.4) are also crucial as they give another basis for each
multiresolution subspace besides the usual basis consisting of the shifts of scaling
functions.
Theorem 1.10. For k > 0, suppose that Vk is a subspace of L2[0, 2pi) with {φmk :
m = 1, 2, . . . , r} ⊆ Vk and let {vmk,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1} be the
corresponding polyphase splines.
(a) The set {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is a basis for Vk if and
only if the set {vmk,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1} is a basis for Vk.
(b) The set {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is an orthonormal basis
for Vk if and only if the set {vmk,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1} is an
orthogonal basis for Vk with ‖vmk,j‖2 = 1Mk for each pair of m and j.
Proof. Suppose that {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is a basis for
Vk. From (1.4), each v
m
k,j is in Vk; Theorem 1.8 gives that {vmk,j : m = 1, 2, . . . , r, j =
0, 1, . . . ,Mk − 1} is linearly independent; and there are same number of elements
in {vmk,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1} as dimVk. Therefore {vmk,j : m =
1, 2, . . . , r, j = 0, 1, . . . ,Mk − 1} is a basis for Vk. The converse is similarly proved.
This establishes (a).
Statement (b) is similarly proved except Theorem 1.9 is employed instead of
Theorem 1.8. 
Our next objective is to use polyphase splines to characterize MR2. Before we
embark on this, we need to define the following. The space of all complex Mk+1-
periodic sequences of p × q matrices is denoted by S(Mk+1)p×q. In parallel with
the scaling vectors, we have









T , φ̂k(n) :=
(




, vk,j := (v
1




for k > 0, l, j = 0, 1, . . . ,Mk − 1, and n ∈ Z.
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Theorem 1.11. Suppose that Vk, k > 0, are subspaces of L2[0, 2pi) satisfying
MR1. Let φmk , m = 1, 2, . . . , r, be the scaling functions and v
m
k,j, m = 1, 2, . . . , r,
j = 0, 1, . . . ,Mk − 1, be the corresponding polyphase splines for each Vk. The
following statements are equivalent for each k > 0.
(i) Vk ⊂ Vk+1.







(iii) There exists a Ĥk+1 ∈ S(Mk+1)r×r such that for each n ∈ Z,
φ̂k(n) = Ĥk+1(n)φ̂k+1(n) .






Proof. Assume (i) is true. For m = 1, 2, . . . , r, φmk ∈ Vk ⊂ Vk+1, so there exist
unique hmk+1(l,m

























m,m′=1 for l = 0, 1, . . . ,M
k+1 − 1, and generating a complex Mk+1-
periodic sequence using these Mk+1 matrices, we obtain (ii).







k+1 , j ∈ Z , (1.6)
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where the periodicity of Ĥk+1 is due to the fact that ω
Mk+1
k+1 = 1. Letting hˆ
p
k+1(j, q)







k+1 , j ∈ Z . (1.7)


































Writing φˆmk (n), m = 1, 2, . . . , r, in a column vector gives (iii).























































Writing vmk,j, m = 1, 2, . . . , r, in a column vector for j = 0, 1, . . . ,M






Finally we prove (i) from (iv). By Theorem 1.10(a), {vmk,j : m = 1, 2, . . . , r, j =
0, 1, . . . ,Mk − 1} and {vmk+1,j : m = 1, 2, . . . , r, j = 0, 1, . . . ,Mk+1 − 1} are bases
for Vk and Vk+1 respectively. Statement (i) is then clearly a consequence of (iv). 
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k+1 , l ∈ Z .
This is the matrix form of the inverse finite Fourier transform whereas (1.6) is the
matrix form of the finite Fourier transform.
Corollary 1.13. Assume, in addition to the hypothesis of Theorem 1.11, that Vk,









for j = 0, 1, . . . ,Mk − 1.
Proof. Fix k > 0. Using the same Ĥk+1 in Statement (iv) of Theorem 1.11, an
arbitrary entry of Mk(j), j = 0, 1, . . . ,M









































where Proposition 1.5 is invoked in the last equality. Each inner product in the





. Hence the corollary. 
We end this section with a characterization of MR3. As the proof of this
characterization follows closely to the case for r = 1, M = 2, which was discussed
in detail in [7], we shall just state the result. Interested readers can verify the
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proof for themselves by replacing every incidence of 2k byMk in Lemmas 3.9, 3.10,
3.11 and Theorem 3.12 of [7] as well as adjusting the proof of Theorem 3.12 of [7]
slightly to cater to multiple scaling functions.
Theorem 1.14. Let Vk, k > 0, be subspaces of L2[0, 2pi) satisfying MR1 and MR2,
each subspace with scaling functions φmk , m = 1, 2, . . . , r. Then⋃
k>0
Vk = L
2[0, 2pi) ⇐⇒ {n ∈ Z : φˆmk (n) = 0 for all k > 0, m = 1, 2, . . . , r} = ∅.
1.3 Periodic Wavelets from Polyphase Splines
For this section, we assume a MR of L2[0, 2pi) with the notations in the previous
section. Recall that each Wk is the orthogonal complement of Vk in Vk+1 and
ψmk ∈ Wk, m = 1, 2, . . . , r(M − 1), are called wavelets of Wk if {T lkψmk : m =
1, 2, . . . , r(M − 1), l = 0, 1, . . . ,Mk − 1} is a basis for Wk. The objectives of this
section are to demonstrate the existence of wavelets and to determine the conditions
for the existence of various wavelets. The analysis carried out subsequently is for
a fixed k > 0.
Consider any collection of r(M − 1) functions in Wk, labelled as ψmk , m =















for j = 0, 1, . . . ,Mk − 1. All the results prior to Theorem 1.11 in the previous
section hold for these functions and their polyphase splines.
Since Wk ⊂ Vk+1, we can emulate the proof of Theorem 1.11 to obtain the
following statements. For m = 1, 2, . . . , r(M − 1), there exist unique gmk+1(l,m′),
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Denoting ψk := (ψ
1
k, . . . , ψ
r(M−1)
k )













As before, we carry out periodization so that Gk+1 ∈ S(Mk+1)r(M−1)×r. The ana-






k+1 , j ∈ Z ,
with Ĝk+1 ∈ S(Mk+1)r(M−1)×r, gˆpk+1(j, q) being the (p, q)-entry of Ĝk+1(j) for p =















or in matrix notation
ψ̂k(n) = Ĝk+1(n)φ̂k+1(n) ,
where ψ̂k(n) :=
(




. Lastly, for j = 0, 1, . . . ,Mk − 1, and
















where uk,j := (u
1
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for j = 0, 1, . . . ,Mk − 1, where Ĝk+1 is uniquely determined in the previous para-
graph. One of the reasons of going through the preceding paragraph is to illustrate
that there is a one-to-one correspondence between {ψmk : m = 1, 2, . . . , r(M − 1)}
and Ĝk+1. This comes into play as the criteria for the existence of wavelets, to be
shown later, are based on the existence of Ĝk+1 that satisfies certain conditions.
Once such Ĝk+1 is found, the wavelets {ψmk : m = 1, 2, . . . , r(M − 1)} can be
deduced.



















for each j = 0, 1, . . . ,Mk − 1.
Proof. The arguments are similar to those of Proposition 1.5 and Corollary 1.13.

Lemma 1.16. Let H and G be p×n and q×n matrices respectively, where p+q = n.






Proof. Let {vi : i = 1, 2, . . . , p} and {uj : j = 1, 2, . . . , q} represent the rows of H
and G respectively. Then both sets are linearly independent and 〈vi, uj〉 = 0 for







for some unknowns ci, i = 1, 2, . . . , p, and dj, j = 1, 2, . . . , q. Taking inner products
with
∑p
i=1 civi results in
∑p
i=1 civi = 0. Due to the linear independence of {vi : i =
1, 2, . . . , p}, each ci = 0. Similarly, each dj = 0. Hence the lemma. 
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2 , . . . ,Mk+1(j + (M − 1)Mk) 12
)
,
X˜k(j) := Xk(j)Dk(j) and
Y˜k(j) := Yk(j)Dk(j) .
Note that Mk+1(j + lM
k), j = 0, 1, . . . ,Mk − 1, l = 0, 1, . . . ,M − 1, are positive
definite. This ensures that allMk+1(j+ lM
k)
1
2 and thus all Dk(j), X˜k(j) and Y˜k(j)
are well defined. It is obvious that Mk(j) = X˜k(j)X˜k(j)
∗
and Nk(j) = Y˜k(j)Y˜k(j)
∗
from Corollary 1.13 and (1.11) for each j.
Here are the criteria for the existence of wavelets.
Theorem 1.17. With the notations introduced, the following statements are equiv-
alent.
(i) The functions ψmk , m = 1, 2, . . . , r(M − 1), are wavelets of Wk.
(ii) For each j = 0, 1, . . . ,Mk − 1, Nk(j) is positive definite and∑M−1






(iii) For each j = 0, 1, . . . ,Mk − 1, Yk(j) is of full rank and∑M−1


















Proof. By Theorem 1.10(a), {T lkψmk : m = 1, 2, . . . , r(M−1), l = 0, 1, . . . ,Mk − 1}
is a basis for Wk if and only if {umk,j : m = 1, 2, . . . , r(M −1), j = 0, 1, . . . ,Mk − 1}
is. That is to say, the polyphase splines are linearly independent and they belong to
Wk. By Theorem 1.8, the linear independence of the polyphase splines means that
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Nk(j) is positive definite for each j = 0, 1, . . . ,M
k − 1. Now, each umk,j ∈ Wk means
that for m = 1, 2, . . . , r(M − 1), m′ = 1, 2, . . . , r, and j, j′ = 0, 1, . . . ,Mk − 1,
we have 〈umk,j, vm′k,j′〉 = 0. By Lemma 1.15, this is the same as saying that for
j = 0, 1, . . . ,Mk − 1,
〈umk,j, vm
′
k,j〉 = 0 , m = 1, 2, . . . , r(M − 1), m′ = 1, 2, . . . , r .









for each j = 0, 1, . . . ,Mk − 1. This proves the equivalence of (i) and (ii).
Fix j ∈ {0, 1, . . . ,Mk − 1}. Assuming Nk(j) is positive definite, Y˜k(j) can be
inferred to be of full rank because rankNk(j) 6 rank Y˜k(j) and Y˜k(j) has size
r(M − 1) × rM . Conversely if Y˜k(j) is of full rank, then for any 1 × r(M − 1)









that is, Nk(j) is positive definite. It is an easy exercise to see from Y˜k(j) =
Yk(j)Dk(j) and Yk(j) = Y˜k(j)Dk(j)
−1 that Y˜k(j) is of full rank if and only if
Yk(j) is. Therefore, Nk(j) is positive definite if and only if Yk(j) is of full rank,
which implies the equivalence of (ii) and (iii).
It remains to show that (ii) is the same as (iv). Fix j ∈ {0, 1, . . . ,Mk − 1}.
By a similar argument, Mk(j) is positive definite implies that X˜k(j) is of full
rank. Statement (ii) means that Y˜k(j) is of full rank and X˜k(j)Y˜k(j)
∗
= 0r×r(M−1).

























. This in turn, implies that Y˜k(j) is of full rank or Nk(j) is
positive definite. This completes the proof. 
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The existence of wavelets is inferred from Statement (iii) of Theorem 1.17. Let
us first suppose that wavelets exist, that is, Statement (iii) holds. For a fixed
j ∈ {0, 1, . . . ,Mk − 1}, extend Yk(j) by adding r rows on top of it to form an
invertible matrix Qk(j). This is possible as Yk(j) is of full rank. We then obtain
from
∑M−1














where Pk(j) is a full rank r × r matrix as Dk(j)2Xk(j)∗ = Dk(j)X˜k(j)∗ is also of
full rank.
Conversely, suppose for each j = 0, 1, . . . ,Mk − 1, we have (1.14) for some
invertible Qk(j) and full rank Pk(j). Then the bottom r(M − 1) rows of Qk(j)
will form a full rank r(M − 1) × rM matrix such that post-multiplying it with
Dk(j)
2Xk(j)
∗ equals 0r(M−1)×r. Hence, defining this matrix as Yk(j) gives Yk(j) to












that is, Statement (iii).
The above analysis demonstrates that (1.14) is the key in forming wavelets. In-
deed, fixing j, the process of performing elementary row operations onDk(j)
2Xk(j)
∗
to convert its bottom r(M − 1) rows into rows of zeros is tantamount to forming
an invertible Qk(j) satisfying (1.14). Thus the existence of wavelets is ensured and
this gives a constructive method of finding wavelets from a given MR of L2[0, 2pi).
Alternative to elementary row operations, another constructive method leading
to (1.14) is Householder transformations. For each j, a sequence of r Householder
transformations are applied on Dk(j)
2Xk(j)
∗ successively so that the mth column
of the resultant matrix has only the upper m entries nonzero where m = 1, 2, . . . , r.
In this case, Qk(j), being the product of the r unitary Householder matrices, is
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unitary while Pk(j) is upper triangular. One advantage of Householder transfor-
mations over elementary row operations in finding wavelets is that the former is
more systematic compared to the latter as the order of elementary row operations
is dependent on the positions of nonzero pivots. However, Householder transfor-
mations may not provide the desired flexibility to construct wavelets with certain
properties such as symmetry.
In the case when {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is an orthonor-
mal basis for Vk for each k > 0, we hope to be able to construct wavelets such
that their shifts form an orthonormal basis for each Wk. It then follows from the
orthogonal decomposition L2[0, 2pi) = V0 ⊕
⊕
k>0Wk that
{φm0 : m = 1, 2, . . . , r} ∪
⋃
k>0
{T lkψmk : m = 1, 2, . . . , r(M − 1), l = 0, 1, . . . ,Mk − 1}
is an orthonormal basis for L2[0, 2pi).
Theorem 1.18. Suppose that for each k > 0, {T lkφmk : m = 1, 2, . . . , r, l =
0, 1, . . . ,Mk − 1} is an orthonormal basis for Vk. The following statements are
equivalent for each k > 0.
(i) The collection {T lkψmk : m = 1, 2, . . . , r(M − 1), l = 0, 1, . . . ,Mk − 1} is an
orthonormal basis for Wk.
(ii) For each j = 0, 1, . . . ,Mk − 1, Nk(j) = 1Mk Ir(M−1) and∑M−1






(iii) For each j = 0, 1, . . . ,Mk − 1, Yk(j)Yk(j)∗ =MIr(M−1) and∑M−1















Proof. The equivalence of (i) and (ii) is proved in a similar fashion as in that of
Theorem 1.17, using Theorem 1.10(b) and Theorem 1.9 instead.
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and the equivalence of (ii) and (iii) follows.
Fix j ∈ {0, 1, . . . ,Mk − 1}. By hypothesis, X˜k(j)X˜k(j)∗ = Mk(j) = 1Mk Ir.
















































Statement (iii) of Theorem 1.18 amounts to the condition that for each j =
0, 1, . . . ,Mk − 1, (1.14) holds for some full rank Pk(j) and invertible Qk(j), with
the bottom r(M − 1) rows of Qk(j) orthogonal with respect to the standard inner
product of CrM and each row having a norm of
√
M .
Extra procedures are needed to achieve the orthogonality condition on the bot-
tom r(M − 1) rows of Qk(j). For the elementary row operations method, the
Gram-Schmidt process is applied on the bottom r(M − 1) rows of the product of
elementary matrices and the resultant rows are scaled by a factor of
√
M . As for
the Householder transformations method, only the scaling part is required since
the bottom r(M − 1) rows of the product of Householder matrices are already
orthonormal with respect to the standard inner product of CrM . This exhibits an-
other advantage of the Householder transformations method over the elementary
row operations approach.
The rest of this section is about wavelets and Riesz bases for L2[0, 2pi). We
start off with a result on Hermitian matrices.
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Lemma 1.19. Suppose that H is a Hermitian matrix with eigenvalues λi, i =
1, 2, . . . , n, such that λ1 > λ2 > . . . > λn. Let A and B be real constants. Then
every row vector x ∈ Cn satisfies Axx∗ 6 xHx∗ 6 B xx∗ if and only if A 6 λi 6
B for all i = 1, 2, . . . , n.
Proof. By the Spectral Theorem, H = UΛU∗ where U is unitary and Λ is diagonal
with diagonal entries λi, i = 1, 2, . . . , n.
Assume that every row vector x ∈ Cn satisfies Axx∗ 6 xHx∗ 6 B xx∗. For
each i = 1, 2, . . . , n, let ei ∈ Cn be the row vector with the ith entry equals 1 and
other entries equal 0. When x = eiU
∗, the inequalities collapse to A 6 λi 6 B.
Now suppose that A 6 λi 6 B for all i = 1, 2, . . . , n. For each x ∈ Cn, let
y = xU and y = (y1, . . . , yn). Then xHx
∗ =
∑n
i=1 λi|yi|2 which is bounded above
by B yy∗ = B xx∗ and bounded below by Ayy∗ = Axx∗. 
The following theorem is the link between wavelets and Riesz bases for L2[0, 2pi).
Theorem 1.20. For k > 0, let Ψk denote the set {T lkψmk : m = 1, 2, . . . , r(M −
1), l = 0, 1, . . . ,Mk − 1}, where ψmk , m = 1, 2, . . . , r(M − 1), are wavelets of Wk.
If there exist positive constants A and B such that
A
Mk




is valid for all k > 0, j = 0, 1, . . . ,Mk − 1, and row vectors x ∈ Cr(M−1), then
{φm0 : m = 1, 2, . . . , r} ∪
⋃
k>0Ψk is a Riesz basis for L
2[0, 2pi).
Proof. The theorem is proved by showing that {φm0 : m = 1, 2, . . . , r} ∪
⋃
k>0Ψk is
mapped from an orthonormal basis for L2[0, 2pi) by a bounded invertible operator.
Since M0(0) is a positive definite matrix, its eigenvalues are positive. If λ1
and λr are the largest and smallest eigenvalues respectively, then by the previous
lemma, for any x ∈ Cr,
A′ xx∗ 6 xM0(0)x∗ 6 B′ xx∗ ,
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where A′ := min{A, λr} and B′ := max{B, λ1}. Note that A′ and B′ are positive.















 = Nk(j)− 12 uk,j .
Then {umk,j : m = 1, 2, . . . , r(M−1)} ⊆ Wk implies that {u˜mk,j : m = 1, 2, . . . , r(M−
1)} ⊆ Wk. In addition, {u˜mk,j : m = 1, 2, . . . , r(M − 1)} is orthonormal since









= Ir(M−1). For any m,m′ = 1, 2, . . . , r(M − 1), as
〈umk,j, um′k,j′〉 equals 0 when j 6= j′, so is 〈u˜mk,j, u˜m′k,j′〉 when j 6= j′. Hence {u˜mk,j : m =
1, 2, . . . , r(M − 1), j = 0, 1, . . . ,Mk − 1} is an orthonormal basis for Wk for every
k > 0. Similarly, {v˜m0,0 : m = 1, 2, . . . , r} is an orthonormal basis for V0 where
v˜0,0 = (v
1






Subsequently, the orthogonal decomposition L2[0, 2pi) = V0⊕
⊕
k>0Wk implies that
{v˜m0,0 : m = 1, 2, . . . , r} ∪
⋃
k>0
{u˜mk,j : m = 1, 2, . . . , r(M − 1), j = 0, 1, . . . ,Mk − 1}
is an orthonormal basis for L2[0, 2pi). Let U˜ denote this basis.





























2 u˜k,j to converge for the given f ∈ L2[0, 2pi). Once this
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is done, it is easily checked that S(g + h) = S(g) + S(h) and S(λg) = λS(g) hold
for all g, h ∈ L2[0, 2pi), λ ∈ C. Then S is indeed a linear operator.































verges if and only if
∑
k,j,m |αk,j,m|2 converges. Using ε-N argument,
∑
k,j,m |αk,j,m|2








converges. Thus to show









converges for any f ∈ L2[0, 2pi) . (1.16)
Firstly, note from Proposition 1.1(b) and the orthonormality of {v˜m0,0 : m =




















∣∣〈f, u˜mk,l〉∣∣2) . (1.17)





post-multiplied by fk :=
(〈f, u˜mk,l〉)Mk−1, r(M−1)l=0,m=1 . Denoting cˆk :=(
cˆk(0), . . . , cˆk(M
k − 1))T , we have cˆk = √MkF ∗Mkfk. By (1.15), for each j =
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∣∣〈f, u˜mk,l〉∣∣2 . (1.18)










∣∣〈f, u˜mk,l〉∣∣2 . (1.19)
It now follows from the comparison test, (1.18) and (1.17) that (1.16) holds. There-
fore S is a linear operator.
The operator S maps U˜ to {φm0 : m = 1, 2, . . . , r} ∪
⋃
k>0Ψk. Indeed, for
each m = 1, 2, . . . , r, setting f = v˜m0,0 gives c = em and every cˆk(j) = 01×r(M−1).
Trivially,





For each k > 0, m = 1, 2, . . . , r(M − 1), and j = 0, 1, . . . ,Mk − 1, f = u˜mk,j implies

























It remains to show that S is bounded and invertible. For f ∈ L2[0, 2pi), by the
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= B′ cc∗ +B
(‖f‖2 − cc∗)
6 B′ ‖f‖2 .
Thus S is bounded. Similarly, ‖S(f)‖2 > A′ ‖f‖2 using (1.19) instead of (1.18).
Thus the kernel of S equals {0}, that is, S is injective. Lastly, we show that S is

















(〈g, v˜10,0〉, . . . , 〈g, v˜r0,0〉)





〈g, u˜1k,j〉, . . . , 〈g, u˜r(M−1)k,j 〉
)
.
Equivalently,(〈f, v˜10,0〉, . . . , 〈f, v˜r0,0〉) = (〈g, v˜10,0〉, . . . , 〈g, v˜r0,0〉)M0(0)− 12
and for k > 0,
√
MkF ∗Mkfk = cˆk =

(







k,Mk−1〉, . . . , 〈g, u˜r(M−1)k,Mk−1〉
)
Nk(M
k − 1)− 12
 .



























































〈g, u˜1k,j〉, . . . , 〈g, u˜r(M−1)k,j 〉
)(










the identity (1.17) with g in place of f , and the comparison test. Note that it can
be proved from the hypothesis of the theorem, via Lemma 1.19, that
Mk
B




for all k > 0, j = 0, 1, . . . ,Mk − 1, and x ∈ Cr(M−1). Therefore f is well defined
and S(f) = g.
Hence S is a bounded invertible operator which maps an orthonormal basis to
{φm0 : m = 1, 2, . . . , r} ∪
⋃
k>0Ψk, making the latter a Riesz basis. 
To understand (1.15) better, let us backtrack to the early part of Section 1.2.
Lemma 1.21. For k > 0 and given {φmk : m = 1, 2, . . . , r} ⊂ L2[0, 2pi), the Gram
matrix of {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1},
G :=
((










can be expressed as UΛU∗ where U is unitary and Λ =Mk diag (Mk(j))
Mk−1
j=0 .
Proof. For fixed m,m′ ∈ {1, 2, . . . , r}, an earlier discussion in the proof of Theo-
rem 1.9 has shown that(




























where Fk is block diagonal with r diagonal entries all being FMk . Since FMk
is unitary, so is Fk. Note that
(〈vmk,j, vm′k,j′〉)Mk−1j,j′=0 is diagonal for each pair of m
















where P is a product of elementary matrices for row interchange and is thus or-
thogonal. Therefore G takes the required form with U = Fk
∗P which is unitary. 
Remark 1.22. The above lemma can be used to prove the equivalence of State-
ments (i) and (iv) in both Theorems 1.8 and 1.9 directly.
Proposition 1.23. Let A and B be positive constants. For k > 0 and given






















are satisfied by every set {cm,l : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} in C.
(ii) For all j = 0, 1, . . . ,Mk − 1, and x ∈ Cr, A
Mk
xx∗ 6 xMk(j)x∗ 6 BMk xx∗.
Proof. In terms of G of the previous lemma, Statement (i) is the same as
A cc∗ 6 cG c∗ 6 B cc∗







∈ CrMk . By Lemma 1.19, this means that the eigen-
values of G are bounded below by A and bounded above by B. But Lemma 1.21
states that the eigenvalues of G are those ofMk(j), j = 0, 1, . . . ,M
k − 1, multiplied
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by Mk. Hence (i) is equivalent to the condition that for each j = 0, 1, . . . ,Mk − 1,
the eigenvalues of Mk(j) are bounded below by
A
Mk
and bounded above by B
Mk
,
which by Lemma 1.19 again, is exactly (ii). 
Remark 1.24. Notice that the first inequality of Statement (i) of the above
proposition implies that {T lkφmk : m = 1, 2, . . . , r, l = 0, 1, . . . ,Mk − 1} is lin-
early independent. On top of that, the case when {T lkφmk : m = 1, 2, . . . , r, l =
0, 1, . . . ,Mk − 1} is orthonormal is a special case of this statement with A = B = 1.
Hence, either statement of Proposition 1.23 is stronger than each statement of The-
orem 1.8 but weaker than each statement of Theorem 1.9.
In view of Proposition 1.23, part of the hypothesis of Theorem 1.20 can be





















are valid for all k > 0 and dm,l ∈ C, m = 1, 2, . . . , r(M − 1), l = 0, 1, . . . ,Mk − 1.
In this, ψmk , m = 1, 2, . . . , r(M − 1), only need to satisfy T lkψmk ∈ Wk for each pair
of m and l in order to be wavelets ofWk since the collection of their shifts is already
linearly independent according to Remark 1.24.
The last theorem of this chapter highlights the criteria for the existence of this
type of wavelets.
Theorem 1.25. Suppose that there exist positive constants A and B such that for
every k > 0, the scaling functions of Vk, φmk , m = 1, 2, . . . , r, satisfy Statement (i)
of Proposition 1.23. The following statements are equivalent.
(i) There exist positive constants A′ and B′ such that for every k > 0, the
wavelets of Wk, ψ
m





















for all dm,l ∈ C, m = 1, 2, . . . , r(M − 1), l = 0, 1, . . . ,Mk − 1.
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(ii) There exist positive constants A′ and B′ such that for every k > 0, j =
0, 1, . . . ,Mk − 1, and y ∈ Cr(M−1),
A′
Mk












(iii) There exist positive constants C1 and C2 such that for every k > 0, j =
0, 1, . . . ,Mk − 1, and y ∈ Cr(M−1),
C1M yy
∗ 6 y Yk(j)Yk(j)∗y∗ 6 C2M yy∗
and
∑M−1






(iv) There exist positive constants C ′1 and C
′
2 such that for every k > 0, j =










z∗ 6 C ′2M zz∗
and
∑M−1






Proof. From (1.3) and (1.4), all T lkψ
m
k ∈ Wk if and only if all umk,j ∈ Wk. As
illustrated in the proof of Theorem 1.17, the latter condition is the equivalent
to
∑M−1





= 0r(M−1)×r for each j =
0, 1, . . . ,Mk − 1. This, together with Proposition 1.23, proves the equivalence of
(i) and (ii).




















































M yy∗ 6 y Yk(j)Yk(j)∗y∗. Likewise y Yk(j)Yk(j)∗y∗ 6 B
′
A
M yy∗ and (iii)
holds with C1 = A
′/B and C2 = B′/A. Conversely, (ii) follows from (iii) with
A′ = AC1 and B′ = BC2.









yy∗ , y ∈ Cr(M−1) ,
and Y˜k(j)X˜k(j)
∗












x∗ + x X˜k(j)Y˜k(j)
∗
y∗ + y Y˜k(j)X˜k(j)
∗
x∗ + y Y˜k(j)Y˜k(j)
∗
y∗ ,















where A′′ = min{A,A′} and B′′ = max{B,B′}, by viewing z as (x | y). A
necessary condition for (ii) is that there exist positive constants A′′ and B′′ such





= 0r(M−1)×r hold. This is also a sufficient
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Using the technique in the previous paragraph, the aforementioned necessary and
sufficient condition is equivalent to (iv). 
Before ending this chapter, it should be brought out that the procedures men-
tioned after Theorem 1.18 for obtaining orthonormal wavelets are also applicable
to deriving wavelets forming Riesz bases. This is by no means a surprise because an
orthonormal basis is a Riesz basis. In this situation, C1 = C2 = 1 in Statement (iii)
of Theorem 1.25.
Chapter 2
Interpolatory Scaling Functions and
Wavelets
2.1 Introduction
For this chapter, we consider MRs of L2[0, 2pi) with a single scaling function
and possibly more than one wavelet for each multiresolution subspace and wavelet
subspace respectively, that is, r = 1 andM > 2. Let φk, k > 0, be scaling functions
of a MR of L2[0, 2pi). We say that each φk is interpolatory if it vanishes at the points





= ck δs,0 , s = 0, 1, . . . ,M
k − 1 . (2.1)
Without loss of generality, each φk can be scaled such that ck is real and posi-
tive. We refer to the value ck as the interpolating height and the points 2pis/M
k,
s = 0, 1, . . . ,Mk − 1, as the interpolating points of each scaling function φk. The
interpolating height ck was taken to be
√
2k in [7] where r = 1 and M = 2. We
consider a more general scenario in this thesis to facilitate the development of a
theory for M > 2.
Most of the equalities in results involving polyphase splines only mean that
31
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the functions on both sides of the equations agree almost everywhere. In order to
generate results about interpolatory scaling functions and their polyphase splines,
which in this case become orthogonal splines as r = 1, there is a need for the
equalities to mean the functions agree everywhere so as to substitute values at the
interpolating points. Derived from [15, Theorem 3, page 131] and explained in [7],
the condition
|nmφˆk(n)| 6M, n ∈ Z for some integer m > 2 and constant M, (2.2)
ensures that φk and its orthogonal splines vk,j, j = 0, 1, . . . ,M
k − 1, are continuous.
Then we have continuous functions on both sides of the equations in results involv-
ing scaling functions and orthogonal splines, which implies that the continuous
functions agree everywhere.
Notice that (2.2) covers the case when φˆk(n) is nonzero for finitely many n ∈ Z,
in particular when φk belongs to the space of trigonometric polynomials which is
a big collection. For the rest of this thesis, we shall assume that each φk satisfies
(2.2) which entails all φk and vk,j to be continuous. This in turn implies that all
wavelets ψmk and their polyphase splines u
m
k,j are continuous by (1.9) and (1.10)
respectively.






= ckδs,l , l, s = 0, 1, . . . ,M
k − 1 .











by evaluating function values at the interpolating points 2pis
Mk
, s = 0, 1, . . . ,Mk − 1,
to find the coefficients of f in its expansion with respect to the basis {T lkφk : l =







, l = 0, 1, . . . ,Mk − 1. Hence we
see that these coefficients are easy to obtain under the interpolatory setting.
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For k > 0, analogous to φk, the wavelets ψmk , m = 1, 2, . . . ,M − 1, are said to
be interpolatory with positive interpolating heights ck,m, m = 1, 2, . . . ,M − 1, and






= ck,m δm,nδs,0 , m, n = 1, 2, . . . ,M − 1, s = 0, 1, . . . ,Mk − 1 .
(2.4)
Notice that these interpolating points are the interpolating points of φk+1 excluding
















by evaluating function values at this new set of interpolating points.
The ease of obtaining the coefficients of functions in their expansions with
respect to the scaling function bases or wavelet bases contributes to those of wavelet
decomposition and wavelet reconstruction.
Studies on interpolatory scaling functions and wavelets in L2(R) in the literature
include [1], [5], [8], [14] and [16]. Interpolatory periodic scaling functions and
wavelets have been discussed in [2], [11], [10] and [12], with the setting of the first
three being r = 1, M = 2 and the last being r =M = 2. This chapter investigates
general properties of interpolatory periodic scaling functions and wavelets as well
as the uniqueness and existence of various interpolatory wavelets under the setting
of r = 1 and M > 2.
2.2 Interpolatory Properties
This section contains some fundamental properties about interpolatory scaling
functions and wavelets which prepare us for the next section.
The first property is on interpolatory scaling functions.
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Theorem 2.1. For k > 0, let ωk = e2pii/M
k
. With the usual notations, the following
conditions are equivalent.




















(iv) For all j = 0, 1, . . . ,Mk − 1, vk,j(0) = ckMk .
Proof. The equivalence of (i) and (ii) is obvious and has already been utilized in
the previous section. Condition (iv) follows directly from (iii) by taking s = 0 while
the converse is a consequence of Proposition 1.6 with substitution at 0.






























which is (iii). The reverse direction is similarly proved using (1.3). 
Analogously, we have the next theorem concerning interpolatory wavelets.
Theorem 2.2. With the usual notations, the following conditions are equivalent
for each pair of m and n where m,n ∈ {1, 2, . . . ,M − 1}.
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Proof. The proof is essentially the same as that of Theorem 2.1 except that substi-
tutions are taken in the wavelet version of Proposition 1.6, and identities (1.4) and
(1.3). The substitutions are justifiable as the wavelets and their polyphase splines
are continuous. 
Theorems 2.1 and 2.2 lead to the following corollary.
Corollary 2.3. Suppose that for k > 0, (2.1) holds, and let hˆk+1 and gˆmk+1, m =
1, 2, . . . ,M −1, be elements of S(Mk+1)1×1 satisfying (1.8) and (1.10) respectively.
(a) For k > 0 and j = 0, 1, . . . ,Mk − 1, ∑M−1l=0 hˆk+1(j + lMk) = ckck+1M .




= ck,m δm,nδs,0 for
all s = 0, 1, . . . ,Mk − 1, if and only if∑M−1l=0 gˆmk+1(j+ lMk)ei 2piM ln = ck,mck+1Mω−jnk+1 δm,n
holds for all j = 0, 1, . . . ,Mk − 1.






which is (1.8) when r = 1. As the equation holds everywhere, we can take values
at 0. Then Theorem 2.1(iv) gives the conclusion.





k)vk+1,j+lMk , j = 0, 1, . . . ,M
k − 1 ,
where each equation holds everywhere. Taking values at 2pin/Mk+1 and applying

























for each j. The conclusion ensues from applying Theorem 2.2. 
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= ckδs,0 , s = 0, 1, . . . ,M
k+1 − 1 .
In other words, φk interpolates at the points 2pi(Ms+n)/M
k+1, n = 1, 2, . . . ,M −
1, s = 0, 1, . . . ,Mk − 1, in addition to the usual 2pis/Mk, s = 0, 1, . . . ,Mk − 1.



















= 0 , k > k0, s = 1, 2, . . . ,M
k − 1 .
Since φk0(0) = ck0 > 0 and φk0 is continuous, φk0 is nonzero in a neighbourhood





when k > k0.





= ck δn,0δs,0 , n = 0, 1, . . . ,M − 1, s = 0, 1, . . . ,Mk − 1 , (2.5)








δn,0 , n = 0, 1, . . . ,M − 1, j = 0, 1, . . . ,Mk − 1 .

















M , j = 0, 1, . . . ,Mk − 1, by Corollary 2.3(a),
an equivalent matrix form of the above condition is
Xk(j)EM = 01×(M−1) , j = 0, 1, . . . ,Mk − 1 ,
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Note that EM is
√
MFM without the first column.
The following proposition summarizes the above discussion.
Proposition 2.4. Suppose that (2.1) holds for all k > 0. Then for every η > 0,






The next lemma facilitates further discussion.
Lemma 2.5. The M × (M − 1) matrix EM satisfies EM ∗EM = MIM−1 and
EMEM
∗ =MIM − 1M , where 1M is a M ×M matrix with all entries equal 1.









 = IM .




∗) = IM .
Therefore EM
∗EM =MIM−1 and EMEM ∗ =MIM − 1M . 
Now assume further that {T lkφk : l = 0, 1, . . . ,Mk − 1} is an orthonormal basis
for Vk, k > 0. This immediately leads to another useful property of such scaling
functions.
Proposition 2.6. For k > 0, if (2.1) holds and {T lkφk : l = 0, 1, . . . ,Mk − 1} is
orthonormal, then the inner product of any two functions f, g ∈ Vk is given by
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Proof. This proposition is a direct consequence of (2.3) and the orthonormality of
{T lkφk : l = 0, 1, . . . ,Mk − 1}. 
Our current assumption implies that
‖vk,j‖2 = 1
Mk
, k > 0, j = 0, 1, . . . ,Mk − 1 (2.7)
according to Statement (iv) of Theorem 1.9. Consequently,
M−1∑
l=0
∣∣∣hˆk+1(j + lMk)∣∣∣2 =M , k > 0, j = 0, 1, . . . ,Mk − 1 , (2.8)





∣∣∣hˆk+1(j+ lMk)∣∣∣2 , k > 0, j = 0, 1, . . . ,Mk − 1 . (2.9)
With this extra orthonormality condition of the scaling functions and their shifts,
the interpolatory scaling functions have additional properties.
Proposition 2.7. Suppose that for k > 0, (2.1) holds and the set {T lkφk : l =
0, 1, . . . ,Mk − 1} is an orthonormal basis for Vk.











and (ck) is a nondecreasing sequence.
(b) For a fixed k > 0, φk interpolates as in (2.5) if and only if ck = ck+1.
(c) The sequence (ck) increases infinitely often, that is, for every η > 0, there is a
k(η) > η such that ck(η)+1 > ck(η).
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As Xk(j)EM is a row vector,
Xk(j)EMEM
∗Xk(j)
∗ = (Xk(j)EM) (Xk(j)EM)
∗ > 0
and so ck+1 > ck.
(b) Fix k > 0. Prior to Proposition 2.4, it was explained that φk interpolates
as in (2.5) if and only if Xk(j)EM = 01×(M−1), j = 0, 1, . . . ,Mk − 1, which in turn,
is clearly equivalent to Xk(j)EMEM
∗Xk(j)
∗ = 0, j = 0, 1, . . . ,Mk − 1. In view of
(2.10), (b) holds.
(c) From Proposition 2.4, for every η > 0, there exist a k(η) > η and a j(η) ∈






















and thus ck(η)+1 > ck(η). 
The above proposition informs several facts. Firstly, the interpolating height
of such interpolatory scaling functions must be nondecreasing as k increases. Sec-
ondly, the interpolation of each scaling function is related to the change in the
interpolating height of adjacent scaling functions. Thirdly, the interpolating height
of these scaling functions must increase infinitely often as k increases.
From this aspect, the periodic cardinal interpolatory scaling functions intro-
duced in [2, Section 4.1] never form orthonormal bases with their shifts as their
interpolating heights equal 1 for all k > 0, not increasing infinitely often. The inter-
polatory scaling functions introduced in [11], composing of the de la Valle´e Poussin
means of the Dirichlet kernels, have interpolating heights of 2k for each k > 0.
Although the interpolating height increases infinitely often in this case, these scal-
ing functions do not form orthonormal bases with their shifts as pointed out on
[7, page 64]. But inspired by these scaling functions, examples of interpolatory
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scaling functions that form orthonormal bases with their shifts were constructed in
[7, Section 4.3]. These scaling functions have interpolating heights of 2k for each
k > 0.
Instead of the orthonormality condition, assume that there exist positive con-













for all cl ∈ C, l = 0, 1, . . . ,Mk − 1. This is in fact Statement (i) of Proposition 1.23
with r = 1. From that proposition,
A
Mk
6 ‖vk,j‖2 6 B
Mk
, k > 0, j = 0, 1, . . . ,Mk − 1 . (2.12)






∣∣∣hˆk+1(j + lMk)∣∣∣2 6 B
A
M , k > 0, j = 0, 1, . . . ,Mk − 1 . (2.13)
Under the new assumption, the analogue of Proposition 2.7 is the next proposition.
Proposition 2.8. Suppose that there exist positive constants A and B such that for
every k > 0, (2.1) holds and (2.11) is satisfied by all cl ∈ C, l = 0, 1, . . . ,Mk − 1.




















and Ac 2k 6 B c 2k+1.
(b) For a fixed k > 0, φk interpolates as in (2.5) implies that Ac 2k+1 6 B c 2k , and
φk does not satisfy (2.5) implies that Ac
2
k < B c
2
k+1.
(c) For every η > 0, there is a k(η) > η such that Ac 2k(η) < B c 2k(η)+1.
Proof. (a) Fix k > 0 and j ∈ {0, 1, . . . ,Mk − 1}. The proof of (2.14) is in line with
that of (2.10), using (2.13) in lieu of (2.8). To arrive at Ac 2k 6 B c 2k+1, note again
that Xk(j)EMEM
∗Xk(j)
∗ > 0 and use the second inequality of (2.14).
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(b) For a fixed k > 0, φk interpolates as in (2.5) if and only if we have
Xk(j)EMEM
∗Xk(j)
∗ = 0 for each j = 0, 1, . . . ,Mk − 1. This condition combines
with the first and second inequalities of (2.14) to give the first and second state-
ments of (b) respectively.
(c) This is a consequence of Proposition 2.4 and the second inequality of (2.14).

An illustration of the above proposition is the de la Valle´e Poussin means of
the Dirichlet kernels scaling functions in [11]. For this example, it was evaluated
in [7, Section 4.2] that A = 1/2 and B = 1. With interpolating height ck = 2
k for
each k > 0, clearly Ac 2k < Bc 2k+1 for every k > 0 and hence (a) is conformed to.
In fact this complies with (b) as all the scaling functions do not satisfy (2.5). This
also means that (c) is fulfilled.
Before ending this section, we make a note that Proposition 2.7 is a special case
of Proposition 2.8 with A = B = 1.
2.3 Existence of Interpolatory Wavelets
The aim of this section is to find conditions for the existence of various in-
terpolatory wavelets. The primary result is the following theorem which gives an
equivalent condition for interpolatory wavelets to exist under the setting of inter-
polatory scaling functions. It is a nontrivial generalization of [7, Theorem 4.4,
page 60].
Theorem 2.9. Suppose that for k > 0, (2.1) holds and hˆk+1 is an element of
S(Mk+1)1×1 satisfying (1.8). For each k > 0, interpolatory wavelets ψmk , m =
1, 2, . . . ,M − 1, of the form (2.4) exist if and only if
M−1∑
l=0
‖vk+1,j+lMk‖2 hˆk+1(j + lMk) 6= 0 , j = 0, 1, . . . ,Mk − 1 . (2.15)
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In addition, such interpolatory wavelets are unique up to the interpolating height

















‖vk+1,j+(M−1)Mk‖2 hˆk+1(j + (M − 1)Mk)

.
The proof of the theorem requires the following lemma.




invertible if and only if
∑M−1
l=0 ‖vk+1,j+lMk‖2 hˆk+1(j + lMk) 6= 0.
Proof. Adding the second to last rows of
(
Rk(j)
∣∣EM) to its first gives the block
matrix 
∑M−1
l=0 ‖vk+1,j+lMk‖2 hˆk+1(j + lMk) 01×(M−1)(



















multiplied by the term∑M−1











































n is factored out of the nth column, n = 1, 2, . . . ,M − 1, to get the
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matrix; and the fact that ei
2pi
M
n, n = 1, 2, . . . ,M − 1, are distinct Mth roots of




l=0 ‖vk+1,j+lMk‖2 hˆk+1(j + lMk) are either both nonzero or both equal to zero.
Hence the lemma. 
Proof of Theorem 2.9. Fix k > 0. Suppose that such interpolatory wavelets exist.
From Statement (iv) of Theorem 1.17 and Corollary 2.3(b), the associated Ĝk+1

































k) ‖vk+1,j+lMk‖2 hˆk+1(j + lMk) = Xk(j)Rk(j)















for each j. The block matrix on the right-hand side is upper triangular with





is also invertible, we have the non-singularity of
(
Rk(j)
∣∣EM). This direction is
established on using Lemma 2.10.
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the following three conditions hold. Firstly, Yk(j) is of full rank as
M − 1 = rank
(
0(M−1)×1



























The first two conditions imply that the functions in Wk, associated with Yk(j),
j = 0, 1, . . . ,Mk − 1, and hence Ĝk+1, are indeed wavelets by Statement (iii) of
Theorem 1.17. The last condition shows that these wavelets satisfy (2.4) by Corol-
lary 2.3(b).
To prove the uniqueness, note from the necessary direction of the above proof
that each of the Yk(j), j = 0, 1, . . . ,M
k − 1, associated with an arbitrary set of









Then (2.16) holds from seeing that each
(
Rk(j)
∣∣EM) is invertible as shown earlier
in the proof. The uniqueness of Yk(j), j = 0, 1, . . . ,M
k − 1, or Ĝk+1, entails that
of the interpolatory wavelets which can be found via Ĝk+1 as explained in the early
part of Section 1.3. 
The next proposition gives some sufficient conditions for (2.15) to be true.
Proposition 2.11. Suppose that for k > 0, (2.1) holds and hˆk+1 is an element of
S(Mk+1)1×1 satisfying (1.8). For k > 0, (2.15) holds when one of the following
cases occurs for each j = 0, 1, . . . ,Mk − 1.
(i) All of hˆk+1(j + lM
k), l = 0, 1, . . . ,M − 1, are real and nonnegative.
(ii) For each of those l ∈ {0, 1, . . . ,M − 1} such that hˆk+1(j + lMk) is nonzero,
vk+1,j+lMk has the same norm as the others.
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∣∣∣hˆk+1(j + lMk)∣∣∣2 = ‖vk,j‖2 > 0 .
Thus at least one of hˆk+1(j + lM
k), l = 0, 1, . . . ,M − 1, is positive. As a result,
M−1∑
l=0
‖vk+1,j+lMk‖2 hˆk+1(j + lMk) > 0 .
To handle Case (ii), let L be the set of l ∈ {0, 1, . . . ,M − 1} such that hˆk+1(j+
lMk) is nonzero and ν be the common norm of those vk+1,j+lMk with l ∈ L. Then
M−1∑
l=0
‖vk+1,j+lMk‖2 hˆk+1(j + lMk) =
∑
l∈L













where the last equality uses Corollary 2.3(a). 
Assume that {T lkφk : l = 0, 1, . . . ,Mk − 1} is an orthonormal basis for Vk, k > 0.
This is an example where (2.15) is fulfilled via Case (ii) of the above proposition for
every j = 0, 1, . . . ,Mk − 1, as it follows from (2.7) that ‖vk+1,j+lMk‖2 = 1/Mk+1
for all j = 0, 1, . . . ,Mk − 1, and l = 0, 1, . . . ,M − 1. Hence interpolatory wavelets
exist under this setting. Recall that the interpolatory wavelets are unique up to
their interpolating heights. The next task is to determine if these interpolating
heights can be chosen such that the resulting set {T lkψmk : m = 1, 2, . . . ,M − 1, l =
0, 1, . . . ,Mk − 1} forms an orthonormal basis for Wk for each k > 0.
Fix k > 0. From Statement (iv) of Theorem 1.18, an equivalent condition
for the interpolatory wavelets and their shifts to form an orthonormal basis is








= MIM , j = 0, 1, . . . ,M
k − 1. Recalling (2.17) and denoting the
block matrix on the right-hand side of (2.17) as Zk(j) for each j = 0, 1, . . . ,M
k − 1,




∣∣EM)−1((Rk(j)∣∣EM)−1)∗Zk(j)∗ =MIM , j = 0, 1, . . . ,Mk − 1 .





























by using ‖vk+1,j+lMk‖2 = 1/Mk+1 for l = 1, 2, . . . ,M − 1, (2.8) and Lemma 2.5
















Matching both matrices, an equivalent condition for the interpolatory wavelets and
























, j = 0, 1, . . . ,Mk − 1 . (2.18)
To determine the values of ck,m, m = 1, 2, . . . ,M − 1, that satisfy (2.18), first
suppose that (2.18) holds. In view of Proposition 2.7, under the assumption of
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{T lkφk : l = 0, 1, . . . ,Mk − 1} being an orthonormal basis for Vk for each k > 0,
exactly one of the following two cases must occur for an arbitrary k with the second
case occurring infinitely often.
The first case is that ck = ck+1, or equivalently, Xk(j)EM = 01×(M−1) for every
j = 0, 1, . . . ,Mk − 1. Then EM ∗Xk(j)∗Xk(j)EM equals the zero matrix for each j,
and so (2.18) gives ck,m = ck+1 for every m = 1, 2, . . . ,M − 1.
The second case is that ck < ck+1, or equivalently, Xk(j)EM 6= 01×(M−1) for


















by using the method of proof of Corollary 2.3(b). There is a nonzero element




) 6= 0. By considering the nj-th columns of both matrices in (2.18)
for that particular j, vk,j(
2pin
Mk+1
) = 0 when n 6= nj, which in turn implies that
EM
∗Xk(j)
∗Xk(j)EM has (nj, nj)-entry as the only nonzero entry. Considering now



























ck if m = nj,
ck+1 otherwise.
It turns out that this necessary condition is also a sufficient condition for the
existence of interpolatory wavelets with the property that the collection of their
shifts is an orthonormal basis.
Theorem 2.12. Suppose that for k > 0, (2.1) holds and the set {T lkφk : l =
0, 1, . . . ,Mk − 1} is an orthonormal basis for Vk. For each k > 0, the following
statements about the interpolatory wavelets ψmk , m = 1, 2, . . . ,M − 1, that satisfy
(2.4) are equivalent.
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(i) The set {T lkψmk : m = 1, 2, . . . ,M−1, l = 0, 1, . . . ,Mk − 1} is an orthonormal
basis for Wk.
(ii) When ck = ck+1, ck,m = ck = ck+1 for every m = 1, 2, . . . ,M − 1; else when
ck < ck+1, for each j = 0, 1, . . . ,M











ck if m = nj,
ck+1 otherwise.




{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
is an orthonormal basis for L2[0, 2pi).
Proof. The proof of (i) implies (ii) is already done before this theorem.
Suppose (ii) is true. When ck = ck+1, Xk(j)EM = 01×(M−1) for every j =
0, 1, . . . ,Mk − 1, equivalently. By choosing ck,m = ck = ck+1 for every m =
1, 2, . . . ,M − 1, (2.18) clearly holds. When ck < ck+1, the hypothesis means that
for each j = 0, 1, . . . ,Mk − 1, the matrix EM ∗Xk(j)∗Xk(j)EM has its (nj, nj)-entry














, in addition to this entry being the only nonzero entry.

















the (nj, nj)-entry of EM
∗Xk(j)
∗Xk(j)EM is also M2
(
1 − c 2k
c 2k+1
)
. As j is arbitrary,
(2.18) is satisfied in this case too. Since (2.18) holds for both cases, (i) is true from
the discussion after Proposition 2.11.
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As mentioned after Proposition 2.7, examples of interpolatory scaling functions
that form orthonormal bases with their shifts were constructed in [7, Section 4.3].
In fact, interpolatory wavelets that form orthonormal bases with their shifts were
also constructed in the same examples. These scaling functions and wavelets will
be shown to comply with the conditions set out in Statement (ii) of the above
theorem when we generalize the aforementioned examples in the next chapter.
Instead of the orthonormality condition, we now assume that there exist positive
constants A and B such that for every k > 0, φk satisfies (2.11) for all cl ∈ C,
l = 0, 1, . . . ,Mk − 1. The aim is to find conditions for the existence of interpolatory
wavelets ψmk , k > 0, m = 1, 2, . . . ,M − 1, with the property that there are positive





















holds for all dm,l ∈ C, m = 1, 2, . . . ,M−1, l = 0, 1, . . . ,Mk − 1. This property can
be identified as Statement (i) of Theorem 1.25 with r = 1. The next few lemmas
serve to achieve our aim.
Lemma 2.13. Let u and v be column vectors in Cn and λ ∈ C. Then det(λIn +
uv∗) = λn + λn−1v∗u.
Proof. For i = 1, 2, . . . , n, let ui be the ith element of u and similarly vi for v.










un−1v1 · · · λ+ un−1vn−1 un−1vn
unv1 · · · unvn−1 λ+ unvn
∣∣∣∣∣∣∣∣∣∣∣∣∣
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=
∣∣∣∣∣∣∣∣∣∣∣∣∣





un−1v1 · · · λ+ un−1vn−1 un−1vn









un−1v1 · · · λ+ un−1vn−1 un−1vn
unv1 · · · unvn−1 unvn
∣∣∣∣∣∣∣∣∣∣∣∣∣









un−1v1 · · · λ+ un−1vn−1 un−1
v1 · · · vn−1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣










un−1v1 − un−1v1 · · · λ+ un−1vn−1 − un−1vn−1 un−1 − un−1
v1 · · · vn−1 1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= λ det(λIn−1 + u(n−1)v(n−1)
∗
) + unvn
∣∣∣∣∣∣ λIn−1 0(n−1)×1v(n−1)∗ 1
∣∣∣∣∣∣
= λ det(λIn−1 + u(n−1)v(n−1)
∗
) + λn−1unvn ,
where u(n−1) = (u1, . . . , un−1)T and v(n−1) = (v1, . . . , vn−1)T . It follows from math-
ematical induction that
det(λIn + uv
∗) = λn + λn−1(u1v1 + u2v2 + . . .+ unvn) = λn + λn−1v∗u .

Lemma 2.14. Let G be an invertible n× n matrix and x, y be column vectors in
Cn. Then G+ xy∗ is invertible if and only if 1 + y∗G−1x 6= 0.
Proof. Taking λ = 1, v = y and u = G−1x in Lemma 2.13, det (In +G−1xy∗) =
1 + y∗G−1x. Clearly, G + xy∗ = G(In + G−1xy∗) is invertible if and only if
In +G
−1xy∗ is invertible. Hence the lemma. 
The next lemma is known as the Sherman-Morrison formula.
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Lemma 2.15 (Sherman-Morrison formula). Let G be an invertible n×n matrix
and x, y be column vectors in Cn. If G + xy∗ is invertible, then the formula for
its inverse is



















= In + xy




the formula is verified. 
In order for interpolatory wavelets to exist, the first set of conditions needed
is that for all pairs of k > 0 and j ∈ {0, 1, . . . ,Mk − 1}, either Statement (i) or
Statement (ii) of Proposition 2.11 is valid. This is of course satisfied when {T lkφk :
l = 0, 1, . . . ,Mk − 1} is an orthonormal basis for Vk, k > 0. By Theorem 1.25, the
aim is achieved if there exist positive constants C1 and C2 such that for k > 0,
j = 0, 1, . . . ,Mk − 1, every Yk(j) given by (2.16) satisfies
C1M yy
∗ 6 y Yk(j)Yk(j)∗y∗ 6 C2M yy∗
for all y ∈ CM−1.
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This in turn means that for any y ∈ CM−1,
y Yk(j)Yk(j)










In view of Lemma 1.19, the eigenvalues of D can assist in finding upper and lower
bounds for y Yk(j)Yk(j)
∗y∗.










∗EMD = 01×(M−1) (2.20)
and
EM
∗Rk(j) b+ EM ∗EMD = IM−1 . (2.21)






from (2.20). As EM








D = IM−1 .



















































where the last equality is due to EMEM
∗ =MIM − 1M from Lemma 2.5.














































where Lemma 2.13 is applied to obtain the second equality. As such, the eigenvalues








with algebraic multiplicities of M − 2 and 1
respectively. Using EMEM















∗EMEM ∗Rk(j) > 0 and
Rk(j)












is the dominant eigenvalue
of D. Therefore, by Lemma 1.19,
1
M






It remains to bound the leftmost and rightmost terms of (2.23) below and above
respectively by constant multiples of M yy∗ .
















/c 2k+1 which is bounded

























∣∣∣hˆk+1(j + lMk)∣∣∣2. When all of
hˆk+1(j + lM
































When ‖vk+1,j+lMk‖ is constant for those l ∈ {0, 1, . . . ,M − 1} such that hˆk+1(j +






















due to (2.13) and Corollary 2.3(a). Hence, assuming that either Statement (i) or
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for all k > 0, j = 0, 1, . . . ,Mk − 1, and y ∈ CM−1, where the weaker bound is used
for the second inequality. Note that the above inequalities are in compliance with
Proposition 2.8 which states that 1/c 2k+1 6 B/(Ac 2k ) for every k > 0.
The following theorem states a set of sufficient conditions for the existence of
the type of interpolatory wavelets currently aimed. Similar to Theorem 2.12, these
sufficient conditions include restrictions on the interpolating height of the wavelets,
ck,m, k > 0, m = 1, 2, . . . ,M − 1, besides certain properties that the interpolatory
scaling functions must possess. Note that once a MR is constructed, all properties
of the interpolatory scaling functions are inherent but the interpolating height of
the wavelets can be flexibly chosen, provided interpolatory wavelets exist in the
first place.
Theorem 2.16. Let there be positive constants A and B such that for every k > 0,
(2.1) holds and φk satisfies (2.11) for all cl ∈ C, l = 0, 1, . . . ,Mk − 1. Suppose that
either Statement (i) or Statement (ii) of Proposition 2.11 holds for every pair
of k and j where k > 0, j = 0, 1, . . . ,Mk − 1, and in addition, ck,m, k > 0,










considered over all k > 0 are bounded below and above respectively by positive
constants. Then there exist interpolatory wavelets ψmk , k > 0, m = 1, 2, . . . ,M−1,
satisfying (2.4) for each k > 0 and the property that there are positive constants A′
and B′ such that for every k > 0, (2.19) holds for all dm,l ∈ C, m = 1, 2, . . . ,M−1,




{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
forms a Riesz basis for L2[0, 2pi).
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Then from (2.24),




holds for all k > 0, j = 0, 1, . . . ,Mk − 1, and y ∈ CM−1. Taking C1 = A′′ and
C2 = (B
3B′′)/A3, the discussion prior to this theorem gives the desired type of
wavelets. By the equivalence of Statements (ii) and (iii) of Theorem 1.25, and the




{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
is indeed a Riesz basis for L2[0, 2pi). 
The scaling functions comprising the de la Valle´e Poussin means of the Dirichlet
kernels and the corresponding wavelets constructed in [11] conform to the hypoth-
esis of the above theorem. As with Theorem 2.12, illustration of this theorem will
be done when generalization is carried out on these scaling functions and wavelets.
The last part of this section deals with finding a formula for the interpolatory
wavelets.















= ck,m δm,nδs,0 for n = 1, 2, . . . ,M − 1,
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, s = 0, 1, . . . ,Mk − 1, and hence
an expression for ψmk from (2.25).
Proposition 2.17. Suppose that for k > 0, (2.1) holds and interpolatory wavelets




























Under some circumstances, (2.26) is easily solved so that an expression for ψmk
is readily obtained. One such instance is when {T lkφk : l = 0, 1, . . . ,Mk − 1} is








































































for all s = 0, 1, . . . ,Mk − 1. Therefore an expression for each interpolatory wavelet
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Corollary 2.18. Suppose that for k > 0, (2.1) holds and the set {T lkφk : l =
0, 1, . . . ,Mk − 1} is orthonormal. The interpolatory wavelets ψmk , k > 0, m =
1, 2, . . . ,M − 1, satisfying (2.4) for each k > 0 are given by (2.27). In addition, if
every φk is a real-valued function, then every ψ
m
k is also a real-valued function.
Proof. The existence of the interpolatory wavelets is guaranteed as explained after
Proposition 2.11. From (2.27), every ψmk is clearly a real-valued function if all φk
are real-valued functions. 
We shall see another instance when (2.26) is easy to solve in the next chapter.
To conclude this chapter, it is highlighted that the theory of interpolatory scal-
ing functions and wavelets presented here is for r = 1 and an arbitrary M > 2.
It may be possible to construct the corresponding theory for other combinations
of r and M using Lagrange interpolation, as we have done here, or Hermite inter-
polation. However, complications arise and special cases are considered rather, for
example, r =M = 2 as in [12] or r = 1 with arbitrary M > 2 as in this thesis.
Chapter 3
Examples of Interpolatory Trigonometric
Scaling Functions and Wavelets
3.1 Introduction
All the examples to be presented in this chapter originated in one way or another
from the de la Valle´e Poussin means of the Dirichlet kernels introduced in [11].













iq· is the Dirichlet kernel of order m. Clearly, each ϕN,S is a








for q = 0, 1, . . . , 2N − 1, that is, ϕN,S has certain interpolatory property.
What follows is a brief review of the study carried out in [7] on the de la
Valle´e Poussin means of the Dirichlet kernels. Letting Nk := 2
k−1 and Sk be a
corresponding S to Nk for k > 1, D0 and ϕNk,Sk , k > 1, were shown with full
59
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details in [7, Section 4.2] to be scaling functions of a MR of L2[0, 2pi) (with r = 1
andM = 2) if Nk−Sk−Sk+1+1 > 0 for every k > 1. Note that D0 is the constant
function of value 1. Using the usual notation for scaling functions, φ0 := D0 and








for k > 0 and s = 0, 1, . . . , 2k − 1, that is, (2.1) with ck =
√
2k for each k > 0.








for s = 0, 1, . . . , 2k − 1, were uniquely found. In the context of Chapter 2, these
interpolatory wavelets satisfy (2.4) with ck,1 =
√
2k for each k > 0. Last but not
least, each wavelet ψk can be expressed as
ψk =
√
2Tk+1φk+1 − Tk+1φk .
The above system of MRs of L2[0, 2pi) constitutes our first example of MRs with
interpolatory trigonometric scaling functions and wavelets. In [7, Section 4.3], more
families of such MRs with special additional properties were constructed, using the
above system as a guide. However, all these examples only involve r = 1 and
M = 2. The role of this chapter is to generalize these families, via the results from
Chapters 1 and 2, into examples of MRs with interpolatory trigonometric scaling
functions and wavelets involving r = 1 and arbitrary M > 2.
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where Dm is the Dirichlet kernel of order m. Notice that when M = 2, the above
functions reduce to the de la Valle´e Poussin means of the Dirichlet kernels. This
generalized version of the de la Valle´e Poussin means of the Dirichlet kernels will
be shown in this section to form interpolatory scaling functions corresponding to
some MRs of L2[0, 2pi) with dilation M .






































2pi if −m 6 n 6 m,
0 otherwise.







) if − (⌊M
2
⌋
N − S) 6 n 6 ⌊M
2
⌋





) if n = ± (⌊M
2
⌋







) if n = ± (⌈M
2
⌉









N − S) 6 n 6 ⌊M
2
⌋








N − S + 1 6 |n| 6 ⌈M
2
⌉
N + S − 1 ,
0 otherwise.
(3.1)










for all M , the values of these Fourier coefficients

































































)2 < 1MN .
For a fixed k > 1, let N = Mk−1 so that MN = Mk. In addition, let ϕMN,S
correspond to φmk in Chapter 1, noting that m can only take the value 1 as r = 1.
It follows that the associated entities Mk(j), j = 0, 1, . . . ,MN − 1, as defined in













and thus it follows from Theorems 1.8 and 1.9 that {T lkϕMN,S : l = 0, 1, . . . ,MN−1}
is linearly independent but not orthonormal.
The discussion so far selects from the generalized de la Valle´e Poussin means of
the Dirichlet kernels, ϕMN,S, potential candidates for scaling functions that satisfy
MR1. This is reflected in the following proposition which is easily verified from the
definition of MR1.
Proposition 3.1. For a fixed M > 2, let Nk := Mk−1 and Sk be a positive in-





Nk for every k > 1. Then the sequence of subspaces
of L2[0, 2pi), {Vk}k>0, where V0 := span {D0} and Vk := span {T lkϕMNk,Sk : l =
0, 1, . . . ,MNk − 1}, k > 1, satisfies MR1 with multiplicity 1 and dilation M .
The sequence of subspaces defined in the above proposition will also satisfy
MR2 under certain restrictions on Sk, k > 1.
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Proposition 3.2. The sequence of subspaces, {Vk}k>0, defined in Proposition 3.1











Sk+1 − Sk + 1 > 0 for every k > 1.
Proof. First of all, an application of Theorem 1.11 entails that V0 ⊂ V1. Indeed, as




MN1 if n = 0 ,
0 if n = 1, 2, . . . ,MN1 − 1 ,
ensures that D̂0(n) = hˆ1(n) ϕ̂
M
N1,S1
(n) for n = 0, 1, . . . ,MN1 − 1. After extending
hˆ1 so that hˆ1 ∈ S(MN1)1×1, D̂0(n) = hˆ1(n) ϕ̂MN1,S1(n) holds for all n ∈ Z. The









N1−S1+1 6 n 6 −1. In the first case, both D̂0(n) and ϕ̂MN1,S1(n)












N1 − S1 + 1 6 n+MN1 6MN1 − 1
which imply that hˆ1(n) = hˆ1(n+MN1) = 0.
Using Theorem 1.11 again, it suffices to show that for each k > 1, the condition
ϕ̂MNk,Sk(n) = hˆk+1(n) ϕ̂
M
Nk+1,Sk+1
(n) for some hˆk+1 ∈ S(MNk+1)1×1 and all n ∈ Z ,
(3.2)









Nk − Sk+1 − Sk + 1 > 0 . (3.3)
Fix k > 1 and assume that (3.2) holds. Note from (3.1) that ϕ̂MNk+1,Sk+1(n) 6= 0
for |n| 6 ⌊M
2
⌋








(n) = 0 if and only if
hˆk+1(n) = 0; from the values of ϕˆ
M
Nk,Sk
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Nk+1 + Sk+1 − 1
) 6= 0


































from which (3.3) is derived by using the second inequality.




(n) = hˆk+1(n) ϕ̂
M
Nk+1,Sk+1
(n) for n = 0, 1, . . . ,MNk+1 − 1,
and then check that when hˆk+1(n) is extended to n ∈ Z for hˆk+1 ∈ S(MNk+1)1×1,




















Nk − Sk ,
√
M(dM2 eNk+Sk−n)










Nk + Sk − 1 ,








Nk+Sk 6 n 6MNk+1−1,
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Nk − Sk ,
√
M(dM2 eNk+Sk+(n−MNk+1))











Nk + Sk − 1 ,
√





Nk + Sk 6 n 6MNk+1 − 1 .

























Nk − Sk ,
the chosen values of hˆk+1(n) satisfy ϕ̂
M
Nk,Sk


















Nk+1 + Sk+1 6 n 6MNk+1 − 1, both ϕ̂MNk,Sk(n) and ϕ̂MNk+1,Sk+1(n) are zero, so
any values of hˆk+1(n) will work in this range. The remaining values of n ∈ Z for
which hˆk+1 is extended to are divided into the following cases.





Nk+1 − Sk+1 .




Case 2. − ⌈M
2
⌉




















Nk − Sk ,
we have hˆk+1(n) = hˆk+1(n +MNk+1) = 0. Hence both ϕ̂
M
Nk,Sk
(n) and hˆk+1(n) are
zero.
Case 3. − ⌈M
2
⌉

















Nk + Sk − 1 ,
we obtain
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Case 4. − ⌊M
2
⌋
Nk + Sk 6 n 6 −1 .
We need hˆk+1(n) =
√













Nk + Sk 6 n+MNk+1 6MNk+1 − 1 ,
hˆk+1(n) = hˆk+1(n+MNk+1) =
√
M .
All the cases fulfill ϕ̂MNk,Sk(n) = hˆk+1(n) ϕ̂
M
Nk+1,Sk+1
(n). Hence (3.2) is valid with
this choice of hˆk+1. 
Having checked MR1 and MR2, we are left with verifying MR3 to conclude that
the sequence of subspaces defined in Proposition 3.1 forms a MR of L2[0, 2pi).
Theorem 3.3. The sequence of subspaces {Vk}k>0 defined in Proposition 3.1 forms









Nk − Sk+1 − Sk + 1 > 0 for every k > 1.
Proof. In view of Propositions 3.1 and 3.2, we only need to check that {Vk}k>0

















Nkn+1 − Skn+1 ,
ϕ̂MNkn+1,Skn+1(n) = 1/
√
MNkn+1 6= 0 by (3.1). Therefore {n ∈ Z : D̂0(n) =
0 and ϕ̂MNk,Sk(n) = 0 for all k > 1} is empty, and it follows from Theorem 1.14
that {Vk}k>0 satisfies MR3. 
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Nk − Sk+1 − Sk + 1 > 0 for every k > 1 by
choosing each Sk to be small enough. Indeed for any fixedM > 2, the simplest way






Nk, k > 1. The inequality follows by considering the cases for even and
odd values of M . For the rest of this section, we assume a MR of L2[0, 2pi) from
this family. To simplify the notation as well as to follow our usual notation for
scaling functions, let φ0 := D0 and φk := ϕ
M
Nk,Sk
, k > 1.
In order to discuss any interpolatory properties of this family of MRs, the
polyphase splines of the scaling functions, or orthogonal splines in this case as
r = 1, need to be evaluated. For k > 1, the orthogonal splines of each φk are, by




























Nk + Sk 6 j 6MNk − 1 .


























)2 if ⌊M2 ⌋Nk − Sk < j < ⌈M2 ⌉Nk + Sk .
As we shall see below, several facts can be deduced from these orthogonal splines
and their norm squares.
To check if the scaling functions φk, k > 0, are interpolatory in the sense
of (2.1) (which φ0 obviously does with an interpolating height of 1), it is not
necessary to substitute the interpolating points into the formula of each φk, k >





j = 0, 1, . . . ,MNk − 1. This implies that each φk for k > 1 satisfies (2.1) with
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the interpolating height ck equals
√
Mk according to Theorem 2.1. Hence all the
scaling functions belonging to any member of the family of MRs constructed in
































when M is even and odd respectively. Since the range becomes M
2
Nk − Sk < j <
M
2
Nk + Sk when M is even,
1
2MNk
6 ‖vk,j‖2 < 1
MNk
.


















< ‖vk,j‖2 < 1
MNk
.
Considering all j = 0, 1, . . . ,MNk − 1,
1
2MNk
6 ‖vk,j‖2 6 1
MNk
for each k > 1. Clearly when k = 0, the only orthogonal spline v0,0 is actually φ0
and this gives ‖v0,0‖2 = 1. Hence for all k > 0 and j = 0, 1, . . . ,Mk − 1,
1
2Mk
6 ‖vk,j‖2 6 1
Mk
,
which is (2.12) with A = 1/2 and B = 1. By Proposition 1.23, this is equivalent
to (2.11) with A = 1/2 and B = 1 being satisfied by all φk, k > 0, and cl ∈ C,
l = 0, 1, . . . ,Mk − 1.
Up to this point, it is shown that all MRs of the type in Theorem 3.3 have
every scaling function φk being interpolatory with interpolating height
√
Mk and
satisfying (2.11) with A = 1/2 and B = 1 for all cl ∈ C, l = 0, 1, . . . ,Mk − 1. We
now proceed to show that each such MR gives rise to interpolatory wavelets that
form Riesz bases for L2[0, 2pi).
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From the proof of Proposition 3.2, we see that hˆk+1(n) > 0 for all k > 0 and
n = 0, 1, . . . ,MNk+1 − 1. In other words, for all k > 0 and j = 0, 1, . . . ,Mk − 1,
hˆk+1(j + lM
k) > 0 for all l = 0, 1, . . . ,M − 1. This is an instance when (2.15) for
each k > 0 is fulfilled via Case (i) of Proposition 2.11 for all j = 0, 1, . . . ,Mk − 1.
Hence there exist interpolatory wavelets ψmk , k > 0, m = 1, 2, . . . ,M − 1, of the
form (2.4) by Theorem 2.9.
Having satisfied almost all the hypotheses of Theorem 2.16, it remains to choose





{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
forms a Riesz basis for L2[0, 2pi). This is easily done by taking ck,m =
√
Mk for all














for all k > 0, which clearly fulfills the last hypothesis of Theorem 2.16. There are
other feasible choices for the interpolating height of the wavelets. For example,
ck,m =
√











for all k > 0.
To obtain an explicit expression for the interpolatory wavelets, we use the ap-
proach of solving (2.26) for all k > 0 andm = 1, 2, . . . ,M−1. In order to do so, the


































































N + S − 1 and the







For k = 0 and any m ∈ {1, 2, . . . ,M − 1}, the orthonormality of {eiq·}q∈Z and
(3.4) imply that both 〈φ1, φ0〉 and 〈Tm1 φ1, φ0〉 equal 1/
√









(Tm1 φ1 − φ1) (3.5)
for each m.






























































and the last equality is due to ϕMN,S being a real-valued function. As such, for
























































































For each k > 0, since each Vk+1 is a subspace of the space of trigonometric poly-





Nk+1+Sk+1−1, the wavelets ψmk ,m = 1, 2, . . . ,M−1,





Nk+1 + Sk+1 − 1.
Summarizing this section, we have the following theorem.
Theorem 3.4. All the multiresolutions constructed in Theorem 3.3 have interpo-
latory trigonometric scaling functions and wavelets. Denoting the interpolatory
scaling functions as φk, k > 0, the interpolatory wavelets ψmk , k > 0, m =
1, 2, . . . ,M − 1, are given by (3.5) for k = 0 and (3.6) for k > 1. In addition,















{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
forms a Riesz basis for L2[0, 2pi).
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3.3 A General Family of Trigonometric
Scaling Functions
This last section of the thesis features a modification of the generalized de la
Valle´e Poussin means of the Dirichlet kernels introduced in Section 3.2 to obtain
trigonometric scaling functions. The modification is based on Fourier coefficients
and it allows us to construct some MRs of L2[0, 2pi) with interpolatory trigono-
metric scaling functions and wavelets such that the wavelets form orthonormal or
Riesz bases for L2[0, 2pi).
Fix M > 2. As in Section 3.2, for k > 1, let Nk := Mk−1 and Sk be a





Nk. Borrowing the notation for scaling func-
tions, let φ0 be a constant function of value c0 > 0 and φk, k > 1, be functions
in L2[0, 2pi) depending on Nk and Sk. In addition, denote V0 := span {φ0} and
Vk := span {T lkφk : l = 0, 1, . . . ,Mk − 1} for k > 1. The following theorem is the
preliminary step in our modification.
Theorem 3.5. Suppose that for k > 1, the following conditions hold.






when |n| > ⌈M
2
⌉






















Nk − Sk+1 − Sk + 1 > 0.
Then {Vk}k>0 is a multiresolution of L2[0, 2pi) with multiplicity 1 and dilation M ,
having scaling functions φk, k > 0.
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=

∣∣φˆk(j)∣∣2 if 0 6 j 6 ⌊M2 ⌋Nk − Sk ,∣∣φˆk(j)∣∣2 + ∣∣φˆk(j −MNk)∣∣2 if ⌊M2 ⌋Nk − Sk < j < ⌈M2 ⌉Nk + Sk,∣∣φˆk(j −MNk)∣∣2 if ⌈M2 ⌉Nk + Sk 6 j 6MNk − 1,
> 0 .
Thus MR1 is satisfied via Theorem 1.8.
The proof of MR2 is very similar to that of Proposition 3.2 which uses Theo-





if n = 0 ,
0 if n = 1, 2, . . . ,MN1 − 1 ,
(3.7)
and then extend hˆ1 so that hˆ1 ∈ S(MN1)1×1. It can be checked as in Proposition 3.2
that φˆ0(n) = hˆ1(n) φˆ1(n) for all n ∈ Z. For k > 1, Conditions (i) and (ii) imply





Nk+Sk−1 as well as φˆk+1(n−MNk+1)



























Nk − Sk ,
φˆk(n−MNk+1)





Nk − Sk + 1 6 n 6MNk+1 − 1 ,
(3.8)
which can be checked to satisfy φˆk(n) = hˆk+1(n) φˆk+1(n) for n = 0, 1, . . . ,MNk+1−
1, like in Proposition 3.2. In fact, the values of hˆk+1(n), n = 0, 1, . . . ,MNk+1 − 1,
in that proposition are chosen this way. After extending hˆk+1 so that hˆk+1 ∈
S(MNk+1)1×1, it can be similarly checked as in Proposition 3.2 that φˆk(n) =
hˆk+1(n) φˆk+1(n) for other values of n, with the exception that Cases 3 and 4 are
combined into one case here. By Theorem 1.11, this proves that Vk ⊂ Vk+1 for
k > 1. Hence MR2.
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MR3 is proved almost exactly like in Theorem 3.3. For n ∈ Z, there exists a





Nkn+1 − Skn+1, which implies that φˆkn+1(n) 6= 0 by
Condition (i). Therefore {n ∈ Z : φˆk(n) = 0 for all k > 0} is empty and {Vk}k>0
satisfies MR3 by Theorem 1.14. 
The above theorem depicts the basic structure of the MRs constructed in The-
orem 3.3. This structure is made up of suitably selected trigonometric polynomials
based on the Fourier coefficients. By adding a few extra requirements on the Fourier
coefficients, MRs with scaling functions having properties like interpolation and or-
thonormality can be created. The next corollary states the requirements to obtain
interpolatory scaling functions.
Corollary 3.6. Let ck, k > 0, be positive constants. Suppose that for k > 1, the
following conditions hold.
(i) The Fourier coefficient φˆk(n) equals ck/M
k when |n| 6 ⌊M
2
⌋
Nk − Sk and
vanishes when |n| > ⌈M
2
⌉




















Nk − Sk+1 − Sk + 1 > 0.
Then {Vk}k>0 is a multiresolution of L2[0, 2pi) with multiplicity 1 and dilation M ,
having interpolatory scaling functions φk, k > 0, of the form (2.1) with interpolating
heights ck, k > 0. In addition, interpolatory wavelets ψmk , k > 0, m = 1, 2, . . . ,M−
1, of the form (2.4) exist and are given by (2.27).
Proof. Clearly, the hypotheses of Theorem 3.5 are satisfied. Thus {Vk}k>0 is a
multiresolution of L2[0, 2pi) with multiplicity 1 and dilation M .
The interpolatory property (2.1) with interpolating height c0 is fulfilled by φ0
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Nk − Sk ,
φˆk(j)e



































Nk + Sk 6 j 6MNk − 1 ,















, j = 0, 1, . . . ,MNk−1, and so by Theorem 2.1, φk interpolates
as in (2.1) with interpolating height ck.
When k = 0, all of hˆ1(lM
0) = hˆ1(l), l = 1, 2, . . . ,M − 1, vanishes according
to (3.7) and thus Case (ii) of Proposition 2.11 is satisfied. Alternatively, all of
hˆ1(lM
0), l = 0, 1, . . . ,M − 1, are nonnegative and so Case (i) of Proposition 2.11
is satisfied. Since j = 0 is the only value to check, (2.15) holds for k = 0 and
interpolatory wavelets ψm0 , m = 1, 2, . . . ,M − 1, of the form (2.4) exist.
The argument for the existence of interpolatory wavelets when k > 1 is broken
down into three cases.





Nk − Sk .
Since






















Nk − Sk + (M − 1)Mk












Nk − Sk ,
we have hˆk+1(j + lM
k) = 0 for l = 1, 2, . . . ,M − 1, from (3.8). Hence Case (ii) of











Nk+1 − Sk+1 implies that hˆk+1(j) = φˆk(j)/φˆk+1(j) = ckM/ck+1 > 0,























Nk + Sk ,


























































Nk+1 + Sk+1 .
The first two sequences of inequalities give hˆk+1(j+lM
k) = 0 for l = 1, 2, . . . ,M−2,
from (3.8). The next two sequences imply that
‖vk+1,j‖2 = ‖vk+1,j+(M−1)Mk‖2 =
c 2k+1
M2k+2






Nk + Sk 6 j 6MNk − 1 .
This case is similar to Case 1 with hˆk+1(j + lM
k) = 0 for l = 0, 1, . . . ,M − 2.
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All the values of j are accounted for and so (2.15) holds for each k > 1. There-
fore interpolatory wavelets ψmk , k > 1, m = 1, 2, . . . ,M − 1, of the form (2.4)
exist.
To obtain the formula for the interpolatory wavelets, we follow the procedure

















in· + φˆk+1(−n) e−in·
)
instead of (3.4). For k = 0, 〈φ1, φ0〉 = c1/M = 〈Tm1 φ1, φ0〉 and thus we have ψm0 =
c0,m
c1













and this leads to (2.27) in place of (3.6). Note that (2.27)
also covers the case for k = 0. 
Remark 3.7. First of all, the MRs found in Theorem 3.3 are special cases of the
above corollary with ck =
√
Mk for every k > 0. Next, although the formula for
the interpolatory wavelets happens to be the same as that obtained in the last part
of Chapter 2, the intermediate calculations differ. The formula should in fact be
the same as we shall see in Proposition 3.11 that the two settings can coexist to
give interpolatory wavelets. From the formula, if every φk is a real-valued function,
then every ψmk is also a real-valued function.
Besides MRs with interpolatory scaling functions and wavelets, there are those
in our general family with other properties.
Corollary 3.8. Let c0 = 1, that is, φ0 is a constant function of value 1. Suppose
that for k > 1, the following conditions hold.
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Nk − Sk+1 − Sk + 1 > 0.
Then {Vk}k>0 is a multiresolution of L2[0, 2pi) with multiplicity 1 and dilation M ,
having orthonormal {T lkφk : l = 0, 1, . . . ,Mk − 1} for every k > 0.
Proof. By Theorem 3.5, the sequence {Vk}k>0 is a multiresolution of L2[0, 2pi) with
multiplicity 1 and dilation M .
For k = 0, {φ0} is orthonormal trivially. For k > 1, {T lkφk : l = 0, 1, . . . ,Mk − 1}
is orthonormal if and only if Mk(j) =
∑
p∈Z |φˆk(j + MNkp)|2 = 1/Mk for all
j = 0, 1, . . . ,Mk − 1, by Theorem 1.9. Indeed, we have the latter statement from
the hypothesis. 
The above corollary can also be viewed as a special case of the next result with
A0 = B0 = 1 which, as evident from its proof, gives A = B = 1.
Corollary 3.9. Let A0 and B0 be positive constants. Suppose that for k > 1, the
following conditions hold.












Nk−Sk, and A0/Mk 6 |φˆk(n)|2+





















Nk − Sk+1 − Sk + 1 > 0.
Then {Vk}k>0 is a multiresolution of L2[0, 2pi) with multiplicity 1 and dilation M ,
having the property that there exist positive constants A and B such that for every
k > 0, φk satisfies (2.11) for all cl ∈ C, l = 0, 1, . . . ,Mk − 1.
Proof. Condition (i) implies Condition (i) of Theorem 3.5, hence {Vk}k>0 is a mul-
tiresolution of L2[0, 2pi) with multiplicity 1 and dilation M .
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Condition (i) also implies that A0/M
k 6 ‖vk,j‖2 6 B0/Mk, k > 1, j =
0, 1, . . . ,Mk − 1. In addition, we have ‖v0,0‖2 = c 20 . Letting A = min{A0, c 20 }
and B = max{B0, c 20 }, we obtain A/Mk 6 ‖vk,j‖2 6 B/Mk, k > 0, j =
0, 1, . . . ,Mk − 1. The rest of the proof follows from Proposition 1.23, noting that
Mk(j) = ‖vk,j‖2 for all k and j. 
Remark 3.10. The above corollary covers the MRs in Theorem 3.3 with c0 = 1,
A0 = A = 1/2 and B0 = B = 1.
All subsequent discussions are in the setting of Corollary 3.6.
To obtain MRs with interpolatory scaling functions and wavelets for which
{T lkφk : l = 0, 1, . . . ,Mk − 1} is orthonormal for each k > 0, we combine the
requirements on the Fourier coefficients from both Corollaries 3.6 and 3.8. This
means c0 = 1 and for k > 1, c 2k /M2k = 1/Mk, that is, ck =
√





if |n| 6 ⌊M
2
⌋
Nk − Sk ,
0 if |n| > ⌈M
2
⌉











Nk + Sk, we must solve




|φˆk(n)|2 + |φˆk(n−MNk)|2 = 1
Mk
.
Using simple mathematics on complex numbers, these two equations can be shown









and being symmetric about the centre 1/(2
√
Mk).
Knowing that interpolatory wavelets exist and the interpolatory scaling func-
tions form orthonormal bases with their shifts, we analyze the possibility of the
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wavelets to satisfy similar orthonormality condition. First observe that the orthog-










Nk − Sk ,
φˆk(j)e



















Nk + Sk 6 j 6MNk − 1 .






), k > 1, j = 0, 1, . . . , 2k−1, can be verified
to be nonzero. Thus by choosing the interpolating heights ck,1 to be ck =
√
2k
for every k > 0, Theorem 2.12 assures that {T lkψ1k : l = 0, 1, . . . , 2k − 1} is an




{T lkψ1k : l = 0, 1, . . . , 2k − 1}
is an orthonormal basis for L2[0, 2pi).
However, whenM > 2, it is impossible to satisfy Statement (ii) of Theorem 2.12




Sk}, vk,j( 2piµMk+1 ) is nonzero for more than one value of µ (in fact, all values of µ)
taken from {1, 2, . . . ,M − 1}. As a result, {T lkψmk : m = 1, 2, . . . ,M − 1, l =
0, 1, . . . ,Mk − 1} is not orthonormal for all k > 0, when M > 2. Nevertheless, if










considered over all k > 0 are bounded below and above respectively by positive




{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
forms a Riesz basis for L2[0, 2pi). An example is ck,m =
√
Mk for all k and m.
This combination of Fourier coefficients requirements is summed up in the
proposition below.
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Proposition 3.11. Let φ0 be a constant function of value 1. Suppose that for
k > 1, the following conditions hold.
(i) The Fourier coefficient φˆk(n) equals
1√
Mk




when |n| > ⌈M
2
⌉



































Nk − Sk+1 − Sk + 1 > 0.
Then {Vk}k>0 is a multiresolution of L2[0, 2pi) with multiplicity 1 and dilation M ,
which has interpolatory scaling functions φk, k > 0, satisfying (2.1) with interpo-
lating heights
√
Mk and {T lkφk : l = 0, 1, . . . ,Mk − 1} being orthonormal for each
k, and interpolatory wavelets ψmk , k > 0, m = 1, 2, . . . ,M − 1, of the form (2.4)
and given by (2.27). In addition, if M = 2 and ck,1 =
√




{T lkψ1k : l = 0, 1, . . . , 2k − 1}
is an orthonormal basis for L2[0, 2pi); if M > 2 and ck,m, k > 0, m = 1, 2, . . . ,M−















{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
forms a Riesz basis for L2[0, 2pi).
Likewise, combining Corollary 3.6 and Corollary 3.9 gives a MR with interpola-
tory scaling functions and wavelets for which there exist positive constants A and
B such that for every k > 0, φk satisfies (2.11) for all cl ∈ C, l = 0, 1, . . . ,Mk − 1.
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or equivalently,
A0M
k 6 c 2k 6 B0Mk (3.12)





Nk − Sk, and φˆk(n) and φˆk(n −MNk)
must satisfy

















Nk+Sk. Using elementary mathematics on complex









Nk + Sk is that φˆk(n) and φˆk(n −MNk) are symmetric
points about ck
2Mk
in C and lie in the region{
x+ iy ∈ C : 2A0M







+ y2 6 2B0M




Note from (3.12) that
2A0M
k − c 2k > (2A0 −B0)Mk .














considered over all k > 0 are bounded below and above respectively by positive




{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
forms a Riesz basis for L2[0, 2pi). Letting A = min{A0, c 20 } and B = max{B0, c 20 }
as in the proof of Corollary 3.9, it follows from (3.12) that AMk 6 c 2k 6 BMk for
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which fulfills the remaining hypothesis of Theorem 2.16 and results in a Riesz
basis for L2[0, 2pi). As usual, there are also other options for ck,m, k > 0, m =
1, 2, . . . ,M − 1.
For this combination, we have the following proposition.
Proposition 3.12. Let A0 and B0 be positive constants with B0 6 2A0. Suppose
that for k > 1, the following conditions hold.
(i) The Fourier coefficient φˆk(n) equals
ck
Mk
when |n| 6 ⌊M
2
⌋
Nk − Sk and van-
ishes when |n| > ⌈M
2
⌉


































Nk − Sk+1 − Sk + 1 > 0.
Then {Vk}k>0 is a multiresolution of L2[0, 2pi) with multiplicity 1 and dilation M ,
having interpolatory scaling functions φk, k > 0, of the form (2.1) and interpolatory
wavelets ψmk , k > 0, m = 1, 2, . . . ,M − 1, of the form (2.4) and given by (2.27).
The scaling functions possess the property that there exist positive constants A and
B such that for every k > 0, φk satisfies (2.11) for all cl ∈ C, l = 0, 1, . . . ,Mk − 1.















{T lkψmk : m = 1, 2, . . . ,M − 1, l = 0, 1, . . . ,Mk − 1}
forms a Riesz basis for L2[0, 2pi).
Remark 3.13. As noted in Remarks 3.7 and 3.10, the MRs constructed from the
generalized de la Valle´e Poussin means of the Dirichlet kernels in Theorem 3.3 are
examples of the above proposition.
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It is clear from the definition of the generalized de la Valle´e Poussin means of
the Dirichlet kernels ϕMN,S that these functions are real-valued and even. The last
focus of this thesis is to try to construct real-valued and even scaling functions of
the types described in Propositions 3.11 and 3.12.
We concentrate our analysis on the scaling functions from Proposition 3.11. The
analysis of those scaling functions from Proposition 3.12 is similar. Let us first deal
with the scaling functions being real-valued. Trivially, the constant function φ0 of
value 1 is real-valued. For k > 1, the Fourier coefficients given in the hypothesis











Nk + Sk. According to Proposition 1.3(a), we also need the










Nk + Sk to satisfy












Nk. WhenM is even,
M
2











































which are the highest and lowest points of the circle given by















Nk−Sk < n < M2 Nk, φˆk(n), φˆk(n−MNk), φˆk(−n) and φˆk(−n+MNk)





has sides parallel to the vertical and horizontal axes, and has {φˆk(n), φˆk(n−MNk)}
and {φˆk(−n), φˆk(−n+MNk)} as pairs of opposite vertices. Note that the rectangle















(the leftmost and rightmost points of the circle).
We now discuss whether even scaling functions can be constructed. Obviously,









Nk + Sk. Due to Proposition 1.3(b), the remaining





Nk − Sk < |n| <





Nk +Sk. Similar to above,
M
2









Nk+Sk whenM is even. In this case, φˆk(
M
2




Nk) = φˆk(−M2 Nk) = 12√Mk , a contradiction to the fact that the Fourier
coefficients lie on the circle with locus (3.11). Therefore the scaling functions
described in Proposition 3.11 cannot be even when M is even. However, no such





Nk−Sk < n < M2 Nk,
φˆk(n) and φˆk(−n) are the same point on the circle (3.11) with φˆk(n −MNk) and
φˆk(−n+MNk) being the point on the opposite end of the circle.
WhenM is odd, merging the requirements for real-valued and even scaling func-
tions of the type in Proposition 3.11 entails that, in addition to the other common
conditions, each scaling function φk, k > 1, must satisfy φˆk(n) = φˆk(−n) = 1/
√
Mk





Nk−Sk < n < M2 Nk.
The next two examples illustrate the above discussion.



























if n = −M
2
Nk ,
0 if |n| > M
2
Nk .




































































3.3 A General Family of Trigonometric Scaling Functions 86
where we see from the last expression that φk is real-valued but not even.





if |n| 6 M
2
Nk − 12 ,























which is clearly real-valued and even.
The additional conditions for the scaling functions in Proposition 3.12 to be real-











are points in (3.13), joined vertically with mid-point ck
2Mk






Nk − Sk < n < M2 Nk, the points φˆk(n), φˆk(n −MNk), φˆk(−n) and
φˆk(−n+MNk) lie in (3.13) and form vertices of a rectangle which is centred at ck2Mk ,
has sides parallel to the vertical and horizontal axes, and has {φˆk(n), φˆk(n−MNk)}
and {φˆk(−n), φˆk(−n + MNk)} as pairs of opposite vertices. The rectangle may
degenerate into a vertical or horizontal line.
For the scaling functions in Proposition 3.12 to be even, when M is even, the
annulus (3.13) must be the circular region{





+ y2 6 2B0M
k − c 2k
4M2k
}











are exactly the centre of the circular
region, ck
2Mk




Nk − Sk < n < M2 Nk, φˆk(n) and φˆk(−n) are the same point in (3.13) with
φˆk(n−MNk) and φˆk(−n+MNk) being the opposite point symmetric about ck2Mk .
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Combining the above two cases, to have real-valued and even scaling functions





Nk−Sk < n < M2 Nk, φˆk(n) and φˆk(−n) are
the same point on the real-axis in (3.13) while φˆk(n −MNk) and φˆk(−n +MNk)
are the point on the real-axis whose mid-point with φˆk(n) or φˆk(−n) is ck2Mk .
We conclude the thesis by summarizing the various combinations of properties
found for our family of trigonometric scaling functions.
Proposition 3.11 gives us a method to find, from this family, scaling functions
which are interpolatory and, at the same time, their shifts form orthonormal bases
for the multiresolution subspaces. In addition, interpolatory wavelets exist and
they can be chosen, based on their interpolating heights, to form orthonormal
bases for L2[0, 2pi) if M = 2, and, at best, Riesz bases for L2[0, 2pi) if M > 2. For
all M > 2, these scaling functions can also be real-valued but they can only be
even when M is odd.
Proposition 3.12 gives interpolatory scaling functions from this family which
are more general than those from Proposition 3.11 in the sense that the shifts
of the scaling functions need not form orthonormal bases. However, interpolatory
wavelets still exist and their interpolating heights can be properly chosen so that the
wavelets form Riesz bases for L2[0, 2pi). For allM > 2, real-valued scaling functions
of this type exist. Even scaling functions of this nature exist for odd M but may
not exist for even M . For both kinds of the scaling functions in Propositions 3.11
and 3.12, if they happened to be real-valued, so are the interpolatory wavelets.
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