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Abstract—Accurate modelling of the dynamic behavior of
Lithium-ion (Li-ion) batteries is important in a wide range
of scenarios from the determination of appropriate battery-
pack size, to battery balancing and state estimation in battery
management systems. The prevailing methods used in voltage
prediction are the equivalent electrical circuit (EEC) models.
EEC models account for the change in the voltage by a series of
resistor capacitor networks to mimic the internal resistance of a
battery. Thus, given a change in current the EEC models create
an appropriate change in the voltage. The downside is that the
parameters of the model needs to be fully characterised, across
the entire range of usage and life of the battery. This is both time
consuming and expensive. In this paper, a linear auto-regressive
(AR) process is proposed to account for the short-term dynamic
behaviour of the battery cell, allowing for accurate prediction of
the voltage given other measurable parameters such as current
and temperature. After conducting a sensitivity analysis on the
size of the sequence needed to train the AR model, it was found
that less than a days worth of raw measurements data is enough
to offer a better voltage prediction than a traditional EEC model
(the root mean square errors of the two considered voltage
estimation approaches were 0.00157 and 0.0133 V, respectively).
Index Terms—Lithium-ion battery, Voltage prediction, Auto-
regressive process, Equivalent electrical circuits
I. INTRODUCTION
Accurate modelling of the voltage of Lithium-ion (Li-
ion) batteries is important for predicting the battery perfor-
mance behaviour under different operating conditions, for
optimally sizing battery systems, or for accurate battery
state estimation. Different approaches have been proposed
for battery voltage modelling, generally falling into one of
three categories: electrochemical, mathematical, and electrical
[1]. The accuracy and complexities of the three categories
are traditionally thought of as follows: (1) electrochemical
models have the highest accuracy, but require complex and
destructive laboratory experiments to parameterise the models,
(2) the mathematical models have the lowest accuracy, but
are extremely easy to parameterise based on batetry data-
sheet information, while (3) the electrical models are usually
based on equivalent electrical circuits (EEC) and are regarded
as a trade-off between the electrochemical and mathematical
models as they offer relatively high accuracy without the need
of destructive laboratory testing [1]. However, this will change
with the introduction of more statistical and machine learning
techniques into electrical engineering.
EEC-based models predict the battery voltage by accounting
for the open-circuit voltage (OCV) and its relationship to the
state-of-charge (SOC), the ohmic resistance, and through a
series of parallel-connected resistor-capacitor (RC) networks
to account for the transient behaviour [2]–[4]. In order to
provide accurate prediction of the voltage, the parameters of
the EEC model need to be characterised across the entire range
of operating conditions (i.e. temperature, SOC, load current)
for the intended application [5]. Nevertheless, even though
the laboratory testing procedure is straight-forward (unlike
that of battery electrochemical characterisation/modelling), the
process is very time-consuming. Furthermore, as the battery
is subjected to degradation (i.e., capacity fade and resistance
increase) during long-term operation, the laboratory parametri-
sation has to be repeated to account for these changes [6].
Auto-regressive (AR) processes are useful tools in sequen-
tial analysis [7], [8], and are, therefore, extremely common
in fields such as economics, epidemiology, and the social
sciences [8]. An AR process models its response as a linear
function of past measurements. This makes AR processes well
suited for short-term prediction of voltage given past mea-
surements such as current, voltage, and temperature. Short-
term predictions in this context usually refers to one-step
ahead prediction, where step refers to the step-size of the
time-series, i.e. the sampling rate of the system. While AR
based models have been used for state-of-charge [9], [10],
they have seen little to no use in voltage prediction to the
authors knowledge. The AR modelling approach has the
distinct advantage that the parameters of the system can be
determined using only raw measurement information. That is,
it does not require expensive laboratory testing, only that the
battery is used, and while the parameters are also subjected to
change under degradation, they are easily re-estimated given
new measurement data.
In this paper, we compare the results for the short-term
battery voltage prediction obtained from a traditional EEC-
based model, with those of the proposed AR voltage model.
The EEC model is based on 1 RC network and its parameters
were obtained by extensive laboratory characterisation of a
Li-ion battery. The AR voltage model was parameterised
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using raw current and voltage measurements from a real-
life dynamic mission profile, and will model the voltage as a
linear function of the current and past voltage measurements.
Furthermore, a sensitivity analysis is performed on the size
of the raw measurement data used to estimate the parameters
of the AR voltage model. The robustness of the proposed AR
voltage model was also validated on a separate profile of the
same chemistry, and similar in age (in terms of degradation),
and the results compared to those of both a 1-RC and 3-RC
EEC model.
II. EXPERIMENTAL SET-UP
For validation of the proposed AR model, a Li-ion battery
cell (lithium iron phosphate – LFP chemistry) with a nominal
capacity of 180 Ah and nominal voltage of 3.3V was con-
sidered. In order to parameterise the traditional EEC-based
model, the battery was subjected to an extensive characterisa-
tion procedure, similar to the one presented in [5]; the capacity,
OCV, and internal resistance were measured at 25oC for
various currents, and over the whole SOC range. The charging
and discharging capacity of the LFP-based battery cell was
measured for five C-rates (i.e., 0.2C, 0.25C, 0.5C, 0.75C, and
1C) and the results are presented in Fig. 1. As one can observe,
for the considered C-rates, the discharging capacity varies in a
narrow interval between 197.1 Ah (measured at 1C-rate) and
198.3 Ah (measured at 0.2C).
Fig. 1. Measured battery cell voltage - capacity characteristic for different
discharging C-rates.
The OCV vs SOC characteristic of the battery cell was
obtained by pulse charging and discharging of the cell with
C/5 (i.e., 36 A) using 5% SOC increments. The OCV at a
specific SOC was measured after the battery was on standby
for 3 hours. The obtained OCV vs SOC characteristic at 25oC
is presented in Fig. 2. Finally, the internal resistance of the
battery cell was measured using the DC pulse technique, where
18 seconds charging and discharging pulses were applied with
0.25C, 0.5C, and 1C, over the whole SOC range considering
5% SOC resolution.
Fig. 2. Measured battery OCV versus SOC characteristic during charging
and discharging.
Furthermore, for parameterising the AR model, a one-week
mission profile corresponding to the battery operation in a
forklift was considered. The current profile is illustrated in
Fig. 3, while the corresponding SOC and voltage of the profile












Fig. 3. The one-week current profile applied to the LFP-based Li-ion battery
cell.
III. THE EQUIVALENT ELECTRICAL CIRCUIT MODEL
An n-RC EEC is a generalisation of the Thevenin EEC,
allowing for n parallel-connected resistor-capacitor (RC) net-
works. A circuit diagram representation of the n-RC EEC can
be seen in Fig. 6, where V denotes the terminal cell voltage,
Voc the open-circuit voltage (OCV), I is the current, R0 is
the ohmic resistance, and the pair (Rn, Cn) are the resistance
and capacitance of the n’th RC network. This can also be
expressed mathematically as:




































Fig. 5. The voltage profile for the Li-ion battery cell during one-week of
operation.
where Vi is the initial voltage, and τi is the time constant of
the i’th RC network (i.e. τi = RiCi).
Furthermore, as the OCV, as well as the parameters R0,
Ri, Ci, are heavily dependent on the SOC, an estimate of the
SOC based on the Coulomb counting method is included in
the framework, as





where S(t) is the SOC at time t, and Q is the usable charge
capacity of the battery cell.
The parameters of the n-RC EEC were obtained by the
current pulse technique, during the battery characterization
presented in Section II. That is, by applying a charg-
ing/discharging current of a certain amplitude and length to
the battery and measuring the voltage response of the battery
[11], [12]. The ohmic resistance, R0, is then obtained by Ohms
law, considering the initial 0.1 seconds voltage drop, i.e.
R0 =
∣∣∣∣∆V∆I














Fig. 6. Electrical circuit diagram of the n-RC EEC model.
where V (0) and V (0.1) are voltages measured right before
and 0.1 seconds after initiating the current pulse, and I is the
amplitude of the current pulse.
The RC parameters, (Ri, Ci) pairs and initial voltages, Vi,
were found using the recursive methodology presented in [2].
The methodology requires the recursive calculation of the
transient voltage, Vτi(t). That is, when identifying parameters
of the i’th RC network, starting at the last (n’th) RC network,
the transient voltage is calculated by:
Vτi(t) =

Voc − V (t), when i = n
Voc − V (t)−
n∑
j=i+1
V̂j(t), when i < n
(4)
where V̂i(t) is the predicted voltage of the i’th RC network
at time t. The newly updated transient voltage is then used to








where ti1 and ti2 are the beginning and end of the time window
used for assessing the i’th RC network. With the time-constant,
the initial voltage of the i’th RC network is found by:






which will be used to calculate the predicted voltage of the
i’th RC network as:






Lastly, the resistance and capacitance parameters are found










)) , and Ci = τi
Ri
. (8)
The OCV-SOC relationship was obtained by laboratory
experiments following the methodology presented Section II.
The parameters were then arranged in look-up tables (to
account for the dependencies on SOC, and current), allowing
for simulation of the terminal cell voltage of the battery, given
a series of current measurements. As the focus of the this
paper is to compare two simple approaches, two EEC are
implemented to predict the voltage: a 1-RC EEC model (i.e.
the Thevenin model), and the 3-RC EEC model.
IV. THE AUTO-REGRESSIVE MODEL
In general, an auto-regressive (AR) model relates the present
measurement of the response (in our case the voltage) with
previous measurements, and it does so in a linear fashion.
The AR framework can also be easily extended to account
for general trends, additional input (this could be current,
temperature, SOC, and so on), and seasonal effects (seasonal
in this context does not necessarily refer to changes in weather,
but patterns repeating in predictable cycles) [7], [8].
The AR voltage model proposed in this work is a first order
AR model, implying the voltage at time t will only depends
on the immediate past voltage measurements, i.e. the voltage
measured at time t−1. The AR voltage model also accounts for
the effect of the current amplitude, the change in current, and
sum of the current (an unnormalised measure of the SOC).
Letting Vt be the voltage at time t, It the current at time
t, ∆It the change in current between time t − 1 and t (i.e.
∆It = |It − It−1|), and St be the sum of the current until
time t, then the AR voltage model can be written as:
Vt = µ+ αVt−1 + β1It + β2∆It + β3St + εt, (9)
where εt is assumed to follow a normal distribution with
mean zero and a finite variance σ2, and εt is assumed to be
uncorrelated with εs when t 6= s. This model can also be
depicted graphically as seen in Fig. 7.
The parameters of the model, θ = (µ, α, β1, β2, β3)T , can
be estimated by maximising the log-likelihood of the model
in Eq. (9), which can be written as:








(Vt − µt(θ|Vt−1, It,∆It, St))2,
(10)
where V 1:T and I1:T are observed sequences of the voltage
and current, respectively, and µt(θ) is the mean-value structure
Vt-2 Vt-1 Vt+1 Vt+2Vt
It-2 It-1 It+1 It+2It
μ α β
Fig. 7. Graphical model representation of the AR model model. seen in
Eq. (9)
of the AR voltage model, given as:
µt(θ|Vt−1, It,∆It, St) =
µ+ αVt−1 + β1It + β2∆It + β3St.
(11)
In order to maximise Eq. (10) with respect to θ, the model
is restated as a multiple linear regression model:
V 2:T = Fθ + ε2:T , (12)
where F is matrix where the t’th row will contain the data
necessary to calculate the (t+ 1)’th voltage of the sequence,
i.e. it is given by:
F =

1 V1 I2 ∆I2 S2






1 VT−1 IT ∆IT ST
 . (13)
Using this formulation of the model, the maximum likeli-
hood estimates of the θ parameters can be found as:
θ̂ = (F TF )−1F TV 2:T . (14)
From the log-likelihood in Eq. (10), it should be clear
that as the size of the sequence increases, so does both the
memory and computational complexities of the maximisation.
Therefore, it will be of interest to determine the amount of
information necessary to get consistent estimates of the AR
voltage model parameters.
V. RESULTS
While the estimation of the parameters of the AR voltage
model requires less information, than the parameters of the
EEC model, it is of interest to find out how much data is
needed to get consistent estimates of the AR voltage model
parameters, and how applicable these are to a different use
cases (i.e. different profiles of similar battery chemistry and
4
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Fig. 8. The estimated parameters of the AR voltage models in the sensitivity experiments, against the size of the sequence used to estimate the parameters.
TABLE I
NUMERICAL COMPARISONS OF THE AR AND EEC MODELLING APPROACHES, INCLUDING THE SENSITIVITY RESULTS OF THE AR VOLTAGE MODEL, FOR
THE REMAINDER OF THE ONE-WEEK PROFILE. THE NUMERICAL ACCURACY METRICS USED ARE RMSE, MAE MAX AE, MAPE, AND MAX APE.
Model Training-size RMSE [V] MAE [V] Max AE [V] MAPE [%] Max APE [%]
EEC (1-RC) - 0.0181 0.0133 0.0705 0.40 2.16
EEC (3-RC) - 0.0138 0.0096 0.0498 0.38 2.03
AR 500 0.1631 0.1521 0.2742 4.57 8.20
AR 1000 0.0478 0.0445 0.0887 1.34 2.65
AR 5000 0.0367 0.0343 0.0709 1.03 2.15
AR 10000 0.0292 0.0275 0.0610 0.83 1.83
AR 50000 0.0133 0.0125 0.0391 0.37 1.17
AR 100000 0.0052 0.0048 0.0289 0.14 0.86
AR 200000 0.0020 0.0015 0.0260 0.04 0.78
similar level of degradation). Therefore, a sensitivity study is
conducted on the size of the data-set used to estimate the
model parameters, and two different profiles. The parameters
will be estimated based on the first 500, 1,000, 5,000, 10,000,
50,000, 100,000 and 200,000 seconds, of the one-week battery
dynamic profile, which is presented in Fig. 3 and Fig. 4. This
yields a series of seven AR voltage models. When performing
the sensitivity experiments the models will be compared in
two ways: (1) visual comparison of short-term predictions, and
(2) numerically, through the root mean square error (RMSE),
mean absolute error (MAE), maximum absolute error (Max
AE), mean absolute percentage error (MAPE), and maximum
absolute percentage error (Max APE).
Using the sensitivity study, the change in the estimated
parameters can also be examined as a function of the size of
the training set. Fig. 8 shows the estimated parameters for each
of the 7 AR voltage models in the sensitivity experiments. The
figure shows that as the size of the sequenced used to train the
parameters increases, the estimated parameters stabilise. That
is, they are tending toward the maximum likelihood estimate
of the entire sequence.
In order to validate the AR voltage modelling approach and
analyse the sensitivity of the size of the training sequence, the
7 sensitivity models will be applied to the remaining 400,000
seconds of the one-week profile. The results of the sensitivity
study on the one-week profile can be seen in Table I, showing
the RMSE, MAE, Max AE, MAPE, and Max APE between
measured voltage of the profile, and the predicted voltage of
the 7 AR voltage models, and the EEC model. The table shows
that as the size of the sequence used to estimate the parameters
increases, the errors decreases between the AR voltage model
and the observed voltage. It further shows that the error of
the AR voltage model becomes smaller than the error of the
EEC model, when the size of the sequence is larger than
50,000 seconds (i.e. using less than a days worth of operation).







































































Fig. 9. Example of measured and estimated voltage profiles, at different times during the one-week battery testing.
size of the training sequence from 50,000 to 100,000” and/or













Fig. 10. The current profile of the reference performance test applied to the
LFP-based Li-ion battery cell at the end of the week.
Fig. 9 shows three windows of time for the remainder of
the one-week profile, allowing for the visually comparison the
AR and EEC modelling approaches. They further show four
of the sensitivity experiments conducted on the AR voltage
model. The solid blue line is the measured voltage, the green
dashed line is the simulation of the EEC-based model, and
the red lines are three of the sensitivity experiments of the
AR voltage models. The figures show the same effect as can
be seen in the table, i.e. as the size of the sequence used to
estimate the parameters increases, the predicted voltage of the
AR voltage model tends towards the measured voltage, passing
the EEC model around 50,000 seconds.
To show the general applicability of the proposed AR
voltage model, it was further applied to the profile of the
reference performance test (RPT), which was performed at the
end of the dynamic operation profile. The RPT is a structurally
different profile than the dynamic profile however, applied to
the same battery and at the same level of degradation. The
current profile of the RPT can be seen in Fig. 10. The results,
summarised in Table II, on the less-dynamic profile of the
RPT, are even better than that of the more-dynamic one-week
profile used to train the models. The table shows that the AR
voltage model with the smallest training size, i.e. only using
the first 500 seconds, has smaller errors (in every comparison
metric), than the EEC model. This is further support by the
visual comparisons shown in Fig. 11.
VI. DISCUSSION
In this paper, an auto-regressive modelling approach was
proposed for short-term prediction of the voltage of Li-ion
batteries. The sensitivity of the dependence on the size of the
training sequence, on accuracy of the AR modelling approach
was also analysed on both the dynamic one-week profile, and
the simpler RPT profile. The results of the sensitivity analysis
were compared to the accuracy of a 1-RC EEC model. These
comparison showed that on the dynamic profile, the RMSE of
the AR voltage model become lower than that of the EEC, at
around 50,000 seconds, were the RMSE of the AR and EEC
models were 0.00157 and 0.0133 V, respectively. Furthermore,
on the more stable RPT profile, the RMSE of all of the AR
models were lower than the RMSE of the EEC.
With that said, the AR modelling approach is not without its
disadvantages, the clearest being the fact that the predictions
are only made a single time instance (in this case second
– it will depend on the resolution of the sequence used to
train the model) ahead with high accuracy. That is, to make
a prediction at time t, it is necessary to know the voltage
and current at time t − 1. This is not the case for the EEC
model, where only a sequence of current values are needed to
simulate the voltage. Furthermore, the AR model is going to
be more unstable under continued degradation. The effect of
this can be seen on the left-hand plot in Fig. 12, showing a
moving average of the MAE against time. The smoothed MAE
clearly shows that the MAE, on average, increases with time.
As this profile was used to age the battery, it implies that
the parameters may be effected by the degradation. This is
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TABLE II
NUMERICAL COMPARISONS OF THE AR AND EEC MODELLING APPROACHES, INCLUDING THE SENSITIVITY RESULTS OF THE AR VOLTAGE MODEL, FOR
THE REMAINDER OF THE RPT PROFILE. THE NUMERICAL ACCURACY METRICS USED ARE RMSE, MAE MAX AE, MAPE, AND MAX APE.
Model Training-size RMSE [V] MAE [V] Max AE [V] MAPE [%] Max APE [%]
EEC (1-RC) - 0.0887 0.0338 0.6229 1.12 24.93
EEC (3-RC) - 0.0681 0.0269 0.4621 1.19 24.66
AR 500 0.0291 0.0230 0.1267 0.72 5.07
AR 1000 0.0257 0.0125 0.1706 0.41 6.83
AR 5000 0.0255 0.0128 0.1653 0.42 6.61
AR 10000 0.0155 0.0072 0.1034 0.24 4.14
AR 50000 0.0072 0.0031 0.0794 0.10 3.02
AR 100000 0.0045 0.0019 0.0978 0.06 3.72
AR 200000 0.0031 0.0015 0.1076 0.05 4.10
[10000; 20000]
































































































Fig. 12. A moving average of the MAE against time, for the one-week profile,
shown for four of the sensitivity models and the EEC model.
also true for the EEC parameters, however, the rate of change
for the AR parameters seems to be higher than for the EEC
parameters. This suggests that the parameters of the AR model
may need to be re-estimated at a higher rate than those of the
EEC model.
To account for the time-varying nature of the AR parame-
ters, a filtering approach can also be taken to the estimation of
the parameters. This would allow for continuous updating of
the parameters as data is gathered, alleviating the amount of
data needed to be stored to allow for periodic re-estimation.
In this context, the AR model needs to be re-stated as a
state-space model, with the state-equation representing the
parameters, and the observation-equation the model in Eq. (9):
Vt = F tθt + εt,
θt = θt−1 + ωt,
(15)
where F t = (1, Vt−1, It,∆It, St), and ωt is assumed to
follow a multivariate normal distribution with mean-vector
0 and covariance matrix, Σ. Furthermore, when formulated
as a state-space model, if both the state- and observation-
equations are linear and the noise is white (i.e. uncorrelated),
filtering using the Kalman filter will ensure that the parameters
converge to the maximum likelihood estimates [8].
Computationally the three approaches, EEC, AR modelling
using Eq. (14) for parameter estimation, and AR modelling
using Kalman filtering for parameter estimation, have slightly
different advantages and disadvantages. The EEC parameteri-
sation is very expensive, taking about 10-14 days of laboratory
measurements, compared to both of the AR approaches one
using about a days worth of raw measurement data, and the
other, being done continually, requiring a couple of seconds
7
worth of measurement data. The main advantage the EEC
model has on the two AR approaches is the frequency with
which this needs to be performed.
Lastly, there are two additional shortcomings of the AR
voltage model presented in this paper, namely that it does
not account change in for battery temperature, and that SOC
estimation is not possible in its present form. Both of these
shortcomings are considered for future research.
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