Abstract. We review some aspects of the quantization of the damped harmonic oscillator. We derive the exact action for a damped mechanical system in the frame of the path integral formulation of the quantum Brownian motion problem developed by Schwinger and by Feynman and Vernon. The doubling of the phase-space degrees of freedom for dissipative systems and thermal field theories is discussed and the doubled variables are related to quantum noise effects. The 't Hooft proposal, according to which the loss of information due to dissipation in a classical deterministic system manifests itself in the quantum features of the system, is analyzed and the quantum spectrum of the harmonic oscillator is shown to be originated from the dissipative character of the original classical deterministic system.
Introduction
Our purpose in this report is to derive the action for a damped mechanical system in the path integral formalism, to discuss the role of quantum fluctuations and to show that the loss of information due to dissipation manifests itself in the form of quantum noise effects.
A microscopic theory for a dissipative system must include the details of the processes responsible for dissipation. One would then start with a Hamiltonian that describes the system, the bath and the system-bath interaction. The description of the original dissipative system is recovered by the reduced density matrix obtained by eliminating the bath variables which originate the damping and the fluctuations. In quantum mechanics canonical commutation relations are not preserved by time evolution due to damping terms. The role of fluctuating forces is in fact the one of preserving the canonical structure. However, the knowledge of the details of the processes inducing the dissipation may not always be possible; these details may not be explicitly known and the dissipation mechanisms are sometime globally described by such parameters as friction, resistance, viscosity etc.. In some sense, such parameters are introduced in order to compensate the information loss caused by dissipation.
Our discussion in the present paper is aimed to consider, from one side, the description of dissipative systems in the frame of the quantum Brownian motion as described by Schwinger [1] and by Feynman and Vernon [2] , and from the other side, the suggestion put forward by 't Hooft in a recent series of papers [3, 4] , according to which Quantum Mechanics may be an effective theory resulting from a more fundamental deterministic theory after a process of information loss has taken place. Some results recently obtained by us point to an intriguing underlying connection between our approach to dissipative systems, framed, as said, in the Schwinger and Feynman and Vernon formalism, and with a strong relation with the thermal field theory formalism of Takahashi and Umezawa [5] [6] [7] [8] [9] , and 't Hooft proposal.
In the next section we derive the exact action for a damped mechanical system (and the special case of the linear oscillator) from the path integral formulation of the quantum Brownian motion problem developed by Schwinger and by Feynman and Vernon. We will closely follow in our discussion refs. [10, 11] . The doubling of the phase-space degrees of freedom for dissipative systems and thermal field theories is discussed and the doubled variables are related to quantum noise effects. In section 3, the 't Hooft proposal is discussed and the loss of information due to dissipation in a classical deterministic system is shown to manifest in the quantum character of the spectrum of the harmonic oscillator. The geometric (Berry-Anandan-like) phase arising in dissipative systems is recognized and related to the zero-point energy of the quantum oscillator spectrum. The results obtained in ref. [12] are there reported. In section 4 we consider the connection with thermal observables recognizing the role played by the system free energy. Section 5 is devoted to further remarks and to conclusions.
For the sake of shortness we do not report on the coherent structure of the states of the quantum system. Details on that part and on other features of the approach here presented can be found in the literature (see, e.g. [7] [8] [9] 13] ). Also, we do not report about several applications of our formalism, ranging from the study of topologically massive gauge theories in the infrared region in 2 + 1 dimensions [8] , the Chern-Simons-like dynamics of Bloch electrons in solids [8] , the expanding geometry model in inflationary cosmology [14] , to the study of the quantum brain model [15] [16] [17] and non-commutative geometry [18] .
The exact action for damping
Our aim in this section is to obtain the exact action for a particle of mass m, damped by a mechanical resistance γ, moving in a potential V . To be definite, we consider the damped harmonic oscillator (dho)
as a simple prototype for dissipative systems. Our discussion and our results also apply, however, to more general systems than the one represented in (1). The damped oscillator Eq. (1) is a non-hamiltonian system and the canonical formalism, which one needs in order to proceed to its quantization, cannot be set up [19] . Let us see, however, how one can face the problem by resorting to well known tools such as the density matrix and the Wigner function.
We start with the preliminary consideration of the special case of zero mechanical resistance. The Hamiltonian for an isolated particle reads
On the other hand, it is useful to consider the Wigner function, whose standard expression is, see e.g. [20, 21] ,
with the associated density matrix function
For an isolated particle one obtains the density matrix equation of motion
In the coordinate representation, employing
Eq. (5) reads
which, in terms of x and y, is
Of course the "Hamiltonian" Eq.(9) may be constructed from the "Lagrangian"
Now let us suppose that the particle interacts with a thermal bath at temperature T . The interaction Hamiltonian between the bath and the particle is taken as
where f is the random force on the particle at the position x due to the bath. In the Feynman-Vernon formalism, the effective action for the particle has the form
where L o is defined in Eq. (11) and
In Eq. (14), the average is with respect to the thermal bath; "(.) + " and "(.) − " denote time ordering and anti-time ordering, respectively; the c-number coordinates x ± are defined as in Eq.(6). We observe that if the interaction between the bath and the coordinate x (i.e H int = −f x ) were turned off, then the operator f of the bath would develop in time according to f (t) = e iHγ t/h f e −iHγ t/h where H γ is the Hamiltonian of the isolated bath (decoupled from the coordinate x). f (t) is the force operator of the bath to be used in Eq. (14) .
The reduced density matrix function in Eq.(4) for the particle which first makes contact with the bath at the initial time t i is given at a final time by
with the path integral representation for the evolution kernel
The evaluation of I[x, y] for a linear passive damping thermal bath requires the use of several Greens functions all of which have been discussed by Schwinger [1] and for shortness here we only mention that the fundamental correlation function for the random force on the particle due to the thermal bath is given by (see [10] )
The retarded and advanced Greens functions are defined by
The mechanical impedance Z(ζ) (analytic in the upper half complex frequency plane Im ζ > 0) is given by
and the quantum noise in the fluctuating random force is given by
and is distributed in the frequency domain in accordance with the Nyquist theorem
The mechanical resistance is defined by
Eq. (14) may be now evaluated following Feynman and Vernon [10] as,
By defining the retarded force on y and the advanced force on x as
respectively, the interaction between the bath and the particle is then
Thus the real and the imaginary part of the action are finally given by
and
respectively. Eqs.(29),(30),(31) are rigorously exact for linear passive damping due to the bath when the path integral Eq. (16) is employed for the time development of the density matrix. The lesson we learn from our result is that in the classical limit "h → 0" nonzero y yields an "unlikely process" in view of the large imaginary part of the action implicit in Eq.(31). On the contrary, at quantum level nonzero y may allow quantum noise effects arising from the imaginary part of the action [10] .
In conclusion, we can consider the approximation to Eq.(30) with F ret y = γẏ and
which implies the classical equations of motion
It is easy to see that for V x ± 
Thus we obtain a classical damped equation of motion from a lagrangian theory at the expense of introducing an "extra" coordinate y, later constrained to vanish. Note that y(t) = 0 is a true solution to Eqs.(35),(36) (and (33),(34)) so that the constraint is not in violation of the equations of motion. We stress, however, that the role of the "doubled" y coordinate is absolutely crucial in the quantum regime since there it accounts for the quantum noise as shown above. This result leads us to consider carefully 't Hooft's proposal [3, 4] . When, as customary, one adopts the classical (legitimate) solution y = 0, the x system appears to be open, "incomplete"; the loss of information due to dissipation essentially amounts to neglecting the bath and/or to the ignorance of specific features of the bath-system interaction, i.e. the ignorance of "where" and "how" energy flows out of the system. According to our result, reverting from the classical level to the quantum level, the loss of information occurring at the classical level due to dissipation manifests itself in terms of "quantum" noise effects arising from the imaginary part of the action, to which the y contribution is indeed crucial. In the next sections we analyze in some details our approach to dissipation in connection with 't Hooft proposal.
The damped/amplified harmonic oscillator system
To establish a link with 't Hooft's quantization scenario it is important to dwell a bit on some formal aspects of the damped-amplified harmonic oscillator system (35)-(36). To do this let us note first that by defining x α = (x, y) the equations of motion (35)-(36) can be written in the compact form
This suggest that under appropriate boundary conditions the y-oscillator is the time-reversed image of the x-oscillator. Introducing the metric tensor g αβ = (σ 1 ) αβ the corresponding Lagrangian reads
with an obvious notation ab = g αβ a α b α and a ∧ b = ε αβ a α b β (ε αβ = −ε αβ ). It is convenient to reformulate the former in the rotated coordinate system, i.e.
In these coordinates the Lagrangian has the form
Here x α = (x 1 , x 2 ) and the metric tensor g αβ = (σ 3 ) αβ (note the change of sign in the wedge product). Introducing the canonical momenta p α = ∂L/∂ẋ α and p α ≡ (p 1 , p 2 ) we obtain
and thus the corresponding Hamiltonian reads
The key observation is that with the system (42) we can affiliate the su(1, 1) algebraic structure. Indeed, from the dynamical variables p α and x α one may construct the functions
Here Ω = 
The algebraic structure (44) corresponds to su(1, 1) algebra [22] . The quadratic Casimir for the algebra (44) is defined as [22] 
In terms of J 2 and the Casimir C the Hamiltonian (42) can be formulated as
with Γ = γ/2m. It might be shown [8] that when (42) is quantized then SU (1, 1) is the dynamical group of the system. A formal simplification occurs when the hyperbolic coordinates are introduced, i.e.
Then J 2 and C have a particularly simple structure [8] , namely
Let us finally note that the dynamical system described by the Lagrangian (39) is sometimes called Bateman's dual system [19] .
Deterministic dissipative systems and quantization
In a recent series of papers [3, 4] , G.'t Hooft has put forward the idea that Quantum Mechanics may result from a more fundamental deterministic theory, after that a process of information loss has taken place. He has found a class of Hamiltonian systems which remain deterministic, even when they are described by means of Hilbert space techniques. The truly quantum systems are obtained when constraints are imposed on the original Hilbert space: these constraints implement the information loss. More specifically, the Hamiltonian for such systems is of the form
where f i (q) are non-singular functions of the canonical coordinates q i . The crucial point is that equations for the q's (i.e.q i = {q i , H} = f i (q)) are decoupled from the conjugate momenta p i and this implies [3] that the system can be described deterministically even when expressed in terms of operators acting on the Hilbert space. The condition for the deterministic description is the existence of a complete set of observables commuting at all times, called beables [23] -a condition which is guaranteed for the systems of Eq.(49), for which such a set is given by the q i (t) [3] .
A problem with the above mentioned class of Hamiltonians is that they are not bounded from below. This might be cured by splitting H in Eq.(49) as [3] :
with ρ a certain time-independent, positive function of q i . As a result, H 1 and H 2 are positively (semi)definite and {H 1 , H 2 } = {ρ, H} = 0 . To get the lower bound for the Hamiltonian one thus imposes the constraint condition onto the Hilbert space:
which projects out the states responsible for the negative part of the spectrum.
In the deterministic language this means that one gets rid of the unstable trajectories [3] . In the line of 't Hooft's proposal, it has been shown [24] that a reparametrization-invariant time technique in a specific model also leads to a quantum dynamics emerging from a deterministic classical evolution. Deterministic models with discrete time evolution have been recently studied in Ref. [25] . We now show that the above discussed system of damped-antidamped oscillators does provide indeed an explicit realization of 't Hooft mechanism. Furthermore, we shall see that there is a connection between the zero point energy of the quantum harmonic oscillator and the geometric phase of the (deterministic) system of damped/antidamped oscillators.
The first thing we need to realize is that the Hamiltonian of our model belongs to the same class of the Hamiltonians considered by 't Hooft. Indeed Eq.(46) can be then rewritten as [12] :
with f 1 (q) = 2Ω, f 2 (q) = −2Γ , provided we use the canonical transformation:
with z = r 2 . One has {q i , p i } = 1, and the other Poisson brackets vanishing. Thus J 2 and C are beables. Yet also q 1 and q 2 are beables as it can be directly seen from the Hamiltonian (52). Now we set
Of course, only nonzero r 2 should be taken into account in order for C to be invertible. Note that C is a constant of motion (being the Casimir operator): this ensures that once it has been chosen to be positive, as we do from now on, it will remain such at all times.
We then implement the constraint
which defines the physical states. Although the system (52), i.e. (46), is deterministic, |ψ is not an eigenvector of u (u does not commute with p u ). Of course, if one does not use the operatorial formalism to describe our system, then p u = 0 implies u = − γ 2m t. Eq.(57) implies
where K ≡ mΩ 2 . H I thus reduces to the Hamiltonian for the linear harmonic oscillatorr + Ω 2 r = 0. The physical states are even with respect to time-reversal (|ψ(t) = |ψ(−t) ) and periodical with period τ = 2π Ω . Having denoted with |ψ the physical states, we now introduce the states |ψ(t) H and |ψ(t) H I satisfying the equations:
Eq.(60) describes the 2D "isotropic" (or "radial") harmonic oscillator. H I = 2ΩC has the spectrum H n I =hΩn, n = 0, ±1, ±2, .... According to our choice for C to be positive, only positive values of n will be considered.
The generic state |ψ(t) H can be written as
whereT denotes time-ordering. Note that hereh is introduced on purely dimensional grounds and its actual value cannot be fixed by the present analysis. We obtain [12] :
where the contour C 0τ is the one going from t ′ = 0 to t ′ = τ and back and A(t) ≡ Γ m h (ẋ 1 x 2 −ẋ 2 x 1 ). Note that (ẋ 1 x 2 −ẋ 2 x 1 )dt is the area element in the (x 1 , x 2 ) plane enclosed by the trajectories (see Fig.1 ). Notice also that the evolution (or dynamical) part of the phase does not enter in φ, as the integral in Eq.(62) picks up a purely geometric contribution [26] .
Because the physical states |ψ are periodic ones, let us focus our attention on those. Following [26] , one may generally write
i.e.
ψ(τ )|H|ψ(τ ) h τ − φ = 2πn, n = 0, 1, 2, . . ., which by using τ = 2π Ω and φ = απ, gives
where the index n has been introduced to exhibit the n dependence of the state and the corresponding energy. H n i,eff gives the effective nth energy level of the physical system, namely the energy given by H n i corrected by its interaction with the environment. We thus see that the dissipation term J 2 of the Hamiltonian is actually responsible for the "zero point energy" (n = 0): E 0 =h 2 Ωα.
As well known, the zero point energy is the "signature" of quantization since in Quantum Mechanics it is formally due to the non-zero commutator of the canonically conjugate q and p operators. Thus dissipation manifests itself as "quantization". In other words, E 0 , which appears as the "quantum contribution" to the spectrum of the conservative evolution of physical states, signals the underlying dissipative dynamics. If we want to match the Quantum Mechanics zero point energy, we have to fix α = 1, which gives [12] Ω = γ m . 
Thermodynamics
In order to better understand the dynamical role of J 2 we rewrite Eq.(61) as
by using u(t) = −Γ t. Accordingly, we have
We thus see that 2J 2 is responsible for shifts (translations) in the u variable, as is to be expected since 2J 2 = p u (cf. Eq. (48) 
where the first term on the r.h.s. denotes of course derivative with respect to the explicit time dependence of the state. The dissipation contribution to the energy is thus described by the "translations" in the u variable. It is then interesting to consider the derivative
From Eq.(52), by using S ≡
2J2
h and U ≡ 2ΩC, we obtain T =hΓ . Eq. (68) is the defining relation for temperature in thermodynamics (with k B = 1) so that one could formally regardhΓ (which dimensionally is an energy) as the temperature, provided the dimensionless quantity S is identified with the entropy. In such a case, the "full Hamiltonian" Eq.(52) plays the role of the free energy F : H = 2ΩC − (hΓ ) 2J2 h = U − T S = F . Thus 2Γ J 2 represents the heat contribution in H (or F ). Of course, consistently,
h . In conclusion 2J2 h behaves as the entropy, which is not surprising since it controls the dissipative (thus irreversible) part of the dynamics.
We can also take the derivative of F (keeping T fixed) with respect to Ω. We then have
which is the angular momentum: this is to be expected since it is the conjugate variable of the angular velocity Ω. It is also suggestive that the temperaturehΓ is actually given by the background zero point energy:hΓ =h Ω 2 . In the light of the above results, the condition (57) can be then interpreted as a condition for an adiabatic physical system.
h might be viewed as an analogue of the Kolmogorov-Sinai entropy for chaotic dynamical systems.
Conclusions
In this report we have reviewed some aspects of the quantization of the damped harmonic oscillator.
In the framework of the path integral formulation developed by Schwinger and by Feynman and Vernon, we have discussed the doubling of the phase-space degrees of freedom for dissipative systems and thermal field theories. We have shown how the doubled variables are related to quantum noise effects.
We have then discussed some algebraic features of the system of dampedantidamped harmonic oscillators which allows for a canonical treatment of quantum dissipation.
We also considered the relation of this model with the 't Hooft proposal, according to which the loss of information due to dissipation in a classical deterministic system manifests itself in the quantum features of the system. We have shown that the quantum spectrum of the harmonic oscillator can be obtained from the dissipative character of the underlying deterministic system. Finally, we have discussed the thermodynamical features of our system.
