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Umjetne neuronske mreže porodica su statističkih modela učenja inspirirana biološkim 
neuronskim mrežama. Predstavljaju sustav međusobno povezanih neurona koji šalju 
poruke jedni drugima. U zavisnosti od iskustva, veze između neurona podložne su 
promjenama, tj. mijenja im se numerička težina, što neuronske mreže čini adaptivnima i 
sposobnima za učenje. Što je težina veća, utjecaj jednoga neurona na drugi je veći. 
Neuronske mreže uspješno se primjenjuju na mnogim različitim područjima poput 
industrije, financija, zdravstva, obrazovanja itd.   
Ovim radom predstavljena je izrada modela inteligentnoga sustava korištenjem ANFIS-
a (adaptivni neuro-fuzzy inferentni sustav) za predviđanje pojave moždanoga udara u 
zavisnosti o promjeni vremenskih prilika, prvenstveno tlaka zraka. Zbog većega broja 
početnih atributa, podatci su podijeljeni i kreirana su dva podsustava. Koristeći dani skup 
podataka konstruiran je fuzzy inferentni sustav (FIS) i treniranjem se pronalazi najbolja 
neuronska mreža. U aplikaciji Simulink, u okviru programskoga paketa Matlab, dana je 
simulacija modela. 
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Kako bi se smanjio rizik od pojava bolesti i poboljšala kvaliteta života ljudi, a samim 
time i smanjili troškovi zdravstvenoga sustava, potrebno je osigurati što bolju medicinsku 
dijagnostiku. Danas neuronske mreže nalaze sve veću primjenu u svim područjima ljudske 
djelatnosti, pa tako i u dijagnostici u zdravstvenim ustanovama gdje mogu pomoći 
liječnicima u ranom otkrivanju poremećaja. Povezivanjem liječničkih odluka i računalnoga 
sustava temeljenoga na umjetnoj inteligenciji znatno se može smanjiti utjecaj liječničke 
pogreške i troškovi liječenja te poboljšati kvaliteta usluge. U svijetu postoje brojna 
istraživanja o načinima implementacije umjetne inteligencije u medicini, međutim, kod nas 
se podatci o evidenciji stanja pacijenata još uvijek ne koriste dovoljno za pomoć liječnicima 
u donošenju odluka. 
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2. FUZZY LOGIKA 
 
Fuzzy logika (engl. fuzzy logic) temelji se na teoriji neizrazitih skupova koja se može 
shvatiti kao generalizacija teorije klasičnih skupova, odnosno na teoriji koja se odnosi na 
klasu objekata s nejasnim granicama u kojima je članstvo pitanje stupnja. 
Ideju uvodi Lofti Zadeh, 1965. godine, kada predstavlja koncept neizrazitih skupova, tj. 
fuzzy sets, načelo nezdruživosti, složenosti i preciznosti.  
– Porastom složenosti nekoga sustava precizne tvrdnje gube značenje, dok značajne 
tvrdnje gube preciznost. 
– Objašnjava ljudsku sposobnost analize i razumijevanja nepreciznih koncepata koje u 
principu ne razumijemo.  
– Omogućava rukovanje s neodređenošću i višeznačnosti lingvističkih izraza kao što 
su blizu, daleko, mlad, star … 
Dakle, za razliku od tradicionalne teorije skupova, teorija neizrazitih skupova dopušta 
stupnjevanu pripadnost elementa skupu, a vrijednosti funkcije pripadnosti nalaze se unutar 
intervala [0, 1]. Vrijednost 0 označava da je objekt potpuno izvan skupa, vrijednost 1 da je 
potpuno unutar skupa, a bilo koja vrijednost između označava djelomičnu pripadnost. 
Druga se osobina fuzzy logike bazira na prirodnom jeziku, tj. na osnovama ljudskoga 
sporazumijevanja. Dakle, ulazne i izlazne varijable mogu imati različite lingvističke nazive. 
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2.1  Neizraziti skup i funkcija pripadnosti  
 
U tradicionalnoj teoriji skupova egzaktno je određena pripadnost objekta skupu: ili je 
objekt unutar skupa ili izvan njega. Ako želimo pripadnost objekata izraziti funkcijski, tada 
funkcija pripadnosti objekta x skupu A, 𝜇𝛢(𝑥), može imati samo dvije vrijednosti i 
definirana je s: 
𝜇𝛢(𝑥) =  {
 1, 𝑧𝑎 𝑥 ∈ 𝛢
 0, 𝑧𝑎 𝑥 ∉ 𝐴
    (1) 
 
Skupovi tradicionalne teorije nazivaju se još i izraziti, ali u nekim podjelama objekata u 
skupove sa strogim definicijama pripadnosti nije prikladna jer nije moguće odrediti 
zadovoljavajuću izrazitu granicu među objektima.  
Kao primjer se može uzeti matematički opis ljudske percepcije temperature okoline gdje 
se po iznosu vrlo bliske numeričke vrijednosti mogu naći u različitim skupovima. Tako 
osoba može klasificirati temperaturu zraka u skup vruće sve temperature više od 30 °C, dok 
će vrlo bliska vrijednost od 29,9 °C pripasti drugom skupu, primjerice toplo. Pokušajem 
modeliranja navedenoga problema, svrstavanjem temperature u dva skupa – toplo i vruće, 
nailazimo na problem. Povlačenjem crte na određenoj vrijednosti temperature i tvrdnjom da 
je sve ispod crte toplo, a iznad crte vruće, ne možemo izraziti nijanse između „toplog” i 




 1, 𝑧𝑎 𝑥 ≥ 30 ℃
 0, 𝑧𝑎 𝑥 < 30 ℃
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Tu do izražaja dolazi teorija neizrazitih skupova koja dopušta djelomičnu ili stupnjevanu 
pripadnost elemenata skupa, a funkcijske vrijednosti funkcije pripadnosti nalaze se unutar 
intervala [0, 1]. Tako funkciju pripadnosti za neizraziti skup definiramo kao: 
µ𝐴(𝑥) ∶ 𝑋 → [0,1]    (3) 
Može se reći da je stupanj članstva bilo kojega elementa neizrazitoga skupa izraziti 
stupanj kompatibilnosti elemenata s konceptom kojega predstavlja fuzzy set. To znači da 
fuzzy set A sadrži objekt x do stupnja a(x), tj. a(x) = stupanj(x ∈ A), a mapa a: X →
{stupanj pripadnosti} naziva se set funkcija ili funkcija pripadanja. Dakle, fuzzy set se 
može izraziti kao: 
A = {(x, a(x))},         x ∈ X    (4) 
Tako bi se neizraziti skup vruće iz navedenoga primjera mogao definirati kao: 
 
µ𝑣𝑟𝑢ć𝑒(𝑥) = {
1, 𝑧𝑎 𝑥 > 34 ℃
(𝑥 − 26)/8,      𝑧𝑎 26 ℃ ≤ 𝑥 ≤ 34 ℃
0, 𝑧𝑎 𝑥 <  26 ℃
  (5) 
Razvidno je da je ovakva definicija znatno bliže načinu na koji čovjek u govoru 
interpretira i doživljava osjet temperature okoline. Razlika između funkcija pripadnosti 
izrazitoga i neizrazitoga skupa vruće prikazana je na slici 1. 
 
           Slika 1. Razlika izrazitoga i neizrazitoga skupa [1] 
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Funkcije pripadnosti mogu imati različite oblike, a oblik funkcije ovisi o uvjetima i 
ponašanju sustava. Najpopularniji oblik funkcije je trokut koji se najčešće koristi kod 
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2.2  Operacije nad neizrazitim skupovima 
 
Osnovne operacije nad skupovima, unija, presjek i komplement, osnova su klasične 
teorije skupova, ali i neizrazitih skupova. Međutim, u neizrazitoj teoriji omogućen je 
znatno veći broj definicija osnovnih operacija nad neizrazitim skupovima zbog 
proširenja skupa funkcijskih vrijednosti funkcije pripadnosti na čitav interval ([0,1]). 
Općenita definicija operacija unije i presjeka nad neizrazitim skupovima izvedena je 
preko trokutnih normi (t-norma), a neka od tih svojstava su komutativnost, 
asocijativnost, monotonost i distributivnost. 
   
      Slika 3. Unija neizrazitih skupova, 𝐴 ∪ 𝐵 [3]
   
       Slika 4. Presjek neizrazitih skupova, 𝐴 ∩ 𝐵 [3] 
 
       Slika 5. Komplement neizrazitih skupova, ?̅? [3] 
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Fazifikacija je važan koncept u teoriji neizrazite logike. Ona predstavlja proces u kojem 
se numeričke vrijednosti (engl. crisp values) pretvaraju u adekvatan fuzzy oblik. Ovo nam 
omogućavaju funkcije pripadnosti koje mapiraju stupanj istinitosti neke tvrdnje, a sastoje se 
od:  
– određivanja ulaznih i izlaznih (jezičnih) varijabli 
– određivanja područja definicije navedenih varijabli 
– određivanja broja i oblika funkcija pripadnosti koje prekrivaju područje definicije 
pojedinih jezičnih varijabli. 
 
2.4 Fuzzy baza pravila i neizrazite relacije 
 
Teorija neizrazitih skupova omogućuje nam modeliranje uvjeta prirodnim jezikom uz 
pomoć lingvističkih varijabli. Lingvističke varijable predstavljaju ulaze i izlaze u određeni 
fuzzy sustav. Svaka lingvistička varijabla može poprimiti određenu lingvističku vrijednost, 
npr. „mlad”, „vrlo mlad”, „prilično mlad”, „star”, „vrlo star” i sl. Svaka lingvistička 
vrijednost može se promatrati kao jedan fuzzy skup, što je prikazano na slici 6. 
 
     
Slika 6. Pripadnost elemenata skupovima [4] 
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Ljudske odluke temelje se na određenim pravilima kojih nismo ni svjesni. Većina se 
naših odluka sastoji od ako-tada (engl. if-then) izjava, stoga je to osnovni mehanizam u 
fuzzy logici koji se naziva fuzzy ako-tada pravila. Ova pravila imaju oblik: 
   if <premisa> then <zaključak> 
Za povezivanje pretpostavki koriste se veznici I, ILI. Na primjeru pravila:  
   AKO x je A I y je B TADA z je C 
„x je A”  i „y je B” predstavljaju premisu ili uvjet, a „z je C” predstavlja zaključak ili 
posljedicu pravila. U svakodnevnom govoru koriste se slična pravila za opisivanje različitih 
pojava, npr.: 
– ako je cijena dionica niska i počinje rasti, onda kupuj 
– ako je brzina velika i nadolazeći zavoj je oštar, onda je kočenje naglo. 
Za opis odabranoga sustava ili procesa obično je potreban veći broj pravila, pa se takva 




Agregacija ili proces odlučivanja je proces transformiranja ulaznih neizrazitih skupova u 
izlazne neizrazite skupove. U ovaj proces uključeni su gore opisani dijelovi neizrazite 





Defazifikacija, proces suprotan od fazifikacije, najčešće pretvara rezultate agregacije u 
neki realan broj. Najčešće metode defazifikacije su: centroid, sredina maksimuma, bisector 
i najveći maksimum.  
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3. UMJETNE NEURONSKE MREŽE 
 
Umjetne neuronske mreže simuliraju mrežu neurona mozga, tj. replika su ljudskoga 
mozga kojom se nastoji simulirati postupak učenja. Dakle, umjetna neuronska mreža je 
pojednostavljeni model biološke neuronske mreže, a sastoji se od skupa međusobno 
povezanih procesnih elemenata ili neurona. Obradbena moć mreže pohranjena je u snazi 
veza između pojedinih neurona, tj. težinama do kojih se dolazi postupkom učenja iz skupa 
podataka za učenje. Podatci se u neuronskoj mreži obrađuju distribuiranim paralelnim 
radom njezinih čvorova. 
 
3.1 Umjetni neuroni  
 
Umjetni neuron oponaša osnovne funkcije biološkoga neurona. Ulazni signali su 
numeričke vrijednosti, označavamo ih s 𝑋1, 𝑋2, . . . 𝑋𝑛 i na ulazu u neuron množe se 
težinskim faktorom kojega označavamo s 𝑊1 , 𝑊2, . . . 𝑊𝑛, koji opisuje jakost sinapse. 
Pomnoženi signali zatim se zbrajaju, što je analogno zbrajanju potencijala u tijelu stanice. 
Ako je dobiveni iznos iznad definiranoga praga kojega određuje funkcija prijenosa ili 
aktivacije, neuron daje signal na izlaz y. 
    
Slika 7. Umjetni neuron [5] 
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3.2 Prijenosne funkcije 
 
Najčešći oblik prijenosne funkcije jest sigmoidalna funkcija. Sigmoidalna funkcija 
rezultira kontinuiranim vrijednostima u intervalu [0, 1], a definirana je kao: 
              f(net) =
1
1+𝑒−𝑎∙𝑛𝑒𝑡
    (6)                          
                                         
            Slika 8. Sigmoidalna funkcija [5]  
 
Prijenosna funkcija može biti definirana u dijelovima linearno: 
𝑓(𝑛𝑒𝑡) = {
0        𝑧𝑎 𝑛𝑒𝑡 ≤  𝑎
𝑛𝑒𝑡    𝑧𝑎 𝑎 <  𝑛𝑒𝑡 <  𝑏
1        𝑧𝑎 𝑛𝑒𝑡 ≥ 𝑏
   (7)  
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Funkcija praga ili skoka daje na izlazu Booleov izraz, a definirana je kao:  
f(net) = {
0, za net < 0
1, za net ≥ 0
   (8) 
                                            
Slika 10. Funkcija praga [5] 
 
 
3.3 Učenje neuronske mreže 
 
Kod konvencionalnih tehnika obrade podataka, postupak obrade potrebno je analitički 
razložiti na određeni broj algoritamskih koraka. Kod neuronskih mreža, takav algoritam ne 
postoji. Znanje o obradi podataka pohranjeno je implicitno u težinama veza među 
neuronima. Te težine se postupno prilagođavaju kroz postupak učenja neuronske mreže sve 
do trenutka kada je izlaz iz mreže, provjeren na skupu podataka za testiranje, 
zadovoljavajući. Postupak učenja kod neuronskih mreža podrazumijeva iterativni postupak 
predočavanja ulaznih primjera i eventualno očekivana izlaza.  
Budući da se neuronske mreže sastoje od neurona koji su smješteni u međusobno 
povezane slojeve, potrebno je prije samoga postupka učenja ili treniranja neuronske mreže 
definirati arhitekturu mreže, što podrazumijeva određivanje broja slojeva u mreži te broja 
neurona u slojevima. Ulazni sloj mreže prima podatke iz okoline, izlazni sloj daje rezultate, 
a međuslojevi, koji se nalaze između njih, tzv. skriveni slojevi, vrše obradu podataka. 
Prikupljeni podatci odnosno skup primjera za učenje najčešće se dijeli na tri skupa: skup 
za učenje, skup za testiranje i skup za provjeru. Skup za učenje služi za učenje neuronske 
mreže, tj. podešavanje težinskih faktora. Primjerima iz skupa za testiranje tijekom učenja 
vrši se provjera rada mreže kako bi se postupak učenja zaustavio u trenutku degradacije 
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performanse mreže. Dakle, stalnim praćenjem izlaza iz mreže, dobivenoga pomoću 
primjera iz skupa za testiranje, moguće je otkriti iteraciju u kojoj dobiveni izlaz najmanje 
odstupa od željenoga. Skupom za provjeru određuje se točnost i preciznost obrade 
podataka. Pojam iteracije kod postupka učenja umjetne neuronske mreže podrazumijeva 
korak u kojem se odvija namještanje težinskih faktora. Kod postupka učenja mreže vrši se 
nekoliko tisuća iteracija, dok nam epoha predstavlja cjelokupan skup za učenje.  
Tako neuronske mreže možemo podijeliti prema vremenu učenja na: 
– pojedinačno učenje – kod svakoga primjera za učenje vrši se prilagodba težinskih 
faktora 
– grupno učenje – u jednoj iteraciji predočavamo sve primjere za učenje, pa se iteracije 
podudaraju s epohom.  
Ovisno o tome je li nam u postupku učenja znan izlaz iz mreže ili nam je točan izlaz 
nepoznat, razlikujemo dva načina učenja: 
– Učenje s učiteljem (engl. supervised learning) – svaki izlaz iz mreže kod učenja 
koristi se za svaki ulazni primjer, tj. učenje mreže provodi se primjerima u obliku 
parnjaka ulaz-izlaz. 
– Učenje bez učitelja (engl. unsupervised learning) – u ovom primjeru ulazi u mrežu 
su bez poznavanja izlaza.  
 
3.4 Tipovi neuronskih mreža 
 
Međusobna povezanost i organizacija neurona u mreži određuje njezinu arhitekturu, pa 
tako u općem smislu neuronske mreže možemo podijeliti na mreže s povratnom vezom, 
analitičke mreže i njihove hibride. 
 
3.4.1 Mreže s povratnom vezom 
 
Mreže s povratnom vezom (engl. recurrent net) u svojoj osnovi sadrže barem jednu 
povratnu vezu, odnosno barem jedan čvor je takav da ako pratimo njegov izlaz kroz sve 
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moguće putove, nakon konačnoga broja koraka čvor ćemo obići. Kod ovoga tipa mreže 
razlikujemo mreže koje prenose informacije od sloja ulaza prema sloju izlaza u jednom 
koraku. Svaka grupa redom ažurira svoje ulaze i nakon toga ažurira svoje izlaze i mreže 
koje istovremeno ažuriraju svoje ulaze i nakon toga svoje izlaze. Primjer mreže s 
povratnom vezom je Boltzmannov stroj i Hopfieldova mreža. 
 
3.4.2 Analitička mreža 
 
U analitičkoj mreži (engl. feedforward net) protok informacija je jednosmjeran. Od 
ulaznih neurona podatci prolaze kroz skrivene neurone sve do izlaza, tj. propagacija signala 
je jednosmjerna. Ne postoje ciklusi u mreži kao kod mreža s povratnom vezom i ulazni 
neuroni nemaju ulaznih signala, tj. nemaju funkcionalnost neurona.  
 
3.5 Primjena neuronskih mreža  
 
Područje primjene umjetnih neuronskih mreža uključuje sustave identifikacije i 
upravljanja (upravljanje procesima, upravljanje vozilima), igre i donošenje odluka (šah, 
poker), prepoznavanje uzoraka (prepoznavanje lica, radarski sustavi), medicinske 
dijagnoze, prepoznavanje govora, financijske aplikacije (procjene rizika, burze), otkrivanje 




ANFIS (engl. Adaptive Neuro-Fuzzy Interference System) arhitektura je prilagodljiva 
mreža koja koristi nadgledano učenje i funkciju sličnu modelu Takagi-Sugeno fuzzy sustavu 
zaključivanja. Sastavni je dio Mathlab programskog paketa. Učinkovito dizajniran ANFIS 
je sposoban rješavati bilo koje nelinearne i kompleksne probleme s visokom preciznošću. 
Za primjer, pretpostavimo da postoje dva ulaza x i y i jedan izlaz f. Dva su pravila korištena 
u metodi If-Then za model Takagi-Sugeno:  
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Pravilo 1 =  If x je 𝐴1 𝑎𝑛𝑑 𝑦 𝑗𝑒 𝐵1      𝑇ℎ𝑒𝑛 𝑓1 =  𝑝1𝑥 + 𝑞1𝑥 + 𝑟1 
Pravilo 2 =  If x je 𝐴2 𝑎𝑛𝑑 𝑦 𝑗𝑒 𝐵2      𝑇ℎ𝑒𝑛 𝑓2 =  𝑝2𝑥 + 𝑞2𝑥 + 𝑟2 
𝐴1,  𝐴2 i 𝐵1, 𝐵2 su funkcije članstava svakoga ulaza x i y (dio premise), dok su 
𝑝1, 𝑞1, 𝑟1 i 𝑝2, 𝑞2, 𝑟2 linearni parametri u dijelu Then (posljedični dio) Takagi-Sugeno fuzzy 
modela zaključivanja. Prema slici 11, ANFIS arhitektura ima pet slojeva. Prvi i četvrti sloj 
sadrže adaptivne čvorove, dok su ostali slojevi fiksni. 
 
                   
Slika 11. ANFIS arhitektura [6] 
 
Prvi sloj ANFIS arhitekture prilagođava se parametru funkcije. Izlaz iz svakoga čvora je 
stupanj pripadnosti članstva dan unosom funkcije članstva. Neke od funkcija članstva su 
trokut, trapez i Gaussova krivulja. 
Drugi sloj je fiksan i nepromjenjiv, označava se s Π. Izlaz iz čvora je rezultat množenja 
signala koji dolaze u čvor i isporučuju se u sljedeći čvor. Svaki čvor u ovom sloju 
predstavlja stupanj paljenja za svako pravilo. 
Treći sloj je također fiksan i neadaptivan i označava se s N. Izlaz iz svakoga čvora je 
izračun omjera između i-tog pravila jačine paljena i zbroja svih jačina paljenja. Rezultat je 
poznat kao normalizirana snaga paljenja. 
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Četvrti sloj je adaptivan, gdje je ?̅?𝑖 normalizirana snaga paljenja iz prijašnjega trećeg 
sloja, a 𝑝𝑖𝑥 + 𝑞𝑖𝑥 + 𝑟𝑖 su parametri čvora.  
Peti se sloj sastoji od samo jednoga neadaptivnog čvora i izračunava ukupan izlaz kao 
zbroj svih dolaznih signala iz prethodnih čvorova, označen je s Σ. 
 
4. MODELIRANJE INTELIGENTNOGA SUSTAVA 
 
4.1 Izvori podataka 
 
Za potrebe ovoga rada korišteni su podatci o osobama preminulim od 
cerebrovaskularnih bolesti (MKB-10 160-169) dobiveni iz baze podataka o uzroku smrti 
Zavoda za javno zdravstvo Međimurske županije temeljem Statističkih izvještaja o smrti 
DEM-2 (obrazac za 2015. i 2016. godinu). Za modeliranje sustava iz ove skupine odabrani 
su podatci iz 2016. godine koji sadrže 146 zapisa. Iz ovoga seta podataka izdvojeni su samo 
podatci o godini starosti jer podatci o dijagnozi i stanju pacijenta prije smrti nisu dostupni. 
S dijagnozama pacijenata prije smrti mogao bi se modelirati puno precizniji sustav za 
predviđanje. Podatak o datumu nastanka smrti samo je referenca za usklađivanje s 
meteorološkim podatcima. 
Drugi set podataka čine meteorološki podatci o mjerenjima tlaka i temperature zraka za 
2016. godinu. Sadrže tri mjerenja dnevno (7, 14 i 21 sati) za područje sjeverozapadne 
Hrvatske mjerne postaje Varaždin (slika 12). Iz ukupnoga seta podataka izdvojena su 292 
zapisa povezana s danom nastanka smrti pacijenta i vremenskim uvjetima dan prije 
nastanka slučaja.  
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                                  Slika 12. Isječak iz tablice prikupljenih podataka i odabranih atributa 
                                                                            Izvor: Autor 
 
4.2  Pretprocesiranje 
 
Na odabranim podatcima odstupanja vrijednosti odnosno mjerne skale za kriterije 
odabranih podataka nisu usporedive, stoga se pristupa normalizaciji podatka. Izvršenom 
normalizacijom ulaznih atributa min-max metodom vrijednosti atributa prevode se u [0, 1] 
opseg vrijednosti (slika 13). Normalizacija je provedena po formuli: 
                                                                                                                                                                                                                                                                           
                                                           𝑥′ =
x − 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
    (9) 
 
 gdje je : 
  x' – normalizirana vrijednost 
  x – originalna vrijednost 
  min – minimalna vrijednost od x 
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Osnovu obrade u modeliranju predstavljaju normalizirani ulazni atributi: 
 starost – u godinama 
 tl. – tlak zraka u hPa 
 temp. – temperatura u °C 
 class – klasa (0 ili 1) 
 
      
                                          Slika 13. Isječak iz tablice normaliziranih podataka  
                                                                            Izvor: Autor 
 
     4.3 Modeliranje ANFIS-a 
 
Nakon faze pretprocesiranja, pristupa se modeliranju s ANFIS-om. Korištenjem ANFIS 
editora (Neuro-Fuzzy Designer) mogu se kreirati, trenirati i testirati fuzzy sustavi Sugeno 
tipa. Od ukupno 292 uzorka za treniranje i provjeru, podatci su podijeljeni na 202 za 
treniranje, 60 za provjeru i 30 za testiranje. S obzirom na to da imamo sedam ulaznih 
varijabli, podatci su podijeljeni na dva dijela, jedan dio s četiri ulazne varijable i drugi s tri, 
pa su tako i kreirana dva FIS-a. Ovaj je dio segmentacije nužan zbog toga što korištenjem 
svih sedam ulaznih varijabli kod kreiranja FIS-a nastaje mreža s 2187 pravila u bazi 
pravila, što rezultira velikom kompleksnošću same mreže, a to se onda reflektira na veliku 
hardversku i vremensku zahtjevnost kod treniranja. Podjela varijabli i način određivanja 
izlazne vrijednosti putem glasovanja (voting-a) prikazan je na slici 14.   
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                                         Slika 14. Parcijalno modeliranje podataka.  
                                                             Izvor: Autor 
 
Pokretanje ANFIS editora vrši se u komandnom prozoru Matlab-a upisivanjem naredbe 
neuroFuzzyDesigner ili klikom na ikonu Neuro-Fuzzy Designer u Matlab aplikacijama. 
Sam editor dijeli se na nekoliko cjelina koje će poslužiti kod modeliranja adaptivnog neuro 
fuzzy sustava, u ovom slučaju A1FIS i A2FIS. Potrebni koraci prije treniranja su: 
1) Učitavanje podataka 
Podatci koji se učitavaju za treniranje moraju sadržavati ulazno/izlazne podatke 
sustava koji se modelira i moraju biti poput niza zapisa uređenih kao vektor stupca s 
izlaznim podatcima u zadnjem stupcu. Postupak učitavanja podataka vrši se u izbornom 
okviru Load Data gdje se odabire vrsta podatka (slika 15). Osim podataka za treniranje 
mogu se učitati i podatci za testiranje i provjeru. Grafička reprezentacija učitanih 
podataka predstavljena je različitim oznakama. Krugovi predstavljaju podatke za 
treniranje, dijamanti podatke za testiranje, a plus podatke za provjeru. 
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2) Generiranje početne FIS strukture 
Početna struktura FIS-a može se generirati nakon učitavanja podataka odabirom jedne 
od tehnika: Grid partition ili Sub. clustering. Za potrebe ovoga rada koristit će se Grid 
partition koji generira FIS Sugeno tipa, korištenjem mrežne podjele podataka i jednim 
izlazom. Dodatne su opcije odabir tipa ulazno/izlaznih funkcija pripadnosti. Grafički 
prikaz generirane strukture FIS-a prikazat će se odabirom gumba Structure. 
 
3) Treniranje FIS-a 
Kod treniranja FIS-a odabire se jedna od optimizacijskih metoda u izborniku Optim. 
Method – hybrid ili backpropagation. Hybrid metoda je kombinacija backpropagation 
metode i metode najmanjega kvadrata. U polje Epochs upisuje se broj epoha za 
treniranje, a u polje Error Tolerance tolerancija greške. Dosezanjem maksimalnoga 
broja epoha ili dosezanjem upisane tolerancije na grešku automatski se zaustavlja proces 
treniranja. 
 
4) Testiranje i provjera FIS-a 
Model se nakon treniranja provjerava korištenjem podataka za testiranje i provjeru 
koji su različiti od podataka za treniranje. 
 
4.3.1 Modeliranje – A1FIS 
 
Prve četiri vrijednosti (starost, tl_7, tl_14, tl_21) atributa normaliziranih podataka 
upotrijebljene su za modeliranje prvoga A1FIS-a. Pokrenuti editor s učitanim podatcima 
prikazan je na slici 15. U ANFIS info okviru vidimo da generirani model ima četiri ulaza, 
jedan izlaz, tri funkcije pripadnosti po izlazu i učitana su 202 podatka za treniranje. 
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                                                                           Slika 15. ANFIS editor  
                                                                     Izvor: Autor 
 
Kod generiranoga FIS-a odabirom različitih opcija i treniranjem mreže tražila se 
struktura s najmanje grešaka. Odabrane opcije i rezultati prikazani su u tablici 1, nakon 
čega je odabrana struktura s najmanje grešaka za daljnju obradu u tablici 1 označena 
plavom bojom. Za tipove ulazne funkcije pripadanja odabrane su funkcije: gbellmf – 
funkcija pripadanja generalizirano zvono, gaussmf – Gaussova krivulja i gauss2mf – 
Gaussova krivulja ovisna o dva parametra.  
      
Metoda 
optimizacije 
Tip ulazne funkcije 
pripadanja 
Tip izlazne funkcije 
pripadanja 
    Broj epoha          Greška 
hybrid gbellmf linear 80      0,12003 
hybrid gauss2mf linear 40      0,200166 
hybrid gaussmf linear 50      0,16658 
backpropagation gbellmf linear 100      0.493191 
Tablica 1. Treniranje FIS strukture za prva četiri atributa 
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Za odabranu FIS strukturu generirano je 81 pravilo. Rezultati za odabranu strukturu 
prezentirani su u nastavku.  
 
           
                                 Slika 16. Grafički prikaz greške kod treniranja odabrane FIS strukture  
                                                                       Izvor: Autor 
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                                           Slika 17. Baza znanja odabranoga modela 
                                                                   Izvor: Autor 
 
                  
                                                   Slika 18. Editor za FIS strukturu  
                                                               Izvor: Autor 
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                               Slika 19. Izgled editora funkcija pripadnosti za svaku varijablu  
                                                                  Izvor: Autor 
 
                    
                          Slika 20. Prikaz nelinearnih karakteristika varijabli kao površina  
                                                                    Izvor: Autor 
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                                                    Slika 21. Prikaz provjere treniranoga FIS-a  
                                                                  Izvor: Autor 
 
Iz dijagrama na slici 21 razvidno je da ne postoje velika odstupanja između FIS izlaza i 
izlaza podataka za provjeru. Podatci za provjeru označeni su znakom ' + ', a FIS izlaz 
znakom ' * '. Malim odstupanjem podataka za provjeru iz izlaza FIS-a ovaj model 
zadovoljava potrebe i pohranjen je u radni direktorij za daljnju obradu. 
  
4.3.2 Modeliranje – A2FIS 
 
Za modeliranje drugoga FIS-a upotrijebljene su normalizirane vrijednosti drugih triju 
atributa (temp_7, temp_14 i temp_21). Postupak je identičan kao i u prvom slučaju, 
odabrano je nekoliko različitih opcija i treniranjem se tražila mreža s najmanjom greškom 
(tablica 2). Odabrana mreža (označena plavom bojom, tablica 2) ima nešto veću grešku od 
prve A1FIS mreže, što je posljedica dosta ujednačenih vrijednosti ulaznih podatka. Kod 
ovoga modela, osim već prije navedenih funkcija pripadanja, korištena je i dsigmf funkcija 
(funkcija pripadanja kao rezultat razlike između dvije sigmoidalne funkcije). 
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Korištenjem Grid partition opcije za generiranje FIS-a kod odabrane strukture nastalo je 
27 pravila (slika 24). Rezultati ove strukture prezentirani su u nastavku. 
 
     
                              Slika 22. Grafički prikaz greške kod treniranja odabrane FIS strukture.  






Tip ulazne funkcije 
pripadanja 
Tip izlazne funkcije 
pripadanja 
    Broj epoha          Greška 
hybrid gbellmf linear 60 0,36743 
hybrid gauss2mf linear 25 0,38209 
hybrid dsigmf linear 40 0,37439 
backpropagation gbellmf linear 100 0.48969 
Tablica 2. Treniranje FIS strukture za druga tri atributa 
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                                        Slika 23. Struktura ANFIS mreže odabranoga modela  
                                                                     Izvor: Autor 
         
                                          Slika 24. Editor pravila za odabrani model 
                                                                 Izvor: Autor 
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                                               Slika 25. Prikaz funkcija pripadanja za svaku varijablu 
                                                                    Izvor: Autor 
 
           
                           Slika 26. Grafički prikaz izlazne površine FIS-a za odabrane varijable.  
                                                                     Izvor: Autor 
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                                   Slika 27. Testiranje treniranoga FIS-a podatcima za provjeru  
                                                                    Izvor: Autor 
 
Iako odabrani model ima veliku grešku provjere kod treniranja (slika 22), kod 
provedenoga testiranja s podatcima za provjeru (slika 27) vidljivo je da nema velikoga 
odstupanja između FIS izlaza i izlaza podataka za provjeru. Prema tome, odabrani model 
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Simulacija funkcionalnosti inteligentnoga sustava izrađena je u Simulinku koji se nalazi 
u okviru programskoga paketa Matlab. Sustav se u ovoj simulaciji sastoji od ulaznih 
varijabli, ANFIS mreže, funkcije, vektora i voter-modela. Za ANFIS module odabrana su 
dva istrenirana FIS-a (A1FIS i A2FIS) opisana u prethodnom poglavlju. Izlazna vrijednost 
iz svake od ovih dviju mreža vodi se kroz aproksimacijsku funkciju i na kraju u voter-
model gdje se određuje faktor rizika. Postojanje rizika od nastanka smrti od 
cerebrovaskularnih bolesti označeno je brojem 1, a nepostojanje rizika označeno je brojem 
0.  
Skup od 30 uzoraka za testiranje preuzet je za validaciju sustava, 15 uzoraka klase 1 i 15 
uzoraka klase 0. Na osnovi dobivenih podataka utvrđeno je da sustav identificira stanja s 
97,8 postotnom ispravnošću i time odgovara zahtjevima ovoga rada.  
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Najčešći su čimbenici rizika pojave moždanoga udara, osim starosti, čimbenici rizika na 
koje osoba može utjecati. To su pušenje, tjelesna neaktivnost, prekomjerno pijenje alkohola 
i neke bolesti poput povišenoga krvnog tlaka, šećerne bolesti i srčane bolesti. Međutim, 
snižava se dob bolesnika koji zadobiju moždani udar unutar najproduktivnije životne dobi. 
Umjetna inteligencija, tj. neuronske mreže u užem smislu, mogu pridonijeti kvalitetnijoj 
analizi podataka. S obzirom na to da ne postoji standardiziran pristup kojim bi se problem 
mogao riješiti pomoću neuronskih mreža, prilikom ispitivanja svakoga problema potrebno 
je isprobati veći broj neuronskih mreža u svrhu dobivanja najkvalitetnije mreže, tj. mreže s 
najvećom pouzdanošću. Prednost neuronskih mreža je sposobnost generalizacije, odnosno 
mogućnost dobivanja zadovoljavajućih rezultata čak i kada neke ulazne vrijednosti nisu 
poznate ili potpune. 
Cilj je ovoga rada bio na osnovi prikupljenih podataka o osobama i vremenskim prilikama 
razviti model inteligentnoga sustava za predviđanje rizika nastanka moždanoga udara u 
određenim uvjetima. Za modeliranje sustava odabrana je ANFIS struktura gdje su zbog 
bolje procjene i razbijanja kompleksnosti kreirane dvije strukture: jedna s četiri, a druga s 
tri atributa.  
Kako je riječ o relativno malom skupu podataka i malom broju atributa vezanih za 
pacijenta, rezultati simulacije zadovoljili su okvire ovoga rada. Za kvalitetniju i potpuniju 
procjenu rizika od nastanka moždanoga udara potrebno je imati veći broj uzoraka i veći 
broj atributa.  
Prema prikupljenim podatcima za 2016. godinu, 30 % veća vjerojatnost od nastanka slučaja 
smrti pacijenta bila je u ranim jutarnjim i prijepodnevnim satima te se u velikoj većini 
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