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sinapoyl malate cf. Figure 2.16. . . . . . . . . . . . . . . . . . . . . . . 73
2.16 (right): Schematic diagram of the layers found in a typical plant leaf.
(i) The upper epidermis consists of cells with UV-absorbing metabolites,
synthesised via the phenylpropanoid pathway, providing photoprotection
to lower lying layers. (ii) The mesophyll palisade layer contains a high
proportion of chlorophyll, responsible for the majority of light harvesting
from the Sun for photosynthesis. (iii) The mesophyll spongy is a dis-
persed layer of cells allowing room for the exchange of gases required for
photosynthesis. (iv) The lower epidermis contains cell-regulated open-
ings (stoma) in the leaves by guard cells, allowing photosynthetic gases
to be imported (CO2) or exported (O2). (left): Synthesis of sinapoyl
malate from sinapic acid. Sinapic acid is converted to sinapoyl glucose
via the enzyme sinapoyl glucosetransferase (SGT) metabolising uridine
diphosphate glucose (UDP; a sugar-based nucleotide). Sinapoyl glucose
is converted to sinapoyl malate via sinapoyl malatetransferase (SMT)
utilising a malate substrate. This is then deposited in the vacuoles of
cells in the upper epidermis.183,186,† . . . . . . . . . . . . . . . . . . . . 74
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2.17 (A) Oxybenzone, a common organic filter used in commercial sunscreens
exhibits a strong pi∗ ← pi transition when excited by UV radiation, re-
sponsible for its broadband absorption profile across the UV region.16,17,266
In general, organic filters absorb UVR and dissipate it before it can reach
sensitive skin cells. (B) An extensively used inorganic particulate filter
in commercial sunscreens, titanium dioxide (TiO2). Unlike organic fil-
ters, inorganic particulate filters also provide photoprotection through
scattering and reflecting UVR away from the skin, as well as absorbing
incident UVR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.18 The typical formulation of commercial sunscreen products is the combi-
nation of many individual components to make an effective and consumer
friendly product.269 The European symbol of UV-A protection is shown.270 81
2.19 Common sunscreen organic filters. (A) Benzophenones: (i) avoben-
zone, (ii) oxybenzone and (iii) sulisobenzone. (B) Cinnamates: (i) octyl
methoxycinnamate, (ii) sinapoyl malate and (iii) ferulic acid (R=CH3)
and caffeic acid (R=H). (C) Salicylates: (i) methyl salicylate, (ii) octyl
salicylate, (iii) homomethyl salicylate. (D) Others: (i) 5,6-dihydroxyindole
(R=H), 5,6-dihydroxyindole-2-carboxylic acid (R=CO2H) and (ii) oc-
tocrylene. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
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3.1 Schematic representation of a typical transient absorption spectroscopy
experimental set-up.267,361,362 (A) A mode-locked Ti:sapphire laser out-
puts 800 nm pulses with a repetition rate of ∼80 MHz. These are ener-
getically weak (∼1-3 nJ per pulse) so they are used to seed a Ti:sapphire
CPA. The CPA amplifies and compresses one in 80,000 seed pulses and
outputs 800 nm, ∼1-3 mJ per pulse at a repetition rate of 1 kHz, with
a pulse duration of ∼45 fs. (B) The 800 nm output is split into two
beams. (i) The majority of the output from the CPA seeds either op-
tical parametric amplification (OPA), sum frequency generation (SFG)
or difference frequency generation (DFG), discussed in Appendix 8.4.3,
which is used for the pump pulses. (ii) A small portion of the output of
the CPA is focussed inside a CaF2 crystal for WLG
363 to be used as the
probe-pulse for transient electronic absorption spectroscopy. For tran-
sient vibrational absorption spectroscopy, broadband infrared pulses can
be generated via a suitable nonlinear medium which are used as the probe
pulses.363 A delay stage is used to change the pathlength of the probe rel-
ative to the pump to introduce a specific time delay, ∆t, between them.
Both pump and probe are overlapped inside a flow-through cell where
the sample is recirculated. A polariser is often used in the probe path
to rotate the polarisation of the probe relative to the pump for magic
angle (∼54.7◦) spectroscopy. (C) The transmission of the probe-pulse is
recorded for both a pumped (I∗(λ, ∆t)) and unpumped sample (I0(λ)),
for a range of pump-probe time delays. From these measurements the
change in optical density, ∆OD, is calculated for each wavelength at ev-
ery time delay, the result is the commonly reported transient absorption
spectra. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.2 (A) A typical WLC generated from high-order nonlinear optical processes
in a 2 mm CaF2 crystal (335–675 nm shown only). (B) A ‘blown-up’
schematic of the commercially available379 Demountable Liquid Cell used
in this thesis. The spacers define the absorption pathlength, the rest of
the components ensure a fluid-tight fitting. . . . . . . . . . . . . . . . . 92
xvii
3.3 (top): A physical interpretation of the common transient absorption sig-
nals measured. (A) A GSB manifests as negative signal; after the pump
excites a portion of the ground state, less of the probe is absorbed rel-
ative to the ground state thus Equation 3.2 is < 0. (B) SE similarly
manifests as a negative signal; SE can only happen with an excited state
population, thus the measured intensity will always be greater than with
a ground state population. (C) Both ESA and photoproduct absorp-
tion will always manifest as a positive signal; these populations are only
present after a pump event (photoexcitation), thus the measured inten-
sity probe will always be smaller (since it is absorbed) than a ground
state population. (bottom): Schematic of the typical components which
contribute to the measured TAS, for a particular ∆t. . . . . . . . . . . 93
3.4 (A) The raw TAS (shown as an exhaustive set of transients) displays
significant chirp, as depicted by the angle between the bold and dashed
lines. (B) Choosing a threshold (here 1 m∆OD is used) and recording
the time delay each wavelength reaches it, a simple nonlinear regression
(red line) is used to generate the translation coefficients (t0(λ)). (C)
After applying the chirp correction, the angle between the two lines is
reduced to essentially zero, and the TAS is considered ‘chirp-corrected’. 96
3.5 An example of a cross correlation study as a function of wavelength;
shown is methanol photoexcited at 325 nm. The IRF is dependent on
wavelength, although it typically remains around 80–120 fs. . . . . . . . 97
3.6 The key features of in vacuo transient absorption. A pulsed valve pro-
duces a molecular beam which is collimated by the skimmer. The beam
enters the ion optics (charged plates) into the interaction zone where
pump-probe overlap is achieved. The pump excites the molecular beam,
and some time later (∆t), the probe ionises and/or fragments the ex-
cited state species. The charged particles are accelerated (proportional
to their mass to charge ratio; m/z) by the optics, entering the time-of-
flight (TOF) spectrometer. The ions are detected by a spatial-temporal
plate which is recorded by a charged-coupled-device camera, together
forming the detection unit. . . . . . . . . . . . . . . . . . . . . . . . . . 100
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4.1 (left): The UV-visible absorption spectrum of OB in cyclohexane (black)
and methanol (red). There are three clear absorption peaks, one in each
of the UV regions: 325 nm (UV-A), 287 nm (UV-B) and 243 nm (UV-
C). These wavelengths are selected as the pump wavelengths for TEAS
and TVAS experiments. (right): The molecular arrangement of OB in
its two isomers,16,17 the enol - and keto-isomer, calculated at the DFT
level of theory using the B3LYP functional,399,400 and a 6-31G* basis
set,22 the enol -isomer is much more energetically favourable and thus
OB preferentially resides in the enol -isomer. A schematic of OB is shown
in Figure 2.19(B). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.2 (A) TEA spectra of OB in cyclohexane following an initial photoexci-
tation at ∼325 nm, in the form of a colourmap indicating the change
in optical density. There are four main features observed in the TEA
spectra which have been labelled. (i) A negative feature below ∼350 nm
which remains out to the maximum available pump-probe delay time
of ∆t = 2 ns. (ii) A localised, intense absorption feature centred on
∼366 nm which decays away by ∆t ∼20 ps. (iii) A flat broad absorption
feature which spans the probe window from ∼425–650 nm which decays
away by ∆t = 2 ps. (iv) A small negative feature beyond ∼650 nm. All of
these features are described in the main text. (B) The residuals between
the global fitted TEA spectra and the experimental spectra. (C) SPA
of the uncertainties on the two lifetimes. (D) Representative example
of the global fitting results, the ∼366 nm probe absorption transient is
shown up to ∆t = 3 ps. Two exponential decay functions with lifetimes,
τ1 (blue line) and τ2 (green line) summed together (red line) describe the
experimental data (black circles). (E) The DAS for the extracted lifetimes.107
4.3 (A) TEA spectrum of OB in methanol following an initial photoexci-
tation at 325 nm. The same four spectral features are seen as with
cyclohexane cf. Figure 4.2. (B) The residuals between the global fitted
TEA spectrum and the experimental spectrum. (C) SPA of the uncer-
tainties on the two lifetimes. (D) Representative example of the global
fitting results, the ∼366 nm probe absorption transient is shown up to
∆t = 3 ps. (E) The DAS for the extracted lifetimes. . . . . . . . . . . . 109
xix
4.4 TVA spectra for a range of pump-probe time delays up to ∆t = 1.3
ns. (A) For OB-cyclohexane, the TVA spectra is dominated by three
features. (i) An intense GSB feature centred around 1620 cm−1 (∼6.2
µm), which decays and shifts to shorter wavelengths with increasing ∆t,
but does not fully recover by ∆t = 1.3 ns. (ii) A positive absorption
centred around 1580 cm−1 (∼6.3 µm). (iii) Another positive absorption
feature is observed centred around 1640 cm−1 (∼6.1 µm). (B) Similar
features are observed in the TVA spectrum of OB-methanol-d4. . . . . 110
4.5 The kinetic trace of the integrated peak centred at ∼1620 cm−1 for in-
creasing pump-probe time delay (black circles) of (A), OB-cyclohexane
and (B) OB-methanol-d4. The kinetic traces are well described by a sin-
gle exponential decay (blue line) with lifetime τ = 8.0 ± 0.2 ps and τ =
5.2 ± 0.2 ps for OB-cyclohexane and OB-methanol respectively. . . . . 111
4.6 (A-H) Calculated difference spectra for candidate photoproducts, as la-
belled. (I) The experimental OB-cyclohexane TVAS spectrum at time
delays ∆t = 50 ps and ∆t = 200 ps. On comparison of the difference
spectra and the experimental spectrum, the trans keto-OB isomers ap-
pearing the most likely candidates, with the trans keto-OB-1 isomer,
shown, fitting particular well. . . . . . . . . . . . . . . . . . . . . . . . 112
4.7 (A-H) Calculated difference spectra for candidate triplet state photo-
products, as labelled. (I) The experimental OB-cyclohexane TVAS spec-
trum at time delays ∆t = 50 ps and ∆t = 200 ps. On comparison with
the difference spectra and the experimental spectrum, triplet state pho-
toproducts are unlikely to contribute to the incomplete recovery of the
GSB significantly. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.8 Overall proposed relaxation mechanism of UV photoexcited OB. (i) Ini-
tial UV photoexcitation populates the S2(1
1pipi∗) state. (ii) ESHT to the
keto-tautomer and IC couple OB to the S1(1
1npi∗) state. (iii) Rotation
about the aliphatic C−C bond (iv) couples the S1 back to the ground
S0 state (v) where VET to the surrounding solvent and GSHT reforms
the original enol -tautomer, or (vi) extended rotation can lead to a trans
keto-tautomer photoproduct, with an estimated yield of ∼10% based on
TVAS measurements, which might then reform the original ground state. 115
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4.9 (top): (A) Raw TAS following 287 nm photoexcitation of OB-cyclohexane.
(B) Residual of the global fitting and the raw data. (C) SPA of the ex-
tracted lifetimes. (D) Early time 366 nm transient. (E) Corresponding
DAS. (bottom): (A)-(E) Similarly for 287 nm photoexcitation of OB-
methanol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.10 (top): (A) Raw TAS following 243 nm photoexcitation of OB-cyclohexane.
(B) Residual of the global fitting and the raw data. (C) SPA of the ex-
tracted lifetimes. (D) Early time 366 nm transient. (E) Corresponding
DAS. (bottom): (A)–(E) Similarly for 243 nm photoexcitation of OB-
methanol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.11 (left): 366 nm transients displaying early time dynamics of OB-cyclohexane
(black line) and OB-methanol (red line) after 325 nm (top) 287 nm (mid-
dle) and 243 nm (bottom) excitation. Increasing photoexcitation energy
appears to shift the 366 nm peak to longer time delays. (right): The
corresponding plots show the late-time dynamics, where a positive sig-
nal remains up to the maximum available time delay, most clearly seen
for 287 nm and 243 nm photoexcitation, n.b. the S/N is ∼2% making
such a conclusion for 325 nm photoexcitation difficult. . . . . . . . . . . 122
4.12 (left): Transmission Electron Micrograph (TEM) and (right): High-
Resolution TEM (HRTEM) images of TiO2 nanoparticles (Titania, P25).
Images taken from Evonik inductries.425 . . . . . . . . . . . . . . . . . 124
4.13 The two crystalline structure of TiO2 applicable for use in sunscreen
products. (left): Anatase (lattice parameters: A = 3.785 A˚, B = 3.785 A˚,
C = 9.514 A˚, α = β = γ = 90◦).433,434 (right): Rutile (lattice parameters:
A = 2.958 A˚, B = 4.594 A˚, C = 4.954 A˚, α = β = γ = 90◦).433,435,436 . 125
4.14 UV-visible spectra of OB, TiO2 and combinations of them in dioxane
and methanol. Specific concentrations were used to highlight the addi-
tivity of the absorption spectra and are given in the square brackets. The
TiO2 profiles are convolutions of both absorption and scattering contri-
butions.268 A schematic, qualitative picture of these systems is given in
Figure 0.1(B). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.15 Raw TAS of (A) TiO2-dioxane, (B) 1 mM-TiO2 methanol, and (C) 25
mM TiO2-methanol. The latter uses a linear scale to represent time
delays below 1 ps, beyond this, a logarithmic scale is used. . . . . . . . 127
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4.16 (top): (A) TAS OB in dioxane following an initial photoexcitation at
∼325 nm. (B) The residuals between the global fitted TEA spectrum
and the experimental spectrum. (C) SPA of the uncertainties on the two
lifetimes. (D) The 366 nm probe absorption transient is shown up to
∆t = 3 ps. (E) The DAS for the extracted lifetimes. (bottom): (A)–(E)
Similarly for TiO2 and OB in dioxane. . . . . . . . . . . . . . . . . . . 128
4.17 (top): (A) TAS of 1 mM-TiO2:OB in methanol following an initial pho-
toexcitation at ∼325 nm. (B) The residuals between the global fitted
TEA spectrum and the experimental spectrum. (C) SPA of the uncer-
tainties on the two lifetimes. (D) The 366 nm probe absorption transient
is shown up to ∆t = 3 ps. (E) The DAS for the extracted lifetimes. (bot-
tom): (A)–(E) Similarly for 25 mM-TiO2:OB in methanol. . . . . . . . 130
4.18 (A) 1 mM TiO2-D TAS, (B) 10 mM OB-D TAS and (C) the residual
between the 1 mM-TiO2:OB-D TAS and the isolated components (i.e.
(A) and (B)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.19 (left): The UV-visible spectrum of OC in cyclohexane (black) and methanol
(red). (right): The optimised geometry at the DFT level of theory, using
the B3LYP functional399,400 and a 6-311G+** basis set.29,415 A schematic
of OC is given in Figure 0.1(C). . . . . . . . . . . . . . . . . . . . . . . 134
4.20 (top): (A) The TAS of OC-cyclohexane. The vast majority of the dy-
namics appear to be over within the first few ps. (B) The residuals
between the experimental TAS and the global fitted TAS. (C) ASE anal-
ysis returning the uncertainties on the lifetimes. (D) Selected transients
which shows the quickly varying spectral features seen in the TAS. (E)
The corresponding DAS of the global fitted lifetimes. (bottom): (A)–(E)
Similarly for OC-methanol. . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.21 (A) For OC-cyclohexane, continuous wave irradiation results in the dif-
ference spectrum (black line) using the procedure described in the main
text. Overlaid is a ∆t = 600 ps spectrum (red line). (B) Similarly for
OC-methanol. Absorption signals have been normalised with respect to
the most negative going signals. (C) Calculated transition energies be-
tween triplet states, Tn ← T1. The accessible wavelengths by the probe
is highlighted in grey. (D) The output of the KiloArc lamp used for
irradiation experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.22 The identity of photoproducts UV-photoexcited (300–400 nm) OC might
form.254 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
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4.23 (left): The UV-visible absorption spectrum of EHT-dioxane and EHT-
methanol.450 (right): The ground state optimised geometry of EHT, with
(opaque) and without (translucent green) an implicit methanol solvent
field, at the DFT level of theory using the BP-86 functional451 and an
aug-cc-pVDZ basis set.24,25 A schematic of EHT is given in Figure 0.1(D).144
4.24 (top): (A) The TAS of EHT-dioxane. The vast majority of dynamics
appear to be over within the first few picoseconds. (B) The residuals
between the experimental TAS and the global fitted TAS. (C) ASE anal-
ysis returning the uncertainties on the lifetimes. (D) Selected transients
which shows the early time decay and the much slower decay component.
(E) The corresponding DAS of the global fitted lifetimes. (bottom): (A)–
(E) Similarly for EHT-methanol. . . . . . . . . . . . . . . . . . . . . . 147
4.25 The long-lived signals observed at the maximum pump-probe time de-
lay of 2 ns for EHT-dioxane (black) and EHT-methanol (red). For both
systems, very similar spectral features are observed with a peak centred
∼350 nm and ∼450 nm. Continuous wave irradiation studies of EHT re-
sulting in difference spectra (EHT-dioxane, blue; EHT-methanol, green)
show flat featureless profiles in contrast to the ∆t = 2 ns spectra. . . . 148
4.26 Representative examples of the likely initial photoexcitations which pop-
ulates a n1pipi∗ state (n > 1, where n refers to the nth singlet excited state;
cf. Appendix 8.6).463 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.27 The long-lived signal observed for EHT-dioxane at ∆t = 2 ns (black line,
cf. Figure 4.25), the calculated absorption spectrum of the first excited
singlet state (dashed line; excited state geometry shown (opaque) against
the ground state geometry (translucent green)) and the first triplet state
(dotted line; excited state geometry shown). The calculated spectra
have been red-shifted by 70 nm given the assignment of the experimental
∼450 nm peak to triplet state absorption.455 Both these states display
significant pi character, and lead to broad absorption features suggesting
there is a manifold of accessible excited states (m ≥ 2) at the probe
wavelengths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
4.28 The evolution of the absorption profile of EHT along the S1 PES. Linearly
interpolated coordinates are used between the initial geometry (Geom-
etry 1) and the optimised S1 geometry (Geometry 5). Geometries are
equally spaced in their interpolations. . . . . . . . . . . . . . . . . . . . 153
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5.1 Structures of SA, MS and SM. All structures optimised at the DFT level
of theory with the B3LYP functional399,400 and the cc-pVDZ basis set.24 158
5.2 Steady-state UV-visible spectra of: (A) SA, (B) MS, (C) SM in dioxane
(black line), ACN (red line) or methanol (blue line). . . . . . . . . . . . 159
5.3 (top): (A) Raw TAS following 325 nm photoexcitation of SA-dioxane.
(B) Residual of the global fitting and the raw data. (C) ASE of extracted
lifetimes. (D) Selected spectra at given ∆t. (E) Corresponding DAS.
(bottom): (A)–(E) Similarly for SA-methanol photoexcited at 318 nm. . 161
5.4 UV irradiation difference spectra for SA-dioxane (A), SA-ACN (B) and
SA-methanol (C) are shown (black line) in comparison to the absorption
spectrum at the maximum available pump-probe time delay of 2 ns (red
line). Similarly for MS-dioxane, MS-ACN, MS-methanol (D–F), and
SM-dioxane, SM-ACN, and SM-methanol (G–I). . . . . . . . . . . . . . 162
5.5 (top): (A) Raw TAS following 327 nm photoexcitation of MS-dioxane.
(B) Residual of the global fitting and the raw data. (C) ASE of extracted
lifetimes. (D) Selected spectra at given ∆t. (E) Corresponding DAS.
(bottom): (A)–(E) Similarly for MS-methanol photoexcited at 328 nm. 163
5.6 (top): (A) Raw TAS following 329 nm photoexcitation of SM-dioxane.
(B) Residual of the global fitting and the raw data. (C) ASE of extracted
lifetimes. (D) Selected spectra at given ∆t. (E) Corresponding DAS.
(bottom): (A)–(E) Similarly for SM-methanol photoexcited at 326 nm. 164
5.7 (A) ∆t = 2 ns spectrum of SA-methanol with changing incident pump
power. Vertical dashed line and horizontal arrow indicates the 362 nm
and 650 nm slices respectively, taken to compare signal intensities for
the power dependency study. (B) For the 362 nm slice, a linear relation-
ship between logarithmic power and logarithmic ∆OD is observed with
a gradient of 2.84 ± 0.08, thus this signal is attributed to a (at least)
two-photon absorption event (C) Once again, but instead for a 650–675
nm averaged slice, a linear relationship is observed, with gradient 2.47 ±
0.06, thus this signal is attributed to a solvated electron. Similar mea-
surement for SA-dioxane and SA-ACN display a linear relationship with
gradients 0.91 ± 0.01 and 1.09 ± 0.03 respectively, shown in Appendix
8.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
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5.8 A schematic diagram of the relaxation schemes proposed in this work
adapted from the calculated PES for similar systems.285 (A) A vertical
excitation to the 11pipi∗ state and IC to a 21pipi∗ state in the adiabatic
limit before non-adiabatic transfer to the ground electronic (S0) state,
with associated timescales τ1, τ2 and τ3 as discussed in text. CIs between
states are shown as grey circles. The 11npi∗ state has been omitted for
simplicity. (B) An equally plausible alternative relaxation mechanism in-
stead involves dynamics along a single excited (11pipi∗) state as discussed
in the text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
5.9 Steady-state IR spectra of SA in: (A) the solid state, (B) 1 mM SA in
dioxane, and (C) 1 mM SA in ACN. Two of the characteristic absorp-
tion bands relating to the hydroxyl moiety of the carboxylic acid are
given:302 (i) O−H of the dimer and (ii) O−H of the monomeric species.
Assignments agree with previous studies of SA.485,486 . . . . . . . . . . 169
6.1 A general overview of photosynthesis. The chlorosome consists of densely
packed pigments which absorb light energy (1, light-harvesting) to create
electronic excited states. This energy is passed to pigments inside the
pigment-protein complex which funnels it towards the reaction centre
(2, electronic energy transport). The reaction centre creates a chemical
gradient through charge separation across the lipid membrane, which
drives energy synthesis (3, charge separation). . . . . . . . . . . . . . . 173
6.2 Light-absorbing pigments all have similar structures based around por-
phyrin and chlorin. Variations include ring substitutions on the head
group as well as the chain length in the ligand. Shown are Bchl-a,
found in many photosynthetic bacteria, and the main pigments found in
higher green plants: chlorophyll-a and chlorophyll-b, and the carotenoids,
carotene and xanthophyll.498,499 . . . . . . . . . . . . . . . . . . . . . . 174
6.3 Commonly studied PPC complexes. (A) The FMO complex found in
GrSB. It consists of a trimeric structure where each monomer (as shown)
contains eight Bchl-a pigments.508 (B) The LHC-II as found in the ma-
jority of green plants; shown is the complex from the spinach plant.509 . 175
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6.4 An entire PPC can often be reduced to a simple system of interconnected
nodes with the protein environment included as a pure dephasing effect
which acts on each node. Each node represents a pigment, and the
connections between nodes represent the electronic coupling between the
two relevant pigments. (left): This model reduction is shown for the
FMO monomer; the labelling scheme follows that of Fenna, Matthews
and Olson. (right): Similar model reduction for LHC-II. . . . . . . . . 177
6.5 (left): The first term of the electronic Hamiltonian captures the excita-
tion energy of each pigment.82,463 (right): The second term models the
electronic couplings of the electric dipoles between pairs of pigments. . 178
6.6 The different length-scales involved in the FMO complex. (A) GrSB,
typically a few microns in length.554 Image retrieved from digitaluni-
verse.net.555 (B) The FMO complex consists of three identical monomers,
the so-called ‘eighth’ Bchl-a of each monomer is positioned towards the
centre of the trimeric complex. (C) Each of the monomers consists of
eight Bchl-a pigments. (D) The Bchl-a pigment.16,266 . . . . . . . . . . 182
6.7 (A) The time-dependent populations at each pigment site after the FMO
PPC is initially excited at pigment 1. (B) Similarly for initial excitation
at pigment 6, and (C) for initial excitation at pigment 8. The popu-
lation at the sink site (pigment 3) is shown in blue. The shaded area
indicates the calculated EET efficiency as given by Equation 6.11. The
legend refers to pigment number. Weakly coupled pigments to the ini-
tially excited pigment are omitted for clarity, however, they are given in
Appendix 8.13, up to tmax = 10 ps. . . . . . . . . . . . . . . . . . . . . 183
6.8 (left): EET efficiency of FMO for a series of pigment removals. All
possible unique combinations of removing pigments (singles, triples etc.)
are considered. The source and sink pigments are never removed. (right):
Pseudo-code for this pigment ‘knock-out’ procedure. . . . . . . . . . . . 184
6.9 (left): The average EET efficiency for the combinatorial removal of
pigment-pigment couplings. The legend refers to the initially excited
pigment. (right): Pseudo-code for this pigment-pigment coupling ‘knock-
out’ procedure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
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6.10 For the case where only one coupling is removed, the coupling removed
is identified and the change in EET efficiency, ∆η, compared to the
unperturbed FMO network is calculated. The axes labels correspond
to the pigment-pigment coupling, i.e. 1 and 8 (top right of colourmap)
corresponds to the coupling between pigment 1 and pigment 8. The
dominant EET pathways can be identified from the specific increases
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Abstract
This thesis focusses on two areas. The first is elucidating the ultrafast photoprotective
mechanisms exhibited by a number of commercial and natural sunscreening agents,
through the use of femtosecond pump-probe transient absorption spectroscopy, cou-
pled with ab initio electronic structure calculations. The second is understanding the
electronic energy transport properties of pigment-protein complexes found in photosyn-
thetic organisms, through the use of quantum dynamics simulations.
Oxybenzone, titanium dioxide, octocrylene and ethylhexyl triazone are all studied
given their prevalence in commercial sunscreen products. We deduce that oxyben-
zone relaxes through an enol–keto isomerism (∼400 fs) followed by back-isomerisation
commensurate with vibration energy transfer to the surrounding solvent (∼5–8 ps).
Titanium dioxide is then considered in multicomponent suspensions with oxybenzone,
where we find that the photodynamics exhibited by each component can be consid-
ered independent from one another. Octocrylene is shown to undergo the majority of
its photodynamics within ∼2 ps, displaying remarkable efficiency as a ultraviolet light
chromophore, relaxing through nonradiative internal conversion pathways. Studies of
ethylhexyl triazone are presented, where results suggest this molecule relaxes through
a number of ultrafast processes, ranging from ∼400 fs, ∼20 ps and ∼200 ps, involving
a large change in nuclear geometry, which couples excited states to the ground state
through a conical intersection.
Sinapoyl malate is the predominant sunscreening agent synthesised in arabidopsis
thaliana which is deposited into the upper epidermis of its leaves. This molecule, along
with its biological precursor sinapic acid, are shown to relax through ultrafast pathways
(∼10–30 ps), which we suggest is mediated by a trans–cis isomerism, in stark contrast
to the recent time-resolved gas-phase measurements indicating the solvent environment
alters the photodynamics significantly.
Considering the second half of this thesis, we study the Fenna-Matthews-Olson pig-
ment protein complex found in green sulphur bacteria, and the light-harvesting complex
II found in the spinach plant. Employing a simple quantum master equation, the Haken-
xlii
Strobl model, we highlight a computationally tractable approach for describing these
large, complicated systems. To this end, we perform an enormous array of simulations
which include a simple description of environmental perturbations and find, for the first
time, the full extent of the robustness of these pigment-protein complexes. Most strik-
ingly, for the Fenna-Matthews-Olson complex, we find that up to 50% of the available
pigments may be removed, with a small drop of 20% in electronic energy transport,
displaying an incredible robustness to network disruption.
xliii
Chapter 0
Structure and overview of thesis
Introduction: molecular quantum mechanics. This introductory chapter has been writ-
ten to provide a concrete, yet concise overview of the fundamental quantum mechanics
required to both describe and understand photochemical processes, like those which
govern all types of electronic energy transport. This chapter may be skipped without
loss of continuity to the remainder of the thesis. The first section attempts to lay the
foundations of quantum mechanics on a firm basis for describing electrons in atoms and
molecules. Key solutions to the Schro¨dinger equation are derived including: the quan-
tum harmonic oscillator, the Morse potential, and the hydrogen atom. The difficulty
in treating multi-electron atoms and molecules is discussed; Hartree-Fock and density
functional theory are presented which, with appropriate approximations such as the
Born-Oppenheimer approximation, provide a practical route to understanding other-
wise computationally impossible molecular systems. The section continues by highlight-
ing the various improvements to ab initio methods which increase the accuracy of the
quantitative results from these approximations, albeit with an increased computational
cost. Finally, the chapter closes with a brief discussion on excited state computational
methods, with an extension to quantum dynamics, where explicit temporal informa-
tion can be extracted which directly correlates with experimentally measured temporal
profiles.
Introduction: photochemistry and biological photoprotection. The purpose of this
chapter is to first introduce the questions photochemistry tries to answer. Photochem-
istry is defined as the processes which occur after a molecule transitions to an electronic
excited state because of its interaction with electromagnetic radiation. Specifically, this
chapter couples the description of electrons in molecules with the perturbative action
of radiation within the framework of the molecular dipole moment. Such a treatment
naturally leads to the result familiarly known as Fermi’s golden rule, and serves to in-
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troduce the collection of selection rules which governs electronic, vibrational, and spin
transitions. Formally-forbidden transitions are discussed and understood from the con-
servation of quantum numbers. Predominantly, the coupling of an electron’s spin with
its orbital angular momentum results in the formally-forbidden transitions met in the
photochemistry of organic molecules. From these selection rules, and the higher-order
perturbations which lift some of the restrictions on the allows transition, the common
photochemical processes which may occur in a photoexcited molecule are summarised.
Their typical operational timescales are given and understood using a quantum de-
scription of probability. The concept of competing deactivation pathways is brought
to attention as a paramount argument for why a molecule will typically deactivate in
any one particular way. The discussion on photochemistry is brought to a close by
connecting the quantum mechanical description of photochemistry to experimentally
measurable observables, such as a molecule’s extinction coefficient, and the soothing
words of the ‘Beer-Lambert’ law!
The second half of this chapter provides a comprehensive biological context of pho-
toprotection and, ultimately, where sunscreens fit into additional photoprotective mea-
sures. Firstly, the evolutionary origins of natural photoprotection as a function of
ultraviolet radiation levels over the course of Earth’s history are discussed, culminating
to the impact of the present-day ultraviolet levels. Specifically, the effects on humans
and plants are reviewed (both positive and adverse to survival), and the dominant bio-
chemical pathways which aim to strike a balance of ‘too-much’ or ‘too-little’ ultraviolet
radiation are discussed. Sunscreens are presented as a widely-used, convenient com-
plement to natural photoprotection, providing additional protection in environments
where ultraviolet levels pose an unacceptably large risk of damage to the skin. The
mechanisms by which sunscreens provide their photoprotection are described, and the
requirement of ultrafast temporal resolution arises naturally given the photochemical
processes likely in operation. Finally, a succinct review of the literature for many of the
common sunscreen constituents is presented from the perspective of ultrafast transient
electronic absorption and transient vibrational absorption spectroscopies, the experi-
mental methodologies used in this thesis, providing a concrete justification for where
the work presented in this thesis contributes to the scientific literature.
Experimental methodology. The photophysical and photochemical processes which
are likely to be in operation in the deactivation of photoexcited species will require ultra-
fast (femtosecond-picosecond) resolution to be observed. Furthermore, all the biological
systems for photoprotection and electronic energy transport take place in a condensed-
phase, which needs to be sensibly replicated if measurements are to be representative
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of their natural environment. To that end, solution-phase transient absorption spec-
troscopy is introduced as the experiment of choice, capable of achieving a resolution of
∼100 fs with condensed-phase (or even solid-phase) samples, making this experiment
ideal for observing and understanding the deactivation mechanisms of photoprotective
molecules. Indeed, similar techniques have also successfully been applied to observe
electronic energy transport in photosynthetic systems, the subject of the last results
chapter. To complement these measurements, gas-phase time-resolved measurements
can often provide insight and interpretation of the more complicated spectra measured
in solution-phase experiments by virtue of removing all environmental perturbations,
measuring only the excited state species and nothing more. The complementary nature
of this experiment justifies the brief discussion of this technique. More generally, both
these techniques require ultrashort laser pulses in a pump-probe set-up; the generation
of such pulses and their time-resolution is discussed. The details of how pump-probe
spectroscopy is achieved are presented with a focus on how samples in the solution-phase
are treated reliably. The measurements of transient absorption spectra are highlighted,
and the photophysical origin of common features found in spectra are summarised and
explained. Since these measurements require intense laser pulses, there are a number
of artefacts which appear in measured spectra, as such, a short description of how
measured spectra are corrected (post-experiment) before any kinetics are extracted, is
outlined. Finally, the common methods for extracting and analysing the kinetics in each
set of spectra are given, with a broad description on the advantages and disadvantages
of each method.
Artificial sunscreen constituents. This is the first results chapter in this thesis.
It focusses on elucidating the photoprotective mechanisms exhibited by some of the
common artificial sunscreen constituents found in commercial products. As given in
the introduction, there are myriad possible constituents to consider. Ultimately, the
constituents presented in this chapter have been selected for study based on a num-
ber of factors including: popularity, sparsity of literature, and availability of purchase,
summarised in Figure 0.1. Specifically, we present a comprehensive transient absorp-
tion spectroscopy study on UV-A photoexcited oxybenzone, utilising both electronic
and vibrational spectroscopies, supported by ab initio electronic structure calculations.
The transient electronic absorption studies are then extended to include UV-B and
UV-C photoexcitation. The phenomenally popular inorganic particulate filter titanium
dioxide is investigated at the extreme concentrations likely to be found in commercial
products. Given the extensive characterisation of oxybenzone in the previous section,
suspensions of titanium dioxide with oxybenzone are considered as a first step in un-
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Figure 0.1 | A summary of the artificial sunscreen constituents studied and reported in
this thesis. (A) Oxybenzone; (B) titanium dioxide and its suspensions with oxybenzone; (C)
octocrylene; (D) ethylhexyl triazone.
derstanding a multicomponent sunscreen, a step closer to the environment these con-
stituents exist as in commercial products. The rest of this chapter focusses on larger
organic filters since their large molecular weights may reduce their likelihood of pene-
trating the skin, making them particularly worthy of further research. To this end, we
investigate the photoprotective properties of octocrylene, currently one of the world’s
most popular sunscreening agents, with support from ab initio electronic structure cal-
culations to identify the likely excited states. Finally, ethylhexyl triazone, the largest
(by molecular weight) organic filter considered in this thesis, is investigated by transient
electronic absorption spectroscopy and a more substantive set of ab initio electronic
structure calculations of excited molecular states helps to determine the likely excited
state absorption signals.
Natural sunscreen constituents. This chapter introduces the biological photopro-
tective molecule sinapoyl malate and its precursor sinapic acid (Figure 0.2). These
molecules are in contrast to those of the previous chapter which are not synthesised
within an organism, rather, synthesised ‘artificially’. As such, they present themselves
as interesting molecules to study given, on some level, these have been biologically
selected for, perhaps (in part), their photoprotective properties? Furthermore, the
molecules of that chapter (cf. Figure 0.1) are used in commercial sunscreen products
and applied to the skin; sinapoyl malate (analogously to the melanins in human skin)
is synthesised inside the plant leaves and deposited in the path of ultraviolet radiation
and sensitive tissues. As such, sinapoyl malate is interesting to consider from a photo-
protective perspective where it might find application to general photoprotection (sun-
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Figure 0.2 | A summary of the natural photoprotective molecules studied and reported in
this thesis. (A) Sinapic acid, the biological precursor to sinapoyl malate (B). The simplest
chemical derivative of sinapic acid, methyl sinapate is also considered in this thesis (C).
screens, crop protection, ultraviolet inhibition in chemical reactions etc.). This chapter
begins with an overview of the relevant literature regarding sinapic acid and sinapoyl
malate, where a great deal of studies have focused on gas-phase measurements of these
molecules. What is presented is an in-depth transient electronic absorption study of
these molecules, along with complementary steady-state ultraviolet-visible and infrared
spectroscopies.
Network-based analysis of pigment-protein complexes. The third and final results
chapter of this thesis focusses on modelling some of the large and complicated photo-
synthetic machinery responsible for the incredible efficiencies photosynthetic organisms
achieve. Such processes may at first appear disjointed from the first two results chap-
ters, which focussed on the photophysics and photochemistry of (small) photoexcited
molecules, but they are in fact two sides of the same coin. On the one hand, photoex-
cited molecules deactivate excess electronic energy through a number of photochemical
pathways to achieve energetic stability. On the other hand, the main processes at the
heart of photosynthesis is the directed transfer of electronic energy to a reaction centre,
where it is converted to chemical energy for storage. Thus both systems are examples
of directed energy transport at a fundamental level. This chapter therefore provides an
overview of photosynthesis and highlights how electronic energy transport is at the heart
of its efficiency. A full quantum-mechanical treatment of these systems along with a rep-
resentative environment (solvent and protein for example) would be almost impossible
with current computing capabilities. Instead, the widely used Haken-Strobl quantum
master equation approach provides a viable alternative. This model is presented in the
context of electronic energy transport, and the origins of all the parameters used in the
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model are discussed. Specifically, a network-based framework of light-absorbing pig-
ments is developed which allows a systematic treatment of network modifications to be
explored. Two prototypical pigment-protein complexes are introduced and recast into
this network-based framework, namely the Fenna-Matthews-Olson complex from green
sulphur bacteria and the light-harvesting complex II from green plants are considered.
Each network is disrupted in a series of ways which represent plausible biological dis-
ruptions to the operation of these complexes. Specifically, we consider what happens
when one or more pigments are lost from the network, or when native electronic trans-
port pathways are blocked. Within the network-based framework, we apply standard
graph-theory algorithms to determine the most efficient electronic energy pathways, and
how these change upon network disruption. Environmental perturbations, temperature
fluctuation, and evolutionary optimality are some of the other questions examined in
this work.
The thesis closes with a summary of the main results reported in this thesis and
where this work contributes to scientific literature. An open discussion follows of im-
portant questions regarding sunscreen use, its safety, and the direction of future stud-
ies. An analogous discussion regarding electronic energy transport of photosynthetic
pigment-protein complexes is given.
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Chapter 1
Introduction: Molecular quantum
mechanics
1.1 The foundations of quantum mechanics
The following postulates form the foundations of Quantum Mechanics (QM), and
therein form the basis of vast majority of the theory presented in this thesis.1 Bra-
ket notation is used throughout this thesis,1,2 where integrals are written as
〈Ψ|H |Ψ〉 =
∫
Ψ∗HΨdτ, (1.1)
for arbitrary, integrable functions, Ψ and H, over implied coordinates dτ .
1. All possible information about a system, parametrised by position r, and time
t, is fully described by a mathematical function, Ψ(r, t), referred to as the wave-
function.
2. The wavefunction, Ψ(r, t), can be expanded as a linear combination of n orthonor-
mal eigenfunctions ψi(r, t), of some operator, with coefficients, ci, as
Ψ(r, t) =
n∑
i
ciψi, (1.2)
where |ci|2 represents the probability of the ith eigenfunction. As such, the expec-
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tation value, E, of some operator, Oˆ(r, t), can therefore be expressed as
E =
〈Ψ| Oˆ |Ψ〉
〈Ψ|Ψ〉 =
∑
i |ci|2λi∑
i |ci|2
, (1.3)
where λi is the corresponding eigenvalue for eigenfunction ψi.
3. Observable quantities, such as q which denotes a spatial coordinate (xˆ, yˆ or zˆ), and
Pq, the corresponding momentum, are represented by linear, Hermitian operators
which satisfy the following commutation relations:
[q, Pq′ ] = i~δqq′ (1.4)
[q, q′] = 0 (1.5)
[Pq, Pq′ ] = 0, (1.6)
where i is the imaginary unit, ~ is the reduced Planck’s constant, and δqq′ is the
Dirac delta function.
4. The probability that a particle is found in a volume element, dτ , at coordinate,
r, is |Ψ(r, t)|2dτ for a normalised wavefunction, i.e. 〈Ψ|Ψ〉 = 1.
5. The wavefunction evolves in time according the the Time-Dependent Schro¨dinger
Equation (TDSE),
i~
∂Ψ
∂t
= HˆΨ, (1.7)
where Hˆ is the Hamiltonian operator, discussed next.
That is essentially it; the predictions and results of quantum mechanics are derived
from these postulates using appropriate approximations for the system in question.
The remainder of this section will cover the various systems and approximations which
lead to a functioning quantum theory for molecular photophysics and photochemistry.
1.1.1 Direct consequences and results of these postulates
An operator, Oˆ, is said to be linear if it satisfies1
Oˆ(c1Ψ1 + c2Ψ2) = c1OˆΨ1 + c2OˆΨ2, (1.8)
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for any function Ψ1 and Ψ2 with coefficients c1 and c2 respectively. The operator Oˆ, is
Hermitian only if it satisfies
〈Ψ1| Oˆ |Ψ2〉 = 〈Ψ2| Oˆ |Ψ1〉∗ . (1.9)
Two important consequences arise from the condition of Hermiticity, firstly, eigenvalues
associated with the operator are real, and secondly, eigenstates corresponding to different
eigenvalues of such an operator are orthogonal.
Proof of real eigenvalues. This property is quickly deduced by considering some Her-
mitian operator Oˆ, acting on a normalised eigenstate |m〉, which returns the eigenvalue
m,
Oˆ |m〉 = m |m〉 . (1.10)
Left multiplying Equation 1.10 by 〈m| gives
〈m| Oˆ |m〉 = m 〈m|m〉 . (1.11)
Given |m〉 is normalised, 〈m|m〉 = 1. Taking the complex conjugate of both sides gives
〈m| Oˆ |m〉∗ = m∗, (1.12)
which, given the condition of Hermiticity in Equation 1.9, it follows m = m∗ and is
hence real.
Proof of orthogonality. In much the same way we consider two eigenvalue equations,
where m 6= m′ and the states |m〉 and |m′〉 are eigenstates of Oˆ,
Oˆ |m〉 = m |m〉 ; Oˆ |m′〉 = m′ |m′〉 . (1.13)
Left multiplying the first of these by 〈m′| and the second by 〈m| gives
〈m′| Oˆ |m〉 = m 〈m′|m〉 ; 〈m| Oˆ |m′〉 = m′ 〈m|m′〉 . (1.14)
Taking the complex conjugate of the second of these, then subtracting the result from
the first expression, noting m′ = m′∗ and 〈m|m′〉∗ = 〈m′|m〉 gives
(m−m′) 〈m|m′〉 = 〈m′| Oˆ |m〉 − 〈m| Oˆ |m′〉∗︸ ︷︷ ︸
= 0 from Equation 1.9
= 0, (1.15)
and since we stipulated m 6= m′, 〈m′|m〉 = 0 and thus |m〉 and |m′〉 are orthogonal.
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Postulate 3 requires that the two operators of position and momentum do not com-
mute for the same spatial coordinate, i.e., [q, Pq′ ] = i~δqq′ . It can be shown how-
ever, that this is a general property of simultaneous observables; if two operators com-
mute, then their corresponding eigenvalues are simultaneously observable. Turning this
around, two non-commuting operators insists their corresponding eigenvalues cannot
be precisely defined simultaneously, which is a statement of the well known Heisenberg
Uncertainty Principle (HUP).
Heisenberg Uncertainty Principle.1 Consider two Hermitian operators, Aˆ and Bˆ,
with commutator
[
Aˆ, Bˆ
]
= iCˆ, acting on a normalised, arbitrary function of both
operators, |ψ〉, with the expectation values〈
Aˆ
〉
= 〈ψ| Aˆ |ψ〉 ;
〈
Bˆ
〉
= 〈ψ| Bˆ |ψ〉 . (1.16)
The corresponding deviation about the mean can be defined as
δAˆ = Aˆ−
〈
Aˆ
〉
; δBˆ = Bˆ−
〈
Bˆ
〉
, (1.17)
where the commutator of these deviations can be written as[
δAˆ, δBˆ
]
=
[
Aˆ−
〈
Aˆ
〉
, Bˆ−
〈
Bˆ
〉]
=
[
Aˆ, Bˆ
]
= iCˆ. (1.18)
Leaving this result for a moment, we consider the following integral, I, over some arbi-
trary dimension τ ,
I =
∫
|
(
λδAˆ− iδBˆ
)
ψ|2dτ, (1.19)
where λ is a real, arbitrary number. Note that the integrand is positive everywhere,
thus I ≥ 0, meaning the integrand can be split into the following products:
I =
∫ (
λδAˆψ − iδBˆψ
)∗ (
λδAˆ− iδBˆ
)
ψ dτ
=
∫
ψ∗
(
λδAˆ + iδBˆ
)(
λδAˆ− iδBˆ
)
ψ dτ
=
〈(
λδAˆ + iδBˆ
)∣∣∣(λδAˆ− iδBˆ)〉 .
(1.20)
In the first step the squared modulus is rewritten with a complex conjugate, in the sec-
ond step, the complex conjugate is applied to the bracket and the property of Hermitic-
ity is used. Finally, the integral was written in terms of the corresponding expectation
value. Expanding out and simplifying (using Equation 1.18) the resultant quadratic
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expression yields
I =
〈
δAˆ
2
〉λ+ 〈C〉
2
〈
δAˆ
〉
2 + 〈δBˆ2〉− 〈C〉2
4
〈
δAˆ
2
〉 . (1.21)
We now choose λ = − 〈C〉
2
〈
δAˆ
〉 , which makes the first term zero, leaving,
I =
〈
δBˆ
2
〉
− 〈C〉
2
4
〈
δAˆ
2
〉 ≥ 0, (1.22)
which is rearranged to give 〈
δAˆ
2
〉〈
δBˆ
2
〉
≥ 〈C〉
2
4
. (1.23)
The deviations δAˆ and δBˆ can be written in a convenient way noting they are simply
root mean square deviations, i.e.
〈
δAˆ
〉
=
√〈
Aˆ
2
〉
−
〈
Aˆ
〉2
, similarly for
〈
δBˆ
〉
, which
on substitution results in the general statement of the HUP
∆Aˆ∆Bˆ ≥ 1
2
|
〈[
Aˆ, Bˆ
]〉
|, (1.24)
where ∆Aˆ and ∆Bˆ represent the deviations from the mean expectation values for op-
erator Aˆ and Bˆ respectively.
Thus for any two non-commuting operators i.e.
[
Aˆ, Bˆ
]
6= 0, there exists a limit
on the precision on the observables, for example, position and parallel momentum cf.
Equation 1.4. Conversely, two commuting operators allow the corresponding observ-
ables to be known to arbitrary precision cf. Equation 1.6. This is in stark contrast to
classical physics where all ‘operators’ commute with each other.
Taking the time out of time-dependent. The Hamiltonian, H, named after the Irish
physicist William Hamilton, is an expression of a system’s total energy as the sum of all
energy contributions, i.e. all sources of kinetic (Ti) and potential energies (Vj), H(r,t) =∑
i Ti(r,t) +
∑
j Vj(r,t). The Hamiltonian operator, Hˆ(r, t), is the quantum mechanical
equivalent, a series of functions which returns the total energy, E, of a system upon
acting on the system wavefunction, Ψ(r, t), cf. Equation 1.3. In its most general form,
the Hamiltonian is a function of space-time as given, however, for a system where the
Hamiltonian does not depend on time, then one can simplify the TDSE, postulate 5.
Consider a free particle with mass, m, restricted to propagating in the xˆ direction. If
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it experiences a potential, V (x), the total Hamiltonian is
Hˆ = − ~
2m
∂2
∂x2
+ V (x), (1.25)
where we have used postulate 3; classical dynamic variables are replaced with linear,
Hermitian quantum mechanical operators, in this case3
Position: x −→ x, (1.26)
and
Momentum: p(x) −→ −i~ ∂
∂x
, (1.27)
where p is the classical momentum of the particle.∗ Using this Hamiltonian, the TDSE
equation is
i~
∂Ψ
∂t
= − ~
2m
∂2Ψ
∂x2
+ V (x)Ψ. (1.28)
One can suggest a trial solution, Ψ(x, t) = ψ(x)φ(t), which on substitution, and collat-
ing spatial and temporal variables gives
i~
1
φ
dφ
dt
= − ~
2m
1
ψ
d2ψ
dx2
+ V (x), (1.29)
which, given each side of this equation is dependent only on one of the two parameters
(x or t), separates into two differential equations
i~
1
φ
dφ
dt
= Eφ (1.30)
and
− ~
2m
1
ψ
d2ψ
dx2
+ V (x) = Eψ, (1.31)
where E is some constant with dimensions of energy. The first of these, Equation 1.30,
has a simple solution, φ(t) = Ae−
iE
~ t, where A is a normalisation constant yet to be
determined, and, as will be shown, is not important. Thus, the total wavefunction
is Ψ(x, t) = Aψ(x)e−
iE
~ t and satisfies the second differential equation, Equation 1.31,
which is a general eigenvalue equation of the form
Hˆψ = Eψ. (1.32)
∗Of course, should we lift the propagation restriction to allow movement in general space (xˆ, yˆ,
zˆ), momentum is simply the sum of linear momenta, i.e.: p(x, y, z) −→ −i~
(
∂
∂x
+
∂
∂y
+
∂
∂z
)
.
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which is the Time-Independent Schro¨dinger Equation (TISE), where E can be inter-
preted as the energy eigenvalue of the Hamiltonian. The solutions to the TISE are plane
waves, with a time-dependent phase (of angular frequency E/~), importantly, the prob-
ability density remains constant in time, i.e. Ψ∗Ψ = constant, hence are referred to as
stationary states.
Time-evolution of an expectation value.1,3 Consider an operator Oˆ with expectation
value
〈
Oˆ
〉
, its time-evolution is
∂
〈
Oˆ
〉
∂t
=
∂
∂t
〈Ψ| Oˆ |Ψ〉 =
∫ (
∂Ψ
∂t
)∗
OˆΨdτ +
∫
Ψ∗Oˆ
(
∂Ψ
∂t
)
dτ. (1.33)
From the TDSE, Equation 1.7, the derivative of the wavefunction is simply
∂Ψ
∂t
=
1
i~
HˆΨ, thus upon substitution
∂
〈
Oˆ
〉
∂t
= − 1
i~
(〈
HˆOˆ
〉
−
〈
OˆHˆ
〉)
=
i
~
〈[
Hˆ, Oˆ
]〉
. (1.34)
This means that if an operator commutes with the Hamiltonian for a system Ψ(r, t),
the expectation value of that operator does not change over time, in other words, it
is conserved. This result provides an important bridge between classical and quantum
physics in that the time-evolution of position, x, and linear momentum, px, are shown
to be equivalent to the average velocity and average force, F , applied to the system (of
mass m) from classical mechanics, collectively known as Ehrenfest’s theorem,1
d
dt
〈x〉 = 〈px〉
m
,
d
dt
〈px〉 = 〈F 〉 .
(1.35)
However, it is important to note that such an equivalence is only exact for harmonic
potentials.4
Consequences of the Born-interpretation. In Postulate 4, we stated that the proba-
bility that a particle is found in a volume element, dτ , at coordinate, r, is |Ψ(r, t)|2 dτ .
Whilst the interpretation of the wavefunction itself remains somewhat philosophical,
Ψ∗Ψ is clearly a probability density. This places two restrictions on the property of
wavefunctions. The first is that a wavefunction must remain finite over a finite region
of space otherwise the integral 〈Ψ|Ψ〉 would be nonsensical. The second is that Ψ∗Ψ
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must be single valued, otherwise multiple probabilities would exist for a single state.
Further restrictions are placed on the wavefunction when one considers it is a solution
to a second-order differential equation, i.e. it is a solution to the wave equation, e.g.
Equation 1.31. This requires firstly, that the wavefunction is continuous over all space.
It also requires the wavefunction to have a continuous first derivative, with exceptions
where discontinuities occur over delta functions of the potential.†
So what is left? What remains is to find the functional form of the wavefunction for
the system of interest - usually much, much easier said than done. One has to model
the system appropriately which requires the consideration of all the contributions to
the Hamiltonian. In fact, there are only a few specific cases where the wavefunction can
be determined exactly because of the complexity of solving the Schro¨dinger equation
with the Hamiltonian of multi-electron systems. Some of the exactly solvable systems
include the one-dimensional ‘particle in a box’ with infinite and finite potential wells.1
In this thesis however, we will only cover the standard harmonic oscillator problem, its
extension to the Morse potential which provides a good description of the vibrational
spectrum of molecules, and finally the the Hydrogen atom, the solutions of which are
critical to the development of molecular orbital theory.
1.1.2 The quantum harmonic oscillator
A harmonic oscillator is a system which, when displaced from its equilibrium position,
experiences a restoring force, F , proportional to the magnitude of the displacement, x,
i.e. F = −kx = −dV
dx
, where k is a force or ‘spring’ constant and V is the associated
potential energy. To a first approximation, this system describes a diatomic molecule
vibrating; the bond length between the molecules can compress or extend, i.e. a dis-
placement, which experiences a restoring force towards the equilibrium bond length.
The Hamiltonian of such a system of masses (m1 and m2, have a reduced mass of
µ = m1m2
m1+m2
), under one-dimensional harmonic motion is
Hˆ = − ~
2µ
d2
dx2
+
1
2
kx2, (1.36)
thus for time-independent solutions, the Schro¨dinger equation of the system, Ψ, is
− ~
2µ
d2Ψ
dx2
+
1
2
kx2Ψ = EΨ. (1.37)
†This is because a property of the delta function is:
∫
f(r)δ(r − r′)dr = f(r′), for some function
f(r).
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This differential equation can be solved in a couple of ways such as a Fourier spectral
method,5 or through factorising the Hamiltonian, the latter turns out to be much more
elegant. Using the following substitutions:1,3,6
λ =
2E
~ω
; y =
(µω
~
) 1
2
; ω =
(
k
µ
) 1
2
, (1.38)
which allows Equation 1.37 to be written as(
d2
dy2
− y2
)
Ψ = −λΨ. (1.39)
We now (with hindsight) introduce the creation operator, a†, and annihilation operator,
a, which form a Hermitian conjugate pair i.e.
[
a, a†
]
= 1,6
a† =
1√
2
(
y − d
dy
)
; a =
1√
2
(
y +
d
dy
)
, (1.40)
such that
1− 2aa† =
(
d2
dy2
− y2
)
, (1.41)
thus the Schro¨dinger Equation 1.39 is simply
aa†Ψλ =
1
2
(λ+ 1) Ψλ or a
†aΨλ =
1
2
(λ− 1) Ψλ. (1.42)
We have introduced the subscript λ on Ψ to track which energy eigenstate we are
describing. Applying the annihilation creation operator to the second of these
aa†aΨλ =
1
2
(λ− 1) aΨλ, (1.43)
and using the commutation relation gives
a†aaΨλ =
1
2
(λ− 3) aΨλ, (1.44)
which looks similar to
a†aΨλ−2 =
1
2
(λ− 3) Ψλ−2. (1.45)
Hence aΨλ ∝ Ψλ−1. Thus, applying the annihilation operator to the wavefunction
lowers the energy eigenstate by one quantum. The limit of this is that annihilating the
ground state wavefunction, Ψλmin , is zero, hence a
†aΨλmin =
1
2
(λmin − 1) Ψλmin = 0,
and as such, λmin = 1, where λ is allowed to increase in increments of 2. We can redefine
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Figure 1.1 | The eigenstates, Ψν(x) (dashed lines) and their corresponding eigenenergies for
vibrational states ν = 0, 1, 2, 3. The probability density of each eigenstate is also given (solid
lines). Important observations are that each vibrational state has a quantised energy level,
equally spaced by ~ω, and is always non-zero, leading to a zero-point energy of 12~ω for ν = 0,
which can be interpreted as a consequence of the uncertainty principle. Furthermore, each
wavefunction has finite amplitude outside the potential well, and thus can tunnel through an
otherwise classically forbidden region. The amplitudes of all wavefunctions have been doubled
for clarity.
this as, λ = 2ν + 1, where ν = 0, 1, 2 . . . . The energy eigenvalues for the quantum
harmonic oscillator (Figure 1.1), of angular frequency ω, are therefore
E =
(
ν +
1
2
)
~ω. (1.46)
The corresponding eigenstates are found by applying, a† n, times to Ψ0, recovering the
nth order eigenstate. Clearly the ground state eigenstate is the solution to aΨ0 = 0,
which, using the definition of the annihilation operator in Equation 1.40 is a first-order
differential equation
a =
1√
2
(
y +
d
dy
)
Ψ0 = 0, (1.47)
with solution
Ψ0 = A0e
− y2
2 , (1.48)
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where A0 is a normalisation constant. Successive eigenstates are simply a
†Ψ0 = Ψ1 and
a†a†Ψ0 = Ψ2 etc. which take the general form
Ψν(x) = AνH(αx)e−α
2x2
2 , (1.49)
where Aν =
(
α
2νν!pi
1
2
) 1
2
, α =
(
µk
~2
) 1
4
, and H(αx) = (−1)νe−α2x2 1
α
dν
dxν
e−α
2x2 are the
Hermite polynomials.
The first four wavefunctions and their corresponding probability densities are shown
in Figure 1.1. A particularly important feature of this system, a feature of all wavefunc-
tions in the presence of any finite potential, is the non-zero probability of the particle in
regions outside the boundary potential, the classical limit. This is known as quantum
tunnelling, a pure quantum mechanical phenomenon, and can allow some classically
energetically forbidden reactions to occur with finite probability. Another important
observation is that E is always greater than the minimum of the potential. The lowest
vibrational state, ν = 0 has energy E = 1
2
~ω, known as the zero-point energy of the sys-
tem. This is consistent with the uncertainty principle, in that the position and parallel
momentum of the system cannot both be simultaneously known to arbitrary precision.
The modelling of the diatomic molecule as a harmonic oscillator has allowed us to solve
the Schro¨dinger equation and obtain the wavefunctions of the system. This allows one
to calculate the various quantities that might want to known, for example the energy
of any particular vibrational state. This model, however, falls short of capturing many
of the important properties of more chemically relevant systems which are discussed in
the following section.
1.1.3 The Morse potential solution
A failure of the quantum harmonic oscillator lies in the assumption that any displace-
ments are small, which means chemically important processes such as bond breaking
and the existence of unbound states are inadequately described. Furthermore, the sym-
metric potential cannot capture the anharmonicity of real chemical bonds and thus is
unable to predict overtones of vibrations. Philip Morse, in 1929,7 suggested a sim-
ple model of an anharmonic potential which approximates the treatment of diatomic
species much better, now known as the Morse potential which takes the functional form
V (r) = D
(
1− e−a(r−r0))2 , (1.50)
Page 17 of 309
where D is an amplitude referred to as the dissociation energy, r0 is the equilibrium
position or geometry, and a is a shape parameter. The dimension r describes the
internuclear separation between the two atoms. The three variable parameters together
allow the Morse potential to fit various diatomic models and thus forms the foundations
of modern spectroscopy, in particular its adaptations to include long-range behaviour,
although this is not discussed here.8 The Schro¨dinger equation for a particle diatomic
system of reduced mass µ in the presence of a Morse potential, in state Ψ(r) is then
− ~
2m
d2Ψ
dr2
+D
(
1− e−a(r−r0))2 Ψ = EΨ. (1.51)
Using the following substitutions:
x = ar; x0 = ar0; λ =
√
2mD
a~
;  =
2m
a2~2
E, (1.52)
the Schro¨dinger equation is written as
− d
2Ψ
dx2
+ λ2
(
1− e−(x−x0))2 Ψ = Ψ. (1.53)
There exists an analytical solution to the above differential equation, yielding the gen-
eral normalised wavefunction for the νth state (Figure 1.2)7,9
Ψν(x) = Aνη
(λ−ν− 1
2
)e−
η
2L(2λ−2ν−1)ν (η), (1.54)
where η = 2λe−(x−x0). The normalisation constant, Aν is related to the Gamma func-
tions, Γ(ν) = (ν − 1)!, with (ν ∈ Z≥0), where
Aν =
[
(2λ− 2ν − 1) Γ(ν + 1)
Γ(2λ− ν)
] 1
2
, (1.55)
and Lαν (η) are the Laguerre polynomials, with α = (2λ− 2ν − 1), defined as
Lαν (η) =
η−αeη
ν!
dν
dη
(
η(η+α)e−η
)
. (1.56)
These wavefunctions have the corresponding energy eigenvalues
Eν =
[(
ν +
1
2
)
− 1
2λ
(
ν +
1
2
)2]
~ω. (1.57)
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Figure 1.2 | The first four vibrational eigenstates of a diatomic species in a Morse potential.
Similar observations are seen as with the quantum harmonic oscillator solutions, but with some
important differences. Eigenenergies are nonlinearly spaced, converging quadratically towards
the unbounded state of the potential; the probability distributions now display anharmonicity.
A value of λ = 8 is used to characterise the potential.
The first four energy eigenstates of the Morse potential are shown in Figure 1.2. Once
again, the vibrational energy levels are quantised but are nonlinearly spaced, quadrati-
cally converging for ν → λ, in contrast to the quantum harmonic oscillator. The wave-
functions display very similar nodal structure as with the quantum harmonic oscillator
but are now asymmetrical, a fact which is particularly obvious in the corresponding
probability distributions.
1.1.4 Hydrogenic solutions
A central problem to chemistry is the solution of the Schro¨dinger equation for the
hydrogen atom because the solutions can be used in linear combinations to characterise
more complicated molecular orbitals, something which is discussed later. Hydrogen is
the simplest element with a single proton and electron. The electron ‘sees’ a Coulombic
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(radial) electrostatic potential due to the charge of the central proton, thus the system
resembles a so-called central-field problem.1,6 Building the Hamiltonian for this system,
and thus any ‘hydrogen-like’ system, is quite simple. The central potential, V (r),
is Coulombic, decaying radially from the central positive along the vector rˆ where
r = x+ y + z. For a nucleus containing Z protons, the potential function is
V (r) = − Ze
2
4piε0r
, (1.58)
where e is the elementary charge and ε0 is the permittivity of free space. Treating the
nucleus, with mass mz, and electron with mass me, as a compound system, the reduced
mass is µ = memz
me+mz
and thus the TISE takes the form
− ~
2µ
∇2Ψ− Ze
2
4piε0r
Ψ = EΨ. (1.59)
It is now useful to exploit the radial symmetry of this problem. To do this, we transform
from Cartesian coordinate space into spherical polar coordinates, i.e. x, y, z → r, θ, ϕ,
and hence Ψ(r)→ Ψ(r, θ, ϕ) which leads to‡
− ~
2µ
(
1
r2
∂
∂r
(
r2
∂Ψ
∂r
)
+
1
r2 sin(θ)
∂
∂θ
(
sin(θ)
∂Ψ
∂θ
)
+
1
r2 sin2(θ)
∂2Ψ
∂ϕ2
)
− Ze
2
4piε0r
Ψ = EΨ.
(1.60)
We then assume a solution exists which separates these variables such that
Ψ(r, θ, ϕ) = R(r)Θ(θ)Φ(ϕ), (1.61)
which, when substituted into Equation 1.60 yields three differential equations:
∂2Φ
∂ϕ2
= −m2Φ (1.62)
1
sin(θ)
d
dθ
(
sin(θ)
dΘ
dθ
)
− m
2
sin2(θ)
Θ + βΘ = 0 (1.63)
1
r2
d
dr
(
r2
dR
dr
)
− βR
r2
+
2µ
~2
(
E +
Ze2
4piε0r
)
R = 0, (1.64)
where −m2, +β and −β are separating constants.
‡Using the transformation: r =
√
x2 + y2 + z2; θ = arccos
(
z
r
)
; ϕ = arctan
(
y
x
)
, as well as the
transformation of the Laplacian: ∇2Ψ =
(
∂2Ψ
∂x2 +
∂2Ψ
∂y2 +
∂2Ψ
∂z2
)
= 1r2
∂
∂r
(
r2 ∂Ψ∂r
)
+ 1r2 sin(θ)
∂
∂θ
(
sin(θ)∂Ψ∂θ
)
+
1
r2 sin2(θ)
∂2Ψ
∂ϕ2 .
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Solution to the zenith, Φ(ϕ), equation. The first of these differential equations,
Equation 1.62, is directly integrable returning
Φm(ϕ) =
(
1
2pi
) 1
2
eimϕ; m = 0,±1,±2 . . . . (1.65)
These are also the eigenstates of the angular momentum component operator, denoted
Lˆz (Appendix 8.1), and thus m can be interpreted as the magnetic angular momentum
quantum number.
Solution to the azimuth, Θ(θ), equation. Equation 1.63 can be transformed using
the substitution z = cos(θ) into
d
dz
[(
1− z2) dP (z)
dz
]
+
[
β − m
2
(1− z2)
]
P (z) = 0, (1.66)
which is a form of Legendre’s differential equation, having solutions of the associated
Legendre polynomials, denoted as P
|m|
l (z), of
Θ(θ) =
[(
2l + 1
2
)
(l − |m|)!
(l + |m|)!
] 1
2
P
|m|
l (z), (1.67)
with
P
|m|
l (z) = (−1)m(1− z2)
m
2
dm
dzm
[
1
2ll!
dl
dzl
(
z2 − 1)l] , (1.68)
where the term in the square bracket is the definition of the ordinary Legendre poly-
nomials. β is found to be l(l + 1). Negative values of m are valid and the polynomials
are given in terms of |m|, by
P−ml (Z) = (−1)m
(l −m)!
(l +m)!
P
|m|
l (Z). (1.69)
Another quantum number, l = |m|,|m|+ 1, . . . , is introduced and is referred to as the
orbital angular momentum quantum number, interpreted through comparison to the
eigenvalues of the total angular momentum operator, denoted Lˆ (discussed in Appendix
8.1).
Given the solutions to the first two differential equations we can note a special
property, one which is ubiquitous in such central-field problems, that the product of
azimuth and zenith, i.e. Θ(θ) · Φ(ϕ) are spherical harmonic functions (Figure 1.3),
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Figure 1.3 | (left): The first few spherical harmonics which describe the angular part of
the electron wavefunction in a hydrogenic atom. (right): The radial (r) component of the
electronic wavefunction (R(r)). For some orbital quantum number, l, the product of the nth
radial wavefunction with the mth spherical harmonic gives the one-electron orbital.
denoted Y ml (θ, ϕ), taking the form
Y ml (θ, ϕ) = Θ(θ)Φm(ϕ) =
[(
1
2pi
)(
2l + 1
2
)
(l − |m|)!
(l + |m|)!
] 1
2
eimϕP
|m|
l (Z)
= Nml e
imϕP
|m|
l (Z).
(1.70)
Solution to the radial, R(r), equation. Considering the final differential equation,
Equation 1.64, a general solution exists which is based on the associated Laguerre
functions 1,6
Rnl(r) = −
[(
2Z
na
)3
(n− l − 1)!
2n [(n+ l)!]3
]
ρlL2l+1n+l (ρ)e
− ρ
2 , (1.71)
where ρ =
(
2Z
na
)
r, and a third quantum number, n = 0, 1, 2 . . . , is introduced, referred
to as the principal quantum number.
The total wavefunction for an electron in a hydrogenic atom is thus
Ψ(r, θ, ϕ) = Rnl(r)Y
m
l (θ, ϕ). (1.72)
They are one-electron wavefunctions, the square of which is the probability density of
finding an electron between (r, θ, ϕ) and (r+ dr, θ+ dθ, ϕ+ dϕ). In Figure 1.3, the first
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few spherical harmonics (Y ml (θ, ϕ)) and the radial wavefunctions (Rnl), are given for
n ≤ 4. If one normalises the squared radial wavefunctions by r2, i.e. r2R2nl (considering
the Jacobian for spherical coordinates), one recovers the familiar Radial Distribution
Functions (RDFs). The extended discussion on these orbitals lies within their impor-
tance in modelling larger, more complex collection of atoms as linear combinations of
these one-electron atomic orbitals, which are the products of spherical harmonics and
radial wavefunctions. Spectroscopically, orbitals with l = 0 are known as ‘sharp’ or
‘s’-orbitals; l = 1 are called ‘principal’ or ‘p’-orbitals; l = 2 are ‘diffuse’ or ‘d’-orbitals;
l = 3 are ‘fundamental’ or ‘f ’-orbitals, and for l > 3, the naming scheme follows on
alphabetically from f . This nomenclature is used throughout this thesis.
1.1.5 Pauli’s exclusion principle and Hund’s rules
The fourth and final quantum number is intrinsic angular momentum called ‘spin’,§
denoted ms. It is an ad hoc relativistic correction to the Schro¨dinger equation, although
falls out naturally within the Dirac equation.10 Put simply (see literature for a more
detailed discussion),11 particles have a quantised value of spin, just as with orbital
angular momentum. In fact spin angular momentum follows the same commutation
relations as with orbital angular momentum (Appendix 8.1); the total spin angular
momentum operator, Sˆ
2
and its components Sˆx,y,z follow:[
Sˆx, Sˆy
]
= i~Sˆz[
Sˆy, Sˆz
]
= i~Sˆx[
Sˆz, Sˆx
]
= i~Sˆy[
Sˆ
2
, Sˆx
]
=
[
Sˆ
2
, Sˆy
]
=
[
Sˆ
2
, Sˆz
]
= 0,
(1.73)
and satisfy the following eigenvalue equations:
Sˆ
2
Y ml (θ, φ) = ms(ms + 1)~2Y ml (θ, φ)
SˆzY
m
l (θ, φ) = ms~Y ml (θ, φ),
(1.74)
where ms =
1
2
j for non-negative integer j, revealing the eigenvalue of the total spin
angular momentum as ms(ms + 1)~2 and the eigenvalue of the component is ms~. The
salient difference is in the restriction on ms compared to ml, resulting in half-integer and
§Although this name distracts from the fact that this a pure, intrinsic quantum property of sub-
atomic particles.
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integer quantum numbers. Fermions, such as electrons, protons and neutrons, quarks
and neutrinos, are a class of particles which all have half-integer spin quantum numbers.
Bosons, such as photons, gauge bosons, carbon and helium nuclei, on the other hand,
have integer spin. Whilst we refrain from discussing the intricacies of these classes
(readers are directed to the vast literature),10,11 the fundamental defining properties of
these classes are required. Foremost, fermions obey the Pauli exclusion principle,12,13
which requires the wavefunction describing the fermionic system to be antisymmetric
under particle exchange. In other words, it requires that in any multi-fermionic system,
fermions cannot occupy identical quantum states, i.e. no two fermions have the same set
of four quantum numbers. The implications of this empirical principle are far-reaching,
underpinning the very foundation of our understanding of elementary particles, and
by extension, chemistry. For one of the cornerstones of modern physics, it is striking
that there is still no explanation on the fundamental origin of this principle, though
well-tested, it remains an open research question.14
A consequence of this principle is a restraint on how electrons occupy atomic orbitals.
Each atomic orbital is defined by three of the four quantum numbers, n, l and ml, thus
an electron occupying such an orbital must have a matching quantum numbers to the
orbital (i.e. the same n, l and ml). For an electron, its spin is ±12~, hence for any one
orbital, two electrons may occupy it, one with spin +1
2
~ and the other with −1
2
~ (often
referred to as spin-up and spin-down respectively). The order with which the orbitals
are occupied is governed by the empirical rules referred to as Hund’s rules,10 which
predict the ground state (energetic minimum) electronic configuration of a system:
1. For a given electronic configuration, maximising the spin multiplicity, 2|S| + 1,
gives the lowest energy configuration, where S = max (
∑
ims,i).
2. For a given multiplicity, 2|S| + 1, the configuration which maximises the total
orbital angular momentum will give the lowest energy configuration, i.e. L =
max (
∑
iml,i).
3. For an incomplete shell (of quantum number n), the total angular momentum
quantum number, J = L + S determines the lowest energy state. If the shell is
less than half filled, the lowest energy configuration is given by J = min (|L− S|),
otherwise maximise J for J = max (|L+ S|).
The first rule may be understood by noting the wavefunction of a state will be more
spin-symmetric if the spin multiplicity is maximised. To keep electronic wavefunctions
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antisymmetric as required by the the exclusion principle, the spatial part of the wave-
function becomes more asymmetrical. In general, the more asymmetrical the spatial
part of the wavefunction is, the lower the energy of that configuration. The second rule
comes down to the inter-electron repulsion within orbitals. The larger the total orbital
angular momentum, the smaller the average inter-electron repulsions because they, on
average, experience a greater degree of separation. The final rule is a consequence
of minimising the spin-orbit interaction term which arises from the interaction of an
electron’s spin angular momentum vector with its orbital angular momentum vector.10
Summary of the quantum numbers. It feels right to now summarise the set of
quantum numbers in this section, and those derived from the hydrogen atom solutions.
The principal quantum number n determines the energy of the orbital (or shell) for
the electron, and is any non-zero, positive integer. The orbital angular momentum
of an electron is given by l, restricted by n such that, l = 0, 1, 2, . . . , n − 1. The
magnetic angular momentum quantum number, ml, describes the projection of the
orbital angular momentum onto a particular axis, and is restricted by integer values
such that −l ≤ ml ≤ l. Finally, the spin quantum number, ms, describes the intrinsic
angular momentum, which for an electron, is always ms = ±12 .
1.1.6 Molecular orbital theory
Solving the Schro¨dinger equation for the hydrogen atom gave us the form of the wave-
function and thus the probability densities for each electronic orbital, which forms the
foundation of atomic orbital theory. However, as a system grows in size, solving the
Schro¨dinger equation becomes impossible because one is unable to correctly describe
the correlation between the motion of multiple electrons, the subject of the succeeding
section. Given this, approximate orbitals are chosen to describe a system, which are
then optimised to minimise some quantity, usually total energy. In molecular orbital
theory, an infinite set of atomic orbitals, χi, cf. Equation 1.72, are used as the initial ap-
proximation, each with a expansion coefficient, ci, which together describe a molecular
orbital, Ψ, known as the Linear Combination of Atomic Orbitals (LCAO),1
Ψ =
∞∑
i
ciχi. (1.75)
The set of the initial approximate atomic orbitals which are to describe the final molec-
ular orbitals is known as a basis set.15 Of course, in practice, such an infinite basis set
is mathematically intractable, and a finite basis set is used. This means that when
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working within molecular orbital theory, a prominent example being computational
chemistry, a decision on where a basis set is truncated has to be taken, which will limit
the accuracy of calculated properties.
The result of the LCAO is an array of molecular orbitals. A clear example of this can
been seen with diatomic fluorine (Figure 1.4). On either side of the diagram, a fluorine
atom, which will have atomic orbitals very close to those of hydrogenic atoms, covalently
bonds to the second fluorine atom. The result is a diatomic molecular system. The
corresponding molecular orbitals are shown, and are labelled as ‘σ’ or ‘pi’ orbitals, their
subscripts denoting the specific LCAO which form them. σ orbitals are formed from the
superposition of atomic orbitals which exist in the same plane, which, for the example
given in Figure 1.4, can be achieved through the superposition of two s orbitals, two
pz-orbitals, or one s and one pz orbital. Similarly, for pi orbitals, these are described
by the superposition of two px or py orbitals which lie in same plane, with overlapping
probability densities. Both σ and pi-orbitals are referred to as ‘bonding-orbitals’ because
they are formed through the constructive interference of atomic orbital wavefunctions.
Since wavefunctions have phase, destructive interference can occur, which results in
‘anti-bonding’ orbitals, where additional nodes are introduced. Anti-bonding orbitals
are denoted by an asterisk, i.e. σ∗, pi∗ etc. Finally, it is possible that the atomic orbitals
from each atom in a molecule combine with zero overlap, perhaps because of symmetry,
which leaves a ‘non-bonding’ orbital. These are most often found in molecule systems
which have atoms with lone pairs of electrons, e.g. nitrogen. Non-bonding molecular
orbitals are denoted as n. The power of the LCAO approach comes from the fact that
any complicated electronic density can be described using partial amounts of s, p, d etc.
orbitals by optimising the coefficients ci and increasing the number of basis functions
used; the iterative procedure in achieving this optimisation is discussed later.
The choice of the basis functions used to form the basis set is important if one is to
describe the relevant chemistry accurately. In order to reproduce the radial wavefunc-
tion (cf. Figure 1.3), a sensible choice needs to be made. Intuitively, an exponential
decay function would model the radial wavefunction well, such as19
R(r) = Nrn−1e−ζr, (1.76)
known as Slater Type Orbitals (STOs), where n is the principal quantum number, N
and ζ are constants. However, it was recognised that linear combinations of Gaussian
functions are much more practical;20 enormous computational savings could be achieved
exploiting the Gaussian Product Theorem, where the product of two Gaussian functions
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Figure 1.4 | An example of the LCAO principle used to describe the molecular orbitals
for diatomic fluorine, where blue and purple represent the phase of the wavefunction.16–18
Molecular orbitals optimised using the B3LYP functional and the 6-31G* basis set (discussed
later).
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Figure 1.5 | The radial wavefunction for a hydrogen 1s orbital is very well described by the
sum of three Gaussian functions (R2 = 0.9999).
could be replaced by a single (weighted) Gaussian function. As such, Gaussian Type
Orbitals (GTOs) have become by far the most common basis functions used in basis sets,
pioneered by John Pople,21–23 where a STO is approximated by n Gaussian functions,
such that
R(r) ≈
n∑
i
(
2αi
pi
) 3
4
e−αi(r−ri)
2
(1.77)
where αi and ri are to-be-determined parameters. The applicability of these functions
can be seen when compared to a typical radial wavefunction (Figure 1.5). As Figure 1.5
shows, a typical radial wavefunction can be expressed very well as the linear combination
of Gaussian functions. These are so-called minimal basis sets, known as the STO-
nG sets, where n is the number of Gaussian functions used to described the STO.
An enormous research effort has gone into, and continues towards, generating basis
sets which are more flexible, widely applicable, and better at describing a myriad of
molecular states.24–28 One of these has already been described; the use of contracted
Gaussian functions has found wide-spread use, where a linear combination of Gaussian
functions is used for a single basis function (such as the STO-2G and STO-3G sets).
However, for polyatomic systems, such a description may been inadequate, where two
atoms come close together. Instead, split-valence basis sets are used, where a valence
orbital is described by more than one set of contracted Gaussian functions. For example
the 6-31G basis set uses 6 contracted Gaussian functions for core orbitals, while using
3 contracted Gaussian functions and an additional 1 Gaussian function to describe
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each valence electron. Another modification is the use of polarisable (often denoted
with an ‘∗’) and diffuse functions (often denoted with a ‘+’), which allow orbitals to
become distorted in the presence of charges or long-range interactions between different
orbitals.29,30 This is in no way a complete discussion on basis sets, rather a primer,
justifying the use of many different basis sets throughout this work.15,31–33
1.1.7 Many-body Hamiltonians: Born-Oppenheimer approxi-
mation
So far we have solved the Schro¨dinger analytically for systems which contain one elec-
tron, or one electron and one proton, the latter yielding a set of hydrogenic solutions
to atomic hydrogen. The problem which remains, one which underpins all quantum
chemistry research, is that all other systems contain three or more bodies, and thus
the Schro¨dinger equation cannot be solved analytically. Instead, a number of approxi-
mations must be made in order to progress. The first approximation is known as the
Born-Oppenhiemer (BO) approximation.1,3,6 This approximation makes use of the fact
that the mass of a proton, mp is significantly larger than that of the electron, me,
where mp
me
∼1836. Within this framework, one can consider the response of electrons to
changes in the nuclear geometry as instantaneous. Thus at any one particular nuclear
geometry, the nuclei are fixed and the Schro¨dinger equations for the electrons and the
nuclei are decoupled and solved separately. The simplest example which introduces the
BO approximation, is the Potential Energy Surface (PES) of the three-body molecular
system for a diatomic hydrogen ion, H+2 (Figure 1.6).
The two nuclei (protons) are positioned at z1 and z2, and the shared electrons at z.
The total Hamiltonian for this system is
Hˆ = − ~
2
2me
∂2
∂z2
−
2∑
i=1
~2
2mp
∂2
∂z2i
+ V (z, z1, z2) = Te + Tn + V, (1.78)
where Te, Tn are the kinetic energies of the electron and nuclei respectively, and V the
potential energy of the system. The Schro¨dinger equation is
HˆΨ(z1, z2) = EΨ(z, z1, z2), (1.79)
but we assume a solution exists of the form
Ψ(z, z1, z2) = ψe(z; z1, z2)ψn(z1, z2), (1.80)
Page 29 of 309
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Internuclear distance / A˚
−0.58
−0.56
−0.54
−0.52
−0.50
−0.48
−0.46
P
ot
en
ti
al
en
er
gy
/
E
h
H H
r / A˚
[ ]
+
zˆ
p+ e− p+
z1
z
z2
Figure 1.6 | (left): The PES for H+2 (calculated at the Hartree-Fock level of theory, with a
6-31G basis set, discussed later).17,22 Each point on the curve represents a different nuclear
geometry, in this case, an increasing internuclear distance. At each point the total energy is
calculated, under the assumption the nuclei positions are fixed. The equilibrium geometry is
found at the energy minimum, around 1 A˚. (right): A 1-dimensional analogue of the three
body H+2 problem, as used to illustrate the BO approximation.
1
where ψe(z; z1, z2) is the electronic wavefunction which depends parametrically on the
nuclear coordinates, and ψn(z1, z2) is the nuclear wavefunction. On substitution into
Equation 1.79, we find
Hˆψeψn = ψnTeψe + ψeTnψn + V ψeψn −
2∑
i=1
~2
2mp,i
(
2
∂ψe
∂zi
∂ψn
∂zi
+
∂2ψe
∂z2i
ψn
)
= Eψeψn.
(1.81)
The final term on the left hand side, the summation over the nuclei, contains a denom-
inator of mp which, under the BO approximation, we can assume is small compared
to the other terms. Of course, this term depends on both the electronic and nuclear
wavefunctions, and as such, if a discontinuity exists, it renders the derivative of the
electronic wavefunction with respect to the nuclear coordinates ill-defined, and the BO
approximation breaks down. The breakdown of the BO approximation is well-known
and presents a serious issue for modern day electronic structure calculations. Other
methods, some of which are discussed later, can work around regions of potential en-
ergy curves or surfaces where the dependency of the electronic wavefunction on the
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nuclear geometry is too large to be neglected, perhaps the most notable example of
this is at conical intersections (discussed in Section 2.1).34 Continuing with the BO
approximation by neglecting the small terms, Equation 1.81 becomes
ψeTnψn + (Teψe + V ψe)ψn = Eψeψn. (1.82)
The terms in the parentheses give the Schro¨dinger equation for the electronic sub-system
only, which has the form
Teψe + V ψe = Ee(z1, z2)ψe, (1.83)
i.e. an electron in a potential V , which depends on the nuclear coordinates. This can
be substituted into Equation 1.82 to give
ψeTnψn + Eeψeψn = Eψeψn, (1.84)
which, left multiplying by ψe and integrating, noting 〈ψe|ψe〉 = 1 for a normalised
wavefunction, yields
Tnψn + Eeψn = Eψn, (1.85)
which is the Schro¨dinger equation for the nuclear wavefunction but with the nuclear
potential energy written in terms of the electronic energy as calculated by Equation 1.84.
The BO approximation only solves the hydrogen ion exactly; its use in other molecular
species introduces an inherent approximation. However, despite this, it remains almost
universally used and any deviation from the true energy is essentially negligible if the
electronic states of a system are not strongly coupled.
For the work presented in this thesis, we are most concerned with the electronic
Schro¨dinger equation, Equation 1.83 since this is required to calculate any electronic
structure properties. The general electronic Hamiltonian for any molecular system
describing Ne electrons at positions r, and Nn nuclei of charge Z at positions R, and its
corresponding electronic Schro¨dinger equation under the BO approximation is therefore
Hˆ = − ~
2
2me
Ne∑
i
∇2i −
Ne∑
i
Nn∑
j
Zje
2
4pi0rij
+
e2
4pi0
Ne∑
i>j
1
rij
+
Nn∑
i>j
ZiZj
4pi0Rij
(1.86)
and
Hˆψ(r; R) = E(R)ψ(r; R). (1.87)
The final term, the nuclear-nuclear repulsion term is usually accounted for as a classical
correction to the total energy, and thus is easy to calculate. However, the problem that
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remains is in trying to correctly describe the electron repulsion term, rij, which is the
subject of the next section.
1.1.8 Many-body Hamiltonians: Hartree-Fock
The first step to providing a model to account for electron repulsion, and thus solving
the Schro¨dinger equation, is to assume each electron experiences a repulsion of the mean
Coulombic field of the Ne− 1 remaining electrons, i.e. reducing the system to a central
field problem. This model was suggested by Hartree35,36 and later improved upon by
Fock to include exchange effects,37 known as Hartree-Fock (HF), and its implementation
is known as the Hartree-Fock Self-Consistent Field (HF-SCF) method.1,38
In this model, the exact Ne wavefunction, Ψ, is written as the product of Ne one-
electron wavefunctions, ψm(i), where ψm(i) implicitly represents the i
th electron in
orbital m at position ri, and is parametrically dependent on nuclear coordinates, R. It
is also assumed that such a wavefunction is a solution of the TISE, analogous to the
Ne wavefunction in Equation 1.87
hˆiψm(i) = Emψm(i), (1.88)
where the total Hamiltonian is constructed from the sum of the Ne one electron Hamil-
tonians, i.e. Hˆi =
∑Ne
i hˆi. As stated, the overall wavefunction can be written as the
product of the one-electron wavefunctions
Ψ =
Ne∏
i,m
ψm(i). (1.89)
However, such a wavefunction is not necessarily antisymmetric, an absolute requirement
of the Pauli exclusion principle. A solution to this is to introduce the concept of the
spinorbital, denoted φm(i) which, as the name suggests, is a product of both orbital and
spin functions, with each spinorbital orthonormal to one another. To ensure adherence
to the Pauli exclusion principle, a Slater determinant is used
Ψ =
1
(Ne!)
1
2
|φ1(i)φ2(i) . . . φNe(i)|, (1.90)
where only the principal diagonal is given. Applying the variational theorem (Appendix
8.2) with the constraint that spinorbitals must be orthonormal allows their optimisa-
tion,1 which, for a closed-shell system with doubly occupied orbitals, leads to the HF
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equation for individual orbital wavefunctions
fˆ1φm(1) = mφm(i), (1.91)
where fˆ1 is the Fock operator, and m the electronic energy of orbital m. The Fock
operator is defined by two operators, the Coulomb operator, Jˆm, and the exchange
operator, Kˆm:
1,39
fˆ1 = hˆ1 +
∑
m′
[
2Jˆm′(1)− Kˆm′(1)
]
(1.92)
Jˆm′(1)ψm(1) =
e2
4pi0
∫
ψ∗m′(2)
1
r12
ψm(1)ψm′(2)dτ2 (1.93)
Kˆm′(1)ψm(1) =
e2
4pi0
∫
ψ∗m′(2)
1
r12
ψm′(1)ψm(2)dτ2. (1.94)
The Coulomb term originates from the electrostatic repulsion between the electron
in orbital m, and the average electrostatic field of the remaining Ne − 1 electrons in
orbitals m′. The exchange term on the other hand originates from the constraint on
the wavefunction that it is antisymmetric, arising from the ability to interchange the
indistinguishable electrons between the same spin states. In an iterative fashion, the
trial wavefunction can be optimised in order to minimise the total energy of the system
with respect to a variational restraint. This is a so-called Self-Consistent Field (SCF)
method.1 A problem, however, emerges when one tries to apply this HF-SCF procedure
to many-body molecular systems because they no longer possess the spherical symmetry
that isolated atoms do. Roothaan and Hall proposed a solution to this which has now
become the standard procedure for modern day HF-SCF procedures.40,41 Using the
LCAO to express molecular orbitals is much more convenient and flexible. As stated in
Equation 1.75, a wavefunction can be described by the linear combination of Nb basis
functions, i.e. ψm =
∑Nb
i c
m
i χi. Substituting this into Equation 1.91 gives
fˆ1
Nb∑
i
cmi χi(1) = m
Nb∑
i
cmi χi(1). (1.95)
Left multiplying by χ∗i′ and integrating over all space gives
Nb∑
i
cmi
∫
χ∗i′ fˆ1χi(1)dτ︸ ︷︷ ︸
Fˆi′,i
= m
Nb∑
i
cmi
∫
χ∗i′χi(1)dτ︸ ︷︷ ︸
Sˆi′,i
, (1.96)
where two new matrix elements are introduced for convenience. The first is the Fock
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Basis functions: χi
Trial coefficients: ci
Ψtrial =
∑Nb
i ciχi
Overlap matrix: Sˆ
Fock matrix: Fˆ
Optimise ci
Calculate m and c
opt
i
Convergence criterion
Set ci = c
opt
i Done.
Ψ =
∑Nb
i c
opt
i χi
Converged!
Continue . . .
Figure 1.7 | Overview of the HF-SCF procedure. The basis functions are selected and do not
change during iterations. A set of trial coefficients are selected and thus a trial wavefunction is
defined. The overlap matrix, Sˆ, is calculated and does not change since it only depends on the
basis functions. The Fock matrix, Fˆ, is built as described in the text. The coefficients are then
varied in some manner, via the variational principle (Appendix 8.2). A set of one-electron
orbital energies and basis function coefficients are obtained. Some metric is calculated and
compared to a predefined convergence criterion, often the total energy and gradient of the
system. If these criteria are met, the final wavefunction is obtained and used to calculate
the properties required. If the criteria are not met, the new coefficients are set as the trial
coefficients and the cycle repeats until convergence is achieved.
matrix, Fˆi′,i, which is the expectation value of the Fock operator fˆ1, and the second is the
overlap matrix, Sˆi′,i, a measure of the spatial overlap between pairs of basis functions.
The set of equations given in Equation 1.96 can be compactly written as the matrix
equation
Fˆc = Sˆc. (1.97)
Here c is an Nb by Nb matrix of c
m
i coefficients, and  is a vector of one-electron orbital
energies. This equation has a non trivial solution if the determinant of its corresponding
secular equation is zero, thus
∣∣∣Fˆ− Sˆ∣∣∣ = 0. The problem however is that both the Fock
matrix and the orbital energies depend on the coefficients, cmi , which themselves need to
be optimised, hence an iterative self consistent field approach is needed, as summarised
in Figure 1.7.
Unfortunately, whilst this HF implementation of HF-SCF shows an important re-
sult, the ability to solve this complicated equation to obtain the wavefunction, the
approximation taken at the start that the electrons see a mean field Coulomb repulsion
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turns out to be an enormous approximation. The energy calculated within the HF
framework, EHF, is too high. The reason for this is that electrons are correlated, in
that (i), the position of one electron spatially changes the Coulomb repulsion felt on
all other electrons, i.e. the instantaneous Coulomb interactions between electrons and
(ii), it neglects all quantum mechanical effects originating from electron distribution
of the remaining Ne − 1 electrons. The vast majority of quantum chemistry method
development is spent on trying to improve how electron correlation is accounted for. In
the following section we introduce some of the common ways this done.
1.1.9 Post-Hartree-Fock ab initio methods: Accounting for
electron correlation
Configuration interaction. Even at the HF limit, where an infinite basis set is used,
the HF wavefunction is still not the exact ground state wavefunction since it does not
account for electron correlation, where more than one electron is present. Instead, one
can express the ground state wavefunction, Ψ, as a linear combination of all the Ne
possible Slater determinants for all possible electronic excitations. For example, after
a set of HF orbitals have been established, the Slater determinant with one electron
in spinorbital φl is promoted to a higher-energy orbital ψl′ , which is denoted by Ψ
l′
l
with a coefficient cl
′
l . Similarly for a double excitation, one electron in spinorbital φl
is promoted to φl′ and another in spinorbital φm is promoted to φm′ , denoted by the
modified wavefunction Ψl
′,m′
l,m . This expression is continued to include the entire unique
combinatorial space of single excitations, double excitations, triple excitations etc. Thus
the exact ground state wavefunction can be written as
Ψ = c0Ψ0 +
∑
l,l′
cl
′
l Ψ
l′
l +
∑
l<m
l′<m′
cl
′,m′
l,m Ψ
l′,m′
l,m +
∑
l<m<n
l′<m′<n′
cl
′,m′,n′
l,m,n Ψ
l′,m′,n′
l,m,n . . . . (1.98)
This wavefunction model is known as (full) Configuration Interaction (CfI).1 The cal-
culated energy with this model, ECI is the exact ground state energy of the system
within the framework of the BO approximation, and of course, excluding relativistic
corrections. The electron correlation energy, Eec can be defined as
Eec = ECI − EHF, (1.99)
i.e. the difference between the exact HF energy (using an infinite basis set) and the
full-CfI energy. In practice, a finite basis set is used, and thus the calculated energy
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difference between these two ab initio methods using the same sized basis set is know
as the basis-set correlation energy, hence practically, a full-CfI calculation is one which
involves all the combinatorial excitations for a given basis set. The CfI wavefunction
in Equation 1.98 can be written as
Ψ =
∑
i=1
CiΨi, (1.100)
where Ci are expansion coefficients about the number of excitations, i. The Ci coeffi-
cients can be determined via the variational principle. Thus the total procedure for a
CfI calculation is an initial HF-SCF calculation, which is then augmented by the CfI
calculation. A full-CfI calculation is usually too computationally expensive for even
reasonably small systems with moderate basis sets, and as such if some of Ci coeffi-
cients are not included in the wavefunction expansion, we get a limited -CfI wavefunction
model. This is generally fine so long as the calculation remains size-consistent, that is,
the energy of many-electron system is proportional to the number of electrons in the
system, something which is not general to limited-CfI.¶
Multiconfiguration self-consistent field. A popular compromise between CfI and HF
calculations is Multiconfigurational Self-Consistent Field (MCSCF). MCSCF methods
use the procedure of limited-CI calculations but with a salient difference; both the co-
efficients of the orbital basis functions, ci, and the expansion CfI coefficients, Ci, are
optimised during the SCF procedure. Though this method is more computationally
expensive, because two sets of parameters are optimised during each cycle of the SCF
routine, results are more accurate even with a truncated set of expansion coefficients.
These methods are extensively used in excited state calculations, where the electroni-
cally excited-state wavefunction is wanted, important for many chemical processes such
as bond dissociation, and spectroscopy in general. The most widely used scheme is
probably the Complete Active-Space Self-Consistent Field (CASSCF) method (Figure
1.8).42 As with all MCSCF methods, both the basis coefficients and expansion coef-
ficients are optimised during each SCF cycle. However, because such calculations are
very computationally demanding as a system’s size grows, in CASSCF, the set of spatial
wavefunctions are split into three sub-sets (Figure 1.8).1
(i) The first is a set of inactive orbitals which comprise of doubly occupied orbitals
with the lowest spatial energy. (ii) The second is a set of virtual orbitals, none of which
are occupied, and in general are of much higher energy than the inactive orbitals.
¶A system XY is size-consistent if the calculated energy of the XY system is the sum of the energies
of the isolated systems, X and Y, i.e. E(XY) = E(X) + E(Y).1
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(A) (B)
Ψl
′
l
Ψ0
Ψl
′,m′
l,m
...
...
...
...
. . .
...
...
Inactive
Active
Virtual
Figure 1.8 | (left): (A) The HF ground state configuration for an example molecular system
described in the basis of three molecular orbitals. (B) The full-CfI wavefunction for this
example system (cf. Equation 1.98). (right): A similar example, instead using the CASSCF
procedure, for a larger molecular system, involving a choice of inactive, active and virtual
orbitals, as described in the main text.42
(iii) The final set, the active orbitals, are found in the energetic intermediate between
inactive and virtual orbitals. This active space is a set of orbitals in which N electrons
are distributed in all possible combinations, i.e. a full-CfI within the active space.
However, CASSCF will only give reliable results if a good (chemical) choice of orbitals
is chosen. The set of active orbitals and virtual orbitals is often referred to colloquially
as the ‘CAS-space’. The biggest issue with CASSCF is picking a CAS-space which
describes the chemistry well enough, whilst minimising the size of the space to make it
computationally feasible.
A further methodology which reduces the computational expense is that of the
Restricted Active-Space SCF (RASSCF) scheme. Here the set of active orbitals is
divided further into three sets. (i) Specified orbitals which are doubly occupied, except
for some defined maximum number of excitations allowed in this sub-set. (ii) Specified
orbitals where any combinatorial excitation is allowed (i.e. CASSCF). (iii) Specified
orbitals which are unoccupied except for a defined number of allowed electrons allowed
in this sub-set. This scheme of work reduces the number of calculations which would
have otherwise been done in CASSCF if one is confident certain orbitals are weakly
correlated with others in the active space.
Møller-Plesset many-body perturbation theory. As an alternative to the CfI methods
discussed above, Perturbation Theory (PT) is a size-consistent method which can sys-
tematically correct for the correlation energy. PT is not variational and therefore does
not necessarily give an upper bound to the total energy instead, increasingly higher
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order terms are included with the sum assumed to converge to the exact energy.43,44
Applied to quantum chemistry, the implementation of PT to approximate the correc-
tion of electron correlation to the HF energy is known as Møller-Plesset many-body
perturbation theory.45 The perturbation applied, Hˆ
(1)
, is the difference between the
exact many-body Hamiltonian (Equation 1.86) and the HF Hamiltonian (the sum of
one-electron Fock operators; Equation 1.92), known as the correlation potential
Hˆ
(1)
= Hˆ− Hˆ(0), (1.101)
where
Hˆ
(0)
=
Ne∑
i=1
fˆi. (1.102)
This choice of perturbation comes from the fact that one is interested in the electron
correlation for the ground state, and is the choice in its original formulation in 1934.45
As such, the perturbing Hamiltonian for electron i is
Hˆ
(1)
(i) =
e2
4pi0
∑
i 6=j
1
rij
−
∑
m
(
2Jˆm(i)− Kˆm(i)
)
, (1.103)
where m is the sum over occupied orbitals (cf. Equation 1.92). Considering the lowest
eigenstate of the Fock operator, φ0, the perturbation corrections to the energy (up to
the second order) are1
E(0) = 〈φ0| Hˆ(0) |φ0〉 = EHF
E(1) = 〈φ0| Hˆ(1) |φ0〉 = 0
E(2) =
∑
j 6=0
〈φj| Hˆ(1) |φ0〉 〈φ0| Hˆ(1) |φj〉
E
(0)
0 − E(0)j
.
(1.104)
The first energy term is simply the expectation value of the unperturbed Hamiltonian,
i.e. the HF energy. The first perturbation correction is zero under this construction of
the perturbation Hamiltonian, hence the first correction which accounts for any electron
correlation is the second perturbation term and is referred to as the Møller-Plesset 2nd-
Order Perturbation Theory (MP2) correction. Thus, the energy calculated, with some
of the electron correlation accounted for, is
E ≈ EHF + E(2). (1.105)
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This method is widely employed in quantum chemistry calculations, and higher order
corrections can be used, such as MP3 or MP4, but these often do not improve the
calculated molecular properties enough to justify the increased computational cost.46
Coupled-cluster method. A related method to the CfI wavefunction model discussed
above is the Coupled-Cluster (CC) method.1 This method is not variational, although
it is size-consistent. Here the exact wavefunction, Ψ, is related to the HF wavefunction,
Ψ0, by the exponentiated cluster operator, Cˆ,
Ψ = eCˆΨ0 =
∞∑
i=0
Cˆi
i!
Ψ0, (1.106)
where
Cˆ =
Ne∑
i=0
Cˆi. (1.107)
The terms of the cluster operator are not known, but each operator pulls out the sum
of one-electron effects (Cˆ1) and two-electron effects (Cˆ2) etc. In this formulation, Cˆ0 is
of course unity, returning only the HF wavefunction and is omitted in the succeeding
discussion. These work similarly to the CfI expansion coefficients (Equation 1.100) with
Cˆ0Ψ0 = Ψ0
Cˆ1Ψ0 =
∑
n,n′
cn
′
n Ψ
n′
n
Cˆ2Ψ0 =
∑
n,n′,m,m′
cn
′,m′
n,m Ψ
n′,m′
n,m ,
(1.108)
where cn
′
n is the amplitude of the singly excited Slater determinant, Ψ
n′
n , and c
n′,m′
n,m is
the amplitude of the doubly excited Slater determinant, Ψn
′,m′
n,m , etc., cf. the notation
used for the discussion on CI. Substituting the form of the cluster operator into the
Schro¨dinger equation, left multiplying by Ψ∗0 and integrating over all-space leads to a set
of (nonlinear) equations which can be solved in an iterative fashion to find the energy of
the system. Obviously, the limitation in this method is that CC uses an infinite series
of the cluster operator and thus must be truncated to be useful, just like CfI. Common
use of the CC method truncate the operator to:
Cˆ = Cˆ1 −→ CCS
Cˆ = Cˆ1 + Cˆ2 −→ CCSD
Cˆ = Cˆ1 + Cˆ2 + Cˆ3 −→ CCSDT,
(1.109)
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where CCX denotes CC singles (X = S), singles and doubles (X = SD), and singles,
doubles and triples (X = SDT) and so on for higher order terms. As with CfI, the
more terms used, the better the approximation of the wavefunction and energies, but,
of course, the computational costs rise quickly. Typically CCSD and CCSDT are used
in computational chemistry, noting that like with MP2, X = D is the first correction
to include correlation effects.47 An expansion to this which has also proven popular
is to use CC, and then treat the next higher correction via PT which is denoted by
parentheses. For example, CCSD(T),47 will treat all single and double excitations with
the CC method, after which a perturbation correction term is added to approximate
triplet excitations. Though less accurate than treating triple excitations explicitly, it
can prove to be a useful compromise between accuracy and computational costs.
1.1.10 Density functional theory
An entirely different approach can be taken to tackle the problem of electron correla-
tion if one forgets about explicitly representing the N -electron wavefunction denoted
as Ψ(x1, x2, . . . , xN), and instead considers electrons collectively as a charge density,
ρ(r).1,48 For electron 1 at position r1,
ρ(r1) = N
∫
|Ψ(x1, x2, . . . , xN)|2ds1dx2 . . . dxN , (1.110)
considering any of the N electrons in the volume element dr1; dxi are space-spin coordi-
nates and ds1 is the spin coordinate of electron 1. Within this context, the central idea
is to express the electronic energy as a functional of the electron density, and thus this
framework is known as Density Functional Theory (DFT). The energy contributions
are identical to those discussed within the HF framework: nuclear-electron attraction,
classical electron-electron repulsion, electron kinetic energy, and electron exchange en-
ergy. The former two are easy since they are already explicit functionals of the ρ(r),
the latter two however are much more difficult and remain the subject of the rest of
this discussion.
Early functional models for the kinetic (T [ρ]) and exchange energies (EX [ρ]) were
suggested, notably as48–50
T [ρ] ∝
∫
ρ
5
3 (r)dr (1.111)
EX [ρ] ∝
∫
ρ
4
3 (r)dr. (1.112)
As is known from virial theorem, the kinetic energy is of the order of total energy. Hence
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errors in the kinetic term will propagate and render the entire model quantitatively
useless.48 This ultimately is the failing of these early models.
From here modern DFT takes hold. First, Hohenberg and Kohn provided a rigorous
proof that electronic energy (E[ρ]) can be expressed as a functional of ρ(r),51 such that
E[ρ] =
∫
ρ(r)v(r)dr + F [ρ], (1.113)
where
F [ρ] = T [ρ] + Vee[ρ] = 〈Ψ| Tˆ + Vˆee |Ψ〉 . (1.114)
v(r) is the external potential arising from the electrons, F [ρ] is a universal functional
determined by the kinetic energy (T [ρ]) and potential energy (Vee[ρ]; classical electron
repulsion and electron exchange) operators for electrons and electron-electron interac-
tions respectively. This therefore retroactively justifies the early attempts for finding
a functional form for electronic energy in terms of electron density. In the same work,
Hohenberg and Kohn provided a practical methodology for calculating Equation 1.113
by establishing a variational principle based on ρ(r).51 In essence this involves minimis-
ing52 the total electronic energy subject to the constraint that∫
ρ(r)d(r) = N, (1.115)
which is simply the number of electrons in the system.48 So far, so good, but the
initial failing of the early models has not been solved; this all still relies on having a
good representative functional for T [ρ] and Vee[ρ]. Kohn and Sham in 1965 provided a
solution.53 Their idea was to introduce electron orbitals (basis functions) as with HF
theory, which allows a good calculation of kinetic energy. It assumes that the system
is a non-interacting electron gas (T [ρ]), which introduces a small error compared to
the real system (Ts[ρ]); the difference in kinetic energy between these two system is
therefore T [ρ]− Ts[ρ]. Within this framework, Equation 1.113 is written as
E[ρ] =
∫
ρ(r)v(r)dr + F [ρ] =
∫
ρ(r)v(r)dr + Ts[ρ] + J [ρ] + EX [ρ], (1.116)
where J [ρ] is the classical electron-electron repulsion given by
J [ρ] =
1
2
∫ ∫
ρ(r1)ρ(r2)
r12
dr1dr2. (1.117)
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This now allows a formal definition of the electron exchange-correlation energy,
EXC [ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− J [ρ], (1.118)
and hence the central quantity which remains the focus of the DFT community,
E =
∫
ρ(r)v(r)dr + Ts[ρ] + J [ρ] + EXC [ρ]. (1.119)
‘All’ that remains is to determine the exchange-correlation functional. Practically, this
Kohn-Sham formalism then follows an almost identical SCF procedure as with HF (cf.
Figure 1.7), except that instead of the exchange contribution in the Fock-matrix, an
equivalent exchange-correlation term is used instead.
This is in no way a comprehensive summary of DFT, but rather a phenomenological
overview of one of the most widely used methods for calculating molecular properties
of medium to large systems.54 In stark contrast to the ab initio methods discussed in
previous sections which often are restricted to small (tens) of atoms; DFT is routinely
used for 100s of atoms. As exchange-correlation functionals are developed which re-
produce important chemical properties, there is no doubt interest in DFT will continue
to grow. Interested readers are directed towards the vast detailed literature for more
information on the development of such functionals and the practicalities of performing
DFT calculations.55–63
1.1.11 Excited states methods and quantum dynamics
All of the methods discussed so far are used to calculate the ground state wavefunction
and thus ground state properties. However, excited state properties are of particular
interest to molecular studies, e.g., photochemistry. Many of the aforementioned meth-
ods (specifically not HF) can take a ground state configuration and represent an excited
state in a sensible way which can be optimised. The most obvious way of generating an
excited state would be to take a ground state configuration and optimised orbitals, place
an electron in a virtual orbital and calculate the energy, however, this assumes that the
orbitals are representative of this excited state configuration - which may or may not be
true. Thus, the orbitals will have to be optimised for the excited state (against some con-
vergence criterion), but a simple energy minimisation is useless since it will always just
lead to the ground state - which is why the implementation of excited state methods does
vary from their ground state counterparts. The commonplace methods for wavefunction
and DFT excited state electronic structure calculations are listed and relevant litera-
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ture given: CASSCF,64,65 Complete Active-Space Second-Order Pertubation Theory
(CASPT2)66–68 and Multi-Reference Configuration Interaction (MRCI),69 Equation-
of-Motion Coupled-Cluster (EOM-CC),70 Second-Order Approximate Coupled-Cluster
(CC2),71 Second-Order Algebraic Diagrammatic Construction (ADC(2)),72 and Time-
Dependent Density Functional Theory (TD-DFT).51,73 An important point, which is
particularly important for larger, more complex systems, is that these methods can
all be used in conjunction with classical theories such as Molecular Mechanics (MM).
Such cases are referred to as Quantum Mechanics/Molecular Mechanics (QM/MM); it
involves treating the parts of a systems which require an accurate quantum mechanical
description with high-level QM, and treating everything else, such as a protein envi-
ronment or solvent molecules with a MM force-field, and has shown marked success
in a number of problems related to photochemistry and photobiology.74–77 Since MM
calculations are significantly computational cheaper than QM counterparts, this can
often provide the perfect balance between computational costs and accuracy.
To date, there are numerous electronic structure and MM programs where many of
these methods and algorithms have been efficiently implemented, making them appeal-
ing to a broad range of problems throughout the physical and biological sciences.17,78–96
1.1.12 Quantum dynamics and surface hopping
Everything up to now has involved solving the TISE within the BO approximation (i.e.
at selected fixed nuclear geometries). As such there is no explicit information about
dynamical processes commonly encountered in nature. This information is obtained by
simulating the nuclear dynamics of the system of interest, i.e. solving the TDSE.97–99
This, however, is somewhat an idealised procedure for the systems which are studied in
this thesis; such simulations are incredibly computationally demanding, traditionally
they employ approximations such as a reduced dimensionality,97,100 or are restricted to
a short total simulation time, typically 100 fs or less. Such limitations, particularly the
limitation on simulation time, make such methodologies impractical for the processes
likely to be found in photochemistry (described in the next section). Much longer,
>1 ps simulations would be desirable. To this end, semi-classical methods are usually
employed (Figure 1.9).101–105 These methods involve numerically integrating the TDSE
for electronic coordinates, whilst nuclear coordinates are driven by solving Newton’s
classical equations of motion; the most common method which utilises this is Tully’s
Fewest-Switches Surface Hopping (FSSH) (Figure 1.10).106–108
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Nuclear coordinates (R) evolve accord-
ing to Newton’s equations of motion
Electronic coordinates (r) evolve
according to quantum mechanics. New
forces feed into classical trajectory
Classical
sub-system
Quantum
sub-system
Figure 1.9 | One common option to simulate longer scale simulations (>ps) is to split the
molecule into a classical (the nuclei) and quantum sub-system (the electrons). The quantum
system is treated with one of the methods described so far such as DFT or ADC(2), returning
the PES for some nuclear geometry at positions, R. The PES is then used to calculate the
forces acting on each of the nuclei, which are then evolved according to Newton’s equations
of motion for some (small) time-interval. This new nuclear geometry is used to recalculate
the PES and the cycle continues until the trajectory reaches a user defined threshold, such as
energy gap or total simulation time.
Here the total Hamiltonian Hˆ of the quantum and classical subsystems is given by106
Hˆ = TˆR + Hˆ0(r; R), (1.120)
where TˆR is the kinetic energy operator for atomic motions, and Hˆ0(r; R) is the elec-
tronic Hamiltonian for fixed atomic positions, R. As before, working within the BO
approximation, we can select some set of (orthonormal) electronic basis functions,
ψi(r,R), which depend on the electronic coordinates and parametrically on the nu-
clear coordinates. Matrix elements of the electronic Hamiltonian are then simply
Vij = 〈ψi(r; R)| Hˆ0(r,R) |ψj(r; R)〉 , (1.121)
integrating over electronic coordinates only. Furthermore, a so-called ‘nonadiabatic
coupling’ vector is defined as106
dij(R) = 〈ψi(r; R)|∇Rψj(r; R)〉 , (1.122)
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Generate initial
conditions
Calculate
Vkj and dkj
Calculate hopping
probability
Change state
Stopping
criteria
Evolve nuclear
coordinates
No Hop
Done!
Continue. . .
Hop
n
N
Figure 1.10 | A typical simulation using Tully’s FSSH algorithm. The stopping criteria is
often a maximum user defined simulation time, and/or when a trajectory reaches a state of
interest. Because of the stochastic nature of determining if a hop takes place, n repeats of the
same trajectory should be averaged together, although this is often not used in practice due
to computational costs involving large systems. Furthermore, N trajectories should be taken
each with different initial conditions to sufficiently sample phase space.
This term arises from the Schro¨dinger equation, but has up to now been ignored within
the BO approximation. As alluded to, the atomic coordinates will be propagated in
time thus, R = R(t); there are many choices one could use to integrate the nuclear
equations-of-motion, most commonly a velocity-Verlet algorithm is used.109 A system
wavefunction (Ψ(r,R, t)) can be defined in terms of the electronic basis functions and
expansion coefficients, ci(t),
Ψ(r,R, t) =
∑
i
ci(t)ψi(r,R). (1.123)
Substituting this into the TDSE, left multiplying by ψk(r,R), and integrating over
electronic coordinates gives the differential equation106
i~
dck
dt
=
∑
j
cj
(
Vkj − i~dR
dt
· dkl
)
. (1.124)
Solving this differential equation allows one to determine the time-dependence of
the coefficients. In turn, these coefficients determine the population of excited states
on any PES. Now, population is allowed to flow between different PESs which is deter-
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mined by (i) the derivative coupling between the two PESs (dkl) and (ii) the energy
difference between the two PES surfaces (Vkl). Together, these terms are used as a
‘hopping’ threshold; as the population propagates on a PES, the V and d terms are
re-evaluated between all pairs of surfaces. This probability is compared to a random
uniformly distributed number between 0 and 1. If the probability is higher than the
random number, the population ‘hops’ to the corresponding PES. The greatest hopping
probabilities are therefore achieved when electronic states are close in energy and/or
the curvature between them is large (cf. Equation 1.124; Figure 1.10).
Now the algorithm has been established, the final part of the FSSH is to evolve the
nuclear coordinates (R(t)). This is computationally the cheapest part of the simulation,
classical equations of motion are solved using the potential energy calculated in the ab
initio step. This is used to determine the forces acting on each atom, then the atoms are
accelerated over one time-step along the direction of the force. After this, another ab
initio calculation is performed to recalculate the electronic energy at this new nuclear
geometry. The entire surface hopping procedure is then repeated until a stopping
criterion is met, for example, when the population reaches a particular PES or after
the simulation has propagated to a maximum allowed time. Of course, this procedure
only considers one possible set of initial conditions (trajectory) and would need to be
repeated and averaged over to get statistically reliable results, typically 10s to 100s
of trajectories depending on the rarity of the processes to be observed (Figure 1.10).
On top of this, because the decision on whether to hop is stochastic, repeats of each
trajectory should be performed, although in practice this is not performed to reduce
computational effort.
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Chapter 2
Introduction: Photochemistry and
photoprotection
Parts of this chapter have been published by the author:
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Prog., 2016, 99(3 ):282–311.
2. Lewis A. Baker, Simon E. Greenough, and Vasilios G. Stavros. A perspective
on the ultrafast photochemistry of solution-phase sunscreen molecules. J. Phys.
Chem. Lett., 2016, 7(23 ):4655–4665.
3. Lewis A. Baker, Barbara Marchetti, Tolga N. V. Karsili, Vasilios G. Stavros,
and Michael N. R. Ashfold. Photoprotection: Extending lessons learned from
studying natural sunscreens to the design of artificial sunscreen constituents.
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2.1 Photochemistry: The fate of electronic excited
states
2.1.1 Paradigm of photochemistry
Where the first chapter of this thesis has developed a narrative for treating the electrons
in molecular systems quantum mechanically, and how this is achieved in practice, this
chapter instead takes on the perspective of molecular (electronic) interactions with
electromagnetic radiation, namely, photochemistry. Generally speaking, a reactant
(R) is photoexcited (R*) to some electronic excited state. In an effort to stabilise
this high-energy system there are a number of possible processes the excited state
molecule may undergo, creating intermediate structures (I) of various energetics (I*) in
order to form a ‘stable’ product (P). The term stable is somewhat ambiguous, entirely
depending on the timescale of the experiment and relative to other processes occurring
in some deactivation mechanism; typically stable suggests (at least) meta-stable states
with lifetimes well beyond 10s of ns. Indeed, this product could well be the original
reactant, many examples of which are observed in this thesis. A ‘global paradigm’
for photochemical reactions captures all the typical questions photochemistry tries to
answer (Figure 2.1):110
1. What are the plausible structures of the reactive and intermediate species in the
process (i.e. R*, I, I*, P, and P*)?
2. What are the most probable photochemical processes which drive the reaction of
R* → P?
3. What are the plausible competing processes for the reaction of R* → P?
4. What are the rates and kinetics for the reactions and processes observed?
R + h¯ω R* CI P
I
I* or P*
R = reactant
I = intermediate
CI = conical intersection
P = product
∗ = excited state
Figure 2.1 | A ‘global paradigm’, as suggested by Turro et al.110 for the photochemical
reactions which may occur after a molecule is photoexcited.
Page 48 of 309
These types of questions, as will be discussed in detail in the next section, are at the
heart of results in this thesis; understanding how molecules found in photoprotective
applications respond to photoexcitation. Importantly, both experiments and theory
(ab initio electronic structure calculations and/or quantum dynamics simulations) are
required to fully answer all these questions.
2.1.2 Framework of light-matter interactions and the origin of
photochemical processes
The most intuitive place to begin in building the working framework of photochemistry
is with one of the electronic properties of a molecule, its (molecular) electric dipole
moment, µ. This quantity captures the distributions of charges (electrons and nuclei)
within a system as
µ = µe + µn = −e
n∑
i
ri + e
N∑
j
ZjRj, (2.1)
where µe and µn are the electronic and nuclear dipoles due to n electrons at positions
ri and N nuclei at Rj with nuclear charge Zj. respectively. The issue is as with HF,
where are the electrons? Since they are not localised, a quantum mechanical framework
is most appropriate, utilising our previous discussion of wavefunctions and their linear
expansions of basis functions. Furthermore, the subsequent calculation of electronic
properties are only accurately determined by post-HF methods.
When radiation of a specific wavelength is incident on the molecule, the molecular
dipole moment may resonate with the oscillating electromagnetic field of the radiation,
triggering the absorption of that quantum of radiation, and promoting an electron to a
higher-lying energy orbital; the molecule goes from being in its molecular ground state,
Ψi into a electronically excited state, Ψj. This process is usually adequately captured
by treating this ‘light-matter’ interaction as a weak perturbation. The first-order result
via time-dependent perturbation theory is known as Fermi’s golden rule,1,3,111 which
models the probability (Pj←i) of the transition from state Ψi to Ψj as
Pj←i =
2pi
~
| 〈Ψj|µ · ˆ |Ψi〉 |2δ(Ej − Ei ± ~ω), (2.2)
for radiation of frequency ω, with electric field in direction ˆ. Immediately it is obvious
that if a change of electronic state occurs, it must be accompanied by the absorption
(+~ω) or the emission (−~ω) of radiation equal to the energy gap between the two states
involved (Ej − Ei), justifying the usual phenomenological interpretation of absorption
Page 49 of 309
and emission.
This can be taken further by first invoking the BO approximation as before; one can
write the wavefunction as a product of electronic, vibrational, and spin wavefunctions,
i.e. Ψ = ψeψvψs. Substituting this into Equation 2.2 yields
Pj←i =
2pi
~
| 〈ψj,eψj,vψj,s|µ · ˆ |ψi,eψi,vψi,s〉 |2δ(Ej − Ei ± ~ω). (2.3)
Using µ = µe + µn, these integrals can be split up within the BO approximation as
Pj←i =
2pi
~
| 〈ψj,e|µe · ˆ |ψi,e〉 〈ψj,v|ψi,v〉 〈ψj,s|ψi,s〉+ . . .
. . . 〈ψj,e|ψi,e〉 〈ψj,v|µn · ˆ |ψi,v〉 〈ψj,s|ψi,s〉 |2δ(Ej − Ei ± ~ω).
(2.4)
Since electronic wavefunctions are orthogonal, 〈ψj,e|ψi,e〉 = 0 and the above expression
reduces to
Pj←i =
2pi
~
| 〈ψj,e|µe · ˆ |ψi,e〉 〈ψj,v|ψi,v〉 〈ψj,s|ψi,s〉 |2δ(Ej − Ei ± ~ω). (2.5)
Putting the conservation of energy term aside for a moment, and concentrating on
the three integrals in this expression, this expression highlights the components of the
probability amplitude which determines how likely a transition (j → i) is to occur.
A summary of the possible photochemical and photophysical transitions a molecule
may undergo is given in a Jablonski diagram (Figure 2.2).110,112 The origins of these
processes are discussed below.
〈ψj,e|µe · ˆ |ψi,e〉. This integral forms the so-called ‘orbital-selection rules’.1 These
place restrictions on the change in quantum numbers (l, ml) when an electronic tran-
sition takes place (cf. Section 1.1.4). This integral is non-zero only when there is a
parity change between orbitals ((−1)l, for orbital angular momentum quantum number
l). Similarly, orbital angular momentum must be conserved, since a photon (which is
a boson) has l = 1, thus a change of state which involves a photon being absorbed or
emitted must be accompanied with an electron changing orbital by ∆l = ±1. Finally,
a selection rule involving the magnetic orbital angular moment quantum number (ml)
is deduced from noting photons have the intrinsic property of helicity (σh; the projec-
tion of spin onto linear momentum) which is a conserved physical quantity. Photons
have σh = ±1, which is conserved if a transition involves a change in magnetic orbital
angular momentum of ∆ml = 0,±1.1 Many of these selection rules which are formally
forbidden (the integral is zero), can be observed if the perturbation of the electric field is
large enough to distort orbital symmetry. Furthermore, the magnetic field of a photon
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T1Absorption
Fluorescence
Phosphorescence
IC
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ISC
ISC
V
R
V
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R
V
R
V
R
V
R
IC
Internal Conversion (IC), Si −→ Sj .
ISC
Intersystem Crossing (ISC), Si −→ Tj .
VR
Vibrational Relaxation, (VR).
Figure 2.2 | A summary of the important photophysical processes which occur after a
molecule is photoexcited from its electronic ground state, S0, and vibrational ground state,
ν0, to an excited vibronic state, i.e. excited electronic (Sn; n ≥ 1) and vibrational state (νm;
m ≥ 1). Following this, there are a number of radiative (→) and nonradiative (;) processes
a molecule may undergo to dissipate its excess energy. Photodissociation, ionisation, and
isomerisation are not shown.
can induce a magnetic dipole transition and in turn open up some of these previously
forbidden transitions. Such a discussion on the orbital-selection rule is valid for atoms;
molecules on the other hand become more complicated since l is no longer a ‘good’
quantum number. In such cases, composite quantum numbers are instead used to pre-
dict allowed transitions, the result being the molecular point groups used throughout
chemistry and physics.3
〈ψj,v|ψi,v〉. This integral is known as the Franck-Condon (FC) factor.113–115 It is the
overlap integral of the vibrational modes between the electronic states |i〉 and |j〉. In
other words, the probability of an electronic transition is proportional to the degree
of overlap between the initial and final vibrational state wavefunctions, perfect overlap
(〈ψj,v|ψi,v〉 = 1) results in the most intense (probable) transitions (Figure 2.3). This
has come to be known as the FC principle and hence the integral’s name. Importantly,
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νj,0
νj,1
νj,2
νj,3
νi,0
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νi,0 νj,2
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νj,0
νj,3
〈ψj,v|ψi,v〉
〈ψ
j,
v
|ψ
i,
v
〉
0 1 2 3
νj,n ← νi,0
Figure 2.3 | (left): A pictorial analogue of the FC principle for a given transition from elec-
tronic state |i〉 to electronic state |j〉. (top-right): For two representative anharmonic states,
the overlap (〈ψj,v|ψi,v〉) between the ground vibration state νi,0 and the energetically accessible
vibrational states of |j〉 determines how probable each possible transition is. (bottom-right):
The result is an absorption spectrum shown as delta functions. The blue arrow between νi,0
and νj,2 depicts a vertical transition (electronic transition with no change in nuclear geom-
etry), which, given the vibrational wavefunctions of these two states have greatest spatial
overlap, this transition is most intense. The FC principle can also be applied to transitions
between vibrational modes, where the probability of transitioning between two modes depends
on how similar the vibrational wavefunctions are (their overlap) and how similar the nuclear
geometry is between the modes. As such, the energy difference between the initial vibronic
state (depicted as νj,2) and νj,0 means emitted photons are red-shifted compared to absorbed
photons, known as a Stokes shift.
Figure 2.3 depicts vertical transitions, an electronic transition without an accompanying
change in nuclear geometry (i.e. a transition within the BO approximation). These
transitions are most probable given the nuclear geometry between initial and final
states is the same, hence the corresponding vibrational wavefunctions exhibit a large
FC factor.
The concept of the FC factor also qualitatively describes how radiationless energy
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loss of an excited state may occur, a fundamentally important process in photochem-
istry. Whilst in an excited vibronic state (both electronically and vibrationally excited
state), a molecule may release excess vibrational energy as heat, known as Vibrational
Energy Transfer (VET). The molecule may distribute excess vibrational energy to the
environment, known an Intermolecular Energy Transfer (IET), which, for example, will
decrease its vibrational state by conserving energy through transferring heat to a sol-
vent bath. Alternatively, or indeed concurrently, it may redistribute vibrational energy
throughout the normal mode space available to it, known as Intramolecular Vibrational
Energy Transfer (IVR), noting an N-atom polyatomic molecule has 3N - 6 vibrational
modes. Such processes are responsible for the Stokes shift in emissions such as with
fluorescence. As depicted in the Jablonski diagram, absorption usually results in an
excited vibronic state. Once in the emitting electronic state, VET ensues to occupy the
ground vibrational state, where fluorescence takes place. Indeed, this sequence of events
is more probable than emitting from an excited vibrational state because of the large
FC overlap between vibrational states at some nuclear geometry. The result of this is
the (often considerable) red-shift of fluorescence profile for a molecule, relative to its
absorption spectrum. In fact, fluorescence generally occurs from the first excited state
since higher excited states are closer in energy to one another, making non-adiabatic
couplings between electronic states more probable. This is known as Kasha’s rule.116
Nuclear vibrations can also initiate electronic transitions. During vibrations, the nu-
clear geometry may couple (mix) two vibrational modes between two electronic states.
The FC factor once again captures this. An electronic state may change if the vi-
brational wavefunctions between two energy-degenerate vibrational modes, of the two
different electronic states, display significant overlap. The probability of this transition
is multiplied by the density of states accessible for this transition. This vibrationally
initiated change of electronic state is know as Internal Conversion (IC). Importantly,
there is no change in vibrational energy.
〈ψj,s|ψi,s〉. This is referred to as the spin-selection rule, being an overlap integral of
spin wavefunctions between the two states involved in a transition. As briefly discussed
with Hund’s rules for predicting the ground state electronic configuration of a molecular
system (Section 1.1.5), the lowest energy configuration for a stable molecular system
will have paired electrons in all orbitals (Figure 2.4). The spin multiplicity, M , is
defined as M =
∑
n 2ms,n+1; for a molecular system with all paired electrons, the sum
of the spin quantum numbers will be zero, and thus M = 1, as such these are referred
to as singlet states, Sn (n ≥ 0), where n = 0 denotes the ground state configuration.
In excited state configurations, an electron may be promoted and access higher energy
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Figure 2.4 | The ground singlet state (S0), the first excited singlet state (S1), and the first
excited triplet state T1 electronic configuration for F2 (n = 1 electrons are omitted for clarity,
cf. Figure 1.4).
singlet states for example the first excited singlet state, S1. Triplet states on the other
hand have a set of unpaired spins, the sum of the spins are 1, and thus M = 3 and
hence the name triplet states. These are denoted as Tm (m ≥ 1), where the lowest
energy triplet state is T1. A representative example of this is given for F2 (Figure 2.4).
As such, if there is no change in spin multiplicity (e.g. singlet to singlet or triplet to
triplet transition) in a transition, 〈ψj,s|ψi,s〉 = 1. Thus, a transition which results in
a change in spin multiplicity is formally forbidden. In practice, magnetic interactions
involving an electron’s spin can lift this restriction making some transitions possible.
The magnetic interactions (couplings) involving electron spin can occur from: (i)
coupling to the orbital angular momentum of the electron known as spin-orbit cou-
pling; (ii) coupling to an external magnetic field, such as an applied laboratory field,
e.g. the Zeeman effect; (iii) coupling to the magnetic moment of nuclear spin known
as hyperfine coupling. Thus, if a transition involves the change of spin multiplicity, it
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may only occur if one of these sources of magnetic interaction is available to conserve
magnetic energy. Such a transition is known as Intersystem Crossing (ISC). In terms
of organic photochemistry, spin-orbit coupling is by far the strongest (and therefore
dominant) source of magnetic interaction, and remains the subject of this discussion.
ISC is commonplace in photochemistry, perhaps most notably through the observa-
tion of phosphorescence, an analogue of fluorescence which involves a change of spin
multiplicity (Figure 2.2).
Since ISC to the zeroth order is forbidden, the probability of ISC compared to other
radiationless relaxation processes (IC and VET) is significantly smaller, and thus is
often out-competed. However, within a molecular ensemble, there will be a statisti-
cal distribution of molecules undergoing any one competitive pathway, based on their
probability. In the case of spin-orbit coupling, increasing the magnetic interaction will
increase the probability amplitude of ISC, PISC
PISC = 〈Ψj| Hˆso |Ψi〉 , (2.6)
where Hˆso is the spin-orbit coupling operator, which is approximately the product of
the spin and orbital angular momentum dipole moments, µs and µl respectively,
PISC = 〈Ψj| ηsoµsµl |Ψi〉 , (2.7)
where ηso is known as the spin-orbit coupling constant, which is the effective nuclear
charge coupling to the electron spin. This constant is atom-dependent, where heavy
atoms (atomic number Z) contribute more greatly to ηso, thus inducing a higher rate
of ISC. For hydrogenic atoms,110,117 ηso ∼ Z4, although for molecules this effect will be
smaller given the electron will observe a screened nuclear charge from the rest of the
molecule. However, in both cases, atom or molecule, the closer the electron is to the
heavy atom (small l quantum numbers), the larger the spin-orbit interaction. Finally, a
transition which involves a change in orbital angular momentum, analogous to fluores-
cence, but involves a change in spin multiplicity, may occur, known as phosphorescence.
Generally, these undergo a greater Stokes shift than with fluorescence since they will
occur from the lowest triplet state, which is lower in energy than the first excited singlet
state (Hund’s first rule).
The take-home message from this discussion is that an electronic transition initiated
by the interaction of its electric dipole moment with radiation (and indeed radiationless
transitions) is determined by a series of probabilistic integrals which depend on the elec-
tric dipole moment (orbital selection rules), and are proportional to the spatial overlap
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Table 2.1: The typical times for the processes discussed thus far.118
Process Time taken / s
Absorption 10−18 – 10−15
Intersystem Crossing 10−14 to 10−8
Vibrational Relaxation 10−12 to 10−10
Internal Conversion 10−11 to 10−9
Fluorescence (S1 → S0) 10−7 to 10−1
Phosphorescence (T1 → S0) 10−6 to 1
of involved wavefunctions (FC factor), and the overlap of spin states (spin-selection
rule). Importantly, many of these are zeroth-order rules, which means some formally
forbidden transitions are possible under certain higher order interactions. Perhaps most
notably the magnetic field of the radiation, and the magnetic properties of electrons
have been ignored since they are not included in the perturbation term which was
used to derive Equation 2.2. When considered, transitions between formally forbidden
states, such as those of different spin multiplicities, are possible.
In general, a particular transition will have a finite probability of occurring; in
essence all allowed relaxation mechanisms are in competition with one another where
the ‘winning’ transition is that with the greatest probability amplitude (for an ensem-
ble, as previously stated, a distribution of mechanisms will occur drawn from each
probability amplitude). Such amplitudes are generally sufficiently well described (with
the given addenda) within Fermi’s golden rule (Equation 2.2). On the macroscale, these
probabilities are observed as timescales; an unlikely event will take longer to happen
(in terms of sampling phase space) and thus have a longer ‘lifetime’ (Table 2.1), the
core measurement of ultrafast photochemistry.
2.1.3 Photochemistry and potential energy surfaces
A discussion on the breakdown of the BO approximation in Section 1.1.7 ended prema-
turely with the conical intersection as a notable example of when the BO approximation
no longer remains valid. Conical Intersections (CIs) are configurations of a molecule’s
nuclear geometry (and by extension PES) which couples two electronic states so strongly
that there is a point of degeneracy (or near degeneracy) in the PES. Whilst the subject
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Figure 2.5 | An idealised CI between two (adiabatic) PESs. For some particular nuclear
geometry, two PESs may couple (become degenerate) and excited state population may inter-
nally convert through the intersection. The strength of this coupling is understood through
the g and h vectors which span a two dimensional space around the CI geometry.
of CIs is of great research interest, and many of the details beyond the scope of this
thesis,119,120 it suffices to appreciate that CIs between PES in many organic molecules
are essential in providing an efficient route for transitions (IC) between the electronic
states involved. IC through a CI is referred to as nonadiabatic dynamics since the cou-
pling between PES due to the nuclear degrees of freedom can no longer be considered
separable from electronic motion (thus the BO approximation is no longer valid). The
probability (rate) of transition through a CI depends on the strength of the coupling
between the involved electronic states. For the driving reaction coordinate which allows
the molecule to reach this specific nuclear geometry, creating the CI, one or more of
the normal modes is favourable for facilitating IC through the CI. The dominant mode
which facilitates IC through the CI is known as the gradient difference (g) vector,
g =
∂
∂R
(Eb − Ea), (2.8)
where Ea and Eb are the potential energies for the wavefunctions (Ψa and Ψb) at the
CI nuclear geometry (Figure 2.5). At the CI, another normal mode is required which
couples the electronic states together, ultimately allowing IC to take place, known as
the derivative coupling vector (h), orthogonal to the g vector,
h = 〈Ψb| ∂
∂R
|Ψa〉 . (2.9)
Page 57 of 309
These g and h vectors lie along the ‘double-cone’ topography for which a CI is imagined
(Figure 2.5). In particular, this h vector is of the form of the aforementioned nona-
diabatic coupling vector, used to define the hopping probability in FSSH (cf. Section
1.1.11).
2.1.4 The link to experimentally observable quantities
Up to here the physical origins of the dominant photophysical processes have been
discussed, and the major factors which determine their rates, qualitatively justifying
why one process may outcompete another process. It is however important to respect
the fact that in an experiment, one is instead measuring the expectation values for an
ensemble of a molecular species. Radiative rates are measured through the exponential
decay of observed signals, where the lifetime of the radiative processes is the reciprocal
of the decay time.
Absorption is considered experimentally as a sample cell of cross-sectional area a,
containing an absorbing species with effective cross-sectional absorption area σ (Figure
2.6). A portion of the incident light of intensity I0(λ) is absorbed and the remainder is
transmitted through the cell, resulting in a transmitted intensity of I(λ). Absorbance
(A(λ)) is defined as the logarithmic quotient of these intensities,
A(λ) = − log
(
I(λ)
I0(λ)
)
. (2.10)
Considering for a moment an infinitesimally small portion of the pathlength of the cell,
dl
l
I0 Ii I − dI I
σ
Figure 2.6 | A simple schematic of absorption in a sample cell with pathlength l. The
absorbing species has an effective cross-sectional area of σ.
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the rate of change of intensity for incident light (Idl) is∫
dI
Ii
= −
∫ l
0
σNdl, (2.11)
since the fraction of photons absorbed is σNa·dl
a
, hence independent of cell cross-sectional
area, and where N is the number of absorbing molecules over the volume element a ·dl.
This has the simple solution
− ln(I)
ln(I0)
= σNl. (2.12)
Transforming into the log10 basis, and defining a molar absorptivity, ε as
ε(λ) =
NA
2303
σ(λ) [M−1cm−1], (2.13)
where NA is Avogadro’s constant. Finally, defining the concentration of absorptive
species as c = 1000N
NA
, returns the familiar Beer-Lambert law for absorption
A = εcl. (2.14)
Radiation (within a classical theory) is considered to be an oscillating electromag-
netic wave, and the negatively charged (bound) electrons of a molecule to be harmonic
oscillators, which resonate for specific frequencies of radiation. Within this framework
the concept of an oscillator strength, denoted f , is viewed as the ratio of radiation
absorbed (or emitted) by a molecule, compared to an ideal harmonic oscillator. The
oscillator strength is defined as110
f = 4.3× 10−9
∫
εdν, (2.15)
expressed in terms of wavenumber (ν); f = 1 indicates the molecule is an ideal harmonic
oscillator. Thus, the area of a plot of ε vs. ν returns the oscillator strength. The final
remark is that the oscillator strength is proportional to the square of the transition
dipole moment discussed at the beginning of this section. Combining this classical
expression of oscillator strength with the quantisation of the transition dipole moment,
the oscillator strength is brought together with quantum mechanical transition dipole
moment by
f =
(
4meν
3~e2
)
| 〈Ψj|µ · ˆ |Ψi〉 |2, (2.16)
thus bringing this brief overview of photochemistry to a close.
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2.2 Biological photoprotection
2.2.1 UV selective pressures and the development of an oxy-
genated atmosphere
Ultraviolet (UV) Radiation (UVR), ∼400–100 nm, is the most energetic component of
the solar spectrum which reaches the Earth, typically subdivided into the UV-A region
(400–315 nm), the UV-B (315–280 nm) region, and the most energetic region, UV-C
(280–100 nm). These high energy components can cause major disruptions to the bio-
chemistry of life, often in the form of chemical bond breaking or free radical generation.
Throughout the development of Earth’s atmosphere, the radiation which bombards the
Earth’s surface has changed dramatically. Around 3 billion years ago in the Archean
era of Earth’s history, when the earliest lifeforms on Earth are known to have existed,
the atmosphere likely consisted predominately of: methane, ammonia, water vapour,
carbon dioxide, nitrogen, hydrogen, hydrogen sulphide and various Noble gases, which
together, at the theorised total surface pressure of 100 kPa are transparent to elec-
tromagnetic radiation of wavelengths beyond ∼220 nm.121 Thus the solar spectrum
reaching the Earth’s surface consisted of much UV-C radiation. As such, these early
organisms were forced to migrate away from the surface, or develop other mechanisms
in order to reduce exposure in order to survive.122
One such example is extant cyanobacterium, a phylum of bacteria, and one of the
Earth’s earliest phototrophs, suggested to exist from at least ∼3 Giga-annum (Ga)
ago.123 This organism has exhibited numerous mechanisms to strike a balance between
obtaining sunlight for photosynthesis, whilst mitigating UV-C damage (Figure 2.7). (i)
In the early ‘primordial soup’ water would have served as a UV-C attenuator, though
several 10s of meters would be required for adequate protection, and thus would not be
considered a surface habitat.121,124,128 (ii) Sedimentation in water certainly can atten-
uate UV-C significantly, reducing the depth of water required. For example, inorganic
salts such as sodium nitrate and sodium nitrite dissolved in water provide an attenuat-
ing environment, and have been demonstrated to mitigate such damage for cyanobacte-
ria,129 although the concentrations of such salts available during this period of Earth’s
history are not well-known leaving this open to speculation. The presence of iron in such
sediments has also been suggested as a likely candidate for early UV-C protection given
only a small, ∼0.1%, of dopant in sediments would be required for significant UV-C at-
tenuation.124,125 (iii) Fossil remains as well as present-day observations, for example at
Chilean high-altitude hot-springs,130 have shown matting communities of cyanobacteria
can help a population survive through the sacrifice of a small portion of the population.
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Figure 2.7 | Suggested mechanisms of early photoprotection from UV-C radiation likely
utilised by cyanobacteria.124 (i) Tens of meters of water could provide protection for UV-C
radiation,121 (ii) with the addition of sediments such as salts and iron, the depth required
would be significantly reduced.124,125 (iii) Matting habitats are known to afford protection;
the top layers (green hashes) are damaged or destroyed but provide protection to the lower
lying population.126,127 (iv) Screening molecules, e.g. pigmentation, have been identified which
attenuate UV-C forming sheaths around a population.124 (v) In the event of UV-induced
damage, to DNA for example, there exist enzyme controlled mechanisms which identify and
repair damage, such as base excision (shown, oxidised guanine with adenine; a Hoogsteen base
pair) and nucleotide excision.124
Here, upper layers reside in the path of UV-C radiation, blocking it for lower lying
layers. Even in death, these upper layers of cells continue to provide photoprotection to
those below until they lyse, and then need to be replaced.124,126,127 (iv) Organic screen-
ing compounds, akin to present day skin pigmentation (discussed in Section 2.2.2),
have been observed. Cyanobacteria can form protective sheaths with screening com-
pounds such as scytonemin,131,132 mycosporines,132 flavonoids and carotenoids,133 all of
which can display strong absorption cross-sections in the UV-A and UV-B regions in
present-day cyanobacteria, thus it is a tangible extrapolation that such pigmentation
might have existed in the UV-C region during this period of Earth’s history.124 (v)
In the event that UV-induced damage occurs, for example in Deoxyribonucleic Acid
(DNA) where dimerisation or base-pair mismatch are known to occur via UV irra-
diation (UV-A, UV-B and UV-C), sophisticated enzyme controlled identification and
repair mechanisms, such as base-excision and nucleotide-excision, attempt to rectify
the damage.132 It comes as no surprise that a number of these mechanisms were likely
used together to strike a balance of meeting metabolic requirements, but reducing UV
damage, to not only survive, but to thrive.
Moving forward in time, more complicated organisms and ecosystems such as large
plant life on land masses, required a broad, efficient, and geographical photoprotection
to thrive. This was, and still is, provided by today’s ozone rich stratosphere. Impor-
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Figure 2.8 | The development of an oxygen rich atmosphere happened after the GOE c. 2.45
Ga ago, the exact cause of which still remains elusive.138 Data reconstructed from Kump,
figure 2.135
tantly however, it is only recently in Earth’s history that the oxygen content of the
atmosphere could support such life, c. 500 Ma ago, let alone provide UV photoprotec-
tion in the form of ozone (Figure 2.8). In the Archean era, oxygen levels were ∼10−5
of Present O2 Atmosphere Levels (PAL).
134,135 There is evidence that oxygenic respira-
tion predates oxygenic photosynthesis, suggested from the phylogenetic reconstructions
of cytochrome oxidase molecular sequences.136 This might be counter-intuitive but a
reconciliation is found through the use of catalase enzymes which convert atmospheric
hydrogen peroxide to water and oxygen.136 Despite this, the trace amounts of oxy-
gen certainly point to early life being dominated by anoxygenic respiration, utilising
sulphur-based energy sources like hydrogen sulphide, as well as oxidative-iron or UV
mediated processes as electron donors for respiration.136 Cyanobacteria are suggested to
have evolved oxygenic photosynthesis, i.e. utilising oxygen as an electron donor as most
life does today (a significantly more energy rich pathway), around 2.7 Ga ago.135–137
The summary of this is that atmospheric O2 levels remained essentially constant for
well over a Ga, before the Great Oxidation Event (GOE).
The GOE marks a ‘boom’ in atmospheric O2 levels, from ∼0.001 % PAL to ∼1 %
PAL in as little as 30 Ma, beginning some 2.45 Ga ago, see Figure 2.8.135 The exact
cause of this event remain uncertain,138 but the time frame of this event has been well
established through the measurement of 33S/32S isotopic ratios in ancient rock forma-
tions.135,137 Some suggestions have been made; given this was around the time large
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land masses likely formed,135 a new selective pressure towards oxygenic photosynthe-
sis for cyanobacteria might have occurred,139,140 or perhaps geological changes in plate
tectonics led to a decrease in oxygen demand via subsequent oxygen reactions with vol-
canic or metamorphic out-gassings.141,142 After the GOE, O2 levels varied minimally,
staying steady at ∼10 % PAL for over a Ga, sometimes dubbed the ‘boring billion’,143
where evolution appeared to stagnate, before another, smaller oxygen boom occurred
marking the Cambrian era, during which an explosion in diversity of life and the de-
velopment of complicated multicellular eukaryotic organisms persisted throughout the
Phanerozoic era for another 500 Ma, and O2 atmospheric levels slowly reached 100%
PAL.144,145 After the GOE, atmospheric O2 levels would have been high enough for an
effective ozone layer, shielding subsequent organisms from harsh UV-C radiation, and
thus the selective pressure of UV radiation is reduced, but not negligible given UV-A
and UV-B radiation are only attenuated, rather than completely blocked by ozone.146
This has important consequences for present day organisms including both humans and
plants, as is discussed in the next section.
2.2.2 Solar irradiation and its impact on the present day bio-
sphere
Today, the ozone rich stratospheric layer of the Earth’s atmosphere absorbs all the UV-C
wavelengths, and much of the UV-B, and as a result the solar spectrum reaching Earth’s
surface comprises less than 8% UVR (Figure 2.9; data simulated using the Simple Model
of the Atmospheric Radiative Transfer of Sunshine (SMARTS) modelling suite).147
Though this is a small proportion of the total solar spectrum (especially compared to the
early Earth atmosphere), these high energy components still have an extensive impact
on the Earth’s biosphere. Most notably, more than 90% of the vitamin-D requirements
of the human body are met through UV-B photocatalytic reactions.148 On the other
hand, the negative attributes of UV-B exposure are extensive; DNA nucleotides and
protein manifolds for example can absorb UV-B radiation which can lead to mutations
in cells or the disruption of vital biochemical pathways like photosynthesis.149 Thus
exposure to UVR remains in an equilibrium of the so-called burden of disease; too little
UV-B exposure, and important biochemical processes are not active, too much, and
the prevalence of adverse effects increase, depicted in Figure 2.10. At the heart of this
burden of disease is the ability of an organism to adapt to varied levels of exposure.
Such biological dependencies, consequences and adaptations are first discussed in the
context of humans, followed by a review of the analogies for higher order plant life.
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Figure 2.9 | The solar irradiance spectrum from the Sun at the top of Earth’s atmosphere
(extraterrestrial; yellow) and at sea level (Earth’s surface; red), simulated using the SMARTS
modelling suite. The theoretical irradiation of the Sun is an ideal black body with temperature
∼5800 K (black line).∗
Humans; negative attributes of UVR exposure. The negative attributes of UVR ex-
posure to humans are extensive and still remain an active area of research. Broadly
speaking, one can group ailments and conditions into three physiological groups: the
skin, the eyes, and the immune system, all of which display acute and chronic effects
depending on the duration of exposure. Probably the most well known consequence
of UV-B overexposure is skin cancer. Both non-melanoma e.g. basal and squamous
cell carcinomas, and malignant melanomas, of which there are estimated 2-3 million
and 130,000 cases per annum respectively, world-wide, contribute to the ∼65,000 fatal-
ities from skin cancers every year.150–152 These are without doubt the most publicised
consequences of UVR overexposure, often forming the basis of various ‘Sun safety’ cam-
∗Irradiance (I(λ)) from a black body at temperature, T , is calculated as the integration of Planck’s
law over spectral components, λ, i.e.
I(λ,T ) =
∫
2pihc2
λ5
· 1
exp
(
hc
λkT
)
− 1
dλ.
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Figure 2.10 | A burden of disease curve exhibited by humans and plants in response to UVR
exposure. There are a number of ailments due to acute and chronic under or overexposure to
UVR. Gene-regulated pathways (dashed arrows) exist in response to changing UVR exposure
in order to perturb the incidence of disease to a minimum.
paigns. Perhaps less well known examples of UV-induced skin damage include degener-
ative changes in the cells of the skin, fibrous tissues and blood vessels, all of which have
been associated with premature skin-ageing and photodermatoses, and of course, ery-
thema solare (sunburn), most of which are acute effects of UVR overexposure. For the
eyes, acute effects range from conjunctivitis, photokeratitis and retinopathy, to chronic
effects including pinguecula (which itself is usually benign, but can lead to pingueculi-
tis), pterygium, macular degeneration, ocular melanoma and cataracts, the latter of
these is responsible for around ∼3 million cases per year globally,152 contributing a
significant global disease burden. The immune system can also become disrupted by
UVR overexposure where cell-mediated immunity can become suppressed leading to an
increased susceptibility to infections. Furthermore, overexposure has been associated
with the activation of latent viral infections, herpes labialis (cold sores) for example.150
Positive attributes of UVR exposure. On the face of it there appear to be a myriad of
reasons to avoid UV exposure, but UVR plays an important role in many biological pro-
cesses making use of the high energy components which can penetrate the surface of the
skin. Most prevalently, UV-B radiation initiates the conversion of 7-dehydrocholesterol
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Figure 2.11 | Schematic diagram of the layers found in the skin epidermis. (i) The first
layer of the epidermis is the stratum coreneum, which consists of a protective layer of dead
keratinocytes. This protective layer is by no means negligible; eye and lip tissues are particu-
larly susceptible for the very reason living cells lie close to the surface of those tissues.156 (ii)
The stratum granulosum is a layer of keratinocytes migrating towards the stratum coreneum,
which, in the process, lose their nucleus and organelles. (iii) The stratum spinosum is the
thickest layer of the epidermis, packed with keratinocytes. (iv) The bottom layer of the
epidermis is the stratum basale layer. This layer consists of keratinocytes and melanocytes.
The melanocytes produce melanosomes, which are packed with the UV absorbing pigment
melanin. These melanosomes are distributed throughout the keratinocytes within the basale
and spinosum layers and reside predominately in a supranuclear cap above the cell’s nu-
cleus, in the path of incoming UVR. Also shown are the early steps of vitamin D3 synthesis.
7-Dehydrocholesterol in the skin is converted to previtamin D3 via UV-B radiation. Isomeri-
sation occurs forming vitamin D3 which is subsequently processed in the liver (along with any
vitamin D3 from one’s diet) to form metabolites for various biological processes, discussed in
the main text.
to previtamin D3,
153 an early step in the synthesis of vitamin D (Figure 2.11).†,‡ In
fact, UV-B mediated production of vitamin D constitutes more than 90% of the total
vitamin D requirements of the body, with less than 10% being provided through diet.148
Furthermore, in an almost idyllic equilibrium, UV-B also destroys previtamin D3 on
long exposures which means vitamin D overdose through sun exposure is essentially im-
possible.157,158 Thus UV-B underexposure can lead to a deficiency in vitamin D, which
has a range of far-reaching consequences on the body. Early development of bones (in
†Vitamin D is not a vitamin, it is a hormone.154
‡For clarity, the natural form of vitamin D synthesised in the body, vitamin D3, is used synony-
mously with vitamin D throughout this thesis. Vitamin D2 on the other hand is synthesised in yeast
via UVR, and is often used as a vitamin D supplement (Figure 2.11).155
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Figure 2.12 | Summary of the typical sources and consequences of DNA damage.161
utero or childhood) for example requires vitamin D which otherwise can lead to rickets
and skeletal disease.148,153 Even in adulthood, a deficiency in vitamin D can contribute
to osteopenia and osteoporosis. These conditions are linked to vitamin D because of
its role in calcium and phosphorus uptake. For example, 1,25-dihydroxyvitamin D, a
metabolite of vitamin D stimulates the uptake of calcium and phosphorus in the intes-
tine by ∼40% and ∼80% respectively.153,159 Other beneficial effects of adequate UVR
exposure include a possible lower incidence of many conditions and illnesses.160 For ex-
ample some cancers, e.g. non-Hodgkins lymphoma, prostate, breast and colon cancers
has been suggested.150 Conditions such as hypertension, and psychiatric disorders such
as seasonal affective disorder and schizophrenia have been suggested to benefit from
adequate UVR exposure.150 The moral of this is that a balance, or equilibrium, needs
to be struck between UVR under- and overexposure.
Maintaining an equilibrium in the burden of disease. The human body has a number
of mechanisms at its disposal in order to prevent, protect, and repair damage from the
adverse effects of UVR under- or overexposure. An overview of the typical sources
and biochemical consequences of DNA damage is given in Figure 2.12. We restrict our
discussions to damage induced either by direct, or indirect interaction with UVR.161
Direct damage is the result of UVR interacting with electrons localised on nucleotides
which can result in the formation of nucleotide dimers (such as inter- or intrastrand
crosslinks), breaks in either single or double strands of DNA, as well as the oxidation
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of existing bases such as guanine (cf. Figure 2.7).
Indirect damage on the other hand is caused by the secondary reactions a chemical
species undergoes with DNA, formed as the result of UVR exposure. Perhaps the most
well known examples of this are the generation of Reactive Oxygen Species (ROS),162
such as superoxide ions (O•−2 ), which are produced through ionising radiation like UV
as well as exogenous chemical species. They go on to interact with DNA and other
vital structures like protein manifolds which disrupts their job, or in the case of DNA,
alters the bases leading to errors in the sequences. This example of UV-induced DNA
damage is capable of being fixed through various means, predominantly through enzyme
controlled base excision or nucleotide excision repair mechanisms. These mechanisms
utilise a complex set of check-pointing processes which spot different DNA damage,163
and initiate the appropriate response. In the worst case, where damage cannot be
repaired, ‘programmed cell death’ or apoptosis is triggered preventing the replication
of a damaged genome.164
These mechanisms are reserved as a ‘last resort’ to DNA damage; skin pigmentation
is the primary photoprotective mechanism found in humans. Skin pigmentation works
by absorbing harmful UVR before it has had chance to interact with DNA or other UV
sensitive constituents of a cell.§ This pigmentation is made up of melanins, a class of UV
absorbing molecules which polymerise into chains and are deposited inside a cell above
its nucleus, in the path of incoming UVR.166 There are four types of melanin: eume-
lanin, a black-brown pigment, pheomelanin, a reddish-yellow pigment, mixed melanin,
a combination of eumelanin and pheomelanin, and finally neuromelanin, a dark brown
pigment found only in the brain.165,167 Of these different melanin pigments, eumelanin
and pheomelanin are singled out to be the ones dominantly responsible for UVR photo-
protection, and thus we restrict our discussion to these pigments henceforth. Eumelanin
and pheomelanin are synthesised through a tyrosine-driven biochemical pathway, sum-
marised in Figure 2.13. First, tyrosine is converted to dopaquinone enzymatically. If
no cysteine is present, dopaquinone can be converted to 5,6-Dihydroxyindole (DHI) or
5,6-Dihydroxyindole-2-Carboxylic Acid (DHICA), which polymerise together to form
§A point of consideration is that pigmentation is indeed required for photoprotection but may
have arisen for entirely other selective pressure. For example, as the brains of early humans developed,
blood flow to the brain needed to be increased, at the expense of increased heat generation. In turn
this would require more effective heat dissipation mechanism, such as shedding coats of hair, where the
skin becomes more susceptible to UVR damage. An interesting, counter-intuitive question is raised,
why does the scalp continue to have thick coats of hair? This might be addressed by noting that
melanins have a strong propensity to bind to heavy transition metals, and given evidence ancestors
would have likely consumed a heavy fish-based diet, this would have been an important selective
pressure on maintaining scalp hair.165 In this thesis however, we restrict our consideration of melanin
to a photoprotective pigment.
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Figure 2.13 | Overview of the biochemical synthesis of eumelanin and pheomelanin inside
melanosomes.168 For both eumelanin and pheomelanin, the first step is the hydroxylation
and enzymatic conversion of tyrosine to dopaquinone. If no cysteine is present, dopaquinone
converts to cyclodopa and then dopachrome. Here DHI and DHICA form, which polymerise
together to form eumelanin. If cysteine is present, then dopaquinone can form cysteinyldopa
isomers which convert to cysteinyldopa quinones and finally benzothiazine intermediates.
These intermediates polymerise together to form pheomelanin. (COOH) can be COOH or H.
Hollow arrows indicates the direction of further polymerisation.169
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Figure 2.14 | An overview of melanosome maturity inside melanocytes as they journey
towards the end of a dendrite.166 Stage 1: An approximately spherical organelle forms with
an amorphous matrix and essentially no structure, called a premelanosome. Stage 2: A
structured protein fibrillar matrix forms; tyrosinase is present. Stage 3: Melanin production
begins and is deposited onto the fibrils. Stage 4: Melanosomes become fully melanised and
now lose tyrosinase activity, they are then transported to the host keratinocyte through a
number of suggested processes.170
eumelanin. On the other hand, in the presence of cysteine, dopaquinone is converted to
isomers of cysteinyldopa before forming benzothiazine intermediates, which polymerise
together to form pheomelanin.
This synthesis takes place inside specialised cells called melanocytes.166 They syn-
thesise vesicles termed melanosomes which in turn synthesise melanin as described in
Figure 2.13.166,171 Melanocytes form long projections (dendrites) out to surrounding
skin keratinocytes in the stratum basale and stratum spinosum layers; typically one
melanocyte reaches upwards of forty keratinocytes.170 Melanosome mature and become
fully melanised as they are transferred to the ends of the dendrites through cytoskele-
tal assisted processes (Figure 2.14), and then to surrounding keratinocytes through a
number of suggested mechanisms.170,172 Once the melanosomes are inside their host
keratinocyte, they are positioned around the nucleus forming a supranuclear cap in the
path of incident UVR. The overall photoprotection provided will depend on the con-
centration and distribution of melanocytes, their size and morphology, as well as the
concentration of melanin inside melanosomes, properties which are regulated by a set
of genes, collectively known as the process of melanogenesis.164,166,173
Melanogenesis turns a static picture of photoprotection into a dynamic, adaptive
photoprotective process. For example, when skin is subjected to high levels of UVR,
which the current level of skin pigmentation is not protected against, signalling path-
Page 70 of 309
ways up-regulate melanogenesis which can increase the number of melanocytes and
melanosome production, the result is facultative skin colour, often referred to as tan-
ning.174 Conversely, if UVR exposure is too low, melanogenesis is down-regulated to de-
crease eumelanin distribution so that sufficient vitamin D can be synthesised. Melano-
genesis therefore provides the ability for the body to respond to changing levels of UVR
as well as metabolic requirements, which helps to maintain an optimal position in the
burden of disease, cf. Figure 2.10.
An issue remains; although there is a regulated pathway to respond to changes in
incident UVR, it is a delayed response (∼3-5 days after UVR overexposure), after which
photodamage could have already occurred, with any intermediate tanning affording
almost no additional protection.175,176 Thus photodamage may have already occurred
by the time the body has begun to respond to damaging UVR levels. In the proceeding
text, we provide an analogous overview of the photobiology exhibited by plants through
UVR exposure.
Plants; negative attributes of UVR exposure. Plant life has achieved phenomenal
resilience to a variety of living conditions and an ability to adapt to dynamic changes
in its habitat, of which UVR exposure is just one example. Like humans however,
overexposure to UVR, and in particular UV-B radiation can have detrimental effects
on a plant’s ability to survive. Perhaps the most profound effect is once again through
damage to DNA either by direct photodamage, or indirectly via the generation of
ROS which subsequently interact with DNA nucleotides.177,178 This can lead to genetic
mutations which, unless repaired (the probability of which decreases with increased
UVR exposure) will cause cells to either replicate a damaged genome or to undergo
apoptosis and die. UVR is also known to damage photosynthetic machinery, specifically
enzymatic control of photosystem II which can dramatically reduce photosynthetic
efficiency. Similarly a reduction in pollen fertility is known to occur in some plants.178
Another noticeable change brought on by UVR overexposure is photomorphogenesis,
whereby a plant’s leaves change morphology due to UVR e.g. the epidermis may become
thicker, increased auxiliary branching, leaf length and leaf area,179–182 some of these
might be useful for survival, but some do increase susceptibility to invading pathogens,
clearly some ‘trade-off’ is met.177,178
Positive attributes of UVR exposure. UVR, in particular UV-B radiation behaves as
a signal transducer for an enormous array of processes; some, as described above, are
degenerative to a plant’s survival but many initiate or regulate gene responses which
are vital for correct functioning.177 UV-B radiation stimulates the expression of genes
responsible for DNA repair, a noteworthy example is the use of UV-A and enzymatic
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control for the repair of photodamaged DNA nucleotides. Contrary to the negative
attributes of photomorphogenesis described above, some changes to leaf morphology
can deter pests, significantly increasing survival rates.177,178 An excellent review of UV-
B signal transduction can be found in Jenkins, Annu. Rev. Plant Biol., 60:407-431,
2009.177
Maintaining an equilibrium. Like with humans, plants are continuously trying to
maintain a balance in the burden of disease cf. Figure 2.10. They require sunlight to
carry out photosynthesis and thus have to be subjected to some UVR in the daily solar
spectrum, but clearly too much UVR can be damaging. Analogous to melanogenesis in
humans, plants have a regulated biochemical pathway which can be up-regulated and
down-regulated in response to UVR exposure, called the phenylpropanoid pathway.183
This pathway is responsible for the synthesis of a rich source of metabolites used in
a myriad of biochemical processes throughout a plant. The keys to this pathway are
aromatic amino acids and their derivative metabolites. Early plant life, such as aquatic
algae, simply used aromatic amino acids as UV-B filters, similarly to early cyanobac-
terium screening agents as discussed. More complex plant life evolved on the Earth’s
surface, and phenolic acids and polyphenolic molecules were utilised for both filtering
properties as well as the regulation and transduction of UV-B signals for defence against
micro-organisms.179,184 Beyond this, with the evolution of terrestrial vascular plants (i.e.
those which exhibit a system of xylem and phloem), these plants use such polyphenolic
molecules as precursors for the synthesise of a number of compounds, most notably:
tannins for defence against predation; lignin for defence against micro-organisms as well
as mechanical strength for a vascular system; flavonoids, which among many functions,
provide UV-B filtering, signal transduction, flower colour and allelopathy.
With respect to photoprotection in many of present day plants, studies on the
model plant organism arabidopsis thaliana,183,185 have suggested that the most promi-
nent photoprotective metabolites are sinapate esters (a class of phenolic acids) such
as sinapoyl malate which are deposited in the vacuoles of cells in the upper epider-
mis of leaves (Figure 2.16). These behave as UV-B filters, absorbing and subsequently
dissipating UV energy before it reaches sensitive cells in the mesophyll palisade lay-
ers. Thus, mirroring melanogenesis in humans cells, in environments of high UVR, the
phenylpropanoid pathway is up-regulated to synthesise more sinapate esters to deposit
in the upper epidermis.183 The full pathway for the synthesis of sinapoyl malate has
been omitted in this discussion but is widely discussed in the literature,183,184,187,188
we however present a simple overview (Figure 2.15). Sinapoyl malate is a secondary
metabolite synthesised in plants following carbohydrate precursors (phosphoenolpyru-
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Figure 2.15 | Overview of the synthesis of sinapoyl malate. The Shikimate pathway takes
phosphoenolpyruvate and erythrose 4-phosphate as precursor to synthesise tyrosine, trypto-
phan and phenylalanine. The latter of these is the precursors of the phenylpropanoid pathway
which produces p-coumaroyl coenzyme A (CoA), the precursor to an array of important sec-
ondary metabolites, including sinapic acid which is used to synthesis sinapoyl malate cf. Figure
2.16.
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Figure 2.16 | (right): Schematic diagram of the layers found in a typical plant leaf. (i)
The upper epidermis consists of cells with UV-absorbing metabolites, synthesised via the
phenylpropanoid pathway, providing photoprotection to lower lying layers. (ii) The meso-
phyll palisade layer contains a high proportion of chlorophyll, responsible for the majority of
light harvesting from the Sun for photosynthesis. (iii) The mesophyll spongy is a dispersed
layer of cells allowing room for the exchange of gases required for photosynthesis. (iv) The
lower epidermis contains cell-regulated openings (stoma) in the leaves by guard cells, allowing
photosynthetic gases to be imported (CO2) or exported (O2). (left): Synthesis of sinapoyl
malate from sinapic acid. Sinapic acid is converted to sinapoyl glucose via the enzyme sinapoyl
glucosetransferase (SGT) metabolising uridine diphosphate glucose (UDP; a sugar-based nu-
cleotide). Sinapoyl glucose is converted to sinapoyl malate via sinapoyl malatetransferase
(SMT) utilising a malate substrate. This is then deposited in the vacuoles of cells in the
upper epidermis.183,186,¶
vate and erythrose 4-phosphate) through the Shikimate pathway,187 which produces the
three key amino acids, tryptophan, tyrosine and phenylalanine.‖ The latter of these,
phenylalanine, is the sole precursor for the phenylpropanoid pathway previously dis-
cussed. Phenylalanine is used to synthesise p-coumaroyl acid coenzyme A, a precursor
to an enormous array of molecules including flavonoids, coumarins, lignans and lignin,
stilbenes, polyamines, anthocyanins, and importantly for photoprotection, sinapic acid
and thus sinapoyl malate cf. Figure 2.16.
It should come as no surprise that if humans (and indeed some bacteria) have com-
plicated DNA repair mechanisms in the event that primary photoprotective processes
fail, then plant life has also developed equally diverse and effective repair processes.
They are essentially analogous to those given in Figure 2.12 with a few salient caveats.
¶Sinapoyl glucose can be converted into sinapoyl choline using sinapoyl cholinetransferase and a
choline substrate. This is used to form a stock of sinapoyl choline in seeds which upon germination,
convert these stores into a supply of sinapic acid via hydrolysis with sinapoyl cholinesterase.183,186
‖This pathway exits in various bacteria, fungi, algae and plants, but not animals, the latter ob-
taining these three essential amino acids purely from diet.
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For example, plants have retained a repair pathway in evolution utilising multiple pho-
tolyases to repair DNA-dimers, humans on the other hand have lost this pathway,
perhaps due to adaptive phenotypes like hair or adaptive behaviour characteristics like
seeking shelter, which means that humans and mammals in general resort to nucleotide
excision repair.156 Overall however, biologically relevant UV-B exposure does not cause
plants to undergo apoptosis nor for plants to develop cancers, implying that the synthe-
sised compounds and repair mechanisms provide extremely efficient photoprotection;
there is much to learn from plants.
Global effects. To conclude this section on UVR effects on the biosphere, we highlight
the impact to Earth’s organisms indirectly, something often taken for granted. This
has become an increasingly studied area in the context of climate change;189 as the
ozone layer is depleted by pollution, incidence UVR increases, particularly for UV-B,
and more worryingly, eventually, UV-C wavelengths. In the first instance, this of course
means that the incidence of the negative effects on humans and plants, e.g. skin cancer
rates, and environmental stress on plants will becomes an increased disease burden. For
example, for each 1◦C rise in surface temperature, it is suggested that the incidence of
basal and squamous cell carcinomas increase by 3% and 6% respectively.190,191 Moving
away from species-specific UVR-overexposure consequences, concerns have been raised
about the survival of aquatic life,192,193 for example, phytoplankton. They are the main
producers of the ocean, using photosynthesis to produce organic matter, responsible
for about half of all ocean organic matter! Increases in UVR exposure have been
shown to be detrimental to specific species of phytoplankton, indicating disruption to
the global ocean food-web where some species can adapt, and some will die off.194
Biochemical cycling, for example, carbon fixation, nutrient cycling, trace metal micro-
nutrient cycling are all affected by variations in solar UVR, particularly detrimental for
aquatic ecosystems. Given the effects of UVR on plant life, increased UVR is suggested
to pose a threat to the global food supply,180,195 although the degree to which this might
occur still remains unclear.196
2.2.3 The rise of artificial photoprotection
Up until now we have discussed the biological implication for UVR under- or overex-
posure and how the body pre-emptively protects against UVR, or repairs UV-induced
damage. As briefly mentioned, tanning is the response to protecting the skin against
UVR levels that the body is not phenotypically predisposed for. However, tanning is a
delayed response, it can take between 3 and 5 days for initial UVR over exposure to in-
duce measurable additional photoprotection even if there is intermediate tanning. This
Page 75 of 309
is because any intermediate tanning is simply the oxidation of pre-existing melanin, and
thus does not provide additional photoprotection.175,176 This has become increasingly
important given today’s availability of tourism,197 and attitudes towards tanning,176
meaning tourists for example, are increasingly subjected to UVR levels well beyond
their skin’s current photoprotection. Of course, this is not an issue for plants, as they
build up the required photoprotection for their environmental UVR levels and maintain
them.
So what are the options available for humans to satisfy the behaviour exhibited? The
simplest is of course to avoid UVR by seeking shade or shelter through various means
e.g. avoiding direct sunlight around the solar meridian or using parasols. Clothing
(shirts, trousers, hats etc.) can provide sufficient photoprotection, but it is subject to
the fabric type, its construction (weave etc.), the dyes used, as well as how worn it
is.198–201 What is particularly effective about clothes as a photoprotective measure is
that they provide essentially uniform UV-A and UV-B protection, are waterproof, they
don’t need reapplying, and essentially cannot be used incorrectly. These, however, are
not convenient for people who want to sunbathe or swim without restriction, which of
course limits their use for these activities. Sunglasses are an important measure given
the particular sensitivity eye tissue has compared to the skin, and adequate sunglasses
can provide essentially complete UVR protection for the eyes.202,203 In addition to
these readily available photoprotective measures, sunscreen products have become an
almost universally adopted method of providing on-demand additional photoprotection
for many reasons, most of which stem from facilitating the various holiday activities
people wish to partake in. Sunscreen products will be the focus of this thesis and are
discussed in detail in the next section.
So far we have described the options available for additional photoprotection in
a qualitative manner. In an effort to standardise a quantitative measure on the ef-
fectiveness of sunscreens in providing photoprotection, the Australian scientist Franz
Greiter in 1974 proposed a methodology which has now been adopted by the pharma-
ceutical, cosmetic, and textile industries globally. The Sun Protection Factor (SPF)
is used in assessing the protection of sunscreen products;204 the Ultraviolet Protection
Factor (UPF) is used in assessing the protection of textiles. SPF and UPF are iden-
tically calculated, and differ only by the experimental conditions used to acquire the
data used for the calculation. For UPF, a spectrophotometer is usually employed to
measure the photon flux with and without the textile present.205 For SPF, 2 mg·cm−2
sunscreen is used on skin samples (or human participants), and the time to the onset
of erythema is detected with and without the sunscreen applied.206 These measures are
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Table 2.2: The UPF for some common textiles and items of clothing.210,211 The rating is
based on current European Union guidelines.206 The important lesson with this is that the
variability in photoprotection for the same material depends heavily on the % coverage the
clothing provides, and the type of weave and dye used to make the item.
Material / Garment UPF % UVR Transmission Rating
Cotton 3–13 7.7–33.3 Low–Medium
Nylon 5–77 1.3–5.0 Low–Very high
Wool 8–139 0.7–12.5 Low–Very high
Linen 5–9 11.1–20 Low
Acrylic 6–104 1.0–16.7 Low–Very high
Acetate 4-5 20.0–25.0 Low
Polyester 7-77 1.3–14.3 Low–Very high
Summer dress 137 0.7 Very high
100% cotton T-shirt 41–49 2.0–2.4 High
Polo T-shirt 71-114 0.9–1.4 Very high
therefore the ratio of UVR transmitted with and without some photoprotective measure,
or formally206,207
SPF = UPF =
∫
I(λ)E(λ)dλ∫
I(λ)E(λ)T(λ)dλ
, (2.17)
where I(λ) is the irradiance spectrum used in the experiment, perhaps the solar irradi-
ance cf. Figure 2.9 or an artificial solar spectrum like a UV lamp, E(λ) is the erythemal
action spectrum,208,209 i.e. the absorption coefficient for wavelength λ by the skin, and
T(λ) is the transmittance of wavelength λ through the photoprotective measure (sun-
screen or textile etc.). The UPF for some common textiles as calculated from Equation
2.17 are provided in Table 2.2. The result is a single number which tries to capture the
photoprotection of the item. Whilst it is debated whether or not this is a truly useful
labelling mechanism for a consumer,205,212 it remains the most widely used quantitative
labelling system for all commercial sunscreen products and specialised UV-protective
textiles.
2.2.4 Photoprotection through the use of sunscreens
The causal link between excessive sun exposure and the development of skin erythema
and tanning has been known for thousands of years, even if the reason for this link
has only begun to be understood over last century or so. Ancient civilisations, such
as the Egyptians and Greeks, took steps to protect the skin with varying success; rice
bran, jasmine and olive oil were applied to the skin, often for cosmetic reasons, but
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they provided additional photoprotection making them some of the earliest recorded
sunscreens.213,214 It was not until 1801 when Johann Ritter discovered UVR, and a
series of experiments in 1889 by Erik Widmark, who proved erythema solare (sunburn)
was caused by UVR, which led to the suggestion of using chemical sunscreens in order
to protect the skin by the end of the 19th century.215
One of the first successful commercial sunscreen products was developed by Eu-
gene Schueller in 1935/6, who went onto found the company now known as L’Oreal.204
The sunscreen was called ‘Ambre Solaire’, an oily substance which contained the UV
absorber benzylsalicylate. Over the following decades, many compounds were studied
spectroscopically and led to the widespread use of para-aminobenzoic acid,215–219 later
benzonphenones,220 and today’s many 10s of UV absorbing molecules which are regu-
larly used in commercial products, many of the widely used popular filters are given
in Table 2.3.204,221,222 The use of sunscreens has exploded since their first inception,
leading to a multi-billion-pound global industry, which is now largely regulated with
the inclusion of specific UV absorbing molecules approved at limited concentrations for
use in commercial products.
Sunscreen products are applied to the upper epidermis of the skin and work in a
complementary manner to the natural photoprotection provided by skin pigmentation.
They contain components which are responsible for intercepting UVR and dissipating
the energy through safe processes. Generally speaking, there are two classes of such
components, organic filters and inorganic particulate filters (Figure 2.17).204,264,265 Or-
ganic filters are typically aromatic molecules which have a high degree of charge con-
jugation. They absorb broadly at UV-A and/or UV-B wavelengths often through 1pipi∗
transitions which are accessible at these energies. They dissipate the energy through a
variety of nondestructive pathways,267 for example as heat to the surroundings. Inor-
ganic particulate filters are usually nano-sized particles that display broad absorption
across UV-A and UV-B wavelengths. They also have the ability to scatter incoming
radiation away from the skin (Figure 2.17(B)), where the ratio of absorption and scat-
tering cross-sections depends on the properties of the particulate,268 e.g. diameter and
coating. As such, these components are sometimes referred to as inorganic scatterers.
Thus, a combination of organic and inorganic particulate filters can provide a broad
spectral coverage for sunscreen products, which serves as the defining property of any
good sunscreen product. However, there are a number of other considerations in de-
signing a commercial sunscreen product: the texture, ease of application, degree of
water-resistance, frequency of application required, suitability for a broad range of skin
types and conditions, smell and production costs, all weigh in when designing the final
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Table 2.3: 54 of the popular UV filters used as sunscreen components authorised around the
world, and a non-exhaustive list of related studies regarding: photostability (PS), allergies
(photo or contact; PA), endocrine absorption (AB). Regions: European Union (1), United
states of America (2), Australia and New Zealand (3), Canada (4), Japan (5), South Africa
(6). Parts of this table have been reproduced from Shaath, Table 1.223
Name Authorisation Suitability studies
Benzophenone-1 5, 6 –
Benzophenone-2 3, 5, 6 –
Benzophenone-3 (Oxybenzone) 1–6 PS,224 PA,225 AB226–230
Benzophenone-4 1–5 PA221,231–233
Benzophenone-5 (Sulibenzone) 1, 3, 5, 6 PS,234 PA,235 AB226
Benzophenone-6 5, 6 –
Benzophenone-8 2, 3, 4, 6 PA232
Benzophenone-9 5, 6 –
3-Benzylidene camphor 1, 6 PS234
Benzylidene camphor sulfonic acid 1, 3, 5, 6 PS236
Beta-2-Glucopyranoxy propyl hydroxy benzophenone 5, 6 –
Bis-ethylhexyloxyphenol methoxyphenyl triazine (Bemotrizinol) 1, 3, 6 PS237
Butyl methoxydibenzoylmethane (Avobenzone) 1–6 PS,238–240 PA241
Camphor benzalkonium methosulfate 1, 3, 6 –
Cinoxate (2-ethoxyethyl-p-methoxycinnamate) 2, 3, 4, 5, 6 PS,219 PA242
DEA methoxycinnamate 4, 6 –
Diethylamino hydroxybenzoyl hexyl benzoate 1, 3, 5, 6 –
Diethylhexyl butamido triazone 1, 6 –
Digalloyl trioleate 6 PS243
Diisopropyl methyl cinnamate 5, 6 –
Dimethoxyphenyl-[1-(3,4)]-4,4-dimethyl 1,3-pentanedione 5, 6 –
Disodium phenyl dibenzylimidazole tetrasulfonate 1, 3, 6 –
Drometrizole 5 –
Drometrizole trisiloxane 1, 3, 5, 6 PA244,245
Ethyl dihydroxypropyl PABA 4, 6 PA246
Ethylhexyl dimethoxy benzylidene dioxoimidazoline propionate 5, 6 –
Ethylhexyl dimethyl PABA 1–6 PS,224 PA231
Ethylhexyl methoxycinnamate (Octyl methoxycinnamate) 1–6 PS,224,237 AB227
Ethylhexyl salicylate 1–6 PS234
Ethylhexyl triazone (Octyl triazone) 1, 3, 5, 6 PS,234,237,247 PA231
Ferulic acid 5, 6 PS248
Glyceryl ethylhexanoate dimethoxycinnamate 5, 6 –
Glyceryl PABA 4, 5, 6 PA232,246
Homosalate 1–6 PS,234 PA235
Isoamyl p-methoxycinnamate 1, 3, 5, 6 PS,234 PA233
Isopentyl trimethoxycinnamate trisiloxane 5, 6 –
Isopropyl benzyl salicylate 3, 5 –
Isopropyl methoxycinnamate 5, 6 –
Menthyl anthranilate 2–6 PS249
4-Methylbenzylidene camphor 1, 3, 4, 6 PS,234 PA235,250
Methylene bis-benzotriazolyl tetramethylbutylphenol 1, 3, 5, 6 PS234, PA231
Octocrylene 1–6 PS,234,237,251 PA252–254
PABA 1–6 PS,239,255,256 PA256
PEG-25 PABA 1, 3, 5 PS234
Pentyl dimethyl PABA 5 PA257
Phenyl benzimidazole sulfonic acid 1–6 PS,224,234 PA250
Polyacrylamido methylbenzylidene camphor 1, 6 PA,258 AB259
Polysilicone-15 1, 3, 5, 6 PS,234 PA260
Salicylic acid 3 PA,261 AB261
TEA salicylate 2, 3, 4, 6 –
Terephthalylidene dicamphor sulfonic acid 1, 3, 4, 5, 6 PS,247 PA250
Titanium dioxide 1–6 PS,247,262 AB263
Zinc oxide 2–6 PS,247 AB263
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Figure 2.17 | (A) Oxybenzone, a common organic filter used in commercial sunscreens ex-
hibits a strong pi∗ ← pi transition when excited by UV radiation, responsible for its broadband
absorption profile across the UV region.16,17,266 In general, organic filters absorb UVR and
dissipate it before it can reach sensitive skin cells. (B) An extensively used inorganic particu-
late filter in commercial sunscreens, titanium dioxide (TiO2). Unlike organic filters, inorganic
particulate filters also provide photoprotection through scattering and reflecting UVR away
from the skin, as well as absorbing incident UVR.
product.
Another consideration that needs to be taken when selecting a molecule for a sun-
screen is the speed at which energy dissipation occurs with. Any good filtering sunscreen
molecule needs to not only absorb harmful UVR, but also needs to dissipate the en-
ergy on ultrafast timescales faster than any potentially destructive pathways. One can
assume the faster the better, pointing towards ultrafast timescales (picoseconds, 1 ps
= 10−12 seconds; femtoseconds, 1 fs = 10−15 seconds), such that it is ready to absorb
another UV photon, otherwise the sunscreen would not provide photoprotection for any
tangible time, or, many layers of sunscreen would be required for any photoprotection
which would not be consumer friendly. The result of this is a product which contains
many 10’s of individual components in order to satisfy as many of these requirements
as possible (Figure 2.18).
A point of contention remains in commercial sunscreen products in that even with
these design criteria, sunscreen products are not necessarily safe for the skin. For
instance, if any of the components are absorbed into the blood stream, questions about
the effect of the component on the human physiology will clearly be of concern,271 cf.
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SPF 25
Water 60-80%
• Defines overall phase e.g. water-in-oil
or oil-in-water products
Thickening agents ∼2%
• Defines the viscosity of the product
Emollients + emulsifiers ∼20%
• Solubilize UV filters
• Gives formulation type
UV-A/UV-B filters ∼10-20%
• Provide SPF
• UV-A protection
• Broad spectrum coverage
Other components ∼5%
• Improve aesthetics
• Water-resistance properties
Figure 2.18 | The typical formulation of commercial sunscreen products is the combination
of many individual components to make an effective and consumer friendly product.269 The
European symbol of UV-A protection is shown.270
Table 2.3. Generally speaking, this contention point is referred to as the “sunscreen
controversy”, which essentially asks the question, do the products used to protect the
skin from UVR have adverse physiological effects? This controversy has grown given
incidences of skin cancers are rising,272 coupled with studies which have raised concerns
for some commonly used filters (such as skin sensitisation), many of which have been
highlighted in Table 2.3.222,239,273–275 To gain perspective however, it is important to
note that even with these potential avenues for adverse effects, the photoprotective role
sunscreens play cannot be disputed. For example, a landmark study by Green et al.276
clearly showed that melanoma risk can be cut in half through regular sunscreen use.277
Such perspective is particularly important given some of the perpetuated myths and
misinformed allegations regarding sunscreen use which can be dangerous to the public
perception of sunscreens.278
Ultrafast photochemistry might contribute somewhat to the resolution of the sun-
screen controversy, from a photophysical perspective. By understanding the detailed
photophysical and photochemical processes a sunscreen component undergoes at the
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molecular level, and ultrafast timescales, an evaluation on its photo-suitability can be
made. Furthermore, solution-phase measurements of these components, as opposed to
isolated gas-phase measurements, are a step closer to mimicking the environment of
a commercial sunscreen. Indeed, this technique has proven remarkably successful in
understanding many molecular systems (vision, light-harvesting), including sunscreen
molecules, and as such, a review of the current literature is given in the following section.
2.2.5 Current state of the ultrafast photochemistry of sun-
screens
Studies have essentially focussed on single molecular systems of many of the popular
sunscreen given in Table 2.3, the structures of which are shown in Figure 2.19. Specific
details of the experimental techniques which are at the heart of many of these studies are
given in the next section, this however places the rest of the thesis on a firm foundation
and where the results have contributed to this field.
Benzophenones and derivatives. These are a class of molecules which contain two
aromatic rings connected by a carbonyl group see Figure 2.19(A). They are used widely
as organic UV-A and UV-B filters due to their strong absorption in these regions, usu-
ally via strong absorbing 1pipi∗ transitions. (i) Avobenzone has been widely used in
commercial sunscreens since the 1970s and as such, has been the subject of numerous
studies. It exhibits a broadband absorption maximum in the UV-A region, c. 350
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Figure 2.19 | Common sunscreen organic filters. (A) Benzophenones: (i) avobenzone,
(ii) oxybenzone and (iii) sulisobenzone. (B) Cinnamates: (i) octyl methoxycinnamate, (ii)
sinapoyl malate and (iii) ferulic acid (R=CH3) and caffeic acid (R=H). (C) Salicylates: (i)
methyl salicylate, (ii) octyl salicylate, (iii) homomethyl salicylate. (D) Others: (i) 5,6-
dihydroxyindole (R=H), 5,6-dihydroxyindole-2-carboxylic acid (R=CO2H) and (ii) octocry-
lene.
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nm, which extends into the UV-B region, peaking again around 270 nm,279 and ex-
ists in an energetically preferable enol -tautomer, as shown in Figure 2.19(A)(i).238,280
Through nanosecond flash photolysis experiments, avobenzone has been shown to re-
lax through an enol -keto tautomerisation.279,281 Recently, Dunkelberger et al. have
performed transient electronic absorption measurements on avobenzone in a series of
solvents to understand the relaxation mechanism on the ultrafast timescale.282 Excit-
ing avobenzone at 350 nm populates the first excited state, S1, which promptly decays
over ∼0.4–1.4 ps depending on the polarity of the solvent, and forms an ensemble of
energetic populations; a chelated enol -avobenzone and three distinct non-chelated enol -
avobenzone isomers,282,283 the relative proportions of which depend on the solvent, in
the ground electronic state, S0.
284 The vibrationally hot chelated enol -avobenzone re-
forms the ground state enol -avobenzone state by ∼6 ps, through VET to the surround-
ing solvent. The non-chelated structures have quite different relaxation timescales, one
reforms the ground enol -avobenzone by ∼1 ps, the second remains for ∼20-80 ps whilst
the third extends beyond the time-duration of the experiment. The incomplete recovery
of the ground state bleach suggests that some of enol -avobenzone transforms into the
keto-isomer as inferred from other measurements.279
(ii) Oxybenzone, for similar reasons to avobenzone, has found wide spread use in
commercial sunscreens due to a strong absorption cross-section across the UV-A and
UV-B regions, exhibiting broad peaks at c. 325 nm and 287 nm respectively. There
have now been several studies focussed on understanding the ultrafast photochemistry
oxybenzone displays after UV excitation.285–289 Ultrafast (electronic and vibrational)
transient absorption measurements have been able to suggest an almost complete relax-
ation mechanism.286,287 Oxybenzone exists in an energetically more stable enol -isomer
which after 325 nm photoexcitation, predominately populates the S2(1
1pipi∗) state. This
relaxes by IC to the S1(1
1npi∗) state and then undergoes an Excited State Hydrogen
Atom Transfer (ESHT) to form a keto-isomer, together taking ∼100 fs. A rotation
around its aliphatic C-C bond occurs which allows oxybenzone to couple to its S0 state
through a 11npi∗/S0 CI on a timescale of ∼400 fs. A Ground State Hydrogen Atom
Transfer (GSHT) and VET to the surrounding solvent reforms the enol -isomer, on the
timescale of ∼5-8 ps depending on degree of hydrogen bonding to the solvent bath.
An incomplete ground state recovery suggests that a small portion of the excited state
populations form a photoproduct, which transient vibrational absorption studies at-
tribute to a trans keto-isomer from extended C-C rotation,286 although other studies
have suggested this could be attributed to the formation of a phenoxyl radical.288 (iii)
Sulisobenzone, similar to oxybenzone, was also studied by Ignasiak et al.,288 to reveal a
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∼700 fs and a∼3-4 ps relaxation component which may be understood through a radical
formation pathway mechanism, similar to one of pathways suggested for oxybenzone.
Cinnamates and their derivatives. These are a class of molecules which are derived
from cinnamic acid, an aromatic, unsaturated carboxylic acid, which are prevalent as
sunscreen molecules in commercial products290 as well as naturally synthesised in some
plants for photoprotection, e.g. sinapic acid and sinapoyl malate.183,291,292 (i) Octyl
methoxycinnamate has been used extensively in commercial sunscreen products, though
surprisingly, literature on its relaxation mechanism from a ultrafast photochemical per-
spective remains sparse; studies have focused on its stability as an organic filter.293–295
Studies have suggested that after UV-B irradiation, octyl methoxycinnamate under-
goes an isomerisation from the more stable trans-isomer to the less energetically stable
cis-isomer in both polar and nonpolar solvents.296,297 Tan et al.,298 have taken fur-
ther important steps to understanding the ultrafast dynamics of this molecule. Here
they used resonance two-photon ionisation to study isolated octyl methoxycinnamate
molecules in the gas-phase reporting relaxation lifetimes in the ns regime attributed to
the population of a long-lived 11npi∗ state. Building on this they use microsolvation
with water in order to approximate a solution-phase environment. Interestingly, the
addition of this water microsolvation increases the relaxation efficiency remarkably to
the ps regime due to a destabilisation of the 11npi∗ state, which might otherwise be
accessible in the gas-phase environment, although more work remains to be done in
order to conclude this.299 This work laid the foundations of solution-phase studies by
Peperstraete et al.,300 which model octyl methoxycinnamate a step closer to a sunscreen
environment. The results indeed suggest that a trans-cis isomerisation is central to the
observed photoprotective properties, in contrast to gas-phase measurements.
(ii) Sinapoyl malate is a naturally synthesised molecule in many plants from sinapic
acid as part of the phenylpropanoid pathway,183,291 the plant’s equivalent of melano-
genesis. This molecule has been suggested to fulfil the role of a sunscreen in plants,
where UV-B plays a central role to survival but too much can be damaging.177,178,195,267
Whilst this molecule is not explicitly used in commercial sunscreen products, it re-
mains a point of interest which might help with the rationale of designing commercial
products. Vibrationally resolved gas-phase UV spectroscopy experiments along with
steady-state fluorescence measurements by Dean et al.301 have laid the foundations
of understanding the sinapoyl malate by chemically deconstructing it into a series of
sinapate esters. Their results show that sinapoyl malate is unique in having an in-
herently broad absorption spectrum even under such jet expansion-cooled gas-phase
conditions, and likely exhibits an efficient and nonradiative energy dissipation mecha-
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nism. Building upon this, solution-phase transient absorption measurements have been
able to identify the likely underlying relaxation mechanism in a more closely matched
environment to how sinapoyl malate is found.302 After UV excitation (c. 330 nm), the
ground state trans-isomer populates an excited electronic state which begins to relax.
Three components are identified, a short ∼50-600 fs component, a ∼1-5 ps component
and a longer ∼20-30 ps component, depending on the solvent. The study suggests
two possibilities for the excited states involved: (I) photoexcitation to an 11pipi∗ state,
followed by IC mediated by an 11pipi∗/21pipi∗ CI to the 21pipi∗ state. Next IC along the
trans-cis isomerisation coordinate follows, which couples to the ground state mediated
by a second CI, 21pipi∗/S0, followed by VET to the solvent bath. (II) Photoexcitation
to the 11pipi∗ state which couples to the ground state via an 11pipi∗/S0 CI. For both of
these mechanisms, it is suggested that the dynamics occur along a trans-cis isomerisa-
tion coordinate. (iii) Ferulic and caffeic acids are also naturally synthesised molecules
which also exhibit antioxidant properties,303 with ferulic acid an already approved or-
ganic filter in some countries.223 The photodynamics have been elucidated and follow
closely those discussed for sinapoyl malate.304 Thus sinapoyl malate and its derivatives
are worthy research candidates for commercial sunscreen products.
Salicylates and their derivatives. Salicylates are a group of aromatic esters which
have been shown to exhibit an enol -keto tautomerisation via an ESHT, providing an
efficient non-radiative relaxation pathway after UV photoexcitation. Despite their com-
mercial use, many of these have received little attention with respect to their ultrafast
dissipation mechanisms. (i) The most well-studied example is methyl salicylate, a sub-
unit of the larger salicylates found in commercial products and thus an ideal model
for a ‘bottom-up’ approach to understanding the photodynamics of the more complex
molecules. Methyl salicylate has been suggested to undergo an ESHT after UV photoex-
citation in a number of studies over the years, with particular attention on fluorescence
properties.305–314 Herek et al. provided ultrafast measurements in the isolated gas-phase
which identified the ESHT occurring within 60 fs, as well as a longer decay channel of
120 ps.315 Solution-phase studies would be an important extension given fluorescence
lifetimes show solvent dependence.314,316 (ii) Octyl salicylate,317 and (iii) homomethyl
salicylate are often used in sunscreen products but the literature on their relaxation
mechanism remains sparse.318
‘Others’. (i) Indoles, DHI, R=H, and DHICA, R=CO2H, are naturally synthe-
sised subunits of the polymeric eumelanin, responsible for skin pigmentation and thus
natural photoprotection.173,319,320 There has been significant focus on these subunits
(and indeed further subunits such as phenol,321–323 and derivatives324,325) in an attempt
Page 85 of 309
to provide a bottom-up approach to understanding the photoprotective properties of
eumelanin. Sundstro¨m and co-workers,326–330 among others,331–333 have made signifi-
cant progress in elucidating the relaxation mechanism for DHI and DHICA. Ultrafast
measurements have suggested that photoexcited molecules might deactivate through
ESIPT in ∼100-200 ps. Furthermore, it has been shown that polymerised units of
these molecules deactivate faster which might contribute to why eumelanin displays
such efficient photoprotection.334 Eumelanin itself has been studied to some extent but
much of its photodynamics still remains to be understood.334–337 (ii) Octocrylene is a
remarkably popular sunscreen component used around the world,253 it has found use
as an organic filter due to its broadband absorption profile across the UV-A/UV-B
regions,253 its photostability,251,253 as well as its properties as a photostabilser for other
molecules such as avobenzone.237,251,264,338 Transient electronic absorption studies have
recently been reported.339 This study highlights the efficacy with which octocrylene
absorbs UV-B radiation and deactivates through non-radiative pathways, the majority
of which happens by ∼2 ps after photoexcitation. Whilst the exact electronic states
which participate in this relaxation pathway remains ambiguous, the dynamical life-
times extracted are very encouraging for such a widely used sunscreen molecule.
Sunscreen controversy. There remain many unanswered questions surrounding the
use of sunscreens, and the current state of the sunscreen controversy appears heightened
given its prominence in the current literature.204,221,222,273,340,341 Many of the sunscreen
filters discussed here have been subject to various studies specifically to evaluate their
photostability or effect on the body (cf. Table 2.3).238–240,253,342,343 For example, oxyben-
zone, as discussed, predominately relaxes back to its original ground state on ultrafast
timescales, but around ∼10 % forms a long-lived photoproduct, where current literature
suggests a trans keto-tautomer or a phenoxyl radical are likely candidates.286,288 These
photoproducts, in particular the latter, might go on to cause damage to surrounding
cells. Furthermore, the oxybenzone molecules themselves might affect the body through
absorption into the blood stream, or even other organisms through sunscreens washing
off the skin causing water pollution.229,230,344–346 Knowing detailed spectroscopy about
oxybenzone (and indeed other UV filters) has already shown such adverse effects can
begin to be reduced, for example through microencapsulation where a filter is embedded
inside a particulate carrier, or through lipid nanoparticles, both of which can reduce
the filter-skin interaction and generally improve long-term photostability.256,347–352
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Chapter 3
Experimental methodology
Parts of this chapter have been published by the author:
1. Lewis A. Baker and Vasilios G. Stavros. Observing and understanding the
ultrafast photochemistry in small molecules: Applications to sunscreens. Sci.
Prog., 2016, 99(3 ):282–311.
Declarations:
• The solution-phase transient absorption spectroscopy experimental table was set-
up by Dr Simon E. Greenough (University of Warwick, U.K.). The LabView
program which controls the experimental procedure was written by Dr Simon
E. Greenough with contributions from Dr Michael D. Horbury (University of
Warwick, U.K.).
• The global fitting script was provided by Dr Adam Chatterly (University of Cal-
ifornia, Berkeley), which was edited by the author, and used as discussed in
Chapters 4 and 5.
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3.1 Transient absorption spectroscopy
The historic measurements by Ahmed Zewail’s group in 1985,353 (and later refined in
1987)354 of the bond breaking reaction, ICN∗ → I + CN, is widely attributed to the birth
of femtochemistry,355 where for the first time, reaction dynamics (i.e. the formation of
the I and CN fragments) could be observed on a femtosecond timescale. Since then,
this pioneering technique used to study simple dissociation reactions has been applied
to a plethora of physical, chemical and biological systems, with examples ranging from
understanding fundamental quantum dynamics356 to energy transfer in photosynthetic
antennas357 and porphyrin biomimics.358 The key in all these experiments is the use
of ultrashort lasers pulses, which typically have a duration of <100 fs,359,360 in what is
known as a pump-probe scheme.
One laser pulse is used to photoexcite a molecule at a particular wavelength, called
the pump pulse. In the case of sunscreens molecules, this wavelength will be in the
UV region to simulate the conditions sunscreens are used in. Another laser pulse,
drawn from a White Light Continuum (WLC) consisting of wavelengths across the UV
and visible regions (∼300–800 nm), is used to measure the UV-visible excited state
absorption profile of the photoexcited molecule, called the probe pulse. The result is
essentially a UV visible absorption spectrum of the excited state molecule. By altering
the time at which the probe pulse arrives at the molecule relative to the pump pulse,
‘snapshots’ of the static excited state absorption profile can be recorded and used to
produce a dynamic absorption profile (analogous to the many single pictures used to
make a video). The difference in arrival times of the pump and probe is termed the time
delay, ∆t, where ∆t = 0 describes perfect temporal arrival synchronisation, also referred
to as ‘time zero’, and ∆t > 0 describes the probe pulse arriving after the pump pulse.
Typically, time delays up to many nanoseconds (1 ns = 10−9 seconds) in increments
as small as 10 fs are used to capture snapshots of the excited state absorption profile
across the entire ultrafast timescale.
Ultrashort pulse generation. As briefly described, to resolve ultrafast processes,
ultrashort laser pulses are required; the generation of ultrashort pulses has received
considerable attention given the inherent requirement of time resolution.267 A common
method for ultrashort pulse generation is through the use of Ti:sapphire lasers which
exhibit strong lasing transitions around 800 nm, illustrated in Figure 3.1(A).357,364
Typically, a green seed laser optically pumps a Ti:sapphire oscillator. This oscillator
is mode-locked365 around 800 nm and releases pulses at a repetition rate of ∼80 MHz
via an optical switch.366 Typically, one in 80,000 of these pulses is selected as a 800
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Figure 3.1 | Schematic representation of a typical transient absorption spectroscopy exper-
imental set-up.267,361,362 (A) A mode-locked Ti:sapphire laser outputs 800 nm pulses with a
repetition rate of ∼80 MHz. These are energetically weak (∼1-3 nJ per pulse) so they are
used to seed a Ti:sapphire CPA. The CPA amplifies and compresses one in 80,000 seed pulses
and outputs 800 nm, ∼1-3 mJ per pulse at a repetition rate of 1 kHz, with a pulse duration
of ∼45 fs. (B) The 800 nm output is split into two beams. (i) The majority of the output
from the CPA seeds either optical parametric amplification (OPA), sum frequency generation
(SFG) or difference frequency generation (DFG), discussed in Appendix 8.4.3, which is used
for the pump pulses. (ii) A small portion of the output of the CPA is focussed inside a CaF2
crystal for WLG363 to be used as the probe-pulse for transient electronic absorption spec-
troscopy. For transient vibrational absorption spectroscopy, broadband infrared pulses can
be generated via a suitable nonlinear medium which are used as the probe pulses.363 A delay
stage is used to change the pathlength of the probe relative to the pump to introduce a specific
time delay, ∆t, between them. Both pump and probe are overlapped inside a flow-through
cell where the sample is recirculated. A polariser is often used in the probe path to rotate
the polarisation of the probe relative to the pump for magic angle (∼54.7◦) spectroscopy. (C)
The transmission of the probe-pulse is recorded for both a pumped (I∗(λ, ∆t)) and unpumped
sample (I0(λ)), for a range of pump-probe time delays. From these measurements the change
in optical density, ∆OD, is calculated for each wavelength at every time delay, the result is
the commonly reported transient absorption spectra.
nm seed for amplification (i.e. a repetition rate of 1 kHz). Inside the amplifier (e.g. a
Ti:sapphire Chirp Regenerative Amplifier (CPA), optically pumped by another green
seed laser) this 800 nm seed pulse is amplified by factor of ∼106 and compressed to
about ∼45 fs in duration.366–368 A full description of ultrashort pulse generation used
in this thesis is given in Appendix 8.3.
The power of ultrashort pulses lies with their ability the resolve temporal features,
however, the trade-off with temporal resolution is an intrinsic decrease in spectral reso-
lution. This is referred to as the time-bandwidth product, a statement of Fourier-limited
pulses. A pulse with a Full-Width at Half-Maximum (FWHM) duration ∆t and a
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Table 3.1: Fourier transform limit (K) for the FWHM of different pulse shapes.369 The
temporal profile for each pulse shape is also given (A)–(F). For the rectangle pulse, (a+b)/2 =
t0.
Shape Functional form K
(A) Gaussian exp
[−(t/√2t0)2] 0.441
(B) Lorentzian [1 + (t/t0)
2]−1 0.142
(C) Exponential exp[−(|t|/t0)] 0.140
(D) Secant sech(t/t0) 0.315
(E) Rectangle θ(t− a)θ(b− t) 0.892
(F) Sinc sin2(t/t0)/(t/t0)
2 0.336
(A) (B) (C)
(D) (E) (F)
FWHM spectral width of ∆ω obeys the inequality
∆t∆ω ≥ K, (3.1)
where K is a constant that depends on the pulse shape, see Table 3.1. Clearly this
is a statement of the uncertainty principle (cf. Equation 1.24) and thus is a universal
equation which governs laser pulses, although one must be careful in the interpretation
of ∆t since a ‘time-operator’ is ill-defined.370,371 Instead, we continue to only deal with
these experimentally measureable quantities. In the case of Gaussian pulse shapes (K =
0.441) which are the only ones used in this thesis, a 10 fs pulse (∆t = 10 fs) corresponds
to a minimum spectral window of 80 nm if the pulse has a central wavelength of 800
nm. Thus, as discussed in Section 2.1, the shortest pulses may end up populating an
ensemble of excited states which lie within ±1
2
~∆ω. As such, the measured transient
signal will be the convolution of the photochemistry of multiple excited states, making
assignment more difficult.
Pump-probe set-up. The ultrashort 800 nm pulses are used to generate both the
pump and probe pulses (Figure 3.1(B)) by splitting them into two beams (i) and (ii)
for the pump and probe-pulse generation respectively. (i) To generate the pump pulses,
the 800 nm pulses seed an Optical Parametric Amplifier (OPA) which can generate tun-
able laser pulses of a variety of wavelengths (in particular for sunscreens, across the UV
regions).372 Another option is to use sum frequency generation or difference frequency
generation to produce specific wavelengths (e.g. the second harmonic, 400 nm, or the
third harmonic, 267 nm; discussed in Appendix 8.4).373 The result of either of these
options is a consistent source of pump pulses at the wavelength required for photoexci-
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tation. These processes are also used in OPA to generate the higher frequencies such as
UV. (ii) The probe pulses on the other hand are generated by focussing 800 nm pulses
into a suitable nonlinear medium,363,374 e.g. CaF2,
375,376 which produces pulses with a
broad bandwidth referred to as White Light Generation (WLG), typically consisting
of wavelengths between ∼300–1000 nm which are subsequently used as probe pulses
(Figure 3.2(A)). In practice, only probe wavelengths between ∼300–700 nm are used
since these correspond to electronic transitions, furthermore, the CaF2 crystal is trans-
lated to avoid damage and to maintain a consistent source of probe pulses. Because
of the use of UV-visible wavelengths this technique is often referred to as Transient
Electronic Absorption Spectroscopy (TEAS).362 Importantly, broadband Infrared (IR)
pulses may be used in place of white light pulses which probe the vibrational modes of
the molecule,377 called Transient Vibrational Absorption Spectroscopy (TVAS).362,378
Within this line, before WLG, the 800 nm pulses travel along a delay stage which con-
sists of a motorised retro-reflector that introduces a specified ∆t into the probe path.
Equivalently of course, the delay stage can in principle be introduced in either the
pump or probe beam path, with the latter being used here. A polariser can be placed
in this path for magic angle (54.7◦) pump-probe spectroscopy. Both pump and probe
pulses are focussed into the sample with any pump pulses not absorbed by the sample
collected in a beam dump, whereas residual probe pulses are collimated and coupled
into a spectrometer.
Sample delivery. As with most spectroscopy measurements, the sample to be studied
is placed within a transparent cuvette (flow-through cuvette; Demountable Liquid Cell,
Harrick Scientific; Figure 3.2(B)). However there are a few additional details which make
it worthwhile discussing. Firstly, unlike most steady-state measurements, the sample
is recirculated from a reservoir to ensure each pump-probe measurement receives a
fresh sample, ensuring subsequent measurements do not contain excited state species
from the previous pump-pulse. Polytetrafluoroethylene (PTFE) spacers, 100 µm thick
unless stated otherwise, are used to define the absorption pathlength between two
transparent windows (CaF2). The rest of the flow-through cuvette: O-rings (Kalrez),
the compression ring, and retaining nut, are to ensure a fluid-tight fit within the cell
body, where the entire cuvette is mounted onto a translation stage.
∆OD measurement. The actual reported measurements from these experiments
are the changes in optical density ∆OD, which for all probe wavelengths and all ∆t,
are collectively referred to as Transient Absorption Spectra (TAS), see Figure 3.1(C).
The calculation of ∆OD is as follows. The spectral absorption of the probe by a
molecule without any photoexcitation results in a transmitted intensity for each probe
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Figure 3.2 | (A) A typical WLC generated from high-order nonlinear optical processes in a 2
mm CaF2 crystal (335–675 nm shown only). (B) A ‘blown-up’ schematic of the commercially
available379 Demountable Liquid Cell used in this thesis. The spacers define the absorption
pathlength, the rest of the components ensure a fluid-tight fitting.
wavelength, λ, of I0(λ). The molecule is then photoexcited with a pump-pulse. After a
time ∆t another probe-pulse is absorbed by the photoexcited molecule, which results in
a transmitted intensity for each probe wavelength, for the given ∆t, of I∗(λ, ∆t). The
logarithmic quotient of these measurements is a dimensionless, instrument independent
quantity known as the aforementioned change in optical density, ∆OD,
∆OD(λ,∆t) = log10
(
I0(λ)
I∗(λ,∆t)
)
. (3.2)
The recorded TAS is the total signal from the photoexcited molecule, i.e. a convolution
of all possible sources of a ∆OD. There are four main processes which manifest them-
selves as a change in optical density in a typical experiment,357 illustrated in Figure
3.3.
Ground State Bleach (GSB). The pump pulse photoexcites a fraction of the
molecules in a sample to an excited state, thus the number of molecules in the ground
state decreases (Figure 3.3(A)). This leads to a decrease in the ground state absorption
compared the absorption of a unpumped sample. Therefore, the transmission intensity
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Figure 3.3 | (top): A physical interpretation of the common transient absorption signals
measured. (A) A GSB manifests as negative signal; after the pump excites a portion of the
ground state, less of the probe is absorbed relative to the ground state thus Equation 3.2 is
< 0. (B) SE similarly manifests as a negative signal; SE can only happen with an excited
state population, thus the measured intensity will always be greater than with a ground state
population. (C) Both ESA and photoproduct absorption will always manifest as a positive
signal; these populations are only present after a pump event (photoexcitation), thus the
measured intensity probe will always be smaller (since it is absorbed) than a ground state
population. (bottom): Schematic of the typical components which contribute to the measured
TAS, for a particular ∆t.
of the probe in the pumped sample is greater than the unpumped sample, i.e. I∗(λ,
∆t) > I0(λ) so the quotient in Equation 3.2 is < 0. Thus, a GSB signal manifests as a
negative ∆OD signal.
Stimulated Emission (SE). One probe photon may initiate the SE of an ad-
ditional photon from an excited state (Figure 3.3(B)). In the pumped sample, there are
more molecules in an excited state which may undergo SE compared to the unpumped
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sample. Thus the intensity detected from SE is greater in the pumped sample than the
unpumped sample hence SE manifests as a negative ∆OD signal.
Excited State Absorption (ESA). In the pumped sample, the molecules will
absorb wavelengths of the probe pulse corresponding to optically allowed transitions
to higher electronic states (Sn), thus will decrease the transmission intensity of the
probe-pulse (Figure 3.3(C)). In the unpumped sample, these same transitions will not
be accessible thus the transmission intensity of the unpumped sample will be greater
than in the pumped sample, i.e. I∗(λ, ∆t) < I0(λ) so the quotient in Equation 3.2 is >
0. Thus an ESA signal manifests as a positive ∆OD signal.
Photoproduct absorption. After photoexcitation, a molecule may relax
through a mechanism which does not result in its original state forming a photoprod-
uct, for example, long-lived triplet states, fragmentation into two or more fragments
or isomerisation to a stable state (Figure 3.3(C)). In this case, photoproducts may
absorb probe wavelengths, reducing the transmission intensity compared to the un-
pumped sample where there are no photoproducts. Hence photoproduct absorption
also manifests as a positive ∆OD signal.
Thus the final output of the experiment is TAS, which gives the temporal informa-
tion; as spectral features appear or disappear, information about what processes are
taking place, and on what timescales, can be garnered. A note on terminology used in
this thesis; Transient Electronic Absorption (TEA) and Transient Vibrational Absorp-
tion (TVA) refers to the probe pulse wavelength range for the acquired spectrum, both
being examples of TAS. A final point to mention is this experiment is controlled with
LabView programming suite.380 Details pertaining to the use of LabView can be found
in Dr Simon Greenough’s PhD thesis.381
3.2 Post-processing of transient absorption spectra
Typically in each acquisition of TAS, a series of background measurements are taken to
account for contributions to the measured ∆OD which does not originate from the sam-
ple. For the pump-path, the probe-path is blocked, and only the pump passes through
the sample, where the absorption is recorded, Ibkgpu . This measurement captures any
additional light from pump scattering or sample fluorescence and/or phosphorescence
which will affect the measurement of I∗(λ,∆t). Background absorption from the dark
charge of the Charge-Coupled Device (CCD) array, fibre coupling response and any
scattered light are accounted for by measuring the absorption when both the pump
and probe beams are blocked, Ibkg. A final background measurement is taken when
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both pump and probe pulses are sent through the sample, referred to as baseline arte-
facts. The subtraction of baseline artefacts is simple, the most negative time delay
of the TAS, i.e. well before any temporal overlap between pump and probe, typically
taken to be ∆t = −1 ps, Ibl, is subtracted off all absorbance values. This subtraction
accounts for any probe-pump dynamics, that is, when the probe excites the sample,
which is subsequently probed by the pump-pulse. Thus the experimentally measured,
and post-processed TAS is:
∆OD(λ,∆t) = log
(
I0(λ)
I∗(λ,∆t)
)
= log
(
I0(λ)− Ibkg
I∗(λ,∆t)− Ibkgpu
− Ibl
)
. (3.3)
In addition to these baseline measurements, it is important to note that the use of
a broadband probe continuum introduces time-dependent artefacts into all experimen-
tally recorded TAS. The phenomena is referred to as ‘chirp’, where different wavelengths
of light travel with different group velocities in a medium which manifests in time-delay
dependent absorption signals for each wavelength.382–384 In other words, the wavevector
of an electromagnetic wave travelling in some medium experiences a frequency depen-
dence. Overall, this causes the time zero for each wavelength to be slightly different.
Chirp, or Group Velocity Dispersion (GVD),369 is an important nonlinear optical pro-
cess which becomes significant in this work due to the intensity of the laser beams
used. Particularly, the CaF2 crystal for supercontinuum generation introduces posi-
tive chirp.385 The important nonlinear optical phenomena to this thesis are described
in Appendix 8.4. To correct for chirp, we use an available piece of software, Kinetics
Observed After Light Absorption (KOALA),386 but fundamentally this just uses an ap-
proximate expansion of the wavevector.369,387 Consider first the Taylor series expansion
about ω0 of the wavevector of an electromagnetic wave, k(ω), truncating the series at
the second order,
k(ω) =
∞∑
n=0
k(n)(ω0)
ωn
n!
≈ k0 + k′(ω0)(ω − ω0) + 1
2
k′′(ω0)(ω − ω0)2 + . . . . (3.4)
Taking the derivative of k(ω) (the inverse of the group velocity of the pulse), and
multiplying through by an arbitrary length of (dispersive) medium, L, the time zero
at a particular frequency (t0(ω)), and its dependence on angular frequency can be
expressed as386
t0(ω) = L
dk(ω)
dω
= ABP + GDDω +
1
2
TODω2, (3.5)
where we have defined three new terms which are coefficients of a general quadratic
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Figure 3.4 | (A) The raw TAS (shown as an exhaustive set of transients) displays significant
chirp, as depicted by the angle between the bold and dashed lines. (B) Choosing a threshold
(here 1 m∆OD is used) and recording the time delay each wavelength reaches it, a simple
nonlinear regression (red line) is used to generate the translation coefficients (t0(λ)). (C)
After applying the chirp correction, the angle between the two lines is reduced to essentially
zero, and the TAS is considered ‘chirp-corrected’.
polynomial, Absolute Phase (ABP), Group Delay Dispersion (GDD) and Third-Order
Disperion (TOD). A user defined absorption threshold is set and the first unique time
delay for each wavelength to reach the threshold absorption determined to be t0(ω),
see Figure 3.4(A). This is calculated for all wavelengths, and Equation (3.5) is used in
nonlinear regression where the coefficients ABP, GDD and TOD are determined (Figure
3.4(B)). Once these coefficients are determined, each transient is translated by −t0(ω)
and the result is a chirp corrected TAS (Figure 3.4(C)).
3.3 Analysis of transient absorption spectra
Knowing what each contribution to the ∆OD makes to the resulting TAS helps to
assign spectral features to specific processes. For example, the very existence of pro-
cesses themselves are very informative, e.g. if a GSB does not fully recover, it suggests
the original molecule is not reforming on the timescale of the experiment. Quantita-
tively TAS are typically analysed under two models, (i) simultaneous dynamics or (ii)
sequential dynamics.388,389
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Figure 3.5 | An example of a cross correlation study as a function of wavelength; shown is
methanol photoexcited at 325 nm. The IRF is dependent on wavelength, although it typically
remains around 80–120 fs.
(i) Most dynamical processes occurring during the relaxation of a molecule can be
adequately described through first-order kinetics. This means a single exponential decay
with some characteristic lifetime describes one process. Experimentally things are a bit
more complicated because of nonlinear (polarisation) processes occurring around pump-
probe overlap (time zero), e.g. multiphoton effects in the sample cell,382,384 referred
to as the Instrument Response Function (IRF). This is typically well modelled by a
Gaussian function with a FWHM in the region of ∼100 fs which ultimately limits
the time resolution of the experiment (Figure 3.5). Together, this means a general
TAS under simultaneous dynamics can be modelled as the sum of n exponential decay
functions with lifetimes τn, convoluted with a Gaussian IRF G(λ,∆t),
TASmodel(λ,∆t) =
n∑
i
G(λ,∆t)⊗ Ai(λ)e
−(∆t− t0)
τi , (3.6)
where Ai(λ) is referred to as the Decay Associated Spectrum (DAS) for the correspond-
ing exponential decay function with lifetime τi, and t0 denotes time zero. Nonlinear
regression can minimise the residuals between the experimental TAS and TASmodel,
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for a particular wavelength. This analysis can be extended to include all wavelengths
of the TAS simultaneously, so-called global fitting, the result of which is the ‘average’
dynamics across the entire TAS. This is the modelling procedure used throughout this
thesis; the basis of the global fitting routine was written in MATLAB,390 and can be
found in Dr Adam Chatterly’s PhD thesis.391 One potential issue with this analysis is
that the model intrinsically assumes that all dynamics start at the same time. If the
processes within a relaxation mechanism are far removed from one another, i.e. occur
on different timescales this assumption is adequate. However, for dynamical processes
very close in magnitude this assumption breaks down and sequential dynamics become
important.
Uncertainties at the 95% level are assigned to the determined lifetimes using either
an Asymptotic Standard Error (ASE) technique, or Support Plane Analysis (SPA).392
In the latter, the ‘goodness-of-fit’, χ2, of the lifetimes reported (τi) which together
parametrise the raw TAS, is a global minimum with value χ2min. The lifetimes used in
the global fit are varied in a systematic manner to sample the goodness of fit in the local
parameter space surrounding this minimum, which return the values χ2(τ1, τ2, . . . , τn).
The ratio χ
2(τ1,τ2,...,τn)
χ2min
is then determined. The global minimum is given by χ
2(τ1,τ2,...,τn)
χ2min
= 1. For all fitting values which are not a global minimum, the ratio is always >1.
A confidence interval at the N level (N = [0,1]; N = 0.95 throughout this thesis) is
defined as
χ2(τ1, τ2, . . . , τn)
χ2min
= 1 +
p
ν
F (N, p, ν) , (3.7)
where p is the number of parameters in the global fit, ν is the number of degrees of
freedom and F, is the inverse cumulative F-distribution function. Thus, the upper
bound on the uncertainty for each varied parameter is the value which results in the
largest deviation from the global fitted values whilst satisfying Equation 3.7.
ASE are simply the limit of SPA where only one lifetime (τ) is varied in a systematic
manner whilst keeping all other lifetimes fixed. The global fit optimisation proceeds
as before and a new goodness-of-fit is calculated denoted by χ2(τ). A 95% confidence
interval for the value of the lifetime τ is then defined by
χ2(τ)
χ2min
= 1 +
p
ν
F−1 (0.95, p, ν) . (3.8)
This is then repeated for each lifetime.
(ii) Sequential dynamics use a kinetic model for the TAS where each process leads
onto the next. This solves the problem of two or more dynamical processes being close
in magnitude but requires the formation of a suitable model, where complexity rapidly
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increases when one process may ‘branch’ into multiple processes, something that has
to be known before fitting of the TAS can be achieved. Often these models are formed
on chemical intuition or following ab initio electronic structure calculations to inform
on the likely model.
Either of these fitting methods can model a TAS and thus extract the lifetimes of
the processes occurring following photoexcitation of the molecule of interest. Choosing
a method of fitting will depend on the situation; whilst simultaneous dynamics can
reveal very useful information, if sequential dynamic fitting is possible, it is ultimately
always more representative of the actual relaxation mechanism. This experiment and
subsequent analysis can reveal processes with lifetimes as short as ∼100 fs. The issue
remains in assigning lifetimes to physical processes e.g. IC, ISC, photoproduct forma-
tion etc. With sensible assignment (sometimes easier said than done), the relaxation
mechanism of a molecule and the timescale it occurs on may be deduced, which is
essentially the subject of majority of the work presented in this thesis.
A final note regarding the assignment of the photophysical processes is that a num-
ber of steady-state techniques are used throughout the analysis of the measurements
reported in this thesis, such as UV-visible spectroscopy, infrared spectroscopy and nu-
clear magnetic resonance. In particular, they are most often used to interpret long-lived
components such as photoproducts given they appear static within the temporal reso-
lution of TEAS and TVAS. However, there are no specialised customisation to the use
of these techniques and thus details are given in the relevant methodology sections of
appropriate chapters.
3.4 In vacuo transient absorption spectroscopy
In addition to the experimental methodology discussed thus far, which is indicative
of solution-phase measurements, in vacuo or gas-phase measurements are often highly
complementary to solution-phase measurements;300,325 the exclusion of solvent pertur-
bations significantly decreases the convolution of the transient signals measured. Whilst
the vast majority of measurements taken and discussed in this thesis are indeed in the
solution-phase, many of the relaxation mechanisms are justified from gas-phase mea-
surements reported in the literature, thus justifying a short-discussion, although the
reader is directed to the vast literature for further details.393–396
Pump-pulses are generated in an identical way as with solution-phase measurements,
either through higher harmonic generation or the use of a OPA. Probe-pulses on the
other hand are not drawn from a supercontinuum, instead, higher harmonics or OPAs
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Figure 3.6 | The key features of in vacuo transient absorption. A pulsed valve produces a
molecular beam which is collimated by the skimmer. The beam enters the ion optics (charged
plates) into the interaction zone where pump-probe overlap is achieved. The pump excites
the molecular beam, and some time later (∆t), the probe ionises and/or fragments the excited
state species. The charged particles are accelerated (proportional to their mass to charge ratio;
m/z) by the optics, entering the time-of-flight (TOF) spectrometer. The ions are detected
by a spatial-temporal plate which is recorded by a charged-coupled-device camera, together
forming the detection unit.
are used for reasons which will become apparent. The general technique is referred to
as Time-Resolved Mass-Spectroscopy (TR-MS). A collimated molecular beam of the
sample of interest is generated by heating and injecting into a vacuum chamber by a
seeding inert (buffer) gas (e.g. helium or argon; Figure 3.6).
By pulsing the injection of the molecular beam in synchronisation with the arrival
of the pump-probe pulses, the sample is photoexcited and probed in a similar way
as for solution-phase measurements. Pump pulses arrive and cause a photoexcitation
(defined to be time zero, t0). Delaying the arrival of the probe-pulse allows the collec-
tion of snapshots of the photophysical and photochemical processes happening. Probe
wavelengths are selected to ensure the generation of ionisation of the sample. As such,
the generated ions are accelerated out of the interaction region, down the time-of-flight
drift region, and impact onto a spatial-temporal sensitive detector.
Whilst each ion will have the same kinetic energy due to the accelerator voltage
plate, their velocity will depend on their mass-to-charge (m/z) ratio. Thus, the time-
of-flight drift region will ensure ions of different m/z can be resolved by their arrival
time at the detector. The dynamics of the photoexcited sample can be tracked and
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understood by recording how the yield of an associated ion varies with pump-probe
time delay.397,398 With these measurements, the experimental data can then be fitted
with an appropriate kinetic model to extract the number of unique processes present,
as well as the lifetimes of each process. Such analysis is similar to the aforementioned
simultaneous dynamics and sequential dynamics; since a quasi-monochromatic probe
is used (contrary to the supercontinuum in solution-phase measurements), a global
analysis is not required, and a simultaneous dynamics kinetic fit is usually described
by a set of n exponential decays and m exponential rises, all of which are convoluted
with an appropriate IRF (G(λ,∆t)) such that395
TAS(λ,∆t) =
n∑
i
G(λ,∆t)⊗ Ai
e−(∆t− t0)τi
 . . .
+
m∑
j
G(λ,∆t)⊗ Bj
1− e−(∆t− t0)τj
 .
(3.9)
From this, the number of processes (n+m) required to model the measurement is deter-
mined as well as the associated lifetimes. One again, as with solution-phase measure-
ments, the difficulty is assigning these processes to plausible photophysical processes.
Ab initio calculations are particularly powerful here as solvent/environmental terms are
not required, making the calculations significantly more tractable. Indeed in much of
the work discussed in this thesis, ab initio calculations are performed to support much
of the work within a gas-phase framework, which can provide important insight into
the solution-phase measurements.
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4.1 Oxybenzone
4.1.1 Introduction
Oxybenzone (OB), or benzophenone-3 (2-hydroxy-4-methoxyphenyl)-phenylmethanone),
is an active ingredient present in many commercially-available sunscreens products. It
belongs to the benzophenone family, a class of organic molecules which contain two
aromatic rings covalently bonded by a carbonyl group. OB displays broadband UV
absorption, spanning the UV-A, UV-B and UV-C regions, making it well suited to
provide broadband UV photoprotection (Figure 4.1). Given the propensity of OB use,
it is perhaps no surprise it has been the subject of numerous prior studies, most of
which have focussed on its steady-state photobiological and photochemical properties.
For example, OB has been shown to have great photostability even after many hours
of UV-irradiation.224 There are however concerns with its use in regards to both hu-
man skin use,221,273,290,347 endocrine disruption,230,285 and its possible role in disrupting
240 260 280 300 320 340 360 380 400
Wavelength / nm
0
1
N
or
m
.
ab
so
rp
ti
on
Cyclohexane
Methanol
UV-A
UV-B
UV-C
enol -isomer
keto-isomer
Figure 4.1 | (left): The UV-visible absorption spectrum of OB in cyclohexane (black) and
methanol (red). There are three clear absorption peaks, one in each of the UV regions: 325
nm (UV-A), 287 nm (UV-B) and 243 nm (UV-C). These wavelengths are selected as the
pump wavelengths for TEAS and TVAS experiments. (right): The molecular arrangement of
OB in its two isomers,16,17 the enol - and keto-isomer, calculated at the DFT level of theory
using the B3LYP functional,399,400 and a 6-31G* basis set,22 the enol -isomer is much more
energetically favourable and thus OB preferentially resides in the enol -isomer. A schematic
of OB is shown in Figure 2.19(B).
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aquatic ecosystems,344 leading to its general regulation throughout Europe, the United
States, Australia and Japan, where each regulatory body sets a maximum allowed con-
centration, typically between 5–10% (wt/wt), depending on the region.221,269,290 One
issue at the heart of these studies is that the mechanism by which OB absorbs and dis-
sipates its energy remains unknown, thus elucidating the mechanism within OB might
aid in the selection and design of more effective and/or safer sunscreens,401 or sug-
gest improvements in the use of OB itself. This last point in particular has shown
promise where, for example, recent studies have demonstrated that the adverse effects
of skin-OB contact can be reduced through the use of zeolite encapsulation.256,264
Recent ab initio electronic structure calculations suggest that ultrafast dynamics
may be key to understanding the efficiency of OB as a sunscreen.285 In particular,
these studies identify IC via an electron-driven ESHT mechanism as a plausible energy
relaxation pathway, in concordance with studies in similar species containing hydrogen
donor (OH)-acceptor (CO) sites in close proximity,402–407 as well as the related systems
such as 2-(2’-Hydroxyphenyl)benzothiazole (HBT).408–410 Recent studies have also sug-
gested some probability of excited state OB molecules undergoing ISC to long-lived
triplet states411 and homolytic O–H bond fission to yield phenoxyl radicals.288 The
current evidence thus concludes that OB is photostable under UV irradiation (notwith-
standing any undesirable minor ISC and purported O–H bond fission channels), but this
cannot be confirmed while the OB excited state decay mechanism remains in question.
We therefore seek to fill this gap in the literature utilising TEAS and TVAS to
understand the relaxation mechanism OB exhibits after UV-A irradiation,286 and fol-
lowing on from these results, we further investigate the effect of the pump wavelength,
namely, UV excitation in both the UV-B and UV-C regions with TEAS.287
4.1.2 Methodology
(i) UV-A studies. For all TEAS measurements, 10 mM solutions of OB (98%, Sigma-
Aldrich), in either cyclohexane (≥99%, VWR) or methanol (≥99.6%, Sigma-Aldrich),
are recirculated and delivered using a flow-through cell (Harrick Scientific), equipped
with two CaF2 windows separated by a 100 µm thick PTFE spacer. The sample is
photoexcited with 325 nm, ∼50 fs pump-pulses, i.e. the UV-A peak absorbance in the
UV-visible spectrum (Figure 4.1), with fluences in the region of 1–2 mJ·cm−2. Probe
pulses are derived from a broadband WLC (340 to 675 nm) generated via nonlinear
optical processes of the 800 nm fundamental inside a 2 mm CaF2 crystal, and set
to a time delay, ∆t, of up to ∆t = 2 ns relative to the pump pulse. Furthermore,
the probe pulse polarisation is held at the magic angle (54.7◦) relative to the pump
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polarisation. All TAS are chirp corrected using the KOALA package386 and reported
lifetimes are determined using a global fitting procedure across a probe window of 355
nm ≤ λpr ≤ 415 nm, with uncertainties reported to a 95% confidence interval (2σ) using
SPA.286,412–414 All steady-state UV-visible spectroscopic measurements were taken using
a Cary 50 UV-visible spectrophotometer using a 1 cm pathlength quartz cuvette, and
∼µM OB-cyclohexane and OB-methanol solutions.
For all TVAS measurements, 10 mM solutions of OB (98%, Sigma-Aldrich), in either
cyclohexane (≥99%, VWR) or deuterated methanol (methanol-d4, ≥99.8%, Sigma-
Aldrich) were made. Photoexcitation used 325 nm, ∼2 mJ·cm−2 pump-pulses with
infrared probe-pulses centred on 1580 cm−1 and pump-probe time delays up to 50 ps.
Details pertaining to the specifics of University of Bristol’s TVAS experimental set-up
are described elsewhere,377 but follow the general description presented in Chapter 3.
Ab initio calculations on possible photoproducts were performed using DFT to support
both TEAS and TVAS studies. The B3LYP functional399,400 with the 6-311+G** basis
set were employed,415 and the specific calculations are discussed in text.
(ii) UV-B and UV-C studies. Sample preparation, TEAS measurement methodol-
ogy, and data analysis follow the same protocol as the aforementioned UV-A study, with
the following addenda: (1) Pump wavelengths were selected to be 287 nm (UV-B) and
243 nm (UV-C), cf. peak absorbances in Figure 4.1; (2) The maximum ∆t is 1.7 ns; (3)
No TVAS measurements were taken, nor any further ab initio calculations performed.
4.1.3 TEAS and TVAS measurements for UV-A photoexcita-
tion
Considering the TEAS measurements first; recording ∆OD for probe wavelengths be-
tween ∼335–675 nm over a range of pump-probe time delays up to ∆t = 2 ns, the TEA
spectrum of OB-cyclohexane was obtained (Figure 4.2). There are four clear features
observed which are labelled (i)–(iv). A note on terminology here, TEA spectra and the
vibrational analogue, TVA spectra, are both examples of the more general TAS intro-
duced in Chapter 3. A distinction however is made here for the subsequent discussion
where both TEA and TVA spectra are discussed and need to be discriminated.
(i) A negative feature is observed below probe wavelengths of ∼350 nm. From
the UV-visible absorption spectrum of OB (Figure 4.1), OB displays a large absorp-
tion cross-section below ∼350 nm, which means that upon photoexcitation, there will
be fewer molecules to absorb probe-pulses in this spectral region leading to a negative
∆OD, thus this feature is assigned to a GSB (cf. Figure 3.3). This feature persists out to
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Figure 4.2 | (A) TEA spectra of OB in cyclohexane following an initial photoexcitation at
∼325 nm, in the form of a colourmap indicating the change in optical density. There are four
main features observed in the TEA spectra which have been labelled. (i) A negative feature
below ∼350 nm which remains out to the maximum available pump-probe delay time of ∆t =
2 ns. (ii) A localised, intense absorption feature centred on ∼366 nm which decays away by ∆t
∼20 ps. (iii) A flat broad absorption feature which spans the probe window from ∼425–650
nm which decays away by ∆t = 2 ps. (iv) A small negative feature beyond ∼650 nm. All of
these features are described in the main text. (B) The residuals between the global fitted TEA
spectra and the experimental spectra. (C) SPA of the uncertainties on the two lifetimes. (D)
Representative example of the global fitting results, the ∼366 nm probe absorption transient
is shown up to ∆t = 3 ps. Two exponential decay functions with lifetimes, τ1 (blue line) and
τ2 (green line) summed together (red line) describe the experimental data (black circles). (E)
The DAS for the extracted lifetimes.
the maximum available pump-probe time delay, ∆t = 2 ns, which suggests that within
this experimental set-up, OB does not completely reform its enol -isomeric ground state.
(ii) A localised, intense absorption peak is observed centred on ∼366 nm which persists
out to ∆t ∼20 ps. Recent ab initio electronic structure calculations guide the inter-
pretation of this signal,285 where it is suggested that an initial photoexcitation leads
to the population of the higher lying electronic state, S2, from which this absorption
feature likely originates. Therefore, this feature is attributed to an ESA (cf. Figure 3.3).
(iii) A flat, broad absorption across the probe spectral region ∼425–650 nm is observed
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which decays away to the baseline by ∆t = 2 ps. With a similar interpretation of ab
initio calculations285 this feature too is attributed to an ESA. (iv) A negative feature
is observed beyond the probe spectral region of ∼650 nm for early time delays (<1 ps)
which might originate from the SE of an excited electronic state, predominately the S1.
This is suggested given that this feature does not persist past ∼1 ps, by which time IC
to the S0 would have taken place, and hence this feature would decay away (discussed
later).
Qualitatively, the observation of features in the TEA spectra are quite informative,
particularly if GSB or SE signals are observed, giving insight into the excited state
PES or long-time fate of a molecule. In the case of OB, a conclusion can already
be drawn from the incomplete recovery of the GSB, signalling the possible formation
of a photoproduct. Quantitatively, the dynamical processes which occur in the TEA
spectra may be modelled in order to extract the lifetime (or timescales) of each process.
Two exponential decay functions were required in the global fitting procedure to fully
describe the TEA spectra (cf. residual spectrum in Figure 4.2(B)). The probe spectral
region between 355–415 nm is only considered, i.e. focussing only on the localised
absorption peak (ii). Furthermore, no convolution with a Gaussian IRF was included
since the fitting was only considered for ∆t ≥130 fs, i.e. sufficiently far away from the
IRF, cf. Figure 4.2(D). The result of this fitting is two dynamical lifetimes, τ1 = 375 ±
13 fs and τ2 = 7.8 ± 2.8 ps.
A third dynamical lifetime is inferred from a signal plateau at very short time delays
(τpl ∼100 fs) which would be heavily convoluted with any IRF in this experiment.287
Figure 4.2(D) also shows a representative example of the resulting fitting procedure for
the ∼366 nm transient of the TEA spectra, the two decay components, τ1 and τ2 as
well as their sum are shown.
Considering next the analogous measurements for OB-methanol, the TEA spectrum
and global fitting results are given in Figure 4.3. Similar dynamics are found for OB-
methanol as with OB-cyclohexane, with only a slight blue shifting of the observed
features. A similar global fitting procedure is used, where time delays below 160 fs are
not included in the fit. The result of this fitting is two dynamical lifetimes, τ1 = 368 ±
13 fs and τ2 = 4.9 ± 1.9 ps, with a similar third lifetime τpl ∼100 fs which manifests as
a signal plateau, see Figure 4.3(D).
4.1.4 TVAS measurements after UV-A photoexcitation
In support of the TEAS measurements and the assignment of photophysical processes,
TVAS measurements were also taken. The subtle, but important difference, is that the
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Figure 4.3 | (A) TEA spectrum of OB in methanol following an initial photoexcitation at
325 nm. The same four spectral features are seen as with cyclohexane cf. Figure 4.2. (B) The
residuals between the global fitted TEA spectrum and the experimental spectrum. (C) SPA
of the uncertainties on the two lifetimes. (D) Representative example of the global fitting
results, the ∼366 nm probe absorption transient is shown up to ∆t = 3 ps. (E) The DAS for
the extracted lifetimes.
probe pulses are in the infrared region, ∼5.9–6.7 µm (∼1700–1500 cm−1), cf. ∼335–675
nm in TEAS measurements, which excite vibrational modes within OB. The advantage
of this technique over TEAS is that the formation or destruction of bonds can be
tracked, whereas in TEAS only the changes in electronic states are observed. The result
of these measurements are TVA spectra for OB-cyclohexane and OB-methanol given in
Figure 4.4(A) and 4.4(B) respectively. Considering OB-cyclohexane first, Figure 4.4(A),
the spectrum is dominated by several GSB features from the earliest pump-probe time
delays (∆t <1 ps), and matches the steady-state Fourier Transform Infrared (FTIR)
spectrum (black line; the UV-visible spectrum is equivalent in TEAS measurements).
The most intense GSB contribution is observed at ∼1620 cm−1 labelled (i). This
feature shifts to shorter wavelengths for increased time delay (Figure 4.4(A), dashed
line). Ab initio calculations for the chelated enol -isomer, discussed below, return a
number of vibrations in the relevant wavenumber range, the strongest of which is not
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Figure 4.4 | TVA spectra for a range of pump-probe time delays up to ∆t = 1.3 ns. (A) For
OB-cyclohexane, the TVA spectra is dominated by three features. (i) An intense GSB feature
centred around 1620 cm−1 (∼6.2 µm), which decays and shifts to shorter wavelengths with
increasing ∆t, but does not fully recover by ∆t = 1.3 ns. (ii) A positive absorption centred
around 1580 cm−1 (∼6.3 µm). (iii) Another positive absorption feature is observed centred
around 1640 cm−1 (∼6.1 µm). (B) Similar features are observed in the TVA spectrum of
OB-methanol-d4.
the C=O stretch but a ring stretch mode of the methoxyphenol moiety (1668 cm−1),
which is responsible for the GSB observed in the TVA spectra in both solvents. A
positive absorption feature is also seen to the longer wavelength side of this GSB feature,
labelled (ii), centred at ∼1580 cm−1. Similarly this feature can be seen to shift towards
shorter wavelengths for an increased time delay up to ∆t = 10 ps. Qualitatively,
the temporal behaviour of this feature is characteristic of a vibrationally energetic
molecule transferring excess energy to a surrounding solvent, consistent with the last
step observed in TEAS measurements (cf. τ2).
377 Similar features are observed for OB-
methanol, see Figure 4.4(B).
Quantitatively, feature (i) can be analysed by numerical integration of the peak at
each time delay.377 The resultant fitting of this is the kinetic trace given in Figure 4.5.
The kinetic traces for both OB-cyclohexane and OB-methanol are well described by a
single exponential decay function, with lifetime, τ = 8.0 ± 0.2 ps and τ = 5.2 ± 0.2
ps respectively suggesting the time taken for the overall relaxation process is in very
good agreement with the τ2 lifetime determined by the TEAS measurements. Finally,
the GSB feature (i) does not fully recover at the maximum available time delay, ∆t
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Figure 4.5 | The kinetic trace of the integrated peak centred at ∼1620 cm−1 for increasing
pump-probe time delay (black circles) of (A), OB-cyclohexane and (B) OB-methanol-d4. The
kinetic traces are well described by a single exponential decay (blue line) with lifetime τ =
8.0 ± 0.2 ps and τ = 5.2 ± 0.2 ps for OB-cyclohexane and OB-methanol respectively.
= 1.3 ns, suggesting a quantum yield for the photoproduct of φ ∼10%, based on the
numerical integration.
4.1.5 Ab initio calculations of photoproducts
The long-lived photoproduct is investigated through ab initio calculations of the har-
monic frequencies of the likely candidates which are compared to the experimental TVA
spectra of OB-cyclohexane, see Figures 4.6 and 4.7. The likely candidates are con-
sidered from previous ab initio studies of OB,285,416 an oxetane derivative of OB has
been suggested, as well as various isomers of OB given rotation around its aliphatic
C–C bond. For each candidate, the sum of its absorption spectrum with the calculated
bleach spectrum of the chelated enol -OB structure yields a difference spectrum. The
harmonic wavenumbers of the chelated enol -OB isomer are scaled by 0.97 to best fit
the experimental FTIR spectrum (cf. Figure 4.4). This scaling is applied to all calcu-
lated spectra of the candidates of interest. Band intensities and their corresponding
line-widths are derived from the calculated IR transition intensities, with an associated
20 cm−1 Gaussian line shape applied to each spectral component. These calculations
assume that all photoexcited chelated enol -OB molecules form the photoproduct, thus
intensities are normalised, and only the shapes or presence of particular spectral features
are considered in the proceeding analysis. The difference spectra for the candidates of
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Figure 4.6 | (A-H) Calculated difference spectra for candidate photoproducts, as labelled. (I)
The experimental OB-cyclohexane TVAS spectrum at time delays ∆t = 50 ps and ∆t = 200
ps. On comparison of the difference spectra and the experimental spectrum, the trans keto-
OB isomers appearing the most likely candidates, with the trans keto-OB-1 isomer, shown,
fitting particular well.
Page 112 of 309
N
or
m
al
is
ed
in
te
n
si
ty
6.0 6.2 6.4 6.6
Wavelength / µm
−15
−10
−5
0
5
m
∆
O
D
1500155016001650
Wavenumber / cm−1
(I)
50 ps
200 ps
O O
O
H
O O
O
H
O O
O
H
O
O
O
O
O
H
O
O
O
O
H
O
O
O
H
H
O O
O
H
(A) Chelated enol-OB
O O
O
H
O O
O
H
O O
O
H
O
O
O
O
O
H
O
O
O
O
H
O
O
O
H
H
O O
O
H
(B) Chelated keto-OB
O O
O
H
O O
O
H
O O
O
H
O
O
O
O
O
H
O
O
O
O
H
O
O
O
H
H
O O
O
H
(C) Non-chelated enol-OB
O O
O
H
O O
O
H
O O
O
H
O
O
O
O
O
H
O
O
O
O
H
O
O
O
H
H
O O
O
H
(D) Non-chelated keto-OB
O O
O
H
O O
O
H
H
O
O
O
O
O
H
O
O
O
O
H
O
O
O
H
H
O O
O
H
(E) ‘trans’ enol-OB-1
O O
O
H
O O
O
H
O O
O
H
O
O
O
O
O
H
O
O
O
O
H
O
O
O
H
H
O O
O
H
(F) ‘trans’ enol-OB-2
O O
O
H
H
H
O
O
O
O
O
H
O
O
O
O
H
O
O
O
H
H
O O
O
H
(G) ‘trans’ keto-OB-1
O O
O
H
O O
O
H
O O
O
H
O
O
O
O
O
H
O
O
O
O
H
H
H
O O
O
H
(H) ‘trans’ keto-OB-2
Figure 4.7 | (A-H) Calculated difference spectra for candidate triplet state photoproducts,
as labelled. (I) The experimental OB-cyclohexane TVAS spectrum at time delays ∆t = 50 ps
and ∆t = 200 ps. On comparison with the difference spectra and the experimental spectrum,
triplet state photoproducts are unlikely to contribute to the incomplete recovery of the GSB
significantly.
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interest are given in Figure 4.6.
Following an identical procedure, analogous calculations of candidate triplet states
are performed and the results shown in Figure 4.7. Of particular interest, we computed
difference spectra for the chelated enol -OB and chelated keto-OB triplet state photo-
products, along with the non-chelated enol -OB and keto-OB triplet photoproducts, and
finally the trans enol -OB and keto-OB triplet photoproducts. All calculated harmonic
wavenumbers were again scaled (by multiplying by 0.97) on the basis of matching the
calculated wavenumbers for the chelated enol -OB with the experimental FTIR spec-
trum.
4.1.6 Discussion and conclusions
Reviewing recent ab initio calculations aids in the interpretation of the dynamical
processes occurring on both the TEAS and TVAS measurements.285 The calculations
produce cuts through the PESs for the S0, S1(1
1npi∗), S2(11pipi∗), and S3(21pipi∗) states
of OB and reveal the availability of CIs by which population in the optically “bright”
S2 state (formed as a result of 325 nm photoexcitation of the chelated enol -isomer)
can be funnelled to the S1 state (which is optically “dark”). Following radiationless
transfer to the S1 state, the calculations identify a barrierless ESHT pathway (along
O–H), involving necessary rotation about the central aliphatic C–C bond, that links the
S1 state to a CI with the S0 state. However, the resultant twisted chelated keto-isomer
is not a stable species on S0, and the local topography of the S0 PES likely provides
a driving force to regenerate the original stable chelated enol -isomer through GSHT,
which is cooled via VET to the solvent bath. The following discussion of the results
presented thus far is given in reference to a summary mechanism which is justified in
the proceeding text, see Figure 4.8.
TEAS and TVAS measurements. Firstly, given the similarity of the TAS measured
in both cyclohexane and methanol, we conclude that the intramolecular hydrogen bond
in OB is preserved in both solvents, in both the ground285 and excited states285, as
depicted in Figures 4.6 and 4.7. Further support for this conclusion is provided by pre-
vious studies of HBT417 and 4-tert-Butylcatechol325 for example. Both show markedly
different dynamics when photoexcited in polar and non-polar solvents, consistent with
loss of a intramolecular hydrogen bond in suitably polar solvents. The TEAS measure-
ments identify three dynamical features. The TEA spectra highlight two of these, which
as briefly discussed, from the global fitting of the 366 nm-centred absorption feature,
referred to as feature (ii), reveals a short (τ1) and a longer-time (τ2) process. The third
feature is an apparent flat maximum close to time zero in the transients shown in Figures
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Figure 4.8 | Overall proposed relaxation mechanism of UV photoexcited OB. (i) Initial
UV photoexcitation populates the S2(1
1pipi∗) state. (ii) ESHT to the keto-tautomer and IC
couple OB to the S1(1
1npi∗) state. (iii) Rotation about the aliphatic C−C bond (iv) couples
the S1 back to the ground S0 state (v) where VET to the surrounding solvent and GSHT
reforms the original enol -tautomer, or (vi) extended rotation can lead to a trans keto-tautomer
photoproduct, with an estimated yield of ∼10% based on TVAS measurements, which might
then reform the original ground state.
4.2(D) and 4.3(D), which persists for ∼100 fs. Guided by the ab initio calculations,285
we try to rationalise these features. The signal plateau around time zero, which we are
unable to resolve within our IRF (which is on the order of 100 fs), is attributed to a
combination of ultrafast IC from the photoexcited S2 state to S1, and ballistic ESHT
on the S1 state. After ESHT to form the chelated keto species, slower rotation about
the central C–C bond can occur, enabling IC back to the S0 state through an S1/S0
CI at the twisted chelated keto structure (Figure 4.8). We associate τ1 with this sub-
sequent twisting and IC process; the timescale is sensibly consistent with that derived
for enol → keto tautomerism in similar systems that require a twisted ESHT.283,418,419
Two caveats are in order here. First, we cannot rule out the alternative possibility that
τ1 represents simultaneous (or concerted) H-atom transfer and C–C twisting, prior to
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IC from S1 to S0, in which case the short-lived, flat absorption transient would most
likely be attributable to IC from S2 to S1. Second, given the low frequency of the tor-
sional mode, some fraction of the molecular ensemble will already be in the correct (or
a more correct) geometry to pass through the S1/S0 CI. τ1 reflects the dynamics of the
overall molecular ensemble. After IC to form hot S0 molecules, GSHT can regenerate
the original chelated enol structure, which is then quenched by VET to the solvent. We
associate τ2 with this final VET-mediated cooling process. Support for this assignment
comes from the evident small redshift of the UV-A absorption maximum of OB (cf.
the steady-state UV absorption of OB; Figure 4.1), the expected characteristic of vi-
brationally hot S0 OB molecules.
420 The TVAS measurements support this conclusion:
given the ultrashort (τ1) lifetime of photoexcited OB molecules in both solvents, the
recovery of the GSB features in TVAS will report the rate of vibrational cooling of
hot S0 OB molecules, as described for other systems.
377 Importantly, the GSB recovery
timescales from TVAS (τ) mirror closely the τ2 values assigned to VET-driven cooling
in TEAS. Furthermore, both τ and τ2 are solvent dependent; the extracted lifetimes
for methanol are consistently shorter than in cyclohexane, implying higher VET effi-
ciencies in OB-methanol than in OB-cyclohexane. Such is fully consistent with prior
expectations that the interaction of OB with a more strongly interacting (polar) solvent
will promote a higher rate of VET.421
Identifying the photoproduct. As noted above, a small fraction (∼10%) of the GSB
does not recover in either solvent, which is a tell-tale sign of some form of extended
dynamics or photoproduct formation. Such a conclusion is reinforced by the appear-
ance of a new absorption feature centred at 1640 cm−1 in cyclohexane (1630 cm−1 in
methanol-d4) in the TVA spectra recorded at extended time delays. Both the residual
GSB and this new absorption feature are evident in the TVA spectra shown in Figure
4.6(I) for the case of OB in cyclohexane at ∆t = 50 and 200 ps. Even though both
the TEAS and TVAS measurements agree on the presence of a photoproduct, the ab
initio calculations shown in Figures 4.6 and 4.7 are required to understand what the
photoproduct actually is. Inspecting the differences in spectral features between the
calculated difference spectrum and the experimental TVA spectrum, immediately the
absence of a positive going signal at ∼1640 cm−1 in the difference spectrum for the oxe-
tane is obvious (Figure 4.6(B), cf. the experiment Figure 4.6(I)) which suggests that the
oxetane is not a significant photoproduct. Likewise, the spectral mismatch of the posi-
tive going signal in the experiment (∼1640 cm−1) and calculated difference spectrum of
the non-chelated enol -OB tautomer (∼1675 cm−1) also suggests it to is an unlikely pho-
toproduct (Figure 4.6(C)), as is the ‘trans’ enol -OB isomers due to the positive going
Page 116 of 309
signal at ∼1650 cm−1 (Figures 4.6(E) and 4.6(F)). These results instead point towards
the non-chelated keto-OB tautomer (Figure 4.6)(D)) or the ‘trans’ keto-OB isomers
(Figures 4.6(G) and 4.6(H)) as the most likely products. Importantly, we are unable to
rule out the non-chelated keto-OB isomer based on this work alone, however, drawing
on studies involving related systems418,419 lead us to favour the ‘trans’ keto-conformers
as the more likely photoproducts, but, without additional experimental studies, we can-
not discriminate between the two ‘trans’ keto-OB species (Figures 4.6(G) and 4.6(H)).
We however choose to compare the experimental TVA spectra with that involving trans
keto-OB-1 on account of its slightly better overall fit. Considering next the candidate
triplet state photoproducts as given in Figure 4.7. The absence of a increasing signal
at ∼1640 cm−1 in all difference spectra leads us to rule out significant triplet product
formation, which is reinforced by the fact that none of the experimental TVA spectra
show an increasing signal in the 1575–1625 cm−1 region, a predicted characteristic of
all enol -OB triplet state photoproducts.411
We now revisit the possible importance of excited state O–H bond fission and phe-
noxyl radical formation, which Ignasiak et al.288 suggested as a possible explanation for
the incomplete signal recovery in their TEA spectra. The present study corroborates
other aspects of their recent study, but careful inspection of the present TEA data (e.g.
Figures 4.2 and 4.3) at wavelengths of ∼400 nm, where such phenoxyl radicals show
a well-documented absorption,422,423 reveals no such signature. The present measure-
ments thus suggest that O–H bond fission is an insignificant photoproduct channel (at
least within our signal-to-noise) and that the incomplete signal recovery might more
likely be attributable to a trans keto-tautomer photoproduct. However, we also note
differences in the pulse energy and photoexcitation wavelengths used in the two studies
(10 µJ/pulse, 340 nm,288 cf. < 1 µJ/pulse and 325 nm in this work) and suggest that
additional pulse energy and/or wavelength studies might be necessary to check that
such factors do not affect the detailed excited state dynamics of OB.
To conclude, we have determined two ultrafast relaxation processes by which pho-
toexcited OB molecules revert to (predominantly) the ground state, where they are
available to continue to absorb UV radiation. We suggest that the mechanism by which
OB dissipates energy following UV excitation involves ultrafast excited state enol →
keto tautomerisation, followed by two (IC and VET) relaxation processes to reform the
original chelated enol -tautomer.
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4.1.7 TEAS measurements after UV-B and UV-C photoexci-
tation
We extend the TEAS UV-A studies of OB to include higher pump excitations, namely
the UV-B at 287 nm and the UV-C at 243 nm. The reasons for this are simple. The
first is that OB is used as a broadband filter, thus its photochemical properties should
be evaluated at all relevant regions, and the UV-visible spectrum of OB (Figure 4.1)
displays three maxima, the UV-A and UV-B are of interest to sunscreen applications,
and the UV-C might provide useful information for industrial applications where high
energy UV is used, e.g. food security or polymer chemistry. The second reason lies
in the interest of understanding the possible photolytic properties of OB; a higher
photoexcitation would likely make such a process proceed with higher probability.
Considering UV-B photoexcitation first using a wavelength of 287 nm, the TAS of
OB-cyclohexane and OB-methanol for a range of pump-probe time delays are shown
in Figure 4.9(A). We consider OB-cyclohexane first. At early pump-probe time delays
(<500 fs) the TAS are dominated by two features. There is an intense absorption peak
centred on ∼366 nm and a broad absorption extending out to ∼650 nm. Based on the
analysis of similar absorption features observed after UV-A excitation, and guided by
ab initio calculations, this broad absorption is assigned to the OB ESA,285,286,288 likely
to originate from a transition to a dense manifold of high-lying electronic states i.e. Sn
← S1.321,364 By 2 ps, the majority of the broad ESA feature has decayed away, leaving
the ∼366 nm absorption peak. A negative feature between 340 and 350 nm is also
present which we assign, through comparison with the steady-state UV-visible of OB
(Figure 4.1), to a GSB. By 50 ps, the 366 nm feature has almost decayed to the baseline,
without full recovery of the GSB up to the maximum available pump-probe time delay
of 1.7 ns. Similar dynamics are found for OB-methanol with a small observed blue-shift
in the features discussed thus far.
Quantitative insight into the dynamical processes observed in the TAS is obtained
by employing a global fitting procedure.412,413 To recover the dynamics observed in the
TAS, two exponential fitting functions are required over the spectral range of 355 ≤ λ
≤ 415 nm. This short wavelength limit is once again required to avoid the GSB, and
includes only the 366 nm absorption peak. Furthermore, for all UV-B measurements,
a broad feature around time zero, unresolvable within our IRF (∼100 fs) and which
shifts by ∼50 fs to longer time delays for UV-C measurements (vide infra), is excluded
by the omission of very early delay times (<250 fs). For OB-cyclohexane, the transient
signal is fitted using two lifetimes, τ1 = 391 ± 12 fs and τ2 = 8.6 ± 2.7 ps, with DAS
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Figure 4.9 | (top): (A) Raw TAS following 287 nm photoexcitation of OB-cyclohexane. (B)
Residual of the global fitting and the raw data. (C) SPA of the extracted lifetimes. (D)
Early time 366 nm transient. (E) Corresponding DAS. (bottom): (A)-(E) Similarly for 287
nm photoexcitation of OB-methanol.
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Table 4.1: Summary of the lifetimes of observed, dynamical processes of OB when photoex-
cited at λ = 325 nm, 287 nm and 243 nm radiation. The time delay ∆tstart is given, below
which time delays were not included in the global fit.
Cyclohexane Methanol
λ / nm ∆tstart / fs τ1 / fs τ2 / ps ∆tstart τ1 / fs τ2 / ps
325 130 375 ± 13 7.8 ± 2.8 150 368 ± 13 4.9 ± 1.9
287 250 391 ± 12 8.6 ± 2.7 300 382 ± 8 6.0 ± 1.0
243 250 392 ± 10 11.0 ± 4.4 300 371 ± 9 7.8 ± 1.8
as shown in Figure 4.9(E). Similarly, for OB-methanol, the corresponding lifetimes are
τ1 = 382 ± 8 fs and τ2 = 6.0 ± 1.0 ps, with corresponding DAS as shown in Figure
4.9(E).
Analogous experiments were performed for photoexcitation at 243 nm. TAS of
OB-cyclohexane and OB-methanol are shown in Figure 4.10(A). We observe similar
spectral features as described in the above UV-B case. Again, quantitative insight into
the prevailing dynamical processes is obtained through global fitting. In the case of the
UV-C measurements, time delays <300 fs were excluded in order to avoid the broad
feature at very early time delays (vide infra). To recover the dynamics of the TAS over
the spectral range of 355 ≤ λ ≤ 415 nm, three exponential functions are required; one
of which is a long-lived solvent response with a lifetime ∼400 ps for cyclohexane and
∼3 ns for methanol, predetermined from fitted solvent-only TAS (see Appendix 8.5).
The lifetimes of the other two processes are determined analogously to the UV-
B case. These are determined to be τ1 = 392 ± 10 fs and τ2 = 11.0 ± 4.4 ps for
OB-cyclohexane and τ1 = 371 ± 9 fs and τ2 = 7.8 ± 1.8 ps for OB-methanol. The
corresponding DAS are shown in Figure 4.10(E). The lifetimes are summarised in Table
4.1 for all photoexcitation wavelengths.
4.1.8 Discussion and conclusions
For all pump excitation wavelengths, TEAS measurements identify three dynamical
features (excluding any solvent responses) which closely match those previously seen
for OB photoexcited at 325 nm.286 Two of these processes, a short lived process τ1 and
a longer lived process τ2, are extracted from the TAS by the global fitting of the 366
nm absorption maxima. The third feature is that previously described; a broad feature
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Figure 4.10 | (top): (A) Raw TAS following 243 nm photoexcitation of OB-cyclohexane.
(B) Residual of the global fitting and the raw data. (C) SPA of the extracted lifetimes. (D)
Early time 366 nm transient. (E) Corresponding DAS. (bottom): (A)–(E) Similarly for 243
nm photoexcitation of OB-methanol.
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Figure 4.11 | (left): 366 nm transients displaying early time dynamics of OB-cyclohexane
(black line) and OB-methanol (red line) after 325 nm (top) 287 nm (middle) and 243 nm
(bottom) excitation. Increasing photoexcitation energy appears to shift the 366 nm peak to
longer time delays. (right): The corresponding plots show the late-time dynamics, where a
positive signal remains up to the maximum available time delay, most clearly seen for 287
nm and 243 nm photoexcitation, n.b. the S/N is ∼2% making such a conclusion for 325 nm
photoexcitation difficult.
which persists over time delays 100 < ∆t < 200 fs, and which appears to shift ∼50
fs to longer time delays with increasing excitation energy (cf. Figures 4.2(D), 4.3(D),
4.9(D) and 4.10(D); see Figure 4.11). In the case of 243 nm photoexcitation, there is
a suspicion of the emergence of a ‘double hump’ structure in this broad feature, that
is not evident in the corresponding data obtained when exciting in the UV-A or UV-B
regions.286 Furthermore, for all excitation wavelengths, we note that the GSB has not
fully recovered, seen from the non-zero baseline out to the maximum delay time of our
experiment (1.7 ns; Figure 4.11).
We can begin to rationalise these features drawing on ab initio calculations per-
formed in previous studies.285,286 Firstly, given the similarity of the TAS measured in
both cyclohexane and methanol, we conclude that the intramolecular hydrogen bond in
OB is preserved in both solvents as observed with UV-A photoexcitation. The signal
broadening for higher energy excitations observed in Figure 4.11, may be understood
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as IC from a photoexcited S3(2
1pipi∗) state to S1 in the case of UV-B excitation,285 or,
in the case of UV-C excitation, from a higher lying Sn state (n ≥ 4) to S1; followed by
ballistic ESHT on the S1 PES. Once again, we are unable to say whether ESHT occurs
before IC or indeed concomitantly. This mechanism fits well with the observed shift of
the very early time feature (Figure 4.11) given that IC from higher electronic states will
take longer to relax to the S1 enol -OB tautomer before ESHT occurs. In such cases, one
might speculate the appearance of a double hump, as these processes begin to emerge
from our experimental temporal resolution of ∼100 fs. From here the dynamics which
occur accord identically with those discussed for UV-A excitation: ESHT, which drives
enol → keto tautomerisation, preceded by a slower rotation about the C–C bond which
facilitates IC back to the S0 state through a S1/S0 CI (nonadiabatic transfer). Follow-
ing IC and formation of vibrationally hot S0 keto molecules, GSHT allows keto → enol
tautomerisation, which subsequently cools via VET with the surrounding solvent. The
lifetimes are summarised in Table 4.1.
There is agreement in the τ1 lifetimes when OB is excited by either a UV-A, UV-B
or UV-C pump pulse. As τ1 represents the rotation around the C–C bond, this lack
of change suggests that rotational motion about the C–C bond is unaffected by the
increase in vibrational energy in the S1 molecules. One might anticipate that, following
S1 → S0 nonadiabatic transfer, the extra vibrational energy in the vibrationally hot S0
keto-tautomer would lead to an increase in VET lifetime (τ2). However, within a 2σ
uncertainty, our measurements of τ2 remain constant over different excitation energies,
cf. 7.8 ± 2.8 ps to 8.6 ± 2.7 ps to 11.0 ± 4.4 ps after UV-A, UV-B and UV-C excitation
respectively (OB-cyclohexane), indicating an insensitivity to this extra vibrational en-
ergy. Once again the τ2 lifetime is solvent dependent in that the extracted lifetimes for
OB-methanol are consistently shorter than the OB-cyclohexane counterparts, implying
higher VET efficiencies for OB-methanol than OB-cyclohexane, consistent with a more
strongly (polar) interacting (hydrogen bonding) solvent.421
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4.2 Titanium dioxide
4.2.1 Introduction
Where OB is an exemplar of popular organic filters used in commercial sunscreen prod-
ucts, titanium dioxide (TiO2) is without doubt currently the most widely used inorganic
particulate filter in commercial products, followed by zinc oxide (Figure 4.12).274,424
TiO2, in particular, is also attracting widespread interest in terms of TiO2-dye photo-
physics.426,427 Most studies of the photoprotection properties of these sunscreen compo-
nents have focused on individual filters in isolation, but commercial sunscreen products,
as discussed in Section 2.2.4, typically contain tens of components in order to produce
an efficient, broadband photoprotective and aesthetically pleasing product (cf. Figure
2.18). In this study we focus on OB and TiO2, two sunscreen constituents which are
often combined to provide broad spectral coverage and efficient photoprotection, to
understand if the previously observed photodynamics in OB are changed by the pres-
ence of the inorganic particulate filter.286–288 Multi-molecular compositions have already
been shown to display photodynamics different to that of the individual constituents,
for example, octocrylene (introduced later) is known to behave as a photostabiliser to
avobenzone when in solution together.264 Here we explore the photophysical interdepen-
dency (or otherwise) of the individual components within an organic molecule/inorganic
particulate filter blend.
In commercial products TiO2 nanoparticles are used since their absorption and
scattering coefficients of incident UVR are dependent on the diameter of the nanopar-
ticles.268 Typically nanoparticles with diameter ∼10s of nm will suitably scatter and
Figure 4.12 | (left): Transmission Electron Micrograph (TEM) and (right): High-Resolution
TEM (HRTEM) images of TiO2 nanoparticles (Titania, P25). Images taken from Evonik
inductries.425
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Anatase Rutile
Figure 4.13 | The two crystalline structure of TiO2 applicable for use in sunscreen products.
(left): Anatase (lattice parameters: A = 3.785 A˚, B = 3.785 A˚, C = 9.514 A˚, α = β = γ =
90◦).433,434 (right): Rutile (lattice parameters: A = 2.958 A˚, B = 4.594 A˚, C = 4.954 A˚, α =
β = γ = 90◦).433,435,436
absorb in the UV-A and UV-B regions and thus are selected for use in sunscreen prod-
ucts (Figure 4.12). From a commercial aspect, control of the absorption (and scatter-
ing) profile of the nanoparticles can lead to a translucent visible absorption spectrum
making the product colourless upon application, an important aesthetic factor in the
manufacturing of sunscreen.271 Furthermore, there has been concerns regarding the use
of such nanoparticles with respect to the generation of ROS, specifically in the case of
deep skin penetration, although the literature on this subject remains somewhat scep-
tical.271,428–431 TiO2 comes in three crystalline forms, anatase, rutile, and brookite, see
Figure 4.13.263 Brookite absorbs outside the relevant UVR window making it unsuit-
able for use as a sunscreen and thus is not considered further. Whilst either anatase or
rutile can be used in sunscreens, commercial TiO2 compositions are often mixtures of
the two structure and will often include a coating to enhance UV absorption or other
properties such as solubility.432 One example is the widely available Titania (Aeroxide
P25)425 which is a mixture of anatase and rutile (∼80:20 wt/wt) with a diameter of
∼21 nm and exhibits hydrophilic character due to the presence of hydroxyl groups on
the surface. This formulation is used throughout this chapter.
4.2.2 Methodology
Sample preparation of the multicomponent mixtures used OB, TiO2 nanoparticles
(>99%, ∼21 nm diameter, P25, Sigma-Aldrich) and the combination of the two, TiO2:OB
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Figure 4.14 | UV-visible spectra of OB, TiO2 and combinations of them in dioxane and
methanol. Specific concentrations were used to highlight the additivity of the absorption
spectra and are given in the square brackets. The TiO2 profiles are convolutions of both
absorption and scattering contributions.268 A schematic, qualitative picture of these systems
is given in Figure 0.1(B).
in dioxane (≥99%, Fisher Scientific) or methanol. For all solutions containing OB, 10
mM was used. For dispersions containing TiO2, 1 mM and 25 mM (for full saturation)
in methanol were used. In dioxane, 1 mM was sufficient for saturation. These ratios
were chosen for the extreme ends of what might exist in a commercial product.221 Sam-
ples are from hereon referred to as; OB-D (10 mM OB in dioxane), TiO2:OB-D (1 mM
TiO2 with 10 mM OB in dioxane), 1 mM-TiO2:OB-M (1 mM TiO2 with 10 mM OB in
methanol) and 25 mM-TiO2:OB-M (25 mM TiO2 with 10 mM OB in methanol). All
steady-state UV-visible spectra are taken with either a Cary 50 (TiO2-only samples)
or Cary 1E UV-visible spectrophotometer (all other samples), with a 1 cm path length
quartz cuvette, the spectra of which are given in Figure 4.14. Samples containing OB
were photoexcited at 325 nm, while those containing TiO2 only were photoexcited at
330 nm (cf. Figure 4.14). The pump-pulses, probe-pulses, polarisation, and sample
delivery details are the same as described above for the TEAS measurements of OB.
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4.2.3 TEAS measurements of TiO2
Measurements of TiO2 only in methanol (both concentrations) and in dioxane following
photoexcitation at the UV-visible absorption maximum (330 nm, cf. Figure 4.14) are
given in Figure 4.15. Minimal dynamics are seen, all of which occur within the tempo-
ral resolution of the experimental IRF (∼100 fs), except for when using 25mM-TiO2-M
where a strong negative signal is observed which does not fully recover by the maxi-
mum available pump-probe time delay of 2 ns. Comparing the spectral location of the
negative signal to the UV-visible spectrum of TiO2, this signal can be attributed to a
GSB.
4.2.4 TEAS measurements of oxybenzone and TiO2 suspen-
sions
TAS for OB-D following photoexcitation at 325 nm is given in Figure 4.16(A). The
TAS shows three features. (i) A negative signal below 355 nm which, through com-
parison with the UV-visible spectrum of OB (Figure 4.14) is assigned to a GSB. (ii)
An intense positive signal centred ∼365 nm, which decays to the baseline by ∼20 ps.
(iii) A broad positive signal spanning the probe spectral region ∼425–650 nm which
decays within ∼2 ps. Both positive signals are assigned to ESAs through comparison
to previous measurements,286,287 and ab initio calculations of similar systems285 which
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Figure 4.15 | Raw TAS of (A) TiO2-dioxane, (B) 1 mM-TiO2 methanol, and (C) 25 mM
TiO2-methanol. The latter uses a linear scale to represent time delays below 1 ps, beyond
this, a logarithmic scale is used.
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Figure 4.16 | (top): (A) TAS OB in dioxane following an initial photoexcitation at ∼325 nm.
(B) The residuals between the global fitted TEA spectrum and the experimental spectrum.
(C) SPA of the uncertainties on the two lifetimes. (D) The 366 nm probe absorption transient
is shown up to ∆t = 3 ps. (E) The DAS for the extracted lifetimes. (bottom): (A)–(E)
Similarly for TiO2 and OB in dioxane.
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likely originate from transitions to a myriad of electronics states i.e. Sn ← S1.
Global fitting is employed in order to quantify the dynamical processes revealed in
the TAS. Two exponential decay functions were required to describe the TAS over the
probe spectral region of 355–415 nm, which centres on the intense absorption feature
(ii). Very early time delays (<250 fs) were omitted to avoid convolution with our IRF
as well as a broad feature around time zero (cf. Figure 4.15). This analysis reveals two
dynamical lifetimes τ1 = 537 ± 20 fs and τ2 = 8.3 ± 3.3 ps with corresponding DAS
shown in Figure 4.16(E), which agree well with previous studies of OB in the nonpolar
solvent cyclohexane (τ1 = 375 ± 13 fs and τ2 = 7.8 ± 2.8 ps).286 The difference in τ1
between dioxane measurements and the previously reported cyclohexane and methanol
measurements286 may be understood by the differences in solvent viscosity, discussed
later.
Similar features are observed for the TAS of TiO2:OB-D, Figure 4.16 with the neg-
ative feature (i) appearing more strongly and spectrally broadened. This apparent
broadening is consistent with the addition of the TiO2, most clearly seen for the 25
mM-TiO2 measurements in Figure 4.15(C). The TAS for TiO2:OB-D shown in Figure
4.16(A) displays the same features as for OB-D with this addendum. A third lifetime,
attributed to the additional negative contribution from the presence of the TiO2 (cf.
Figure 4.15), was required to describe these TAS. This has the effect of creating a
long-lived baseline offset which this third lifetime (≥2 ns) captures, labelled τ3. Once
again omitting early delay times (∆t <250 fs), the other lifetimes are determined to
be τ1 = 575 ± 18 fs and τ2 = 6.9 ± 2.8 ps which correspond very closely to the OB-D
measurements.
Next we consider the solvent methanol. Previous measurements determined that
OB-M displays two dynamical features, analogous to those discussed for OB-D, with
lifetimes τ1 = 368 ± 13 fs and τ2 = 4.9 ± 1.9 ps,286 and thus provides a point of
comparison when TiO2 is included. For low concentrations, 1 mM-TiO2:OB-M, Figure
4.17, similar spectral features are seen in the TAS as in the dioxane measurements.
Global fitting reveals three dynamical lifetimes, τ1 = 357 ± 9 fs, τ2 = 4.8 ± 1.8 ps and
the long lifetime τ3 ≥2 ns. The corresponding DAS are given in Figure 4.17(E). For
saturated concentrations, 25 mM-TiO2:OB-M, Figure 4.17, the dynamics of TiO2 are
much more clearly observed, whereby the long-time recovery of the GSB persists for
the duration of the experiment. Global fitting reveals three lifetimes, τ1 = 363 ± 11
fs, τ2 = 3.0 ± 1.4 ps and τ3 ≥2 ns. For both measurements including TiO2, other than
the appearance of the long-lived recovery of the TiO2 which requires the third lifetime,
τ1 and τ2 compare very closely with OB-M measurements cf. Table 4.2.
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Figure 4.17 | (top): (A) TAS of 1 mM-TiO2:OB in methanol following an initial photoex-
citation at ∼325 nm. (B) The residuals between the global fitted TEA spectrum and the
experimental spectrum. (C) SPA of the uncertainties on the two lifetimes. (D) The 366 nm
probe absorption transient is shown up to ∆t = 3 ps. (E) The DAS for the extracted lifetimes.
(bottom): (A)–(E) Similarly for 25 mM-TiO2:OB in methanol.
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Table 4.2: Summary of the dynamical lifetimes as determined from the global fitting for all
samples (D = dioxane, M = methanol).
Sample ∆tstart τ1 / fs τ2 / ps τ3 / ns
OB-D 300 537 ± 20 8.3 ± 3.3 –
1 mM-TiO2:OB-D 250 575 ± 18 6.9 ± 2.8 ≥2 ns
1 mM-TiO2:OB-M 280 357 ± 9 4.8 ± 1.8 ≥2 ns
25 mM-TiO2:OB-M 280 363 ± 11 3.0 ± 1.4 ≥2 ns
4.2.5 Discussion and conclusions
We can begin to rationalise the features in our measured TAS and assign dynamical
processes to the lifetimes determined from global fitting of the TAS by drawing on both
ab initio calculations and previous ultrafast measurements.285–287 Considering OB-D
first, the dynamics observed follow closely those of OB-M and OB-cyclohexane;286 ini-
tial 325 nm photoexcitation populates the S2 state from the ground state, S0. Following
this, OB undergoes IC to the S1 state, followed by an ESHT along the O−H stretch,
forming the keto-tautomer. This cascade of processes is captured by the broad absorp-
tion feature which is not considered in the global fit, and resides, heavily convoluted,
within the IRF of the experiment of ∼100 fs, which is in accord with other enol -keto
driven systems437 and has been supported recently via trajectory surface hopping cal-
culations.289 Rotation about the aliphatic C−C bond is required in order to couple
the S1/S0 states, resulting in a twisted keto geometry and enables population transfer
through a CI between the S1 and S0 PES (cf. summarised mechanism of OB in Figure
4.8). These processes are captured by the lifetime τ1. This assignment also accounts
for the difference in the τ1 lifetime between solvents, which may be understood through
differences in the solvent viscosity, η. Dioxane exhibits a greater viscosity compared
to cyclohexane or methanol (η = 1.19, 0.897 and 0.551 mPa·s respectively438) and is
therefore likely to offer greatest friction to the geometry change required before OB can
couple to its S0 state.
439
The twisted keto species is not stable on the S0 PES, and there are two routes via
which it may relax. (i) The ground state may recover through a reverse tautomerisation
involving a GSHT reforming the enol -tautomer, which further relaxes by VET to the
surrounding solvent molecules. (ii) Formation of a long-lived photoproduct, most likely
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through extended C−C bond rotation forming a non-chelated, trans keto-tautomer as
previously discussed.286 However, a possibility remains that the photoproduct might be
a phenoxyl radical.288 The first of these routes appears dominant, given that the major-
ity of the GSB recovers on the timescale of the experiment; the incomplete recovery is
therefore attributed to the formation of a photoproduct which does not recover by the
maximum time delay available of 2 ns. These processes are captured by the lifetime τ2.
This lifetime also displays a solvent dependence; τ2 is consistently shorter in the more
strongly interacting (polar) solvent methanol, which is in agreement with VET driven
cooling where a greater degree of hydrogen bonding enhances VET.286,421 That being
said, it could also indicate that methanol promotes the GSHT but remains convoluted
with the VET.
Considering next the TiO2 measurements only, minimal dynamics are observed, the
results of which are given in Figure 4.15. For low concentrations (1 mM), any dynamics
are within the IRF or are well within the signal to noise of the experiment (<0.5
m∆OD). In methanol (Figure 4.15(C)), where higher concentrations are achieved (25
mM), there are clear dynamics which persist to the maximum pump-probe time delays.
These observations are consistent with previous studies on isolated TiO2 nanoparticles
in solution.440–442 In the low concentration regime, TiO2 displays ultrafast relaxation,
likely through the generation and subsequent trapping of surface electrons.443,444 At
higher concentrations, TiO2 begins to behave more like a thin film, where deep trapping
of electrons equilibrating between surface and shallow trapping sites occurs over 100’s
of ps.442
Having characterised the dynamics displayed by each component, individually, we
now discuss the measurements for the multicomponent systems. For 1 mM TiO2:OB-
D, the TAS (Figure 4.16(A)) appears to be a simple weighted sum of the isolated
OB and TiO2 systems, with the requirement of the third lifetime accounting for the
long-lived dynamics of TiO2. This is further evidenced by similar τ1 and τ2 lifetimes
for the individual and multicomponent systems (within 2σ of each other). Very similar
conclusions are reached for both the 1 mM-TiO2:OB-M and 25 mM-TiO2:OB-M systems
(Figure 4.17(A)) where all lifetimes are again within 2σ of their OB-M counterparts.
The effect of the presence of TiO2 in low (or saturated) concentrations on the overall
dynamics is simply additive; the presence of one appears not to affect the relaxation
dynamics of the other component.
A simple but representative example of the additive effect of TiO2 with OB in
dioxane is shown in Figure 4.18. Here the TAS of the isolated components, i.e. 1 mM
TiO2 (Figure 4.18(A)) and 10 mM OB (Figure 4.18(B)) are added together and the
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Figure 4.18 | (A) 1 mM TiO2-D TAS, (B) 10 mM OB-D TAS and (C) the residual between
the 1 mM-TiO2:OB-D TAS and the isolated components (i.e. (A) and (B)).
result normalised. Then the TAS of the combined system (Figure 4.16(A)) is normalised
and subtracted, which we refer to as the residual, i.e.
Residual = Norm. [(TASTiO2 + TASOB)]−Norm. [(TASTiO2+OB)] . (4.1)
All residual points are very small (cf. Figure 4.18(C)), and thus even with this reason-
ably crude estimate, the TAS of the mixed system can be described sufficiently well
by the sum of the individual components. We stress however that this is an approx-
imate analysis, where several experimental conditions which are not easily controlled
ultimately limit this description of additivity. For example, differences in pump-probe
intensities, pump-probe overlap, the difference in pump wavelength (i.e. 330 nm vs.
325 nm for TiO2 and OB respectively), and any difference in chirp correction,
386 will
of course affect the residual.
To conclude, the relaxation dynamics of the popular organic filter OB in commer-
cial sunscreens appear unaltered by the presence of the widely utilised scattering (and
absorptive) additive TiO2. Unlike other additives such as photostabilisers which are
known to enhance the photostability of an organic filter, TiO2 is shown to have mini-
mal impact on the dynamics displayed by the organic filter. This implies, at the very
least, little or no interaction between the two species. This is an important result
given the widespread use of TiO2 in commercial sunscreen products and may justify
the inclusion of both components in order to provide efficient broadband protection.
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4.3 Octocrylene
4.3.1 Introduction
Octocrylene (OC), also known as 2-ethylhexyl 2-cyano-3,3-diphenylprop-2-enoate, cf.
Figure 4.19, as briefly discussed in Section 2.2.5 is an organic filter, closely related
to the cinnamate family, whose prevalence is remarkably high amongst commercial
sunscreens.253 It displays broadband absorption of UV-B and high energy components
of UV-A radiation, as shown from its UV-visible absorption spectrum in Figure 4.19.
It notably has also been shown to act as a stabiliser to other sunscreen constituents,
such as avobenzone.264 In general there remains much ongoing research to understand
the potential adverse dermatological and physiological effects resulting from the use of
sunscreens, including OC.221,252,273 Given its widespread use, there has also been interest
in understanding the wider-reaching consequences such as water pollution, where water-
based activities wash sunscreen off a person, or, untreated water allows these products
to propagate into the wider aquatic ecosystem.345,346
OC shows no significant fluorescence or phosphorescence, hinting that ultrafast
processes may be occurring that out-compete any spontaneous emission pathways.338
Closely related molecules, ethylhexylmethoxycrylene and octylmethoxycinnamate have
been shown to undergo isomerisation as the dominant relaxation pathway after UV
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Figure 4.19 | (left): The UV-visible spectrum of OC in cyclohexane (black) and methanol
(red). (right): The optimised geometry at the DFT level of theory, using the B3LYP func-
tional399,400 and a 6-311G+** basis set.29,415 A schematic of OC is given in Figure 0.1(C).
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photoexcitation with high efficiency leading to the idea that OC will relax via similar
processes.296,300,338 The latter of these has also been recently studied by our group using
TEAS and has indeed been shown to display ultrafast relaxation in the solution phase
via nonradiative transitions along an trans-cis isomerism reaction coordinate.300
4.3.2 Methodology
A stock sample of 97% OC was purchased from Sigma-Aldrich and used without further
purification. For all reported TEAS measurements, 10 mM solutions of OC in either
cyclohexane (>99%, VWR) or methanol (≥99.6%, Sigma-Aldrich), referred to as OC-
cyclohexane and OC-methanol respectively, are recirculated between two CaF2 windows
with 100 µm PTFE spacers via a flow-through cell (Harrick Scientific). The samples
are photoexcited by 300 nm pump pulses with fluences of ∼1–2 mJ cm−2 produced by
a commercially available OPA (TOPAS-C, Light Conversion) seeded by a 1 kHz pulse
train (1 W, 800 nm) from a Ti:sapphire CPA (Spitfire Pro XP, Spectra Physics). A
small portion of the 800 nm fundamental (∼5 mW) is focussed into a 1 mm thick CaF2
window producing a broadband WLC (∼335–675 nm) used as the probe pulses. A
half-wave plate is used to hold probe polarisation at the magic angle (54.7◦) relative
to the pump polarisation. All measured TAS are chirp corrected using the KOALA
package.386
Both the TAS of OC-cyclohexane and OC-methanol were analysed using a global
fitting procedure.302,412 The experimental TAS are modelled by the sum of n exponential
functions convoluted with a Gaussian IRF, G(∆t). For both OC-cyclohexane and OC-
methanol, four exponential functions are required to fully describe the experimental
TAS and the G(∆t) is taken to be ∼100 fs.287 All confidence intervals assigned to
lifetimes are reported to the 95% level using ASE, as described in Section 3.3.
All steady-state UV-visible spectroscopic measurements were taken using a Cary
50 UV-visible spectrophotometer with a 1 cm path length quartz cuvette, and ∼µM
OC-cyclohexane and OC-methanol solutions. To investigate evidence of long-lived pho-
toproducts, continuous wave UV irradiation studies were performed on OC using the
following procedure. First, a steady-state UV-visible spectrum of each sample was taken
(Cary 300 spectrometer), to obtain a ‘before’ spectrum. Samples were then irradiated
with continuous wave radiation, ∼3 W, from an arc lamp (OBB, Tunable KiloArc) for
10 minutes using the a central wavelength of 300 nm and bandwidth of ∼20 nm. A
second UV-visible spectrum was taken (Cary 300 spectrometer) following irradiation,
referred to as the ‘after ’ spectrum. A subtraction of the before spectrum from the after
spectrum results in the reported ‘difference spectrum’.
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All ab initio electronic structure calculations of OC were performed with the Gaus-
sian 09 suite of programs.78 The ground state geometry energy minimum is determined
using DFT with the B3LYP functional399,400 and the 6-311+G** basis set.29,415 The
likely excited states were characterised using TD-DFT with the B3LYP functional and
6-311+G** basis set. Calculations were also performed with the M05-2X functional for
comparison.445
4.3.3 TEAS measurements of octocrylene
The TAS of OC-cyclohexane were recorded for a range of pump-probe time delays,
∆t, and are shown in Figure 4.20. We start by considering the early time (∆t < 2
ps) OC-cyclohexane. The TAS is dominated by two positive absorption features: (i)
a broad, intense absorption across probe wavelengths ∼335–475 nm, and (ii) a weaker
absorption signal which extends out to, and decays towards the baseline by, ∼675 nm
(the limit of our probe spectral window). Both of these positive signals are attributed to
the ESA of OC, based on subsequent analysis, discussed later. In particular, absorption
feature (i) changes significantly for increasing ∆t, up to 2 ps, see Figure 4.20(D). The
absorption signal displays an intense peak at ∆t ∼150 fs with a short-lived negative
signal also observed beyond ∼550 nm for ∼250 < ∆t < 500 fs which we attribute to
SE. As this SE signal decays, another absorption peak grows in by ∆t ∼500 fs, which is
most clearly seen at probe wavelengths of λ ∼500 nm, see Figure 4.20(A). By 2 ps, the
ESA has almost completely returned to the baseline, with no further spectral features
observed up to the maximum available pump-probe time delay of ∆t = 600 ps (∆t ≤
16 ps shown in TAS). Similar features are observed in the TAS of OC-methanol shown
in Figure 4.20.
Quantitative insight into the dynamical processes observed in the TAS is gleaned
from global fitting, where four exponential functions convoluted with a Gaussian IRF
are required to fully describe the TAS (Figure 4.20(A)). For OC-cyclohexane, global
fitting reveals four lifetimes (τ1, τ2, τ3 and τ4) as summarised in Table 4.3, which
are characterised by the corresponding DAS given in Figure 4.20(E). The shapes of
the DAS are valuable in aiding in the interpretation of the corresponding TAS. Positive
components of the DAS indicate the decay of population from a particular state whereas
negative components indicate a rise in the population of a state. In particular, a negative
going component (an exponential rise) concomitant with a positive component (an
exponential decay) can be interpreted as a flow of population from the positive region
into the negative region, which can be induced by a change in electronic state or by
VET within a single electronic state.446 The DAS of τ1, τ3 and τ4 are positive indicating
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Figure 4.20 | (top): (A) The TAS of OC-cyclohexane. The vast majority of the dynamics
appear to be over within the first few ps. (B) The residuals between the experimental TAS
and the global fitted TAS. (C) ASE analysis returning the uncertainties on the lifetimes.
(D) Selected transients which shows the quickly varying spectral features seen in the TAS.
(E) The corresponding DAS of the global fitted lifetimes. (bottom): (A)–(E) Similarly for
OC-methanol.
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Table 4.3: Summary of the lifetimes of dynamical processes observed in OC.
Lifetime / fs Cyclohexane Methanol
τ1 80 ± 10 90 ± 10
τ2 120 ± 10 130 ± 10
τ3 180 ± 10 200 ± 10
τ4 810 ± 140 1520 ± 360a
aLower limit of unbounded interval used.
a decaying absorption signal whilst τ2 is negative indicating a growing absorption or
SE feature which agrees qualitatively with the observed absorption features (i) and
(ii) of the TAS (Figures 4.20(A) and 4.20(E)). Following an identical procedure, global
fitting of the OC-methanol TAS (Figure 4.20(A)) reveals four dynamical processes
with lifetimes summarised in Table 4.3, and are characterised by the corresponding
DAS given in Figure 4.20(E), which display similar features to those discussed for OC-
cyclohexane. The confidence interval of the lifetime τ4 for OC-methanol is unbounded
on the positive limit. We suggest this is because of the convolution with an increased
photoproduct absorption signal compared to OC-cyclohexane (Figure 4.21, discussed
later), as such, the lower limit is used (Table 4.3).302
The presence of a GSB is not observed which is likely due to the convolution with
the strong positive ESA as well as the limit of the probe window being at the tail
end of OC’s absorption profile (Figure 4.19). Continuous wave irradiation studies were
used to investigate any long-lived photoproducts which would typically be signalled
by an incomplete GSB recovery. Following the procedure described in Section 4.3.2,
the resulting difference spectra for OC-cyclohexane and OC-methanol are shown in
Figure 4.21. There are small discrepancies between the OC-cyclohexane difference
spectrum with the corresponding TAS (Figure 4.21(A)) whereby the difference spectrum
displays a more prominent negative absorption. A similar observation is made for OC-
methanol (Figure 4.21(B)), where a pronounced offset between the difference spectrum
and the ∆t = 600 ps spectrum around ∼350 nm is seen. These features may indicate
the presence of a long-lived photoproduct which contributes a minor channel to the
relaxation mechanism of OC. Additionally, a broad absorption spans the probe window
in both OC-cyclohexane and OC-methanol TAS at ∆t = 600 ps. For OC-methanol,
there is an emergence of a defined peak centred at ∼375 nm. There is no evidence
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Figure 4.21 | (A) For OC-cyclohexane, continuous wave irradiation results in the difference
spectrum (black line) using the procedure described in the main text. Overlaid is a ∆t =
600 ps spectrum (red line). (B) Similarly for OC-methanol. Absorption signals have been
normalised with respect to the most negative going signals. (C) Calculated transition energies
between triplet states, Tn ← T1. The accessible wavelengths by the probe is highlighted in
grey. (D) The output of the KiloArc lamp used for irradiation experiments.
for either of these features in the corresponding difference spectra which suggests that
these features may originate from long-lived triplet state absorption.264,338
4.3.4 Discussion and conclusions
We now begin to discuss the implications to the photoprotective properties of OC draw-
ing on the different experimental results presented here. Firstly, the continuous wave
irradiation measurements indicate an incomplete recovery of the original OC molecule.
This (minor) pathway could be caused by photodegradation, a scenario that has been
previously reported, forming predominately ethyl 2-cyano-3,3-diphenyl acrylate, and in
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Figure 4.22 | The identity of photoproducts UV-photoexcited (300–400 nm) OC might
form.254
smaller amounts, 3,3-diphenylacrylonitrile and benzophenone (Figure 4.22).251,254
When compared to the TAS of OC for ∆t = 600 ps, we observe a weak absorption
(∼100 µOD) across the probe window, which is clearly not present in the difference
spectrum obtained from continuous wave irradiation measurements. Ab initio calcula-
tions of triplet-triplet transition energies, as described in the methodology, are shown
in Figure 4.21(C). These suggest there are a number of triplet states accessible within
the probe window (335–675 nm). We therefore suggest this feature can be attributed
to triplet state absorption, which is known to be accessible under these conditions, and
a property that has been exploited in mixtures with avobenzone to improve its pho-
tostability.223,264,338 The spectrum at ∆t = 600 ps shows a clear positive peak centred
around λ ∼375 nm for OC-methanol compared to OC-cyclohexane. This might indicate
that the rate of ISC to the triplet state, and/or the absorption cross-section between
this triplet state and higher lying states increases in the more polar solvent methanol,
which may be explained by an increase in solvent perturbations on the excited state
energy levels. These observations have an important consequence of OC’s use in sun-
screens; the relaxation mechanism of OC only has an apparently minor contribution
that involves triplet state absorption or photodegradation, which means there may be a
lower probability of OC-containing sunscreens causing adverse dermatological effects, a
finding which complements the current literature.251,253,254 Another possibility remains,
given the presence of a CN substituent in OC, namely IC to a long-lived charge transfer
state.
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Table 4.4: First five electronic transitions determined at the TD-DFT//B3LYP/6-311+G**
level of theory, with corresponding oscillator strengths. Results using the M05-2X functional
are given in parentheses.
Transition, Sn ← S0 Wavelength / nm Osc. strength
S1 ← S0 ← 336 (295) 0.649 (0.687)
S2 ← S0 ← 315 (268) 0.657 (0.437)
S3 ← S0 ← 307 (257) 0.675 (0.477)
S4 ← S0 ← 298 (251) 0.658 (0.480)
S5 ← S0 ← 279 (240) 0.643 (0.412)
Considering next the dynamical processes extracted from the global fitting of the
TAS we can attempt to rationalise the dynamics operating in OC after UV-B photoex-
citation, although, as we reiterate below, we acknowledge that further work is essential;
this discussion however serves as an important starting point. Precedence in the mech-
anism comes from simple excited state calculations of OC. We found that the likely first
excited state, initially populated through excitation by the pump pulse is a pipi∗ ← S0
transition, see Table 4.4 (for molecular orbitals (TD-DFT//B3LYP/6-311+G** shown),
transition wavelengths and oscillator strengths) and the steady-state absorption spectra
shown in Figure 4.19. We also note that both OC-cyclohexane and OC-methanol dis-
play similar lifetimes and DAS, suggesting that the proposed dynamics are very similar
in both, hence the dynamics discussed are applicable to both systems.
We propose that an initial photoexcitation likely populates an ensemble of similar
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energy n1pipi∗ states (n ≥ 1). The subsequent decay of this population to a lower lying
excited state is assigned the lifetime τ1. We suggest this in turn populates another
excited m1pipi∗ state (n 6= m) with lifetime τ2. We draw confidence in the assignment
of τ1 and τ2 by considering the DAS associated with these similar lifetimes (cf. Figure
4.20(E) and Table 4.3). The positive DAS associated with τ1 closely mirrors the nega-
tive DAS associated with τ2 which might imply a population flow between two states.
Furthermore, the negative feature in the TAS assigned to SE onsets from ∼250 fs (see
Figures 4.20(A) and 4.20(D)) suggest that it may originate from a state other than
the initially populated one(s). Thus τ2 predominately captures the population flowing
between these two states by IC, likely via a n1pipi∗/m1pipi∗ CI given the efficiency this
occurs with. We suggest the population on this second state subsequently relaxes with
the lifetime of τ3. Since photoexcited OC appears to almost completely recover its
ground state, we suggest this state will couple back to the ground state via a m1pipi∗/S0
CI and subsequently will relax to the ground vibrational state by VET, likely mediated
by a combination of IVR and VET to the surrounding solvent molecules.325,447 This last
step is captured by the lifetime τ4, especially the IC to the ground state. An interesting
possibility remains in that this relaxation may occur via the isomerisation around the
aliphatic C=C bond, a process suggested to occur in the closely related molecule ethyl-
hexylmethoxycrylene,338 however, confirmation of this would require further theoretical
and experimental studies; for example, one could envisage aromatic ring substitution
as one possible technique, but this is beyond the scope of this work.
There are two important caveats here. First, since the lifetimes of the dynamical
processes described are similar in magnitude and are very fast, the underlying assump-
tion of the global fitting procedure, that the processes are not sequential, begins to
break down. This has the effect of clouding the onset of one process with that of
another. Ultimately, this means each lifetime will also capture some of the preceding
and/or proceeding dynamics, making the absolute assignment of a lifetime with any
one process unrealistic.448 Second, there will likely be a contribution to the lifetime(s)
(in particular τ1, τ2 and τ3) from an evolution out of the FC window, as well as any
solvent rearrangement. These processes typically persist for comparable timescales as
the extracted lifetimes, meaning the absolute assignment of population decay from one
state to another is highly complex. Furthermore, any spectral shift in the positive
absorption signal would likely affect τ1 and τ2. In this case, τ1 and τ2 may describe
a spectral shift (on a single PES), which is consistent with the closely mirrored DAS
(Figure 4.20(E)). This would mean that the likely relaxation mechanism would be via
an n1pipi∗/S0 CI on the timescale τ3 followed by vibrational relaxation in the S0 state
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captured by τ4. However, the overall picture of the relaxation dynamics observed in
OC is clear; UV-B photoexcited OC undergoes ultrafast nonradiative relaxation which
repopulates the ground state with high efficiency. The vast majority of the dynamics
are over in the first ∼5 ps after photoexcitation, with most of the processes over within
the first 2 ps of photoexcitation (Figure 4.20(A)). This has major implications for OC’s
role as a sunscreening agent since the ability to dissipate energy from UV-B photoex-
citation through ultrafast nonradiative processes is vital for a safe and efficient organic
filter.264
Further experimental studies are required to fully understand the states likely to be
involved in OC. Specifically, we suggest sequential kinetic studies would provide valuable
insight into the observed population flow in both OC-cyclohexane and OC-methanol,
a limitation of both our IRF (∼100 fs) and our global fitting procedure,448 which will
likely prove useful in the deconvolution of the τ1, τ2 and τ3 lifetimes. Theoretical studies
will be invaluable in understanding the states involved in the relaxation mechanism
observed in our TAS and indicate if such an isomerisation provides an energetically
favourable route to couple back to the ground state. We hope this work will provide a
stimulus for further studies along both experimental and theoretical directions.
In summary we have provided early ultrafast measurements of the commonly used
sunscreen molecule OC, which is shown to exhibit an ultrafast relaxation mechanism
predominately via nonradiative pathways, with high efficiency. Furthermore, non-polar
and polar solvents show little effect on the predominant dynamics, but with some
noticeable effects on potential triplet state formation. These measurements highlight
the efficiency of OC used as a sunscreen molecule and suggest there is minimal triplet
state absorption and photodegradation, important properties for sunscreens.
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4.4 Ethylhexyl triazone
4.4.1 Introduction
In this study we focus on the organic filter, Ethylhexyl Triazone (EHT),449 also known
as octyl triazone, see Figure 4.23.449 It is one of many organic filters authorised for use
across Europe, Australia, New Zealand, Japan and South Africa (cf. Table 2.3),223 and
resembles a group of large aromatic organic filters which are also used in sunscreens
such as bis-ethylhexyloxyphenol methoxyphenyl triazine (Bemotrizinol) and diethyl-
hexyl butamido triazone (Iscotrizinol).223 A particularly interesting property of EHT
(and the family in general) is its large molecular weight (823.07 g·mol−1); such fil-
ters are unlikely to penetrate the skin, thereby reducing effects associated with skin
penetration.452 It displays a broad absorption profile across the UV-B region, with a
maximum absorption at ∼311 nm and ∼313 nm for EHT-dioxane and EHT-methanol
respectively (Figure 4.23). Much work has been focussed on EHT from a photostability
viewpoint, where it is generally regarded as photostable,237,453 although under certain
conditions can photodegrade.237 Other work has investigated the role EHT plays as a
photostabiliser on other organic filters such as avobenzone.237
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Figure 4.23 | (left): The UV-visible absorption spectrum of EHT-dioxane and EHT-
methanol.450 (right): The ground state optimised geometry of EHT, with (opaque) and
without (translucent green) an implicit methanol solvent field, at the DFT level of theory
using the BP-86 functional451 and an aug-cc-pVDZ basis set.24,25 A schematic of EHT is
given in Figure 0.1(D).
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To date, the literature on the ultrafast photochemistry of EHT remains sparse com-
pared to other common organic filters,361 with most studies involving EHT focussing
on its photostability237,453 and photoallergy properties.454 Recent work by Tsuchiya et
al.455 has examined the excited states of EHT (and a close derivative diethylhexylbu-
tamido triazone) primarily through the use of steady-state techniques including fluores-
cence and phosphorescence. The reported fluorescence and phosphorescence quantum
yields at room temperature suggest that IC is the dominant deactivation mechanism
after UV photoexcitation. The decay of the fluorescence profile returns a lifetime which
is resolution-limited, below 0.6 ns; phosphorescence on the other hand, decays with a
lifetime reported to be several seconds. These results are useful in characterising the
excited states involved in the photodeactivation of EHT, however, the findings also
point toward ultrafast processes being involved, something beyond the experimental
resolution of the reported study.455
It is here where ultrafast spectroscopy can once again begin to unravel these pro-
cesses.361 We utilise solution-phase TEAS to probe the photodeactivation mechanism
of EHT in the non-polar solvent dioxane, and the polar solvent methanol. Our results
agree with previous work,455 that IC is the likely dominant deactivation mechanism of
UV-excited EHT. Initial UV-B photoexcitation to high-lying electronic states results
in IC to the first excited electronic state, and occurs within ∼400 fs. Following this,
a geometry change concomitant with VET occurs over ∼20 ps, allows population to
flow through a CI and thus repopulates the ground vibrational state of EHT. We also
observe the presence of long-lived photoproducts which accord closely with microsecond
transient absorption measurements,455 further evidenced by UV absorption measure-
ments pre- and post UV-B irradiation, confirming that ISC to a low-lying triplet state is
a likely (competing) pathway. The experimental findings observed herein are supported
by electronic structure calculations of these photoproducts.
4.4.2 Methodology
A stock sample of ≥98% EHT was purchased from Sigma-Aldrich and used without
further purification. For all reported TAS measurements, 1 mM solutions of EHT
in either dioxane (EHT-dioxane) or methanol (EHT-methanol) are recirculated via a
flow-through cell, between two CaF2 windows separated by 100 µm PTFE spacers.
Samples are photoexcited by 311 nm or 313 nm pump-pulses for EHT-dioxane and
EHT-methanol, at their respective UV-B absorption maxima, cf. Figure 4.23. Pump-
pulses with fluences of ∼1–2 mJ·cm−2 are produced by a commercially available OPA
(TOPAS-C, Light Conversion) seeded by a 1 kHz pulse train (1 W, 800 nm) from a
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Ti:sapphire CPA (Spectra-Physics Spitfire Pro XP, 3 W, ∼40 fs). Probe-pulses are
derived from a broadband (∼340–670 nm) WLC by focussing a small portion of the
800 nm fundamental (∼5 mW) into a CaF2 crystal. TAS are collected with the probe-
pulse held at the magic angle (54.7◦) relative to the pump-pulse. All TAS are chirp
corrected using the KOALA package.386
All steady-state UV-visible spectroscopic measurements are taken using a Cary 60
UV-visible spectrophotometer with a 1 cm path length quartz cuvette, and ∼µM EHT-
dioxane and EHT-methanol solutions. Continuous wave UV irradiation studies are
performed on EHT to investigate the nature of any long-lived photoproducts using the
following procedure. First, a steady-state UV-visible spectrum of each sample is taken
to obtain a ‘before’ spectrum. Samples are then irradiated with continuous wave radi-
ation, ∼50 mW, from an arc lamp (Flurolog, HORBIA scientific) for 10 minutes using
a central wavelength of 311 or 313 nm (EHT-dioxane and EHT-methanol respectively)
with a bandwidth of 5 nm. A second UV-visible spectrum is taken, referred to as the
‘after ’ spectrum. Finally, subtraction of the before spectrum from the after spectrum
results in the reported ‘difference spectrum’.
All electronic structure calculations is performed using the TURBOMOLE pack-
age.82,83,456 DFT and TD-DFT theory is used with the BP-86 functional,451 the aug-
mented Dunning aug-cc-pVDZ basis set,24,25 the resolution of the identity457 and mul-
tipole accelerated resolution of the identity approximations,458 with the corresponding
auxiliary basis set.459 The use of the BP-86 function is justified for its successful use as
a ‘general chemistry’ functional,460,461 and its efficient implementation in the TURBO-
MOLE program making calculations on EHT feasible.
4.4.3 TEAS measurements of ethylhexyl triazone
Perhaps the most natural place to start is considering the UV-visible spectrum given
in Figure 4.23. The broad, essentially featureless, nature of the spectrum indicates
that a multitude of excited states are accessible in the UV-A, and in particular, the
UV-B region. Indeed, even at cryogenic temperatures, this spectrum remains mostly
unchanged.455 This is further confirmed through DFT (vide infra) where ∼20 singlet
excited states reside within this broad peak (Appendix 8.6).
TAS for EHT-dioxane and EHT-methanol photoexcited at 311 nm and 313 nm re-
spectively are shown in Figure 4.24. Considering the TAS of EHT-dioxane first, see
Figure 4.24(A), the TAS display two main features. The first is an intense absorption
centred around probe wavelengths of ∼350 nm. It almost completely decays away by
the maximum available pump-probe time delay of 2 ns, indicating that the overall re-
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Figure 4.24 | (top): (A) The TAS of EHT-dioxane. The vast majority of dynamics appear
to be over within the first few picoseconds. (B) The residuals between the experimental TAS
and the global fitted TAS. (C) ASE analysis returning the uncertainties on the lifetimes. (D)
Selected transients which shows the early time decay and the much slower decay component.
(E) The corresponding DAS of the global fitted lifetimes. (bottom): (A)–(E) Similarly for
EHT-methanol.
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Figure 4.25 | The long-lived signals observed at the maximum pump-probe time delay
of 2 ns for EHT-dioxane (black) and EHT-methanol (red). For both systems, very similar
spectral features are observed with a peak centred ∼350 nm and ∼450 nm. Continuous wave
irradiation studies of EHT resulting in difference spectra (EHT-dioxane, blue; EHT-methanol,
green) show flat featureless profiles in contrast to the ∆t = 2 ns spectra.
laxation mechanism in EHT-dioxane predominately is ultrafast, as has been previously
suggested.455 The second is a broad absorption across the rest of the probe window
(up to ∼675 nm), which decays towards the baseline, however not completely, where
a clear, broad absorption remains across the probe spectral window, as indicated in
Figure 4.25 (black line).
Quantitative insight into the ultrafast photodeactivation mechanism may be under-
stood by employing a global fitting procedure, as described earlier.412 Four exponential
functions, convoluted with a Gaussian IRF, are required to describe (Figure 4.24(B))
the experimental TAS given in Figure 4.24(A). The extracted lifetime for each of these
functions is given in Table 4.5, characterised by its DAS, shown in Figure 4.24(E). The
(almost completely) positive nature of each DAS indicates that all extracted lifetimes
are associated with decaying features in the TAS.
Similar features are observed for EHT-methanol, see Figure 4.24(A), with two dif-
ferences. The TAS show a signal growing in around 330 nm after ∼10 ps, which then
decays away. A broad positive signal is also observed centred around ∼550 nm which
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Table 4.5: Summary of the lifetimes extracted from global fitting analysis of the measured
TAS of EHT-dioxane and EHT-methanol after UV-B photoexcitation.
Lifetime Dioxane Methanol
τ1 / fs 382 ± 33 556 ± 276
τ2 / ps 21.2 ± 2.7 27.9 ± 6.0
τ3 / ps 493.6 ± 68.0 216.0 ± 29.0
τ4  ns  ns
grows in with the signal centred around 350 nm after ∆t ∼10 ps. We return to discuss
both of these features below. The characteristics of the corresponding DAS corroborate
this, where the τ2 DAS is negative below 350 nm, as well as around 550 nm. This also
changes the τ3 DAS in these regions too, given that each lifetime is not sequential in
this fitting procedure; each lifetime will capture some of the preceding and proceeding
dynamical processes.339,448 A similar long-lived excited state profile as seen for EHT-
dioxane is observed at the maximum available pump-probe time delay of 2 ns, see Figure
4.25 (red line).
4.4.4 Discussion and conclusions
We first begin discussing these results with reference to the observed long-lived signals
in the EHT-dioxane and EHT-methanol TAS at ∆t = 2 ns. The observation of the
long-lived feature in both EHT-dioxane and EHT-methanol TAS is explored through
the use of continuous UV-irradiation. The resulting difference spectrum for each sam-
ple is given in Figure 4.25, calculated after 10 minutes of irradiation, with the pump
wavelength centred on that used in the TEAS studies. Both samples show a flat, almost
featureless profile indicating that there is minimal photoproduct formation; the long-
lived signals observed in the TAS must therefore be attributed to metastable transient
states. Previous work has shown that photoexcited EHT undergoes both fluorescence
and phosphorescence.455 This work suggested the peak centred around 350 nm might
be attributed to excited state population trapped on the S1 state, based on fluorescence
measurements. Similarly, the peak centred around 450 nm may be attributed to excited
state population trapped in a triplet state based on phosphorescence and microsecond
transient absorption measurements. These of course are metastable, and the population
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would return to the ground S0 state, the majority of which however will be well-beyond
our maximum experimental pump-probe time delay of 2 ns, but before the effective 10
minute ‘time delay’ in the continuous wave measurements.
In an effort to confirm this, electronic structure calculations were performed, al-
though we note that these calculations can only provide qualitative support for the
experimental results discussed herein. To confirm the structures discussed are sensible,
we initially performed the ground state optimisation of EHT with and without an im-
plicit methanol field using the Conductor-Like Screening Model (COSMO) model,462
see Figure 4.23. Very little difference between the two geometries are seen. The largest
differences are observed in the tails of EHT, which we have shown are not involved
in the photodynamics (discussed below), thus the gas-phase calculations are likely a
reasonable representation of the lowest energy conformer of EHT. Given the size of
EHT, such a gas-phase description is much less computationally demanding. In fact, in
some cases, such as excited state geometry optimisations, the COSMO module has not
been implemented thus restricting the breath of calculations which can be performed
at present.
First, the ground state EHT structure is optimised, from which vertical excitations
suggest UV-B photoexcitation populates an excited n1pipi∗ state (n > 1) where the
electronic density remains localised near the central core of EHT, see Figure 4.26 and
Appendix 8.6. We calculate the absorption spectrum of the possible excited state
species (Figure 4.27). EHT is optimised in its first triplet state, and an array of vertical
excitations calculated. The corresponding oscillator strength (f(λ0)) for each vertical
excitation (λ0) is broadened through convolution (⊗) with a Gaussian function, to
generate the absorption spectrum (I(λ)), where:
I(λ) = f(λ0)⊗ e−
(λ−λ0)2
2σ2 . (4.2)
A value of σ = 15 nm is used which broadens the spectra similarly to the broadening
observed in the experimental data (Figure 4.27). This spectrum is red shifted by ∼70
nm (∼0.52 eV) in order to overlap with the experimental absorption signal observed at
∼450 nm, suspected to be from the T1 population.455 An identical procedure is followed
after EHT is optimised in its first singlet excited state, which is similarly red shifted
by ∼70 nm. These calculated spectra support the assignment of ESA in the S1 state
(centred on ∼350 nm) and triplet state absorption in the T1 state (centred on ∼450
nm).
From this investigation, assignment of the dynamical processes responsible for the
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n = 14 n = 15 n = 16
Figure 4.26 | Representative examples of the likely initial photoexcitations which populates
a n1pipi∗ state (n > 1, where n refers to the nth singlet excited state; cf. Appendix 8.6).463
extracted lifetimes in the global fitting procedure can be suggested. After photoexcita-
tion to a high-lying n1pipi∗ state, EHT will undergo IC to populate a vibrationally hot
S1(1
1pipi∗) state (in keeping with Kasha’s rule,116 and faithfully accords with similar
studies of the sunscreen constituent OB287) which we attribute to lifetime τ1. We make
two important remarks here: (1) initial population of higher lying Sn states will likely
lead to IC within the IRF to populate lower lying electronic states (or even S1 directly).
What τ1 then captures will be the latter parts of the IC to populate S1 from neighbour-
ing Sn states, along with any evolution from the initial FC window and accompanying
solvent re-arrangement. (2) The similarity in the DAS (τ1−3) <400 nm obtained in
dioxane encourages the view that the origins of τ1 originate principally from S1 (or
nearby states). We note such a similar comparison for the DAS extracted in methanol
cannot be made owing to the positive signal around 350 (and 550 nm, see below). From
here we suggest the geometry will continue to rearrange as it undergoes IVR within
the S1 state given the observed distorted/bent nature of the optimised structure in this
excited state cf. Figure 4.27. Indeed, a linear interpolation over this distortion clearly
shows that the ESA spectrum depends heavily on the geometry over the course of the
distortion, see Figure 4.28. This distortion then couples the S1 surface to the ground S0
state through a 11pipi∗/S0 CI. Here the vibrationally hot EHT molecule cools via VET
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Figure 4.27 | The long-lived signal observed for EHT-dioxane at ∆t = 2 ns (black line,
cf. Figure 4.25), the calculated absorption spectrum of the first excited singlet state (dashed
line; excited state geometry shown (opaque) against the ground state geometry (translucent
green)) and the first triplet state (dotted line; excited state geometry shown). The calculated
spectra have been red-shifted by 70 nm given the assignment of the experimental ∼450 nm
peak to triplet state absorption.455 Both these states display significant pi character, and lead
to broad absorption features suggesting there is a manifold of accessible excited states (m ≥ 2)
at the probe wavelengths.
to the surrounding solvent. These processes (IVR, passage through the CI and VET)
are captured by the lifetime τ2. Contrary to what might be expected,
421 the more polar
solvent methanol does not appear to contribute to a greater rate of vibrational relax-
ation. This can be explained by the size of EHT (126 atoms; 372 vibrational modes);
even with the non-polar dioxane, EHT will likely exhibit efficient VET to the solvent
given the high number of modes available. Another contribution will be the observa-
tion that EHT-methanol shows a decaying signal (centred around ∼350 nm) which rises
again before decaying towards the baseline (cf. EHT-methanol TAS in Figure 4.24(D)).
This feature is discussed below.
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Figure 4.28 | The evolution of the absorption profile of EHT along the S1 PES. Linearly in-
terpolated coordinates are used between the initial geometry (Geometry 1) and the optimised
S1 geometry (Geometry 5). Geometries are equally spaced in their interpolations.
Given the observation of the long-lived absorption signals discussed (Figure 4.25),
some of the population will become trapped on the S1 surface, likely due to a significant
geometry mismatch restricting any direct coupling to the S0 state via the 1
1pipi∗/S0.
Instead, this population will revert to the ground state via fluorescence, suggested to
be sub-600 ps from previous work.455 Unfortunately, this fluorescence signal (which will
manifest as SE) is not directly observed in the TAS, as it is likely to be buried under
the convoluted triplet state absorption and the ESA of the remaining S1 population.
In competition with the fluorescence relaxation pathway is ISC to a triplet state, which
is attributed to the observed signal at ∼450 nm at ∆t = 2 ns. These processes are
captured by the lifetime τ3, a timescale which would sensibly compete with the proposed
fluorescence, and thus populate the triplet state. Any population in this triplet state
will undergo phosphorescence over a much longer timescale, and thus on the timescale
Page 153 of 309
of this experiment, manifests as a baseline offset. The lifetime given by τ4 captures this
long-lived nature of this triplet state. The broad absorption signals observed at ∆t = 2
ns are also supported by these calculations, where both the S1 and T1 show absorption
features between 450 nm and 670 nm respectively.
Two further observations are made for EHT-methanol which are not seen in EHT-
dioxane. (i) The first is a signal observed centred at ∼550 nm in the TAS (Figure
4.24(A)) which appears concomitant with the growing signal centred around ∼350 nm.
We suggest this might be attributed to trapped S1 population which will inevitably
adopt a different minimum energy geometry in the presence of the more strongly per-
turbing solvent methanol. Thus, as the excited state geometry evolves, the PES of
EHT-methanol and EHT-dioxane begins to diverge due to the differences in solvent
perturbation resulting in a different transient absorption signal, as evidenced in Figure
4.24. As EHT-methanol approaches its minimum energy geometry in the S1 it absorbs
probe wavelengths centred around 525 nm. It is important to note these calculations
remain qualitative given solvent effects are not included, evidently resulting in optically
dark transitions for geometries (cf. Figure 4.28) until EHT reaches the minimum energy
geometry in the S1. Furthermore, geometries are generated from a linear interpolation
between the initial excited geometry and the minimum energy S1 geometry thus will
not follow the minimal energy pathway along the S1 surface (noting this pathway will
also be perturbed by the solvent). These caveats might reconcile the absence of such a
signal in the EHT-dioxane TAS (Figure 4.24(A)), with its presence in EHT-methanol.
This signal assignment is further supported by the timescale of its appearance, much
shorter than the timescale for ISC (τ3) making triplet state absorption an unlikely can-
didate for this signal. Furthermore, this feature will cause the τ2 lifetime to extend
thus masking any increased rate of VET in methanol (vide supra). (ii) The second
observation is a shorter τ3 lifetime at ∼220 ps compared to ∼490 ps, for methanol and
dioxane respectively. Given the previous assignment, (i), of ESA from the S1 mini-
mum geometry of EHT-methanol, this observation may be explained by a potentially
stronger spin-orbit coupling to the nearby triplet states(s), accelerating ISC.
To conclude, we have suggested the first complete mechanism for the photodeac-
tivation of UV-B excited EHT, simulating its possible role in a sunscreen product.
Combining ultrafast pump-probe TEAS and electronic structure calculations, we have
built upon previous work investigating the photophysical properties of EHT (and its
analogues).455 Given that the deactivation mechanism involves the conjugated pi system
at the centre of EHT, this molecule in particular provides a stepping stone for future
studies. For example, one might envision functionalising the alkane-chains of each
Page 154 of 309
branch of EHT to improve its chemical properties such as solubility, with little effect
to its photophysical properties. On the other hand, one could alter the photophysical
properties by functionalising only the conjugated part of EHT, thereby enhancing its
photostability. We hope this work serves as a stimulus for further work along both
experimental and theoretical directions, which would no doubt prove fruitful.
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Chapter 5
Natural sunscreen constituents
Parts of this chapter have been published by the author:
1. Lewis A. Baker, Michael D. Horbury, Simon E. Greenough, Florent Allais,
Patrick S. Walsh, Scott Habershon, and Vasilios G. Stavros. Ultrafast photopro-
tecting sunscreens in natural plants. J. Phys. Chem. Lett., 2016, 7(1 ):56–61.
Declarations:
• Florent Allais (AgroParisTech, France) synthesised the methyl sinapate and sinapoyl
malate compounds.
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5.1 Sinapic acid, methyl sinapate, sinapoyl malate
5.1.1 Introduction
As discussed in the introduction, UVR acts as a signal transducer for numerous pro-
cesses including immune response, plant morphology and the phenylpropanoid pathway
in plants.149,177 Deleterious effects of this radiation exposure to organisms are widely
known e.g. reduction of photosynthesis, growth inhibition, and an increased susceptibil-
ity to pathogens.178,195 As such, plants synthesise and deposit UV-absorbing phenolic
compounds in epidermal tissues via the phenylpropanoid pathway to protect against
overexposure to UV radiation.149,177
Specifically, studies of gene mutations in the plant Arabidopsis thaliana, a mem-
ber of the Brassicaceae family, have found that the phenylpropanoid pathway could
be disrupted such that the concentrations of sinapate esters present in the epider-
mal layers of the plant are reduced, rendering the plant hypersensitive to UVR expo-
sure.183,291,292,464–466 Such experiments therefore point to sinapate esters as being the
likely class of UVR screening molecules used by Brassicaceae plants. Sinapate esters
are derivatives of Sinapic acid (SA), the precursor to Sinapoyl malate (SM), which has
been identified to be the dominant constituent deposited in the upper epidermis of
Arabidopsis plant leaves (Figure 5.1).183,291,292 The interesting question raised in light
of this is, how do these molecules provide UVR photoprotection?
Previous work in characterising the photophysical properties of cinnamates,294,467–473
a set of molecules closely related to the sinapates, identified a variety of relaxation
pathways after an initial photoexcitation to a 11pipi∗ state. In particular, relaxation
through IC, mediated by trans–cis isomerisation,294,467–470 or IC to a long-lived 11npi∗
state298,471,474–477 have been suggested as viable relaxation mechanisms. In SA, similar
studies suggest IC along an aborted trans–cis isomerisation of the aliphatic C=C bond
couples the excited state to the ground state.439 Recent vibrationally resolved UV spec-
troscopy measurements of SA, SM and the simplest derivative, Methyl sinapate (MS),
suggest that along this series, SM is unique in having an inherently broad absorption
spectrum even under jet-cooled gas phase conditions exhibiting an efficient, nonradia-
tive energy dissipation mechanism that may be responsible for the biological selectivity
of SM as a UVR photoprotective sunscreen molecule in plants.301 These studies provide
a solid foundation to build upon in understanding the underlying photodynamics of the
sinapate ester derivatives presented here.
This section focusses on the use of TEAS to probe the ultrafast energy relaxation
mechanisms of SA, MS and SM in the solution-phase. We complement these measure-
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Sinapic acid (SA) Methyl sinapate (MS) Sinapoyl malate (SM)
Figure 5.1 | Structures of SA, MS and SM. All structures optimised at the DFT level of
theory with the B3LYP functional399,400 and the cc-pVDZ basis set.24
ments with continuous wave UV irradiation studies to elucidate long-lived photoprod-
ucts. We present evidence to suggest that photoexcited SA, MS and SM relax by IC to
the ground electronic state via a trans–cis isomerisation of the aliphatic C=C bond.
5.1.2 Methodology
The TEAS set up286,364 used throughout this work employs ∼320–330 nm, 1–2 mJ
cm−2 pump pulses with probe pulses drawn from a broadband WLC (335–675 nm),
with polarisation set to the magic angle (54.7◦) relative to the pump pulses. TAS
are taken of 1 mM SA (≥98%, Sigma-Aldrich), MS and SM (synthesised as described
previously478,479), in solution with either the non-polar aprotic solvent dioxane (≥99%,
Fisher Scientific), the polar aprotic solvent Acetonitrile (ACN), ≥99%, Sigma-Aldrich,
or the polar protic solvent methanol (≥99.6%, Sigma-Aldrich) for a range of pump-
probe time delays, ∆t, up to a maximum of 2 ns. Each molecule is excited at its
UVR absorption maximum (Figure 5.2). Spectra are acquired with a Cary 50 UV-
vis spectrophotometer using a 1 cm path length cuvette. The peak maxima for each
molecule in each solvent is used as the pump wavelength for all TEAS and continuous
wave irradiation studies, as determined from the UV-visible spectra shown in Figure
5.2. For SA, the peak absorbance wavelengths are determined to be 325 nm, 323 nm
and 318 nm for dioxane, ACN and methanol respectively. For MS, peak absorbance
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Figure 5.2 | Steady-state UV-visible spectra of: (A) SA, (B) MS, (C) SM in dioxane (black
line), ACN (red line) or methanol (blue line).
wavelengths are determined to be: 327 nm, 322 nm and 328 nm in dioxane, ACN and
methanol respectively. Similarly, for SM, the peak absorbance is determined to be, 329
nm, 328 nm and 326 nm in dioxane, ACN and methanol respectively. All TAS are chirp
corrected using the KOALA package386 and reported lifetimes are determined using a
global fitting procedure286,412 with uncertainties reported to a 95% confidence interval
(2σ) using ASE, as discussed in Section 3.3.
Continuous wave UV irradiation studies are performed on all molecules using the
following procedure. A steady-state UV-visible spectrum of each sample is taken (Cary
300 spectrometer), to obtain a ‘before’ spectrum. Samples are then irradiated with
continuous wave radiation from an arc lamp (OBB, Tunable KiloArc) for 10 minutes.
The central wavelength used for irradiation is the same as the pump wavelength used
in the TEAS measurements. The bandwidth is set to 10 nm with a power of 3 W. A
second UV-visible spectrum was taken following irradiation, referred to as the ‘after ’
spectrum. The before spectrum is subtracted from the after spectrum resulting in the
reported ‘difference spectrum’.
5.1.3 Results
Considering first the biological precursor, SA, in solution with dioxane, ACN or methanol,
the TAS are shown in Figure 5.3 for photoexcitation at 325, 323 and 318 nm respec-
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tively (SA-ACN shown in Appendix 8.7). For SA-dioxane (Figure 5.3(A)), the TAS is
dominated by three features. The first is an intense absorption centred at ∼420 nm
that decays away to the baseline by ∼50 ps. Secondly there is a broad absorption
spanning the spectral region ∼420–650 nm. Finally, a negative signal is observed below
∼350 nm. Since photoexcitation around ∼320 nm (∼4 eV) promotes a 11pipi∗ ← S0
transition,301 the first two features are attributed to ESA of the 11pipi∗ state (i.e. Sn ←
11pipi∗). The negative feature, which grows in with increasing pump-probe time delays,
with the decay of the ESA, is assigned to a GSB, through comparison with the steady-
state UV-visible absorption (Figure 5.2), which does not fully recover at the maximum
available pump-probe time delay of 2 ns. The TAS for SA-ACN and SA-methanol (Fig-
ure 8.11(A) and Figure 5.3(A) respectively) are also dominated by the three features
seen in the SA-dioxane TAS with these addenda: the intense absorption of the 11pipi∗
ESA is blue shifted, centred instead on ∼370 nm, and an additional feature is observed;
a strong negative signal centred around ∼460 nm which we attribute to SE.301,480
Quantitative insight into the dynamical processes observed in the TAS can be ob-
tained by employing a global fitting procedure.286,412 The lifetimes of the available
processes are summarised in Table 5.1 for all the systems studied herein, and we return
to this Table throughout our ensuing discussion. Following this, continuous wave irra-
diation was used to investigate the incomplete GSB recovery and assist in our analysis
of these dynamical processes (Figure 5.4; black lines). A representative spectrum is
overlaid with the absorption spectrum obtained for ∆t = 2 ns from the corresponding
TAS (red lines). For SA-dioxane the difference spectrum and the ∆t = 2 ns spectrum
(Figure 5.4(A)) match closely, with a positive absorption appearing at ∼370 nm in both
spectra. This ∼370 nm absorption is also seen in SA-ACN and its red-wavelength shoul-
der is spectrally broadened (Figure 5.4(B)). Finally, for SA-methanol, there are large
discrepancies between the difference spectrum and the absorption spectrum obtained
for ∆t = 2 ns (Figure 5.4(C)). A ∼20 nm ‘gap’ between the two absorption maxima is
observed. Once again, there is a shoulder to the red of the absorption feature in the ∆t
= 2 ns spectrum, which appears broader than seen in SA-dioxane and SA-ACN.
The simplest sinapate derivative, MS is analysed using an identical treatment as
described for SA in the main text. The TAS for MS-dioxane and MS-methanol are
shown in Figure 5.5(A) for photoexcitation at 327 and 328 nm respectively (MS-ACN
after photoexcitation at 322 nm is shown in Appendix 8.8). We observe very similar
spectral features as seen in SA-dioxane, i.e. an intense absorption centred at ∼420 nm
which decays away to the baseline by ∼50 ps, a broad absorption spanning the spectral
region ∼420–650 nm and a negative signal observed below ∼350 nm. As with SA, a
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Figure 5.3 | (top): (A) Raw TAS following 325 nm photoexcitation of SA-dioxane. (B)
Residual of the global fitting and the raw data. (C) ASE of extracted lifetimes. (D) Selected
spectra at given ∆t. (E) Corresponding DAS. (bottom): (A)–(E) Similarly for SA-methanol
photoexcited at 318 nm.
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Figure 5.4 | UV irradiation difference spectra for SA-dioxane (A), SA-ACN (B) and SA-
methanol (C) are shown (black line) in comparison to the absorption spectrum at the maxi-
mum available pump-probe time delay of 2 ns (red line). Similarly for MS-dioxane, MS-ACN,
MS-methanol (D–F), and SM-dioxane, SM-ACN, and SM-methanol (G–I).
blue-shift of this first feature to ∼370 nm and a strong negative signal centred around
∼460 nm are observed in the TAS of MS-ACN and MS-methanol. Employing the global
fitting procedure reveals the dynamical lifetimes as summarised in Table 5.1. As before,
continuous wave irradiation studies are conducted to understand the long-lived nature
of the incomplete GSB (Figure 5.4(D–F)). A similar solvent dependence is observed; the
more protic and hydrogen bonding solvents display an increasing shoulder appearing
to the red of the absorption feature at ∼370 nm. Thus the observed dynamics in MS
closely accord with those discussed for SA.
We now consider the biological sunscreen deposited in the upper epidermis of plant
leaves, SM. The TAS are shown in Figure 5.6(A) for SM-dioxane and SM-methanol for
photoexcitation at 329 and 326 nm respectively (SM-ACN after 328 photoexcited is
shown in Appendix 8.9)). As described for both SA and MS studies, similar solvent
dependent spectral features are observed in the TAS. Once again employing a global
fitting procedure we determine the lifetimes of the dynamical processes and these are
summarised in Table 5.1. Continuous wave studies also reveal similar patterns as ob-
served for SA and MS (Figure 5.4(G–I)), specifically, an increasing shoulder appearing
to the red of the absorption feature at ∼370 nm in the more protic and hydrogen
bonding solvent methanol.
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Figure 5.5 | (top): (A) Raw TAS following 327 nm photoexcitation of MS-dioxane. (B)
Residual of the global fitting and the raw data. (C) ASE of extracted lifetimes. (D) Selected
spectra at given ∆t. (E) Corresponding DAS. (bottom): (A)–(E) Similarly for MS-methanol
photoexcited at 328 nm.
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Figure 5.6 | (top): (A) Raw TAS following 329 nm photoexcitation of SM-dioxane. (B)
Residual of the global fitting and the raw data. (C) ASE of extracted lifetimes. (D) Selected
spectra at given ∆t. (E) Corresponding DAS. (bottom): (A)–(E) Similarly for SM-methanol
photoexcited at 326 nm.
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Table 5.1: Summary of the lifetimes of dynamical processes of sinapic acid (SA), methyl
sinapate (MS) and sinapoyl malate (SM).
SA Dioxane ACN Methanol
τ1 / fs 93 ± 17 52 ± 5 572 ± 87
τ2 / ps 0.90 ± 0.19 0.57 ± 0.04 3.79 ± 0.72
τ3 / ps 12.2 ± 1.1 17.0 ± 0.66 25.5 ± 1.6
MS Dioxane ACN Methanol
τ1 / fs 115 ± 49 53 ± 5 647 ± 114
τ2 / ps 1.32 ± 0.16 0.54 ± 0.05 4.26 ± 0.90
τ3 / ps 12.8 ± 1.3 18.0 ± 0.8 24.2 ± 1.5
SM Dioxane ACN Methanol
τ1 / fs 119 ± 28 51 ± 4 619 ± 101
τ2 / ps 1.62 ± 0.15 0.63 ± 0.04 4.81 ± 0.77
τ3 / ps 22.4 ± 1.9 27.3 ± 0.77 33.5 ± 1.7
5.1.4 Discussion and conclusions
We now discuss the implications with regards to photoprotection, drawing on the dif-
ferent aspects of the experimental results. First, considering the continuous wave ir-
radiation studies, we note very good agreement between the difference spectrum and
the ∆t = 2 ns spectrum for SA, MS, and SM in the aprotic, weakly hydrogen bond-
ing solvent dioxane. In these measurements, the trans-isomer and any photoproduct
will have different steady-state UV-visible spectra and as such, any appreciable for-
mation of photoproducts can be identified. An intense positive peak centred at ∼370
nm is attributed to a long-lived photoproduct, which we assign to be the cis-isomer of
each molecule drawing confidence from the observation of photoisomerisation in similar
molecules.470,471 This feature is also seen for SA, MS and SM, in ACN and, to a lesser
extent, methanol. In addition, a weak absorption is observed, convoluted with the ∼370
nm peak, which we have referred to as the red-wavelength shoulder. In ACN, an aprotic,
mild hydrogen bonding solvent, for all three molecules we observe a broadening of this
red-wavelength shoulder. In methanol, a protic strongly hydrogen bonding solvent, the
three molecules display this signal broadening as with ACN, but the absorption feature
of the difference spectrum is spectrally red-shifted ∼20 nm relative to the ∆t = 2 ns
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Figure 5.7 | (A) ∆t = 2 ns spectrum of SA-methanol with changing incident pump power.
Vertical dashed line and horizontal arrow indicates the 362 nm and 650 nm slices respectively,
taken to compare signal intensities for the power dependency study. (B) For the 362 nm slice,
a linear relationship between logarithmic power and logarithmic ∆OD is observed with a
gradient of 2.84 ± 0.08, thus this signal is attributed to a (at least) two-photon absorption
event (C) Once again, but instead for a 650–675 nm averaged slice, a linear relationship
is observed, with gradient 2.47 ± 0.06, thus this signal is attributed to a solvated electron.
Similar measurement for SA-dioxane and SA-ACN display a linear relationship with gradients
0.91 ± 0.01 and 1.09 ± 0.03 respectively, shown in Appendix 8.10
spectrum for all three molecules. The absorption feature in the ∆t = 2 ns spectrum
has characteristics similar to the UV-visible absorption spectrum of the SA radical.439
We attribute the disparity seen for all methanol measurements (and to some extent
in ACN), between the ∆t = 2 ns absorption spectrum and the difference spectrum to
two processes: (1) a two-photon (at least) ionisation process which generates the radi-
cal,481–483 and (2), possible triplet state absorption given the characteristic ‘tail’ in the
absorption towards the red end of the TAS.325 We suggest (1) arises due to methanol’s
(and again, to some extent ACN) apparent propensity to alter the electronic structure
of the molecules through perturbative interactions. In an effort to confirm (1), power
dependent measurements of SA in dioxane, ACN and methanol are performed (Figure
5.7), which evidence that the feature observed at ∼360 nm can be attributed to a (at
least) two-photon ionisation in methanol, convoluted with the cis-isomer signal (in all
solvents). Taking a slice of the TAS at the signal maxima at ∼360 nm, which cor-
responds to the absorption maximum of the radical signature,481 the SA-dioxane and
SA-ACN signals display a linear relationship to the incident pump power (log(Power)
vs log(m∆OD)) whereas SA-methanol displays a nonlinear relationship, see Figure 5.7.
For all measurements, the TOPAS output was optimised for the wavelength used (i.e.
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325, 323 or 318 nm for dioxane, ACN or methanol) and a sample pathlength of 950 µm
was used to increased the signal strength of the long-lived features shown in the 2 ns
spectra. Furthermore, each spectrum has been smoothed by a ∼3 nm integration.
Through due consideration of the data provided by the TEAS measurements, draw-
ing on ab initio calculations on isolated gas-phase hydroxycinnamic acids,285 and ex-
perimental results on related systems,301,481 we attempt to rationalise the dynamical
processes in operation. We do however note that additional theory is required to fully
comprehend the dynamical processes evidently in operation. Following excitation to the
11pipi∗ state by the pump pulse, we propose that SA, MS and SM undergo numerous
processes which are convoluted together, and described by the lifetimes τ1 and τ2, thus
making distinct assignment of any one process with a lifetime difficult. In particular,
we suggest that a coherent artefact of the IRF and an evolution out of the FC window
contribute to τ1. Along with any solvent rearrangement, IC ensues from this state to
the intermediary 21pipi∗ state, via a 11pipi∗/21pipi∗ CI which we suggest contributes to
the lifetime τ2. The timescale for these processes sensibly compares with previous dy-
namical studies in related molecular systems.325,421,439,447,480,482,484 Both these lifetimes
will inevitably be affected by the formation of the radical species (cf. Table 5.1). From
here, isomerisation may occur along the 21pipi∗ state to generate the cis-isomer in S0,
mediated through an 21pipi∗/S0 CI, with the remaining population reverting back to
the original ground state trans-isomer. These final steps account for the lifetime τ3.
The overall relaxation dynamics are depicted in the schematic shown in Figure 5.8(A).
Furthermore, an equally plausible alternative relaxation mechanism to that proposed
in Figure 5.8(B), consistent with the data presented should be noted. The dynamics
may ensue from the 11pipi∗ to the S0 without the 21pipi∗ intermediary state. In this
case, τ1 and τ2 would be considered relaxation along a single PES (which likely will be
convoluted with numerous processes, see above) before coupling back to the S0 via a
11pipi∗/S0 CI on the timescale of τ3.439
We suggest the SE observed for SA, MS and SM in ACN and methanol is likely to
originate from population on the 21pipi∗ (or 11pipi∗ considering the alternative mecha-
nism). This assignment is given for the following reasons. The onset of the SE signals
are from ∆t ∼100 fs onwards and last beyond ∆t > 30 ps, which is on the timescale
of τ3 (Figure 5.6D). The signals are spectrally broad,
439 which is consistent with a dis-
perse excited state population along the plateau of the 21pipi∗ (or 11pipi∗) PES. No SE is
observed for dioxane measurements which we suggest is due to the much larger, increas-
ing, ESA convoluted with any SE. Finally we note the very good agreement between
spectral location of the SE in SA and SM with previous fluorescence measurements.301
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Figure 5.8 | A schematic diagram of the relaxation schemes proposed in this work adapted
from the calculated PES for similar systems.285 (A) A vertical excitation to the 11pipi∗ state
and IC to a 21pipi∗ state in the adiabatic limit before non-adiabatic transfer to the ground
electronic (S0) state, with associated timescales τ1, τ2 and τ3 as discussed in text. CIs between
states are shown as grey circles. The 11npi∗ state has been omitted for simplicity. (B) An
equally plausible alternative relaxation mechanism instead involves dynamics along a single
excited (11pipi∗) state as discussed in the text.
Some general remarks are needed regarding the lifetimes of the dynamical processes
given in Table 5.1, and how these are influenced by additional factors not included
in the scheme of Figure 5.8. Firstly, it is a limitation of the global fitting procedure
that all lifetimes correspond to processes that start instantaneously (i.e. non-sequential
dynamics). This has the effect of ‘blurring’ the onset of one process with the onset
of another (as, notably discussed for OC in Section 4.3). Ultimately, this means each
lifetime will also capture some of the preceding and/or proceeding dynamics, making
the absolute assignment of a lifetime with any one process very difficult.412,448 Secondly,
it is evident that all the lifetimes measured for methanol are appreciably longer than
those measured in dioxane and ACN, which we attribute to the formation of the radical
(and associated solvated electron; Figure 5.7).
We close with a comparison between the present solution-phase measurements and
those recently obtained in the gas-phase, focussing on SA, as this system demonstrates
quite notable differences.301 Sharp features in the resonant two-photon ionisation spec-
trum for SA imply an initial excited state lifetime of the order of ps, in stark contrast
to the SA-dioxane results obtained herein of ∼100 fs. One would anticipate observing
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Figure 5.9 | Steady-state IR spectra of SA in: (A) the solid state, (B) 1 mM SA in diox-
ane, and (C) 1 mM SA in ACN. Two of the characteristic absorption bands relating to the
hydroxyl moiety of the carboxylic acid are given:302 (i) O−H of the dimer and (ii) O−H of
the monomeric species. Assignments agree with previous studies of SA.485,486
similar timescales between the weakly perturbing non-polar dioxane solvent and the
gas-phase. However, in addition to the mild perturbations induced by the solvent, SA
exists as a dimer in dioxane, as confirmed by steady-state IR spectroscopy, which will
of course influence its electronic structure.485,486 To confirm the presence of dimers in
dioxane, steady-state IR absorption spectra of 1 mM SA-dioxane and SA-ACN were
recorded using a Jasco FTIR 4200 spectrometer in addition to a complementary solid
state spectrum (to aid spectral assignment) recorded using a Bruker alpha spectrom-
eter (Figure 5.9). A characteristic broad absorption from the hydrogen bonded O−H
group on the SA carboxylic acid is observed across the range ∼3500–1750 cm−1 (high-
lighted in red in Figure 5.9) indicating the presence of SA dimers, in both the solid
state and in dioxane. In ACN, this broad absorption, and the absorption centred on
∼3400 cm−1 in both solid state and dioxane are absent. This supports the assignment
of SA dimers in these conditions, which are not present in ACN due to the increased
polarity of the solvent, serving to disrupt the intermolecular hydrogen bonding between
monomers. Assignments of the absorption bands are given in Figure 5.9, taken from
similar studies.485,486
In ACN and methanol, the hydrogen bonds between dimers are broken, however
the strong perturbations to the electronic structure by these solvents (vide supra) will
inevitably lead to larger deviations between the gas- and solution-phase studies. Im-
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portantly, the differences between these two phases serve to highlight the crucial role
of both solvent-dynamics and structure-dynamics-function relationships. For example,
if either the 11npi∗ (as suggested to be involved in the gas-phase301) or 21pipi∗ state has
charge transfer character, it will further influence the energy difference between these
two states, and hence the excited state dynamics, due to solvent stabilisation.301
In summary, we have explored the photoprotection mechanisms in operation in SA,
MS, and the plant sunscreen SM. In all three systems, excited state relaxation occurs
on an ultrafast timescale, involving, in part, IC from 11pipi∗ → 21pipi∗ → S0, mediated
by the appropriate 11pipi∗/21pipi∗ and 21pipi∗/S0 CIs. Importantly, at the 21pipi∗/S0 CI,
the photoexcited molecule can either reform the original ground state trans-isomer or
generate the cis-isomer. We also suggest a combination of other processes in operation,
notably the formation of a radical species and possibly ISC. Crucially however, and
with the exception of the radical species which is generated through consequence of the
experiment itself (at least a two-photon absorption process which is unlikely to occur in
nature), the present work serves to highlight the efficiency in which the plant sunscreen,
SM, is able to undergo ultrafast relaxation in order to bypass the deleterious effects of
UV radiation in the biosphere. This study also further highlights that there may be
other reasons why SM is selected as a sunscreen molecule in plants, given that there
is little difference in the excited state dynamics between the biological precursor (SA)
through to plant sunscreen (SM) in the solution phase.
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Chapter 6
Network-based analysis of
pigment-protein complexes
Parts of this chapter have been published by the author:
1. Lewis A. Baker and Scott Habershon. Robustness, efficiency, and optimality in
the Fenna-Matthews-Olson photosynthetic pigment-protein complex. J. Chem.
Phys., 2015, 143(10 ):105101.
2. Lewis A. Baker and Scott Habershon. Photosynthetic pigment-protein com-
plexes as highly-connected networks: Implications for robust energy transport.
Proc. R. Soc. A, 2017, 20170112.
3. Lewis A. Baker and Scott Habershon. Photosynthesis, pigment-protein com-
plexes and electronic energy transport - simple models for complicated processes.
Sci. Prog., 2017, 100(3 ):313–330..
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6.1 Common functionality in photosynthetic pro-
cesses
Essentially all the accessible energy for life in the Earth’s biosphere is made available
through the process of photosynthesis, the conversion of light energy from the Sun into
storable chemical energy for metabolism.487,488 The process itself has been the subject
of remarkable evolution throughout Earth’s history. The early Archean Earth atmo-
sphere was without oxygen, meaning photosynthetic life was predominantly anoxygenic;
indeed fossil records suggest the presence of anoxygenic bacteria some 3 Ga ago (1 Ga
= 109 years).489 Somewhat paradoxically, it has been suggested that before the great
oxidation event (c. 2.45 Ga ago)135 which gave oxygen prevalence in the atmosphere
as observed today, some bacteria evolved oxygenic photosynthetic machinery (c. 2.7
Ga ago),136,489 likely making use of trace amounts of oxygen derived from atmospheric
hydrogen peroxide (H2O2).
136 Today, our oxygen-rich atmosphere means oxygenic pho-
tosynthesis is by far the dominant form of photosynthesis, as evidenced in a wide variety
of photosynthetic organisms including green plants, algae, and many bacteria. Photo-
synthetic machinery has continued to evolve, with each organism striving to achieve
photosynthesis with greater efficiency. This efficiency, in particular, is the focal point
of this chapter; for decades the applications of the knowledge gleaned from a deep un-
derstanding of not just photosynthesis, but the integral photosynthetic machinery, has
been a significant driving force within the research and industrial communities. For ex-
ample, mimicking the capture of solar energy as an untapped renewable energy source
for electrical power generation on a mass scale could constitute a resolution to the
energy crises.490–493 Another application is the bioengineering of common crops to in-
crease harvest yield thus increasing food security, which has recently reported successful
proof-of-concept studies.494 The work in this chapter focusses on understanding how
organisms have managed to utilise photosynthesis with great efficiency. Specifically,
modelling important photosynthetic machinery as a network of interacting sub-units
provides a broadly applicable methodology to begin to contribute to some of these
topical research directions.
All photosynthetic systems broadly operate on the same basic principles,495,496 (Fig-
ure 6.1). The first step in any photosynthetic process is the absorption of light energy,
most dominantly in the visible region (∼400–700 nm, often with a notable absence in
the green region).497 This is known as light-harvesting, and is achieved using a collec-
tion of densely-packed light-absorbing pigments (chromophores) in a structure referred
to as the chlorosome. Such pigments often bear homology to porphyrin and chlorin
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Figure 6.1 | A general overview of photosynthesis. The chlorosome consists of densely packed
pigments which absorb light energy (1, light-harvesting) to create electronic excited states.
This energy is passed to pigments inside the pigment-protein complex which funnels it towards
the reaction centre (2, electronic energy transport). The reaction centre creates a chemical
gradient through charge separation across the lipid membrane, which drives energy synthesis
(3, charge separation).
(Figure 6.2), with variations in pigment structures occurring as ring substitutions on
the head group and/or the ligand chain.498,499 Carotenoids on the other hand, are an-
other group of pigments which are derivatives (via cyclic additions or oxidation) of
tetraterpene (long hydrocarbons of molecular formula C40H64).
500 Each type of pig-
ment absorbs radiation in a specific spectral region;497 the adoption of several types of
pigment, each in different pigment-protein environments, thus generally ensures a large
spectral coverage.501 Light-absorption promotes formation of an electronically excited
state, and Electronic Energy Transport (EET)502 subsequently passes this excitation
energy through a Pigment-Protein Complex (PPC), which is comprised of a set of pig-
ments that are held in a specific spatial arrangement. The PPC’s function is to funnel
this electronic energy towards the Reaction Centre (RC). Once electronic energy reaches
the RC, a chemical gradient is established through charge separation which is used to
drive chemical energy storage.503
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Figure 6.2 | Light-absorbing pigments all have similar structures based around porphyrin
and chlorin. Variations include ring substitutions on the head group as well as the chain
length in the ligand. Shown are Bchl-a, found in many photosynthetic bacteria, and the main
pigments found in higher green plants: chlorophyll-a and chlorophyll-b, and the carotenoids,
carotene and xanthophyll.498,499
This rather complicated set-up may at first appear inefficient; instead, pigments
around the RC could simply absorb light and pass the excitation energy straight to
the RC, which might be expected to increase the rate of EET. However, having a large
density of pigments in the chlorosome amplifies light-absorption such that even weak
sources of light prove sufficient for photosynthetic life to thrive. An excellent example
of this so-called absorption amplification occurs in a species of green sulphur bacterium
which contain bacteriochlorophyll-e. The bacterium can reside at depths of up to 80 m
in the Black Sea, such that the intensity of light reaching this depth is ∼10,000 times
smaller than that on the surface of the Earth.496,504
This is, of course, a broad overview, and there is a wide range of chemical mech-
anisms which contribute to any one of the processes mentioned,503,505 including water
splitting, chemiosmosis and Adenosine Triphosphate (ATP) synthesis. However, this
overview serves as a precursor to highlight the role PPCs play in photosynthesis, which
is the focal point for the remainder of this chapter.506
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6.2 The role of pigment-protein complexes
After light-harvesting takes place in the periphery of the antenna complex, EET to the
RC is facilitated by the PPC. It is this process which is understood to be the origin of
unique photosynthetic efficiency; PPCs exhibit outstanding light-to-charge efficiencies
close to 100% with highly directional EET towards the RC.507 As stated above, PPCs
are made up of a collection of pigment molecules, such as Bacteriochlorophyll (Bchl) or
chlorophyll (Figure 6.2), which are held in a well-defined spatial arrangement by a pro-
tein scaffold. The number of pigments in a PPC varies greatly between organisms;497,498
for example, Green Sulphur Bacteria (GrSB) utilise eight Bchl units in each monomer
of a trimeric structure, known as the Fenna-Matthews-Olson (FMO) complex, while
the Light-Harvesting Complex II (LHC-II) found in green plants and algae has scores
of pigments, namely chlorophyll-a and chlorophyll-b pigments (the spinach plant has
42 for example; Figure 6.3). EET through PPC structures typically occurs over 10-
100s of ps.495,496 Given the timescales over which these PPCs have evolved, one might
ask are they in some way optimised for their EET properties,510 or are they instead
optimised to exhibit a robustness to some environmental variable such as temperature
fluctuations,511,512 or even some balance between these factors? Answers to such ques-
(A) (B)
Bchl
Chlorophyll-a/b
LHC-IIFMO
Figure 6.3 | Commonly studied PPC complexes. (A) The FMO complex found in GrSB.
It consists of a trimeric structure where each monomer (as shown) contains eight Bchl-a
pigments.508 (B) The LHC-II as found in the majority of green plants; shown is the complex
from the spinach plant.509
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tions are likely to provide valuable insight into the design of artificial light-harvesting
systems.513,514
A further area of focus which has received considerable attention is in understanding
the role of quantum mechanics in EET within biological PPCs. Because the magnitude
of the electronic couplings between pigments is comparable to temperature fluctuations
at room temperature, one might expect that such quantum mechanical effects would be
‘washed out’ by the environment. However, seminal experiments at both cryogenic515
and room temperatures516 have observed coherent ‘quantum beats’ in the EET between
the pigments of FMO, demonstrating electronic coherence within the first few hundred
fs of EET. These observations have since been supported by a large literature of com-
putational studies utilising a range of methods from density matrix propagation517,518
(which is the subject of this chapter) to atomistic simulations.519,520 Additionally, the
concept of Environmentally-Assisted Quantum Transport (ENAQT) has also been ex-
tensively investigated both theoretically and through experiments (predominantly co-
herent 2D spectroscopy521),522–528 exploring how the protein environment surrounding
the pigments might support EET. The role of quantum mechanics therefore must not
be overlooked in the design of the model used to answer questions concerning EET in
biological PPCs and artificial light-harvesting systems.
6.3 Methodology
When it comes to building a model to describe EET in a PPC there are many choices
one must make, balancing the accuracy of the model to sufficiently answer the questions
of interest, whilst minimising the computational expense of the model.529 Obviously,
treating an entire PPC with a high level of theory, particularly accounting for the
quantum-mechanical aspects of electron structure, would be ideal, but one quickly runs
into the scaling problems inherent in quantum calculations. Linear scaling DFT can
begin to address this problem,92 allowing calculation of electronic properties for systems
containing up to a few thousand atoms, but a full description of an explicitly solvated
PPC is still too large to be computationally tractable. QM/MM is a powerful method
which treats the most important part of the system (the pigments, for example) within
a quantum mechanical model,74 and the rest of the system (the protein and solvent)
with a classical force-field. These certainly can be much more efficient than approaches
treating the entire system quantum mechanically, but one must be careful to select the
correct sub-system to treat with quantum mechanics while also accurately accounting
for interactions between the two different regions. These methods can, and have been
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Figure 6.4 | An entire PPC can often be reduced to a simple system of interconnected nodes
with the protein environment included as a pure dephasing effect which acts on each node.
Each node represents a pigment, and the connections between nodes represent the electronic
coupling between the two relevant pigments. (left): This model reduction is shown for the
FMO monomer; the labelling scheme follows that of Fenna, Matthews and Olson. (right):
Similar model reduction for LHC-II.
applied successfully to some PPCs, most notably the FMO complex shown in Figure
6.3(A).530,531 However, they are computationally demanding and are not suitable for
systematic studies of structural and electronic trends, as studied here.
Instead, in the present work, as with many other related studies,532–536 the PPC is
viewed as a system of interconnected ‘nodes’ or ‘vertices’ (the pigments) and ‘edges’ (the
electronic couplings between pigments), which together form the electronic sub-system
of the PPC (Figure 6.4). The Hamiltonian of this electronic sub-system is analogous
to a typical tight-binding model of n pigments which, in the basis of molecular excited
states, is given by518,523,537,538
Hˆex =
n∑
i=1
i |i〉 〈i|+
∑
i<j
Jij (|i〉 〈j|+ |j〉 〈i|) , (6.1)
where i is the electronic excitation energy of the i
th pigment and Jij is the electronic
coupling between the ith and jth pigment (Figure 6.5). |i〉 denotes molecular state i in
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i
rij
di
dj
Figure 6.5 | (left): The first term of the electronic Hamiltonian captures the excitation
energy of each pigment.82,463 (right): The second term models the electronic couplings of the
electric dipoles between pairs of pigments.
standard bra-ket notation. The values of i are obtained from fluorescence studies, the
fitting of optical spectra498,539,540 or direct ab initio calculations,541,542 whereas the Jij
are most commonly determined from the magnitude and separation of the excited state
transition dipole moments for each pigment according to
Jij ∝
(
di · dj
|rij|3 − 3
(di · rij) (dj · rij)
|rij|5
)
, (6.2)
where di and dj are unit vectors for the dipole of pigment i and j respectively, and
rij is the magnitude of the distance between pigment i and j. This approximation
of the electronic dipole-dipole coupling is known as the transition dipole-dipole cube
method ;517 other approximations exist, such as the inclusion of a dielectric medium to
better model the in vivo conditions PPCs reside in,543 but are not further considered
here.
The electronic Hamiltonian above is augmented to include the effects of (i) exci-
ton recombination, whereby the exciton created by light absorption recombines before
reaching the ‘exit’ from the PPC, and (ii) energy trapping, whereby electronic energy
reaching the sink pigment in the PPC subsequently flows out of the PPC and towards
the RC. These two effects are typically included in the electronic Hamiltonian through
the addition of anti-Hermitian operators, namely a recombination operator Hˆrec, and a
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trapping operator Hˆtrap:
Hˆrec = −i~Γ
n∑
i=1
|i〉 〈i| , (6.3)
Hˆtrap = −i~κ |k〉 〈k| . (6.4)
The recombination operator acts on all pigments with an exciton recombination rate Γ;
a typical value is Γ = 1 ns−1, which is in line with in vivo systems.522,523 In contrast, the
trapping operator only acts on pigment k, the PPC sink site which must be identified
for each PPC. As a result of Hˆtrap, when electronic energy reaches the trapping site, it
is funnelled out of the PPC with rate κ, with typical values for this rate being κ = 1
ps−1.522,523 The full electronic Hamiltonian for describing an n pigment PPC, within
the model described above, can therefore be written as
Hˆ = Hˆex + Hˆrec + Hˆtrap. (6.5)
In our work, the protein environment of the PPC is considered separately from
the electronic sub-system described above. We assume that the environment induces
Markovian fluctuations in all the pigment excitation energies, leading to a pure dephas-
ing effect at each pigment node. This description allows the simulation of EET dynamics
to include both the electronic sub-system and the protein environment within a simple
quantum master equation approach known as the Haken-Strobl model.518,523,537,538 In-
stead of working with a wavefunction model, Ψ as in quantum chemical calculations, the
density matrix, ρ is used as the object of interest. In the basis of pigment excited-states,
the density operator is given by
ρˆ(t) =
n∑
i
n∑
j
pij(t) |i〉 〈j| , (6.6)
where pij is the density matrix element for state i, j. Within the Haken-Strobl approach,
the equation-of-motion for the density matrix is
dρij
dt
= H[ρˆ]ij + L[ρˆ]ij, (6.7)
where ρij denotes the matrix element ij. Here, H[ρˆ]ij is the standard density matrix
propagation equation for the electronic Hamiltonian (as given in Equation 6.5) which
is given by
H[ρˆ]ij = − i~
[
Hˆ, ρˆ
]
ij
. (6.8)
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On the other hand, L[ρ]ij describes the interaction between the protein environment
and the electronic sub-system as a pure dephasing effect, and is given by
L[ρˆ]ij = −
(
1
2
(γi + γj)−
√
(γiγj)δij
)
ρij, (6.9)
where the dephasing rate at pigment i is γi. Typical values for γi can vary quite
considerably since previous work544,545 has shown that comparable EET efficiency is
maintained over a range of values; however, γi = 100 cm
−1 is used throughout unless
stated otherwise, given it lies within typically physiological temperatures that the PPCs
studied here reside in.
Integration of Equation 6.7 provides the time dependent density matrix, ρ(t), from
which time-dependent observables may be calculated. The diagonal elements of this
n× n matrix give the site populations at each chromophore,
pii(t) = 〈i| ρˆ(t) |i〉 . (6.10)
The last thing required is a metric which can be used to assess EET. Here, we define
the EET efficiency,523 η, as the time-integral of the population on the trapping site over
some maximum simulation time, tmax. In other words, we have
η = 2κ
∫ tmax
0
pkk(t) dt, (6.11)
where pkk(t) is the population on the trapping site k. Thus, calculating η in response
to perturbations of the PPC Hamiltonian will indicate how such perturbations modify
the overall EET within the PPC; this gives us a direct method of interrogating the role
of the PPC structure, via the Hamiltonian matrix elements, on EET properties. All
simulations in this work employ tmax = 10 ps, which is sufficiently long to capture the
vast majority of population transfer (discussed later).
It is worth pointing out that our simulation approach, comprising of Hamiltonian
and dynamics, is just one such approach that can be used. As discussed at the start of
this section, the model by which the electronic Hamiltonian is built is a choice which
one must make. So too, is the choice of how to model environmental effects. Here
we have highlighted the use of the Haken-Strobl model where the environment (pro-
tein and solvent bath) are introduced as a pure dephasing effect through Markovian
fluctuations in the pigment excitation energies; explicit correlations between the elec-
tronic Hamiltonian and the protein environment are not incorporated. Although, as
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will be shown, this model works quite well in reproducing the qualitative results of more
complicated models, better approximations clearly exist. For example, another popular
method is treating the environment as a collection of harmonic oscillators derived from a
physically-motivated spectrum of frequencies and coupling strengths.517,546 This, along
with the interaction with the electronic sub-system can be included in the total Hamil-
tonian (Equation 6.5). In this model, the bath (environment) is represented by a set of
f -harmonic oscillators drawn from a frequency spectrum which is chosen (or calculated
through the selection of an appropriate spectral density,517,547,548 or classical molecular
dynamics simulations)520,549 to model the PPC environment subject to the relevant
physiological conditions (e.g. temperature). In this manner, the bath Hamiltonian, Hˆb
takes the form
Hˆb =
f∑
k=1
1
2
mkω
2
kqˆ
2
k, (6.12)
where ωk is the vibrational frequency of normal mode operator qˆk, and mk is the as-
sociated mass. In addition to this, each pigment site can be given a specific ‘localised’
bath which has been shown to impact the EET dynamics significantly.548 The final
term to be included in this approach is then a system-bath coupling which captures the
interaction between the electronic sub-system and the vibrational bath denoted Hˆsb.
Once again a choice is required here, the most common being a linear coupling such
that
Hˆsb =
n∑
i=1
f∑
k=1
cikqˆk|i〉〈i|. (6.13)
Unlike parametrising the bath Hamiltonian (either through electronic structure or
molecular dynamics calculations), the coupling parameters, cik, are more difficult to
determine and are usually selected to be physically-reasonable, treated as variables or
are optimised to agree with experimental optical spectra.550
6.4 The Fenna-Mathews-Olson complex
Turning our attention to a specific example of how this network picture can be used to
rationalise EET properties in common PPCs. Our first example is the FMO complex,551
as shown in Figure 6.6. The FMO complex has been extensively studied from many
perspectives under a myriad of models varying in complexity. Recent crystal structures
of the FMO complex shows it consists of three monomers, each of which contains eight
Bchl-a pigments.508,552,553 Each FMO monomer is assumed to be an isolated system,
such that there are no inter-monomer interactions, an approach which is known to
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(A) (B) (C) (D)
Figure 6.6 | The different length-scales involved in the FMO complex. (A) GrSB, typically
a few microns in length.554 Image retrieved from digitaluniverse.net.555 (B) The FMO com-
plex consists of three identical monomers, the so-called ‘eighth’ Bchl-a of each monomer is
positioned towards the centre of the trimeric complex. (C) Each of the monomers consists of
eight Bchl-a pigments. (D) The Bchl-a pigment.16,266
be a reasonable assumption with regards to energy transport in FMO,523,556 although
the trimeric system has been studied and shown to exhibit some differences.557 Initial
electronic excitation is suggested to occur at pigment 1, pigment 6, or pigment 8 because
of their proximity to the chlorosome baseplate (cf. Figure 6.3(A)). These pigments (1, 6
and 8; Figure 6.4) are referred to hereafter as the source pigments (sites). The excitation
energies of each pigment are calculated from the fitting of optical spectra,540,550 which
reveals the lowest energy pigment is site 3.556 This is, therefore, suggested to be the sink
site, where electronic energy is trapped and passed to the RC. Constructing the total
Hamiltonian as described in the previous section (and explicitly given in Appendix 8.11)
allows each possible initial excitation scenario to be simulated using the Haken-Strobl
model for EET.
At this point, it is worth summarising some of the most relevant work which has fo-
cussed on FMO in terms of a ‘network’ and examined some of the properties of its EET
pathways. Amongst the myriad research focussing on FMO, the simulation parameters
have been extensively studied including temperature (related to the dephasing), and ex-
citon trapping and recombination,517,523,544,545,558,559 which have helped choose a set of
reasonable simulation parameters,556 as discussed. Furthermore, the consequences from
the removal of a single pigment from the network have been explored which has revealed
such networks exhibit a degree of robustness for EET even when the network is bro-
ken.517,533,560–562 Finally, as briefly discussed, FMO has received considerable attention
from the perspective of ENAQT, where it has been cemented as a prototypical example
of biological quantum coherence, exploring how the protein environment surrounding
the pigments might support EET.522–525,527,528,563,564 In contrast to these previous inves-
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Figure 6.7 | (A) The time-dependent populations at each pigment site after the FMO PPC
is initially excited at pigment 1. (B) Similarly for initial excitation at pigment 6, and (C)
for initial excitation at pigment 8. The population at the sink site (pigment 3) is shown in
blue. The shaded area indicates the calculated EET efficiency as given by Equation 6.11. The
legend refers to pigment number. Weakly coupled pigments to the initially excited pigment
are omitted for clarity, however, they are given in Appendix 8.13, up to tmax = 10 ps.
tigations, this chapter focuses on evaluating EET and its associated pathways from the
perspective of robustness and optimality. Specifically, by employing the computation-
ally tractable Haken-Strobl model, we simulate the electronic Hamiltonian of FMO in a
variety of scenarios which may occur in nature, in order to evaluate how EET changes.
The simplest and most natural starting point, is calculating the time-dependent
populations for each of the pigment sites over the total simulation time of 10 ps. These
‘population curves’, which are the graphical representation of the quantity given in
Equation 6.10, are shown in Figure 6.7 for initial excitation at pigment 1, 6 and 8. For
initial excitations at pigments 1 and 6, the population on the source pigment quickly
flows to other strongly, electronically-coupled pigments. Some of the initial population
is recovered as energy flows back and forth between strongly coupled pairs of pigments
such as pigments 1 and 2 (Figure 6.7(A)), and pigments 5 and 6 (Figure 6.7(B)). In
contrast, for initial excitation at pigment 8 (Figure 6.7(C)), the population flows much
more slowly, as evidenced by the much shallower gradient of the initial population
decay. Furthermore, there is no pronounced oscillation in the populations observed.
These differences, in the time-dependent populations between the three possible initial
excitation sites, are easily reconciled by the fact that the pigment 8 is only strongly
coupled to pigment 1; after population flows to pigment 1, it quickly moves to other
strongly coupled pigments (i.e. the population dynamics then follows that of Figure
6.7(A)). These populations curves accord very well with more complicated treatments
of the environment which lends justification for the use of the simple Haken-Strobl model
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for qualitative insight.517,520,565–569 Integrating over the pigment 3 population returns the
EET efficiency (shown by the blue shaded area of Figure 6.7(A–C)) returns, η1 = 0.770
and η6 = 0.804, η8 = 0.748 for initial excitation at pigment 1, 6 and 8 respectively.
6.4.1 Robustness to network disruption
Now a benchmark has been established for this model, we move towards a more inter-
esting question with regards to EET properties in FMO: what happens if we break up,
or perturb, the network of EET pigments or couplings? For example, one can imagine
removing or altering a pigment, which might represent an error in protein transcription
or a larger (destructive) environmental perturbation; evaluating how EET is modified
by such changes gives direct insight into core properties of EET networks like FMO,
such as relating to the inherent robustness of EET. Indeed, such questions can be ex-
perimentally probed through the selective mutation of a wild type FMO complex.570–573
Within the network-based picture adopted here, such questions are relatively simple to
address; pigments can be systematically removed from the network (i.e. all elements of
the Hamiltonian set equal to zero for the pigment in question) and the EET efficiency
can be recalculated.
In our simulations of FMO, the full combinatorial space of possible pigment removals
is considered, i.e. all single, pairs, triplets. . . of pigments are removed and the average
EET is calculated (Figure 6.8). This procedure leads to an interesting observation; for
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for i← 1 to length(P) do
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NewH ← Hˆex
NewH ← delete elements resembling Combinations[j]
EET[k] ← calculate EET for network NewH
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Calculate and store the average EET for i pigment removal
end
Figure 6.8 | (left): EET efficiency of FMO for a series of pigment removals. All possible
unique combinations of removing pigments (singles, triples etc.) are considered. The source
and sink pigments are never removed. (right): Pseudo-code for this pigment ‘knock-out’
procedure.
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initial excitation at pigments 1 or 6, even when three pigments are removed out of the
possible six (source and sink pigments are never removed), representing a loss of 50% of
available pigments, EET only drops by around 20%, showing that FMO is remarkably
robust to the loss of pigments. The origin of this robustness is easily explained by
the presence of multiple EET pathways between the source and sink pigments, which
provide an enormous redundancy in transport pathways which can be exploited in the
event of pigment removal. Even when multiple pigments are removed, the intercon-
nectivity between pigments means that EET can still continue, albeit with reduced
efficiency. For initial excitation at pigment 8, EET is disrupted to a greater degree
than for other initial excitations, the reason for this comes from the weak pigment-
pigment couplings between pigment 8 and all other pigments, aside from pigment 1.
When the strong coupling between pigment 1 and 8 is disrupted, all other pathways
lead to a significantly reduced EET efficiency. The average EET efficiency therefore
drops more quickly for pigment removal than for initial excitation at pigment 1 or 6.
The idea of multiple pathways has already been well established,517,566,574 however in
this network-based picture employing simple and efficient quantum dynamics methods,
the full extent of the robustness can be evaluated and rationalised.
Taking this ‘knock-out’ approach further proves useful in identifying the key EET
pathways within the FMO complex. Specifically, instead of removing pigments (i.e.
network vertices), we now consider the removal of inter-site Hamiltonian coupling el-
ements (i.e. network edges). Again, this scenario can be viewed as representing fluc-
tuations in the structure of complex, where, for example, two pigments move further
away from each other and thus the coupling (cf. Figure 6.5) is reduced. There are 28
(N = n(n − 1)/2; n = 8 pigments) couplings which can be removed. We could once
again consider the combinatorial removal of couplings (i.e. all single removals, doubles,
triples...) up to the one combination of all 28 couplings being removed, where EET
efficiency drops to zero; however, because the number of possible combinations rapidly
increases beyond millions of possible unique combinations, we instead choose to average
our results over 1000 independent simulations where a given number (X) of couplings
are randomly removed (Figure 6.9). The presence of multiple EET pathways becomes
clear with these results. First, with regards to the magnitude of EET efficiency, we note
that the removal of three pigments is comparable of removal of 18 coupling elements.
However, we find that the removal of 18 coupling elements causes a drop in EET by
∼75%, and is therefore much more disruptive to EET. This finding can be explained
by the presence of multiple pathways. The removal of couplings, rather than pigments,
will disrupt several EET pathways simultaneously, causing a more significant drop in
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for j ← 1 to X do
ele ← choose random element from C
NewH ← set off-diagonal ele to zero
C ← remove element ele
end
EET[k] ← calculate EET for network NewH
k = k + 1
end
Calculate and return the average EET for N coupling removal
Figure 6.9 | (left): The average EET efficiency for the combinatorial removal of pigment-
pigment couplings. The legend refers to the initially excited pigment. (right): Pseudo-code
for this pigment-pigment coupling ‘knock-out’ procedure.
EET efficiency than if a localised pigment (and its coupling elements) was removed.
Considering, as an example, the case where one coupling has been removed, specific
EET pathways can be identified when the EET efficiency changes significantly from the
unperturbed FMO network (Figure 6.10). For initial excitations at pigments 1 and 6,
two dominant EET pathways are clearly identifiable which contribute strongly to the
EET efficiency, consistent with previous work which has similarly identified at least two
major EET pathways.517 Since pigment 8 is weakly coupled to all pigments, other than
pigment 1, the dominant EET pathway for initial excitation at pigment 8 follow closely
those pathways identified for initial excitation at pigment 1.
A network-based approach also lends itself naturally to many network or ‘graph’
based analytical tools which can be used to analyse complex systems.575,576 Perhaps
the most relevant in regards to robustness and EET is the calculation of the average
pathlength and the network diameter, both are standard measures of node connectivity,
and are defined in the following text. Here, if two pigment sites are strongly coupled,
they can be viewed as exhibiting an effective shorter pathlength between them, while
weakly coupled sites can be viewed as exhibiting a longer effective pathlength. In this
way, the average pathlength as well as the network diameter become indicators for the
expected EET efficiency; smaller average pathlengths and network diameters of a given
electronic Hamiltonian should equate to greater EET efficiency. Firstly, we transform
the electronic Hamiltonian of the PPC in question to a weighted-connectivity matrix,
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Figure 6.10 | For the case where only one coupling is removed, the coupling removed is
identified and the change in EET efficiency, ∆η, compared to the unperturbed FMO network is
calculated. The axes labels correspond to the pigment-pigment coupling, i.e. 1 and 8 (top right
of colourmap) corresponds to the coupling between pigment 1 and pigment 8. The dominant
EET pathways can be identified from the specific increases (warm colours) or decreases (cold
colours) in EET efficiency compared to the unperturbed FMO network, revealing different
dominant pathways for each initial excitation scenario: (A) initial excitation at pigment 1;
(B) pigment 6; (C) pigment 8.
where the effective distance between pigments i and j is given by
dij =
1
|Jij| . (6.14)
With this definition of effective distances, the Floyd-Warshall algorithm577,578 can then
be employed to evaluate the shortest path between any two nodes (i.e. pigments).
Applying this tool to FMO, pigments can then be removed in a combinatorial way
as before; the set of shortest paths can then be calculated, and the average of these
shortest paths for each set of pigment removals (singles, doubles, triples etc.) can be
determined, referred to as the ‘average pathlength’ (Figure 6.11). Similarly, the longest
pathway from source to sink pigment, is referred to as the ‘network diameter’.
Considering initial excitations at pigment 1 and 6 first, it is immediately obvious
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Figure 6.11 | (A) The average pathlength of the FMO network as pigments are removed from
the network. (B) Similarly for the network diameter of FMO. (C) Reconstructing the shortest
pathways (i.e. those with greatest EET efficiency) supports the identification of the dominant
pathways discussed in Figure 6.10. Shown are the shortest pathways for initial excitation at
pigment 1. From left to right, the first intermediate pigment (i.e. the most strongly coupled
pigment to source pigment) is removed, and the new shortest path calculated. This procedure
leads to the dominant pathways previously discussed.
that the average pathlength appears essentially unaffected when multiple pigments are
removed from the FMO network. This is, once again, explained by the high degree
of connectivity within the FMO network. When one path becomes unavailable there
are others which have a similar pathlength; in other words, FMO consists of multiple
strongly coupled pathways to the energy sink. Reconstructing the shortest path agrees
with the dominant pathways observed in the coupling removal simulations (Figure 6.9).
For excitation at pigment 1, the shortest path is via the pigments: 1→ 2→ 3. Removing
the intermediate pigment 2, the next shortest path is via the pigments: 1 → 6 → 5 →
4 → 3. Removing pigment 6 reveals the next shortest path via pigments: 1 → 7 → 5
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→ 4 → 3. Finally, removing pigment 7 reveals the next shortest path via pigments: 1
→ 5→ 4→ 3. The network diameter shows an equivalent trend; it remains insensitive
to the loss of pigments showing there are multiple pathways which display similar
EET efficiency, so when one (or more) are disrupted, EET remains viable. For initial
excitation at pigment 8, the average pathlength and network diameter are much more
sensitive to the loss of pigments. This comes as no surprise given that pigment 8
is weakly coupled to most pigments other than pigment 1. As such, there are fewer
pathways which exhibit efficient EET.
The conclusion of these simulations is that the FMO network is generally robust
to changes in the connectivity of the electronic Hamiltonian. For example, removing
50% of the pigments in the network has a relativity small impact on the overall EET
efficiency. Essentially, this is a consequence of heterogeneity; several efficient EET
pathways exist between source and sink pigments. The network-based picture of FMO
lends itself particularly well for identifying the dominant EET pathways, where both
coupling removal simulations and the application of the Floyd-Warshall algorithm help
to identify the specific pathways which contribute to the observed EET in FMO.
6.4.2 Robustness to environment
EET efficiency for a global dephasing rate. The results in the previous section indicate
that FMO displays a strong robustness to changes in the network, but what about the
environment? The motivation from this question arises since GrSB species are well
known to be thermophilic. For example, the species Chlorobium tepidum is found in
hot springs at temperatures up to 52◦C.579 The crystal structures of such species are
shown to be very similar to non-thermophilic species,512,580,581 suggesting the FMO is
robust to the environment given no special genetic adaptations are observed across the
species. To investigate the effect of the environment within our simple density matrix
formalism, we alter the dephasing rate, γ (cf. Equation 6.9). Large dephasing rates
approximate the effect of a strongly interacting environment with the pigments, such
as would be expected in high temperature environments for example. We continue
to consider a global dephasing rate, where γ is the same for each pigment. In other
words, we assume the interaction between the environment and pigments is identical,
i.e. γ = γi, for all pigments. The contrary to this, a local dephasing rate, is considered
later in this section.
Figure 6.12 shows the effect of changing the global dephasing rate of FMO. It is
clear from this that for initial excitations at pigments 1 and 6, EET remains efficient
over two orders of magnitude from ∼40 cm−1 to ∼3000 cm−1, outside of this range,
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Figure 6.12 | (left): The response curves of EET efficiency for a changing environmental
dephasing rate applied to all pigments. The legend refers to the initial excitation. (right):
The environment response curve for each initial excitation is shown to be the addition of
unique response curves from the dominant EET pathways identified in Figures 6.10 and 6.11.
EET efficiency quickly drops off. This so-called ENAQT, discussed in this chapter,
has been noted for the seven-site FMO model.523 Here, a weak dephasing is shown to
increase the rate of EET, whilst the extreme of high dephasing results in the loss of
exciton localisation, and thus decreased EET efficiency. Excitation at pigment 8 shows
a similar behaviour. However, the range of which ENAQT remains constructive to EET
efficiency is reduced.
An interesting result of these environment-response curves is that they are the su-
perposition of the response curves for the individual dominant pathways observed for
each initial excitation (Figure 6.10 and Figure 6.11). Considering the environmental
dephasing on networks which comprise only of the source, sink and the intermediate
pigments of each dominant pathway observed in Figures 6.10 and 6.11,∗ shows that
each pathway exhibits its own unique environment response curve, spectrally shifted
from one another, resulting in a broader overall response. Since there are two dominant
pathways observed for initial excitation at pigments 1 and 6, the overall robustness to
environmental dephasing is much greater than for initial excitation at pigment 8 which
only has one dominant pathway.
We conclude that, as was shown for the robustness to network changes, that the
heterogeneity of the network is a major factor which is responsible for FMO’s resilience
to environmental conditions such as temperature.508,579,582
∗For example, for the dominant pathway 1→ 2→ 3, pigments 4, 5, 6, 7 and 8 are removed for the
network, and the environmental response curve is calculated.
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EET efficiency for a local dephasing rate. So far we have shown that FMO displays
robustness to changes in the environment on a global scale, i.e., when the environment
interacts with each pigment equally. Next we investigate the effect of different dephas-
ing rates on pigments. Considering first the general role of heterogeneous dephasing
rates on EET efficiency, we simulate the FMO Hamiltonian in the presence of different
dephasing rates for each pigment. Each dephasing rate is sampled from a log-uniform
probability distribution in the range γi ∈ [1 cm−1, 10 000 cm−1] and then the EET
efficiency calculated for initial excitations at pigment 1, 6 and 8. Figure 6.13(A) shows
the histogram of EET efficiencies calculated for the set of 2000 randomly generated
Hamiltonians. For all initial excitations (pigment 1 and 6 in particular) show a skew
towards lower EET efficiencies. In light of the finding from the previous robustness
simulations (Figure 6.12), it is perhaps not surprising this is the case given there are a
range of dephasing values which lead to a lower EET within the distribution they are
drawn from. In particular we find that the Hamiltonians which display a significant
drop in EET efficiency compared to the FMO Hamiltonian with a global dephasing rate
of 100 cm−1, tend to have a ‘poor’ dephasing rate (in terms of the region of optimised
EET efficiency in Figure 6.12, i.e. 100 cm−1 > γi > 3000 cm−1) on the pigments which
contribute to the dominant EET pathways. Clearly, local dephasing effects can con-
tribute significantly to the overall EET efficiency, echoing the conclusions from previous
work.545
The second investigation of the role of local dephasing was to systematically assign
a ‘poor’ dephasing rate to pigments to assess the change in EET efficiency. Specifically
we selected a ‘poor’ dephasing value of 10 cm−1 for the chosen pigments; for all other
pigments we continued to use a dephasing of 100 cm−1. What follows is an identical
procedure to that set out for the ‘knock-out’ studies described in the previous section.
For each combination of singles, doubles, triples, etc. of pigments, those pigments are
given the ‘poor’ dephasing rate, all others are given the standard dephasing. One ad-
dendum to the previous combinatorial studies is that both source and sink pigments are
now also considered, whereas previously they were excluded from the combinatorials.
Figure 6.13(B) demonstrates the conclusion reached with Figure 6.13(A); the probabil-
ity of generating a Hamiltonian which exhibits a reduced EET efficiency (compared to
original simulated FMO Hamiltonian) is high.
Finally, the last set of local dephasing simulations involved considering the local
dephasing rate acting on only the source and sink pigments. The rationale for this
is that these pigments lie close to the chlorosome baseplate and RC respectively. As
such one might expect the local dephasing rate at these pigments to vary significantly
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Figure 6.13 | (A) Histograms of EET efficiency for the 2000 generated Hamiltonians which
are given randomly sampled local dephasing rates. The dashed line represents the EET
efficiency of the original FMO Hamiltonian with dephasing rate of γi = 100 cm
−1. (B)
EET efficiencies calculated in simulations where increasing numbers of pigments are given the
‘poor’ dephasing rate of γ = 10 cm−1. (C) EET efficiency as a function of local dephasing
rate applied only to the source and sink pigments; all other pigments are given a dephasing
rate of γ = 100 cm−1. Ex. 1, Ex. 6 and Ex. 8 refer to the initial excitation pigments.
compared to the intermediate pigments involved in EET. For these simulations, all
intermediate pigments are given a dephasing rate of γ = 100 cm−1, whilst source and
sink pigments vary between γ ∈ [1 cm−1, 10 000 cm−1]; the resultant EET efficiencies are
shown in Figure 6.13(C). We find that initial excitation at pigment 1 and 6 display little
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sensitivity to the local dephasing rates at source or sink pigments. Initial excitation on
pigment 8 on the other hand shows a much greater sensitivity to local dephasing rates.
The origins of these observations are found in the population decay curves (Figure 6.7).
For initial excitation at pigments 1 and 6, population quickly decays away from the
source pigment, whereas this decay of source pigment 8 is significantly slower. As such,
the longer the time the population spends on the source pigment, the greater the effect
the local dephasing rate will have.
6.4.3 Efficiency of EET in FMO-like networks
Up to now, the simulations we have performed only highlight the extent to which FMO
is robust to changes in the network (the electronic sub-system) and the environment
(global and local protein interactions with the pigments). The final investigation of
FMO is to attempt to answer the question whether FMO as a whole is in any way
optimised for EET efficiency. Indeed, it has been shown FMO is remarkably efficient
as well as robust to perturbations in the network and environment. Of course, the
most efficient system would resemble a simple, one-dimensional molecular wire where
pigments are positioned closely together with a large excited state transition dipole-
dipole interaction. However, such a low-dimensional molecular wire would not exhibit
the same robustness as seen so far in FMO. Furthermore, while rapid EET is clearly
beneficial for energy synthesis in the RC, the RC performs charge separation at a rate
of ∼1 ps−1, thus EET at a faster rate than this provides no evolutionary advantage,
and, instead, could lead to the damage of photosynthetic machinery.583–585
With this in mind, along with the observation that the FMO structure is so well con-
served across different GrSB species,512,539,579,580 we limit ourselves to assessing EET
efficiency in FMO-like Hamiltonians. To generate FMO-like Hamiltonians, Gaussian
random noise is added to all elements of the electronic Hamiltonians. The Gaussian
distribution for off-diagonal elements used was G(0, σij) and the Gaussian distribution
for diagonal elements (pigment electronic excitation energies) was G(0, σii). The stan-
dard deviations for these distributions were determined as follows. For the off-diagonal
elements, the mean difference in coupling strengths from different GrSB species (Chloro-
bium tepidum and Prosthecochloris aestuarii),550 was taken giving an average value of
3.5 cm−1. For the site energies, the standard deviations were determined by empirical
analysis of FMO optical spectra;539 specifically, the values were: σ11 = σ33 = σ44 =
25.5 cm−1, σ22 = 42.5 cm−1, σ55 = σ66 = σ77 = σ88 = 51.0 cm−1.† These standard de-
†Note that, because the previous work studied the seven-site FMO model, we have assumed that
σ88 = 51.0 cm
−1.
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Figure 6.14 | (A) EET efficiency of the 2000 generated FMO-like Hamiltonians, using Gaus-
sian random noise applied to all elements of the electronic Hamiltonian. The efficiency range
(Q) is used as a measure of how similar the EET efficiencies of the three initial excita-
tions are. The vertical line denotes the efficiency range of the unperturbed FMO network
(QFMO = 0.056). An example of the population dynamics for FMO-like Hamiltonians which
display a low efficiency range, and an example of high efficiency range, show how sensitive
pigment 8 is to the addition of this Gaussian noise. (B) EET efficiency as a function of the
excitation energy of pigment 8.
viation values were used to generate new FMO-like Hamiltonians to assess the impact
of network changes on the EET efficiency. In total 2000 new FMO-like Hamiltonians
were generated and used throughout the proceeding investigations. It is important to
note that this procedure may lead to some physically unrealistic Hamiltonians, but the
majority will have modified site energies and pigment spatial distributions which still
resemble the unperturbed FMO Hamiltonian.
Firstly, for each generated Hamiltonian, we calculated the EET efficiency for initial
excitations at pigment 1, 6 and 8, see Figure 6.14(A). Here we use the statistical range
of the calculated EET efficiencies for different initial excitations, Q, as our measure.
This captures information about the whole network as it is a function of all three initial
excitations, which we can easily compare to the unperturbed FMO which has a range of
Page 194 of 309
QFMO = 0.056. We observe some clear trends in the EET efficiencies for the generated
Hamiltonians. Firstly, for those which display the largest EET efficiencies, they do so
for initial excitations at pigment 1 and 6, at the expense of a reduced EET efficiency for
initial excitation at pigment 8. Indeed, further analysis of the generated Hamiltonians
show that many of these Hamiltonians are characterised by a large excitation energy
for pigment 8, see Figure 6.14(B). As demonstrated in Figure 6.7(C), the population
dynamics of EET after excitation at pigment 8 is characterised by a slow, incoherent
decay which is slower for large excitation site energies. For low Q values, the EET
efficiency for excitation at pigment 8 is faster resulting is a greater EET efficiency.
Both of these cases are shown in Figure 6.14.
This analysis highlights an interesting feature of the unperturbed FMO network.
The efficiency range is QFMO = 0.056, where EET efficiency remains similar for all
three initial excitations scenarios. This suggests that while clearly it is possible to
generate FMO-like Hamiltonians which display a better EET efficiency for any one
initial excitation, the FMO network appears to favour less efficient individual pathways,
but each pathway having a similar efficiency, a marker for robustness highlighted in the
previous two sections.
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6.5 The light-harvesting complex II
A network-based view of EET can be trivially extended to larger PPCs,586 as long as the
electronic Hamiltonian can be constructed. LHC-II, as found in green plants, is another
well-studied PPC for which an electronic Hamiltonian is available. The specific LHC-II
we consider is from the spinach plant (Spinacia oleracea), and consists of a trimer of
14 chlorophyll pigments (both chlorophyll-a and chlorophyll-b pigments) distributed in
ring-like structures embedded inside a protein scaffold (Figure 6.15(A) and 6.15(B)).587
Here, the pigment excitation energies were determined through DFT electronic struc-
ture calculations, and the pigment-pigment electronic couplings were determined based
on the known LHC-II crystal structure.587 The total electronic Hamiltonian can then
be represented in the same way as in FMO (Equation 6.1). Overall, our approach to
simulating EET dynamics in LHC-II is then identical to that employed above to study
FMO. The only difference is that the source pigment is now considered to be either
pigment 1 or pigment 8 in LHC-II, and the energy sink is pigment 4 (Figure 6.15(C–
D)). These assignments are made based on the pigment excitation energies and their
positions relative to the RC. In what follows only the monomer of the LHC-II trimer
is considered.
As with FMO, the first simulation is to determine the time-dependent populations
for each pigment (Figure 6.16). Compared to the population curves for FMO, the
first observation is that the decay of the initial excited pigment is much slower. We
(A) (B) (C) (D)
Figure 6.15 | The different length-scales involved in the LHC-II complex. (A) Atomic
force microscope image of photosynthetic complexes within the membrane of Rhodospirillum
photometricum.588 The small circles of diameter ∼2 nm are the LHC-II complexes, whilst
the large circles with diameter ∼5 nm are the LHC-II photosystems. Image adapted from
Scholes et al. Nature, 2011.496 (B) The LHC-II complex consists of three (almost) identical
monomers. (C) Both the monomeric and trimeric structures are considered. The network-
view of the entire LHC-II trimer. (D) A single monomer of the LHC-II complex, consisting
of 14 pigments, with the number scheme used throughout this work.
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Figure 6.16 | (A) The time-dependent populations at each pigment site (only strongly
coupled pigments shown, see Appendix 8.14 for all pigment populations) after LHC-II is
initially excited at pigment 1. (B) Similarly for initial excitation at pigment site 8. The
population at sink site (pigment 4) is shown in blue.
find that it takes several ps for the majority of the population to move off the initial
pigment. This observation may be explained by the generally weaker pigment-pigment
couplings in LHC-II compared to FMO (|Jij| ∼8 cm−1 vs. |Jij| ∼24 cm−1), meaning
that EET is generally slower in LHC-II. This is also highlighted in the calculated EET
efficiencies, found to be η1 = 0.153 and η8 = 0.148 for initial excitation and pigment
1 and 8, respectively, compared to FMO’s η1 = 0.770, η6 = 0.804 and η8 = 0.748
for initial excitations at pigment 1, 6 and 8, respectively. In general, this result is
unsurprising; the LHC-II monomer is much larger than the FMO monomer, while the
pigments are very similar in structure, resulting in smaller average electronic couplings
between pigments, and thus an overall lower rate of EET.
6.5.1 Robustness to network disruption
As with FMO, a systematic approach of removing pigments from the network, remov-
ing pigment-pigment couplings, and recalculating the resulting EET efficiency can be
applied (Figure 6.17). For both initial excitation sites, LHC-II shows a high degree of
robustness to the loss of pigments, as was found in the case of FMO. Notably, initial
excitation at pigment 1 shows a greater degree of robustness; for example, the loss of
50% of the available pigments results in a drop in EET by around 10% whereas the drop
in EET for initial excitation at pigment 8 is around 30%. First, the overall robustness
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Figure 6.17 | (A) The average EET efficiency for the combinatorial removal of pigments
(except for source and sink pigments) from the LHC-II complex. (B) The average EET
efficiency for the combinatorial removal of pigment-pigment couplings. The legends refer to
the initially excited pigment.
can once again be attributed to the presence of multiple pathways which support EET
in the event of the loss of pigments. The greater degree of robustness observed for
initial excitation at pigment 1 can be explained by the position of pigment 8 relative
to the sink pigment 4 (Figure 6.15(D)). Pigment 8 resides close to pigment 4 and has
weak electronic couplings to its surrounding pigments. This results in fewer efficient
EET pathways, manifesting in a quicker drop in EET as pigments are removed from the
network. The removal of coupling elements, on the other hand, shows little difference
and follows a similar trend to FMO, whereby the PPC appears much less robust to
the removal of couplings than the pigments themselves. For example, removal of 63
couplings (equivalent to the loss of 6 pigments) shows a reduction in EET by around
60%. Once again, this trend may be attributed to the disruption of multiple pathways
simultaneously.
We once again exploit the network-based view of the LHC-II PPC to calculate
the average pathlength and network diameter. Consider the average pathlength first
(Figure 6.18(A)). As with the FMO monomer, we see that this measure is reasonably
insensitive to the removal of pigments for both excitation sites considered; many sites
must be removed before any significant change in the average network pathlength is
observed. This observation is consistent with several strongly-coupled EET pathways in
the PPC, just as was seen for FMO (Figure 6.11); as a result, removing a few network
nodes will ‘turn off’ some EET pathways, but other strongly coupled paths remain,
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Figure 6.18 | (A) The average pathlength of the LHC-II network as pigments are removed
from the network. (B) The weaker pigment couplings present in the LHC-II monomer display a
greater sensitivity for chromophore knock-out beyond the removal of 9 pigments. (C) Shown
are the shortest pathways for initial excitation at pigment 1. From left to right, the first
intermediate pigment (i.e. the most strongly coupled pigment to source pigment) is removed,
and the new shortest path calculated.
leading to inherent robustness, as observed in Figure 6.17. We note, however, that the
mean pathlength for the LHC-II monomer is always greater than FMO, which implies
EET is generally less efficient according to Equation 6.10. Reconstructing the route of
the shortest path reveals two dominant EET pathways (Figure 6.18(C)): the first is the
shortest path of the unperturbed LHC-II; the second is the shortest path after pigment
2 has been removed from the network; the third is the shortest path after pigment 11 is
removed. It is worth noting that the average pathlength for LHC-II is larger than that
of FMO, consistent with the generally weaker electronic couplings between pigments,
Page 199 of 309
and thus the slower rate of EET observed throughout these simulations.
A similar observation can be made for the network diameters up to the removal of
9 pigments. Beyond the removal of 9 pigments, the LHC-II monomer shows marked
sensitivity, an observation which may be understood based on the weak average inter-
pigment couplings in LHC-II displays compared to those in FMO. The network diame-
ter, like the mean pathlength, highlights the presence of less strongly coupled pigments
in LHC-II compared to FMO; in particular, LHC-II always has a larger network diam-
eter than FMO. However, the conclusion from all of these sets of simulations is quite
transferable; the average pathlength and network diameter of both PPCs considered
in this work are found to be reasonably insensitive to the removal of pigments, up to
a certain point. This relatively constant nature of EET paths through the network
emphasises the existence of multiple EET paths with comparable couplings; in short,
our results reinforce the idea of inherent network redundancy in both PPCs considered
here. A final point is the scalability of these network tools. The identification of domi-
nant pathways through the coupling knock-outs for FMO (Figure 6.10) would be much
more difficult in this case and indeed quickly scales in number of computations for the
number of pigments. Instead these network tools can be trivially applied to very large
systems with essentially no modification.
6.5.2 Robustness to environment
Once again, these simulations have, so far, only considered changes to the network
itself, through the loss of pigments or pigment-pigment coupling. We now consider
environmental perturbations, investigated through changing the global dephasing rate
and subsequently recalculating the EET efficiency. The results of these simulations are
shown in Figure 6.19. Notably, the width of the EET response curves for LHC-II are
much narrower than that of the FMO complex (Figure 6.12). This can once again be
explained by the average coupling strength of FMO being much stronger than in the
LHC-II monomer. Both FMO and LHC-II, in general, display broad response curves
to a changing environmental dephasing rate; this response, which arises due to the
interaction between exciton transport and trapping, as noted previously, demonstrates
that these PPCs exhibit efficient EET across a broad range of dephasing rates, again
demonstrating an inherent robustness to environmental fluctuations. Notably, the typ-
ical range of dephasing rates over which efficient EET is observed is consistent with
the experimentally-observed dephasing rates of typically 100 cm−1. Like FMO, the
broad nature of the response curves indicate LHC-II is robust across a range of thermal
environments.
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Figure 6.19 | The response curves of EET efficiency for a changing environmental dephasing
rate applied to all pigments. The legend refers to the initial excitation.
6.5.3 Including inter-monomer effects: The LHC-II trimer
The entire LHC-II trimer can be simulated by including the inter-monomer couplings
in the electronic Hamiltonian. Adding in the other two monomers to form the native
LHC-II trimer shows a pronounced change to the network. For excitation at pigment
1 (Figure 6.20(A)), the population decays much faster than the isolated monomer (cf.
Figure 6.16(A)), a feature which can be understood by noting the introduction of an
additional strong couplings to pigment 9 of neighbouring monomers (Figure 6.20(A),
purple dashed line). In contrast, for initial excitation at pigment 8 (Figure 6.20(B)),
the additional inter-monomer couplings are generally smaller than the intra-monomer
couplings and so the dynamics appear essentially unchanged relative to the LHC-II
monomer.
We can extend these studies of the LHC-II monomer to consider the effect of the
additional EET pathways available when other LHC-II monomers are available, as in
the LHC-II trimer. Here, we assume that initial excitation still takes place on either
pigment 1 or pigment 8, on just one of the monomers. However, each LHC-II monomer
has an energy sink at pigment 4 with identical trapping rates. Thus population is
allowed to flow from the initially excited monomer, to the other two monomers, which
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Figure 6.20 | LHC-II trimer with excitation on one monomer at pigment 1 and pigment
8 respectively. For this system, a large inter-monomer coupling allows energy to flow from
pigment 1 of one monomer to pigment 9 of a neighbouring monomer (purple dashed line).
can trap population at their respective pigment 4 sinks (i.e. the trimer has one source
and three identical sinks). The reported EET efficiency is calculated as the sum of the
individual EET efficiencies of each monomer. Here, an increasing number of couplings
(N) are removed from the full LHC-II trimer electronic network, and the EET efficiency
is recalculated, as in our previous investigations of FMO and the LHC-II monomer.
However, instead of averaging 1000 simulations of randomly removed edges to sample
the total combinatorial space, we apply an additional restriction. In particular, the
largest coupling is removed first, followed by the two largest and then the three largest,
and so on, continuing up to the N largest couplings. The results of these simulations
are shown in Figure 6.21.
Specific increases and decreases in the EET efficiency are observed for the particular
removal of couplings between the pigment of one monomer and the pigment of another,
for example when N = 1, 6, 25 or 41 highlighted in Figure 6.21. In these simulations
the effect of removing specific strong coupling elements on the EET efficiency can be
directly mapped onto the LHC-II trimer structure. In the case of the removal of the
largest coupling (i.e. N = 1) from the electronic Hamiltonian matrix which couples two
of the LHC-II monomers (Hˆ
12
cp) we see that EET increases. We find that the removed
coupling element connects pigment 1, the initial excitation pigment on one monomer,
and pigment 9 of the third monomer (consistent with the fast population decay shown in
Figure 6.20(A)); when removing this coupling element, EET efficiency increases because
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Figure 6.21 | EET efficiency for LHC-II trimer networks with an increasing number of the
largest couplings between pigments in different monomers removed; in other words, increasing
numbers of vertices (N) are removed from the inter-monomer Hamiltonian matrices Hˆcp (su-
perscripts denote monomer number). Specific cases of increases or decreases in EET efficiency
for initial excitation at pigment 1 or pigment 8 are highlighted; we also highlight the coupling
element responsible in the cartoon schematics of the LHC-II trimer system. The total EET
is the sum of the EET calculated for each LHC-II monomer.
the removed pathway is less efficient, given that it is further from the sink site of the
first monomer (and no closer to the sink of the third monomer in terms of coupling
strength). On the other hand, for excitation at pigment 8, the removal of the 41 largest
couplings (N = 41), results in a large drop in EET (blue line in Figure 6.21). This
decrease in EET efficiency is traced to the removal of the coupling between pigment 9
of the first monomer and pigment 6 of the second monomer. This pathway provides
a route to the sink site of the third monomer, so its removal reduces EET efficiency.
Similar observations are seen for other values of N , as illustrated in Figure 6.21.
6.6 Discussion and conclusions
This chapter began with a brief overview of photosynthesis and its evolution into the
highly efficient and specialised biochemical pathway we observe today. The role of PPCs
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is highlighted for their dominant contribution to the overall efficiency of the transfer of
electronic energy to the RC, where electronic energy is converted into chemical energy;
this is clearly one of the most fundamental processes required for life on Earth. PPCs
consist of a set of light-absorbing pigments, held within a protein scaffold, which are
electronically excited after absorption of light within the photosynthetic supercomplex.
We have discussed EET in two of the most widely studied PPCs, namely the FMO
complex and LHC-II. We have also outlined the mathematical description of these
biological complexes as a simple network of vertices (the pigments) and edges (the
electronic coupling between pigments). The protein scaffold is accounted for through
a simple Markovian ‘white noise’ approach which reproduces the qualitative dynamical
behaviour of these complexes. Within this network picture, it is possible to identify
several attributes of the complexes which provide the robustness to network disruption,
predominantly through the systematic deletion of pigments and their corresponding
electronic couplings.
For the first time, the full extent of FMO robustness has been investigated by
combining quantum dynamics simulations within a network-based view of EET. Im-
portantly, we have demonstrated several features of FMO which lead to efficient and
robust EET. Firstly, the extent to which FMO is robust to disruption in its network
shows remarkable resilience to the removal of pigments. Up to 50% of the available pig-
ments can be removed and EET remains highly efficient. The origin of this robustness
is found to come from the existence of multiple efficient EET pathways which provides
redundancy in the event of the loss of pigments. We have also shown that FMO displays
robustness to environmental fluctuations, understood once again through the multiple
available EET pathways, each of which contribute to the overall robustness. The fi-
nal set of investigations were to assess the optimality of FMO with respect to EET.
Surprisingly, we found that there are a number of FMO-like networks which display
better efficiency, but these have the drawback of a decreased robustness. FMO instead
displays, while not optimal, good efficiencies across multiple pathways, which could be
considered redundancy measures, hence increased robustness.
We then considered the more complicated PPC, LHC-II. Both its monomers and
its trimer were considered. A number of robustness simulations conclude that, as with
FMO, LHC-II displays a surprising robustness to network disruption and environmental
perturbations. We note that it appears less robust to such scenarios compared to FMO,
predominately as a consequence of the weaker pigment-pigment couplings in this larger
(spatially) PPC.
Overall, these studies highlight the power of this network analysis of biological
Page 204 of 309
complexes, where a large variety of a system properties can be assessed with a very
tractable computational model. Although this approach provides interesting insights
into the EET features of biological complexes, this type of analysis can easily be imag-
ined as a ‘screening’ test to aid in the design of any related networks of chromophores
such as those found in artificial solar cells or photoinduced catalytic systems.589 The re-
sults of this simple model are qualitative yet computationally tractable; this approach
therefore enables a large number of quantum dynamics simulations to be performed
quickly, as required if one is interested in addressing questions relating to construction
of large EET networks. Going beyond this simple effective-environment approach, in-
cluding explicit correlation between the electronic Hamiltonian and the environment in
a computationally-simple manner, is the next step in modelling these systems.
Finally, we note that there are many questions relating to biological PPCs which
simple modelling studies, such as that considered here, cannot address in a broader
biological context. For example, why are the complexes highly conserved across species
as found with FMO in GrSB which are found at very different levels of environmental
stress?582 Are these complexes optimised for any one particular characteristic such as
the rate of EET or robustness to damage, or is it optimised for some compromise
between these requirements? It seems likely that such broader questions can only be
fully addressed by a coherent strategy, incorporating both experimental biological and
spectroscopic studies, as well as computation.
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Chapter 7
Conclusions and outlook
7.1 Scope of thesis
This thesis introduced two subject areas of study, biological photoprotection and pho-
tosynthetic pigment-protein complexes. Both these areas may be understood from the
perspective of electronic energy transport. In biological photoprotection, this involves
the dissipation of electronic energy through a range of photochemical pathways in order
to deactivate a photoexcited molecule. For pigment-protein complexes, electronic en-
ergy is transported through directed pathways to provide energy to the reaction centre
quickly and efficiently.
Specifically, with regards to biological photoprotection, sunscreens are introduced
as the almost universal method of providing additional photoprotection at time of
increased UVR levels. Applying femtosecond pump-probe transient absorption spec-
troscopy, the deactivation of excited state sunscreen molecules are measured and anal-
ysed through a global fitting analysis procedure, revealing the lifetime of the processes
occurring. In complement to this, ab initio electronic structure calculations are often
performed to understand the likely electronic states involved in the overall deactivation
mechanism. To this end, a series of popular sunscreen constituents found in commercial
products are investigated. Furthermore, the biologically relevant naturally synthesised
sunscreening molecules found in many plants are studied.
Pigment-protein complexes on the other hand present an interesting topic of study
given the current trend in research towards artificially mimicking the processes and
machinery involved in natural photosynthesis. Quantum dynamics simulations are per-
formed on model pigment-protein complexes found in green sulphur bacteria and in
higher-order green plants. Introducing appropriate approximations in ‘coarse-graining’
the complex, and in the treatment of its environment, allows the entire system to be
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simulated over many picoseconds, encompassing the entire electronic energy transport
process. Overall, two distinct pigment-protein complexes are studied, and a wide-
variety of properties pertaining to robustness and efficiency of electronic energy trans-
port networks are investigated.
7.2 Overview of results and contribution to field
The current landscape of ultrafast photochemistry, with respect to sunscreens, and the
photophysics of pigment-protein complexes have been set out in their respective chapter
introductions. A comprehensive discussion and conclusion of the work presented in this
thesis has been given in the relevant results chapters, it is however summarised here.
We consider the artificial sunscreen constituents first.
From the work involving the sunscreen constituent oxybenzone, we determined that
there are two dominant relaxation pathways which allow UV-A photoexcited molecules
to revert back to the ground state, namely enol -keto (∼400 fs) isomerisation followed a
back isomerisation and vibrational energy transfer to the surrounding solvent (together,
∼5–8 ps).286 We also found that not all the photoexcited molecules reverted back to
the ground state, instead, we determined that they likely form a long-lived trans keto-
isomer of oxybenzone, lasting beyond the maximum experimental time delay of ∼1.3
ns. Furthermore, identical conclusions were reached for the case where oxybenzone is
photoexcited within the UV-B and UV-C regions, highlighting from a photochemical
perspective, the broadband applicability of this sunscreen filter.287
Titanium dioxide was considered next, where we confirmed an ultrafast relaxation
within our experimental resolution (<100 fs), attributed to surface electron recom-
bination. When suspended with oxybenzone in various mixtures, resembling a first
approximation of a sunscreen product, we observed no changes to the dynamics of
either molecule, and the total dynamics could be treated separately.590
Literature involving the photoprotective properties of octocrylene remains rather
sparse, particularly given its wide-spread use. We have now provided, to our knowl-
edge, the first reported measurements of the ultrafast photoprotective properties of
octocrylene. We found that octocrylene relaxes predominantly through nonradiative
pathways with incredible efficiency; the majority of dynamics are over within ∼2 ps
and are assigned to various internal conversion pathways through conical intersections.
Importantly, these are early measurements; there is no doubt that computational studies
will be key to understanding the nature of the excited states involved in this relaxation
mechanism.
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The final artificial sunscreen constituent considered in this thesis was ethylhexyl
triazone. Again, the literature involving this molecule remains sparse, with a notable
exception of the work by Tsuchiya et al.455 We provided an in-depth follow-up to this
work, with an experimental resolution of ∼100 fs and various density functional theory
electronic structure calculations to identify the likely excited states involved, and the
structure of the molecule at important points of the measured transient absorption
signal. We measured ultrafast processes, between ∼400 fs, ∼20 ps, and ∼200 ps, where
deactivation involves fast internal conversion from excited singlet states, before reverting
to the ground electronic state. A portion of the excited state is suggested to undergo
intersystem crossing to triplet states, which increases the lifetime of the deactivation
mechanism significantly for these molecules. We also identify that electron density
involved in the deactivation mechanism is localised to the centre of the molecule, thus
the photodynamics may be altered through selective substitutions, or conversely, other
properties such as solubility can be altered through changes to the triazone edges,
without affecting the photodynamics.
Considering next the natural sunscreen constituents, specifically those found in
many plant leaves. We explored the photoprotective mechanisms of sinapoyl malate,
and its precursor sinapic acid along with its simplest derivative methyl sinapate. We
find that all molecules relax via ultrafast internal conversion (∼10–30 ps) mediated by
appropriate conical intersections, although the exact nature of excited states remains
ambiguous, leading us to suggest two plausible relaxation mechanism, although ulti-
mately, it does not change the lessons learnt from the molecules. We find that all
systems also can undergo trans–cis isomerisms to form a long-lived, stable cis-isomer.
These results are in stark contrast to those observed for gas-phase measurements,301
making this a new result, and complements much of the work conducted on the cinna-
mate family of molecules.
The final part of this thesis focused on the electronic transport properties of Fenna-
Matthews-Olson and light-harvesting complex II pigment-protein complexes found in
the green sulphur bacteria and higher-order green plants respectively. Considering
the Fenna-Matthews-Olson; for the first time the full extent of robustness has been
investigated revealing that up to 50% of the available pigments may be completely
removed from the pigment-network and the electronic energy transport efficiency drop
by as little as 20%, meaning even after significant network disruption, electronic energy
can still reach the reaction centre to support photosynthesis. We also identify the
dominant transport pathways and show how each pathway contributes to the overall
efficiency and robustness observed.538 Considering how optimal this complex is, we
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generate a vast number of perturbed Hamiltonians and show that the natural occurring
complex is not optimised for transport efficiency, but rather for redundancy in providing
electronic energy fast enough. We applied similar quantum dynamics simulations for
the light-harvesting complex II where similar observations were made.586
7.3 Outlook: Where does this work fit in?
Biological photoprotection. This thesis began with a broad overview of the natural
adaptive photoprotective mechanisms humans exhibit towards changing levels of UV
exposure. In particular, it was highlighted when such mechanisms are inadequate and
the burden-of-disease increases. Sunscreens are introduced as today’s almost universal
solution to pre-empting UV overexposure. Given the prevalence of sunscreen use it is
perhaps no surprise they have come under increasing scrutiny. Specifically, scrutiny has
been paid to the adverse effects of sunscreens; whether or not they contribute to the
disease burden, referred to as the “sunscreen controversy”. This thesis focuses on how
the detailed mechanistic properties, gleaned from ultrafast photochemistry, can reveal
the complete photodeactivation pathway of a sunscreen constituent. Gas-phase mea-
surements and ab initio electronic structure calculations often provide the fundamental
photodeactivation pathway without any perturbation on the excited state involved in
the pathway. A step closer to the environment a sunscreen constituent is used in, is the
solution-phase. As has been suggested by the literature review and the introduction to
each of the molecules studied in this thesis, moving from the gas- to the solution-phase
can prove highly informative since photodeactivation pathways can vary greatly. Know-
ing the complete pathway allows an assessment of the photophysical applicability of the
filter. Of particular interest is the efficacy with which the deactivation pathway occurs,
as well as whether or not photoproducts are formed as a result of UV exposure. The
latter is particularly important given photoproducts are often the root cause of adverse
effects. This thesis has highlighted the extent of information which can be obtained
and understood through the use of common gas- and solution-phase spectroscopy tech-
niques, as well as computational studies. The latter of these is particularly important
given there is great interest in the transient signals which lie within the temporal res-
olution of many of these experiments (typically <100 fs), something which quantum
dynamics studies can reveal.107,289,337,591,592 When extended to include solvent effects,
for example using a continuum solvation model or QM/MM approach,337,593 these stud-
ies can complement solution-phase experiments even more closely. After considering the
above, there are perhaps three main questions which remain from the work discussed
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in this thesis.
(i) Given that sunscreen products contain many tens of individual components, how
do the dynamics of one component change in the presence of another? This question is
not necessarily new; many components are included in particular combinations because
of the way they interact, avobenzone and octocrylene being a prime example,237,251,264
but any interaction is not necessarily synergistic, thus examining one component in the
presence of others is important in understanding its behaviour in a commercial product.
Extending the experimental work discussed here to include two or more components
is relatively simple if the signals from each are far removed,590 either spectrally or
temporally, otherwise different analytical procedures or protocols would have to be
implemented.
(ii) Is any observed photoproduct safe? Many studies observe the presence of a pho-
toproduct but identifying that photoproduct can be more difficult. Nuclear magnetic
resonance and gas chromatography mass spectrometry have shown success in identify-
ing photoproducts after photoexcitation,300,594 but this alone does not always allow an
adequate evaluation on the safety of the component in a sunscreen product. Under-
standing the photoreactive excited states of such photoproducts, for example a radical
species and its subsequent reactions, would likely lead to a much improved evaluation of
their safety, or can be protected against using a suitable scavenger species for example.
(iii) If the dynamics of a filter changes from the gas-phase to the solution-phase,
what happens in an actual sunscreen product? Whilst the solution-phase is a closer
environment to a sunscreen than the gas-phase, it is still quite far from the actual
commercial product which ranges from an oil to a paste, in the presence of many
different components. Whilst such multimolecular systems have been discussed in (i),
the fact that the solution-phase is still far away from the native environment of a
commercial product needs to be addressed. Thin-film studies would likely be the next
intuitive step.361,595 Moving on from here, clinical trials involving skin samples would
be one way to evaluate the safety and efficacy of a product in ways not accessible by
the techniques discussed thus far.
Using such a bottom-up approach to evaluating a filter for use as a sunscreen,
provides an excellent opportunity to optimise and rationally design improved or novel
sunscreen filters which can be tested for suitability and find use in commercial products.
What is being described is a work-flow for designing better sunscreens using a bottom-
up process, see Figure 7.1.
There is still the reservation to be had with what has been discussed on sunscreen
thus far, in that whilst there is clearly a route to developing improved sunscreens, this
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Figure 7.1 | An overview of the proposed process of designing good sunscreen products from
a bottom-up approach.463,596
is of little use if the end-user does not use them, or uses them incorrectly. Numerous
studies have concluded that one of the biggest factors in sun-related ailments lies with
the end-user’s sun-behaviour.597–601 I leave it to the reader to decide, but one must
ask, would so much research effort in designing and optimising sunscreens be required
if users were better educated? One could posit that if the cost of sunscreens were
reduced, and that advertising, education, and sun-behaviour minimises misinformation,
and maximises safe sun-exposure, then a ‘next-generation’ of sunscreens might not even
be required.
Pigment-protein complexes. The second part of this thesis began with a brief
overview of photosynthesis and its evolution into the highly efficient and specialised
biochemical pathway we observe today. The role of protein-pigment complexes has
been highlighted for their dominant contribution to the overall efficiency of the transfer
of electronic energy to the reaction centre, where electronic energy is converted into
chemical energy; this is clearly one of the most fundamental processes required for
life on Earth. Pigment-protein complexes consist of a set of light-absorbing molecules
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Figure 7.2 | A representative work-flow for using a pigment-protein complex to understand
particular properties of electronic energy transport. The pigment-protein complex (Hˆ0) can
be perturbed, producing a number of other structures (Hˆn; n ≥ 1). Each of these can be
tested against a number of criteria, such as robustness, optimality, or efficiency. Those which
display desirable properties can be used to inform on the construction of artificial chromophore
networks, Hˆopt.
(pigments), held within a protein scaffold, which are electronically excited after ab-
sorption of light within the photosynthetic supercomplex. We have discussed electronic
energy transport in two of the most widely studied pigment-protein complexes, namely
the Fenna-Matthews-Olson complex and light-harvesting complex-II. We have also out-
lined the mathematical description of these biological complexes as a simple network
of vertices (the pigments) and edges (the electronic coupling between pigments). The
protein scaffold is accounted for through a simple Markovian ‘white noise’ approach
which reproduces the qualitative dynamical behaviour of these complexes. Within this
network picture, it is possible to identify several attributes of the complexes which
provide the robustness to network disruption, predominantly through the systematic
deletion of pigments and their corresponding electronic couplings.
The main purpose in this work has been to highlight the power of this network
analysis of biological complexes, where a large variety of system properties can be as-
sessed with a very tractable computational model. Although this approach provides
interesting insights into the electronic energy transport features of biological complexes,
this type of analysis can easily be imagined as a ‘screening’ test to aid in the design
of any related networks of chromophores such as those found in artificial solar cells
or photoinduced catalytic systems (Figure 7.2). The results of this simple model are
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qualitative yet computationally tractable; this approach therefore enables a large num-
ber of quantum dynamics simulations to be performed quickly, as required if one is
interested in addressing questions relating to construction of large electronic energy
transport networks. Going beyond this simple effective-environment approach, includ-
ing explicit correlation between the electronic Hamiltonian and the environment in a
computationally-simple manner, is a challenge we are now seeking to address.
Finally, we note that there are many questions relating to biological protein-pigment
complexes which simple modelling studies, such as that considered here, cannot address
in a broader biological context. For example, why are the complexes highly conserved
across species as found with Fenna-Matthews-Olson in green sulphur bacteria which are
found at very different levels of environmental stress? Are these complexes optimised
for any one particular characteristic such as the rate of electronic energy transport
or robustness to damage, or are they optimised for some compromise between these
requirements? It seems likely that such broader questions can only be fully addressed
by a coherent strategy, incorporating both experimental biological and spectroscopic
studies, as well as computation.
7.4 Immediate research directions
Some of the (many) remaining questions involving the work reported in this thesis have
already been outlined, but, in general, these allude to some of the more far-reaching,
general questions being addressed. On more acute timescales, there are a number
of research directions currently being pursued, or likely to be pursued in the near-
future. Currently, there remains a gap in the literature regarding the plant sunscreen
constituents discussed in this thesis. Time-resolved gas-phase measurements remain
somewhat sparse, where resonant-two photon ionisation has revealed many properties
of these molecules,301 but there remains more work to be done. We have recently per-
formed time-resolved gas-phase measurements on the constituent methyl sinapate using
procedures proven successful with similar molecular systems,300,602 which, with the ad-
dition of TEAS measurements in cyclohexane, and complementary ab initio electronic
structure calculations, we hope to fill the gap in the literature.
Following on from this, we have conducted experiments to probe the suspected
trans–cis isomerism observed in sinapoyl malate. These experiments have taken novel
substituted sinapoyl malate molecules (Figure 7.3) which should increase the steric
hindrance around the aliphatic C=C bond, which in turn, should cause a significant
change in the observed dynamics. Preliminary results however suggest that there is little
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Figure 7.3 | Sinapoyl malate derivatives selected for study: (A) sinapoyl malate, (B) sinapoyl
L-dimethyl malate, (C) sinapoyl L-diethyl malate, and (D) sinapoyl L-ditertbutyl malate.
change to the lifetimes of the excited state processes, indicating that the isomerisation
pathway remains accessible, and competitive even with an increased steric hindrance
about the isomerisation dihedral reaction coordinate.
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Chapter 8
Appendices
8.1 Angular momentum
Two quantum numbers were introduced in Chapter 1, the magnetic angular momen-
tum, ml, and the orbital angular momentum, l. In this appendix, we formally introduce
angular momentum and quantise it to justify the label of angular momentum with re-
spect to these quantum numbers.11 Classically, the angular momentum, L, of a particle
is the vector multiplication of its position, r, and momentum, p,
L = r× p. (8.1)
Replacing each classical term with a corresponding quantum operator gives Lˆ = rˆ× pˆ
which means angular momentum can be expressed in terms of its Cartesian components
such that
Lˆ
2
= Lˆ
2
x + Lˆ
2
y + Lˆ
2
z Lˆx = yˆpˆz − zˆpˆy Lˆy = zˆpˆx − xˆpˆz Lˆz = xˆpˆy − yˆpˆx. (8.2)
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Writing these in component form gives a set of cyclic commutation relations[
Lˆx, Lˆy
]
= LˆxLˆy − LˆyLˆx
=
(
yˆpˆz − zˆpˆy
)
(zˆpˆx − xˆpˆz)− (zˆpˆx − xˆpˆz)
(
yˆpˆz − zˆpˆy
)
= yˆpˆz zˆpˆx −yˆpˆzxˆpˆz −zˆpˆyzˆpˆx + zˆpˆyxˆpˆz − zˆpˆxyˆpˆz +zˆpˆxzˆpˆy +xˆpˆzyˆpˆz − xˆpˆz zˆpˆy
= yˆpˆz zˆpˆx + zˆpˆyxˆpˆz − zˆpˆxyˆpˆz − xˆpˆz zˆpˆy
= yˆpˆx (pˆz zˆ − zˆpˆz) + xˆpˆy (zˆpˆz − pˆz zˆ)
=
(
xˆpˆy − yˆpˆx
)︸ ︷︷ ︸
Lˆz
(zˆpˆz − pˆz zˆ)︸ ︷︷ ︸
i~
= i~Lˆz.
(8.3)
Where we have used the commutation relations in Equation 1.4. Similarly, for each set
of possible commutation relation we can complete the set[
Lˆx, Lˆy
]
= i~Lˆz[
Lˆy, Lˆz
]
= i~Lˆx[
Lˆz, Lˆx
]
= i~Lˆy.
(8.4)
The other possible set of commutation relations surround that of total angular momen-
tum with its components. Consider first the commutation of total angular momentum
and the angular momentum in the z- direction[
Lˆ
2
, Lˆz
]
=
[
Lˆ
2
x, Lˆz
]
+
[
Lˆ
2
y, Lˆz
]
+
[
Lˆ
2
z, Lˆz
]
. (8.5)
Considering first the
[
Lˆ
2
x, Lˆz
]
term
[
Lˆ
2
x, Lˆz
]
= LˆxLˆxLˆz − LˆzLˆxLˆx
= Lˆx
(
−i~Lˆy + LˆzLˆx
)
−
(
i~Lˆy + LˆxLˆz
)
Lˆx
= −i~
(
LˆxLˆy + LˆyLˆx
)
.
(8.6)
In a similar fashion one can show[
Lˆ
2
y, Lˆz
]
= i~
(
LˆxLˆy + LˆyLˆx
)
[
Lˆ
2
z, Lˆz
]
= Lˆ
2
z − Lˆ
2
z = 0,
(8.7)
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which substituted into Equation 8.5 yields the result[
Lˆ
2
, Lˆx
]
=
[
Lˆ
2
, Lˆy
]
=
[
Lˆ
2
, Lˆz
]
= 0. (8.8)
Since only commuting operators allow a system to be simultaneously eigenstates of
both operators, this leads to two important results. The first is that two components
of angular momentum cannot be simultaneously known. However, one component, and
the total angular momentum can be known simultaneously.∗ Moving to understand the
eigenvalues and eigenfunctions of angular momentum, we revisit the classical equation
of angular momentum Equation 8.1. Replacing these classical terms for their quan-
tum mechanical operators (cf. postulate 3 and Equations 1.26 and 1.27), the angular
momentum operator is written as
Lˆ = −i~r×∇. (8.9)
This problem lends itself to spherical polar coordinates just as with the hydrogen atom,
using the same transformations, the angular momentum operator is†
Lˆ = −i~
(
φˆ
∂
∂θ
− 1
sin(θ)
θˆ
∂
∂φ
)
, (8.10)
where rˆ, ψˆ and θˆ are unit vectors in those coordinates. If one chooses the polar axis
to be along the z-direction, the zˆ unit vector is zˆ = cos(θ)rˆ − sin(θ)θˆ which means the
z-component of angular momentum is simply
Lˆz = zˆ · Lˆ = −i~ ∂
∂φ
. (8.11)
Turning attention to the total angular momentum, standard vector identities yield
Lˆ
2
= −~2rˆ · [∇× (rˆ×∇)] , (8.12)
which is
Lˆ
2
= −~2
[
1
sin(θ)
∂
∂θ
(
sin(θ)
∂
∂θ
)
+
1
sin2(θ)
∂2
∂φ2
]
. (8.13)
The similarities of the functional form of this operator should become obvious when
compared to the azimuth equation for the hydrogen atom, cf. Equation 1.63. The
∗As a convention, take the z-component with total angular momentum.
†For unit vectors rˆ, θˆ and φˆ, ∇ = rˆ ∂∂r + 1r θˆ ∂∂θ + 1sin(θ) φˆ ∂∂φ
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operator satisfies the following eigenvalue equation
Lˆ
2
Y ml (θ, φ) = l(l + 1)~2Y ml (θ, φ), (8.14)
where Y ml (θ, φ) are the aforementioned spherical harmonics, the eigenfunctions of Lˆ
2
,
yielding the eigenvalue of the total angular momentum operator l(l + 1)~2. Similarly
for the z-component of angular momentum
LˆzY
m
l (θ, φ) = m~Y ml (θ, φ), (8.15)
thus Y ml (θ, φ) are simultaneous eigenfunctions of Lˆ
2
and Lˆz, and the eigenvalue of Lˆz
is m~ where −l ≤ m ≤ l, as described for the solution to the zenith equation (cf.
Equation 1.65). This angular momentum, described by l and m quantum numbers is
referred to as orbital angular momentum, in order to differentiate it from spin angular
momentum, as discussed in Chapter 1.
Page 218 of 309
8.2 Variational theorem
One of the most widely used methods for estimating the energy of a system by ap-
proximating its wavefunction is using variational theory, specifically the Rayleigh-Ritz
method.1,3 The variational theorem states that for any trial wavefunction, Ψ, the expec-
tation value, E, of the Hamiltonian, Hˆ, is always greater than, or equal to, the lowest
energy eigenvalue of the Hamiltonian, E0,
E =
〈Ψ| Hˆ |Ψ〉
〈Ψ|Ψ〉 ≥ E0. (8.16)
This inequality only holds for the case where the trial wavefunction is identical to
the ground state wavefunction. This is quickly deduced by first considering the linear
expansion of the eigenstates of the Hamiltonian, Ψn,
Ψ =
∑
n
cnΨn, (8.17)
where cn are the usual expansion coefficients. Substituting this expansion into Equation
8.16, yields ∑
m,n
〈c∗mΨ∗m| Hˆ |cnΨn〉 − E0
∑
m,n
〈c∗mΨ∗m|cnΨn〉 ≥ 0, (8.18)
which, given the eigenstates are orthonormal (and are normalised), the inequality be-
comes ∑
n
c∗ncn (En − E0) ≥ 0. (8.19)
Since En ≥ E0 and |cn|2 ≥ 0, then
〈Ψ| Hˆ− E0 |Ψ〉 ≥ 0, (8.20)
and the variational theorem is recovered. Practically, quantum chemistry expands the
wavefunction using a basis set, with variable basis coefficients, exactly like Equation
8.17, except that Ψn are now the basis functions, and the coefficients cn, are now vari-
ational, which are optimised as such. This implementation of the variational theorem
is known as the Rayleigh-Ritz method. The solution to Equation 8.16 within this
framework satisfies
|Hij − ESij| = 0 (8.21)
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and ∑
i
ci (Hij − ESij) = 0 (8.22)
where Hij and Sij are the Hamiltonian and overlap matrix elements respectively. Thus,
during an optimisation, Equation 8.21 returns a set of n energy eigenvalues, the lowest
of which is used in Equation 8.22 to calculate the basis set coefficients.
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8.3 Ultrashort pulse generation
A 40 W continuous wave water cooled, gallium-aluminium-arsenide (GaAlAs) semicon-
ductor diode (Millennia Pro s-Series, Spectra-Physics, henceforth referred to as ‘Millen-
nia’) is used as an optical pump to the laser oscillator (Tsunami, Spectra-Physics, hence-
forth referred to as ‘Tsunami’). The diode produces a 808 nm continuous wave which
optically pumps a neodymium-doped yttrium vanadate (Nd3+:YVO4) gain medium to
the first excited state of a four-level population inversion. The Nd3+:YVO4 crystal is
thermally isolated from the rest of the laser head and is situated in the middle of the
lasing cavity, and is water cooled. The most probable lasing transition of this gain
medium is the ejection of a 1064 nm photon. The 1064 nm photons remain trapped in
a cavity between two high reflectivity cavity mirrors. Most the 1064 nm photons are
frequency doubled using a non-critically phased matched Lithium Triborate (LBO),
LiB3O5, crystal, producing 532 nm photons. The LBO crystal is situated in a tem-
perature regulated oven which maintains optimum conditions for the required phase
matching. The 532 nm photon passes through a dichroic mirror and exits the laser
cavity, whilst reflecting any 1064 nm photons and thus retaining them in the cavity to
initiate further SE. The final dichroic mirror also functions as an output coupler which
feeds back information about the uniformity of the laser output to the diode electronics
to regulate a consistent laser beam. A polariser is placed between the LBO crystal and
the output coupler to ensure the output laser beam is vertically polarised.
The 532 nm output of the Millennia is used to seed the Tsunami. The 532 nm beam
is transmitted through a Brewster window to ensure maximum transmission of a single
polarisation of light only whilst reflecting residual 1064 nm since it has the opposite
polarisation. A Ti:sapphire (Ti3+:Al2O3) crystal is situated between two spherical mir-
rors, the first of which functions to focus and pump the crystal with 532 nm, whereby
Ti:sapphire’s dominant transitions radiate a continuum of modes between 670 nm and
1000 nm, of which wavelengths around 800 nm are the most intense contribution. The
second spherical mirror focusses the continuum of modes back into the crystal to ini-
tiate SE. The continuum passes through a GVD compensation prism and is reflected
into a wavelength selector construction, using two dispersion prisms with a wavelength
selection slit in between. The central selected wavelength, 800 nm, passes a final GVD
compensation prism and travels through the Acousto-Optic Modulator (AOM) which
utilises a piezo-electric crystal modulated with a pure sine wave to reflect signals of
different wavelengths, such that the 800 nm transmission is maximised. This helps the
cavity to be primarily composed of 800 nm photons with a small bandwidth, typically
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Figure 8.1 | Schematic of the Millennia pump laser and Tsunami oscillator. The Millennia
produces 532 nm photons which optically pump the Ti:sapphire gain medium in the Tsunami.
The Tsunami produces 800 nm photons which seed the Spitfire CPA. See text for details.
a 40-50 nm FWHM. A cavity mirror reflects all light back into the cavity, with the
exception of a small percentage allowed to transmit through modulation by an optical
coupling element. A small fraction of this transmitted light is fed into a photodiode
through the use of a beam splitter. Together, the photodiode and AOM feed back into
the AOM driver electronics to optimise the mode locking in the laser cavity. The rest
of the transmitted light passes a final Brewster window ensuring the only output is the
800 nm pulses and no residual 532 nm. The repetition rate of the output train of pulses
is 82 MHz, controlled by the length of the cavity and the Kerr lens effect of the optical
coupling element leading to an output power of ∼300 mW.
A second pump laser (Empower-15, Spectra-Physics, henceforth referred to as ‘Em-
power’) optically pumps the Ti:sapphire crystal of the CPA (Spitfire Pro XP, Spectra-
Physics, henceforth referred to as ‘Spitfire’). The operation of the Empower is similar
to that of the Millennia with some subtle variations. A 15 W GaAlAs semiconductor
diode produces a 808 nm continuous wave which optically pumps a neodymium-doped
yttrium lithium fluoride (Nd3+:YLiF4) gain medium through a four-level population
inversion with two intense transitions, 1047 and 1053 nm, the latter is chosen as the
fundamental mode given its reduced tendency to exhibit thermal lensing. Nd3+:YLiF4
is chosen as the gain medium over Nd3+:YVO4 because it can produce higher powered
pulses at low repetition rates (<2 kHz), which, as described below, is required. Fre-
quency doubling to 527 nm is provided through the use of a LBO crystal. An AOM is
used to Q-switch pulses out of the laser cavity, that is, essentially ejecting a pulse with
Page 222 of 309
a defined repetition rate, set to 1 kHz. Q-switching allows the generation of intense
pulses by allowing the gain medium to be saturated before SE of 1053 nm photons is
induced, the AOM is then turned off, and the 1053 nm photons are allowed to trans-
verse the laser cavity and initiate SE in the saturated gain medium. The final variation
on the Millennia design is the addition of water cooling for the AOM and LBO crystal
as well as the Nd3+:YLiF4 crystal and the GaAlAs diode. The requirement for this
comes from the intense pulse energies in the Empower compared to those produced by
the Millennia.
The Spitfire’s Ti:sapphire gain medium is pumped by the 527 nm output of the
Empower. The 800 nm, 82 MHz, 300 mW output of the Tsunami is also fed into the
Spitfire. The 800 nm pulses are stretched temporally (chirped) using a splitting grating
(GVD+), reducing the peak intensity of each pulse. The reason for the introduction of
addition chirp is to protect the Ti:sapphire gain medium from the possible self focussing
effects of high peak intensity pulses, which would otherwise damage the crystal. The
pulses pass through a twisted periscope which rotates the polarisation of the pulses to
vertical. It is then reflected into the first Pockel cell (PC1) after passing a polarised
periscope. PC1 allows pulses to enter the cavity at a rate of 1 kHz, thus, 1 in every
8200 pulses enters the cavity per second. Upon the injection of one of these pulses, after
being horizontally polarised by PC1, it is transmitted through a Thin Film Polariser
(TFP) and a second Pockel cell, PC2, remains inactive and allows the pulse to pass
through to a quarter-wave plate (WPλ/4), circularly polarising it. It reflects off the
cavity mirror and passes the WPλ/4 leaving the pulses vertically polarised and are
therefore reflected off the TFP. PC2 is now turned on so that on each pass, the pulse
will remain vertically polarised since PC2 behaves as a WPλ/4. The pulse makes 12-
15 passes of the cavity to reach optimal amplification. Just before returning to PC2,
a signal is sent to deactivate both PC1 and PC2. When the amplified pulse reaches
the now inactive PC2, it is circularly polarised by the WPλ/4, reflected by the cavity
mirror, and passes WPλ/4 once more resulting in a horizontally polarised pulse, which
can be transmitted through the TFP. Since PC1 is now inactive, the amplified pulse
remains horizontally polarised, and these enters the regenerative stage via the TFP. In
the regenerative stage the amplified pulses are recompressed into ∼35 fs pulses using
a compression grating (GVD–). The output of the Spitfire is a 1 kHz, 800 nm pulse
train with a power of ∼3 W. For our use, 1 W of this output is used to seed an OPA,
1 W is sent into the solution phase table for WLG and, if required, second harmonic
generation of 400 nm pulses and third harmonic generation of 267 nm pulses which can
be used as a pump source. If other wavelengths are required for the pump pulses the
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Figure 8.2 | Schematic diagram of the Empower pump laser and Spitfire CPA. The Empower
produces 527 nm pulses which optically pumps the Ti:sapphire gain medium of the Spitfire.
800 nm seed pulses from the Tsunami are amplified in the Spitfire’s optical cavity and are
expelled at a repetition rate of 1 kHz. See text for details.
use of an OPA is usually required where high-order mixing is utilised.
Collinear travelling-wave OPA of WLC (TOPAS-C, Light Conversion, henceforth
referred to as ‘TOPAS’) is a commerical OPA used to produce laser pulses of variable
wavelengths (∼230–2100 nm) which can be used as a pump pulse for TAS experiments.
It is seeded by 1 W, 800 nm laser pulses output from the Spitfire. The 800 nm pulses
are horizontally polarised upon entering the TOPAS and are split by the BS, ∼90%
is directed towards the second power amplifier (PA2) stage as an amplifier, and the
rest is taken as a seed for the PA2 stage. The latter beam goes through two telescopic
lenses, two Brewster windows, an iris, and finally a lens before hitting a second beam
splitter. All optics between the two beam splitters are required to cut the beam to an
Figure 8.3 | Schematic diagram of the OPA, TOPAS, used to produce pulses of wavelengths
between ∼230–2100 nm. It is seeded by the 800 nm pulses from the Spitfire which are used
to produce a WLC and subsequently used to amplify the required wavelength. See text for
details.
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acceptable size for later non-linear optical processes. The lens has two functions; the
first is to focus the beam for WLG, the second is that it behaves as the first lens of
another telescope for the first power amplifier stage (PA1). The second beam splitter
directs ∼80% of the beam towards the far end of a dichroic mirror which reflects it into
a nonlinear crystal (Sapphire). The other ∼20% enters a computer controlled retro
reflector, called delay stage 1, passes a half wave plate (WPλ/2) into a sapphire window
for WLG. The WLC is focused and then stretched temporally by a lens and a dispersive
plate (GVD+) into the nonlinear crystal. Coupled with delay stage 1, this allows the
selection of a particular wavelength in the WLC to be amplified. PA1 occurs in the
nonlinear crystal with spatial overlap of the 800 nm split from the second BS. This first
amplified beam is left spatially dispersed and requires collimating which is achieved
using two telescopic lenses. Another dichroic mirror is used to transmit the PA1 beam
and reflect the PA2 800 nm seed into another nonlinear crystal which performs the final
amplification step. A second delay stage, delay stage 2 is present in the PA2 seed path
to allow optimal spatial overlap of the seed and the PA1 beam inside the nonlinear
crystal.
This concludes the generation of the 800 nm fundamental, used as the seed for the
WLC probe pulses and when required, higher-harmonic generation of the 800 nm pulses
can be used as the pump. The TOPAS can be used to produce pulses of wavelengths
between the range ∼230–2100 nm. All pulses have a duration of ∼50 fs. The 800 nm
beam and, when required, the TOPAS beam, enter the solution phase table where the
TEAS actually takes place.
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8.4 Electromagnetic radiation and its interaction
with media
8.4.1 Electromagnetic radiation in free space
The postulates of special relativity are:603,604
(i) The laws of physics remain unchanged in all inertial frames of reference.
(ii) The speed of light in a vacuum, c, is constant for all observers in any inertial
frame of reference.
Under the second postulate and working within a Minkowski space-time, and with a
standard metric signature of (+,−,−,−), the space-time interval, ds, can be written
as
(ds)2 = ct2 − x2 − y2 − z2 = ηαβdxαdxβ. (8.23)
An arbitrary set of space-time coordinates is described by the four-position contravari-
ant vector, xα = (ct, x, y, z), where standard tensor notation has been used e.g. α =
0, 1, 2, 3; x0 = ct, x1 = x, x2 = y and x3 = z, the speed of light in a vacuum is denoted
by c, and the Minkowski metric, ηαβ, has been introduced and given by604
ηαβ =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (8.24)
This is an equivalent analogue of the 3–D Euclidean distance in classical mechanics and
serves as an example of how other physical laws can be written within this framework.
Of particular importance are Maxwell’s equations of electromagnetism, which can be
elegantly derived in this formalism.
Any electric field, denoted E(r, t), can be written in terms of a electric scalar
potential, φ, and a magnetic vector potential, A(r, t), together written as the four-
potential Aµ
.
= (φ/c, A) and defining the electric and magnetic fields as:
E(r, t) = −∇φ− ∂A
∂t
=
3∑
i=0
−∂iA0 + ∂0Ai, (8.25)
where the four-gradient operator, ∂α =
(
∂
∂(ct)
,
∂
∂x
,
∂
∂y
,
∂
∂z
)
=
(
∂
∂x0
,
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
,
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follows from the definition of the four-position. Similarly, for an arbitrary magnetic field,
B(r, t), one can write:
B(r, t) = ∇×A, (8.26)
which satisfies the Lorentz invariance condition:605
∇ ·A + 1
c2
∂φ
∂t
= 0. (8.27)
A new four-vector is now introduced, the four-current, Jα = (cρ, Jx, Jy, Jz), simply
describing how some current varies spatially and temporally within the framework of
special relativity, specifically, that the equations which will be derived below, conform
to postulate (i). Given only these definitions, along with the condition that φ and A(r,
t) satisfy the Lorentz condition, the electromagnetic (Faraday) tensor, Fαβ, is defined
to be
Fαβ
.
= ∂αAβ − ∂βAα = −F βα, (8.28)
which, along with its dual contravariant tensor Fαβ, take the respective form
Fαβ =

0 −Ex/c −Ey/c −Ez/c
Ex/c 0 −Bz By
Ey/c Bz 0 −Bx
Ez/c −By Bx 0
 , (8.29)
and
Fαβ =

0 −Bx −By −Bz
Bx 0 Ez/c −Ey/c
By −Ez/c 0 Ex/c
Bz Ey/c −Ex/c 0
 , (8.30)
where Ex, Ey and Ez are the vector components of E(r,t) in the x, y and z dimensions
respectively, similarly for B(r,t). Given the electromagnetic tensor, Maxwell’s laws for
electromagnetic fields in free space can be obtained from the following tensor equations:
∂αF
αβ = µ0J
α (8.31)
∂αFαβ = 0. (8.32)
Considering Equation 8.31 first. Letting β = 0, and summing over the dummy index
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α, one obtains:
∂αF
α0 =
 
 
 ∂(0)
∂(ct)
+
∂(Ex/c)
∂x
+
∂(Ey/c)
∂y
+
∂(Ez/c)
∂z
= µ0cρ
∂(Ex)
∂x
+
∂(Ey)
∂y
+
∂(Ez)
∂z
= µ0c
2ρ
∇ · E = ρ
0
, (8.33)
which is Gauss’ Law for electric fields, also known as Maxwell’s first law. The relation,
c = 1√
(µ00)
is also used in this derivation, a relation which is later shown to originate
from the wave equation, where µ0 is the permeability of free space and 0 is the per-
mittivity of free space. This law states that the net flux through a closed surface is
proportional to the net electric charged enclosed in that surface.
Letting β = 1, 2, 3 and once again summing over the dummy index α, Equation 8.31
leads to:
β = 1 :
∂(−Ex)/c
∂(ct)
+
 
 
 ∂(0)
∂(x)
+
∂(Bz)
∂(y)
+
∂(−By)
∂(z)
+ . . .
β = 2 : . . .
∂(−Ey)/c
∂(ct)
+
∂(−Bz)
∂(x)
+
 
 
 ∂(0)
∂(y)
+
∂(Bx)
∂(z)
+ . . .
β = 3 : . . .
∂(−Ez)/c
∂(ct)
+
∂(By)
∂(x)
+
∂(−Bx)
∂(y)
+
 
 
 ∂(0)
∂(z)
= µ0Jx + µ0Jy + µ0Jz
(
∂Bz
∂y
− ∂By
∂z
)
xˆ+
(
∂Bx
∂z
− ∂Bz
∂x
)
yˆ +
(
∂By
∂x
− ∂Bx
∂y
)
zˆ = µ0J +
1
c2
∂E
∂t
∇×B = µ0J + µ00∂E
∂t
, (8.34)
where xˆ, yˆ and zˆ are unit vectors in the x, y and z dimensions respectively. This is the
Ampe`re-Maxwell law, also referred to Maxwell’s third law.
Now turning to the second tensor equation, Equation 8.32, taking β = 0 and sum-
ming over α:
 
 
 ∂(0)
∂(ct)
+
∂Bx
∂x
+
∂By
∂y
+
∂Bz
∂z
= 0 (8.35)
∇ ·B = 0, (8.36)
which is Gauss’ Law for magnetic fields, also referred to Maxwell’s second law. Analo-
gously to Maxwell’s first law, this law states that the net magnetic flux through a closed
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surface is always zero, which, with the absence of evidence of magnetic monopoles re-
mains zero.‡ Analogously for the derivation of Maxwell’s third law, consider Equation
8.32 with β = 1, 2, 3:
β = 1 :
∂(−Bx)
∂(ct)
+
 
 
 ∂(0)
∂(x)
+
∂(−Ez/c)
∂(y)
+
∂(Ey/c)
∂(z)
+ . . .
β = 2 : . . .
∂(−By)
∂(ct)
+
∂(Ez/c)
∂(x)
+
 
 
 ∂(0)
∂(y)
+
∂(−Ex/c)
∂(z)
+ . . .
β = 3 : . . .
∂(−Bz)
∂(ct)
+
∂(−Ey/c)
∂(x)
+
∂(Ex/c)
∂(y)
+
 
 
 ∂(0)
∂(z)
= 0,
−
(
∂Ey
∂z
− ∂Ez
∂y
)
xˆ−
(
∂Ez
∂x
− ∂Ex
∂z
)
yˆ −
(
∂Ex
∂y
− ∂Ey
∂x
)
zˆ =
(
∂Bx
∂t
+
∂By
∂t
+
∂Bz
∂t
)
∇× E = −∂B
∂t
, (8.37)
which is Faraday’s Law of electromagnetic induction, referred to as Maxwell’s fourth
Law. This law states that a time-varying magnetic field can produce an electric field
and vice versa.§
Taking the curl of Equation 8.34 and Equation 8.37 for a vacuum (i.e. ρ = J = 0):
∇2E = µ00∂
2E
∂t2
−→ E(r, t) = E0ei(k·r−ωt) + c.c, (8.38)
and,
∇2B = µ00∂
2B
∂t2
−→ B(r, t) = B0ei(k·r−ωt) + c.c, (8.39)
which are solutions to the general wave equation,605 which therefore means that the
quantity µ00 is equal to the reciprocal speed the fields travel at, denoted as c, i.e.
c = 1√
(µ00)
, thus justifying the use of this relation used in the derivation of Equation
8.33. Solutions to these wave equations take the form of plane waves, where c.c denotes
the complex conjugate, and E0 and B0 are the electric and magnetic field amplitudes
respectively. k is the wave number defined in terms of a wave’s wavelength λ where
k =
2pi
λ
and ω is related to the wave’s frequency ν, where ω = 2piν, called the angular
frequency. These solutions demonstrate fundamental properties of the waves governed
‡Indeed, if magnetic monopoles are discovered, Maxwell’s second law can be written as ∇·B = µ0η,
where η is the total magnetic charge density in the closed surface.
§Similarly, this law can be modified to include the contribution to the generated electric field from
the presence of a magnetic current density η such that ∇× E = −µ0η − ∂B
∂t
. For completeness, the
Lorentz force experienced on a electrically charged, qe, and magnetically charged, qm particle with
velocity, v is F = qe (E+ v ×B) + qm
(
B− v × Ec2
)
.
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Figure 8.4 | The solutions of Maxwell’s equations for free space are plane waves. Both
the electric field E(y,t) and the magnetic field B(z,t) are orthogonal to the direction of
propagation x as well as being orthogonal to one another. The wavelength has also been
defined as λ. (left): A linear-horizontally polarised, E(y,t) waveform. (middle): A linear-
vertically polarised waveform, E(z,t). (right): A circularly polarised waveform from the
superposition of two linearly polarised waves, E(r,t).
by the wave equation. The first is that substituting the solutions into the respective
Maxwell equation for divergence in free space, i.e. ∇ · E = 0 and ∇ · B = 0 are only
simultaneously satisfied for all positions at all times if and only if k · E = k · B = 0
which is true only if electric and magnetic fields exist in perpendicular planes to the
direction of propagation. From Maxwell’s third and fourth laws, the curl of one field
is equal to the time derivative of the other field which demonstrates that electric and
magnetic fields exist in orthongonal planes to one another. Finally, these solutions
obey the superposition principle allowing linear combination of solutions also satisfy
the wave equation, and thus, are also solutions to Maxwell’s equations.¶ The solutions
to Maxwell’s equation are depicted in Figure 8.4.
The above holds true for electromagnetic fields in free space, i.e. a vacuum, as there
are no atoms in the medium to interact with an applied electric or magnetic field. When
there are atoms present i.e. any media other than a vacuum, charges are perturbed by
an external field such as a propagating electromagnetic field which modifies the local
electric and magnetic fields inside the medium. Since all measurements, at some point,
will not be in vacuo, whether there are mirrors and lenses, a spectrometer and fibre
optics, or even air, Maxwell’s equations as given above will not hold in general and
must be modified to account for the type of propagation medium.
¶In general, one or more waves (F (x1), F (x2) . . . F (xn)) satisfy the superposition principle if:
F (x1) + F (x2) = F (x1 + x2) Principle of additivity (8.40)
F (ax) = aF (x) Principle of homogeneity. (8.41)
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8.4.2 Electromagnetic radiation in media
For any medium which contains atoms, there will be some electric and magnetic field
associated with them. These fields become perturbed when a electromagnetic wave
propagates through the medium, which in turn, alters the propagation of the wave.
Often these perturbations are linearly proportional to the applied field with nonlinear
effects being negligible for most radiation, but for laser pulses whose E(r,t) and B(r,t)
fields are very intense, nonlinear effects become important. Throughout this thesis, we
only consider nonlinear perturbations with respect to electric fields. The reason for this
is that the nonlinear magnetic susceptibility of the materials utilised in this work are
negligible and thus any perturbations are essentially zero.
We introduce a new vector, P(r,t), the polarisation of a medium. This is defined as
the infinitesimally small change in the electric dipole moment, dp, per unit volume of
medium, dV , i.e.
P(r, t)
.
=
dp
dV
. (8.42)
The first constitutive equation can now be defined; the displacement field D(r,t) for a
polarisable medium is given by
D(r, t)
.
= 0E(r, t) + P(r, t), (8.43)
which captures the effects of local changes in the electric field of a medium in response
to the applied external electric field, E(r,t). The second constitutive equation may be
defined in a similar fashion using a magnetising field, H(r,t),
H(r, t)
.
=
1
µ0
B(r, t) + M(r, t), (8.44)
where M(r,t) is the magnetisation of the medium. For a nonmagnetic material, M(r,t)
= 0 resulting in the simple linear relationship of H(r, t) =
1
µ0
B(r, t). These constitutive
relations can be substituted into Maxwell equations for electromagnetic radiation in free
space to describe the propagation of radiation in a medium, cf. Equation 8.33, Equation
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8.36, Equation 8.34 and Equation 8.37,
∇ ·D = ρ (8.45)
∇ ·H = 0 (8.46)
∇× E = −µ0∂H
∂t
(8.47)
∇×H = ∂D
∂t
+ J, (8.48)
which describes radiation propagating through polarisable, nonmagnetic media as
∇2E + 1
c2
∂2E
∂t2
= − 1
0c2
∂2P
∂t2
, (8.49)
with a corresponding magnetic field related via Equation 8.47. The functional form
of a material’s polarisation vector can lead to a myriad of optical phenomena and
needs to be calculated in order to solve the wave equation given in Equation 8.49.
Generally, the polarisation vector can be written as a Taylor expansion about the linear
relationship between the polarisation vector and the applied electric field strength,
P(r,t) = 0χ
(1)E(r,t), where χ(1) is the electric susceptibility of the material. This
assumption holds if the nonlinear effects of the applied electric field weakly perturbs
the material’s polarisation away from a linear response, which is usually a reasonable
approximation, even for ultrashort laser pulses. Therefore, P(r,t) can be written as
P(r, t) = 0χ
(1)E︸ ︷︷ ︸
P(1)
+ 0χ
(2)E2︸ ︷︷ ︸
P(2)
+ 0χ
(3)E3︸ ︷︷ ︸
P(3)
+ · · · =
∞∑
n=1
0χ
(n)En︸ ︷︷ ︸
P(n)
, (8.50)
where χ(n) is the nth order electric susceptibility and P(n) is the nth order contribution
to the total polarisation vector.‖ Thus electromagnetic radiation propagating in a
polarisable medium can be readily approximated by Equation 8.50 and the resulting
nonlinear optical processes can be derived.
‖It should be noted that this is true only when P(r,t) and E(r,t) are taken to be scalar quantities
which is sufficient for the characterisation of the optical phenomena discussed in this thesis. In reality
however, χ(n) is a tensor (n+ 1)-rank tensor giving
P(r, t) = 0
n∑
i=1
∑
j
χ
(1)
ij Ej +
∑
jk
χ
(2)
ijkEjEk +
∑
jkl
χ
(3)
ijklEjEkEl + . . .
 .
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8.4.3 Nonlinear optical phenomena
For an electromagnetic wave of the form Equation 8.38 which comprises of two distinct
frequencies, propagating through a medium which responds quadratically to the wave’s
electric field, i.e. P(2), the polarisation vector for some medium can be written as
P(2) = 0χ
(2)
(
E1e
i(k1·r−ω1t) + E2ei(k2·r−ω2t) + c.c
)2
, (8.51)
which simplifies to:
P(2) = 0χ
(2)
[ SHG︷ ︸︸ ︷
E21e
−i2ω1tei2k1·r +
SHG︷ ︸︸ ︷
E22e
−i2ω2tei2k2·r +
SFG︷ ︸︸ ︷
2E1E2e
−i(ω1+ω2)tei(k1+k2)·r . . .
+ 2E1E
∗
2e
−i(ω1−ω2)tei(k1−k2)·r︸ ︷︷ ︸
DFG
+ 2 (E1E
∗
1 + E2E
∗
2)︸ ︷︷ ︸
OR
]
.
(8.52)
Each of the labelled contributions to the quadratic polarisation vector correspond to
specific optical phenomena (SHG, SFG, DFG and OR).
Second Harmonic Generation (SHG). The contribution to the nonlinear polarisation
of E21e
−i2ω1tei2k1·r describes a frequency component oscillating at twice the rate of the
ω1 component of the incident wave. Identically this is seen for the ω2 component
contributing E22e
−i2ω2tei2k2·r to the polarisation vector. These terms therefore describe
the generation of radiation with frequency components of 2ω1 and 2ω2 cf. Equation
8.51, which are the second harmonics on the incident frequency components ω1 and ω2
respectively.
Sum Frequency Generation (SFG). The contribution of 2E1E2e
−i(ω1+ω2)tei(k1+k2)·r to
the nonlinear polarisation describes the generation of a frequency component oscillating
at the sum of the two distinct incident frequency components i.e. ω1 + ω2. Therefore
SHG described above is simply a special case of SFG with the condition ω1 = ω2. A
similar phenomena is described as the time reversal of SFG, so called Optical Parametric
Generation (OPG), see Figure 8.5. In OPG, one photon is converted into two photons
of lower frequency, with energy conserved.
Difference Frequency Generation (DFG). The contribution of 2E1E
∗
2e
−i(ω1−ω2)tei(k1−k2)·r
to the nonlinear polarisation describes the generation of a frequency component oscil-
lating at the difference of two distinct incident frequency components i.e. ω1 − ω2.
Optical Rectification (OR). The final contribution 2 (E1E
∗
1 + E2E
∗
2) to the nonlinear
polarisation corresponds to a static polarisation density which sets up a direct current
voltage across the surface of the nonlinear medium, perpendicular to the propagation of
the radiation. This optical phenomena is often exploited in terahertz pulse generation,
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but is not used in this work.
Using an identical procedure for the cubic response to an propagating electromag-
netic wave, i.e. P(3), with three distinct frequency components, ω1, ω2 and ω3, the
polarisation vector may be calculated to be
P(3) = 0χ
(3)
(
E1e
i(k1·r−ω1t) + E2ei(k2·r−ω2t) + E3ei(k3·r−ω3t) + c.c
)3
, (8.53)
which, when expanded, is
P(3) = 0χ
(3)
[
(3E1E
∗
1 + 6E2E
∗
2 + 6E3E
∗
3) E1e
i(k1·r−ω1t) + (6E1E∗1 + 3E2E
∗
2 + 6E3E
∗
3) E2e
i(k2·r−ω2t)+
(6E1E
∗
1 + 6E2E
∗
2 + 3E3E
∗
3) E3e
i(k3·r−ω3t) + E31e
3i(k1·r−ω1t) + E32e
3i(k2·r−ω2t) + E33e
3i(k3·r−ω3t)+
6E1E2E3e
i((k1+k2+k3)·r−(ω1+ω2+ω3)t) + 6E1E2E∗3e
i((k1+k2−k3)·r−(ω1+ω2−ω3)t)+
6E1E3E
∗
2e
i((k1+k3−k2)·r−(ω1+ω3−ω2)t) + 6E2E3E∗1e
i((k2+k3−k1)·r−(ω2+ω3−ω1)t)+
3E21E2e
i((2k1+k2)·r−(2ω1+ω2)t) + 3E21E3e
i((2k1+k3)·r−(2ω1+ω3)t) + 3E22E1e
i((2k2+k1)·r−(2ω2+ω1)t)+
3E22E3e
i((2k2+k3)·r−(2ω2+ω3)t) + 3E23E1e
i((2k3+k1)·r−(2ω3+ω1)t) + 3E23E2e
i((2k3+k2)·r−(2ω3+ω2)t)+
3E21E
∗
2e
i((2k1−k2)·r−(2ω1−ω2)t) + 3E21E
∗
3e
i((2k1−k3)·r−(2ω1−ω3)t) + 3E22E
∗
1e
i((2k2−k1)·r−(2ω2−ω1)t)+
3E22E
∗
3e
i((2k2−k3)·r−(2ω2−ω3)t) + 3E23E
∗
1e
i((2k3−k1)·r−(2ω3−ω1)t) + 3E23E
∗
2e
i((2k3−k2)·r−(2ω3−ω2)t)
]
.
(8.54)
For this general case, third order nonlinear optical phenomena may be derived, four of
these processes in particular are important in this thesis.∗∗
Third Harmonic Generation (THG). The three terms highlighted in blue, for which
ωi = ω1, ω2 and ω3 respectively, each contributes E
3
i e
3i(ki·r−ωit) to the polarisation
vector P(3). These terms describe a resultant wave which oscillates at three times the
frequency of the distinct components of the incident wave, i.e. ω = 3ω1, ω = 3ω2 or
ω = 3ω3 respectively, referred to as third harmonic generation.
Three-wave sum frequency generation. Analogously to SFG described previously, the
component of the polarisation vector highlighted in red, 6E1E2E3e
i((k1+k2+k3)·r−(ω1+ω2+ω3)t),
corresponds to a resultant wave which oscillates at the sum of the three distinct fre-
quency components of the incident wave, i.e. ω = ω1 + ω2 + ω3. Thus THG is a special
case of this process with ω1 = ω2 = ω3. An important application of this process is
optical parametric amplification, distinct from OPG in that an additional frequency
component equal to that which is required is supplied as a weak incident wave, subse-
quently amplifying that component, rendering OPA an ideal alternative to OPG when
applicable.
Three-wave difference frequency generation. Similarly, the contributions to P(3),
∗∗The terms which are not described involve the sum frequency or difference frequency generation
of a wave from the second harmonic of one incident frequency with the fundamental of another, i.e.
3E2iE
∗
je
i((2ki±kj)·r+(2ωi±ωj)t), where i and j = [1, 2, 3]
⋂
i 6= j; sgn(kj) = sgn(ωj) for which there are
12 unique permutations.
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χ(2)
ω1
ω2
ω3 = ω1 + ω2
ω1
ω2
ω3
(A) Sum frequency generation
χ(2)
ω1
ω2
ω3 = ω1 − ω2
ω1
ω2
ω3
(B) Difference frequency generation
χ(2)
ω1
ω2
ω3 = ω1 + ω2
ω2
ω1
ω2
ω3
(C) Optical parametric generation, oscillation and amplification
χ(3)
ω3
ω2
ω1 ω4 = ω1 + ω2 + ω3
ω1
ω2
ω3
ω4
(D) Four wave mixing sum frequency generation
χ(3)
ω3
ω2
ω1 ω4 = ω1 + ω3 − ω2
ω1
ω2ω3
ω4
(E) Four wave mixing difference frequency generation
Figure 8.5 | (A–C) Summary of the general second order nonlinear optical phenomena.
Second harmonic generation is the special case of sum frequency generation with the condition
ω1 = ω2. Optical parametric generation can be used with resonate cavity mirrors, called
optical parametric oscillation or with an addition signal pump (ω2) to increase the gain of
that frequency, called optical parametric amplification. (D–E) Two examples of four wave
mixing processes from third order nonlinear susceptibility.
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highlighted in violet, 6E1E2E
∗
3e
i((k1+k2−k3)·r−(ω1+ω2−ω3)t), 6E1E3E∗2e
i((k1+k3−k2)·r−(ω1+ω3−ω2)t)
and 6E2E3E
∗
1e
i((k2+k3−k1)·r−(ω2+ω3−ω1)t), i.e. the three unique permutations of the sub-
traction of one frequency component from the other two, describes a resultant wave
with frequency ω = ωi + ωj − ωk, where i = j = k = [1, 2, 3]
⋂
i 6= j 6= k. These three
third order processes are summarised in Figure 8.5.
Finally, the first three terms of Equation 8.54 which are highlighted in green, and
which take the form (aE1E
∗
1 + bE2E
∗
2 + cE3E
∗
3) Eje
i(kj ·r−ωjt) with ωj = ω1 with a = 3,
b = c = 6 or ωj = ω2 with b = 3, a = c = 6 or ωj = ω3 with c = 3, a = b = 6 describe
a resultant wave with the same frequency components as the incident wave. These
terms are attributed to a self focussing effect which modulates the incident wave in the
medium. Self focussing is a subset of optical properties attributed to the optical Kerr
effect which is discussed in the next section. All the processes described thus far are
key examples of parametric processes, that is, there is no net change to the quantum
state of the medium the process is occurring in. Conversely nonparametric processes do
not conserve the quantum state of the medium, prominent examples being two-photon
absorption (or indeed any multi-photon absorption event) and saturable absorption.
Throughout this thesis all nonlinear optical processes utilised are parametric unless
otherwise stated.
8.4.4 The optical Kerr effect and its manifestations
The optical Kerr effect is the observation that the electric field of an electromagnetic
wave travelling through a medium increases the nonlinear refractive index in that
medium. This occurs for any medium, with the magnitude of the effect depending
on the intensity of the propagating electromagnetic wave, and the third order suscep-
tibility, χ(3), of the medium.
Considering the case of an electromagnetic wave with three distinct frequency com-
ponents, with a electric susceptibility to the 3rd order,†† i.e. χ = χ(1) + χ(3), and using
††In the ensuing description it is clear that the contribution (if any) of χ(2) to the total susceptibility
does not factor into the optical Kerr effect. Furthermore, since all media have a component of χ(3)
(albeit to varying degrees), all media can exhibit the optical Kerr effect.
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the result of Equation 8.54, the polarisation vector may can be written as
P = 0
(
χ(1) + χ(3)
) (
E1e
i(k1·r−ω1t) + E2ei(k2·r−ω2t) + E3ei(k3·r−ω3t) + c.c
)3
= 0χ
(1)E(r, t) +
3E1E
∗
1 6E1E
∗
1 6E1E
∗
1
6E2E
∗
2 3E2E
∗
2 6E2E
∗
2
6E3E
∗
3 6E3E
∗
3 3E3E
∗
3
 ·
E1e
i(k1·r−ω1t)
E2e
i(k2·r−ω2t)
E3e
i(k3·r−ω3t)
+ . . .
= 0χ
(1)E(r, t) + χ(3)I× E(r, t) + . . .
= 0
(
χ(1) + χ(3)I
)
E(r, t) + . . . ,
(8.55)
where we have introduced for simplicity a matrix I whose elements are simply intensities.
The ‘. . . ’ represents the other terms of this expansion, as given in Equation 8.54, but
correspond to the processes described in Figure 8.5. This shows the total susceptibility
as the sum of a linear term, χL = χ
(1), and a nonlinear term, χNL = χ
(3)I. It is more
convenient to consider the susceptibility in terms of the refractive index of the medium,
n, which are related through the expression
n = (1 + χ)
1
2 = (1 + χL + χNL)
1
2 ≈ (1 + χL)
(
1 +
1
2 (1 + χL)
χNL
)
, (8.56)
by Taylor expanding under the approximation of χNL  1 + χL, which, substituting
the expressions of χL and χNL into the above yields
n =
(
1 + χ(1)
)
+
χ(3)I
2 (1 + χ(1))
= n0 + n2I. (8.57)
Thus the first three terms of the third order polarisation vector contribute to an non-
linear refractive index term which depends quadratically on the applied electric field.
In general, this nonlinear refractive index is referred to as the optical Kerr effect. Since
intensity and thus the applied electric field depends on the spatial coordinates of the
wave in the medium, as well as the time-dependent amplitude, the optical Kerr effects
manifests in both space and time dimensions. Such effects are typically called ‘self ac-
tions’ because the electromagnetic radiation causes a change in the medium’s refractive
index, which subsequently alters the propagation of the wave. The self actions which
are most important to the concepts in this thesis are qualitatively discussed below.
Self focussing. Since the refractive index of the medium can be modulated by the
intensity of the electromagnetic radiation applied, a laser pulse will create localised
changes to the medium’s refractive index since its intensity profile is not constant
through space. As such, for a positive nonlinear refractive index, and an intensity
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(ii)
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n2 > 0
Figure 8.6 | The optical Kerr effect results from the nonlinear refractive index induced by
the electric field, E, of an incident electromagnetic wave. For a Gaussian beam as depicted,
the nonlinear refractive index (blue line) increases proportional to |E|2. (i) Self focussing due
to a non-zero n2 if unsuppressed leads to a single focal point for the incident wave inside of the
medium. (ii) In reality, self focussing induces the production of free electrons from the medium
which reduces the refractive index, in proportion to the strength of self focussing. These two
processes reach an equilibrium which allows the incident waves to propagate through the
medium, called self trapping. (iii) In the case of high incident power, the beam may split into
multiple beams, each of which undergoes self trapping proportional to the local n2 in that
region. This processes is referred to as multi beam filamentation. The result of this process is
also shown in the colour maps (bottom; colour represents intensity), left is the initial Gaussian
beam, right is the resultant beam after multi beam filamentation.
profile of say a Gaussian pulse, the pulse will alter the refractive index more in regions
of greater intensity, thus the beam will self focus inside the medium (Figure 8.6). This
effect has important implications for the generation of supercontinua where intense,
focussed light is required for initiation.
Self trapping. A pure self focussing effect will in principle cause the beam to focus
into a single point. However, as self focussing increased, which causes an increased
wave intensity in the medium, multi-photon effects inside the medium rapidly become
more probable. This causes free electrons to be released which contribute negatively
to the refractive index, thus, reduces the net self focussing effect. Self focussing and
multi-photon effects eventually reach an equilibrium which allows the beam to continue
propagating through the medium without being focussed into a single point, referred
to as self trapping.
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Multi-beam filamentation. If the power of the incident electromagnetic radiation is
particular large (much larger than the power threshold for self focussing) it is possible
that the incident beam will quasi-randomly split into multiple beams due to four wave
mixing processes, or any inhomogeneities in the beam wave front. Each of these split
beams are referred to as filaments, each of which can undergo self action processes.
This has the effect of causing an inhomogeneous intensity profile across the medium.
This effect is also important in the generation of supercontinua, whereby a single beam
splitting into multiple beams which undergo self action processes all to varied degrees
results in a larger total spectral broadening.
Self focussing, self trapping and multi-beam filamentation are all spatial manifesta-
tions of the optical Kerr effect, summarised in Figure 8.6. Temporally, the optical Kerr
effect predominantly manifests as a process called self phase modulation.
Self Phase Modulation (SPM). This process describes an induced change in an
incident wave’s phase by the nonlinear refractive index. It is most readily understood
by considering a wave of the form Equation 8.4 travelling in the x direction, which
passes through some length of media, L.
E(r, t) = E0e
i(k·r−ω0t) + c.c .= E(x, t) = E0eiφ0 + c.c, (8.58)
where we have defined a initial phase term, φ0 = k · x − ω0t. The forward travelling
wave upon entering the medium experiences a phase change due to the time dependent
wave intensity, I(t). If the wave travels through the medium between x = 0 and x = L,
see Figure 8.7, the outgoing wave now has a phase φL = knoL + kn2IL − ωot, thus a
change in phase occurs, ∆φ = φL − φ0, leading to a modulated frequency:
ω = −∂(∆φ)
∂t
= ω0 − n2ω0
c
L
∂I
∂t
. (8.59)
Thus a non-zero, positive n2 leads the forward travelling wave to red shift in frequency,
often referred to as Stokes broadening, and the trailing wave to blue shift in frequency,
referred to as anti-Stokes broadening. This simple model of SPM however assumes an
instantaneous response of the medium and thus of n2 as well. This leads to the phase
modulation of ∆φ being proportional to the variation in intensity, which is generally
not true. Typically a medium’s finite response time can lead to an asymmetrical phase
modulation resulting in an asymmetrical broadening about ωo, thus an asymmetrical
Stokes anti-Stokes shift. An important note is that this asymmetry typically favours
anti-Stokes shifting, explained qualitatively by another self-action effect, self steepening.
Self steepening. This is the observation that the intensity maxima of a pulse can
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Figure 8.7 | (left): SPM of an incident 800 nm Gaussian pulse in a nonlinear positive n2
medium. Above the critical power threshold for that medium, the initial beam can undergo
Stokes- and anti-Stokes shifting, broadening the pulse and forming a supercontinuum. (right ;
top): The time-averaged intensity of the Gaussian pulse (black line of (A)). (bottom): The
frequency shift experienced, proportional to the derivative of the intensity (Equation 8.59).
shift temporally (Figure 8.8). This reason for this is that the time dependant intensity
of the incident pulse causes an intensity dependant group velocity of the pulse.
vg
.
=
∂ω
∂k
=
c
n(I) + ω
∂n
∂ω
. (8.60)
As depicted in Figure 8.8, the high intensity regions of the pulse will result in a larger
refractive index. From Equation 8.60, this means that the high intensity regions will
have a lower group velocity than the rest of the pulse. For a Gaussian pulse, the
intensity maxima will therefore travel slower than its ‘wings’. Over time, this causes
the intensity maximum to shift towards the trailing edge of the pulse, referred to as self
steepening, depicted in Figure 8.7. This simple model of SPM qualitatively captures
the salient phenomena required in this thesis. The most important result from this
model is the broadening of the incident beam. Broadening about the initial frequency,
ω0 generates a multitude of other frequencies. In the case of this thesis, this phenomena
is seen in the generation of a white light continuum, where an initial 800 nm beam is
spectrally broadened to contain frequencies between ∼300 nm and ∼1000 nm.
8.4.5 Phase matching
An important consideration which has not been discussed so far is the requirement
of phase matching. Throughout this section, the wave vector of the incident wave(s)
has been left simply as k1, k2 . . . etc. since the existence of all the discussed optical
phenomena can be described by considering the resultant frequency of the wave(s). In
Page 240 of 309
x
I
x0x1x2x3
t0t1t2t3t
Figure 8.8 | A representative example of the self steepening effect of a Gaussian pulse in
a n2 > 0 medium. Over time, t0, t1 . . . t3, the intensity maximum moves further into the
tail-end of the pulse, x0, x1 . . . x3.
reality, these phenomena will only occur with appreciable probability if the incident
waves are phase matched, which simply means the vector sum of all the incident wave
vectors (kin) minus the vector sum of wave vectors of any resultant waves, kout, in an
optical phenomena must sum to zero, i.e. a statement of the conservation of momentum:
∆k =
∑
i
kini −
∑
j
koutj = 0, (8.61)
for perfect phase matching. The smaller the phase mismatch, ∆k, in an optical process
the more efficiently the process will occur with. Experimentally this is vital to produce
intense, good quality, stable beams to use. Many OPAs use phase matching to pro-
duce tunable outputs by phase matching different parts of a supercontinuum with an
amplification beam Figure 8.9.
Phase matching can be achieved in many different ways, the most common being
k1 k2
k3
Collinear Type I
k1 k2
k3
Collinear Type II
k1 k2
kg
k3
Quasi
k1 k2
k3
Noncollinear Type IV
Figure 8.9 | Common phase matching schemes. The ‘type’ is the nomenclature that refers
to the polarisation planes in which incident and resultant waves are relative to the crystal.
Quasi-phase matching is achieved through the additional wave vector provided by the grating
of the fabricated medium.
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with the use of birefringent crystals such as β-barium borate through angle tuning,
the rotation of the crystal relative to the polarisation of the incident wave, or through
temperature tuning, where different crystal temperatures result in varied refractive in-
dices. Quasi phase matching is another option if the birefringence of a crystal is not
enough to compensate for dispersion. In this case, a medium (usually a ferromagnetic)
is fabricated to contain periodic (∼10 µm) inhomogeneities which can help compensate
dispersion to achieve better phase matching, through the addition of a grating vec-
tor, kg. Collinear or noncollinear beams can be used for such phase matching schemes
depending on the experimental requirement, the most common of which are diagram-
matically shown in Figure 8.9.
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8.5 243 nm TEAS solvent-only measurements
As discussed in the main text (Section 4.1.7), three exponential fitting functions were
required to describe the experimental TAS (Figure 8.10(B) and Figure 8.10(C)). One of
these is attributed to the solvent response at 243 nm photoexcitation. Solvent only scans
are performed and dynamics extracted through an identical global fitting procedure.
The TAS (Figure 8.10(A)) reveals a lifetime of τ ∼400 ps for cyclohexane, and τ ∼3 ns
for methanol.
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Figure 8.10 | Global fitting of the 243 nm photoexcitation solvent response. (A) Cyclohexane
and residual fit (B). (C) Methanol and its residual fit (D). Lifetimes extracted are ∼400 ps
and ∼3 ns for cyclohexane and methanol respectively, excluding early time delays ∆t < 1 ps
and ∆t < 1.5 ps for cyclohexane and methanol respectively.
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8.6 EHT electronic structure calculations
For all calculations, default convergence criteria were used, except for the geometry
optimisation of the S1 geometry where a relaxed criteria of 10
−4 Hartrees in energy
was used due to convergence difficulties. The first twenty-five excited states and their
corresponding oscillator strengths are given for the initial photoexcitation, see Table
8.1.
Table 8.1: The first 25 singlet excited states calculated at the ground state geometry. Those
in bold correspond to those considered in Figure 4.26.
n Wavelength / nm Oscillator Strength
1 395.10 0.00563
2 389.25 0.06531
3 383.50 0.10109
4 363.79 0.47845
5 362.94 0.22678
6 356.06 0.22312
7 335.92 0.000026
8 335.19 0.000080
9 332.35 0.03623
10 331.81 0.03242
11 331.43 0.28013
12 329.89 0.02332
13 329.57 0.00024
14 318.89 1.13712
15 309.51 0.03591
16 306.50 0.02438
17 305.12 0.00881
18 304.76 0.00359
19 303.13 0.00178
20 302.87 0.01315
21 301.19 0.000065
22 301.10 0.00022
23 300.87 0.00115
24 299.62 0.00810
25 298.11 0.00620
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8.7 TEAS measurements of sinapic acid in ACN
For SA-ACN (Figure 8.11(A)), the TAS is dominated by four features. Firstly, an
intense absorption centred at ∼420 nm which decays away to the baseline by ∼50
ps. Secondly there is a broad absorption spanning the spectral region ∼420–650 nm.
Thirdly, a negative signal is observed below ∼350 nm. Finally, a strong negative signal
centred around ∼460 nm. These features are discussed in Chapter 5.1.3.
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Figure 8.11 | (A) Raw TAS following 323 nm photoexcitation of SA-ACN. (B) Residual of
the global fitting and the raw data. (C) ASE of extracted lifetimes. (D) Selected spectra at
given ∆t. (E) Corresponding DAS.
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8.8 TEAS measurements of methyl sinapate in ACN
For MS-ACN (Figure 8.12(A)), the TAS is dominated by four features. Firstly, an
intense absorption centred at ∼420 nm which decays away to the baseline by ∼50
ps. Secondly there is a broad absorption spanning the spectral region ∼420–650 nm.
Thirdly, a negative signal is observed below ∼350 nm. Finally, a strong negative signal
centred around ∼460 nm. These features are discussed in Chapter 5.1.3.
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Figure 8.12 | (A) Raw TAS following 322 nm photoexcitation of MS-ACN. (B) Residual of
the global fitting and the raw data. (C) ASE of extracted lifetimes. (D) Selected spectra at
given ∆t. (E) Corresponding DAS.
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8.9 TEAS measurements of sinapoyl malate in ACN
For SM-ACN (Figure 8.13(A)), the TAS is dominated by four features. Firstly, an
intense absorption centred at ∼420 nm which decays away to the baseline by ∼50
ps. Secondly there is a broad absorption spanning the spectral region ∼420–650 nm.
Thirdly, a negative signal is observed below ∼350 nm. Finally, a strong negative signal
centred around ∼460 nm. These features are discussed in Chapter 5.1.3.
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Figure 8.13 | (A) Raw TAS following 328 nm photoexcitation of SM-ACN. (B) Residual of
the global fitting and the raw data. (C) ASE of extracted lifetimes. (D) Selected spectra at
given ∆t. (E) Corresponding DAS.
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8.10 Power dependency measurements for sinapic
acid in dioxane or ACN
Power dependent measurements of SA in dioxane (Figure 8.14(A)), ACN (Figure 8.14(C))
and methanol (Figure 5.7) suggest that the feature observed at ∼360 nm can be at-
tributed to at least a two-photon ionisation in methanol, convoluted with the cis-isomer
signal (in all solvents). Taking a slice of the TAS at the signal maxima at ∼360 nm,
which corresponds to the absorption maximum of the radical signature,481 the SA-
dioxane and SA-ACN signals display a linear relationship to the incident pump power
(log(signal) vs. log(power) plots) where as SA-methanol displays a nonlinear relation-
ship, cf. Figure 5.7. For all measurements, the TOPAS output was optimised for the
wavelength used (i.e. 325, 323 or 318 nm for dioxane, ACN or methanol) and a sam-
ple path length of 950 µm was used to increased the signal strength of the long-lived
features shown in the 2 ns spectra. Each spectrum has been smoothed by a ∼3 nm
integration.
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Figure 8.14 | (A) ∆t = 2 ns spectrum of SA-dioxane with changing incident pump power.
Vertical dashed lines indicates the 362 nm slice taken to compare signal intensities for the
power dependency study, similarly for (C) SA-ACN. (B) For the 362 nm slice, a linear rela-
tionship between logarithmic power and logarithmic ∆OD is observed with a gradient of 0.91
± 0.01, and similarly for (D) SA-ACN returns 1.09 ± 0.03.
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8.11 The 8-site Fenna-Matthews-Olson Hamiltonian
Written in the basis of molecular excited states, such that Hˆex(i, j) = 〈i|Hˆex|j〉, the
electronic sub-system Hamiltonian for the 8-site FMO complex considered here is540,550
Hˆex =

310.0 −97.9 5.5 −5.8 6.7 −12.1 −10.3 37.5
−97.9 230.0 30.1 7.3 2.0 11.5 4.8 7.9
5.5 30.1 0 −58.8 −1.5 −9.6 4.7 1.5
−5.8 7.3 −58.8 180.0 −64.9 −17.4 −64.4 −1.7
6.7 2.0 −1.5 −64.9 405.0 89.0 −6.4 4.5
−12.1 11.5 −9.6 −17.4 89.0 320.0 31.7 −9.7
−10.3 4.8 4.7 −64.4 −6.4 31.7 270.0 −11.4
37.5 7.9 1.5 −1.7 4.5 −9.7 −11.4 505.0

. (8.62)
All elements are given in units of cm−1. The site energies (the diagonal elements) are
reduced such that the site 3 energy is 0 cm−1.
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8.12 The light-harvesting complex II Hamiltonian
Written in the basis of molecular excited states, such that Hˆex(i, j) = 〈i|Hˆex|j〉, the
electronic sub-system Hamiltonian for the 14-site LHC-II considered here is587
Hˆex =

632 36 −5 3 1 −2 −3 3 4 −5 20 2 −8 2
36 77 15 6 0 5 6 −6 −24 −5 1 8 −2 0
−5 15 117 −1 0 −4 6 4 72 7 −1 1 1 −5
3 6 −1 133 4 71 24 −4 −2 0 −3 3 2 −3
1 0 0 4 806 9 −4 −4 0 1 1 −2 −1 0
−2 5 −4 71 9 691 16 −5 2 0 −2 2 2 −2
−3 6 6 24 −4 16 655 −4 −5 1 −2 3 3 −3
3 −6 4 −4 −4 −5 −4 471 24 43 5 −1 −2 1
4 −24 72 −2 0 2 −5 24 740 −2 4 −1 −2 2
−5 −5 7 0 1 0 1 43 −2 0 −26 13 6 −1
20 1 −1 −3 1 −2 −2 5 4 −26 181 99 −3 1
2 8 1 3 −2 2 3 −1 −1 13 99 206 0 0
−8 −2 1 2 −1 2 3 −2 −2 6 −3 0 124 −36
2 0 −5 −3 0 −2 −3 1 2 −1 1 0 −36 195

. (8.63)
All elements are given in units of cm−1. The site energies (the diagonal elements) are
reduced such that the site 10 energy is 0 cm−1. When considering the LHC-II trimer,
the inter-monomer couplings matrix is587
Hˆcp =

0 −1 3 2 −1 2 0 5 34 −3 −1 1 1 0
0 0 7 −1 1 −1 0 0 −6 2 1 0 −1 −1
−1 4 −4 2 0 2 2 0 0 0 −1 1 −1 −1
0 1 −1 1 0 1 1 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 1 1 0 0 0 0 0 0 −1
−1 1 −1 1 0 1 1 0 0 0 0 0 0 −1
1 −1 1 −1 0 −1 −1 0 0 0 0 0 0 0
1 −2 2 −1 0 −1 −1 1 0 0 1 0 0 0
0 1 −1 1 0 0 0 0 2 0 0 0 0 0
0 0 0 0 0 −1 −1 2 4 −1 0 0 0 0
0 0 1 0 0 0 0 −1 −2 1 0 0 −1 0
0 0 −4 0 −1 0 8 1 3 −1 0 −1 2 1
1 −2 4 −4 2 −4 −1 0 −6 0 1 −1 0 1

. (8.64)
All elements are given in units of cm−1. Following this, the full electronic Hamiltonian
for the LHC-II trimer is
Hˆtrimer =

Hˆex Hˆ
12
cp Hˆ
13
cp
Hˆ
21
cp Hˆex Hˆ
23
cp
Hˆ
31
cp Hˆ
32
cp Hˆex
 . (8.65)
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8.13 Fenna-Matthews-Olson population curves
The population curves for all 8 pigments of the FMO monomer, for the total 10 ps
simulation time are given in Figure 8.15.
0 2 4 6 8 10
Time / ps
0.0
0.5
1.0
P
op
u
la
ti
on
(A)
1
2
3
4
5
6
7
8
0 2 4 6 8 10
Time / ps
0.0
0.5
1.0
P
op
u
la
ti
on
(A)
1
2
3
4
5
6
7
8
0 2 4 6 8 10
Time / ps
0.0
0.5
1.0
P
op
u
la
ti
on
0 2 4 6 8 10
Time / ps
0.0
0.5
1.0
P
op
u
la
ti
on
1
2
3
4
5
6
7
8
(A)
(B)
(C)
Figure 8.15 | (A) The time-dependent populations for each pigment of the FMO monomer
given initial excitation on pigment 1. (B) Similarly for initial excitation on pigment 6, and
(C) for initial excitation on pigment 8. The legend refers to pigment number.
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8.14 Light-harvesting complex II population curves
The population curves for all 8 pigments of the LHC-II monomer, for the total 10 ps
simulation time are given in Figure 8.16.
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Figure 8.16 | (A) The time-dependent populations for each pigment of the LHC-II monomer
given initial excitation on pigment 1 and (B) for initial excitation on pigment 8. The legend
refers to pigment number.
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