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The extent to which environmental context has been considered when developing crime scripts 
has been limited to descriptions of locations offenders visit during the crime. This research 
contributes a description of the environmental characteristics of an open-air drug market and 
identifies environmental facilitators and inhibitors toward offender actions during a drug selling 
crime script. CCTV camera footage is combined with Google Street View to determine if 
physical disorder, decay, and ‘crime generators’ characterize the drug market under study. Crime 
generators such as retail facilities and bars and liquor stores are environmental facilitators toward 
a drug selling crime script; and transit locations, corner stores, and public parks are 
environmental inhibitors toward the script. 
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Recent advancements in environmental criminology demonstrate that crime unfolds across 
several disparate steps that cumulatively enable offenders to take advantage of a criminal 
opportunity. The identification of the disparate steps that comprise crime events is widely known 
as script analysis (Cornish, 1994). Identifying the discrete actions engaged in by offenders 
before, during, and after a crime may help to uncover the discrete actions that offenders engage 
in at various points throughout the criminal event. Such an analysis can support situational crime 
prevention by identifying a number of unique intervention points that likely go uncovered when 
crime is treated as a single event in time and space (Leclerc, 2017).  
 Despite the benefits script analysis has provided the field, prior studies have almost 
exclusively focused on the action sequences of individual offenders in identifying crime scripts. 
While this is a valid and powerful approach given that offender decision-making is at the core of 
the rational choice perspective (Cornish and Clarke, 1986), recent research has demonstrated that 
offender actions can be influenced by the encompassing environment. To our knowledge, 
environmental context has played little-to-no role in prior research on crime scripts. This is 
curious considering the emphasis that the crime-and-place literature places on the influence of 
the physical environment on criminal behavior. In short, crime-and-place research has paid a 
great deal of attention to the effect of environmental characteristics on crime incidents while 
largely overlooking how the environment may influence the action sequences of offenders during 
crime events. We seek to fill this gap in the literature through an analysis of an open-air drug 
selling script for Newark, NJ.  
The current study builds upon the findings of a systematic social observation (SSO) of 
narcotics transactions recorded on closed-circuit television (CCTV) cameras. This prior SSO 
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identified various defensive actions of drug sellers (Piza and Sytsma, 2016) and analyzed how 
decisions to deploy the disparate defensive actions combine to form a drug selling script (Sytsma 
and Piza, 2018). The unique contribution of the current study is the direct measurement of the 
environmental context of the surrounding environment, and a test of whether environmental 
features impact drug-seller actions at each of the disparate steps of the event script. Through an 
SSO of Google Street View imagery we measure physical disorder, decay, and crime generators 
in the immediate surrounding area for each drug transaction included in the study. Logistic 
regression is used to measure how each variable affects drug seller actions throughout the crime 
script.  
Review of Relevant Literature 
Crime Scripts 
Crime scripts map a series of incidents which, taken together, form a larger crime event (Leclerc 
and Wortley, 2014). Such incidents have been referred to by Cornish (1994) as acts—for 
instance the preparation period, the crime itself, and the getaway period may all be separate acts. 
Crime scripts are developed in order to “identify the necessary and sufficient requirements for 
such criminal events to take place” (Cornish, 1994, p. 39), thereby providing information that 
can inform crime control strategies. Cognitive science has employed script analysis since at least 
the 1970s (see Abelson, 1976; Schank and Abelson, 1977), and crime scripts have since emerged 
as a key analytical tool in the field of criminal justice. A recent systematic review by 
Dehghanniri and Borrion (2019) has shown that crime scripting has been especially popular over 
the past 5 years, with 52% of the 416 identified articles published since 1994 being published 
between 2014 and 2018. Dehghanniri and Borrion (2019) identified 105 original scripts within 
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the 416 articles. Relevant to the current study, 14 of the 105 original scripts were drug offending 
scripts (see e.g., Chiu et al., 2011; Jacques and Bernasco, 2015; and Sytsma and Piza, 2018).  
In their work on street-level drug selling, Jacques and Bernasco (2015, p. 124) add to 
Cornish’s “necessary requirements” the concept of facilitating steps. These are steps in the crime 
commission process that are not necessary for the crime to take place but are common and serve 
a function in the process. Jacques and Bernasco (2015, p. 124) also contribute the concept of the 
“best fit script”, which is the typical sequence of events that makes up the crime event. In Sytsma 
and Piza’s (2018) work on open-air drug markets they identify necessary steps, typical 
conditions, and facilitating factors. Typical conditions are those conditions that are the most 
common manifestations of necessary steps. Facilitating factors are those factors that make 
typical conditions more likely to be present. These concepts are discussed in more detail below. 
Cornish (1994) points out that crime scripts that are constructed using self-report and 
secondary sources bring with them inferential steps not found in those scripts developed through 
direct observation. Crime script analysis that relies on “free elicitation” from the offender, 
coupled with active probing by the researcher, can provide sufficiently rich information with a 
high level of specificity, therefore lessening reliance on inference (Cornish, 1994, p. 39). Crime 
scripts that rely on direct observation such as those developed by Jacques and Bernasco (2015) 
and Sytsma and Piza (2018)—the latter of which relied on video footage to observe offender 
behavior—provide a comparatively high level of validity and specificity as these scripts were 
“elicited” during observations of the crime commission sequence, rather than constructed post-
hoc through self-report. Using video footage to construct crime scripts follows in the tradition of 
research demonstrating that recordings amenable to later coding and reinterpretation can 
generate important insights on issues of crime and justice (Sampson and Raudenbush, 1999).  
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Environmental Characteristics and Crime 
Environmentally-based disorder variables have been widely studied regarding their relationship 
to crime. Prior examinations of disorder have included the operationalization of environmental 
disorder variables in the form of physical disorder and decay. Physical disorder variables 
commonly include the environmental consequences of human behavior, such as the damaged 
appearance of buildings, the presence of graffiti, and other related incivilities (Swatt, Verano, 
Uchida, and Solomon, 2013). Decay variables generally refer to more long-term environmental 
ills, such as deterioration, dilapidation, and prolonged vacancy (Wheeler, 2018). Physical 
disorder and decay have become especially pertinent in informing our understanding of the 
interactions between the physical environment and a variety of social concepts, including social 
cohesion (Steenbeek and Hipp, 2011), collective efficacy (Stein, Conley, and Davis, 2016), 
quality of life (Chappell, Monk-Turner, and Payne, 2011), and crime (Skogan and Steiner, 2004). 
Research on physical disorder has commonly relied on surveys and other citizen-
generated records (such as 311 data). However, such data may not be best suited to accurately 
assess the relationship between environmental disorder and crime. Research indicates that 
citizens often lack the understanding and ability to parse out the differences between 
environmental disorder and crime (Gau and Pratt, 2008). This finding may greatly impact the 
application of 311 and survey results based on the potentially questionable reliability of citizen 
derived environmental perceptions.  
 Tangential to the study of disorder and decay, ecological theories of crime have focused 
on the impact of land use features on crime. Crime pattern theory (Brantingham and 
Brantingham, 1993, 2008) suggests that crime occurs when the activity spaces (e.g., home, work, 
shopping, entertainment, and the paths that join such ‘nodes’) of offenders and the activity 
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spaces of targets intersect. Activity spaces include what Brantingham and Brantingham (2008) 
refer to as crime generators: locations where large numbers of people tend to congregate, such as 
shopping and entertainment districts. In contrast, repeat offenders may frequent spaces where 
there are known opportunities for specific crime types, such as drug markets or large parking 
garages. These types of locations are known as crime attractors (Brantingham and Brantingham, 
2008). Further, crime will cluster at the intersection of multiple activity spaces, such as in places 
where shopping and entertainment districts overlap (Brantingham and Brantingham, 2008).  
There is a great deal of literature exploring the impact of various general land use types 
on crime, such as commercial, industrial, and residential land use features (see e.g., Boessen and 
Hipp, 2015; Stucky and Ottensmann, 2009). For instance, Twinam (2017) found that in 
pedestrian-friendly neighborhoods in Chicago, commercial land use predicts street crime in the 
area, with the criminogenic effect primarily driven by liquor stores and “after hours” bars. 
Similarly, liquor stores and other alcohol outlets have been found to predict various crime types 
(Peterson, Krivo, and Harris, 2000; Smith, Frazee, and Davison, 2000; Nielsen and Martinez, 
2003; Hipp, 2007), as have retail outlets (Sherman, Gartin, and Buerger, 1989; Hipp, 2007).  
Recent methodological developments may assist researchers in measuring the effect of 
disorder and land use features on crime. SSO provides an objective way of measuring pertinent 
characteristics of target environments and is particularly useful in evaluating micro-level 
contexts and place-specific indicators of crime. First advanced by Reiss (1968, 1971), SSO 
involves observing the phenomena of interest in a formalized, replicable manner that is 
independent of the outcome being observed. Modern data providers offer web-based platforms, 
such as Google Street View (GSV), that facilitate SSOs of public places. GSV has been found to 
be a reliable method of evaluating neighborhood level structural and environmental conditions 
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(Ben-Joseph, Lee, Cromley, Laden, and Troped, 2013; Griew et al., 2013; Kelly et al., 2013; 
Rundle et al., 2011); and it has been used to validate previously utilized scales that score 
conditions of the environment (Marco et al. 2017). SSOs using GSV have been gaining 
popularity in criminal justice research (He, Páez, and Liu, 2017; Hsu and Miller, 2017; Langton 
and Steenbeek, 2017; Odgers et al., 2012; Vandeviver, 2014).  
 Platforms like GSV can help advance crime-and-place research by expanding upon 
readily available data sources. Land use features have typically been measured from official data 
sources, such as tax filings (Slocum et al., 2013; Smith et al., 2000), city planning departments 
(Boessen and Hipp, 2015; Slocum et al., 2013), and liquor licensing bureaus (Peterson et al., 
2000; Nielsen and Martinez, 2003). While official data sources provide a high degree of 
reliability, data of this nature are restricted to licensed or registered establishments. Land use 
features that are unlikely to be recorded in official filings, such as parking lots, public parks, and 
vacant spaces, are less easily captured. Furthermore, indicators of disorder and decay, which may 
characterize such land use features, cannot be observed via official data sources. Pairing SSO 
with alternative data sources such as GSV imagery provides a strategic advantage over relying 
on official records.  
Environmental Characteristics and Scripts 
The existing crime script literature has included indicators of physical dimensions only insofar as 
they directly contribute to the script. Such descriptions of the environment primarily take the 
form of a list of various locations an offender visits during the crime commission sequence, or an 
indication of the mobility required to move from one location to the next during the crime 
commission sequence. For instance, Beauregard et al. (2007) developed a crime script of the sex 
offender hunting process which includes geographic information, such as the encounter, attack, 
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and victim-release sites. Leclerc et al. (2011) similarly identified victim-offender meeting and 
attack sites for sex offending against children, and Morselli and Roy’s (2008) script identifies 
theft, storage, and disposal sites of stolen vehicles. Chiu et al.’s (2011) drug manufacturing script 
includes laboratory location and storage type (e.g. house, shed, storage facility), as well as 
setting (e.g. rural, suburban). Brayley et al. (2011), Jacques and Bernasco (2015), and Sytsma 
and Piza (2018) each include actor mobility within their respective crime scripts, and Petrossian 
and Pezella’s (2018) script of illegal fishing includes a description of offenders traveling to a 
harvest destination and returning to port.  
In the context of drug offending, a large body of research has found that illicit drug 
markets tend to exist in areas where environmental crime generators or crime attractors 
(Brantingham and Brantingham, 1995) highly concentrate (see, e.g., Rengert, Ratcliffe, and 
Chakravorty, 2005; Barnum et al., 2017). Ethnographies on drug offenders provide more direct 
support for this phenomenon. For example, St. Jean (2007) found that drug sellers in Chicago 
explicitly selected locations that offered “ecological advantages” for quick and discreet 
transactions. Drug sellers reported that ecological advantages were offered by specific factors of 
the immediate environment; including high levels of foot traffic, concentrations of cash-and-
carry businesses, and the presence of public transport stops. Piza and Sytsma (2016, p. 49) have 
documented a number of ecological advantages of crime generators and crime attractors within 
the open-air drug market, such as taking advantage of the features of the environment to appear 
as though there is “legitimate context” for a drug seller and buyer to be interacting, or using the 




Similarly, disorder and decay also may influence the crime script in several ways. Since 
the perception of a location is largely the result of a visual assessment of the immediate 
surroundings, theoretical perspectives such as broken windows theory (Wilson and Kelling, 
1982) are predicated on the nexus that seeing disorder is what influences the likelihood of crime 
occurrence and associated script decision-making. On the front end of the crime script, the 
decision to enact the crime script at a given location could be the result of the level of disorder 
and decay in the present environment and the visual cues they prompt. Therefore, decay 
indicators such as building dilapidation and infrastructure deterioration may have an exacerbated 
impact on the perception of the environment due to their often persistent and prolonged existence 
(Wheeler, 2018). In addition to influencing the initial perception of the area, physical disorder 
indicators have been observed to directly influence activities associated with the crime 
commission sequence. Piza and Sytsma (2016) observed the use of props, such as old cigarette 
packages to hide drugs or money; as well as off-person stash spots, which could include the use 
of debris in the area as a hiding place for drug market-related materials. Abandoned buildings 
and vacant spaces have also been observed to facilitate drug transactions, as they provide rent-
free, non-regulated locations for a buyer and seller to conduct an exchange (Frazier, Bagchi-Sen, 
and Knight, 2013). 
 While Dehghanniri and Borrion’s (2019) systematic review found the pool of existing 
crime scripts to cover a broad range of crime types, they also conclude that existing literature 
lacks depth. These authors predict “a change of direction might be observed, with the generation 
and quantitative analysis of multiple and more detailed scripts (that is, tracks) for each crime 
type” (p. 15). The present study is consistent with such a change of direction by contributing 
depth to the open-air drug market crime script through an exploration of how the environment 
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can influence an offender’s action sequence as it relates to the established crime script, rather 
than only identifying locations an offender visits during the crime commission sequence. 
Scope of the Current Study 
The present study builds upon prior SSOs of drug market activity recorded on CCTV (Piza and 
Sytsma, 2016; Sytsma and Piza, 2018) to better understand (1) the environmental structure of 
open-air drug markets and (2) whether the observed dimensions (physical disorder, decay, and 
crime generators) predict drug seller actions throughout the different acts of the crime script. We 
build upon this prior literature by conducting an SSO of drug markets though GSV. We draw 
upon an existing database of open-air drug transactions coded through SSO of CCTV footage 
(Piza and Sytsma, 2016), rather than through self-report and secondary sources; thereby 
improving validity and specificity of the constructed crime script. Relying on GSV also increases 
measurement validity as observations of potentially crime-generating land use features are not 
restricted to licensed or registered establishments, and observations of physical disorder and 
decay in micro-level contexts are not restricted to citizen reporting and/or official data sources. 
Finally, the present study contributes to the script literature a description of the physical 
environment within which open air drug selling sequences occur, and is the first to move beyond 
identifying locations an offender visits during the crime commission sequence to explore how 
the environment can influence offenders’ action sequences within open air drug markets.  
The Open-Air Drug Selling Script in Newark 
To analyze the defensive actions employed by drug sellers, Piza and Sytsma (2016) accessed the 
CCTV footage of all drug distribution arrest incidents recorded on Newark, NJ’s CCTV cameras 
in 2011. Using SSO, the authors created detailed transcriptions of each individual narcotics 
transaction observed in the footage. Piza and Sytsma (2016) found that the use of various 
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defensive actions employed by the drug sellers largely depended on the setting (mixed-
commercial or residential) and time of day (daytime or evening). More directly related to the 
current study, Sytsma and Piza (2018) followed-up on their 2016 work by developing a crime 
script of open-air drug selling in Newark. The authors identified three central acts of the open-air 
drug transaction: the pre-transaction act, transaction act, and the post-transaction act; as well as 
identifying buyer and seller activities, and demographic and setting variables within these acts. 
Within each act, Sytsma and Piza (2018) identified the necessary steps for the drug sale event to 
occur. They identified typical conditions, and the facilitating factors that make each typical 
condition more likely to present. 
According to Sytsma and Piza’s findings, it is first necessary for one party to approach 
another to initiate the transaction and it is typical for the buyer to initiate the transaction. Sytsma 
and Piza (2018, p. 86) describe transaction initiation as “the buyer and seller establish contact for 
the first time in preparation for the transaction.” Given that the data source is CCTV without 
audio, “contact” refers to one party physically approaching the other in the space. This typical 
condition is facilitated during daytime hours and with sellers being aged late-teens to early-20s. 
During the pre-transaction act buyers do not generally take the time to inspect drug packages 
before engaging in the transaction. During the transaction act it is necessary for there to be an 
exchange of product for money and this exchange usually occurs in one simultaneous and 
immediate transfer. Such a typical condition is facilitated when buyers initiate the transaction 
and when no drug inspection occurs on the part of the buyer. It is also necessary for the 
transaction to occur in a particular location. Generally, the greeting from the pre-transaction act, 
the exchange of money, and the exchange of drugs all occur at the same location. This typical 
condition is facilitated when no drug inspection occurs. Finally, there must be some form of 
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post-transaction mobility (or lack thereof), with sellers most often electing to maintain their 
anchor point within the drug territory. This typical condition is facilitated by buyer initiation. 
The crime script developed by Sytsma and Piza (2018) is summarized in Figure 1. While Sytsma 
and Piza identify 5 typical conditions, it should be noted that all 5 typical conditions are rarely 
met in the same transaction (this is the case for approximately 10% of transactions), but at least 1 
condition is present in approximately 98% of cases. See the Results section below. 
 
Figure 1. Necessary Steps, Typical Conditions, and Facilitating Factors of Open-Air Drug 
Selling as Identified by Sytsma and Piza (2018).  
 
 
By relying on video footage to explore the use of defensive actions by drug sellers Piza 
and Sytsma (2016) were limited to those which could be captured within the viewshed of the 
camera. Similarly, the crime scripts developed in their 2018 piece were constructed out of 
“participant behaviors occurring within the geography of the drug market” (Sytsma and Piza, 
2018, p. 84). By supplementing Piza and Sytsma’s (2016) existing database with observations 
collected through GSV we are able to gain further insight into the environmental conditions of 
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the open-air drug markets contained in the CCTV footage. Environmental data collected through 
the SSO of GSV allows us to measure how physical disorder, decay, and crime generators 
influence drug seller actions within each act of the crime script. This provides further insight into 
the role of the physical environment as a potential crime script facilitator. 
Methods 
Data Coding using Google Street View 
SSO was utilized to measure the environmental characteristics associated with the Newark, NJ 
drug markets under study. The SSO was completed using GSV, which allows users to search for 
address-specific micro-locations and provides 360-degree horizontal imagery of the specified 
location. The user is then able to scan and move the static, panoramic image as if on the street, 
and tools like “zoom” increase the clarity and ability to identify features of interest. In the 
present context SSO using GSV provides an interface to record environmental characteristics 
that may influence the activities within drug markets. 
A review of the literature was first completed in order to identify empirically derived 
disorder measures that may be related to drug market activity in Newark. While the review was 
thorough and applicable to the city of Newark, it is not meant to be a representation of the drug 
market literature more generally. The literature suggests there are three distinct dimensions of the 
environment that pertain to drug markets, with several indicators for each dimension. These 
dimensions include physical disorder, which can be conceptualized as human-caused aspects of 
disorder in the environment such as graffiti and littering; decay, which refers to deterioration of 
structures and surfaces as a result of neglect over time; and crime generators which include the 
places designed to facilitate interactions between large groups of people, which may obscure or 
otherwise facilitate drug market activities. Physical disorder and decay are thought to contribute 
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to activities associated with the crime-commission sequence through the ways in which the seller 
can use litter or debris to facilitate the drug transaction (e.g. An empty cigarette package can be 
used as a prop and other debris can be used as off-person stash spots). Further, some forms of 
physical disorder and various crime generators may provide ecological advantages, such as the 
use of a transit location to create “legitimate context” (see Piza and Sytsma, 2016: 49). 
Observable crime generators have previously been studied in Newark, NJ drug markets through 
GSV observations to determine which generators inform drug-selling hot spots (Hsu and Miller, 
2017). Results of the review of drug market disorder measures are summarized in Table 1, 
including dimensions, indicators and sources.  
These dimensions and their associated indictors were then used to produce a coding 
manual. The coding manual informed the SSO, with the second author identifying the presence 
or absence of various indicators at all street segments (i.e. both sides of a block face between 2 
street corners) intersecting a CCTV camera used to capture the video footage coded by Piza and 
Sytsma (2016). Street segments are an appropriate unit of analysis for the GSV SSO due to the 
theoretical and methodological benefits they offer. Street segments are both small enough to 
avoid aggregation issues, such as the ecological fallacy, and large enough to avoid coding errors 
associated with smaller units such as addresses (Weisburd, Bushway, Lum, and Yang, 2004: 
290). Furthermore, street segments are useful micro-level units of analysis in that they capture 
“regularly recurring rhythms of social activity” within their concise boundaries (Braga, 
Papachristos, and Hureau, 2010: 39).  
Beginning at the intersection, both block faces of the connected segment were observed 
by scrolling along the street until the next intersection was arrived at. The coding process 
involved working through the segment in one direction, and then reversing back down the 
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segment in the opposite direction to ensure every feature was observed. The individual segments 
associated with each intersection were identified according to their cardinal direction and were 
coded and scored separately.   
As a cross-sectional methodology, GSV captures a single moment in time for a year and 
archives multiple years of images. GSV allows the user to select the year the imagery was 
recorded when multiple years are available, but the years available vary across places and may 
introduce some temporal instability (Curtis et al., 2013).1 In each instance we selected the 
available year closest to the year the transaction events were recorded (2011), with priority given 
to years that were recorded prior to the transaction event—following the approach of previous 
studies that have operationalized GSV for SSO (Langton and Steenbeek, 2017). 
In total, 38 street segments were coded through the aforementioned process. For each of 
the 10 CCTV cameras that recorded footage coded by Piza and Sytsma (2016), the dichotomous 
environmental measures were aggregated upwards to reflect the number of times an indicator 
was present across the cumulative street segments that intersect a given CCTV camera. Each of 
the 98 drug transactions (the unit of analysis for the current study) were assigned the indicator 
measure of its associated CCTV camera. 
Measurement and Analytical Framework 
The environmental measures included in the study were captured as dichotomous, 
presence or absence variables with measures scored as “present” if the feature of interest was 
observed at any point on the segment connected to the intersection.2 The coding was entirely 
 
1 Examinations of the validity and consistency of SSO using GSV indicate similar results between site visits and 
virtual audits (Clarke et al., 2010; Edwards et al., 2013).  
2 Coding for continuous counts within the SSO process is especially difficult to regulate due to the functionality of 
GSV, and many indicators were observed relatively rarely on several street segments. For instance, of the 38 street 
segments under study, there are no instances of abandoned, burned, or vandalized cars, and vandalized/faded 
signage only presents on one street segment (see Table 1 for descriptive statistics). Thus, this study focused on the 
presence, not the magnitude, of disorder features within drug markets. 
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completed by the second author to maintain consistency of coding for each of the disorder 
measures operationalized. According to Potter and Levine-Donnerstein (1999), an individual 
coder can be considered fairly reliable when the content requires little subjective interpretation. 
When content is more complex and manifest in nature, multiple coders may be recommended to 
avoid inserting the biases of an individual coder. Given the lack of interpretation required in 
order to make a coding decision in this case (attributes were binary in nature, with the indicator 
either being present or absent), one coder is acceptable. 
To ensure the intra-rater reliability of our SSO measures, we incorporated the test-retest 
method with results being measured through percent agreement. Given its ease of interpretation 
and lack of reliance on expected agreement, percent agreement is preferable to the kappa 
coefficient for assessing degree of agreement when there are two (or fewer) raters, and outcomes 
are binary in nature (McHugh, 2012). Of the 38 street segments observed, 10 (26%) were 
randomly selected and coded a second time. The original coding was completed in September 
2018 and the retest took place in November 2019. This time-lapse of over 1 year substantially 
minimizes any possible memory effects and is consistent with time-lapses seen in other 
environmental audits (see Porter et al., 2018). Results of the test-retest indicate an average 
agreement of 94% across the 20 separate indicators, indicating a high level of intra-rater 
reliability. Similarly, Piza and Sytsma (2016) calculated percent agreement in their inter-rater 
reliability assessment of the drug transaction cases and found substantial agreement, with coders 
in agreement an average of 97.6% of the time and an observed mean k coefficient of 0.85. 
The environmental characteristics of the drug markets are presented using descriptive 
statistics. To explore which environmental characteristics influence drug seller actions at each 
act of the script, a number of regression models were employed. Five sets of logistic regression 
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models were first run with each of the 5 typical conditions of the crime script acting as 
dependent variables. These typical conditions are all binary in nature, with ‘1’ representing the 
presence of the typical condition and ‘0’ representing absence. Dependent variables include 
buyer-initiated transactions; no product inspection (1=no inspection; 0=inspection); simultaneous 
and immediate exchange of product and money; no mobility during the transaction (greeting, 
money exchange, and product exchange all occur at the same location—1=no mobility; 
0=mobility); and seller maintains anchor point following the transaction. The independent 
variables for all 5 of these models include composite measures of each of the 3 environmental 
dimensions: physical disorder, decay, and crime generators. Because indicators for each 
dimension were coded in a binary fashion for each intersection within a single camera viewshed, 






) ∗ 100 
Binary scores (𝑖) were summed for an indicator. For example, if an intersection has 4 intersecting 
streets and an indicator is present at 3 of 4 streets, the total indicator score (𝑖𝑖) is 3. All total 
indicator scores (𝑖𝑖) that make up a dimension were then summed to create a dimension total (𝑑), 
which was then divided by the total possible dimension score (𝑑𝑡) to create a proportion (∷). The 
total possible dimension score (𝑑𝑡) is the dimension total (𝑑) observed if all dimension indicators 
were present on all intersecting streets. For instance, the total possible physical disorder score, a 
dimension with 8 indicators, for a camera site with 4 intersecting streets is 32. Finally, 
proportions (∷) were converted to percentages (i.e. multiplied by 100) for ease of interpretation.  
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Each of the 5 models also included crime script “facilitating factors” not already 
accounted for within the typical conditions as control variables. These are variables within each 
scene of the crime script that Sytsma and Piza (2018) identified as being significantly associated 
with typical conditions observed in the subsequent scene and include seller age range (1=late 
teens/early-20s; 0=greater than late teens/early-20s), and time of day (1=daytime; 0=not 
daytime). These models also controlled for setting (1=commercial area; 0=mixed/residential 
area), and length of the street segment as measured in the Newark street centerline GIS file 
maintained by the City of Newark. Finally, in order to determine if typical conditions are 
conditional on the outcomes of previous actions in the crime script sequence, each typical 
condition was used as a predictor of the following condition in the sequence. All predictors were 
added to the model in a step-wise fashion. Regarding the full model containing all predictors, 
while there is empirical support for relaxing the sample size assumption of logistic regression 
(see Vittinghoff & McCulloch, 2006), these models should be interpreted with caution given the 
large number of predictors employed.  Standard errors were clustered by CCTV camera 
identification number to account for differing characterises of the. Robust standard errors were 
used to account for heteroskedasticity of sample variance.  
Following the models using individual typical conditions as dependent variables, an 
ordinal regression model was run to explore how environmental characteristics predict the script 
as a whole. For this model, a 6-point ordinal scale ranging from 0 to 5 was created that combines 
each typical condition. Independent variables remained the same for this crime script scale 
model. Results from this model (discussed below) indicated further exploration of the crime 
generator dimension was warranted. A final ordinal regression model was run with the 6-point 




Descriptive statistics for typical conditions, the script scale, facilitating factors, and setting can 
be found in Table 2. Of the 98 drug transactions under study 10 are completely on-script, but 
approximately 61% of transactions include 3 or more typical conditions and almost 86% include 
2 or more of 5 typical conditions. Only 2 transactions do not follow the established script at all. 
Determining the Environmental Characteristics of the Drug Market 
Of all of the physical disorder indicators under study, garbage/litter is the indicator found on the 
most street segments (n=24) within Newark, NJ open-air drug markets, followed by graffiti 
(n=20) and broken/boarded up windows (n=17). Abandoned, burned, or vandalized buildings 
(n=14), and empty or broken bottles (n=8) present moderately. Of the 38 street segments under 
study, there are no instances of abandoned, burned, or vandalized cars, and vandalized/faded 
signage presents on one street segment. Broken/ineffective fences are also fairly rare (n=3).  
Of the 38 street segments coded, 19 include vacant spaces (the most frequently present 
indicator of decay), and street deterioration is present on one street segment. Sidewalk 
deterioration (n=11), and garden or lawn deterioration (n=14) each present moderately. Transit 
locations are the most frequently present crime generator within Newark, NJ open-air drug 
markets (n=17), followed by restaurants (n=15). Parking lots (n=7), retail facilities (n=13), 
corner stores, small markets or food stores (n=14), and bars and liquor stores (n=9) each present 
moderately. Public parks/common areas are the least frequently present crime generator, with 






Table 1: Descriptive Statistics: Dimensions and Indicators by Source; and Length of Street 
Segment 
Dimension Indicator Source Freq. Min. Max. Med. 
Physical 
Disorder 
Garbage/Litter Odgers et al., 2012 24 0 4 2 
Graffiti/Painted Over Odgers et al., 2012 20 0 3 2.5 
Abandoned/Burned/Vandalized Car Odgers et al., 2012 0 0 0 0 
Abandoned/Burned/Vandalized Building Odgers et al., 2012 14 0 4 1 
Vandalized/Faded Signage Odgers et al., 2012 1 0 1 0 
Broken/Boarded Windows He, Paez, & Liu, 2017 17 0 4 1.5 
Broken/Ineffective Fences He, Paez, & Liu, 2017 3 0 2 0 
Empty/Broken Bottles Sampson & Raudenbush, 1999 8 0 4 0 
Decay  Sidewalk Deterioration Odgers et al., 2012 11 0 3 1 
Street Deterioration Odgers et al., 2012 1 0 1 0 
Garden/Lawn Deterioration Odgers et al., 2012 14 0 4 1 
Vacant Spaces Hsu & Miller, 2017 19 0 4 2 
Building/Structure Dilapidation  He, Paez, & Liu, 2017 3 0 1 0 
Crime 
Generator 
Transit Location Hsu & Miller, 2017 17 1 3 2 
Parking Lot Hsu & Miller, 2017 7 0 2 1 
Retail Facility Hsu & Miller, 2017 13 0 4 1 
Corner Store/Small Market/Food Store Hsu & Miller, 2017 14 0 2 1.5 
Bar/Liquor Stores Hsu & Miller, 2017 9 0 2 1 
Restaurants Hsu & Miller, 2017 15 0 4 1.5 
Public Parks/Public Commons Hsu & Miller, 2017 3 0 2 0 
Variable Freq. Min. Max. Med. 
Length of street segment 38 0.01 0.23 0.05 
Note: Frequencies represent number of street segments presence of indicator observed out of 38 total street 














Table 2: Descriptive Statistics: Typical Conditions, Facilitating Factors, Setting, and Script 
Scale 
Variable/Attributes Freq. Percent 
Typical Conditions Initiation 
 Buyer initiated 56 57.14 
 Not buyer initiated 42 42.86 
 Inspection   
 No inspection 79 80.61 
 Inspection 19 19.39 
 Transaction Speed 
 Simultaneous/immediate exchange 33 33.67 
 Not simultaneous/immediate exchange 65 66.33 
 Transaction Mobility 
 No mobility 64 65.31 
 Mobility 34 34.69 
 Post-Transaction Mobility 
 Seller maintains anchor point 52 53.06 
 Seller does not maintain anchor point 46 46.94 
Facilitating Factors Seller Age-Range 
 Late teens/early 20s 45 45.92 
 >late teens/early 20s 53 54.08 
 Time of Day 
 Daytime 45 45.92 
 Not daytime 53 54.08 
Setting Setting 
 Commercial area 56 57.14 
 Mixed/residential area 42 42.86 
Script Scale Script Scale 
 5 10 10.2 
 4 24 24.49 
 3 26 26.53 
 2 24 24.49 
 1 12 12.24 
 0 2 2.04 
Note: Script Scale represents number of typical conditions present. 
 
Predicting Drug Seller Action Sequences 
Table 3 presents the findings of models containing the two typical conditions found in the pre-
transaction act: initiation and inspection. When the models contain only the environmental 
dimensions (Models 1A and 1B), none are significant predictors of the odds of a transaction 
being buyer-initiated, nor are any dimensions significant predictors of the odds of a transaction 
having no product inspection. Adding facilitating factors to the models (Models 2A and 2B) does 
not change the results for the environmental dimensions, but the strongest predictor of a 
transaction being buyer-initiated is the transaction taking place during the daytime, as opposed to 
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evening or night. When the other control variables are included (Models 3A and 3B), length of 
street segment is significant, but with a small effect size. Controlling for the model, the buyer-
initiated typical condition is not a significant predictor of the subsequent condition, buyer 
inspection (Model 4). 
Table 3: Logistic Regression: Pre-Transaction Act with Environmental, Facilitating, and 
Controls 
Pre-Transaction Act Model 1A Model 2A Model 3A  
Buyer-Initiated Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b)   
Physical disorder .095(.054) 1.100 .065(.063) 1.067 .093(.053) 1.097   
Decay -.067(.059) .935 -.043(.064) .958 -.134(.079) .874   
Crime generator -.022(.037) .978 -.006(.041) .993 .006(.037) 1.006   
Seller late teens/early 20s   1.124(.824) 3.076 1.203(.837) 3.323   
Daytime   .892(.336) 2.440** .678(343) 1.97*   
Commercial area     -.094(1.179) .91   
Length of street segment     .003(.001) 1.003**   
Model Fit Deviance(df)  129.22(4) 120.74(6) 116.64(8)  
 AIC/BIC 137.23/147.57 132.74/148.25 132.63/153.31  
 Model 1B Model 2B Model 3B Model 4 
No Inspection Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) 
Physical disorder -.165(.136) .848 -.206(.146) .814 -.267(.16) .766 -.267(.159) .766 
Decay .205(.156) 1.227 .25(.167) 1.284 .34(.203) 1.405 .34(.201) 1.406 
Crime generator .162(.096) 1.176 .196(.104) 1.217 .19(.129) 1.209 .188(.132) 1.206 
Seller late teens/early 20s   .821(.693) 2.273 .921(.721) 2.512 .889(.66) 2.433 
Daytime   -.149(.946) .862 -.202(1.033) .817 -.219(.947) .803 
Commercial area     2.572(3.853) 13.094 2.57(3.85) 13.071 
Length of street segment     .000(.002) 1.00 .000(.002) 1.00 
Buyer-initiated       .162(.767) 1.176 
Model Fit Deviance(df) 88.4(4) 86.36 85.52(8) 85.44(9) 
 AIC/BIC 96.51/106.84 98.36/113.87 101.51/122.194 103.44/126.75 
**p≤.01; *p≤.05 
 
Table 4 presents the findings of the models containing the two typical conditions found in 
the transaction act: transaction speed and transaction mobility. When the environmental 
dimensions are included in the models (Models 1A and 1B), none of the dimensions are 
significant predictors of either the transaction exchange being simultaneous and immediate in 
nature, nor the lack of transaction mobility. When the facilitating factors are added (Models 2A 
and 2B) the results do not change, nor are either of the facilitating factors significant in both 
cases. That said when the other control variables are included (Models 3A and 3B) the crime 
generator dimension becomes significant in Model 3B. For each percent increase in the 
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proportion of the crime generator composite, the odds of there being no mobility during the 
transaction (the second typical condition of the transaction act) decreases by 6%, controlling for 
the model. In other words, as the proportion of crime generators increases, the odds of going off-
script during the transaction act increases. Setting is by far the strongest predictor of transaction 
mobility not occurring (Model 3B), with commercial areas increasing the odds of immobility 
(staying on-script) by 341.4 times, controlling for the model. While buyer-initiated is not a 
significant predictor of simultaneous and immediate exchanges, there being no product 
inspection is significant (Model 4). Buyers not inspecting product increases the odds of the 
transaction being simultaneous and immediate by 1.15 times. No inspection is also a significant 













Table 4: Logistic Regression: Transaction Act with Environmental, Facilitating, and Other 
Predictors 
Transaction Act Model 1A Model 2A Model 3A Model 4A 
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Simultaneous/Immediate Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) 
Physical disorder -.041(.134) .96 -.032(.116) .969 .014(.064) 1.014 .049(.063) 1.05 
Decay .058(.133) 1.06 .038(.119) 1.04 -.096(.078) .909 -.145(.083) .865 
Crime generator .019(.075) 1.019 -.000(.067) 1.00 .028(.054) 1.028 .007(.055) 1.007 
Seller late teens/early 20s   -.071(.474) .931 -.05(.536) .951 -.105(.571) .90 
Daytime   .875(.829) 2.399 .697(.836) 2.008 .82(.932) 2.271 
Commercial area     -1.547(1.65) .213 -2.041(1.719) .13 
Length of street segment     .003(.002) 1.003 .003(.002) 1.003 
Buyer-initiated       -.376(.344) .687 
No inspection       1.149(.436) 3.156** 
Model Fit Deviance(df) 122.18(4) 118.38(6) 112.76(8) 109.168(9) 
 AIC/BIC 130.18/140.523 130.38/145.89 128.76/149.44 127.168/150.43 
 Model 1B Model 2B Model 3B Model 4B 
No Transaction Mobility Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) 
Physical disorder .094(.069) 1.099 .086(.074) 1.09 -.022(.08) .978 .021(.076) 1.021 
Decay -.056(.081) .945 -.054(.085) .947 .181(.131) 1.199 .129(.123) 1.137 
Crime generator .002(.05) 1.002 .002(.052) 1.002 -.062(.028) .94* -.096(.047) .909* 
Seller late teens/early 20s   .451(.450) 1.569 .561(.478) 1.752 .391(.394) 1.478 
Daytime   .663(.358) 1.941 .88(.34) 2.411** 1.088(.185) 2.968*** 
Commercial area     5.833(1.784) 341.375*** 5.426(1.877) 227.238** 
Length of street segment     -.002(.001) .998* -.003(.001) .997 
Buyer-initiated       -.155(.199) .856 
No inspection       1.704(.632) 5.494** 
Simultaneous/immediate       -.341(1.031) .711 
Model Fit Deviance(df) 121.58(4) 118.86(6) 112.44(8) 104.46(9) 
 AIC/BIC 129.57/139.91 130.86/146.37 128.44/149.12 122.461/145.726 
***p≤.001; **p≤.01; *p≤.05 
 
Table 5 presents the findings of the post-transaction act model, which only includes the 
typical condition around post-transaction mobility. During the post-transaction act both the 
physical decay and crime generator dimensions are significant predictors of the seller 
maintaining anchor point (staying ‘on-script’) (Model 1). These findings remain when 
facilitating factors are added to the model (Model 2), but when setting and street segment length 
are added to the model (Model 3) the physical decay and crime generator dimensions are no 
longer significant. Both buyer initiation and lack of transaction mobility are significant 
predictors of seller maintaining anchor point during the post-transaction act (Model 4). 
 
 




Post-Transaction Act Model 1 Model 2 Model 3 Model 4 
Seller Maintains Anchor Point Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) 
Physical disorder -.034(.028) .967 -.052(.105) .95 -.117(.072) .889 -.144(.071) .866* 
Decay .075(.032) 1.078* .088(.038) 1.091* .195(.115) 1.215 .209(.105) 1.233* 
Crime generator .049(.022) 1.051* .056(.027) 1.058* .055(.033) 1.057 .075(.045) 1.078 
Seller late teens/early 20s   .647(.359) 1.91 .709(.375) 2.031 .517(.485) 1.676 
Daytime   .61(.37) 1.841 .59(.366) 1.804 .275(.31) 1.317 
Commercial area     2.126(1.921) 8.38 1.407(1.771) 4.081 
Length of street segment     -.00(.001) 1.00 -.001(.001) .999 
Buyer-initiated       .839(.345) 2.315* 
No inspection       -.808(.733) .446 
Simultaneous/immediate       .531(.515) 1.701 
No transaction mobility       1.049(.354) 2.855** 
Model Fit Deviance(df) 129.48(4) 126.4(6) 125.68(8) 118.384(9) 




 When the dependent variables are combined into a 6-point crime script scale, which is a 
combination of each of the typical conditions previously assessed individually (ranging from 0 to 
5), the crime generator dimension is the only environmental characteristic dimension that is a 
significant predictor of staying on-script (see Table 6), but not when the environmental 
dimensions are included without other controls (Model 1). It is not until facilitating factors are 
added to the model (Model 2) that the crime generator dimension becomes significant and the 
effect size actually increases from Model 1 to Model 2 and Model 3. Each percent increase in the 
proportion of crime generator indicators increases the odds of all 5 typical conditions of the 
crime script being present compared to the lower 4 script categories by 1.05 times or about 5%, 
controlling for the model (Model 3). The facilitating factors (seller age range and time of day) 
are both significant in Model 2 and remain as such when additional controls are added to the 
model (Model 3). Setting (commercial area) is the strongest predictor of staying on script.  
 
 
Table 6: Ordinal Logistic Regression: Script Scale with Environmental, Facilitating, and Other 
Predictors  
Script Scale Model 1 Model 2 Model 3 
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 Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) Coeff.(SE) Exp(b) 
Physical disorder .03(.056) 1.03 .004(.048) 1.004 -.025(.035) .975 
Decay .022(.055) 1.022 .045(.045) 1.055 .073(.042) 1.076 
Crime generator .04(.034) 1.041 .057(.027) 1.058* .046(.016) 1.047** 
Seller late teens/early 20s   1.041(.307) 2.833*** 1.046(.287) 2.846*** 
Daytime   1.071(.309) 2.918*** .912(.254) 2.489*** 
Commercial area     1.857(.68) 6.402** 
Length of street segment     .001(.001) 1.001 
Model Fit Deviance(df) 308.48(8) 295.48(9) 292.64(9) 
 AIC/BIC 324.47/345.15 313.49/336.75 310.64/333.90 
***p≤.001; **p≤.01; *p≤.05 
 
 
 When the crime generator dimension is broken down into individual indicators, all 
indicators except the presence of restaurants are significant predictors of staying on the 
predominate drug transaction crime script. With that said many indicators decrease the odds of 
all 5 typical conditions of the crime script being present. This is the opposite direction observed 
when indicators are combined into one composite measure. The exceptions to this are retail 
facilities, and bars and liquor stores. These indicators both increase the odds of all 5 typical 
conditions of the crime script being present by 58% and 59%, respectively. The largest 
significant predictors are the presence of transit locations, and the presence of public parks or 
public commons. The presence of a transit location decreases the odds of all 5 typical conditions 
of the crime script being present by .2 times or 80%, controlling for the model. The presence of 
public parks or public commons also decreases the odds by approximately .2 times or 80%.  
Table 7: Ordinal Logistic Regression: Script Scale with Crime Generator Indicators 
Script Scale Coeff.(SE) Exp(b) 
Transit Location -1.597(.26) .202** 
Parking Lot -.971(.135) .379*** 
Retail Facility .454(.077) 1.575*** 
Corner Store/Small Market/Food Store -.591(.252) .554* 
Bar/Liquor Stores .466(.138) 1.594* 
Restaurants -.203(.106) .816 
Public Parks/Public Commons -1.636(.613) .195** 
Model Fit Deviance(df) 300.99(9) 
 AIC/BIC 318.99/342.25 
***p≤.001; **p≤.01; *p≤.05 
 
Discussion and Conclusion 
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While the majority of Newark, NJ open-air drug markets contain garbage/litter, litter may be 
considered a fairly mild form of physical disorder. Observing abandoned, burned, or vandalized 
buildings, while less common, brings a higher degree of severity. Similarly, while garden or 
lawn deterioration is common in this setting, it may be considered merely a mild eyesore 
compared to the vacant spaces found on 50% of street segments within Newark, NJ open-air 
drug markets. Despite these environmental indicators characterizing Newark open-air drug 
markets, this study does not find strong evidence that physical disorder and decay predict the 
predominate open-air drug selling crime script.  
It may be that while disorder and decay do not appear to influence the sequence of the 
crime event, a particular geography may have become a drug market because of its disorderly 
characteristics. On the other hand, perhaps physical disorder and decay did not characterize these 
areas until the drug markets emerged. Regardless of temporal order, previous research does 
suggest a relationship between physical disorder and crime. For instance, physical disorder in the 
form of decay and infrastructure-related neglect has been found to be an indicator of crime at the 
micro-level (Wheeler, 2018). Additional research has stressed the importance of studying the 
unique micro-communities that comprise small scale environments (Sampson, 2012; Weisburd et 
al., 2016); determining that like crime, disorder tends to concentrate in a few “hot spots” across 
the landscape of a city (Yang, 2010). Despite the physical environment not influencing the 
transaction script in the present study, there is evidence that physical characteristics of the 
immediate environment are indicators of drug market presence. 
Transit locations, restaurants, retail facilities, and corner stores are all common crime 
generators observed within Newark’s open-air drug market. In contrast to disorder and decay, 
there is a relationship between such crime generators and the drug selling crime script, but it is 
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somewhat complex. As the proportion of crime generators increases, the odds of going off-script 
with regard to transaction mobility during the transaction act increases—crime generators predict 
mobility where no mobility is the typical condition. Conversely, the crime generator dimension 
is a positive predictor of the script as a whole. When the dimension is broken down into its 
indicators, we find that both retail facilities and bars and liquor stores predict staying on-script. 
Thus, in addition to predicting crime generally (Peterson et al., 2000; Smith et al., 2000; Nielsen 
and Martinez, 2003; Hipp, 2007; Twinam, 2017; Sherman et al., 1989), liquor and retail outlets 
predict open-air drug selling that follows a specific script. These indicators can be considered 
environmental facilitators toward the established crime script, complementing Jacques and 
Bernasco’s (2015) conceptualization of facilitating steps, and Sytsma and Piza’s (2018) 
identification of typical conditions, and facilitating factors. 
Transit locations, corner stores, and public parks predict a deviation from the 
predominate script and can be considered environmental inhibitors. Environmental inhibitors do 
not inhibit the crime from taking place, but if the crime is to take place, these environmental 
features influence one’s abandonment of the predominant script. Further, the variability in 
direction of the individual crime generator indicators suggests that once a seller is operating 
within the market, they use the various crime generators to gain cues on whether or not to follow 
the predominate script. These ideas are consistent with research that has found individuals 
interact with the environment (Moreto et al., 2014) and respond to environmental cues regarding 
opportunity for crime (Brantingham et al., 2017).  
A commercial setting is consistently the strongest predictor of drug sellers in Newark 
staying on-script. Citing Agar (1973) and Mieczkowski (1992), Piza and Sytsma (2016) suggest 
that the increased guardianship and fast-paced nature of drug markets located in commercial 
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areas do not afford sellers the luxury of certain defensive actions, such as off-person stash spots 
and delayed exchanges. Similarly, perhaps commercial areas do not afford sellers the option of 
variability of sequence. It appears that there are fewer crime commission sequence options which 
are likely to result in a ‘successful’ transaction in a commercial setting given the volume and 
nature of the activity occurring in such areas; thus, sellers are fairly committed to the 
predominate crime script when active in commercial areas. 
Finally, while some typical conditions predict subsequent conditions in the crime script, 
the impact of such predictors varies across the individual acts that comprise the script. Buyers 
not inspecting product increases the odds of the transaction being simultaneous and immediate, 
but this is not surprising given that taking the time to inspect a product necessarily adds 
additional actions to the exchange. No inspection predicting the lack of mobility during the 
transaction is interesting. Open-air drug markets can often be characterized as spaces where 
sellers occupy regular anchor points, and buyers patron those sellers who are known to them 
(Weisburd and Green, 1995; Weisburd et al. 2006; Harocopos and Hough, 2011; Sytsma and 
Piza, 2018). Sellers may feel there is no need to inspect product when they are regular customers 
of buyers who can reliably be found at their usual spot. With that said Sytsma and Piza (2018) 
characterize the Newark drug market as “fast-paced, [and] buyer-led” where there is little time 
for frivolities, such as product inspection.  
The present study suffers from a number of limitations worth mentioning. Limitations 
surrounding CCTV as a data source have been discussed previously by Piza and Sytsma (2016; 
see also Sytsma and Piza, 2018), as has the limited scope of the original crime script that the 
current study relies upon. Limitations inherent in CCTV footage are somewhat exacerbated by 
the static nature of GSV imagery. In particular, GSV images are captured cross-sectionally at a 
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singular point in time, during daylight hours. Over half (53 of 98; 54.1%) of the observations 
occurred during evening hours. This has minimal implications for our time invariant variables, 
such as the presence of crime generators, the presence of abandoned buildings, and vacant 
spaces, which comprise the majority of our indicators. However, our time variant variables, such 
as the presence of litter or empty/broken bottles, have the potential to move in and out of 
environments with a certain degree of frequency.  
Additionally, Sytsma and Piza (2018) developed their script through SSO and therefore 
were unable to observe the cognitive processes of the various actors as they move from one 
action to another. Similarly, due to the nature of the data we cannot empirically determine which 
actor is driving the interactions at various stages within the present study. Transactions were 
coded as either buyer- or seller-initiated based upon visual evidence of which party was 
responsible for establishing contact (e.g. the buyer either approached the seller or the seller 
approached the buyer). However, we acknowledge that the lack of audio in the footage 
complicates this coding, as we are unable to determine if the buyer and seller were previously 
known to each other, meaning that the contact may have been pre-arranged rather than initiated 
on-scene by either party.  
In addition to these issues, due to the restricted time period set by Sytsma and Piza 
(2018), the present study only represents one year of drug market data. Further, due to the 
locations of the 98 drug transaction events observed by Piza and Sytsma (2016) and captured by 
10 CCTV cameras, we were only able to document the environmental context of 38 street 
segments. One potential avenue for inquiry in future work is to observe the environmental 
characteristics of areas known not to be drug markets as a point of comparison. Similarly, it may 
be useful to observe a wide variety of street-level crime types, develop scripts for those crime 
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types, and document the environmental contexts of each crime type to add to the literature 
diversity of scripts and associated environments. 
Finally, despite the relatively large number of indicators explored, content validity of the 
environmental dimensions could be improved. It is possible there are indicators of disorder, 
decay, and crime generators that are not captured here, and existing measures could be 
strengthened with a severity scale or total observation counts for each indicator. While GSV is a 
powerful tool, in many ways it is not a replacement for in-person observation. With that said we 
feel the strengths of GSV, such as convenience and openness to replication, are not insignificant. 
Despite limitations, the research contributes a description of the environmental 
characteristics of an open-air drug market and is the first to move beyond describing locations an 
offender visits during the crime commission sequence to identify environmental facilitators and 
inhibitors toward an established open-air drug selling crime script. We offer the relatively novel 
approach of conducting an SSO of drug market areas though GSV. Dehghanniri and Borrion 
(2019) comment on the potential contribution to the literature that various types of crime scripts 
can make. They note the value of indicating crime commission sequence variations and details 
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