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a b s t r a c t
In this paper, we study multiple nonnegative solutions for the fractional differential
equation with integral boundary conditions
CDαx(t)+ f (t, x(t)) = 0, t ∈ (0, 1),
x(0) =
∫ 1
0
g0(s)x(s)ds,
x(1) =
∫ 1
0
g1(s)x(s)ds,
x(k)(0) =
∫ 1
0
gk(s)x(s)ds, k = 2, 3, . . . , [α].
By means of Leggett–Williams fixed point theorem, some new results on the existence of
at least three nonnegative solutions are obtained.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we study at least three nonnegative solutions for the fractional differential equationwith integral boundary
conditions
CDαx(t)+ f (t, x(t)) = 0, t ∈ (0, 1),
x(0) =
∫ 1
0
g0(s)x(s)ds,
x(1) =
∫ 1
0
g1(s)x(s)ds,
x(k)(0) =
∫ 1
0
gk(s)x(s)ds, k = 2, 3, . . . , [α],
(1.1)
where CDα is the standard Caputo derivative, α ∈ R and 2 ≤ n = [α] < α < [α] + 1. f ∈ C([0, 1] × R+,R+),
and gk ∈ C([0, 1],R) (k = 0, 1, 2, . . . , [α]) are given functions, [α] denotes the integer part of the real number α and
R+ = [0,+∞).
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Fractional differential equations are used widely in the fields of various sciences such as physics, mechanics, chemistry,
engineering, etc. (see [1–8] and references therein). Since then, the boundary value problems of fractional differential
equations have been studied by many authors. For details, see [9–11] and references therein.
A class of boundary value problems with integral conditions, including two-point, three-point and m-point boundary
value problems as special cases, have received much attention. There have been many results for some boundary value
problems of differential equations with integral boundary condition. See [12–16] and the references therein.
In this paper, we focus on the existence of at least three nonnegative solutions for the fractional differential equation
with integral boundary conditions. Applying Leggett–Williams fixed point theorem, some new results on the existence of
at least three nonnegative solutions are obtained.
2. Preliminaries
Definition 2.1 ([7]). Let α > 0, for a function y : (0,+∞)→ R. The fractional integral of order α of y is defined by
Iαy(t) = 1
0(α)
∫ t
0
(t − s)α−1y(s)ds,
provided the integral exists. The Caputo derivative of a function y : (0,+∞)→ R is given by
CDαy(t) = 1
0(n+ 1− α)
∫ t
0
y(n+1)(s)
(t − s)α−n ds,
provided the right side is pointwise defined on (0,+∞), where n = [α]. 0 denotes the Gamma function:
0(α) =
∫ +∞
0
e−t tα−1dt.
From Definition 2.1, we can obtain the following lemma.
Lemma 2.2. Let 0 < n < α < n+ 1. If y ∈ Cn+1(0, 1) ∩ L[0, 1], then the fractional differential equation
CDαy(t) = 0
has a unique solution
y(t) =
n−
k=0
y(k)(0)
k! t
k.
For any h, σk ∈ C[0, 1], k = 0, 1, 2, . . . , n, we study the solution of the following problem
CDαx(t)+ h(t) = 0, t ∈ (0, 1),
x(0) =
∫ 1
0
g0(s)σ0(s)ds,
x(1) =
∫ 1
0
g1(s)σ1(s)ds,
x(k)(0) =
∫ 1
0
gk(s)σk(s)ds, k = 2, 3, . . . , n.
(2.1)
Lemma 2.3. x ∈ Cn+1[0, 1] is a solution of boundary value problem (2.1), if and only if x ∈ C[0, 1] is a solution of the following
fractional integral equation
x(t) =
∫ 1
0

(1− t)g0(s)σ0(s)+ tg1(s)σ1(s)+
n−
k=2
t(tk−1 − 1)
k! gk(s)σk(s)

ds+
∫ 1
0
G(t, s)h(s)ds, (2.2)
where
G(t, s) = 1
0(α)

t(1− s)α−1 − (t − s)α−1, s ≤ t,
t(1− s)α−1, t < s.
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Proof. By CDαx(t)+ h(t) = 0, t ∈ (0, 1), we have
x(t) =
n−
k=0
x(k)(0)
k! t
k − Iαh(t)
=
n−
k=0
x(k)(0)
k! t
k − 1
0(α)
∫ t
0
(t − s)α−1h(s)ds. (2.3)
Then
x(1) =
n−
k=0
x(k)(0)
k! −
1
0(α)
∫ 1
0
(1− s)α−1h(s)ds.
By the boundary value conditions, we can get
x′(0) =
∫ 1
0

g1(s)σ1(s)− g0(s)σ0(s)−
n−
k=2
gk(s)σk(s)
k!

ds+ 1
0(α)
∫ 1
0
(1− s)α−1h(s)ds.
Thus,
x(t) =
∫ 1
0

(1− t)g0(s)σ0(s)+ tg1(s)σ1(s)+
n−
k=2
t(tk−1 − 1)
k! gk(s)σk(s)

ds
− 1
0(α)
∫ t
0
(t − s)α−1h(s)ds+ t
0(α)
∫ 1
0
(1− s)α−1h(s)ds
=
∫ 1
0

(1− t)g0(s)σ0(s)+ tg1(s)σ1(s)+
n−
k=2
t(tk−1 − 1)
k! gk(s)σk(s)

ds+
∫ 1
0
G(t, s)h(s)ds. 
For any ε ∈ 0, 12 , we denote β = min{ε − εα−1, (1− ε)− (1− ε)α−1}.
Lemma 2.4. The function G satisfies
(1) G ∈ C([0, 1] × [0, 1]) and G(t, s) ≥ 0 for t, s ∈ [0, 1];
(2) G(t, s) ≤ 1
0(α)
(1− s)α−1 for t, s ∈ [0, 1];
(3) G(t, s) ≥ β
0(α)
(1− s)α−1 for t ∈ [ε, 1− ε] and s ∈ [0, 1].
Proof. It is easy to see that (1) and (2) hold.
(3) For t ∈ [ε, 1− ε], if t < s,
G(t, s) ≥ ε(1− s)
α−1
0(α)
>
β(1− s)α−1
0(α)
.
If t ≥ s, we have s ∈ [0, 1− ε] and
G(t, s) = t(1− s)
α−1 − (t − s)α−1
0(α)
= (1− s)
α−1
0(α)

t −

1− 1− t
1− s
α−1
≥ (1− s)
α−1
0(α)
(t − tα−1).
Let q(t) = t − tα−1, we can show that q is a concave function. So
min
t∈[ε,1−ε] q(t) = min{ε − ε
α−1, (1− ε)− (1− ε)α−1}.
Hence, we can also get G(t, s) ≥ β(1−s)α−1
0(α)
for t ∈ [ε, 1− ε], s ∈ [0, 1] and t ≥ s. 
We define an auxiliary function by
φ(t, s) = (1− t)g0(s)+ tg1(s)+
n−
k=2
t(tk−1 − 1)
k! gk(s), for t, s ∈ [0, 1]. (2.4)
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Denotem = min{φ(t, s) | t, s ∈ [0, 1]},M = max{φ(t, s) | t, s ∈ [0, 1]} and
(H0) 0 ≤ m ≤ M < 1.
Define a linear operator A : C([0, 1])→ C([0, 1]) by
Ax(t) =
∫ 1
0
φ(t, s)x(s)ds. (2.5)
Lemma 2.5. Suppose (H0) holds. Then A is a bounded linear operator, Ax(t) ≥ 0 for x(t) ≥ 0 and t ∈ [0, 1]. Moreover, I − A is
invertible, (I − A)−1 is a bounded linear operator and ‖(I − A)−1‖ ≤ 11−M .
Proof. It is clear that A is a bounded linear operator Ax(t) ≥ 0 for x(t) ≥ 0 and t ∈ [0, 1], and I − A is invertible if (H0)
holds.
By using the theory of Fredholm integral equations, we can show that x(t) = (I − A)−1z(t) if and only if
x(t) = z(t)+ Ax(t) = z(t)+
∫ 1
0
φ(t, s)x(s)ds. (2.6)
Moreover, since (H0) holds, we can get that Eq. (2.6) has a unique continuous solution x(t) on [0, 1] for z ∈ C[0, 1], and x(t)
can be expressed as the following absolutely and uniformly convergence series
x(t) = z(t)+
∞−
k=1
∫ 1
0
φk(t, s)z(s)ds, (2.7)
where φ1(t, s) = φ(t, s), φk(t, s) =
 1
0 φ(t, r)φk−1(r, s)dr, k = 2, 3, . . . .
Denote the resolvent kernel
R(t, s) =
∞−
k=1
φk(t, s), (2.8)
it follows that
x(t) = (I − A)−1z(t) = z(t)+
∫ 1
0
∞−
k=1
φk(t, s)z(s)ds = z(t)+
∫ 1
0
R(t, s)z(s)ds, (2.9)
from absolutely and uniformly convergence of (2.7).
Therefore, we can easily get that |R(t, s)| ≤ M1−M , (I − A)−1 is a bounded linear operator and ‖(I − A)−1‖ ≤ 11−M . 
It is easy to show the following lemma from (2.8) and (H0).
Lemma 2.6. If (H0) holds, then
m
1−m ≤ R(t, s) ≤
M
1−M , for t, s ∈ [0, 1].
Define T : C([0, 1])→ C([0, 1]) by
(Tx)(t) =
∫ 1
0
G(t, s)f (s, x(s))ds. (2.10)
It is obvious that solutions of (1.1) are solutions of the following equation
x(t) = (Tx)(t)+ (Ax)(t). (2.11)
By (2.11) and (H0), we have
x(t) = (I − A)−1Tx(t).
Denote B = (I − A)−1T , it follows from Lemma 2.3 that x is a solution of (1.1) if and only if x is a fixed point of the
operator B.
In order to prove our main results, we need the following Leggett–Williams fixed point theorem (see [17,18]).
Let E = (E, ‖ · ‖) be a Banach space and P ⊂ E be a cone on E. A continuous mapping ω : P −→ [0,+∞) is said to be
a concave nonnegative continuous functional on P , if ω satisfies ω(λx + (1 − λ)y) ≥ λω(x) + (1 − λ)ω(y) for all x, y ∈ P
and λ ∈ [0, 1].
Let a, b, d > 0 be constants. Define Pd = {x ∈ P : ‖x‖ < d}, Pd = {x ∈ P : ‖x‖ ≤ d} and P(ω, a, b) = {x ∈ P : ω(x) ≥
a, ‖x‖ ≤ b}.
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Lemma 2.7. Let (E, ‖ · ‖) be a Banach space, P ⊂ E be a cone of E and c > 0 be a constant. Suppose there exists a concave
nonnegative continuous functionalω on P withω(x) ≤ ‖x‖ for all x ∈ Pc . Let B : Pc −→ Pc be a completely continuous operator.
Assume there are numbers a, b and d with 0 < d < a < b ≤ c such that
(1) {x ∈ P(ω, a, b) : ω(x) > a} ≠ ∅ and ω(Bx) > a for all x ∈ P(ω, a, b);
(2) ‖Bx‖ < d for all x ∈ Pd;
(3) ω(Bx) > a for all x ∈ P(ω, a, c) with ‖Bx‖ > b.
Then A has at least three fixed points x1, x2 and x3 in Pc . Furthermore, x1 ∈ Pa; x2 ∈ {x ∈ P(ω, b, c) : ω(x) > b}; x3 ∈
Pc \ (P(ω, b, c) ∪ Pa).
3. Main results
Let E = C([0, 1]) be a Banach space with the norm ‖x‖ = maxt∈[0,1]{|x(t)|} and P = {x ∈ E : x(t) ≥ 0, t ∈ [0, 1]} ⊂ E
be a cone of E.
Define ω : P −→ [0,+∞) by
ω(x) = min
t∈[ε,1−ε] x(t),
then ω is a concave nonnegative continuous functional on P , and satisfies ω(x) ≤ ‖x‖ for all x ∈ P .
Theorem 3.1. Suppose (H0) holds and there exist constants a, b and d with
0 < d < a < min

β(1−M)(1− 2mε)b
1−m , b

,
such that the following conditions hold.
(A1) There exists the constant γ with 0 < γ < (1−M)0(α + 1) such that
lim
x→+∞ supt∈[0,1]
f (t, x)
x
< γ .
(A2) f (t, x) < (1−M)0(α + 1)d for all (t, x) ∈ [0, 1] × [0, d].
(A3) f (t, x) > (1−m)0(α+1)aβ(1−2mε)[(1−ε)α−εα ] for all (t, x) ∈ [ε, 1− ε] × [a, b].
Then there exists a constant c such that the boundary value problem (1.1) has at least three nonnegative solutions x1, x2 and
x3 in Pc . Furthermore, the nonnegative solutions x1 ∈ Pa and x2 ∈ {x ∈ P(ω, b, c) : ω(x) > b}, the positive solution
x3 ∈ Pc \ (P(ω, b, c) ∪ Pa).
Proof. It follows that there exists τ > 0 such that 0 ≤ f (t, x) ≤ γ x for all t ∈ [0, 1] and x > τ from (A1). Denote
N = max(t,x)∈[0,1]×[0,τ ] f (t, x). Then
0 ≤ f (t, x) ≤ γ x+ N for t ∈ [0, 1] and x ≥ 0.
Take c > N
(1−M)0(α+1)−γ . Then for ‖x‖ ≤ c and all t ∈ [0, 1], we have
‖Bx‖ ≤ ‖(I − A)−1‖ · ‖Tx‖
≤ 1
1−M maxt∈[0,1]
∫ 1
0
G(t, s)f (s, x(s))ds
≤ 1
1−M (N + γ ‖x‖)
∫ 1
0
(1− s)α−1
0(α)
ds
= 1
(1−M)0(α + 1) (N + γ ‖x‖)
< c.
Therefore, ‖Bx‖ < c.
By Lemma 2.5 and the definition of the operator T , we can easily obtain that B : Pc → Pc is a completely continuous
operator.
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Take x0 = a+b2 , then ω(x0) = a+b2 > a and ‖x0‖ = a+b2 < b. Thus x0 ∈ {x ∈ P(ω, a, b) : ω(x) > a} ≠ ∅. For
x ∈ P(ω, a, b), we have a ≤ x(t) ≤ b for t ∈ [ε, 1− ε]. By (A3), we can show
ω(Bx) = min
t∈[ε,1−ε]((I − A)
−1T )(t)
= min
t∈[ε,1−ε]
∫ 1
0
G(t, s)f (s, x(s))ds+
∫ 1
0
R(t, s)
∫ 1
0
G(s, r)f (r, x(r))drds

≥ β
∫ 1
0
1
0(α)
(1− s)α−1f (s, x(s))ds+ m
1−m
∫ 1−ε
ε
∫ 1
0
G(s, r)f (r, x(r))drds
≥ β
0(α)

1+ m(1− 2ε)
1−m
∫ 1
0
(1− s)α−1f (s, x(s))ds
>
β(1− 2mε)
(1−m)0(α) ·
(1−m)0(α + 1)a
β(1− 2mε)[(1− ε)α − εα]
∫ 1−ε
ε
(1− s)α−1ds
= a.
So the condition (1) of Lemma 2.7 holds.
For x ∈ Pd = {x ∈ P : ‖x‖ ≤ d}, by (A2), Lemmas 2.4 and 2.5, we can get
‖Bx‖ ≤ ‖(I − A)−1‖ · ‖Tx‖
≤ 1
1−M maxt∈[0,1]
∫ 1
0
G(t, s)f (s, x(s))ds
<
1
1−M ·
(1−M)0(α + 1)d
0(α)
∫ 1
0
(1− s)α−1ds
= d.
Hence, the condition (2) of Lemma 2.7 holds.
Since ‖x‖ ≤ c, ω(x) ≥ a as x ∈ P(ω, a, c), then if ‖Bx‖ > b, by Lemma 2.5, we can show that
b < ‖Bx‖ ≤ ‖(I − A)−1‖ · ‖Tx‖ ≤ 1
1−M maxt∈[0,1]
∫ 1
0
G(t, s)f (s, x(s))ds
≤ 1
(1−M)0(α)
∫ 1
0
(1− s)α−1f (s, x(s))ds.
That is∫ 1
0
(1− s)α−1f (s, x(s))ds ≥ b(1−M)0(α). (3.1)
On the other hand, we have
ω(Bx) = min
t∈[ε,1−ε]((I − A)
−1T )(t)
≥ β
∫ 1
0
1
0(α)
(1− s)α−1f (s, x(s))ds+ m
1−m
∫ 1−ε
ε
∫ 1
0
G(s, r)f (r, x(r))drds
= β(1− 2mε)
(1−m)0(α)
∫ 1
0
(1− s)α−1f (s, x(s))ds. (3.2)
It follows
ω(Bx) ≥ β(1− 2mε)
1−m b(1−M) > a
from (3.1) and (3.2).
Therefore, the condition (3) of Lemma 2.7 holds.
Then the boundary value problem (1.1) has at least three nonnegative solutions x1, x2 and x3 in Pc . Furthermore, the
nonnegative solutions x1 ∈ Pa and x2 ∈ {x ∈ P(ω, b, c) : ω(x) > b}, the positive solution x3 ∈ Pc \ (P(ω, b, c) ∪ Pa). 
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Theorem 3.2. Suppose (H0) holds and there exist constants a, b and d with
0 < d < a < min

β(1−M)(1− 2mε)b
1−m , b

such that (A2) and (A3) hold, and satisfy the following.
(A4) There exists a constant c with b < ((1− ε)α − εα)c such that f (t, x) ≤ (1−M)0(α+ 1)c for all (t, x) ∈ [0, 1] × [0, c].
Then the boundary value problem (1.1) has at least three nonnegative solutions x1, x2 and x3 in Pc . Furthermore, the nonnegative
solutions x1 ∈ Pa and x2 ∈ {x ∈ P(ω, b, c) : ω(x) > b}, the positive solution x3 ∈ Pc \ (P(ω, b, c) ∪ Pa).
Proof. Since
(1−m)0(α + 1)a
β(1− 2mε)[(1− ε)α − εα] <
(1−M)0(α + 1)b
(1− ε)α − εα < (1−M)0(α + 1)c,
conditions (A3) and (A4) are reasonable.
For ‖x‖ ≤ c , we can show that
‖Bx‖ ≤ ‖(I − A)−1‖ · ‖Tx‖
≤ 1
1−M maxt∈[0,1]
∫ 1
0
G(t, s)f (s, x(s))ds
≤ 1
1−M · (1−M)0(α + 1)c
∫ 1
0
(1− s)α−1
0(α)
ds
= c.
Therefore, ‖Bx‖ ≤ c.
The following proof is similar to Theorem 3.1, and the theorem is proved. 
Theorem 3.3. Suppose (H0) holds and there exist constants a and b with
0 < a < min

β(1−M)(1− 2mε)b
1−m , b

,
such that (A3) holds. Either (A1) holds, or both (A4) holds. And
(A5) limx→0+ supt∈[0,1]
f (t,x)
x < (1−M)0(α + 1) holds and f (t, 0) = 0 for t ∈ [0, 1].
Then there exists a constant c such that the boundary value problem (1.1) has at least three nonnegative solutions x1, x2 and x3
in Pc . Furthermore, x1 ∈ Pa and x2 ∈ {x ∈ P(ω, b, c) : ω(x) > b}, the positive solution x3 ∈ Pc \ (P(ω, b, c) ∪ Pa).
Proof. By (A5), there exists 0 < d ≤ a, such that 0 ≤ f (t, x) ≤ (1−M)0(α + 1)x for all t ∈ [0, 1] and 0 ≤ x ≤ d.
For x ∈ Pd = {x ∈ P : ‖x‖ ≤ d}, by (A5), it is easy to see
‖Bx‖ ≤ ‖(I − A)−1‖ · ‖Tx‖
≤ 1
1−M maxt∈[0,1]
∫ 1
0
G(t, s)f (s, x(s))ds
<
1
1−M ·
(1−M)0(α + 1)d
0(α)
∫ 1
0
(1− s)α−1ds
= d.
Hence, ‖Bx‖ < d.
The following proof is similar to Theorem 3.1 or Theorem 3.2, and the theorem is proved. 
4. Examples
To illustrate our main results, we present an example.
Example 4.1. We consider the boundary value problem
CD
5
2 x(t)+ f (t, x(t)) = 0, t ∈ (0, 1),
x(0) = 1
2
∫ 1
0
sx(s)ds,
x(1) = 1
2
∫ 1
0
s2x(s)ds,
x′′(0) =
∫ 1
0
s2x(s)ds,
(4.1)
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where g0(s) = s2 , g1(s) = s
2
2 , g2(s) = s2, α = 52 and
f (t, x) = sin(t + 1)
x
2, x ∈ [0, 1],
100x− 99, x ∈ (1, 11],
1001, x ∈ (11,+∞).
Then it follows φ(t, s) = 12 s(1 − t + t2s) from (2.4). We can get that m = min{φ(t, s) | t, s ∈ [0, 1]} = 0,
M = max{φ(t, s) | t, s ∈ [0, 1]} = 12 and (H0) holds.
We take ε = 14 , then β = min{ε − εα−1, (1− ε)− (1− ε)α−1} = 3(2−
√
3)
8 ≈ 0.100481.
Let d = 1, a = 11, b = 220, γ = 1, then we can easily check that 0 < d < a < min

β(1−M)(1−2mε)b
1−m , b

, 0 < γ <
(1−M)0(α + 1) = 15
√
π
16 ≈ 1.66168 and f satisfies the following conditions:
(A1) limx→+∞ supt∈[0,1]
f (t,x)
x = 0 < γ ;
(A2) f (t, x) < (1−M)0(α + 1)d = 15
√
π
16 ≈ 1.66168 for all (t, x) ∈ [0, 1] × [0, 1];
(A3) f (t, x) > (1−m)0(α+1)aβ(1−2mε)[(1−ε)α−εα ] = 1760
√
π
19
√
3−29 ≈ 798.042 for all (t, x) ∈
 1
4 ,
3
4
× [11, 220].
Therefore, by Theorem 3.1, we can get that there exists a constant c such that the boundary value problem (4.1) has
at least three nonnegative solutions x1, x2 and x3 in Pc . Furthermore, the nonnegative solutions x1 ∈ Pa and x2 ∈ {x ∈
P(ω, b, c) : ω(x) > b}, the positive solution x3 ∈ Pc \ (P(ω, b, c) ∪ Pa).
References
[1] A.M.A. El-Sayed, Nonlinear functional differential equations of arbitrary orders, Nonlinear Anal. 33 (1998) 181–186.
[2] A.A. Kilbas, J.J. Trujillo, Differential equations of fractional order: methods, results and problems I, Appl. Anal. 78 (2001) 153–192.
[3] A.A. Kilbas, J.J. Trujillo, Differential equations of fractional order: methods, results and problems II, Appl. Anal. 81 (2002) 435–493.
[4] Y. Zhou, F. Jiao, J. Li, Existence and uniqueness for p-type fractional neutral differential equations, Nonlinear Anal. 71 (7–8) (2009) 2724–2733.
[5] Y. Zhou, F. Jiao, Existence of extremal solutions for discontinuous fractional functional differential equations, Int. J. Dyn. Syst. Differ. Equ. 2 (2009)
237–252.
[6] J. Wang, Y. Zhou, A class of fractional evolution equations and optimal controls, Nonlinear Anal. 12 (2011) 262–272.
[7] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.
[8] V. Lakshmikantham, Theory of fractional functional differential equations, Nonlinear Anal. 69 (2008) 3337–3343.
[9] X. Liu, M. Jia, Multiple solutions for fractional differential equations with nonlinear boundary conditions, Comput. Math. Appl. 59 (2010) 2880–2886.
[10] Z. Bai, On positive solutions of a nonlocal fractional boundary value problem, Nonlinear Anal. 72 (2010) 916–924.
[11] D. Jiang, C. Yuan, The positive properties of theGreen function forDirichlet-type boundary value problems of nonlinear fractional differential equations
and its application, Nonlinear Anal. 72 (2010) 710–719.
[12] G.L. Karakostas, P.Ch. Tsamatos, Nonlocal boundary vector value problems for ordinary differential systems of higher order, Nonlinear Anal. 51 (2002)
1421–1427.
[13] A. Boucherif, Second-order boundary value problems with integral boundary conditions, Nonlinear Anal. 70 (2009) 364–371.
[14] Z. Yang, Existence of nontrivial solutions for a nonlinear Sturm–Liouville problem with integral boundary conditions, Nonlinear Anal. 68 (2008)
216–225.
[15] J.R.L. Webb, G. Infante, Positive solutions of nonlocal boundary value problems: a unified approach, J. Lond. Math. Soc. (2) 74 (2006) 673–693.
[16] J.R.L. Webb, G. Infante, Positive solutions of nonlocal boundary value problems involving integral conditions, NoDEA Nonlinear Differential Equations
Appl. 15 (2008) 45–67.
[17] D. Guo, J. Sun, Z. Liu, FunctionalMethod for Nonlinear OrdinaryDifferential Equation, Shandong Science and Technology Press, Jinan, 1995 (in Chinese).
[18] R.W. Leggett, L.R. Williams, Multiple positive fixed-points of nonlinear operators on ordered Banach spaces, Indiana Univ. Math. J. 28 (1979) 673–688.
