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Virtual reality (VR) environments are most commonly used for 
entertainment and gaming, though are also employed in rehabilitative and 
professional contexts. Virtual reality systems currently have highly convincing 
visual and aural feedback, allowing for a superficially immersive experience for 
the user. However, these systems lack haptic feedback, breaking the immersive 
experience as soon as the user tries to interact with a virtual object or entity 
physically, which severely limits the uses of VR.  
To solve this, instead of the conventional approach of trying to simulate 
feeling something that isn’t actually there, a physical robot was created to exist in 
real space, programmed such that its movements were identical to those of a 
virtual object. The user can then reach out and touch the robot, and feel that they 
are touching the virtual entity in the virtual world. 
A version of this was created, which consists of a boxing dummy affixed to 
a motorized base. The robot was paired to a virtual Muay Thai fighter, such that 
any translation and rotation of the virtual entity was matched by the robotic base, 
and thereby the boxing dummy. The motion of the robot was tracked with an 
HTC Vive tracking puck​, affixed within the base of the robot. The base was 
designed to withstand the impact equivalent of a professional roundhouse kick. 
The electronics housing is also contained within the base. The Virtual 
environment is hosted on an external main computer, which also has the VR 
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operating system ​SteamVR​ installed. The motors of the robot are controlled by 
motor controllers, which themselves are controlled by a ​Raspberry Pi 
micro-controller, which communicates with the main computer over a local 
network created by the Raspberry Pi using socket connections.  
The project was ultimately successful in achieving the desired result, 
namely that it followed the player at a distance of between 0.5 and 0.75 meters, 
as dictated by the code. It achieved speeds and accelerations similar to those of 
a boxer in a boxing match, and the base was able to withstand the impact of a 
Taekwondo roundhouse kick without tipping.   
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PREFACE 
The idea for this project grew out of the desire to make video gaming more 
active, and interactive. This was a two-fold desire: firstly I wanted to be able to 
personally engage more immersively in the RPG video game ​Elder Scrolls V: 
Skyrim, ​and secondly I wanted to help make gaming a less sedentary 
experience. Originally my plan was to develop an omnidirectional treadmill, 
though it quickly became clear I was not the first to have this idea, and several 
companies had already begun tackling this design. Moreover, after looking into 
the price of treadmill motors, I quickly shifted gears to address the combat side of 
interaction.  
There is a third motivation to this project, which is that I have been 
personally interested in martial arts since I was very young. While my 
background is Tang Soo Do, I have trained in boxing, Muay Thai, Jiu Jitsu, 
among others. Sparring, however, specifically with striking sports, can obviously 
be dangerous, and training with a static target is not a realistic simulation of 
combat.  
I originally considered a design that would have a low center of mass such 
that it would always return to an upright position after being struck, much like the 
Mobile Virtual Player, however it became clear that this was not a realistic 
simulation of actual combat either. Needless to say, the design evolved to 
instead be sufficiently rigid to be able to take blows without tipping.  
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This project has been instructive and rewarding, and I plan to continue 
development of this design moving forward.  
I’d like to acknowledge and thank Professor Minh Phan for his supervision 
and advising during the course of this term, Professor Erland Schulson for being 
in charge of the independent project course, and Jenna Wheeler for processing 






Virtual reality (VR) can be employed to make video gaming more realistic, 
to aid in product visualization, as a tool in some psychological rehabilitation 
processes(Kizony, Katz, Weiss, 2003),(​Schultheis, Rizzo, 2001​), and more. A VR 
system consists of a headset that the user wears on their head, over their eyes, 
which has a screen that displays the virtual environment. The system also has 
hand controllers, the location and rotation of which are tracked via tracking ports, 
to allow a virtual rendering of the controllers in the virtuals space to match the 
position of the physical controller. This tracking, along with buttons on the 
controller, facilitates interaction with virtual objects. For example, in a virtual 
sword fight, a virtual sword can be parented to- or replace the virtual rendering of 
the hand controller. The controller could then be affixed to a prop sword, which 
the player could move to manipulate the virtual sword. Conventionally, the VR 
simulation would be convincing up until the user tried to interact with anything 
physically in the virtual world. The user may try to reach out to try and hit a virtual 
opponent or target with the sword, only to find that their sword passes through it. 
Such limitations breaks the immersiveness of the experience, and compromise 
VR applications.  
The proposed solution is to have a physical robot matching the 
movements of the virtual object or entity, but in physical space instead of virtual 
space. Then when the user tries to interact with the virtual entity, they will instead 
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interact with the physical robot, but since the movements and positions of the two 
match, the user will not realize the difference.  
One version of such a device was created for a hand-to-hand combat 
simulation context. In this version, the position and rotation of a boxing dummy 
affixed to a motorized base was tracked, and a virtual rendering of a Thai boxer 
was programmed to match these values. Thus, a user in VR would see a virtual 
rendering of an opponent, and be able to reach out and touch, strike, or 
otherwise interact with the opponent. Since the motion of the robot is controlled 
by the same system that is hosting the virtual simulated environment, the 
movements of the robot were programmed to be reactive to objects, forces and 
events in the virtual environment. For example, the virtual position of the user in 
comparison to the virtual position of the rendering of the boxer were used to 
calculate a path from the boxer to the user, and commands were sent to the 
robot to execute this path.  
1. Interfacing with Unity and Creating Virtual Models 
The majority of the virtual components were created before creating the 
physical robot. The video game development and physics simulation software 
Unity ​was employed to create, program and host the virtual environment. Since 
this is a virtual reality application, the SteamVR API was employed to pair the 
HTC Vive virtual reality system, complete with a headset, two hand controllers, 
and a tracking puck, with Unity. This means that after initialization, a user could 
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wear the virtual reality headset, and would see the virtual environment, as well as 
the Vive hand controllers and any additional tracking pucks, the position of which 
are tracked with two HTC tracking ports, and are used to update the position of 
the virtual models in real time.  
Virtual objects, entities and assets were modelled and animated in 
Blender​, a 3D modelling software, or purchased from the Unity Asset Store. This 
allowed the proportions of the virtual entity to be made to match those of the 
physical boxing dummy, to ensure a realistic correspondence with what the user 
sees (the shape of the virtual entity) and what the user feels (the shape of the 
physical entity).  
 
Image 1: Skeleton Rig for Animation 
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2. Animating  
Animation of the virtual entities either came with purchased assets, or was 
created in Blender. To do this, a skeleton rig was created with roughly the same 
shape of the 3D model, and groups of pixels of the model were attached to 
various bones of the rig such that a movement of a bone would result in the 
movement of a portion of the model. E.g. pixels of the lower arm of the model 
would be attached to the lower arm bone of the skeleton rig, and when the lower 
arm bone is moved or rotated, the pixels move accordingly.  
Animations were created by moving the skeleton rig to the desired position 
resulting in a change of position of the model, storing the position, adjusting the 
model again, storing the position, and so on until the model appeared to animate 
when all of the positions were played back in order at 24 frames per second. 
Linear interpolation of skeleton positions was used to make the animation appear 
more smooth.  
3.Original Object Tracking Attempts 
In order to ensure that the movements of the virtual entity and physical 
robot matched, it was necessary to track the spatial position and orientation of 
the physical robot. Several approaches were considered:  
Encoded motors would track the number of rotations of each motor, 
however this assumes the motors never slip, which is not a reasonable 
11 
assumption. Moreover any error would be cumulative, and the position would 
have to constantly be recalibrated.  
An accelerometer could report the acceleration of the robot, which could 
be integrated twice to yield position information. This approach, however, suffers 
from the same cumulative error issue of the previous approach, and is 
necessarily limited by the number of readings the accelerometer can make per 
second.  
It was then decided to pursue the following method: the robot would be 
colored red, and two 90° view-angle cameras would be placed in two adjacent 
corners of the room. For each camera view, the OpenCV library was used to 
track the two dimensional location of the red object by converting the distance 
across the cameras view (of the red object) into an angle from the corner of the 
room . For example, if the object was centered at pixel 667 out of 1000, this 1
would translate to an angle of 667/1000 * 90° = 60°. The two angles, combined 
with the known distance between the cameras, was used to calculate the 3D 
position of the red object.  
1 The main loop of this code can be viewed in appendix A 
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Image 2: Diagram to Calculate Position with two 90° Cameras 
This method was successful in tracking the position of the object in space, 
however suffered limitations that rendered it insufficient. Both cameras needed to 
have view of the object at all times, and any red object in view would alter the 
readings. Additionally, rotation of the object was not tracked. Moreover, every 
tracked object, such as another robot, or the user, would have to wear a unique, 
solid color.  
To solve this, additional cameras could have been placed into each corner 
of the room, in case the line of sight from one or several of the cameras to the 
robot was blocked. The environment could have been kept a neutral color to 
prevent color interference. Sections of the robot could have been colored another 
color, for example green, so that two points of the robot could be tracked to 
measure orientation.  
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However instead of employing these potential fixes, another, much more 
straightforward solution presented itself when the VR system was paired to Unity: 
HTC Vive controllers and pucks were tracked already using infrared tracking 
ports. Thus location tracking was already solved by HTC and this technology 
could be reemployed, namely a tracker puck could be placed on the object that 
needed to be tracked, and the position of this object would be read and reported 
by the HTC tracking ports. Placing a tracking puck on the robot base allowed the 
system to track the position and orientation of the base. The virtual robot was 
then simply parented to the virtual tracking puck, ensuring the position of the 
virtual and physical entities were always in the same location and orientation.  
4. Static Force Analysis 
Static force analyses were performed iteratively on various designs of the 
robot base, to ensure that it could withstand the impact of the user’s strike. The 
maximum impact force of 1.7kN of competitive Taekwondo athletes was used as 
the maximum force (​Estevan, Álvarez, Falco, Molina-García, Castillo, 2011)​. 
A ballast would be required to increase the mass of the system to prevent 
tipping. An 8 gallon tank was affixed to the base to be filled with water, to add 30 




Image 3: Static Force Analysis Diagram 
It became clear that the geometry and mass of this design would have to 
be overhauled to be able to withstand the 1.7kN force, which did not line up with 
observed behavior, as the robot was not tipping when struck. The limitations of 
the static force analysis were acknowledged, as the force of a strike is not a 
continuous force, and occurs for only a brief time period, as strikes are not 
intended to push the opponent. Thus, while the general observation that a wider 
base and heavier ballast would help prevent tipping, it was decided to continue 
testing tippage experimentally moving forward.  
5. Wheels and Wheel Hubs 
Wheel selection was made with consideration to radius, as this affects 
linear velocity of the robot; bore diameter, to attach seamlessly to the motor; and 
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structure, i.e. solid plastic wheels, air filled tires or foam filled tires. A diameter of 
26cm was selected, which, when combined with a rotational velocity of 165 rpm 
yields a linear velocity of 4.5mph, a fast walking / slow jogging speed, more than 
sufficient for boxing combat. A bore diameter of ½ inch was selected to 
correspond to the ½ shaft of the motor. To allow for a sufficiently wide wheel 
without requiring an excessive quantity of solid plastic or the necessity to inflate 
tires, foam filled tires were selected, each rated to support 68 kg.  
The motors had a ½ inch key shaft, so two ½ inch aluminum hubs were 
purchased, and aluminum plates were cut and drilled to secure the hub to the 
end of the motor shaft to restrict motion in the axial direction. Holes were bored 
into the frame of the wheel corresponding to the holes in the hub, and three 2 
inch 32-10 bolds secured a hub to each wheel. ⅛ inch keys were machined to 
restrict rotational motion of the shaft in the hub about the axial axis.  
Since only two wheels were motorized, additional passive caster wheels 
were required to support the base of the robot. Two 3 inch casters were affixed to 
the front of the base. 
6.Motor Specifications 
Preliminary testing was successfully performed with comparatively small 
econ gear motors, since without the water tank, the system had a mass of 
18.5kg. These motors had an rotational velocity of 170 RPM, and a 
corresponding torque of 2.2 Nm. The addition of the watertank increased the 
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mass to a total of 48.5kg, and thus the smaller motors were no longer sufficient, 
and several alternatives were considered, including the RS-540 motor with a 
1:104 gear reduction, the RS-550 with a 1:104 gear reduction, and the RS-555 
with a 1:104 gear reduction, and the AME 218-series 212 in-lb gearmotor. It was 
ultimately decided to employ the RS-550, as they were all equally priced, and the 
RS-550 provided the most power at a maximum of 410 watts, with a torque of 
67.2 Nm and a linear speed of 2.0 m/s (4.5mph) using 26cm diameter wheels. 
Given a power of 410 watts and a voltage of 12V, this means the system 
would draw a maximum of 34.1 amps, meaning motor controllers were 
purchased which could tolerate a current of  43 amps.  
7. Wiring 
The motors were controlled with an H bridge motor controller, which 
allows for forward and reverse rotation control. The motor controller was 
controlled with signals from a Raspberry Pi 3B.  
The wiring for such a circuit can be seen on the following page. 
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Image 4: Wiring Diagram  
 
A 12 volt battery supplied power to the power inputs of two motor 
controllers and was also converted to 5 volts via a DC-DC converter. The 5 volt 
line was used to power the motor controllers and the Raspberry Pi, which sent 
digital signals across pins 6, 13, 19, and 26 to the motor controllers  in order to 
control the behavior of the motors.  
In order to reduce excess cabling, a PCB was design and printed such 
that the Raspberry Pi and both motor controllers could be soldered on. Pins for 
connection to the battery were also included. Wires extending from these pins, as 
well as wires from the motors were attached to male tamiya connectors, and the 
battery wires were attached to a female tamiya connector, for ease of use.  
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The 12V to 5V conversion was achieved using a car phone charger, which 
was disassembled and pins were added to connect to female i/o jumper wires.  
8. RPIO Coding for HBridge Motor Controllers 
H-bridge motor controllers consist of four switches, typically transistors, 
arranged such that the output has a positive voltage between power and ground 
when a particular two of the transistors are activated, a negative voltage when 
the other two are activated, and no voltage when none are activated. Since the 
pairs of two switches are always activated in tandem, the motor controller can be 
controlled with two signal wires: one to activate the two transistors which result in 
forward motion of the motor, and one to activate the other two transistors, 
responsible for backwards motion. A script was created with a set of functions to 
allow a programmer to easily change the behavior of a motor by calling the 
function ​setMotorMode()​ and inputting the desired motor (“left” or “right”) and the 
desired behavior (“forward”, “reverse”, “stop”) .  2
9. Leader/Follower Control Configurations 
In order to ensure that the virtual and physical entities matched in position 
and rotation, it was necessary to determine which entity would lead and which 
one would follow. Either the virtual entity could serve as the ‘correct’ position and 
the physical robot would have to adjust, or the physical robot could be the 
‘correct’ position and the virtual entity would have to adjust. Moreover, the 
2 This code can be viewed in appendix B 
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system could either be affected by virtual forces and object, or by physical 
objects and forces. Permuting all of these options yields four approaches to 
match the virtual and physical entities, as explained in the flow charts below: 
 
Image 5: Leader/Follower Control Configurations  
For this design, it was decided to employ method C. This allows the 
movements of the physical robot to be dictated by objects and forces in the 
virtual environment, while still keeping the physical robot as the master, which 
reduces the delay in movement between the virtual and physical entities to a 
negligible time, since it is much faster for the computer to update the position of a 
virtual model than it is for the robot to change its position. This means that 
information about virtual forces and objects would be sent to the robot, it would 
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move accordingly, and it’s movements would be reflected, nearly in real time, by 
the virtual entity.  
10. Creating Local Network to Communicate with Host Computer 
The Raspberry Pi communicates (sends data and/or receives commands) 
with the computer hosting the virtual environment via wifi. Originally this was 
achieved via a third party wifi, i.e. both the Raspberry Pi and the host computer 
connected to the same wifi network, and communicated across this network 
using sockets . This was effective, however it required that the user have access 3
to an internet connection to use the device, which would have to be hard coded 
into the Raspberry Pi. Thus, to avoid dependency on an exterior wifi, the 
Raspberry Pi was assigned a static IP address, and was set up to act as a server 
and thus create its own local wifi network, named “RobotBoxing”. This means the 
host computer could connect to the “RobotBoxing” network, and the devices 
could communicate via sockets just as before, without the additional 
complications enumerated above. In order to achieve this, the ​dnsmasq ​and 
hostapd​ software was installed, and the corresponding files edited as outlined in 
the Raspberry Pi documentation.  
 
3 The client code for the socket connection can be viewed in appendix C 
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11. Adding the Boxing Dummy 
A commercial Century Bob Torso boxing training dummy was purchased 
for use in this project. A piece of wood with a 7 inch circle cut into it was affixed 
to the top of the motorized base, into which Bob’s 7 inch cylindrical support was 
placed.  
 
Image 6: Boxing Dummy and Base Mount 
12. Movement Script Using Hard Coding and WASD 
After having set up the hardware and achieved communication between 
the Raspberry Pi and the hosting computer, the software to control the 
movement of the virtual opponent was programmed. Initially this was achieved 
with hard coding, i.e. the movements of the opponent were not reactive to any 
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forces, objects or events in either the physical or virtual environment. The 
movements were rather determined by the number of milliseconds that passed 
since the program started running. Functions from the H Bridge motor controller 
code were called to rotate the left and right motors either forward, backward, or 
mixed to rotate the robot. The initial program, used primarily for testing, 
commanded the robot to move forward for 1000 ms, pause for 1000 ms, rotate to 
the left for 300 ms, rotate right for 600 ms, rotate left for 300 ms, then move 
backwards for 1000 ms. This process was then looped until the program was 
terminated. This script was useful to assess the movement of the robot, however 
did not reflect realistic boxing movements, which are highly reactive, and suffered 
from cumulative error in position in the case where rotation to the left or right did 
not match perfectly, due to wheel slippage.  
In order to have more dynamic control of the robot’s movement, another 
script was created, in which the movements of the robot corresponded to 
keystrokes on a computer keyboard, namely “W” to move forward, “A” to turn left, 
“S” to reverse, “D” to turn right, “Q” to stop movement, and “X” to terminate the 
program. The convention of using the WASD keys to move a character in a game 
is a standard convention in computer gaming. This program allowed an observer 
to control the movements of the robot in real time, much like a remote controlled 
car. This was an improvement, as there was no cumulative error since there was 
no looping, and the motion of the robot could be modified in real time as required 
by the operator.  
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13. Tracking Position of the User and Their Hands 
In order for the robot to interact with and/or react to the user, the position 
of the user needed to be tracked. To achieve this, the location and orientation of 
the hand controllers and VR headset were tracked by the HTC Vive tracking 
ports. These values were used to reconstruct the position of the user’s head and 
hands. Virtual renderings of boxing gloves were parented to the virtual models of 
the hand controllers to allow the user to see a representation of their hands in the 
virtual environment. 
The position of the user was assumed to be the same as the location of 
the VR headset, which they would be wearing on their head during use.  
14. Following the Player 
In order to more realistically simulate a real boxing combat scenario, it 
was necessary to program the robot to follow the position of the user at a given 
distance. This was achieved by doing the following: 
The position of the user was estimated to match the location of the virtual 
reality headset. Using these coordinates, and the coordinates of the tracking 
puck on the robot, the distance between the two was determined using vector 
arithmetic. Additionally, since the orientation of the tracking puck was measured 
and recorded by the tracking ports, the angle between the direction the robot was 
facing and the direction of the VR user could be calculated. Using these values, 
the program was coded such that the robot would rotate to face the user if it was 
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not already within a 5 degree margin, and move forward if the distance between 
the robot and the user was more than 0.75 meters. Conversely, when the 
distance was less than 0.5 meters, the robot moved backwards. This means that 
the robot remains at a distance of  0.5 and 0.75 meters from the user, which 
much more realistically simulates a boxing scenario.  4
15. Triggering Animations 
In order to make the boxing simulation even more realistic, it was 
necessary to have the virtual rendering of the opponent appear to move naturally 
and react dynamically to movements of the user. To achieve this, the 
aforementioned animations needed to be triggered by movements of the robot or 
movements of the user.  
Locomotive animation was achieved by blending the walking animation 
and the running animation. Blending an animation involves calculating weighted 
average of the movements of each “bone” on two different animations. The 
speed of the robot determined the ratio of walking to running in the animation, 
allowing for realistic locomotion for any speed from walking, to jogging, to 
running. This function can be performed automatically in Unity, as long as a 
“blending parameter” is entered. In this case the parameter was speed, 
normalized to be between zero and one. 
Triggering the blocking animation was achieved using colliders. Colliders 
designate a certain area in virtual space, which return a value of “true” when a 
4 This code can be viewed in appendix F 
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virtual object enters that space. A spherical collider with a radius of 0.3 meters 
was created parented to the opponent and centered about their head. The 
collider does not have a mesh rendering, and is thus an invisible entity in the 
game. 
 
Image 7: Collider around Fighter’s Head to Trigger the Blocking Animation 
 The blocking animation was then programmed to trigger when the user’s 
hand controller object collided with the collider on the opponent, meaning the 
blocking animation would play whenever the user’s hand came near the 
opponent’s face. In addition to the blocking animation being triggered, a boolean 
variable ​blocking​ was set to “true”, for potential future incorporation into a game, 
in which perhaps points or damage are designated for contact with the 
opponent’s head while ​blocking​ is false, i.e. when the user hits the opponent and 
the opponent does not block.  
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Offensive animations were triggered to play with different keystrokes.  For 5
example, typing the key “2” would trigger a jab, a quick front hand punch.  
For the purposes of testing, a simple offensive animation loop was hard 
coded. The opponent was programmed to, when not blocking, throw a jab, then a 
back hand punch, then both in rapid succession, then pausing. This is not an 
entirely unrealistic model of how an opponent might fight.  
16. Registering Strikes from the Opponent  
Two 0.1 meter radius spherical colliders were parented to the “wrist 
bones” of the opponents animation rig. This allows Unity to register when another 
object comed within 10 cm of the wrist, a good approximation for whether the 
opponent has “punched” something. The program checks whether the colliding 
object is the virtual user, and if so it registers this as a strike. It is important to 
emphasize that any and all of the opponent’s strikes do ​not ​translate into 
movements in the physical robot. All of the opponents attacks are strictly virtual. 
While this may compromise the immersivity of the experience, it was decided that 
the safety risks were too substantial to do otherwise.  
  
5 Code for this script can be viewed in appendix E 
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CONCLUSION 
1. Summary of Results  
On the whole, the system achieved what it was design to achieve: namely 
that the robot followed the player much like a boxing opponent would, the virtual 
entity and the physical robot corresponded in movement and position and the 
robotic base did not tip when struck. 
The program was successful in tracking the location and rotation of the 
robot and of the player, making subsequent calculations to determine how the 
robot must move to follow the player, and sending those commands to the 
Raspberry Pi, which in turn controlled the motors accordingly via motor 
controllers. As such, the robot successfully rotates to face the user and follows 
the user, keeping a distance of between 0.5 and 0.75 meters from the user, 
values which are adjustable in the software.  
The speed of the robot did not match the anticipated 4.5 mph during 
combat, but rather averaged 0.4 mph, measured by integrating the position data 
from the position trackers. This was due to the fact that, except for right at the 
beginning of the simulation, the robot rarely had to travel distances of more than 
a meter at a time. As such, the robot never had the time nor the need to 
accelerate to full speed. This does not reduce the efficacy of the simulation: in a 
boxing scenario, combatants rarely move faster than a slow march, and the 
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limited acceleration of the robot is not an unreasonable simulation of the limited 
acceleration of human beings.  
The robot was subjected to roundhouse kicks from a trained Taekwondo 
fighter, and while the base of the robot was able to withstand the force of the 
strikes without tipping over, the dummy’s fixture to the robotic base was 
insufficiently secure, and was displaced from the robotic base upon impact.  
The robot achieved an average acceleration of 0.68 m/s^2, accelerating 
from 0 to 2 m/s, also measured by integrating the position data from the position 
trackers, in 2.95 seconds. 
2. Further application  
The concept of pairing a physical robot to a virtual entity such that their 
movements correspond has applications beyond VR.  
The underlying technology has applications in industrial robotics, such as 
assembly line robots, palletizing robots, painting robots, welding robots, etc. In 
such cases, the state of the art is largely limited insofar as the robots follow a 
strict preprogrammed script, and cannot react dynamically to changes in their 
environment. And, in the cases where this is done, it is done in such a way that 
the robot simply pauses the script it is currently running, or another, equally static 
script is triggered. Moreover, sensing of the environment requires sensors on the 
robot itself, and in the case where multiple robots are working in tandem, all of 
the robots would need sensors such as cameras to sense both the environment 
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and each other, and an extremely long and nuanced list of contingency scripts 
based on the position of the robot and all the other robots would be required. 
These limitations have caused industrial robots to be unsuitable for use in 
unpredictable or environments. If for whatever reason the production process 
were to change, the robots would have to be reprogrammed.  
This could all be solved if the robots were paired to virtual renderings of 
themselves in a virtual environment mimicking the physical environment of the 
factory. In this case, the robots would not need to be able to sense one another 
directly, as the position of each robot would be tracked by the computer hosting 
the virtual environment, and cooperation could be controlled by the overarching 
system, instead of each robot being programmed individually. Additionally, the 
location of a product could be tracked even if the product itself does not have a 
tracker, as the computer hosting the virtual environment could store the last 
location that a robot placed the item. Another robot could then access the 
product at that location for the next step in the production process. Collision 
avoidance could also be controlled by the overarching system, as all of the 
locations of the robots are stored in one place, meaning the overarching system 
can calculate the necessary adjustments to avoid collisions and issuing 
commands to the robots accordingly. All this is achieved without additional 
sensors on the robots.  
30 
Moreover, such a virtual rendering would allow a supervisor to observe the 
production process remotely, and even manipulate the behaviors of the physical 
robots my interacting with the virtual renderings.  
Such a system would also simplify data collection, as all of the position 
data is already being tracked by the system. Indirect information, such as number 
of products processed, could be easily inferred from such information.  
3. Limitations and Improvements  
This system has a number of limitations.  
Depending on the placement of the tracking ports, the system occasionally 
loses track of the tracking puck affixed to the dummy when the robot is in a 
corner, or blocked from view of the port by the user for an extended period of 
time. Luckily the tracking ports can still track the puck for some time even when 
only one has view of it. Improvements include reducing the width of the bars of 
the frame of the robot base, to obstruct the line of sight from the port to the puck 
as little as possible. Additionally, several more tracking ports could be used to 
basically ensure the puck will never be out of view of at least one or two of them. 
A total of four ports should be able to achieve this result. 
The motors are somewhat noisey. While the user will likely be wearing 
headphones, a reduction in noise is preferable both to improve the immersive 
experience, and to reduce noise pollution in the environment where the system is 
being used. This could be improved by using different, larger motors with lower 
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volume, and ensuring that the gears in the gearbox mesh with appropriate 
tolerances, and are well greased.  
While the base does not tip even with a strong strike from the user, the 
dummy can be displaced from its supports if the user strikes with sufficient force. 
This could be counteracted with higher support rings, screws going into the 
dummy’s base, or an entirely new support system with springs and dampers to 
allow the dummy to take a punch, but then quickly return to its equilibrium 
position.  
The size of the base makes use difficult in very small areas, such as dorm 
rooms or studio apartments. A reduction in size would compromise the system's 
ability to withstand impact without tipping, however this could be counteracted 
with a higher ballast mass, or the aforementioned springs and dampers.  
The 2000 mA/hr battery needs to be charged regularly, which could me 
improved with a larger battery.  
The user was not able to punch the dummy naturally, since they still 
needed to grasp the hand controllers. This could be improved by replacing the 
hand controllers with tracking pucks attached to the wrist or to boxing gloves, and 
extrapolating the length of the arm by 6-10 cm to account for the length between 
the wrist and the end of the fist.  
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4. Future studies 
The system could be further improved with further investigations such as 
the following: 
An investigation into how to best achieve a set up where the virtual entity 
is the “master” and the robot is the “slave” (i.e. the robot follows and matches the 
movements of the virtual entity) without there being too much lag. This is a 
question that could be best answered with a control analysis. Such a change 
would make it much easier to integrate this technology with existing programs, as 
the program would simply have to be modified to send out the coordinates of the 
virtual entity. 
Investigation into generic microprocessor programming would allow the 
system to run on a single PCB powered with a single battery, instead of a 
Raspberry Pi, two motor controllers, a voltage converter, and a custom PCB to 
connect them altogether. This would reduce the cost of the design, streamline 









#capture frame by frame 
ret, frame = cap.read() 
ret1, frame1 = cap1.read() 
#perform operation of the frame (resize and HSV) 
Joint.img = cv2.resize(frame, (Joint.Ncol, Joint.Nrow)) 
Joint.img1 = cv2.resize(frame1, (Joint.Ncol, Joint.Nrow)) 
Joint.hsv = cv2.cvtColor(Joint.img, cv2.COLOR_BGR2HSV) 
Joint.hsv1 = cv2.cvtColor(Joint.img1, cv2.COLOR_BGR2HSV) 
 
 
xRed, yRed = updatexy(jointRed) 












data = dataTransfer(conn, reply) 
except: 




xRedLast = xRed 
yRedLast = yRed 
 









B. RPIO HBridge Motor Controller Code 
import RPi.GPIO as io 






















    #Left forward 
    io.output(Forward_PWM_Output_Left, True) 
    io.output(Reverse_PWM_Output_Left, False) 
  
    sleep(1) 
  
    #Left reverse 
    io.output(Forward_PWM_Output_Left, False) 
    io.output(Reverse_PWM_Output_Left, True) 
  
    sleep(1) 
  
    #Right forward 
    io.output(Forward_PWM_Output_Right, True) 
    io.output(Reverse_PWM_Output_Right, False) 
  
    sleep(1) 
  
    #Right reverse 
    io.output(Forward_PWM_Output_Right, False) 
    io.output(Reverse_PWM_Output_Right, True) 
  
    sleep(1) 
 
def setMotorMode(motor, mode): 
    if motor == "left": 
        if mode =='reverse': 
            #reverse 
            io.output(Forward_PWM_Output_Left, False) 
            io.output(Reverse_PWM_Output_Left, True) 
        elif mode =='forward': 
            #forward 
            io.output(Forward_PWM_Output_Left, True) 
            io.output(Reverse_PWM_Output_Left, False) 
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        else: 
            io.output(Forward_PWM_Output_Left, False) 
            io.output(Reverse_PWM_Output_Left, False) 
 
    elif motor == "right": 
        if mode =='reverse': 
            #reverse 
            io.output(Forward_PWM_Output_Right, False) 
            io.output(Reverse_PWM_Output_Right, True) 
        elif mode =='forward': 
            #forward 
            io.output(Forward_PWM_Output_Right, True) 
            io.output(Reverse_PWM_Output_Right, False) 
        else: 
            io.output(Forward_PWM_Output_Right, False) 




    io.output(Forward_PWM_Output_Left, False) 
    io.output(Reverse_PWM_Output_Left, False) 
    io.output(Forward_PWM_Output_Right, False) 
    io.output(Reverse_PWM_Output_Right, False) 
  
    io.cleanup() 
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C. Sockets Code 
import socket 
 
host = "" 
port = 50001 
 
value = "Test" 
 
def setupServer(): 
    s=socket.socket(socket.AF_INET, socket.SOCK_STREAM) 
    print("Socket has been created") 
  
    try: 
        s.bind((host, port)) 
        print("socket bound!") 
    except socket.error as msg: 
        print(msg) 
  
    return s 
  
    try: 
        s.bind((host, port)) 
        print("socket bound!") 
    except socket.error as msg: 
        print(msg) 
  
    return s 
 
def setupConnection(s): 
    print("Establishing connection...") 
    s.listen(1) #allows one connection at a time 
    conn, address = s.accept() 
    print("We are connected to " +address[0] + ":" + str(address[1])) 
    return conn 
 
def dataTranser(conn): 
    # A big loop that sends/receives data until told not to 
    while True: 
        #Receive the data (1024 is buffer size) 
        print("listening...") 
        data = conn.recv(1024) 
        data = data.decode("utf-8") 
        print(data) 
  
        #send the reply back to the client 
        conn.sendall(value) 
        print("Data has been sent") 
    conn.close() 
  
 
s = setupServer() 
 
while True: 
    try: 
        conn = setupConnection(s) 
        dataTransfer(conn) 
    except: 
        print("error") 
        break 
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public class FollowAI : MonoBehaviour { 
 
    public GameObject playerCharacter; 
    private Vector3 charPos; 
    //This will be the zombie's speed. Adjust as necessary. 
    public float followSpeed = 2.0f; 
    private float angle; 
    public float fightDistance = 1.0f; 
 
    Animator animator; 
 
 
    // Use this for initialization 
    void Start() 
    { 
        animator = GetComponent<Animator>(); 
    } 
 
// Update is called once per frame 
void Update () { 




    void follow() 
    { 
        charPos = playerCharacter.transform.position; 
        //Here, the boxer will follow the Character. 
        if (Vector3.Magnitude(transform.position - charPos) > fightDistance) 
        { 
            transform.Translate(0, 0, followSpeed * Time.deltaTime); 
        } 
 
        angle = Mathf.Atan2((transform.position.x - charPos.x), 
(transform.position.z - charPos.z)); 
        angle *= 360 / (2 * 3.1415f); 
 
        angle = -(180 - angle); 
        transform.eulerAngles = new Vector3(0, angle, 0); 




E. Animation Triggering Code 
    void Punches() 
    { 
        //See if user is holding the key, rather than a momentary press 
        if (Input.GetKey("1") || Input.GetKey(KeyCode.B)) 
        { 
            //This is a bool rather than a trigger, because the block can be 
held and maintained for a longer time. 
            animator.SetBool("EnterHeadBlock", true); 
            animator.SetBool("ExitHeadBlock", false); 
 
            blocking = true; 
        } 
        else if (Input.GetKeyUp("1") || Input.GetKeyUp(KeyCode.B)) 
        { 
            animator.SetBool("EnterHeadBlock", false); 
            animator.SetBool("ExitHeadBlock", true); 
 
            blocking = false; 
        } 
 
        if (Input.GetKeyDown("2")) 
        { 
            animator.SetTrigger("JabTrigger"); 
        } 
 
        else if (Input.GetKeyDown("3")) 
        { 
            animator.SetTrigger("CrossTrigger"); 
        } 
 
        else if (Input.GetKeyDown("4")) 
        { 
            animator.SetTrigger("One_TwoTrigger"); 
        } 
 
        else if (Input.GetKeyDown("5")) 
        { 
            animator.SetTrigger("LeftHook"); 
        } 
 
        else if (Input.GetKeyDown("6")) 
        { 
            animator.SetTrigger("RightHook"); 
        } 
 
        else if (Input.GetKeyDown("7")) 
        { 
            animator.SetTrigger("LeftBody"); 
        } 
 
        else if (Input.GetKeyDown("8")) 
        { 
            animator.SetTrigger("RightBody"); 
        } 
    } 
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