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Abstract
We propose an object kinetic Monte Carlo (OKMC) model for describing the microstructural evolution in pure tungsten under
neutron irradiation. We here focus on low doses (under 1 dpa) where transmutation can be neglected. The emphasis is mainly
centred on an adequate description of neutron irradiation, the subsequent introduction of primary defects, and their thermal diffusion
properties. Besides grain boundaries and the dislocation network, our model includes the contribution of carbon impurities, which
are shown to have a strong influence on the onset of void swelling. Our parametric study analyses the quality of our model in
detail, and confronts its predictions with experimental microstructural observations with satisfactory agreement. We highlight the
importance for an accurate determination of the dissolved carbon content in the tungsten matrix, and we advocate for accurate
description of atomic collision cascades, in light of the sensitivity of our results with respect to correlated recombination.
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1. Introduction
Tungsten is currently the officially selected constituent mate-
rial for the divertor in ITER, and also for the first wall armour in
the DEMO project [1, 2, 3]. This choice is mainly guided by its
high melting point, high strength and high resistance to sputter-
ing. In these reactors, the plasma-facing material is foreseen to
experience extreme conditions, including a high heat load (up
to 20 MW m−2 in normal conditions), a high flux of bombard-
ing plasma particles (over 1024m−2s−1) and, also, a high flux of
fast neutrons emitted from the fusion reactions [4]. In spite of
the above-mentioned advantageous interaction properties with
plasma, however, the intrinsic brittleness of tungsten can be re-
garded as the major safety issue, in particular for concepts in-
cluding water-cooled divertors [5]. Even non-irradiated tung-
sten, for instance, is characterized with a ductile-to-brittle tran-
sition temperature (DBTT) as high as 300 − 400◦C [6]. While
this transition appears to be originally determined by the ther-
mal activation of screw dislocations, neutron irradiation contin-
uously generates lattice defects that further obstruct their glide,
thus shifting the DBTT to even higher values. In any case, oper-
ation below DBTT induces a risk of cracking for plasma-facing
components, because they cannot dissipate thermal stresses by
plastic deformation [7]. If plasma damage is associated to a
rather narrow penetration depth (around a few tens of microme-
ters as revealed by direct TEM investigations [8, 9]), neutron ir-
radiation, in contrast, affects the whole components resulting in
a nearly homogeneous damage rate; the consequent microstruc-
ture pattern should, nevertheless, be strongly heterogeneous be-
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cause of the temperature gradient from the plasma-facing sur-
face towards heat sinks [10]. Undoubtedly, the present lack of
consistent data on the performance of tungsten with respect to
heat loads and transients under neutron irradiation remains to
be filled in.
Accurate knowledge and understanding of the microstruc-
tural evolution of tungsten under neutron irradiation is an essen-
tial pre-requisite to rationalize and predict the resulting changes
in its mechanical properties. For these reasons, such investiga-
tions are nowadays a “hot topic” in the field of fusion material
development [11, 12]. In substitute to full-scale fusion mate-
rial testing facilities, experimental studies are conducted with
fission test reactors [13, 14, 15, 16, 17] in spite of the intrin-
sic differences in the neutron spectra involved. To start with,
the thermal-to-fast neutrons ratio is, naturally, much higher in
fission reactors, with consequences on the rate of transmuta-
tion to rhenium or osmium. Secondly, because of the presence
of 14 meV neutrons, the transfers of kinetic energy from im-
pinging neutrons to primary knock-on atoms, with subsequent
occurrence of atomic collision cascades, largely differ between
fission and fusion reactors. This has a significant impact on the
primary production of damage, and thus also potentially on the
long-term evolution of the microstructure, as discussed later in
section 2.3. Undoubtedly, these discrepancies in experimental
set-ups, and therefore the underlying questions of transferabil-
ity of experimental evidences from fission to fusion environ-
ments, imply a need for complementary computer-based mod-
elling activities, where the design-relevant informations about
the neutron spectrum and transmutation rates are adequately
embedded.
Experimental evidence [16, 17, 18] highlights that the mi-
Preprint submitted to Journal of nuclear materials January 18, 2017
crostructure of neutron-irradiated tungsten (for the dose 0.1− 1
dpa) is primarily populated by dislocation loops and voids.
Later, from 0.5 dpa and above, non-coherent rhenium precip-
itates are generally observed. It thus appears from these obser-
vations that transmutation to rhenium and osmium due to ther-
mal neutrons, and its potential subsequent effects, may only be-
come significant from moderate doses, i.e., when the primary
microstructure in terms of loops and voids is already estab-
lished. Focussing on this latter aspect alone can thus be seen as
an adequate first step towards the general objective of propos-
ing a full model for neutron irradiation in tungsten. For these
reasons, this work mainly focusses on the first stages of irra-
diation, i.e., when transmutation, and also the production of H
or He, can be neglected as a reasonable approximation. Given
the technological purity, however, the model must account for
the presence of interstitial impurities (such as carbon), as well
as for the polycrystalline nature of the material. Besides these
aspects, the most important features to incorporate in the model
are thus the atomic collision cascades, and the subsequent an-
nealing and growth of the associated lattice defects.
The model we propose in this paper employs a regular object
kinetic Monte Carlo (OKMC) method, as described in section
2. It takes steps from earlier works originally developed to de-
scribe neutron irradiation in BCC iron and iron-based alloys
[19, 20]. The parametrisation is adopted in accordance with
the available knowledge based on previous studies, in partic-
ular, as implemented by C. Becquart and C. Domain in their
“LAKIMOKA” code [21]. Here, we used the in-house code
“MATEO”, taking the same fundamental hypotheses in terms
of lattice-defect description, occurrence of irradiation, elements
of microstructure, etc. As explained later in section 2.5, the
absence of solute atoms essentially simplifies the description
of self-interstitial atoms (SIA) and their clusters; Considering
their fast 1-D migration and given that relatively low irradia-
tion doses are considered, the mutual long-range elastic inter-
actions between SIA clusters may be disregarded. Also, sim-
plifying assumptions can be taken at key moments of the simu-
lation, in order to enhance the evolution of the physical time
in the simulation box without fundamental alterations of the
KMC algorithm. Next, considering that the primary attention
is given to the description of vacancy-type defects, we propose
a new parametrization by conducting complementary atomistic
kinetic Monte Carlo (AKMC) simulations to carefully assess
their thermal stability and diffusivity. Finally, the results of our
model are presented in section 3, and discussed in the light of
experimental data proposed by Tanno et al. in Ref. [14, 15];
Technically pure tungsten was irradiated in the Japanese JOYO
reactor, which delivers a neutron spectrum close to the one ex-
pected in fusion environments (and therefore limited transmuta-
tion to rhenium or osmium takes place). The formation of voids
is reported in a large range of temperatures (400◦C, 538◦C and
740◦C) and accumulated doses from ∼ 0.2 up to ∼ 1.6 dpa.
Undoubtedly, these experiments represent a rich set of data for
the validation of our model. Further on, we explore the trans-
ferability of our model to higher irradiation temperatures, re-
ferring to another set of experimental data from Rau et al. [22]
after neutron irradiation at 1000◦C. Globally, we perform a de-
tailed sensitivity study to assess the impact of several key input
parameters, such as: grain size, carbon content, and the spec-
trum of the kinetic energy transferred to the primary knock-on
atom.
2. Object kinetic Monte Carlo model
As already mentioned, our object kinetic Monte Carlo
(OKMC) model is originally inspired by an existing one
proposed earlier by Bequart et al., as implemented in their
LAKIMOKA software. Our new home software, called “MA-
TEO”, takes the same fundamental hypotheses as already ex-
tensively described in Ref. [21] and references therein. The
model is however adapted, and some modifications are brought
to comply for the specificities of the target experiments in this
work. In the remaining of this section, we summarize the most
important aspects of the model in view to prepare the discus-
sions later in section 3, and, also, stressing the novelties.
2.1. Simulation box, grain boundaries and dislocations
Our simulation box embodies a pure tungsten matrix, with
an eventual small content of chemical impurities assumed to
be exclusively carbon, as explained in section 2.2. It is, at
the beginning of the simulation, initially empty of irradiation
defects (vacancies and self-interstitials), whereas regular mi-
crostructural features such as dislocations and grain boundaries
are indirectly included, as described in what follows. Besides
these, the box is shaped in a rectangular manner, and peri-
odic boundary conditions (PBC) are applied in all directions
to mimic an infinite, bulk bcc material. The edges are aligned
with the 〈100〉 directions, letting thus the 〈111〉 directions be
non-perpendicular to the PBC planes. Regarding the presence
of one dimensionally (1-D) migrating defects along these 〈111〉
directions (SIA clusters as explained later in section 2.4), an
adequate aspect ratio for the box dimensions must be chosen
in order to guarantee a realistic description of their probability
of interaction with the other defects (vacancy clusters and/or
voids), described as spherical absorbers in Ref. [23]. Cubic-
shaped boxes, for instance, or also rectangular-shaped with in-
teger aspect ratios, implement and artefactual situation where
〈111〉 directions are aligned with themselves while crossing the
PBC, thereby restraining the effective travelling in the simu-
lation volume. We conducted relevant theoretical studies (not
reported here for the sake of conciseness) to verify that an as-
pect ratio of 1.5 adequately counteracts this negative effect.
Concretely, considering on the one hand that too big a simu-
lation box is not manageable from the computing time point of
view, but on the other hand regarding the order of magnitude
for the defects densities in the target experiments in this work,
we opted for the following box size: 120a0×180a0×270a0, i.e.,
38.0nm × 57.1nm × 85.6nm (a0 = 3.17 Å), containing 11.664
million lattice sites. The minimal defect density that can be de-
scribed, i.e., when no more than one defect of a given kind is
found in the box, is thus 5.38 · 1021m−3.
Nevertheless, our simulation box is about three orders of
magnitudes smaller than the grain sizes found in real materi-
als (ranging from 5 to 50µm). Grain boundaries may however
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be accounted for in an indirect and approximative way. In brief,
it is assumed that grain boundaries act as theoretically perfect
sinking elements for any kind of defects reaching it, and more
complex reactions such as trapping or emission are not consid-
ered. This can be regarded as a reasonable assumption with lit-
tle impact on the obtained results. After every migration event
of a point-defect cluster (containing nV vacancies or nI SIA),
a probability to have reached the grain boundary is calculated
on the basis of the associated sink strength, as described in Ref.
[23].
k2GB,1D =
15
R2GB
(1)
k2GB,3D =
14.4
R2GB
(2)
Here, k2GB,1D is the effective sink strength for 1-D migrating de-
fects, whereas k2GB,3D applies to 3-D migrating defects, and RGB
is the grain radius (i.e., half of the so-called “grain size”). These
expressions are based on the assumption that grains are spheri-
cally shaped, and that our simulation box represents an average
population of defects being homogeneously distributed in it. It
is worth noting that both formulas are almost identical from a
numerical point of view, and also that the radius of interaction
of the migrating defect is not explicitly written: it is in fact ne-
glected compared to RGB. Theoretically speaking, the above
equations provide an estimate for the square of the inverse of
the average distance travelled by the migrating defect before in-
teraction, which can be related to the average number of jumps
using:
k2 =
2n
d2j 〈n j〉
(3)
Here, n = 1 or 3 is the dimensionality of the jump, d j =√
(3)/2a0 is the jump distance, i.e., the first-nearest-neighbour
distance, and 〈n j〉 is the average number of jumps before in-
teraction. In turn, the interaction probability after migration is
given by:
pGB =
1
〈n j〉 =
k2GBd
2
j
2n
(4)
Similarly, accurate description of the dislocation network
cannot practically be implemented in our simulation box: in-
cluding just one line sink playing the role of a single disloca-
tion would, unavoidably, surpass by about two orders of mag-
nitudes the dislocation density expected in real materials. Simi-
larly to the case of the grain boundary, we make the assumption
that dislocations are perfect sinks for any kind of defects, and a
sinking probability pd after every migration event is calculated
using Eq.4 on the basis of the theoretical sink strength k2d taken
from Ref. [24]:
k2d,1D = 2(pi(rd + r(nV , nI))ρd)
2 (5)
k2d,3D =
2piρd(1 − ρ2)
ln(1/ρ) − 0.75 + 0.25ρ2(4 − ρ2) (6)
ρ = (rd + r(nV , nI))
√
piρd (7)
pd =
k2dd
2
j
2n
(8)
Here, rd is the dislocation core radius, r(nV , nI) is the action
radius associated to the migrating defect (a function of nV or nI
as defined later in section 2.4), and ρd is the dislocation density.
In our reference experimental data [14, 15], the tungsten hot
rolled sheet provided by Plansee Ltd. was annealed at 1400◦C
in vacuum during 1 hour, in order to release gases and residual
stresses. This treatment should result in a substantial reduc-
tion of the dislocation density, and improve the uniformity of
grains. According to available studies [8], the dislocation den-
sity is expected to be ρd ≈ 1012m−2 (typical core radii should be
rd = 2.25a0), while the grain size should be within a range of
5− 50µm. Considering the above equations, one can appreciate
that 1-D migrating SIA defects, if not recombined with vacancy
defects in the simulation box, are very likely to be sunk at the
grain boundary preferably to the dislocation network. Assum-
ing, for argument sake, r = a0, we get pd ≈ 8 · 10−13, whereas
we get pGB ≈ 9 · 10−8 for RGB = 5µm and pGB ≈ 9 · 10−10 for
RGB = 50µm. The radius RGB for the grain boundary is poten-
tially a sensitive input parameter for the model, and its impact
on our predictions of void swelling is thus investigated later in
section 3.
2.2. Chemical impurities
In spite of high quality standards in the industry, and the rel-
atively tiny content when given in units of weight-per-million
(wppm), chemical impurities such as carbon cannot be over-
looked from our modelling purposes, because of the signifi-
cant role they might potentially play on the evolution of the
microstructure during irradiation. It is indeed known from DFT
calculations that carbon strongly binds with single vacancies
and their clusters [21], and also with SIA’s and their clusters
[21, 25]. Concretely, this translates into the OKMC model as a
dual effect: (a) By adding a surplus activation energy to over-
come the binding, carbon atoms temporarily prevent the migra-
tion of defects being in interaction with them, and thus signifi-
cantly alter the overall kinetics of thermally activated diffusion,
with possible consequences in the rate of seeding, coarsening
and growth of vacancy clusters; (b) In addition, they inhibit the
release of single vacancies from the formed clusters, thereby
enhancing their stability and thus, also, affecting the process of
voids formation.
A starting point for the adequate inclusion of these reac-
tions in our OKMC model is the determination of the content
of carbon being dissolved in the tungsten matrix, before neu-
tron irradiation begins. The global content in samples provided
by Plansee Ltd., for instance, were reported in Ref. [15] in
the 40-200 wppm range, but more accurate estimations based
on chemical analysis [26] concluded for 17 wppm. In term
of atomic proportions, this latter concentration corresponds to
260 atomic-per-million (appm). It means, in practical terms,
that a total number of 3032 carbon atoms should, somehow, be
included in the volume corresponding to our simulation box.
These atoms are not necessarily dissolved in the matrix, how-
ever, because of the strong affinity of carbon to dislocations and
grain boundaries. According to available DFT data, the binding
energy of carbon to a high angle grain boundary is as large as 3
eV [27]; a substantial proportion of the overall carbon content
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might thus potentially be found in grain boundaries, and does
thus virtually not interfere with the migration and dissolution of
vacancy defects in the bulk. To our best knowledge, there is no
direct experimental evidence that can be exploited to estimate
the proportion of carbon that remains dissolved in the matrix.
We thus consider a few cases, assuming that this concentration
varies from 0 (thus being the carbon-free limiting case) to 50
appm.
If included in the simulation box, accurate modelling of
the interactions between interstitial carbon atoms and vacan-
cies or SIA defects is rather delicate to implement in practice,
for at least two main reasons. First of all, interstitial carbon
atoms are relatively mobile elements, since the associated mi-
gration energy is comparable to the one associated to single
vacancies. Including them explicitly in the model, under the
form of individual defects each assigned with their own mi-
gration events, would unavoidably and dramatically alter the
advancement of the physical time during the execution of the
KMC simulation. Following the mean residence time principle
[28, 29, 30], the average time increment ∆tMC after any event
is inversely proportional to the sum of all events frequencies:
∆tMC ∼ 1/Γtot = 1/(∑e Γe), with e being the event indices.
The permanent presence of hundreds or thousands of carbon
atoms would thus contribute as a constant, and immutable term
in Γtot, significantly decreasing ∆tMC . Secondly, and most im-
portantly, the number of possible reactions in the model would
become unmanageable, especially regarding the large number
of input parameters necessary to parametrize them. For these
reasons, past works [31] have taken a simplifying assumption
to substitute explicit carbon atoms for an equivalent set of fixed
trapping elements, easier to manage from both the algorithmic
and the computing points of view. Conceptually, these trapping
elements can be regarded as a population of carbon (C) and va-
cancy (V) compounds, e.g., single C atoms, CV clusters, C2V
clusters, etc., that are presumably representative of the steady
state found in the studied material, as a function of carbon con-
tent, temperature, and the flux of incoming vacancies. Ad-hoc
and dedicated simulations, as e.g., described in Ref. [31], may
be conducted to evaluate this steady state population, at the ex-
pense of a number of assumptions and simplifications. Next,
the required input parameters to the OKMC model is a list of
binding energies Eb(nI , nV , t) between the identified trapping el-
ement (t), and any point-defect cluster (containing nI SIA or nV
vacancies):
Γ
(t)
Mig = ΓMig · exp
(−Eb(nI , nV , t)
kBT
)
(9)
Γ
(t)
Emm = ΓEmm · exp
(−Eb(nI , nV , t)
kBT
)
(10)
Here, Γ(t)Mig is the reduced migration frequency associated to the
point-defects cluster when interacting with trap t, whereas ΓMig
is the value otherwise (in tungsten matrix). Similarly, Γ(t)Emm is
the reduced frequency for the emission of a single point-defect
from the cluster.
The end-results of the above-described study is, neverthe-
less, an approximate yet finely tuned scheme, whose elabo-
ration makes full sense only for being implemented in well-
advanced models, already intensively optimized for the studied
materials. This work is, from our perspective, a first step to-
wards the definition of an OKMC model for neutron irradiation
in tungsten, and many required input parameters for describing
C-V interactions have not been carefully evaluated with DFT
yet. At this preliminary stage, we thus opted for relying on
even stronger assumptions, for the sake of simplicity. While a
more accurate determination for an adequate population of trap-
ping elements, and the corresponding values for Eb(nI , nV , t)
are in principle required for future steps, we here included C-
based trapping elements in the following way: (a) A single kind
of trap was defined, assumed to be isolated and single carbon
atoms; (b) Since the concentration of carbon in the matrix is not
accurately known, as discussed above, we analyse later in sec-
tion 3 how the predictions of our OKMC model change when
it varies from 0 to 50 appm; (c) Finally, we assumed that the
binding energy Eb(nI , nV , t) is 1 eV for all SIA clusters (nI > 0
and nV = 0) independently of their size. This value slightly
overestimates DFT findings for binding energies between single
carbon atoms and single SIA’s (0.62 eV in Ref. [21] and 0.82
eV in Ref. [25]). More assumptions were made concerning va-
cancy clusters, however. We assumed value a binding energy
of 1.50 eV for the single vacancy defect (nV = 1 and nI = 0),
which is slightly lower than DFT values (around 2 eV in Ref.
[21, 25]). Next, we assumed that the magnitude of binding de-
creases with the addiction of more vacancies in the cluster. This
translates the assumption that if carbon atoms affect the binding
of vacancies in their immediate vicinities, they cannot act with
significant magnitude on the whole interface between the tung-
sten matrix and the vacancies composing a cluster. Concretely,
and for the sake of simplicity, we assumed a linear decrease
with the number of vacancies, postulating that if nV ≥ n(B0)V ,
carbon atoms have no longer any significant effect on the mi-
gration or emission events. The effective binding energy be-
tween C-based trapped and point-defect clusters as assumed in
our OKMC model thus writes, in units of eV:
Eb(nI > 0, nV = 0, t) = 1 (11)
Eb(nI = 0, nV > 0, t) = 1.5
1 − nV − 1
n(B0)V − 1
 (12)
Similarly to grain boundaries and dislocation networks as
described in section 2.1, we opted for a stochastic description
of the trapping elements instead of the explicit introduction of
fixed and spherical objects in the simulation box. Given the
concentration and the capture radius Rt associated to the traps,
the probability pt of interaction with point-defect clusters (with
radius r(nV , nI), as defined later in section 2.4), after a migra-
tion event, is calculated on the base of the corresponding sink
strength kt, as provided in Ref. [23]:
k2t,3D = 4piNt(rt + r(nV , nI)) (13)
k2t,1D = 2(pi(rt + r(nV , nI))
2Nt)2 (14)
pt =
k2t d
2
j
2n
(15)
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Here, k2t,1D is the sink strength for 1D migrating defects, k
2
t,3D
is for 3D migrating ones, and Nt is the trap density. Consis-
tently with past work, and without loss of generality, we as-
sumed Rt = 1.75a0. To fix ideas, assuming 1-D migration and,
again for argument sake, that r = a0, the above expressions lead
to the following probabilities: pt = 2 ·10−7 if Nt = 10 appm and
pt = 4 · 10−6 if Nt = 50 appm. Needless to say, these probabili-
ties are much larger than these associated to the grain boundary
sinking event, as derived in the previous section; the presence
of carbon in the simulation box, even in small concentration, is
thus expected to substantially delay the onset of voids, because
the probability for SIA to reach the grain boundary is largely
reduced, and so its chances to get recombined with vacancies
increase.
2.3. Neutron irradiation
Neutron irradiation is described as a set of stochastic events,
each assigned with a frequency of occurrence adequately cal-
culated in order to implement a desired dose rate (in dpa/s), as
explained in what follows. When selected and applied, a whole
group of point-defect clusters is included in the simulation box
with no time increment, playing the role of debris remaining
after the occurrence of an atomic collision cascade. In the real
material, the latter is triggered by a neutron hitting a primary
knock-on atom (PKA) with a high enough transfer of kinetic
energy (about 90 eV for tungsten) to generate stable damage,
i.e., at least a Frenkel pair that doesn’t spontaneously annihilate
without the need for thermally activated migration.
Because it is virtually inconceivable to observe the occur-
rence of such an event with an experimental technique, there
are practically no other ways to study accurately cascade de-
bris than performing computer simulations at the atomic scale,
e.g., using molecular dynamics methods based on interatomic
potentials as thoroughly presented in Ref. [32, 33]. Given as
main input parameter the kinetic energy transferred from the
impinging neutron to the primarily collided atom, henceforth
referred to as ”PKA energy” (PKAE) and denoted as E(PKA),
several independent simulations are conducted, and the remain-
ing population of debris is investigated: any imperfection in
the otherwise undisturbed bcc structure is catalogued, in gen-
eral terms, as a point-defect or a point-defect cluster, described
by spatial coordinates (relative to the PKA) and a composition
(nV ≥ 1 or nI ≥ 1). For single SIA or SIA clusters (nI ≥ 1),
however, additional information regarding the orientation was
also recorded; using a maximum likelihood principle, they were
labelled with one of the four 〈111〉 directions in the bcc crystal-
lographic structure, thus providing accurate information about
the relative orientation with respect to the neighbouring defects.
Naturally, the higher the PKAE, the more and the bigger stable
debris are found, as illustrated in Fig. 1. Individual Frenkel
pairs are the usual debris after low PKAE cascades (≤ 5keV),
whereas clusters of both vacancies or SIA are clearly formed
when higher energies are involved. Specifically in the case of
tungsten, because of the rarer occurrence of branching during
the cascade compared to the case of iron, large vacancy clus-
ters identifiable as small voids (≥ 50 vacancies) may be formed
Figure 1: Proportion of sizes for point-defect clusters found in MD-based cas-
cade debris, at various PKAE. The top figure shows SIA clusters, and the bot-
tom one shows vacancy clusters. Series in plain line correspond to PKAE
within the JOYO spectrum shown in Fig. 2, whereas the dashed ones are only
included in the homogeneous spectrum.
from E(PKA) ≈ 100keV , and so do SIA clusters big enough to
be considered as small dislocation loops (≥ 90 SIA).
In past works [32, 33], a database of cascade debris was gen-
erated for a discrete set of PKAE values ranging from 90eV up
to 200keV . Here, separate and independent irradiation events
are defined in the OKMC model for each of these PKAE, with
a frequency denoted as Γ(PKAE)irr . They can be seen as a dis-
crete approximation for a real, continuous spectrum found in
actual nuclear reactors. The red lines in Fig. 2 show the dis-
tribution in PKAE estimated [34, 35] for the Japanese JOYO
reactor, used for performing the neutron irradiation of the tung-
sten samples reported in the work by Tanno et al. [14, 15],
whereas the dot points highlight which MD-based catalogues
of debris are available. For each PKAE, an equivalent value of
displacement-per-atom (dpa), hereby denoted as dat, is calcu-
lated using the standard NRT formula:
dat
(
E(PKA)
)
=
0.8E(PKA)
2EdNat
(16)
Here, Ed = 90 eV is the displacement threshold for tungsten,
and Nat = 11.664 · 106 is the total number of atoms in our
simulation box. In practice, the global desired dose rate Dat is
a given input for the OKMC simulation. It can be derived as:
Dat =
∑
PKAE
Γ
(PKAE)
irr dat
(
E(PKA)
)
(17)
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Figure 2: PKAE spectra for the JOYO reactor or in a fictive homogeneous con-
dition. Dots show for what values debris libraries were obtained with MD. (top)
Cumulative spectra; (bottom) Probability density functions for each PKAE.
Here, the summation is performed on all values of PKAE
for which debris libraries are available. An effective average
displacement-per-atom may be defined as:
〈dat〉 =
∑
PKAE
P
(
E(PKA)
)
dat
(
E(PKA)
)
(18)
Here, P
(
E(PKA)
)
is the probability for the occurrence of E(PKA)
in the spectrum, as shown in the lower panel in Fig. 2. We next
derive:
Γ
(PKAE)
irr =
DatP
(
E(PKA)
)
〈dat〉 (19)
The introduction of irradiation-produced defects in our sim-
ulation box with the method described in this section is fully
consistent with the goals and framework of the OKMC model.
It aims at incorporating relevant information explicitly derived
in atomic-scale models for an accurate description of the early
stages of irradiation. For instance, no excessive assumption is
made with respect to the number of defects introduced after
each cascade, neither concerning their size, nor their relative
position and orientation. It is worth emphasizing that these
two latter points carry a significant importance in the accu-
rate description of irradiation, because they have a strong in-
fluence on the rate of correlated SIA-vacancy recombination.
Point-defects of opposite nature are indeed not created homo-
geneously in space, but should rather be found in a logical se-
quence that naturally emerges from a collision cascade: in sim-
ple and pictorial words, since atoms are pushed towards a given
direction, vacancies are found in the beginning of a branch,
whereas SIA are found at the end of it. This production bias
unavoidably governs the probability for correlated recombina-
tion, i.e., the chances that SIA’s encounter vacancies coming
from the same cascade after few migration events, and disre-
garding it may potentially affect the overall predictions of the
model. On the other hand, the major drawback of the approach
is that the finite number of MD simulations performed may pro-
vide limited, potentially incomplete statistics, from at least two
perspectives: (a) given the PKAE, one can appreciate substan-
tial variations in the resulting population of debris. As a matter
of fact, some MD runs lead to substantially less defects, while
others create substantially more, and in particular much bigger
individuals. Bearing in mind that point-defect clusters of in-
creasing sizes do not have the same long-term impact on the
overall microstructure (in other words, one big cluster is by no
means equivalent to two half-sized ones), this can be regarded,
in the limiting case, as a potential source of inaccuracy for the
description of irradiation ; (b) In spite of the theoretical spec-
trum shown in Fig. 2, characterized by a hypothetical maximal
value, a higher PKAE might in fact occasionally occur. Consid-
ering the previous discussion, it also means that big point-defect
clusters might be included directly from the collision cascades,
even though occasionally, and even if it is a priori not antici-
pated from the theoretical PKAE spectrum.
In light of the above discussions, an alternative approach to
the finite library of cascade debris could thus be to rather rely on
a “statistical introduction” of defects in the simulated volume.
Given the PKAE for a given irradiation event, a corresponding
number and size distribution of point-defect clusters may be
randomly selected, based on an adequately established scheme
fitted from MD simulations. In the absence of another valid
option, these defects are then included in the simulation box
at random positions. These can be eventually limited within a
given volume near the PKA, or in the limiting case within the
whole simulation box for a more consistent approach. In one or
the other case, however, the immediate and unavoidable down-
side is that the production bias is either approximated, or totally
neglected. To get insights from our model, we thus investigate
later in section 3 the following aspects:
• The sensitivity of our model predictions with respect to
correlated recombination. Our results are compared when
neutron irradiation is described using the MD-obtained li-
braries of cascade debris, or the statistical defects assump-
tion. To limit the number of varying parameters from one
series of results to the other, the latter are implemented in
the simplest way. To ensure that the number of defects
and the size distribution are rigorously identical, the MD-
obtained libraries of cascade debris are taken as a source
of defects, but every individual point-defect cluster is in-
cluded in a randomly chosen position in the whole simu-
lation box. This study thus focusses on the sole sensitivity
of our model with respect to the accurate account of the
production bias.
• The impact of the highest PKAE on the obtained results.
We thus consider separately the two spectra depicted in
Fig. 2. In addition to the one estimated for the JOYO
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reactor, we also consider the limiting case of a totally ho-
mogeneous spectrum, ranging from Ed to the maximum
of 200keV that was simulated with MD. Concretely, the
main difference between both spectra is that the homoge-
neous one includes significantly bigger defects after each
irradiation event, as can be appreciated in Fig. 1.
2.4. Point-defect clusters
Following the terminology used through this paper, “point-
defect clusters” denote any cluster of either vacancies or SIA’s,
including the single ones for the sake of generality. They are
gradually introduced in our simulation box when neutron irra-
diation events are applied. We assume that they always have
a spherical shape, independently of their size or nature; SIA
loops, for example, are thus not explicitly cared of as such in
our model. Similarly to past works[31], the radius r(nV , nI) is
defined in the following way, in units of lattice parameters ao:
r(nV > 0, nI = 0) =
DRec
1 + γ
+ ε +
(
3
8pi
)1/3 (
n1/3v − 1
)
(20)
r(nV = 0, nI > 0) =
γDRec
1 + γ
+
√
nI − 1√
pi
√
3
(21)
Here, ε = 0.01 is a small positive value, γ = 1.2 is a biasing
factor in favour of SIA, and DRec is the so-called recombination
distance, i.e., the maximal distance that may separate a single
SIA from a single vacancy for the occurrence of mutual annihi-
lation. Consistently with past works [21], we opted for a small
value, corresponding to the 1nn distance: DRec = ao
√
3/2 + ε.
Possible events assigned to point-defect clusters are essentially
identical, also. To start with, both kinds have a migration event.
Vacancy clusters jump to one of their eight 1nn positions, ran-
domly chosen with equal probability, whereas SIA clusters mi-
grate either forwards or backwards along their present Burgers
vector. In the case of a single SIA, a rotation event is systemati-
cally considered before the migration is applied with a probabil-
ity estimated on the basis of a rotation energy of 0.38eV . SIA
clusters, however, are assumed to have no rotation event and
are thus fully 1-D migrating objects. The migration frequency
is estimated with a classical Arrhenius expression:
Γmig (nv, nI) = Γ
(0)
mig (nv, nI) exp
(−Emig (nv, nI)
kBT
)
(22)
Here, Γ(0)mig (nv, nI) is a size and composition dependent prefac-
tor, whereas Emig (nv, nI) is an equally dependent migration en-
ergy. Next, while SIA clusters are assumed in first approxima-
tion to be indissoluble, vacancy clusters, however, have a dis-
sociation event, during which a single vacancy is emitted from
the cluster and is placed in a nearby location. The frequency of
occurrence writes:
Γdiss (nv) = Γ
(0)
diss (nv) exp
(−Ediss (nv)
kBT
)
(23)
Again, Γ(0)diss (nv) is a size-dependent prefactor, and Ediss (nv) is
a size-dependent dissociation energy.
Our parametrization for SIA clusters was taken from Ref.
[21] without changes; the prefactor Γ(0)mig (nv = 0, nI > 0) de-
creases exponentially from Debye’s frequency following a neg-
ative power-law of nI , and the migration energy is constant:
Emig (nv = 0, nI > 0) = 0.013eV . The parameters for vacancy
clusters were, however, obtained with an original method in this
work. Following the methodology presented in Ref. [36, 37],
we conducted series of atomistic kinetic Monte Carlo (AKMC)
simulations to study the process of migration and dissociation
of vacancy clusters (nv = 2, . . . , 250), in a large temperature
range (from 640K to 2000K). In brief, an artificial neural net-
work (ANN) was trained to predict how individual vacancy mi-
gration energies vary according to their local atomic environ-
ment, as calculated using the nudge elastic band [38] method
and using an interatomic potential by Marinica et al. [39]. It
was then used as engine during the AKMC simulations, to pro-
vide on-the-fly and accurate estimates of the vacancy migration
energies, taking thus indirectly the effect of long range relax-
ation into account in spite of the rigid lattice description of the
atomic system. Migration or dissociation of the vacancy clus-
ters did thus occur spontaneously, from the sequence of MC-
selected events, and was thus not further approximated.
The fitted Arrhenius coefficients for vacancy clusters are
shown in Fig. 3. In addition to the obtained values for the
particular clusters that were considered, the figure also shows
simple extrapolative laws that were fitted. Unsurprisingly, we
see in the top figures that the bigger the vacancy cluster, the
lower the attempt frequency for migration. The migration en-
ergy increases, but saturates at 2.77 eV from nV = 100 and on.
This means that the vacancy clusters start behaving like small
voids, and the local curvature at the W-vac interface already
gets binding properties close to a free surface. The bottom fig-
ures show the dissociation frequency. We see that the associ-
ated dissociation energy increases with the number of vacan-
cies, also saturating from nV = 100 for the same reasons as dis-
cussed before. The dissociation prefactor, however, is clearly
increasing without saturation. This translates the fact that while
the binding energy of a single vacancy to the cluster has con-
verged, the total surface at the W-vac interface increases, and
so does, logically, the frequency at which the emission of a sin-
gle vacancy is attempted. Concretely, the resulting frequencies
for the migration and dissociation events at the working tem-
peratures in this work are shown in Fig. 4, in comparison with
the parametrisation employed by Becquart et al. in Ref. [21].
The Y-axis have been chosen in such a way that the minimum
visible value, 10−7s−1, corresponds to one occurrence within 1
dpa irradiation time in the condition of Tanno et al.; only those
many orders of magnitudes higher are thus considered impor-
tant. Clearly, our parametrisation suggests that above 740◦C
both migration and dissociation events remain likely even for
very big clusters and voids, contrarily to the capillarity model
employed by Becquart et al.
2.5. Simulation scheme and approximations
The conditions, parameters and hypotheses expounded in the
previous section adequately fulfil our objective to simulate the
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Figure 3: Parameters for vacancy clusters obtained with the ANN-based AKMC
model. (top) Migration attempt frequency and the associated migration energy.
(bottom) Prefactor for single vacancy emission and the associated dissociation
energy.
microctructural evolution in pure tungsten under neutron irra-
diation, focussing mainly on the onset of nanovoids formation
during low doses. In the absence of minor alloying elements
such as rhenium or osmium, with little or no carbon dissolved
in the matrix, and, finally, neglecting the long-range elastic in-
teractions between SIA’s, the latter are destined to behave like
“volatile” defects. Because their migration energy is of prac-
tically no significant magnitude, SIA clusters can, undoubt-
edly, be regarded as nearly zero-time migrating elements, and
an OKMC simulation conducted in these conditions can be de-
scribed in two succeeding stages:
1. When an irradiation event is selected and applied, thereby
including new SIA clusters in the simulation volume,
the list of MC events becomes unavoidably outbalanced
between very fast, almost immediate events, and others
whose likeliness to take place is negligible. In other words,
almost exclusively migration events for SIA clusters are
selected, until they either coalesce in very big clusters with
reduced migration frequency, or vanish from the simula-
tion box. This latter event can happen after either recom-
bination with a vacancy cluster, absorption at grain bound-
ary, or the far less likely absorption at the dislocation net-
work.
2. Next, only vacancy clusters and, eventually, big SIA clus-
ters remain in the simulation box. The following MC
events thus let evolve the population of vacancy clusters,
until the next occurrence of irradiation.
Clearly, the first above-mentioned stage largely dominates
the OKMC simulation from the computing point of view. When
included during an irradiation event, single SIA’s rapidly an-
nihilate (in term of number of MC events, via correlated re-
combination or not), or find another SIA cluster to merge, be-
cause of their 3-D motion. Regarding their 1-D motion, SIA
clusters, however, are likely to perform a substantial amount of
migration jumps (successions of forwards/backwards displace-
ment along their Burgers vector) before they are found to inter-
act with other defects. These circumstances largely inhibit the
advancement of the simulation, especially for the largest grain
boundary radii RGB that we considered, because a major propor-
tion of MC events ( 99%) that are selected and applied con-
cern the migration of SIA clusters, at detriment of others that
make the simulation time progress. The presence of trapping
elements tends to bring a better balance in the MC events, be-
cause the simulation systematically passes by temporary states
when all SIA clusters are caught by one of them, in which case
the simulation time progresses thanks to the binding energies
added to their migration energies.
Nevertheless, the sequential behaviour of our simulation can
be exploited in order to alleviate the computing time, at the cost
of slightly deviating from the strict application of the OKMC
algorithm. When the status of the simulation is found to linger
in the first stage, and when no more correlated recombination
is expectable, we assume that it is reasonable to skip the in-
trinsic detailed sequence of events proper to the OKMC, and
formally decide for a fate for all remaining fast-migrating SIA
clusters immediately. Concretely, all of them are individually
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Figure 4: Frequencies for the migration and dissociation events assigned to vacancy clusters of increasing size, at three different temperatures. Our ANN-AKMC
results are compared with the parametrisation based on capillarity laws by Becquart et al. in Ref. [21].
played in a MC selection of one in three events: Absorption
by GB, absorption by dislocation, or recombination with one of
the vacancy clusters in the box. Each probability is rigorously
evaluated without approximation, using the theoretical expres-
sions for the sink strength: Eq. 4 and 8 are directly applica-
ble to the two first events, whereas recombination with a va-
cancy cluster is evaluated with an expression similar to Eq. 15.
Strictly speaking, this approximated scheme can only be ap-
plied in carbon-free simulations, because the presence of trap-
ping elements, even in small concentrations, would annihilate
its benefits. Further on, we opted for a reasonable compromise
between speed and accuracy, deciding that two more conditions
must be met; (1) After an irradiation event has occurred, the
number of successive events associated to SIA clusters must be
larger than a given threshold (experience inspired us to chose
for 107 events); (2) The number of remaining fast-migrating
SIA clusters must be small (not larger than 5).
3. Results
In this section, we analyse the predictions of our OKMC
model and compare them with experimental evidences, in or-
der to evaluate its overall ability to properly describe the onset
of void swelling for low doses of neutron irradiation. In par-
ticular, several sets of input parameters are used to carefully
assess the sensitivity of our results with respect to key parame-
ters, as discussed through section 2. We start, in section 3.1, by
exploring the carbon-free limiting case, i.e., assuming a chem-
ically pure tungsten matrix. The basic trends and observations
are thus drawn, providing a reference case for the assessment
of the multiple input parameters of the model. Carbon-based
trapping elements are then included in section 3.2, in order to
appreciate the importance of accurate knowledge of the content
of carbon diluted in the matrix. Finally, the parameters proper
to neutron irradiation are explored in section 3.3, in view to
of the importance of an accurate description for correlated re-
combination. Globally, all performed simulations are centred
around relevant conditions for the experiments by Tanno et al.
[14, 15] and Rau et al. [22]. Our results are thus systemati-
cally evaluated at four different temperatures in a large range
(T = 400◦C, 538◦C, 740◦C and 1000◦C). The quality of our
model and its parametrization is thus adequately appreciated.
3.1. Carbon-free tungsten limit
Fig. 5 illustrates the results obtained with our model in terms
of average void densities and average void sizes, in the carbon-
free tungsten limit. Three different radii for the grain bound-
ary were assumed: RGB = 5, 12.5 or 25µm. Experimental data
points obtained by TEM from Tanno et al. [14, 15] and Rau et
al. [22] are also included in the figure. The comparison is com-
plemented in Fig. 6, where the distribution of void sizes are
shown at various doses. At first glance, one can appreciate that
our results are, globally, in fair agreement with the TEM obser-
vations, because both the density of observed voids and their
average size seem to have followed the same trends with the ir-
radiation temperature. Needless to say, a perfect match was not
expectable. TEM observations are by no means directly com-
parable in a one-to-one fashion with our OKMC results, at least
because of the intrinsic discrepancies in the analysis methods.
Specifically, the population of smallest voids (around 1nm size)
is apparently a source of disagreement, as can be appreciated
in Fig. 6. These voids are the most delicate to observe exper-
imentally, whereas all of them may unequivocally been taken
into account while analysing the content of our simulation box.
It is worth emphasizing, however, that the problem does not
pose itself for the highest irradiation temperature (1000◦C), be-
cause no such small voids seem to be stable. In light of this
discussion, the results shown in Fig. 5 were processed ignoring
voids smaller than 1.5nm in size in order to make a more rel-
evant comparison. Qualitatively, we see that the overall trend
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Figure 5: Evolution with the cumulated dose of the voids density and average void diameter found in our OKMC simulation box, as compared to experimental
evidence [14, 15, 22]. Three different grain sizes (RGB) were assumed. In each figure, the line thickness corresponds to the standard error estimated from four
independent runs.
Figure 6: Comparison between the distribution of voids sizes as observed in TEM (histogram) and the prediction by our OKMC model (purple lines). All simulations
where conducted assuming RGB = 5µm. Figures (a) to (n) on the bottom rows correspond to the reference case, assuming the JOYO spectrum for the PKAE and
using the MD-based libraries of cascade debris for introducing defectsduring irradiation events. Figures (c) to (o) were obtained using the JOYO spectrum, but
performing a statistical introduction of the cascade debris instead of using MD-obtained libraries. Figures (d) to (p) on the top row were obtained using the MD-based
libraries, but assuming an homogeneous spectrum for the PKAE.
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is to find, given the dose, a lower density of voids and a higher
average radius when the irradiation temperature is increased.
This trend may be interpreted as a direct consequence of the
increased mobility and decreased stability of vacancy clusters
with increasing temperature. In other words, increasing the
temperature dissolves the smallest voids easier (thus reducing
their number because less of them reach the 1.5nm size) and
enhances the rate of coalescence (further reducing the density
and directly increasing the average size). Note that the case of
400◦C seems in contradiction with this trend, but it is due to
the fact that the majority of the obtained voids are smaller than
1.5nm before 0.2 dpa.
Looking back at Fig. 5, we see that the assumed radius for
the grain boundary has non-negligible influence on the forma-
tion of voids, especially at 740◦C. Increasing the assumed grain
size always reduces both the voids density and average radius.
This translates the fact that the probability for SIA clusters to
be absorbed at the GB is reduced, giving them more opportuni-
ties to recombine with vacancy clusters. Logically, we thus see
a global reduction in the whole population of nanovoids, which
appears in the figure via both their densities and average sizes.
In spite of this variation, our results remain globally in satis-
fying agreement with the experimental evidence for the whole
range of values explored, at the only exception of the 740◦C
case, where RGB = 25µm seems to overly reduce the average
radius.
Last, one should note that none of our simulations gave rise
to the formation of big SIA clusters that could be assimilated to
loops. This statement is in fact true for all the simulations pre-
sented through this paper, i.e., including in the next sections.
Our understanding is that our OKMC model, as presently for-
mulated, leaves indeed little chances for these big SIA clusters
to form, because of the absence of elements in the tungsten ma-
trix that are able to significantly slow down their fast diffusion
towards either vacancy clusters or the grain boundary. Even
the C-based trapping elements included in the next section are
not strong enough to balance their intrinsic propensity to dis-
appear from the simulation box between two irradiation events.
A more complete model would include transmutation solutes
(rhenium and eventually osmium) that are likely to attenuate
SIA diffusion, as so would taking into account their long-range
elastic interactions. Our results are, nevertheless, not contra-
dictory to TEM observations, because the density of observed
loops by Tanno et al. is in fact two orders of magnitudes lower
than the void density; our simulation box is thus too small to
expect even one loop to form.
3.2. Influence of trapping elements
In Fig. 7, our results as obtained including trapping carbon-
based trapping elements in the 0-50 appm concentration range
are shown, and compared with the original series in carbon-
free tungsten. Clearly, and expectedly, these trapping elements
have a strong influence on the obtained results. Not only do
they largely delay the onset of nano-voids formation (by one
or two orders of magnitude in dpa), but they also especially re-
duce their average size. Looking at the details of the sequence
of events that were performed during the OKMC simulations,
we understand this as a logical outcome from the reduction of
thermal-activated diffusion of vacancy clusters; (a) During the
second stage of the simulation as described in section 2.5, i.e.,
when no more fast-migrating SIA clusters are present in the
simulation box and thus vacancy clusters have possibilities to
perform migration events, a significant part of them get caught
by trapping elements. Their diffusion is thus significantly low-
ered, meaning that the rate of coalescence is reduced, explain-
ing why the average radius of the formed nanovoids decreases;
(b) SIA clusters, when included in the simulation box after ir-
radiation events, consequently find a higher density of smaller
vacancy clusters counterpart in the matrix. The rate of recom-
bination is thus enhanced, and the density of surviving vacancy
clusters that manage to grow up to the nano-void size is thus
reduced.
Globally, it is worth noting that the best agreement with ex-
perimental evidence is found in the absence of trapping ele-
ments, except for 1000◦C where the inclusion of 20 appm car-
bon clearly shifted both the void density and the average void
radius closer to the experimental point; the absence of diluted
carbon atoms in the tungsten matrix gives rise to a higher den-
sity of oversized nano-voids, otherwise. At lower temperature,
our description for the mobility and stability of vacancy clus-
ters, complemented with no further assumption, spontaneously
leads to relevant populations of nanovoids without the need of
such trapping elements to moderate the rate of coalescence and
thus enhance recombination. One can appreciate that the ob-
tained results including 10-20 appm carbon do still compare
well with TEM observations at 538◦C and 740◦C, however,
whereas the formation of nano-voids seems clearly delayed at
400◦C even with only 10 appm carbon. Needless to say, our
simplifying assumptions for the description of carbon, and the
lack of accurate knowledge of its distribution in the real mate-
rial, prevent us from objectively arbitrate on this question. The
purpose of this work and the scope of the proposed model are
clearly not to investigate the amount of dissolved carbon in the
matrix, because the latter must instead be provided from ei-
ther experimental evidence or from a precise model based on
purely physical considerations. Determining an “optimal con-
centration” of our trapping elements to get the best comparison
with the TEM data is thus inappropriate. Formally speaking,
the conclusion we can draw from Fig. 7 is that our model is
consistent with the complex and interlinked processes taking
place in tungsten under neutron irradiation, and that our simpli-
fied assumptions about the particular role of carbon have appar-
ently encompassed the limiting cases. While no quantitative es-
timation can be drawn, it is still worth noting that this “optimal
carbon concentration”, if estimated, would apparently increase
with the irradiation temperature. One can appreciate that this is
in fact sound from a physical point of view, consistently with
the discussions in section 2.2, because it suggests that if most
carbon atoms are supposedly found in grain boundaries or in
other heterogeneous elements of microstructure at low temper-
ature, the concentration dissolved in the matrix must logically
increase with increasing temperature.
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Figure 7: Evolution with the cumulated dose of the voids density and average void diameter found in our OKMC simulation box, as compared to experimental
evidence [14, 15, 22]. Three different concentration of C-based trapping elements were included in the simulation box. In each figure, the line thickness indicate
the standard error bar estimated from four independent runs.
Figure 8: Evolution with the cumulated dose of the voids density and average void diameter found in our OKMC simulation box, as compared to experimental
evidence [14, 15, 22]. Three series were obtained with different hypotheses in the description of neutron irradiation: “JOYO PKAE” uses the PKAE spectrum
estimated for this reactor, whereas “homogeneous PKAE” assumes homogeneous spectrum, as shown in Fig. 2. Finally, “Statistical def.” apply the statistical
introduction of defects, as described in section 2.3. In each figure, the line thickness indicate the standard error bar estimated from four independent runs.
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3.3. Sensitivity with respect to the description of irradiation
In Fig. 8, our results as obtained using different models
for neutron irradiation are shown. To start, we compare those
obtained using the JOYO spectrum for the PKAE with those
assuming an homogeneous spectrum. Generally speaking, in
the second case, the formed nano-voids are always smaller,
whereas the way their density is influenced seems to vary with
the irradiation temperature. This latter point is in fact an arte-
fact resulting from the choice for disregarding the voids smaller
than 1.5 nm, as can be appreciated comparing the cases (n) and
(o) with cases (f) and (g) in Fig. 6. Visibly, assuming a homo-
geneous PKAE spectrum leads to the generation of many more
voids, but their distribution in size is largely shifted towards
the smallest ones (near the 1nm). The maximal size of voids
reached is also significantly decreased. Looking back at Fig.
1, we understand that it is a direct consequence of the high-
est PKAE in the spectrum, i.e., E(PKA) ≥ 100keV , for which
clusters containing more than 33 vacancies (which corresponds
to a diameter of 1 nm assuming a spherical shape) are found
in the debris. The rate of seeding for stable nano-voids bigger
than 1 nm is thus naturally enhanced, because they are directly
included from collision cascades without the need for coales-
cence of various smaller vacancy clusters. Overall, these ad-
ditional small voids prevent the growth of individual ones to
larger sizes, because they compete in gathering the small clus-
ters that coalesce with them after thermally activated diffusion.
Next, in Fig. 6 and in Fig. 8 we compare our results when
using the MD-obtained libraries of collision cascade debris, or
performing a “statistical introduction” of the same defects, i.e.,
discarding the information about their relative spatial coordi-
nates and thus ignoring the effects of correlated recombinations
imposed by the production bias, as discussed in section 2.3.
One can see that in the second case, the obtained voids are
characterized by a much lower density and a significantly larger
size, except for the two lowest temperatures (400◦C and 538◦C)
where the same effect is negligible in magnitude. This trans-
lates the fact that in the absence of correlated recombination,
many single SIA’s are granted more opportunities for merging
with other single SIA’s or SIA clusters, with two consequences:
by not being single SIA any more, not only do they loose their
possibility for performing 3-D migration, but they also reduce
their likeliness for getting recombined with vacancies (because
the number of SIA’s decreases). As a consequence, the surviv-
ing fraction of vacancies increases, and they tend to coalesce
with existing voids, explaining why less and bigger ones form.
These alterations, however, are damped at low enough temper-
ature (lower than 740◦C), because, only the smallest vacancy
clusters are mobile in these cases. Finally, it is worth men-
tioning that in addition to the results presented in Fig. 8, we
also performed simulation in an intermediate case: instead of
discarding all information concerning the relative positions and
orientations of the SIA clusters, we also analysed our results
when only the last information is ignored. In short, the re-
sults we obtained are almost indistinguishable from the “JOYO
PKAE” series in Fig. 8, meaning that the most critical informa-
tion to retain from MD simulations is the production bias.
To summarize, our results presented in this section highlight
the importance of performing accurate modelling of neutron ir-
radiation. Simplifying assumptions, such as ignoring the exact
PKAE spectrum or the production bias in the collision cascades,
may alter significantly the evolution of the microstructure with
the irradiation dose.
4. Summary and conclusive remarks
In this work, we proposed an object kinetic Monte Carlo
(OKMC) model for describing the evolution of the microstruc-
ture in polycrystalline tungsten under neutron irradiation. As a
first step towards a future complete model, the focus was here
given on technologically pure tungsten in the range of moderate
doses (up to 1 dpa), thus ignoring the transmutation to rhenium
and osmium that is pronounced above ∼ 0.5 dpa (depending on
thermal-to-fast neutron ratio). In its present state, our model ac-
counts for the presence of carbon impurities, even though sim-
plifying assumptions were taken in order to comply with the
limited amount of input data available. Next, regular elements
of the microstructure such as dislocations and grain boundaries
are also included as stochastic events, consistently with the rel-
atively small size of our simulation box. Neutron irradiation
is also described as a stochastic event, for which the spectrum
for the transfer of kinetic energy to the primary knock-on atom
(PKAE), and the subsequent population of produced defects, is
an explicit input parameter. The importance of an accurate de-
scription of the produced defects has been emphasized in the
paper, which was compiled in this work thanks to the use of
accurate libraries of cascade debris previously determined with
molecular dynamics. In accordance with the available knowl-
edge on the point defects and their clusters in tungsten, SIA
clusters are mostly assumed to perform 1D migration, while
vacancy-defects are naturally considered as 3D migrating ob-
jects. Mutual interaction of the defects is introduced on the
basis of the capture radius, linked to the defect size. Disloca-
tions and grain boundaries act as non-saturable sinks for both
1D and 3D migrating defects, whereas carbon atoms are trap-
ping elements interacting with both SIA and vacancy defects.
The goal of this work was to perform a sensitivity study aim-
ing to assess the quality of our model with respect to the accu-
rate prediction of the void size/density distribution as a function
of irradiation dose and temperature. The sensitivity study was
therefore used to deduce the most critical elements in the model
with respect to the onset of void swelling. We have shown that
variation of grain size (in a physically justified range) has a lim-
ited impact on the onset of void swelling, and becomes signifi-
cant only for the irradiation temperature 740◦C and above. It’s
been noted that the variation of carbon content has a strong in-
fluence on the kinetics of the void formation, because carbon-
vacancy trapping significantly delays the growth of voids. Our
results appear to have the best agreement with experimental
TEM data, assuming that the concentration of carbon dissolved
as interstitials inside grain’s interior is in the range 0-20 appm.
This does not exclude a presence of significant concentration of
carbon located at grain boundaries, as typically commercially
pure W may contain up to 200 appm (or higher). Because of the
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lack of direct experimental quantification, we have highlighted
the importance to determine the concentration of carbon dis-
solved in the matrix (i.e., not in the segregated state), and we
showed that our model is consistent with the natural assump-
tion that the concentration of matrix-dissolved carbon should
increase with temperature. At last, the sensitivity study demon-
strated the importance of correlated recombination and accu-
rate description of the PKAE spectrum, and thus intrinsically
advocates for an accurate description of the primary irradiation
defects using MD methods.
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