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Les codes convolutionnels représentent une des classes de codes correcteurs d'erreur 
parmi Ics plus utilisées dans les systèmes de communication numérique. En appliquant la 
technique de perforation sur le code convolutionnel de faible taux. un code convolutionnel 
perforé de taux de codage élevé peut être construit. Cette technique consiste h perforer 
(éliminer périodiquement), selon une règle prédéfinie par la matrice de perforation, les 
symboles codés provenant du cndeur de faible taux de codage. Tout en préservant la struc- 
ture simple du codeur de faible taux de codage, un code convolutionnel perforé apporte un 
avantage quant B la largeur de bande requise par rapport i ce dernier. L'utilisation des 
codes convolutionnels perforés conduit i une grande flexibilité du système, car par le sim- 
ple changement de matrice de perforation. on peut varier le taux de codage sans porter 
atteinte h Iri complexité du codeur et du décodeur. L'ensemble des codes de taux de codage 
élevés obtenu à partir du même code d'origine de faible taux introduit la notion de codage 
5 taux variable. 
Ce travail porte sur la détermination d'ensemble de codes convolutionnels perforés de 
taux de codage croissants et compatibles, ainsi que sur l'implantation des codes convolu- 
tionnels perforés dans un système concaténé en série. 
On introduit la notion de codes convolutionnels perforés à des taux de codage dits compa- 
tibles comme étant des codes à taux variables auxquels on ajoute la propriété de compati- 
bilité suivante: la forme du patron de perforation du code de taux R=bN demeure 
inchangée pour tous les codes dont le taux de codage est supérieur à bN. 
Après une  brève présentation des principaux paramètres de la recherche que nous menons, 
nous abordons l'étude sur la détermination d'ensemble de codes perforés de taux crois- 
sants (116 < R < 718) et compatibles B partir du code d'origine de taux R=116, et ceci pour 
deux longueurs de contraintes : K=7 et K=8. Des codes perforés obtenus ainsi présentent 
de très bonnes performances, malgré le fait que la démarche prise ne soit pas une méthode 
de recherche optimale, car le choix des patrons de perforations est restreint par la propriété 
de compatibilité. 
L'analyse des performances d'un système constitué de deux codeurs et de deux décodeurs 
concaténés en série est effectuée. Cette analyse montre l'importance du choix des codes, 
de Iü longueur de séquence de l'information, mais sunout de I'algorithme de décodage 
utilisé dans un tel système. Le décodage appliqué dans ce système simulé est le décodage 
non-itératif, basé sur l'algorithme SOVA. L'amélioration de performances que cet algo- 
rithme de décodage apporte par rapport à I'algorithme de Viterbi est présentée. Ces perfor- 
mances ont tendance 3 augmenter davantage lorsque les codes récursifs systématiques 
sont utilisés ou lorsque le rapport signai bruit est élevé. 
Les performances d'un système concaténé utilisant le décodage non-itératif basé sur I'al- 
gorithme SOVA restent pourtant significativement plus modestes que celles introduites par 
les systèmes basés sur le décodage itératif («turbo»). En même temps, la complexité d'un 
tel système reste beaucoup plus petite que celle d'un système dit «turbo». 
vii 
ABSTRACT 
Convolutional codes are among the most used error correcting codes in digital cornmuni- 
cation systems. Applying the puncturing technique to a low coding rate convolutional 
code. s high-coding rate punctured convolutional code is obtained. Puncturing technique 
consists in punctunng (penodic elimination) code symbols produced by a low coding rate 
code fol low ing the rule represented by punctunng pattern. The obtained punctured code 
preserves a simple structure of the originating low-rate code while keeping the benefits 
introduced by high-rate codes, such as required bandwith. The use of punctured codes 
implics a high system flexibility, since a coding rate can vary by simple change of punc- 
tunng pattern, without any increase in either encoder or decoder compexity. 
This work ûddresses the research for the catalog of punctured codes having increasing and 
compatible coding rates. as well as the implementation of punctured convolutional codes 
in a senally concatenated system. 
Variable-rate coding is obtained if al1 punctured rates of interest are derived from the same 
low-rate code. Variable-rate coding is further specializcd into rate-compatible coding by 
adding the restriction that al1 the code symbols of the higher punctured codes are required 
by lower-rate codes. Starting from the best known codes of constraint lengths K=7 and 
1 
K=8 and coding rate R=1/6, a catalog of the best punctured codes of rates R = - , 
v v -  1 
2 5 ~ 1 5  and R = , 3 S v 5 8 have been constnicted. Al1 these codes are 
v 1 7 
rate-compatible over the entire range of coding rates of interest, 5 5 R 5 - . Obtained 8 
punciured codes yield very good performances despite the fact that the used approach is 
... 
V l l l  
not an optimal one, since the choice of puncturing patterns is limited by inuoduced com- 
patibiiity requirement. 
Performance analysis of a senally concatenated system, formed of two encoders and two 
decoders is performed. The analysis showed the importance of the choice of encoder, 
information bloc length and, the most of dl, decoding algorithm used in presented system. 
Decoding algorithm applied to the simulated system is a non-iterative one, based on dgo- 
rithm SOVA. The improvemeni that SOVA algorithm brings into the system, compared to 
Vi terbi algori thm is presented. It is shown that performances of presented system based on 
SOVA algorithm are increasing when recursive systematic codes are implemented, or 
when a signal to noise ratio increases. 
Performance of serially concatenated system using a non-iterative decoding algorithm 
based on SOVA are still significantly below the ones obtained when an iterative (turbo) 
decoding is applied. On the other hand. the complexity of presented system is still much 
lower than the one using a turbo decoding technique. 
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CHAPITRE 1 
INTRODUCTION 
Afin de transmettre et de recevoir les données numériques, les systèmes de communica- 
tion numérique sont généralement constitués d'un émetteur, du canal de transmission et 
d'un récepteur. L'émetteur du système transmet les symboles auxquels s'ajoute le bruit 
provenant du canal de transmission. Le récepteur, quant à lui. produit une décision sur la 
séquence reçue en fonction du type de codage utilisé. Le bruit introduit par le canal affecte 
la decision prise par le récepteur en introduisant des erreurs au niveau de la séquence 
transmise par l'émetteur. 
Un moyen efficace pour comger les erreurs introduites dans la séquence transmise dans le 
canal de iransmission est connu sous le nom de codage correcteur d'erreurs. Le principe 
du codage consiste à ajouter, selon des règles prédéfinies, une redondance dans la 
séquence d'information avant de h transmettre. Cette redondance permettra au détecteur 
de prendre une décision plus fiable sur l'information transmise. La mesure de la redon- 
dance est appelée le taux de codage, et représente le rapport entre le nombre de bits d'in- 
formation ii I'entrie du système et le nombre de symboles effectivement transmis dans le 
canal. 
Les codes convolutionnels constituent la classe de codes correcteurs d'erreurs parmi les 
plus répandues et les plus utilisées dans les systèmes numériques. Comme leur pouvoir de 
correction d'erreurs dépend en grande partie du code utilisé. beaucoup de recherches ont 
été effectuées afin de développer des codes convolutionnels puissants et flexibles. Parmi 
les applications des codes convolutionnels, celles basées sur les faibles taux de codage 
(R= 1 N) sont les plus répandues. Le pouvoir de correction d'un code convolutionnel peut 
s'exprimer en terme de la performance du code en question. La détermination des perfor- 
mances des codes convolutionnels peut être conduite selon deux grandes approches qui 
sont l'étude des propriétés algébriques des codes convolutionnels et les simulations par 
ordinateur d'un modèle du système de communication. Ces deux approches d'étude des 
performances des codes convolutionnels sont utilisées dans ce travail. 
.A partir des codes convolutionnels, une classe de codes connue sous le nom de codes con- 
volutionnels perforés [7j a été construite. C'est cette dernière classe de codes qui est utili- 
sée dans ce mémoire. Les codes convolutionnels perforés sont les codes de taux de codage 
élevé (R=bN)  dont l'application devient très avantageuse lorsque la largeur de bande dis- 
ponible est faible et lorsqu'une certaine flexibilité du système s'impose. Un code convolu- 
tionnel perforé est obtenu par I'éliminûtion périodique des symboles de sortie d'un codeur 
convolutionnel de faible taux (Ro=INo). La règle de cette élimination périodique est 
représentée par une matrice, appelée matrice de perforation. Le code perforé ainsi obtenu 
dipend à la fois du code d'origine de faible taux et du patron de perforation utilisé. Les 
codes convolutionnels perforés apportent une grande flexibilité au niveau du système de 
communication utilisé car, à partir d'un même code de faible taux de codage, on obtient 
des codes à taux de codage variables par simple changement des patrons de perforations. 
sans porter atteinte à la complexité du processus de décodage. 
Grîce aux puissants algorithmes de décodage développés pour les codes convolutionnels. 
ces derniers sont souvent mis en oeuvre dans les systèmes nécessitant des faibles probabi- 
lités d'erreur, tels que les systèmes de communications sans fil, les communications par 
satellite, etc ... 
Parmi les algorithmes de décodage les plus répandus dans le codage convolutionnel. on 
retrouve l'aljorithme de Viterbi. Ce dernier se définit comme un alsonthme optimal à 
maximum de vraisemblance [ 5 ] .  
Différentes modifications de l'algorithme de Viterbi sont proposées afin d'adapter le pro- 
cessus de décodage à des systèmes concaténés. Parmi ces algorithnies. on retrouve l'algo- 
rithme m a x i m u m  à postériori» (MAP) [6].[17] et l'algorithme SOVA («Safi-O~ipul 
Virerbi illgorirlmk) [l?]. Les deux algorithmes mentionnés. ajoutent par rapport h l'algo- 
rithme de Viterbi, une mesure de la fiabilité de la décision prise par le décodeur. Cette 
mesure de fiabilité permet d'obtenir une amélioration des performances d'un système con- 
caténé constitué de deux codeurs/décodeurs. 
Ce mémoire est structuré de la façon suivante: 
Le chapitre 2 décrit les notions liées aux systèmes de tr~nsmissions numériques, telles que 
le codage convolutionnel. le spectre des distances d'un code convolutionnel ainsi que le 
décodage des codes convolutionnels. En ce qui concerne le codage convolutionnel, deux 
types de codage sont présentés et analysés: le codage convolutionnel non systématique et 
le codage récursif systématique. La notion des codes catastrophiques est ensuite briève- 
ment mentionnée. Enfin, le décodage à maximum de vraisemblance est introduit en par- 
tant une attention particulière au décodage de Viterbi. 
Le chapitre 3 est consacré aux codes convolutionnels perforés [7]. Plus particulièrement, 
le principe de codage et de décodage des codes perforés est présenté, et leurs performan- 
ces étudiées. De plus, la notion de codes perforés à taux compatibles est introduite. Par la 
suite, la recherche des bons codes perforés à taux croissants et compatibles, obtenus à par- 
tir du code d'origine de taux Ro=l/6, est présentée. Cette recherche est basée sur l'étude 
des propriétés de ces codes. telles que la distance libre, le spectre du code et le profil de 
distance des colonnes. À partir de ces paramètres, les bornes supérieures des codes sont 
calculées. Un ensemble de «meilleun>) codes perforés à taux croissants (116 < R < 718) et 
compatibles est alors déterminé en examinant les performances de ces derniers, pour tous 
les taux désirés et pour les deux longueurs de contrainte: K=7 et K=8. Finalement, pour un 
même taux de codage, les performances de l'ensemble de codes perforés ainsi obtenues 
sont comparées aux performances d'autres types de codes perforés plus connus. 
Au chapitre 4. l'analyse d'un système concaténé, constitué de deux codeun et de deux 
décodeurs concaténés en série est effectuée. Plus précisément. l'implantation des codes 
convolutionnels perforés dans un tel système est examinée. L'étude des performances du 
système concaténé est réalisée en simulant par ordinateur le modèle du système concaténé. 
Ainsi, les performances d'un tel système sont mesurées en fonction des différents paramè- 
tres qui le constituent. L'algorithme de décodage SOVA (~Soji-Output Virerbi Algonthm») 
est appliqué au système, et les performances ainsi obtenues sont comparées à celles de 
l'algorithme de Viterbi. 
Finalement. Iü conclusion de ce mémoire est présenté au chapitre 5. 
CHAPITRE 2 
CODES CONVOLUTIONNELS 
Les systèmes de communication numériques modernes exigent des performances de plus 
en plus fiables. Une des façons d'augmenter la fiabilité de la communication est de trans- 
meltre les bits de redondance associés au signal d'information numénque émis. de sorte 
qu'au récepteur certaines erreurs provenant du canal puissent être comgées. On parle donc 
de procédure de codage correcteur d'erreurs dont les codes convolutionnels représentent 
une forme très puissante. Ce chapitre décrit les notions de base du codage convolutionnei 
ainsi que les notions de décodage et de performances d'erreur. 
2.1. SYSTÈME DE COMMUNICATION NUMERIQUE CODÉ 
Les systèmes de communication numérique codés sont fréquemment représentés par une 
chaîne de transmission telle qu'illustrée à la figure 2.1. 
Figure 2.1 Modèle d'un système de communication numérique codé 
Dans un système numénque. le modulateur, le canal et le démodulateur sont regroupés 
pour former un modèle théorique appelé canal discret. Quand la séquence à la sortie du 
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canal dépend seulement de la séquence à l'entrée et non pas des états précédents du canal, 
le canal discret est dit sans mémoire (en anglais: DMC ou Discrete Memoryiess Cliannel). 
C'est ce modèle de canal qui sen utilisé tout au long de ce travail. 
Le modèle le plus simple du canal DMC est le canal binaire symétrique (CBS) illustré à la 
figure 7.2. Pour ce canal, les symboles d'entrées sont binaires et équiprobables et les sym- 
boles de sorties sont binaires. La probabilité de transition du canal, notée p, représente la 
probabilité que la valeur d'un symbole est changée due au bruit ajouté au niveau du canal. 
La valeur de p dépend du rapport sipnalhruit, du type de bruit et du type de modulation. 
Figure 2.2 Cmal binaire symétrique (CBS) 
Quant aux autres blocs de notre diagramme de la figure 2.1, leurs fonctions peuvent être 
décrites de la manière suivante : le codeur ajoute de la redondance à la séquence d'infor- 
mation numérique émise par la source afin de mieux la protéger des perturbations intro- 
dui tes dans le canal. Cette redondance est utilisEe par le décodeur dans le but de comger 
certaines erreurs en estimant la séquence la plus vraisemblable. Une fois la séquence d'in- 
formation codée, elle est modulée. Le rôle du modulateur est d'adapter les symboles codés 
au canal physique. Le bruit ajouté à la séquence modulée dans le canal est modélisé par un 
bruit blanc gaussien additif (BBGA) qui possède la propriété d'affecter de façon indépen- 
dante les symboles transmis. C'est un processus aléatoire dont la fonction de densité de 
probabilité est gaussienne de moyenne nulle et de variance Nd2. À partir de la séquence 
bnii tée sortant du canal, le démodulateur prend une décision sur les symboles transmis. 
2.2. PRINCIPE DE CODAGE CONVOLUTIONNEL 
Un codeur convolutionnel est constitué d'un registre à décalage formé de K cellules, de V 
additionneurs rnodulo-2, d'un ensemble de connexions entre les additionneurs et les cel- 
lales du registre à décalage et du commutateur i V positions. Chaque codeur convolution- 
ne1 est caractérisé par les paramètres suivants: 
Taux de codage R =b/ V 
où b représente le nombre de bits simultanés B l'entrée du codeur et V le nombre de sym- 
boles codés ii la sortie du codeur 
Longueur de contrainte du codeur K 
où K représente le nombre de cellules du registre i décalage. 
Afin de mieux comprendre le fonctionnement du codeur convolutionnel ainsi que I'influ- 
ence de ces paramètres sur la performance du système, prenons comme exemple un 
codeur convoluiionnel simple représenté par 13 figure 2.3. 
Figure 2.3 Structure d'un codeur convolutionnel 
Comme on peut le constater d'après la figure 2.3, le nombre d'additionneurs dans cet 
exemple est V=2, le taux de codage devient R= 112 car chaque bit à l'entrée du codeur pro- 
duit deux symboles codés à sa sortie et la longueur de contrainte (nombre de cellules du 
registre d décalage) est K=3. 
L'ensemble des connexions entre le registre à décalage et les additionneun modulo-2 est 
représenté par des vecteurs générateurs. Ce sont les vecteurs générateurs du codeur qui 
déterminent les règles selon lesquelles les bits de redondance doivent être ajoutés aux bits 
d'informriiion à transmettre. Les vecteurs générateurs Gi peuvent être exprimés par : 
La composante gij vaut 1 si la connexion entre la j-ème cellule du registre et le i-ème addi- 
tionneur moduio-2 existe et vaut O sinon. 
Pour l'exemple de la figure 2.3, les générateurs valent : Ci = (101)2, G2 = (111)2. Les 
générateurs sont très souvent exprimés sous forme octaie, ce qui nous amène (dans I'ex- 
emple considéré) à la notation suivante: Gi=5, G2=7. C'est cette dernière notation qu'on 
utilisera tout au long de ce travail. 
Le codeur fonctionne de la manière suivante: avant que le processus d'encodap ne 
débute, le contenu du registre à decalage est initialisé à zéro. Les bits d'information 
amvent à l'entrée du codeur de façon continue. Le bit d'information à l'entrée du codeur 
est injecté dans le registre 5 décalage et, en utilisant les vecteurs générateurs du codeur, les 
V symboles codés correspondants sont calculés. La séquence des symboles codés est 
obtenue en échantillonnant les additionneurs rnodulo-2 à l'aide de commutateur. Une fois 
tous les bits d'information codés. une séquence de K-1 zéros est ajoutée (et codée) afin de 
remettre le registre 5 l'état initial, c'est-à-dire à l'état zéro. 
Évidemment. le symbole codé ne dépend pas seulement du bit à l'entrée du codeur mais 
aussi du contenu des K-1 cellules du registre précédant le bit courant. La mémoire M du 
codeur du taux de codage R=lN est définie par: 
Dans ce trüvüil. où on considère des codes du taux de codage R=lN, les bits d'informa- 
tion sont toujours considérés binaires. Alon. selon la valeur du bit d'information. le con- 
tenu des K- I ccilules du registre peut prendre une des zK-l valeurs possibles et donc : 
Nombre d'états du codeur = zK-' = zM (2.3) 
Soit rik Ic bit d'information à l'entrée du codeur à l'instant k. Les symboles codés pk 
(i=l, ..., V) peuvent alors s'écrire sous la forme: 
La séquence de sortie est donc une combinaison lineaire des entrées présentes et passées. 
Cette séquence peut s'exprimer sous la forme du produit de convolution de la séquence 
d'entrée et de la réponse impulsionnelle du codeur (réponse à l'entrée I O . . . ) ;  d'où le 
nom des codes convoIutionnels. 
2.3. REPRÉSENTATION DES CODES CONVOLUTIONNELS 
Dons cette section. on introduit les représentations en diagramme d'états et en treillis d'en- 
codage d'un code convolutionnel. 
Diaoramme d'états 
Un diagramme d'états du code convolutionnel représente la relation entre les symboles 
codés. les bits d'infomation et les états du codeur. Cette représentation est rendue possi- 
ble par le fait que le codeur ne peut prendre qu'un nombre fini d'états. La figure 2.4 
représente Ir diagramme d'état du codeur de la figure 1.3. 
Les noeuds du diagramme d'état représentent les états du codeur et le résultat de transition 
entre deux états repésente les v symboles codés qui correspondent au bit d'information à 
l'entrée du codeur. Chaque branche de la figure 2.4 représente les symboles codés corres- 
pondant au bit d'information indiqué entre crochets. 
Figure 2.4 Diagramme d'état du codeur de la Figure 2.3 (K=3. R=IR) 
Le diagramme d'état permet d'analyser et de déterminer les performances d'un code parti- 
culier. Par exemple, la fonction de transfert du code utilisée pour déterminer les distances 
de Hamming de tous les mots de code par rapport au mot de code Q = (0,O. .. 0) peut être 
obtenue à partir du diagramme d'états du code. L'inconvénient est que cela devient beau- 
coup trop complexe lorsque K augmente et cette méthode n'est utilisée que pour des codes 
de fiiible longueur de contrainte. D'autre part, le diagramme d'état n'explicite pas la relo- 
tion entre fa dynamique d'encodage et la profondeur dans la séquence des bits d'informa- 
tion. C'est pour cette raison qu'on utilise plus souvent le treillis d'encodage pour 
représenter un code convolutionnel. 
Treillis d'encodrise 
Un trei 1 lis d'encodage est une représentation du codeur convolutionnel qui tient compte 
du fait que le nombre d'états du codeur est fini ainsi que de la propriété de convergence. 
Cette dernière caractéristique traduit le fait que lorsque deux séquences d'information sont 
identiques pendant au moins (K-1) bits consécutifs, alors le codeur se trouve dans un état 
identique pour les deux séquences. Le treillis est constitué des noeuds représentant les 
états du codeur en question et des branches reliant les noeuds du treillis. représentant les 
transitions entre les états du codeur. Par rapport au diagramme d'état, la représentation en 
treillis introduit une information de plus, celle du temps. La notion du temps joue un rôle 
très important, comme on le v e m  par la suite, lors du décodage. La longueur du treillis 
représente la profondeur dans Ir séquence des bits d'information (notion du temps) et sa 
largeur, le nombre d'états du codeur. Le treillis du codeur convolutionnel de la figure 2.3 
(K=3, R=l/2, GI=5. G2=7) est représenté par la figure 2.5, où les états sont identifiés sur la 
colonne de gauche. 
Figure 2.5 Représentation en treillis du code convolutionnel de la Figure 2.3 
Comme on peut le constater à la figure 2.5, le treillis du code de taux de codage R = l N  a 
toujours deux branches sortant de chaque état. Dans le cas des taux R=lN,  i l  y a un bit à 
l'entrée du codeur h chaque instant et par conséquent, deux possibilités pour le prochain 
état. En général. pour le taux de codage R=bN on a b bits à l'entrée du codeur à chaque 
instant, ce qui est équivalent à zb possibilités pour l'état suivant ou encore, zb branches 
arrivant ~ chaque noeud et zb branches sortant de chaque noeud du treillis. 
2.4. PROPRIÉTÉS DE DISTANCE DES CODES CONVOLUTIONNELS 
Une des carûctéiistiques les plus importantes d'un code est sa longueur de contrainte K, 
car le pouvoir de correction du code augmente avec K. Les performances d'un code con- 
volutionnel dépendent aussi des propriétés suivantes : la distance libre df,, du code et le 
spectre de distance de Harnming. Le ooids de Hamrning (WH) d'un mot de code est égal 
au nombre de symboles 1 dans ce mot de code. La distance de Hamrning dH entre deux 
mots de code est égale au nombre de symboles où ils diffèrent. La fonction de distance des 
colonnes (FDC) d'ordre n, d,[n], d'un code convolutionnel est le poids minimal d'un mot 
de code calculé sur les n premières branches dont la première est non nulle: 
$[ri] = min dH(x,('), X iV)) , X(u) p (2.5) 
FDC est une fonction non décroissante avec n dont Ia valeur maximale atteinte est notée 
dfrw 
La distance libre dfr,, représente la distance minimale entre deux mots de code de 
longueur infinie qui ont leur première branche différente : 
d',, = lim dc [ n ]  (2.6) 
n + -  
La distance libre est une des mesures principales du pouvoir de correction d'erreur du 
code convolutionnel en conjonction avec un décodage à maximum de vraisemblance. 
Le spectre des distances de Hamming représente la distribution du nombre de mots de 
code de longueur indéterminée ayant un poids de Hamrning donné. Dans le cas des codes 
convolutionnels, un spectre de N raies est défini comme l'ensemble des chemins de poids 
inférieur ou égal à N qui divergent de l'état O et y reconvergent plus loin dans le treillis. Le 
spectre d'un code est composé de trois termes : 
d : le poids de Hamming 
ad : le nombre de mots de code de poids d 
cd : le nombre de bits d'information 1 correspondant à tous les mots de 
code de poids d. 
Chaque triplet {d, ad, cd }compose une raie du spectre. Le spectre d'un code est tri% sou- 
vent représenté sous la forme de tableau. Les 10 raies de spectre du code : K=3, R=1/2, 
Gl=5, G7=7 sont fournies dans le tableau 2.1. 
Tableau 2.1 Spectre des distances de Hamming du code convolutionnel. K=3. R=1/2, 
G ,=5, G2=7 
Le poids correspondant à la première raie du spectre représente dm, Dans le cas 
représenté à la figure 2.3, la distance libre du code est égal à 5. i l  existe un seul chemin ii 
cette distance et 1 bit en erreur sur ce  chemin; i l  y a 2 chemins 5 la distance 6 et 4 bits en 
erreur en tout sur ces chemins, etc. 
Le spectre d'un code peut être obtenu soit en utilisant la fonction de transfert (261, ce qui 
devient trop complexe Ionque K augmente, soit par exploration dans le treillis d'enco- 
dûge. Cette dernière méthode est utilisée afin de concevoir le logiciel [18] qui effectue le 
calcul du spectre du code en question. Une fois le spectre calculé, on l'utilise pour déter- 
miner Ia borne supérieure sur les performances du code, c'est-à-dire la borne sur la proba- 
bilité d'erreur du code convolutionnel. 
2.5. BORNE SWÉRIEURE SUR L A  PROBABILITÉ D'ERREUR PAR BIT 
Pour les canaux sans mémoire (DMC), la probabilité d'erreur par bit pour l'ensemble des 
codes est bornée par (221: 
- 2 
-K ( R o / R )  
Pb < 
- ( R o / R  - 1) 2 
( 1  - 2  1 
oii K est la longueur de contrainte du code, R son taux de codage. Rg est un paramètre qui 
ne dépend que du canal et s'écrit: 
si le symbole codé transmis, y le symbole reçu et P(yLr) Iû probabilité de tran isi tion 
L'équation (2.7) décrit la chute exponentielle de la probabilité d'erreur en fonction de la 
longueur de con train te du code convoiutionnel. Théoriquement, cette probabilité peut être 
arbitrairement faible si K est suffisamment grand, à la condition que le taux de codage R 
soit inférieur à Ro (pour les valeurs de R supérieurs à Rov la borne ne garantit plus 
l'amélioration des performances). D'autre pari, l'effort de calcul de l'algorithme de Vi- 
terbi croît exponentiellement avec K. Par conséquent, il n'est pas possible en pratique 
d'obtenir une probabilité d'erreur arbitrairement faible par simple augmentation de la 
longueur de contrainte. 
Quant à l'influence des paramètres K et R sur les performances d'un code convolutionnel, 
on peut conclure que In probabilité d'erreur décroît exponentiellement avec K et croît avec 
R . Notons qu'en augmentant R, le nombre de bits de redondance décroît. 
Un codcur convolutionnel récursif systématique (CRS) est obtenu à partir du codeur con- 
volutionnel qui lui est équivalent au niveau de la longueur de contrainte et des générateurs. 
Lcs deux propriétés dc cette classe de codes, comme le nom l'indique déjà sont la récur- 
siviie et la propriété systématique. La récursivité consiste en une boucle de retour qui est 
ajoutbe dans le codeur. Quant à la propriété systématique, elle se manifeste par le fait que 
les bits d'mirée sont toujours retrouvés intacts dans la séquence de symboles codés à la 
sonie du codeur. 
Selon Forney [ 9 ] ,  i l  existe pour chaque code non systématique, un code systématique avec 
une boucle de retour, possédant les mêmes propriétés de distance. 
Afin d'examiner la construction des codes récursifs et systématiques (CRS). on commence 
par foum i r la représentation pol ynomisle d'un code convolutionnel. 
Une représentation équivalente du codeur de la figure 2.3 est illustrée par la figure 2.6. 
Entrée Sortie 
I 
Figure 2.6 Autre représentation du code R=1/2, K=3, G1=5, G2=7. 
Cetie représentation permet de mettre plus en évidence l'aspect mémoire du code. Le 
registre à décalage à Kcellules correspond B K-l opérateurs de retard D; et on définit alors 
l'état du codeur à un instant k par la valeur des bits en mémoire à cet instant. Le nombre 
d'états que peut prendre le codeur est donc M = ~ ~ - I .  
L'opérateur de retard D représenté à la figure 2.6 peut être utilisé comme indicateur de 
temps. Dans ce dernier cas, l'équation (2.4) devient: 
où Gi(D) sont les polynômes générateurs en D du code. définis par 
Le codeur de la figure 2.6 est repris à Ir figure 2.7 
y' 
Sortie 
Figure 2.7 Représentation polynorniale du code R=1/2, K=3, Gl=5. Gr=7 
Pour obtenir la version systématique du code de la figure 2.7, l'une des deux sorties I'(D), 
i=l, 3. doit être égale à d(D). Pour ce faire, on peut diviser les termes de l'équation (2.9) 
soit par GI(D)  soit par GI{D) .  On choisit G I ( D )  dans cet exemple. On obtient alon 
- 
F' (D) = d ( ~ )  = G] ( D ) ~ ( D )  (2.1 la) 
Les polynômes générateurs du code riinsi obtenu sont alors 
- 
G, (D) = 1 
Dans toute Iri suite, nous adoptons la notation G = (G ,, G2),  soit pour un code systérna- 
tique G = (1, G2) = (1, C?/G, ) .  
En introduisant le polynôme A@) défini par 
les équations (2. i la) et (2. I l  b) deviennent 
( D )  = d ( D )  
Le code ainsi construit. dont les sorties sont définies par les équations (2.15a) et (2.15b), 
est systématique et récursif. Le caractère récursif apparait plus clairement en ramenant 
l'équation (2.14) dans l'espace temporel. Elle devient alors 
En tenant compte du fait que toutes les opérations sont faites modulo 2. et en faisant I'hy- 
pothèse que glo= 1, le symbole ak peut s'exprimer récursivement en fonction des symboles 
n ~ . ,  (j=l. 2, ..., K-1) et du symbole dk: 
Par conséquent. dans le cas d'un code CRS, ce sont désormais les symboles ak qu i  sont 
contenus dans le registre à décalage du codeur. A partir des relations (?Ma), (2.1%) et 
(2.16), les sorties Y' et Y? du code CRS à un instant k peuvent s'écrire sous la forme 
K -  l 
Y; = dk = z g i j a ~ - j  (2.1 Sa) 
j = O  
La construction du code CRS à partir du code CNS s'est donc faite en conservant les 
mêmes séquences génératrices, et en substituant simplement les symboles ak aux 
symboles dk. 
Un codeur CRS équivalent au codeur de la figure 2.3 est représenté à la figure 2.8. Comme 
la figure 2.8 l'indique, les bits d'information à l'entrée du codeur représentent une des 
deux sorties du codeur. Cette sortie du codeur est appelée la sortie systématique. 
I boucle de retour I t 
+ Sortie 
Figure 2.8 S tnicture d' un codeur récursif systématique (K=3, R= 11 2) 
A l'amvée d'un bit dk, celui-ci est additionné modulo 2 aux cellules du registre selon les 
connexions de I'additionneur à l'entrée du codeur. Le bit an résultant de l'addition est 
alors inséré dans le registre à décaiage. et la sortie 6 calcul6e. 
En comparant les structures des deux codeurs équivalents, c'est à dire le codeur convolu- 
tionnel non-systématique et le codeur récursif systématique (figures 2.3 et 2.8 respective- 
ment), on remarque que le vecteur générateur du code diffère d'un cas à l'autre. Comme 
on 1i pu le constater dans la section 2.2, le vecteur générateur correspondant au code con- 
volutionnel non-systématique représenté à la figure 2.3 peut être exprimé comme suit: 
G -convolutionnel= (G 1 9  Gz) = ( 5 9  7) (3.19) 
Tandis que le vecteur générateur du codeur récursif systématique illustré à la figure 1.6 
vaut: 
G - (1,7/5) - rtcursif systématique 1 - (2 20) 
Le principe de fonctionnement du codeur CRS est le même que celui du codeur convolu- 
tionnel non-systématique (CNS) sauf que due à Iû boucle de retour les bits d'information 
ne sont pas injectés directement dans le registre à décalage (voir la figure 2.8) comme pour 
les codes CNS. Ainsi, le contenu de la première cellule de registre à décalage ne dépend 
pas seulement du bit d'information à l'entrée mais aussi du contenu des (K-1) cellules de 
registre. Par conséquent. il ne suffit plus d'envoyer une queue de ( K I )  zéros afin de 
remettre le codeur en état initial. Une fois la séquence d'information transmise, les (K-1) 
bits de la queue doivent être calculés en fonction de l'état final du registre à décalage. Il 
faut noter qu'on considère les (K-1) dernières cellules du registre comme étant la mémoire 
du code CRS [17]. 
À partir de chaque codeur convolutionnel non-récursif et non-systématique de taux R=IN 
on peut obtenir V codeurs CRS en choisissant un des V additionneurs modulo-2 pour la 
boucle de retour. Le deuxième codeur récursif systématique (par rapport à celui de la fi- 
gure 2.8) obtenu à partir du même codeur de la figure 2.3 est représenté à la figure 2.9. 
Dans ce cas, le vecteur générateur du code devient: 
G -récursif sysctrnstique z = ( 1 9 517) (2.2 1) 
Notons qu'il n'existe jamais de connexion entre Ia première cellule du registre et la boucle 
de retour pour les codeurs récursifs. 





Figure 2.9 Structure du deuxième codeur récursif systématique (K=3, R=1/2) 
La structure du treillis de code CRS est la même que celle du code CNS à partir duquel il a 
été construit, c'est-à-dire que, pour une même transition entre états, les mots de code sont 
identiques. Toutefois, les séquences de sorties des codes CRS et des codes CNS ne corres- 
pondent pas à la même séquence d'entrée. Cela implique qu'au niveau du spectre du code, 
les deux types de codes possèdent la même distance libre, les mêmes coefficients ad mais 
des coefficients cd différents. Puisque les deux types de codes ont la même distance Libre, 
ils peuvent alors être considérés comme étant équivalents à des rapports signal à bruit 
élevés. 
En examinant les spectres des codes. il a été démontré [26] que les coefficients cd des 
codes CRS augmentent moins vite que les coefficients cd des codes CNS. Ainsi, les per- 
formances des codes récursifs systématiques ji des faibles rapports signal à bruit sont 
légèrement supérieurs aux codes convolutionnels non-récursifs. 
Dans un système contenant deux codeurs/décodeurs concaténés en série (voir Chapitre 4) 
ou cn parallèle, i l  a été prouvé que l'utilisation des codes CRS apporte une amélioration 
significative des performances par rapport à des codes CNS. 
2.7. DÉCODAGE DES CODES CONVOLUTIONNELS 
Le processus de décodage des codes convoIutionneis consiste à retrouver la séquence 
d'information i partir de la séquence reçue. La séquence transmise est affectée par le bruit 
provenant du canal et, donc n'est pas connue au niveau du décodeur. C'est pour cela que le 
processus de décodage est beaucoup plus complexe que le processus de codage tout en lui 
étant inverse au niveau opérationnel. 
Cette section porte sur une des techniques de décodage probabiliste des codes convolu- 
tionnels appelée décodage à maximum de vraisemblance. Le décodeur utilisant l'algo- 
rithme de Viterbi [22] qui fait partie de la classe des décodeurs à maximum de 
vraisemblance est un des plus utilisés dans I'industrie. On l'introduit plus loin dans la sec- 
tion. 
Le décodage à maximum de vnisemblance est un décodage probabiliste, c'est-à-dire un 
processus dont l'objectif est de retracer. à partir d'une séquence reçue Iü séquence trans- 
mise 13 plus probable. Le processus de décodage revient donc à chercher le chemin dans le 
treillis d'encodage qui se trouve à la plus petite distance de la séquence reçue. Pour attein- 
dre ce but. une mesure de vraisemblance est utilisée par le décodeur. Soit la séquence 
transmise. la séquence codée et la séquence repe . pu est utilisé par le déco- 
deur afin d'estimer la séquence transmise la plus probable 0. Ceci est illustré à la figure 
2.10. 
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Figure 2.10 Schéma de principe de la chaîne de décodage 
On définit la fonction de vraisemblance comme la probabilité conditionnelle suivante: 
~ ( Y ( ~ I X ~ >  (2.22) 
Un décodeur à maximum de vraisemblance choisira fi pour lequel: 
P ( ~ ~ I &  > ~(p~p), a=u (2.23) 
L'objectif du processus de décodage à maximum de vraisemblance revient alors à choisir 
le vecteur d'informations u, en connaissant x ( ~ .  qui maximise cette fonction de vraisem- 
blance [IO]. Pour la branche i dans le treillis, la mesure de vraisemblance peut s'écrire 
comme suit [ 5 ] :  
v 
Yi = 103 (Pcvi , /xi j))  
où ", est le jCm' symbole de II ième branche et yij est le symbole de la séquence l(u cor- 
respondant à x i j  Pour les N premières branches d'un chemin, la métrique cumulative qui 
est définie comme étant la somme des métriques de choque branche faisant partie du 
chemin s'écrit: 
N 
rN = ç y, 
p = l  
II s'agit donc de trouver le chem'n de longueur N branches ayant la métrique totale la plus 
grande parmi tous les chemins explorés. Ce chemin correspond à Iû séquence d'informa- 
tion transmise la plus probable par rapport à la séquence reçue. 
Pour un canal binaire symétrique (CBS) ayant la probabilité de transition p < 112, maxi- 
miser Iri métrique cumulative revient ii minimiser la distance de Homming entre les 
séquences xCY) et xcu pour toutes les séquences X possibles [22]. Supposons que la dis- 
tance de Harnming entre x ( ~  et ( m  soit du - . On a donc: 
A et B étant positifs, alors maximiser IO~(P@)I@))) revient à minimiser du Le déco- 
dage à maximum de vraisemblance sur un canal CBS consiste donc à trouver dans le treil- 
lis le chemin dont la distance de Harnmming est la plus petite par rapport à la séquence 
reçue. 
Comme on I'n vu dans la section précédente, le décodeur à maximum de vraisemblance 
effectue la comparaison des 2* séquences transmises possibles pour une séquence regue 
de longueur N afin de trouver celle qui est la plus vraisemblable. 
L'algorithme de Viterbi (221 est l'algorithme de décodage à maximum de vraisemblance 
optimal au niveau de la performance d'erreur du code convolutionnel. L'algorithme de 
Viterbi utilise le treillis comme structure de données. La recherche de la séquence ayant la 
vraisemblance maximale est effectuée dans le treillis d'encodage en parcourant de façon 
exhaustive tous les états du treillis. À chaque niveau du treillis, tous les chemins sont pro- 
longes de I i i  füçon suivante: on ajoute lü valeur de la métrique de branche 3 la métrique 
cumulative du chemin en question. Parmi tous les chemins qui convergent à un état, on 
conserve seulement celui ayant la métrique cumulütive la plus élevée. Ce chemin est 
appelé le chemin survivant. Cette opération est effectuée pour chaque état 3 chaque niveau 
du treillis. A la fin de l'opération de décodage, le chemin de métrique totale maximale cor- 
respond alors à la séquence transmise In plus probable. II est évident que le décodeur de 
Viterbi est un décodeur à maximum de vraisemblance car à chaque étape i l  ne rejette que 
des chemins ne pouvant être meilleurs que les chemins choisis. 
Pour les codes convolutionnels de taux de codage R=lN, le décodage est effectué selon le 
treillis ayant 2 branches qui convergent à chaque état. Dans ce cas, à chaque niveau du 
treillis on a zK-' chemins survivants. Étant donné que la queue de (K- 1) bits est ajoutée à 
la fin de la transmission des données pour remettre le codeur dans l'état initial, on peut 
ainsi déterminer le chemin décodé à partir des 2K*1 chemins survivants. Pendant le déco- 
dage de la queue, le nombre de survivants est divisé par 2 lorsqu'on passe d'un niveau du 
treillis à l'autre. Cela implique qu'à la fin de la queue il  ne reste qu'un seul survivant qui 
correspond ou chemin le plus vraisemblable. 
La figure 2.11 décrit les étapes du décodage de I'aigoriihme de Viterbi correspondant au 
codeur représenté à la figure 2.3 pour un canal CBS. Prenons que la séquence d'informa- 
tion à transmettre est : = (1,0, 1, 1.  O, O) où les deux derniers bits représentent les bits de 
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Figure 2.11 Décodage de Viterbi pour le code K=3, R=l12, GI=5, G2=7 
Supposons que le deuxième et le cinquième symboles aient été erronés pendant la trans- 
mission h cause du bruit ajouté; donc, la séquence reçue à l'entrée du décodeur devient: 
= ( 10, 01. 10, 10, 10, 11). Le chiffre associé au noeud représente Ir métrique accu- - 
rnulée selon le chemin survivant pour le noeud (état) en question. Comme on peut le con- 
stater d'après la figure 2.11, malgré I'existance de deux symboles erronés. le message a été 
décodé sans aucune erreur. 
Pour les codes convolutionnels de taux de codage R=bN, le décodage est effectué selon le 
treillis ayant zb branches qui convergent à chaque état. Bien que le principe de décodage 
des codes de taux élevé (R=bN) demeure le même que les codes de taux R=lN,  où à 
chaque niveau du treillis on compare les métriques de tous les chemins convergeant en un 
même état afin de trouver le survivant pour cet état, la complexité du processus de déco- 
dage des codes de taux R = b N  ne croit pas seulement avec l'augmentation de K rnais aussi 
avec l'augmentation de b. Afin de réduire la complexité supplémentaire du processus de 
décodage des codes de taux élevé, les codes convoIutionnels perforés [7] ont été proposés. 
La théorie des codes convolutionnels perforés sera présentée au chapitre 3. 
Pour le code CRS, étant donné qu'il est représenté par la même structure de treillis que le 
code CNS h partir duquel il a été construit, il peut être décodé par les mêmes algorithmes 
que le code CNS. 
2.8. CODES CONVOLUTIONNELS CATASTROPHIQUES 
Un code convolutionnel est dit catastrophique si un nombre fini d'erreurs sur les symboles 
codés peut résulter en un nombre infini de bits décodés en erreur. Dans le cas du 
phénomène mentionné, la propagation des erreurs devient catastrophique. Pour qu'un 
code soit catastrophique, il suffit que dans son diagramme d'état il existe une boucle fer- 
rnée dont tous les symboles codés sont des zéros, à l'exception de celle qui laisse le codeur 
dans l'état zéro. 
Au cours de l'étude des codes convolutionnels catastrophiques (161 à la Section de Com- 
munications du Département de génie électrique et d' informatique de l'École Polytech- 
nique de Montréal sous la direction du professeur D. Haccoun, le logiciel qui détermine 
les codes caiastrophiques a été conçu. Ce dernier outil est utilisé au long de ce travail afin 
de s'assurer que les codes utilisés ne soient pas catastrophiques et de rejeter ces derniers. 
CHAPITRE 3 
Les nouvelles tendances dans le domaine du codage se dirigent vers une augmentation de 
la fiabilité et du taux de transmission, tout en préservant la largeur de bande utile. Cette 
approche peut être réalisée gdce aux codes convolutionncls j. taux de codage ( R = b N )  
élevé, qui présentent de multiples avantages lorsqu'ils sont employés dans un canal ayant 
une Iürgeur de bande limitée. Notons que le facteur d'expansion de largeur de bande est 
inversement proportionnel au taux de codage. 
On a constaté au chapitre 2 que pour les codes à taux élevés (R=bN), la compléxité du 
décodeur de type Viterbi pour un V fixé, augmente de manière exponentielle, non seule- 
ment avec la longueur de contrainte K, mais aussi avec b. Cela provient du fait que l'algo- 
rithme de Viterbi compare les métriques de tous les chemins convergeant 5 un état donné, 
afin de trouver le plus vraisemblable; or dans le treillis d'un code de taux R=bN, il existe 
zb chemins convergeant à chaque état du treillis. 
Afin d'éviter la croissance exponentielle de la complexité du décodeur avec l'augmenta- 
tion du taux de codage pour les codes convolutionnels de taux élevé, les codes convolu- 
tionnels perforés ont été proposés [7]. 
3.1 CODAGE ET DÉCODAGE DES CODES PERFORÉS 
Un code convolutionnel perforé est un code de taux élevé (R=bN) obtenu par l'élimina- 
tion périodique des symboles de sortie d'un codeur convolutionnel à faible taux &=ll 
Vo). Ce dernier, utilisé pour générer le code perforé. est appelé codeur d'origine. La 
génération du code perforé se produit en gardant inchangée la structure du code d'origine 
grûce h un patron de perforation dont le rôle sera expliqué au paragraphe suivant (voir fi- 
gure 3.1 ). Cette dernière caractéristique est. comme on le verra plus tard eetrsmernent 
bénéfique quant ii la réduction de la complexité du décodage. 
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Figure 3.1 Schéma de principe d'un codeur convolutionnel perforé de toux élevé (R=bN) 
Le code perforé ainsi obtenu, dépend à la fois du code d'origine et du patron de perfora- 
tion utilisé. Celui-ci est spécifié à partir d'une matrice de perforation contenant b colonnes 
qui représentent chacune une branche du code d'ongine. et Vo rangées. Cette matrice est 
constituée d'éléments binaires représentant des O et des 1. Les I indiquent les positions 
des symboles codés à transmettre et les O les positions des symboles codés ji perforer, 
c'est-à-dire à ne pas transmettre. Dans ce cas, b branches consécutives du treillis du code 
d'ongine de taux Ro=lNo correspondent à une seule branche du code perforé de taux 
R=bN,  et ce en éliminant (bVo - V) symboles du code d'origine. 
Prenons i titre d'exemple, 
d'origine et la matrice de 
le code de taux de codage Ro=1/2 de la figure 2.3 comme code 
perforation suivante: P = [: :] . Le code perforé ainsi 
résultant de cette opération s e n  de taux R=3/4. D'après les positions des 1 et des O dans la 
matrice de perforation. on peut conclure que les 2 symboles codés de la première branche 
du code d'origine ainsi que le premier et le deuxième symbole de la deuxième et de la 
troisième branches respectivement seront les symboles 1 préserver. Tous les autres sym- 
boles sont éliminés par perforation. La figure 3.2 illustre la règle de perforation des sym- 
boles codés selon la matrice de perforation P et le codeur d'origine de la figure 2.3. Les 
positions des symboles perforés sont notées par x. 
La figure 3.2 montre qu'après chaque ensemble de 6 symboles codés, il n'en reste que 4 à 
trünsmettre après perforation. Étant donné que le taux de codage du code d'origine vaut 
Ro=1/2. chaque ensemble de 3 bits d'informations génère 4 symboles codés qui seront 
transmis. Par conséquent le taux de codage résultant est R=3/4. 
Figure 3.2 Exemple de la perforation selon la matrice de perforation P 
Le principe de fonctionnement du codeur perforé de taux R=3/4 est schématisé à la figure 
3.3. gD est Iû séquence de symboles codés et la séquence de symboles perforés. 
On remarque qu'à la toute fin de l'opération d'encodage, les 6 bits à l'entrée du codeur ont 
généré 8 symboles codés qui seront transmis dans le canai. Le taux de codage auquel on 
transmet est dors : R= 618 = 314. 
Figure 3.3 Fonctionnement d'un codeur perforé de taux R=3M 
# 
I l  est évident qu'un même code de faible taux Ro=lIVo peut générer par simple change- 
ment au niveau du patron de perforation plusieurs codes perforés de taux élevé R=bN . 
On parle alors du codüge à taux variable. Cette propriété qui permet d'obtenir des taux de 
codage différents en préservant la structure du codeur, rendent les codes perforés très pra- 
tiques. 
Les codes perforés peuvent être définis à partir de deux hypothèses différentes [18] qui 
dicteront la manière d'utiliser ces codes en pratique. La première hypothèse considère les 
codes perforés comme des vrais codes de taux élevés (R=bN),  alors que pour la deux- 
ième, les codes perforés sont des codes de faibles taux mais dont la redondance est réduite. 
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Selon la deuxième hypothèse que I'on vient de décrire, on peut affirmer avec certitude que 
le treillis du code perforé est de la même forme que celui du code d'origine, avec toutefois 
un certain nombre de symboles codés perforés. Le treillis d'un code perforé est dessiné à 
la figure 3.4. où les x représentent les symboles codés perforés. 
Figure 3.1 Treillis de faible taux d'un code perforé 
Cette propriété des codes perforés entraîne un avantage important: i l  peuvent être décodés. 
avec des modifications mineures. selon les mêmes algorithmes que les codes d'origine de 
faible taux. 
Les codes convolutionnels perforés ont à l'origine été proposés pour le décodage de Vi- 
terbi [7],[25]. Par la suite, ces mêmes codes ont été utilisés dans le décodage séquentiel 
131. L'emploie des codes perforés avec le décodage de Viterbi est l'approche la plus sou- 
vent utilisée dans le domaine du codage. Étant donné que cette approche fera l'objet de 
notre étude, il serait alors utile à ce stade de décrire les principes qui régissent le fonction- 
nement de l'algorithme de Viterbi pour les codes perforés de taux R=bN: 
À l'entrée du décodeur, les positions des bits perforés sont remplies par des 
valeurs non-significatives selon le patron de perforation utilisé 
* À  chaque niveau du treillis, on compare les métriques des deux chemins conver- 
geant à un état donné afin de trouver le survivant pour chaque état ii chaque niveau 
du treillis (comme dans l'algorithme de Viterbi pour les codes de taux Ro=INo ) 
Dans le calcul des métriques les bits perforés sont ignorés, c'est-&-dire que 
la valeur de la métrique d'une branche est obtenue en tenant compte seulement des 
bits non-perforés de cette branche 
On peut constater que Ir modification apportée h l'algorithme de Viterbi pour le décodage 
des codes perforés se produit uniquement au niveau du calcul des métriques. alors que le 
principe demeure le même. Par conséquent, la complexité du décodeur de type Viterbi 
pour les codes de taux R = b N  ne croît plus exponentiellement avec b. Cela implique qu'en 
utilisant un même code d'origine, les changements des taux de codage des codes perforés 
influencent Iri complexité du décodeur uniquement en nombre V de symboles à décoder 
afin de récupérer les b bits transmis. Étant donné qu'à partir d'un même code d'origine on 
peut obtenir plusieurs taux de codage différents en changeant uniquement les patrons de 
perfomtion, i l  est clair que le concept du codage à taux variable n'implique pas une aug- 
mentation significative de la complexité du décodage de Viterbi. C'est cette dernière pro- 
priété qui procure aux codes perforés un grand intérêt quant à leur implantation. 
La probabilité d'erreur par bit Pb qui représente le rapport entre le nombre moyen de bits 
décodés incorrectement et le nombre total de bits d'information transmis est utilisée afin 
de mesurer les performances du code en question. Ainsi, l'amélioration des performances 
se traduit par la chute de la probabilité d'erreur par bit Les performances d'un code con- 
volutionnel dépendent de s r  longueur de contrainte K et de son taux de codage R. 
A fin d'évaluer rapidement les performances d'un code en particulier, une borne supérieure 
sur  la probabilité d'erreur a été établie. C'est cette méthode qu'on utilisera pour comparer 
les performances des codes perforés retenus. Comme on le verra par la suite, pour déter- 
miner la borne union sur la probabilité d'erreur par bit, les éléments du spectre du code en 
question doivent être connus. Par conséquent, avant d'introduire l'expression de la borne 
union on s'intéressera à l'évaluation du spectre du code perforé. 
D'après la section 2.4, le spectre du code convolutionnel énumère pour tous ies chemins 
qui diffèrent du chemin correct, le nombre total de bits en erreur occasionné que l'on note 
cd. Pour déterminer le spectre du code, on doit explorer tous les chemins dans le treillis 
d'rncodage. Quant aux codes perforés, la démarche reste la même. sauf que la recherche 
se fait maintenant au niveau du treillis du code d'origine i l ]  ayant, selon le patron de per- 
foration appliqué, certains symboles de bnnc he perforés. 
Étant donné que la distance libre du code df,, est une des mesures des performances du 
code. i l  est nécessaire que celle-ci soit la plus grande possible pour que les mots de code 
soient facilement différentiables. En d'autres termes. plus la distance libre du code en 
question est élevée, plus la performance d'erreur du code l'est. 
Comme le montrent les tableaux 3.1 et 3.2, le processus de perforation provoque une di- 
minution de la distance libre du code d'origine. Les valeurs du tableau 3.1 représentent le 
spectre du code convolutionnel avec K=3 et R&/2 (GI=5, -7) utilisé pour générer le 
code perforé de taux R a s .  Les valeurs du tableau 3.2 représentent le spectre de ce der- 
nier code, obtenu en utilisant la matrice de perforation 
Tableau 3.1 Spectre du code convolutionnel K=3, RO= 112 (G i=5, G2=7) 
Tdbleciu 3.2 Spectre du code perforé du taux R=4/5 obtenu à partir du code K=3. Ro=1/2 
- -- - - - - . - - 
La première raie du spectre correspondant à la distance libre du code, on constate que le 
dfree du code d'origine (dh,,=5) a diminué après la perforation et que, pour le code perforé 
de taux R=U5 elle est égale à 2. Ceci n'est pas surprenant lorsqu'on constate que la perfo- 
ration a entraîné une augmentation du taux de codage et par le fait même, une diminution 
de la redondance ajoutée aux bits d'information. Cela va donc se traduire par une décrois- 
sance des performances du code perforé par rapport au code d'origine. Bégin et Haccoun 
[ I l  ont montré que la distance libre d'un code perforé est bornée par : 
1 
< - ( c i  ) 
(%*ee)pcrforé b free origine 
L'approche intuitive basée sur l'hypothèse que les bons codes convolutionnels génèrent 
les bons codes perforés a conduit B trouver des codes perforés ayant des bonnes perfor- 
mances. Par conséquant, lors de la recherche des bons codes perforés, il est plus avan- 
tageux de choisir des codes convolutionnels ayant des distances libres les plus élevées 
possibles comme étant les codes d'origine. 
3.1.2. BORNE SUPÉRIEURE SUR LA PROBABILITÉ D'ERREUR PAR BIT 
Pour un code particulier, il est possible de borner la probabilité d'erreur par bit en utilisant 
le spectre du code, ou plus précisément en connaissant la distance libre du code et les coef- 
ficients cd. En prenant la borne union, la borne supérieure sur la probabilité d'erreur par bit 
pour un code de taux R=bN est donnee par [23]: 
où Pd représente la probabilité de décoder une séquence eaonée se trouvant à la distance d 
de la séquence transmise. Pour le canal binaire symétrique de probabilité de transition p, 
cette probabilité est donnée par : 
P c r =  C ( : J p i ( l - p )  d - i  , si d est impair. et 
(3.3a) 
d d - i +  l (  d ) p d / 2  
( 1  - P I  d / 2  , si d est pair 3 d / 2  
Dans le cas d'un canal gaussien et une modulation PSK, la valeur Pd devient : 
avec: 
où Eb est l'énergie d'un bit d'information transmis, Nd? est la variance du bruit blanc 
griussien additif et R le taux de codage. L'équation (3.4) peut être exprimée en fonction de 
l'énergie du signal correspondant à un symbole codé (Es) en tenant compte de la relation : 
Es = REb. Dans le calcul des performances des codes convolutionnels, c'est la valeur de 
I'énegie par bit qui sera utilisée. 
3.3 CODES PE WORÉS A DES TAUX DE CODAGE COMPATIBLES 
Rappelons que le principe du codage à taux variable peut être illustré par l'ensemble de 
codes de taux élevés obtenu à partir du même code d'origine de faible taux, auquel on 
applique les changements au niveau du patron de perforation. On arrive alors à la défini- 
tion des codes perforés à des taux de codage dits compotibles. que l'on peut décrire 
comme étant des codes à taux variables auxquels on a ajoute la propriété de compatibilité 
suivante: la forme du patron de perforation du code R = b N  demeure inchangée pour tous 
Ics codes dont le iaux de codage est supérieur à bN. Une illustration de la compatibilité 
des codes perforés est représentée B la figure 3.5. Le iaux de codage du code d'origine 
dans cet exemple est Ro=l/Z et les codes perforés résultants sont des taux de codage crois- 
sants ci compatibles, allant de R=2/3 i R = M .  
Comme on peut le constater d'après la figure 3.5. les trois codes perforés obtenus sont des 
codes dont les iaux de codage sont compatibles. Ceci se manifeste au niveau des patrons 
dc perforations correspondants comme suit : parmi les éléments de la matrice de perfora- 
tion Pi on retrouve !a matrice de perforation Pi.i (les éléments de cette dernière sont 
encadrés en pointille à la figure 3.5). 
Figure 3.5 Exemple des matrices de perforation des codes perforés compatibles 
3.4. RECHERCHE DE BONS CODES PERFORÉS À DES TAUX COMPATIBLES 
OBTENUS A PARTIR DE CODE D'ORIGINE DE TAUX -116 
À partir du meilleur code connu présenté par Daut en 1982, dont le taux de codage est 
Ro= 1/6. nous avons construit un ensemble de codes convolutionnels perforés ayant les 
taux de codage croissants et compatibles allant de 116 à 718. Les longeurs de contraintes 
utilisées sont K=7 et K=8. 
Le calcul des spectres ei des performances (la probabilité d'erreur par bit en fonction du 
rapport signal/bruit) de tous ces codes nous û permis de déterminer le meilleur code pour 
chaque taux de codage, et de le comparer pour le cas d'un canal binaire symétrique avec le 
meilleur code perforé connu [ I l ]  du même taux de codage. 
Comme on l'a expliqué précédemment, la compatibilité des codes signifie que la forme du 
patron de perforation du code R=bN demeure inchangée pour tous les codes dont le taux 
de codage est R>b/V. Plus précisément, pour le taux de codage d'origine Ro=l/6, nous dis- 
tinguons deux cas selon la forme du taux de codage R obtenu: 
Règle de perforation: afin d'obtenir la matrice de perforation du code R=llm, nous préser- 
vons la position des bits qui ont été perforés lors de l'obtention du code R=ll(m-1), et 
nous perforons un symbole de plus. Cette règle est donc applicable pour les codes perforés 
ayant des taux de codage croissants allant de 116 à 112. Un exemple d'application de la 
règle citée ci-dessus est illustré à la figure 3.6. Comme on peut le constater à la figure 3.6, 
les positions des symboles perforés (les zéros) de la rnauice Pi sont préservés dans la 
matrice Pi+i. La matrice PI correspond au code d'origine, c'est-à-dire que aucun des sym- 
boles codds n'a été perforés. 
Figure 3.6 Règle de perforation pour les codes du taux de la forme R=l/m 
Une fois le meilleur code de taux R=1/2 déterminé. et ce à partir du code d'origine de taux 
Ro= 1/6. on voudrait obtenir des taux de codage croissants et supérieurs i R=1/2: R={2/3, 
3/4.4/5,5/6.6/7, 7/81. Par conséquent, il est nécessaire d'adopter à nouveau, une règle de 
perforation pour préserver la propriété de compatibilité des codes perforés de taux 
supérieurs à R=L/2. Pour cette fin, nous avons utilisé les deux approches suivantes: 
i )  La position des symboles perforés lors de I'obtention du code R=1/2 est iden- 
tique pour toutes les colonnes de la matrice de perforation (voir la figure 3.7); un symbole 
de plus est perforé dans chacune des colonnes ajoutées. 
ii) Pour obtenir le code R=(m-l)/m, nous nous servons du patron de perforation du 
code R=(m-2)/(m-1) et nous ajoutons une colonne de plus. dans lcquelle une seule valeur 
vaut 1 (voir la figure 3.7). 
Quelque soit l'approche utilisée, une colonne supplémentaire ayant un symbole non-per- 
foré est ajoutée dans la matrice de perforation. afin d'obtenir un taux de codage plus élevé. 
C'est la règle d'ajout des colonnes qui change d'une approche à l'autre. Selon celle que 
l'on choisi, Ic nombre de marrices de perforation possibles est différent lors du passage du 
taux R=(m-7)/(rn-1) au taux R=(rn-l)/m : l'approche i) offre deux patrons de perforation 
possibles alors que I'ûpproche i i )  en offre six. 
Figure 3.7 Exemples des patrons de perforation selon l'approche i) et ii) respectivement 
Tout au long de notre recherche des bons codes perforés de taux de codage croissants et 
compatibles, on doit s'assurer que les codes obtenus ne sont pas catastrophiques. Il faut 
noter qu'a partir d'un code d'origine non-catastrophique on peut arriver. selon la matrice 
de perforation utilisée. à un code perforé qui est catastrophique [16]. D'autre part, une fois 
le code catastrophique perforé, il génère un autre code catastrophique. Ainsi, il faut s'as- 
surer que les codes obtenus, et utilisés pour générer les codes de taux plus élevés ne sont 
pas catastrophiques. 
L'ensemble des codes de taux croissants et compatibles allant de R=1/6 à R=7/8 est obtenu 
i partir du code d'origine de taux de codage RO=l/6, pour des longueurs de contraintes 
K=7 et K=8. 
Pour chacun des taux de codage désiré, les spectres de tous Ics codes possibles sont cal- 
culés et utilisés afin d'obtenir les performances des codes en question; en comparant les 
performances (probabilité d'erreur par bit en fonction du rapport signalhuit) des codes 
du même taux de codage. on détermine le meilleur code, qui sera le aode  d'origine» pour 
les taux de codage plus élevés. 
On est en mesure de comparer ces codes et de calculer leur nombre en fonction de I'ap- 
proche de perforation utilisée, afin de déterminer l'ensemble des codes de taux croissants 
ct compatibles allant de R=1/6 à R=7/8 . Pour chacun des taux de codage de type R= llm 
(rn allant de 2 à 5 ) ,  le nombre de codes est égal à (m+l): pour le taux de codage R=l15, on 
choisit une position parmi six à perforer, pour R=1/4 une position à perforer parmi cinq est 
choisie. car la position du symbole perforé précédemment est préservée, etc. Ainsi, afin 
d'atteindre le taux de codage R=1/2 à partir de Ro=1/6. le nombre total de codes à com- 
parer est égal à 18. Pour les codes de taux de codage supérieur j. R=1/2. ce nombre, 
comme on l'a vu précédemment, varie en fonction de l'approche utilisée comme suit: I'ap- 
proche i )  offre deux possibilités pour chacun des taux de codage allant de R=2/3 à R=7/8. 
ce qui donne un nombre total de 12 codes à comparer, alors que l'approche ii) en offre six. 
ce qui donne un nombre total de 36 codes à comparer pour le même ensemble de taux de 
codage. Par conséquent. pour les taux de codage croissants et compatibles allant de R=1/6 
ù R=7/8, on arrive à un nombre total de 30 codes à comparer utilisant l'approche i), et 54 
codes avec l'approche ii). 
II faut noter que le calcul effectué est exact en supposant que tous les codes obtenus sont 
non-critastrophiques; ceci n'est pas toujours le cas. Dans cette situation, le calcul nous 
donnera le nombre maximal de codes à comparer parmi lesquels, les codes que l'on trou- 
vera comme étant catastrophiques, seront ignorés (c'est-à-dire on ne calcule ni leurs spec- 
tres ni leurs performances). 
3.4.1.1. RÉSULTATS OBTENUS AVEC K=7 
L'ensemble des codes de taux croissants et compatibles allant de R=l/6 à R=7/8 est obtenu 
à partir du meilleur code de longueur de contrainte K=7 et de taux de codage R&/6 ; les 
générateurs employés sont: GI=173, G2=15 1, G3=135, G4=135. G5=163 et G6=137. Par 
l'évaluûtion et la comparaison des performances de tous les codes possibles obtenus pour 
les taux de codage allant de R=1/5 à R=1/2, on est arrivé à l'ensemble des meilleurs codes 
compatibles avec leurs patrons de perforation respectifs. Les matrices de perforation cor- 
respondants aux meilleurs codes sont illustrées à la figure 3.8. Les performances de ces 
derniers sont présentées à la figure 3.9 pour un canal binaire symétrique. 
Figure 3.8 Matrices de perforation des meilleurs codes perforés j. taux de codage crois- 
sants et compatibles allant de R=1/6 à R=112; Code d'origine K=7, Ro=1/6 
RÉSULTATS AVEC L'APPROCHE il 
Les résultats obtenus pour les taux de codage supérieurs à 112 selon l'approche i) sont 
représentés aux figures 3.10 et 3.12: la figure 3.10 montre les matrices de perforation des 
meilleurs codes obtenus, et la figure 3.12 représente les performances de ces codes pour 
un canal binaire symétrique (CBS). 
R E S ~ T A T S  AVEC L'APPROCHE ii)  
Les résultats obtenus selon l'approche ii) pour les taux de codage supérieurs à 112 sont 
représentés aux figures 3.11 et 3.13: la figure 3.11 montre les matrices de perforation des 
meilleurs codes obtenus, et la figure 3.13 représente les performances de ces codes pour le 
canal binaire symétrique. 
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Figure 3.9 Borne sur la probabilité d'erreur par bit pour le CBS pour les codes à taux 
croissants et compatibles allant de R=1/6 à R=112; Code d'origine: K=7, R0=1/6 
R=2/3 
Figure 3.10 Matrices de perforation des codes perforés à taux de codage croissants et 
compatibles allant de R=Y3 à R=7/8; Code d'origine K=7, R0=1/6 ; Approche i )  
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Figure 3.1 1 Matrices de perforation des codes perforés à taux de codage croissants et 
compatibles allant de R=2/3 à R=7/8: Code d'origine: K=7, b= 116; Approche ii) 
EbMo (dB) 
Figure 3.12 Borne sur In probabilité d'erreur par bit pour le CBS pour les codes à taux 
croissants et compatibles allant de R=1/2 à R=7/8; Code d'origine: K=7, Ro=1/6; 
Approche i)  
Ebmo (dB) 
Figure 3.13 Borne sur la probabilité d'erreur par bit pour le CBS pour les codes à taux 
croissants et compatibles allant de R=1/2 à R=7/8; Code d'origine: K=7, Ro=1/6; 
Approche ii) 
Aux figures 3.13 et 3.13 nous avons représenté les performances d'erreur obtenues selon 
les approches i) et ii) respectivement, décrites plus haut. En comparant ces résultats. i l  
apparoi t que l'approche ii) permet d'obtenir des performances légèrement supérieures: le 
gain en puissance est d'environ 0.15 dB pour un Pb égale à lo9. Ceci était en fait prévisi- 
ble. puisque lors de la recherche dans In deuxième approche, le choix du meilleur code de 
taux b N  se fait parmi un nombre de candidats plus grand que dans la première approche. 
Donc. les codes perforés obtenus selon l'approche ii) seront considérés comme étant les 
meilleurs, et leurs performances seront comparées aux performances des meilleurs codes 
perforés connus obtenus en [ I l ] .  
3 -4.1.2. RÉSULTATS OBTENUS AVEC K=S 
L'ensemble des codes de taux croissants et compatibles allant de R=116 à R=7/8 est obtenu 
à partir du meilleur code de longueur de contrainte K=8 et de taux de codage Ro=l/6 ; les 
générateurs employés sont: Gl=253, G2=375, G3=33 1, G1=235, G5=3 13 et G6=357. 
Les matrices de perforation correspondant aux meilleurs codes de taux allant de R= l/6 à 
R= ll? sont illustrées à la figure 3.14 et les performances de ces codes sont représentées à 
la figure 3.15 pour le CBS . 
Figure 3.14 Matrices de perforation des meilleurs codes perforés à taux de codage crois- 
sants et compatibles allant de R= l/6 à R= 112; Code d'origine: K=8, R p  116 
RÉSULTATS AVEC L'APPROCHE i )  
Les résultats obtenus selon l'approche i)  pour les taux de codage supérieurs à 112 sont 
représentés aux figures 3.16 et 3.18: la figure 3.16 illustre les matrices de perforation des 
meilleurs codes obtenus, et la figure 3.18 représente les performances de ces codes pour le 
CBS. 
RÉSCTLTATS AVEC L'APPROCHE i i l  
Les résultats obtenus pour les taux de codage supérieurs à 112 selon l'approche ii) sont 
représentés aux figures 3.17 et 3.19: la figure 3.17 illustre les matrices de perforation des 
meilleurs codes obtenus, et la figure 3.19 représente les performances de ces codes pour le 
CBS. 
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Figure 3.15 Borne sur la probabilité d'erreur par bit pour le CBS pour les codes à taux 
croissants et compatibles allant de R=1/6 à R=1/2; Code d'origine: K=8, &=1/6 
Figure 3.16 Matrices de perforation des codes perforés taux de codage croissants et 
compatibles allant de R=2/3 B R=7/8: Code d'origine: K=8, b= LI6 ; Approche i) 
Figure 3.17 Matrices de perforation des codes perforés à taux de codage croissants et 
compatibles allant de R=Z3 ii R=7/8; Code d'origine: K=8, Ro=l/6 ; Approche ii) 
Eb/lu/lu0 (dB) 
Figure 3.18 Borne sur la probabilité d'erreur par bit pour le CBS pour les codes j: taux 




Figure 3.19 Borne sur la probabilité d'erreur par bit pour le CBS pour les codes à taux 
croissants et compatibles allant de R=1/2 à R=7/8; Code d'origine: K=8, &=1/6; 
Approche ii) 
En comparant les résultats représentés sur les figures 3.16 et 3.18. on constate une légère 
amélioration des performances lorsque l'approche ii)  est utilisée. Le gain que l'approche 
i i )  apporte par par rapport à l'approche i ) ,  pour l'ensemble de codes de taux allant de 1/2 à 
7/8. est d'environ 0.15 dB. Comme pour le cas K=7, les codes perforés obtenus par l'ap- 
proche i i )  sont considérés comme étant les meilleurs. 
3.4.1.3 COMPARAISON À D'AUTRE CODES PERFORÉS CONNUS 
Les bornes sur Iü probabilité d'erreur par bit des meilleurs codes perforés souvent cités 
dans la littérature [ I I ]  et obtenus à partir de code d'origine de taux Ro=1/2. sont 
représentées aux figures 3.20 et 3.21 pour K=7 et K=8 respectivement. Les générateurs 
emloyis sont : Gi=133, G2=171 pour K=7 et Gl=247, G2=371 pour K=8. Les perfor- 
mances théoriques sont toujours calculées en considérant un canal binaire symétrique en 
présence du bruit blanc gaussien. 
A partir du code d'origine de taux RO=1/2, la matrice de perforation donnant les meilleurs 
performances est déterminée pour chacun des taux de codage désirés. En d'autres termes, 
pour trouver le meilleur patron de perforation pour un taux de codage de type R=(rn-l)/m 
et ce à partir du code d'origine de taux Ro=1/2, le nombre de codes à comparer devient : 
(Z (f:n- l ) )  . Cela veut dire par exemple que pour obtenir le meilleur code perfork de 
1 0 1  
taux R=4/5, i l  faut comparer les performances de (i) = 54 codes. Or ce nombre est 
largement supérieur à celui des codes compatibles où l'on avait comparé 54 codes (selon 
l'approche plus exigeante) afin d'obtenir l'ensemble entier des codes perforés de taux 
allant de 116 i 718. 
Figure 3.70 Borne sur la probabilité d'erreur par bit des codes perforés obtenus B partir du 
code d'origine K=7, b = 1 / 2  (GI=133, G7=171) - 
7 8 
EbMo (dB) 
Figure 3.2 1 Borne sur la probabilité d'erreur par bit des codes perforés obtenus à partir du 
code d'origine K=8, Ro=1/2 (G , = Z N ,  +=37 1) 
Lü démarche que l'on vient d'exposer dans ce chapitre, c'est-à-dire la recherche d'un 
ensemble des codes compatibles, n'est pas une méthode de recherche optimale de codes 
perforés, cor le choix des patrons de perforation est restreint par la propriété de compati- 
bilité. Pounant, les performances des codes perforés obtenus h l'aide de cette méthode 
sont comparables à celles des codes perforés non-compatibles [ I  I l .  Ceci peut être constaté 
en comparant les performances qu'on a obtenues pour les différents taux de codage avec 
K=7 (figure 3.13) et K=8 (figure 3.19) aux performances publiées dans [ l l ]  pour les 
mêmes taux de codage (figures 3.20 et 3.21). 
On a extrüit les courbes de performances correspondant aux taux de codage R=1/2 et 
R=7/S, illustrées par les figures 3.22 et 3.23 pour K=7 et K=8 respectivement. 
Comme on peut le constater d'après la figure 3.72, l'ensemble des codes de taux croissants 
et compatibles qu'on a obtenu pour K=7, est caractérisé par de très bonnes performances: 
les codes des taux R=1/2 et R=7/8 ainsi obtenus, ont des performances légèrement 
meilleures que les codes de même taux publiés en [Il]. 
Quant à l'ensemble des codes aux taux croissants et compatibles obtenus pour K=8, les 
performances de ce dernier sont toujours comparables à celles obtenues en [Il]:  le code de 
taux R=1/2 qu'on a obtenu est légèrement moins performant, d'environ 0.25 dB à 
pb= 1 CI-', à celui de [ 111, alors que le code de taux R=7/8 obtenu demeure à peine supérieur 
à celui du même taux de codage de [ I l ]  (voir la figure 3.23). 
11 est cependant important de mentionner qu'une étude similaire (pour K=7 et K=8) sur les 
taux de codage compris entre lJ2 et 718 n'offre pas toujours des résultats comparables. 
Certains de ces taux de codage entrainent des performances inférieures aux résultats pub- 
liées en [ I l ] .  
Codes perforés 
obtenus en [ i l ]  
EbNo (dB) 
Figure 3 .E K=7: Companison des performances des codes perforés compatibles des taux 
R= 112 et R=7/8 et des codes perforés existants des mêmes taux de codage 
7 S 
EbNo (dB) 
Figure 3.23 K=S: Comparaison des performances des codes perforés compatibles des taux 
R = K  et R=7/8 et des codes perforés existants des mêmes taux de codage 
CHAPITRE 4 
L'impllintation des codes convolutionnels perforés dans un système concaténé en série est 
examine dans ce chapitre. Ce système que l'on propose afin d'atteindre une très faible 
probübiliti d'erreur par bit est caractérisé par sa grande flexibilité j. s'adapter à des appli- 
cations qui requièrent des qualités de service différentes. Cette flexibilité provient de 
1 ' utilisation des codes perforés qui. comme on a pu le constater dans le chapitre précédent, 
permettent de modifier facilement le taux de codage du système sans porter atteinte à la 
compiexité du codeur ou du décodeur. 
Afin d' améliorer les performances d' un système concaténé, I'algori thrne de décodage 
SOVA (Soft-Ourpiir Viterbi Algorithm) est proposé dans la littérature [13]. Nous consacre- 
rons notre étude à l'analyse des performances d'un système constitué de deux codeursl 
décodeurs identiques concaténés en série dans lequel le processus de décodage est effectué 
selon l'algorithme SOVA. De plus, nous mettrons en relief l'amélioration des perfor- 
mances qu'un tel algorithme peut apporter par rapport h l'algorithme de Viterbi. 
La notion de concaténation des codes a été introduite par Forney [8]. La figure 4.1 sché- 
matise le principe de la concaténation en série de deux codes de taux de codage RI et R2. 
bits 
1 Codeur L 1 
d'information 1 R, j 7 
Figure 4.1 Schéma de principe de la concaténation en série de deux codes 
L e  taux de codage total résultant de la concaténation en sine des deux codes de taux RI et 
Rq devient alors: 
Traditionnellement. la concaténation en série est le résultat de deux types de codage en 
cascade: le codage convolutionnel de faible taux (codeur R7) et le codage en blocs de type 
Recd-Solomon de taux de codage élevé (codeur RI), communément appelé codage 
externe [15]. Le décodeur d'un tel système est donc constitué de deux décodeurs con- 
caténés en série. Les erreurs à la sortie du décodeur interne (décodeur 2) étant génénle- 
ment groupées, i l  est alors nécessaire d'insérer un délaceur entre les deux décodeurs et par 
conséquent un entrelaceur entre les deux codeurs [21]. Le rôle et le fonctionnement de 
I'entrelaceur et du délaceur seront expliqués en détail plus loin dans ce chapitre. Tenant 
compte des observations ci-dessus, le système représenté à la figure 4.1 peut être illustré 
par la figure 4.2. 
Figure 4.2 Structure du système concûténé en série avec entrelacement 
Dans notre projet de maîtrise, les deux codcurs constituant le système concaténé sont des 
codeurs convolutionnels. Plus précisément, seuls les codes convolutionnels de taux 
d'origine de la forme Ro = 11 Vo sont considérés. La raison réside dans le fait que les 
codes d'origine de cette forme simplifient le processus de décodage en traitant uniquement 
les treillis ayant deux branches sortant de chaque état. D'autre part. en utilisant les codes 
perforés [Chapitre 31, on sera en mesure d'obtenir des codes dont le taux de codage est de 
13 forme R = bl V. 
L'émetteur du système est constitué d'un codeur de canal de taux R, = RiR2 suivi d'un 
modulateur. Les blocs correspondant au codeur et au décodeur seront décrits en détails 
plus loin dans le chapitre. Les bits d'information de la séquence sont regroupés en blocs 
de longueurs variables. Ces bits d'information sont codés, puis modulés selon le procédé 
BPSK. L'information modulée est ensuite transmise dans un canal discret sans mémoire î 
bruit blanc additif et gaussien de moyenne nulle et de variance No12. Au niveau du récep- 
teur, la séquence reçue est démodulée, ensuite décodée selon l'algorithme de décodage 
optimal à maximum de vraisemblance afin d'obtenir une décision sur la séquence trans- 
mise a. 
4.1.1. L' ENTRELACEMENT 
Les blocs notés ENT et D dans la figure 4.2 représentent respectivement 1'cntreIaceur et le 
délaceur. L'entrelacement consiste i placer dans un ordre différent et selon une règle 
prédéfinie les bits d'entrée. La fonction du délaceur est inverse de celle de I'entrelaceur. 
L'exemple le plus simple de l'entrelacement est celui de I'entrelaceur bloc représenté par 
une mairice de dimension MxN dont le principe de fonctionnement est le suivant: les bits 
rentrent ligne par ligne et sont lus colonne par colonne. comme le montre la tigre 4.3. 
Figure 4.3 Principe de fonctionnement de I'entrelaceur bloc 
Le délaceur quant à lui s'assurera que les bits reçus seront introduits colonne par colonne 
dans une matrice de même dimension et lus ligne par ligne afin de récupérer les symboles 
de la séquence transmise dans le bon ordre. 
Le rôle de l'entrelaceur est de décorréler les symboles provenant des deux étapes du co- 
dage. Ceci est nécessaire dans la mesure où l'utilisation d'un modèle à bruit blanc gauss- 
ien exige que les symboles reçus soient décorrélés ou, encore. indépendants. Le délaceur a 
donc pour but de décorréler les erreun provenants des deux étapes du décodage, et ce en 
étalant les salves d'erreurs produites à la fin de la première étape du décodage. Il est connu 
qu'un décodeur utilisant l'algorithme de Viterbi peut comger beaucoup plus facilement 
les erreurs isolées que les salves d'erreurs. Dans ce dernier cas. le décodeur est presque 
incapable de corriger des erreun introduites dans le canal. Étant donné que dans le cas 
d'un canal bruité, la sortie du décodeur de Viterbi est affectée par des salves d'erreurs 
plutôt que par des erreurs isolées et que le système en question est composé de deux 
codeurs/décodeurs sériellement concaténés. il devient donc indispensable d'utiliser un 
entrelaceur/dSlriceur afin d'assurer le bon fonctionnement du deuxième décodeur (déco- 
deur 1 ). 
Le type d'entrelacement utilisé dans cette étude afin de simuler le système concaténé, est 
connu sous le nom d'entrelacement pseudo-aléatoire. L'entrelacement pseudo-aléatoire 
consiste à placer les bits d'entrée de façon naléatoiren dans la liste entrelacée: pour chaque 
N bits du bloc. un nombre aléatoire comprise entre 1 et N représentant la position du bit 
dans la liste entrelacée est généré. Afin de récuptker les bits dans le bon ordre. la table de 
correspondance doit être connue au niveau du délaceur car, contrairement à l'entrelace- 
ment déterministe dont l'entrelacement bloc est un exemple, la règle régissant le position- 
nement des bits dans la liste entrelacée n'est pas connue d'avance pour l'entrelacement 
pseudo-aléatoire. 
4.1.2. CODAGE DU SYSTÈME 
Le codage du système (voir figure 4.4) consiste en deux codeurs convolutionnels con- 
caténés de façon sérielle et séparés par un entrelaceur. 
Figure 4.4 Émetteur du système concaténé 
Comme on peut le constater B 13 figure 4.4. les deux codes perforés utilisent le même code 
d'origine de taux Ro=l/Vo . Ceci dans le but d'avoir un seul type de codeur/décodeur dans 
le système afin de simplifier les processus de codage et de décodage. En tenant compte des 
patrons de perforation de ces deux codeurs. les deux taux de codage résultants deviennent 
Lorsque l'on 
conséquent le taux de codage du système entier est : 
tient compte des propriétés des codes convolutionnels perforés (voir Chapi- 
tre 3). on découvre que pour obtenir un taux de codage désiré du système (R,,,) , il  suffit 
uniquement d'effectuer les changements au niveau des patrons de perforation utilisés . En 
d'autres termes, on choisit le taux de codage du système en fonction du degré de fiabilité 
exigé, et ce en partant d'un même code d'origine. Évidemment, l'existence d'un seul type 
de codeur d'origine dans le système concaténé simplifie grandement le processus de 
décodage. De plus, le processus de décodage est uniquement effectué selon le treillis du 
code d'origine dont les noeuds comportent deux branches entrantes et deux branches sor- 
tantes. Ce processus est donc indépendant du taux de codage total (R,). 
Les deux types de codeurs d'origine (de taux de codage b=lNo) qui seront utilisés dans 
ce système sont le codeur convolutionnel non-systématique et le codeur récursif systéma- 
tique. Le codeur récuni f systématique [voir Section 7.61 utilise des générateurs Sem- 
blables à ceux du codeur convolutionnel qui lui est équivalent mais présente des 
performances Iégèrement meilleures à de faibles rapports signabruit. Et c'est précisé- 
ment pour cette raison qu'il est plus avantageux d'utiliser cette dernière classe de codeurs 
dans les systèmes concaténés. Les codeun récursifs sont en effet conçus dans le but d'ob- 
tenir de bonnes performances dans les systèmes de communication dont le rapport signal 3 
bruit est faible. 
Notons que les patrons de perforations choisis pour le codage récursif systématique ont la 
spécificiti de préserver la propriété systématique du code en question. En d'autres termes, 
cela veut dire que les bits systématiques ne sont jamais perforés. Ceci se manifeste par 
l'obtention d'une matrice de perforation dont tous les bits de la première rangée valent 1. 
Ce choix iiu niveau des patrons de perforation associés aux codes récursifs systématiques, 
(i pour but de préserver l'information transmise (les bits systématiques) dans la séquence 
décodée. 
Si l'on désire obtenir le taux de codage total (R,) du système à partir du code d'origine 
Roy on remarque qu'il existe au moins deux choix de valeurs possibles pour les taux de 
codage RI et Rî. Par exemple, à partir du code d'origine de taux Ro=l/6, le taux du co- 
dage R,,,=1/2 du système peut être obtenu en choisissant les patrons de perforations de la 
manière suivante: R1=2/3 et R2=3/4, ou bien R1=3/4 et R2=2/3. Pour le cadre de cette 
étude, on restreint le choix des taux de codage RI et R2 à la condition: R7 < R 1 . La rai- 
son d'un tel choix réside dans le fait que le codeur de taux R2, plus puissant que le codeur 
de taux R I ,  rendra les performances du canal largement meilleures («super canal»). Dans 
ce cas, le codeur moins puissant (de taux RI) sen  en mesure de comger les erreurs issues 
du «super canal*. En effet, parmi les paramètres utilisés pour simuler le système con- 
caténé, on retrouve la même condition ( RZ < R I )  au niveau des taux de codage 
employés [12). Afin de déterminer les bornes supérieures sur les performances des codes 
concaténés. Benedetto, Montorsi. Divsalar et Pollara [4] traitent, pour le même système, la 
situation inverse( R 1  < R 2 )  , mais selon une approche purement théorique. 
4.1.3 MODULATEUR BPSK et le CANAL 
Après avoir codé la séquence d'information, celle-ci est modulée. Le procédé de modula- 
tion utilisé est le BPSK (en anglais: Bina- Phase Slif l  Keying). Le nombre de bits par 
symbole pour ce type de modulation est égal ii 1. En appliquant la sortie Xk du deuxième 
codeur B l'entrée du modulateur de la figure 4.5, la sortie générée par celui-ci est: 
Xk -1 Modrr BPSK lareur 
Figure 4.5 Le modulateur BPSK 
Une fois modulée, la séquence obtenue est transmise dans un canal sans mémoire, auquel 
s'ajoute un bruit blanc gaussien de moyenne nulle et de densité spectrale unilatéraie No 





Modèle du canal à bruit blanc gaussien additif 
Le bruit blanc gaussien généré par le canal est ajouté à la séquence modulée pour obtenir à 
l'entrée du décodeur 7 le symbole bruité suivant: 
* 
Y k = X t  +pk=2Xk-L  +Pk (jV3) 
où XI; représente le symbole codé et pk représente la composante du bruit blanc gaussien 
(p(x)) correspondant au symbole codé Xk. La densité de probabilité de la variable aléatoire 
gaussien x est exprimée par: 
7 
où 0- cst Ia variance du bruit blanc gaussien, et vaut: 
R,,, étant le tai JX de cod age du système entier, comprenant les deux codeurs de taux R i  et 
R,. et E$++Jo étant le rappori entre l'énergie par bit transmis et le bruit introduit par le 
canal. 
Pour que notre système puisse correspondre au système réel, le simulateur conçu utilise 
les valeurs réelles (non quantifiées) des symboles bruités (Yk) afin d'estimer Ir séquence 
transmise. Évidemment, cela risque d'augmener le temps de calcul ainsi que la mémoire 
exigée par rapport à un système quantifié, car tous les calculs seront basés sur les valeurs 
réelles et non pas sur des valeurs entières. 
Le récepteur du système est constitué de deux décodeurs concaténés en série séparés par 
un délaceur D. Le décodeur 1 est suivi d'un quantificateur comme le montre la figure 4.7. 
Figure 4.7 Récepteur du système concaténé 
Le rôle du qumtificatcur est de récupérer les valeurs quantifiées i la fin du processus de 
décodage afin d'obtenir une estimation de la séquence transmise. Le quantificateur est 
utile lorsque l'algorithme SOVA (Soft Output Viterbi Algonthm) [12] est utilisé. car ce 
dernier produit à sa sortie non seulement les valeurs binaires comme l'algorithme de Vi- 
terbi. mais aussi les valeurs réelles. Le fonctionnement de l'algorithme SOVA sen expli- 
qué plus en détails dans la section suivante. À ce stade de l'analyse, nous nous intiressons 
au rôle du quantificateur dont le fonctionnement est le suivant: si la valeur à l'entrée du 
quanti ficateur est supérieure ii bro ,  celui-ci décide que le bit transmis sera un 1, sinon le 
bit transmis est un O. Cette opération peut être représentée par la relation suivante: 
Les deux décodeurs du récepteur sont des décodeurs optimaux à maximum de vraisem- 
blance. Les deux algorithmes de décodage, soit l'algorithme de Viterbi et l'algorithme 
SOVA, sont alors testés et comparés. Quel que soit l'algorithme de décodage utilisé et le 







taux de codage du système désiré. le décodage s'effectuera toujours selon le treillis du 
code d'origine de faible taux que l'on choisit afin de générer les taux de codage R i  et R,. 
Comme on a pu le constater au Chapitre 2. le principe du décodage optimal B maximum de 
vraisemblance consiste à trouver en parcourant le treillis du code en question, la séquence 
la plus vrüisemblable sachant la séquence reçue. Pour un décodeur de Viterbi fonctionnant 
de façon continue, la longueur minimale de la séquence décodée qui fournit un résultat 
fiable est souvent appcllée la longueur de récupération. La longueur de récupération du 
décodeur dépend de sa longueur de contrainte K. Or, i l  a été démontré que celle-ci peut 
être exprimée comme suit: L 2 5 K . Cela veut dire que pour obtenir un résultat fiable. i l  
suffit de décoder les symboles correspondants aux premiers (5-6)K bits d'information de 
la sequençe reçue. On peut donc dire que l'influence des autres symboles reçus a un effet 
négligeable sur la fiabilité du processus de décodage. 
Dans l'algorithme utilisé. le décodage s'effectue en fonction de la longueur des blocs d'in- 
formation et non pas en fonction de la longueur de récupération. Cela implique qu'au 
niveau du récepteur, tous les symboles de la séquence reçue sont décodés afin d'obtenir 
une estimation de la séquence transmise. 
La séquence qui ramène le codeur à l'état initial, la queue, se retrouve dans chacune des 
deux étapes du codage. Sachant qu'à la fin de la queue il ne reste qu'un seul survivant dans 
le treillis du code d'origine et que ce dernier correspond au chemin le plus vraisemblable 
(voir la section 2.7.2), il est donc évident que l'existence des bits de la queue simplifie le 
processus de décodage. Les bits des deux queues qui ne sont pas nécessairement égaux, 
mais ils sont connus au récepteur et, par conséquent, les symboles reçus qui comspondent 
aux bits de la queue ne seront pas décodés. Rappelions que les bits des deux queues des 
codes convolutionnels non-récursifs sont équivalents car tous les bits valent O, alors que 
les queues des codes récursifs systématiques ne sont pas nécessairement équivalents. Dans 
ce dernier cas les bits de chaque queue doivent être calculés en fonction de l'état final du 
codeur correspondant. L'augmentation de la complexité du processus de décodage avec la 
longueur des blocs d'information à l'entrée du système parait évidente. d'autant plus que 
le décodage s'effectue par l'intermédiaire des deux décodeurs optimaux concaténés en 
série. 
Afin d'obtenir des résultats fiables et de préserver une complexité raisonnable du proces- 
sus de décodage, la longueur des blocs d'information a été fixée à 500 bits dans nos simu- 
lations. Le simulateur conçu a pour longueur de contrainte maximale Kma?r=6. Or. on 
constate que la longueur du bloc d'information choisie (500 bits) assure la fiabilité des 
résultats pour toutes les valeurs de K utilisées (Ke6). De plus, la comparaison des perfor- 
mances du système sont effectuées dans les mêmes conditions (même longueur des blocs 
d' information), mais en choisissant des codes et des algori thmes de décodage différents. 
Le choix de la longueur des blocs sera justifié à l'aide de résultats numériques présentés 
plus loin dans ce chapitre. 
4.2. ALGORITHMES DE DÉCODAGE 
Comme on a pu le constater précédemment, le système examiné est un système sérielle- 
ment concaténé contenant deux codeue et deux décodeurs. Les performances de ce 
système sont fortement influencées par les deux taux de codage Ri  et R2 utilisés, mais 
aussi et surtout par l'algorithme de décodage que l'on choisit. Dans le cadre de ce travail, 
les deux algorithmes optimaux de décodage implantés sont l'algorithme de Viterbi et l'al- 
gorithme SOVA. Les performances de ces deux algorithmes sont alon comparées pour le 
même système. L'algorithme SOVA apporte une amélioration significative des perfor- 
mances du systémc car il produit à sa sortie les valeurs non-quantifiés (usoft~) qui seront 
utilisées dans la prochaine étape du décodage. Afin de pouvoir comparer les performances 
de ces deux dgorithrnes, i l  est utile à ce stade de décrire brièvement le principe de fonc- 
tionnement de ces deux types d'algorithmes. 
Le principe de fonctionnement de l'algorithme de Viterbi a déjà été décrit au chapitre 2. 
En quelques mots. i l  s'agit d'un algorithme à maximum de vraisemblance qui parcourt 
tous les états du treillis afin de retrouver la séquence la plus vraisemblable. 
Cc processus de décodage peut être effectué quelque soit le type de quantification utilisée 
(dure ou douce). Donc, à l'entrée du décodeur de Viterbi, les valeurs entrantes peuvent 
être soit quantifiées soit nonquantifiées. En principe, pour un canal gmssien, la séquence 
bruitée à l'entrée du décodeur est constituée de valeurs réelles (non-quantifiées) tandis que 
pour un canal binaire symétrique celle-ci sera constituée de valeurs binaires (quantifiées). 
Cependant, quelque soit l'entrée de décodeur, la séquence produite à la sortie du décodeur 
de Viterbi sera tout le temps constituée de valeurs binaires. Ceci est illustré à la figure 4.8. 
Ajoutons enfin que pour un tel système, la quantification douce mène une amélioration au 
ni veau de performances d'environ 2 dB par rapport à la quanti fication dure. 
Figure 4.8 Entrées-Sorties pour l'algorithme de %terbi 
séquence - séguence decodée 
(0'1 1 
bruitée Décodeur de 
Viterbi 
Dans le cas d'un système concaténé en série constitué de deux décodeurs de Viterbi, l'en- 
trée du deuxième décodeur serait donc composée de valeurs quantifiées (valeun binaires) 
utilisées afin d'estimer la séquence transmise. Or, ii est clair dans ce cas que l'intérêt de la 
quantification douce n'est plus aussi visible que dans le cas d'un système à un seul déco- 
deur de Viterbi (au figure 4.8). Ceci sera démontré plus loin dans cette section avec 
valeurs numériques à l'appuie. 
séquence séquence 
bruitée { O J  }*[ool e;:; 
Décodeur Décodeur 
Figure 3.9 Principe de la concaténation en série de deux décodeurs de type Viterbi 
D'autre part. d'ûprés la figure 4.9 le deuxième décodeur (décodeur 1) fonctionne unique- 
ment avec la quantification dure. Autrement dit, les entrées et les sorties de ce dernier sont 
également des valeurs binaires. Telle est donc la raison pour laquelle le système contenant 
deux décodeurs de type Viierbi ne nécessite pas l'utilisation d'un quantificateur après le 
décodeur 1 (voir la figure 4.7). Les valeurs obtenues à la sortie du décodeur 1 sont déjà des 
valeurs quantifiées. 
Performances du système concaténé amli~uant l'dgorithme de Viterbi 
Le système concaténé en série est simulé en appliquant l'algorithme de Viterbi au déco- 
dage. Ceci permet de comparer les performances d'un tel système en utilisant deux types 
de codeurs : le codeur convolutionnel et le codeur récursif systématique. Les résultats 
obtenus à la figure 4.10 correspondent à un système ayant les panmètres suivants: 
@Longueur de contrainte : K=3 
.Taux de codage (codeur 1): RI = 112 
@Taux de codage (codeur 2): R2 = 112 
.Taux de codage global : R, ,= 114 
.Entrel;iceur : Aléatoire 
Les résultats obtenus à la figure 4.11 correspondent B un système ayant les paramètres sui- 
vants: 
.Longueur de contrainte : K=4 
@Twx de codage (codeur 1): R1 = 213 
.Taux de codage (codeur 2): R2 = 112 
@Taux de codage global : R, ,= 1/3 
.Entrelaceur : Aléatoire 
Les résultats obtenues aux figures 4.10 et 4.11 démontrent que les codes récursifs et systé- 
matiques apportent une amélioration des performances pour un système concaténé. 
Cette amélioration des performances se manifeste sunout 5 de faibles rapports signal à 
bruit. 
Exemnle 
Pour les résultats obtenus à la figure 4.10, l'amélioration apportée par le codeur récursif 
systématique varie entre 0.4 dB à pb=lO-I et O dB à pb=lO-*. 
Convolutionnel 
Récursif et systématique 
1 1.5 3 2.5 3 3.5 4 4.5 
Eb/No (dB) 
Figure 4.10 Concaténation en série de deux décodeurs de types Viterbi (K=3, R1=1/2, 
R2= 1/2 => Rtot = 114) 
Convolutionnel 
Récursif et systématique 
1 1.5 2 2.5 3 3.5 4 4.5 
EWNo (dB) 
Figure 4. i 1 Concaténation en série de deux décodeurs de types Viterbi (K=4, R1=2/3, 
RZ= 1/2 => Rtot = 1/3) 
Dans le but de comparer les performances du système concaténé utilisant l'algorithme de 
Viterbi avec celles des codes des taux équivalents à R,, du système concaténé, les bomes 
supérieures sur la probabilité d'erreur de ces codes sont tracées. Soulignons ici que les 
bomes supérieures sont obtenues en utilisant les spectres des codes en question. 
La figure 4.12 est obtenue en traçant In bome supérieure sur la probabilité d'erreur pour le 
code suivant: K=3, R= l/J (G 1=5, G2=7, G3=7. G4=7). La probabilité d'erreur du système 
concaténé obtenue à la figure 4.10 avec le codeur d'origine récursif systématique est 
t n c k  sur la même figure afin d'estimer les performances obtenues. 
L3 figure 4.1 3 correspond à la bome supérieure du code K=4. R= 113 (G I =  15. G2= 17, 
G3= 13). Cette borne est comparée sur la même figure avec la probribi lité d'erreur du 
système concaténé utilisant le codeur récursif systématique de la figure 4.11. 
Comme on peut le constater d'après les figures 4.12 et 4.13, l'utilisation de I'alprithme 
de Viterbi dans un système concaténé n'apporte aucune amélioration nu niveau des perfor- 
mances. Bien au contraire. on constate qu'un système simple, constitué d'un codeur con- 
volutionnel de taux équivalent à R,,, et d'un décodeur Viterbi a de meilleurs performances 
(d'environ 0.5 à 1 dB) qu'un système concaténé utilisant l'algorithme de Viterbi. 
Or, i l  est évident que pour que la mise en oeuvre de la concaténation en série soit justifiée, 
les performances obtenues doivent être au moins aussi bonnes que celles du système sim- 
ple utilisant un codeur/décodeur. Enfin, afin d'obtenir l'amélioration des performances 
d'un système concaténé, un raffinement ou une adaptation de l'algorithme de Viterbi 
paraît nécessaire. 
résultats obtenus \ \ 
borne supkieure 
sur la probabilité 
d'erre 
\ \ 
I 1.5 2 1.5 3 3 -5 4 4.5 
Eb/No (dB) 
Figure 4.12 Comparaison des performances du système concaténé utilisant I'algorithme 
de Viterbi avec la borne union sur la probabilité d'erreur pour le même taux de codage 
R , ~ l / 4  (K=3, R1=1/2, R2=112 => Rtot = 1/4) 
1 1.5 2 2.5 3 3.5 4.5 
Ebmo (dB) 
Figure 4.13 Comparaison des performances du système concaténé utilisant l'algorithme 
de Viterbi avec la borne union sur la probabilité d'erreur pour le même taux de codage 
R,,=L/3 (K4, R1=2/3, R2=LIZ => Rtot = 113) 
4.2.2. L'ALGORITHME SOVA (en anglais: «Safi-Output Wterbi Algontlim») 
Parmi les algorithmes de décodage proposés afin d'améliorer les performances d'un 
système concaténé, on retrouve l'algorithme SOVA (en anglais: «Soft-Output Viterbi 
Algorithrn~) [ l î ] .  
Décodeur 
Figure 4.14 Entrées-Sorties du décodeur SOVA 
En respectant la notation de la figure 4.14, le décodeur fournit une estimation û' de la 
séquence transmise en traitant la séquence reçue Y. Ce que l'on désire obtenir avec l'algo- 
rithme SOVA. c'est. en plus de l'estimation du symbole transmis (fourni aussi par l'algo- 
rithme de Viterbi), une estimation de la probabilité que le symbole ait été détecté 
incorrectement: 
= Prob { ifk +dkl Y) (5.7) 
Cette dernière information aide i estimer la fiabilité de la décision du décodeur. Elle sen 
utilisée dans 1s prochaine étape du décodage afin d'améliorer les performances du système 
concaténé. 
Sac hant que les algorithmes à maximum de vraisemblance produisent à leurs sorties des 
salves d'erreurs plutôt que des erreurs isolées, l'utilisation d'un délaceur paraît nécessaire 
afin d'éviter la corrélation des erreurs des symboles estimés et, par conséquent la corréla- 
tion des probabilités de détection inconecte. Dans ce dernier cas, on peut considérer que 
l'algorithme SOVA fournit à sa sortie les estimations des symboles transmis (fik') avec des 
probabilités d'erreurs (pk) non-corrélées. Par conséquent, le canal au niveau du décodeur 
extérieur (décodeur 1) devient un canal discret sans mémoire car les symboles provenant 
du décodeur 2 sont non-corrélés. Comme le décodeur 1 est un décodeur ji maximum de 
vraisemblance. la métrique utilisée afin de trouver la séquence la plus vraisemblable 
s'écrit: 
où ûk est la valeur de la décision non-quantifiée (en anglais: «izard decision») sortant du 
premier décodeur et. où x i rn )  représente le symbole k de la séquence m. . r ( n l ) ,  = +_1 . 
Chaque valeur quantifiée est alors constituée du produit de la valeur f i k  non-quantifiée 
(en anglais: diard decision») et de la fiabilité de cette décision: 
1 -Pk (4.10) îk= log- , O < & C O J  
Pk 
où pk représente la probabilité que le symbole ;Ut été décodé incorrectement, avec 
"k {(fl) .  
Les valeurs produitent à la sortie du premier codeur peuvent être utilisées dans la 
prochaine étape du décodage. C'est l'existence de ces valeurs quantifiées à la sortie du 
décodeur qui apporte une amélioration des performances du système concaténé par np- 
pon à celles de l'algorithme de Viterbi, car elles n'indiquent pas seulement les valeurs 
binaires de la séquence estimée mais aussi la mesure de la fiabilité de cette décision. 
D~;cnclnee itératij 
Grrîce i sa structure, le décodei Ir de type SOVA peut facilement être utilisé dans les 
systèmes à décodage itératif (141. Bien que le décodage itératif améliore de façon signifi- 
cative les performances d'un système. celui-ci demeure beaucoup plus complexe que le 
décodage non-itératif et ne sera pas traité dans ce travail. 




Figure 4.15 Entrées-Sorties du décodeur de type «soft-output» pour le décodage itératif 
Les entrées et les sorties du décodeur sont définies comme suit: 
L(tc) sont des valeun à-priori, 
L, représente la fiabilité du canal, 
L(ir ') représente les valeurs quantifiées (en anglais: rsoft outputs~), 
LJii ') est 1' in formation extrinsèque et 
Y représente les symboles reçus. 
L,(ti ') est le paramètre utilisé dans le décodage itératif et est définit comme suit: 
Sachant que l'algorithme de décodage choisi dans ce projet est non-itératif, la sortie Ldu ') 
ne sera jamais utilisée. Pendant le décodage itératif la valeur calculée de L,(ic') est «rein- 
jectén dans la prochaine itération à l'entrée Uu) ,  ce qui nous permet de constater que la 
valeur associée à L(u)  est égale à zéro pour le décodage non-itératif. 
D & r h  pe non-itératif 
Le schéma du décodeur utilisant l'algorithme SOVA pour un décodage non-itératif peut 
être iilustré par la figure suivante: 
yL, 
Décodeur 
4 1 4  ') 
)I «Soft output>, 
1 
Fisure 4.16 Entrées-Sorties du décodeur de type ~soft-output» pour le décodage non- 
itératif 
Le primrnèire L, indiquant la fiabilité du canal, peut être exprimé [IJ] en fonciion du rap- 
port signal sur bruit ( E f l o )  et de l'amplitude des évanouissements ( C r )  pour le cas d'un 
canal à Cvanouissements (en anglais: fading cltanttel). Ceci est représenté par (4.12). 
Dans le cas du canal gaussien (canal considéré dans ce mémoire), le paramètre Ct devient 
égal à 1 .  
Al eorithme SOVA 
Le principe de fonctionnement du décodeur de type SOVA se subdivise en deux grandes 
etapes. La première étape qui est similaire à celle du décodeur de Viterbi, consiste à 
retrouver la séquence binaire la plus vraisemblable en utilisant la règle du maximum de 
vraisemblance. Cela veut dire que le chemin ayant la métrique cumulative la plus élevée 
est considéré comme étant le chemin survivant. Dans le cas du décodeur de type SOVA. la 
métrique cumulative est calculée en tenant compte de la fiabilité du canal, L,. Elle 
s'exprime de la façon suivante: 
< C f k - ,  représente la métrique cumulative à l'instant k-1, .q le i-ème symbole de la branche 
B l'instant k et yk est le i-ème symbole reçu j. l'instant k. Le paramètre L, est calculé en 
utilisant (4.12). Le nombre de symboles de la branche est égal à V 
La prcrnière étape du décodage consiste donc à retrouver, en parcourant le treillis du code. 
le chemin dont la métrique cumulative est la plus élevée. afin d'estimer la séquence trans- 
mise. La décision finale sur la séquence décodée est prise avec un délai d, où d est suf- 
fisamment grand pour que les zK* chemins survivants convergent avec une probabilité 
suffisamment grande. 
À Iû deuxième étape du décodage, le décodeur du type SOVA fournit une mesure de la 
fiabilité de décision de la séquence décodée. En respectant les notations de la figure 4.17, 
le processus d'obtention des valeurs quantifiées est illustré par l'algorithme présenté en 
[12] et expliqué plus loin dans cette section. 
Les paramètres utilisés dans l'élaboration du principe d'obtention des valeurs quantifiées 
sont indiqués à la figure 4.17, et se définissent comme suit: 
d représente le délai de la décision 
dm représente la longueur des deux chemins avant l'instant de leurs 
convergence à un état donné. 
v est la mémoire du code en question. v = K - 1 - 
2; représente le bit décodé sur le chemin r i l'instant j ( i E { 1, 2 )  ) 
{ k-d k-dm k-v k 
Figure 4.17 Exemple de l'algorithme SOVA 
L'algorithme de décodage selon SOVA proposé en [12] se définit de Iû façon suivante: 
*Pour chaque état sk du treillis : 
a) Les métriques Mk et ~ C d e s  deux chemins convergeant à l'état sk sont calculées 
b) Le maximum entre Mk et Mk' est déterminé, et le chemin survivant ayant la 
métrique la plus grande est sauvegardé 
C) ~î relation : At = 1 M~ - M;I est effectuée 
d) La valeur quantifiée est initialisée à m : 
e) Pour j = k-v jusqu'iî j =k-dm 
Le chemin survivant est comparé au chemin concurrent; 
1 si fi. f fi2 , on réinitialise la valeur quantifiée L ( f i  -) avec: 
J i J 
L (fij) t min [ L  (û$, hk] 
On peut constater à prirtir du fonctionnement de cet algorithme qu'une fois les bits 
décodés déterminés, la complexité ajoutée (par rapport à I'algorithme de Viterbi) provient 
du lait qu'on doit parcourir le treillis en sens inverse afin de déterminer la fiabilité de la 
décision. 
En tenant compte que la queue des v=K-1 bits remettant le codeur en état initial est ajoutée 
lors du codage, l'intervalle dans lequel les bits d'information des deux chemins de la fi- 
gure 4.17 peuvent différer varie entre j=k-dm et j=k-v. Notons par e le nombre de bits 
d'information qui distinguent ces deux chemins. Par conséquent, le nombre de bits d'in- 
formation qui sont identiques pour ces deux chemins est égal à dm - e. 
Or, pour un délai de décodage donné d , la complexité de calcul que l'algorithme de SOVA 
ajoute par rapport à l'algorithme de Viterbi devient: 
Comparaison 2" (d-v) bits au maximum 
2'' e mises à jour de Lk 
Le système concaténé en série basé sur l'algorithme de SOVA a été simulé, et ses perfor- 
mances sont évaluées en fonction de différents paramètres qui le constitue tel que le taux 
de codage et la longueur de contrainte. 
Malheureusement, la grande majorité de résultats que l'on retrouve dans la littérature sont 
obtenus i partir d'un décodage itératif basé sur l'algorithme SOVA [13],[14]. Il y a très 
peu de résultats qui reflètent les performances d'un système concaténé utilisant I'algo- 
r i  thme SOVA non-i tératif. 
Les paramètres utilisés dans nos sirnulntions sont choisis d'une manière 1 pouvoir com- 
parer les résultats obtenus avec ceux de la littérature. 
Par conséquent, les deux systèmes sont simulés en utilisant les paramètres suivants: 
@Longueur de contrainte : K=3 
@Taux de codage (codeur 1): Ri = 112 
@Taux de codage (codeur 1): R2 = 112 
*Taux de codage global : Rt, t= 1/4 
*Entrelaceur : Aléatoire 
.Longueur de contrainte : K=4 
@Taux de codage (codeur 1): Ri = Y3 
@Taux de codage (codeur 1): R2 = 112 
@Taux de codage globd : Rb, U3 
.Entrelaceur : Aléatoire 
et leurs performances sont déterminées en variant les paramètres suivants: 
.Longueur de blocs d'information 
.Type du codeur utilisé 
Les paramètres choisis en 1 )  correspondent à ceux présentés en [24] et les paramètres 
choisis en 2) correspondent B ceux dans [12], [13] et [20]. 
4.2.3.1 PERFORMANCES DU SYSTÈME CONCATÉNÉ EN FONCTION DE LA 
LONGUEUR N DES BLOCS D'INFORMATION 
1 1.5 2 2.5 3 3.5 4.5 5 
Eb/No (dB) 
Figure 4.18 Influence de la longueur du bloc (en bits) sur la perfomance du système con- 
caténé (K=3, R 1=1/2, R2= 112 => Rtot = 114; Codeurs convolutionnels) 
I i .5 2 2.5 3 3.5 4 4.5 5 
Eb/No (dB) 
Figure 4.19 Influence de la longueur du bloc (en bits) sur la performance du système con- 
criténé ( K = 4  R1=2/3, R2=1/2 => Rtot = 1/3; Codeurs convolutionnels) 
D'après les figures 4.18 et 4.19, on constate qu'une longueur de bloc d'information à l'en- 
trée du système concûténé de 500 bits apporte une amélioration des performances d'envi- 
ron 0.5 dB par rapport à une longueur des blocs de 100 bits. Cette amélioraiion de 
performances provient du fait que les salves des erreurs provenant du canal sont mieux 
&talies quand les blocs d'une longueur de 500 bits sont utilisés. Par conséquent, c'est cette 
longueur de bloc que l'on utilisera tout au long de nos simulations en évitant toutefois 
d'augmenter siyificativement le délai du décodage de la séquence reçue. 
4.7.3.2 PERFORMANCES DU SYSTÈME CONCATÉNÉ EN FONCTiON DU TYPE 
DE CODEUR UTILISÉ 
Comme on l'a mentionné auparavant. les deux types de codeurs (codeur convolutionnel et 
codeur récursif systématique) seront utilisés et leurs performances dans un système con- 
cüiéné seront comparés. L'algorithme de décodage utilisé dans ce cas sera l'algorithme 
SOVA. 
La figure 4.20 représente les performances du système concatiné. pour les deux types de 
codeurs : codeur convolutionnel (non-récursif) et codeur récursif systématique. Les 
paramètres choisis dans ce cas sont: K=3, RL=R2=1/2 => Rtot=1/4. 
La figure 4.21 représente les performances du système concaténé, pour les deux types de 
codeurs : codeur convolutionnel (non-récursif) et codeur récursif systématique. Les 
paramètres choisis dans ce cas sont: K4, Rl=2/3 , R2=1/2 => Rtot=l/3. 
1.5 2 2.5 3 3.5 4 4-5 
Eb/No (dB) 
Figure 4.20 Perfonnances du système en fonction du type de codeur utilisé; L'algorithme 
du décodage utilisé est SOVA (K=3, RI=1/2, R2=112 => Rtot = 114) 





Figure 4.2 1 Performances du système en fonction du type de codeur utilisé; L'algorithme 
du décodage utilisé est SOVA (Kd, R1=2/3, R2=1/2 => Rtot = 113) 
En examinant les figures 4.20 et 4.2 1. on déduit que I'utilisation des codes récursifs systé- 
matiques dans un système concaténé dont le décodage s'effectue selon I 'al g o ~  thrne 
SOVA. procurent de meilleures performances que les codes convolutionnels. Cette 
amélioration des performances varie entre O et 0.3 dB en fonction du rapport Eb& et des 
patrons de perforation utilisés. 
Pour le reste de nos simulations, nous utiliserons des codes récursifs systématiques plutôt 
que des codes convolutionnels h cause de leur léger avantage sur les performances du 
système. 
1.1.3.3 PERFORMANCES DU SYSTÈME CONCATÉNÉ : SOVA vs VITERBI 
A cc stade de l'analyse, nous désirons comparer les performances lorsque les deux types 
d'algorithmes de décodage suivant sont utilisés : i'algorithrne de Viterbi et l'algorithme de 
SOVA . 
Ln figure 4.22 représente les performances du système concaténé, constitué de deux 
codeurs récursifs systématiques : K=3, Rl=R2=1/2 => Rtot=1/4. Les performances des 
deux algorithmes de décodage sont tracées ainsi que la borne union du système pour le 
même code, soit : R= l/4 et K=3 (G 1=5, G2=7, G3=7, G4=7). 
Ln figure 4.23 représente les performances du système concaténé, constitué de deux 
codeurs identiquent récursifs et systématiques : K=4, R12f3, R2=1/2 => Rtot=1/3. Les 
performances des deux algorithmes de décodage sont tracées ainsi que la borne union du 
système pour le même code, soit : R=L/3 et K=4 (GI=15, &=L7, G3=13). 
Viterbi 
s 1 I I 
1.5 2 2.5 3 3.5 4 4.5 
Eb/No (dB) 
Figure 4.21 Companison des performances: algorithme SOVA vs Viterbi (K=3, R1=112. 
R2=112 => Rtot = 114; Codeur récursif et systématique) 
Figure 4.23 Comparaison des performances: dgorithme SOVA vs Viterbi (K=4, R1=2/3, 
R2=1/2 => Rtot = 1/3; Codeur récursif et systématique) 
Selon les résultats obtenus aux figures 4-22 et 4.23. on constate que I'algorithme SOVA 
apporte une amélioration des performances d'environ lcü3 par rapport ii l'algorithme de 
Viterbi. Cette amélioration provient de In présence dans I'algorithme SOVA de la mesure 
de la fiabilité de décision des symboles décodés. 
D'un autre coté. les performances du système concaténé utilisant l'algorithme SOVA res- 
tent supérieures h la limite déterminée par la borne union pour un code de même taux Rt,, 
(voir les figures 4.22 et 4.23). 
En conclusion. l'algorithme de décodage SOVA procure une aniélioration significative des 
performances d'un système concaténé en série par rapport à I'algorithme de Viterbi. 
Cependant. çcttc amélioration demeure moins importante que celle introduite par les 
codes itératifs, dits turbo [6],[17]. Selon les résultats obtenus en 161, la différence en ter- 
mes de performances entre la première et la sixième itération peut varier entre 1.5 dB et 
2.5 dB. II ne faut pas oublier cependant, que la complexité d'un système «turbo» reste 
beaucoup plus grande que celle du système concaténé en série présenté dans ce vavail. 
Les résultats obtenus aux figures 4.22 et 4.23 sont confirmés par les simulations menees 
par [34] (figure 4.22) et [12],[13] et par [?O] pour la figure 4.23. 
100 
1.2.3.1 R É S ~ T A T S  OBTENUS POUR LES TAUX GLOBAL DU SYSTÈME : R,,=112 
&oldE 
Le taux de codage global du système désiré étant R,,,=1/2, les ta .ux de codag 
sont choisis comme suit: 
Ce choix de taux de codage préserve la relation désirée entre les taux de codage (voir sec- 
tion 4.1 .?). R2 < R I .  Rappelons à ce stade que le taux de codage d'origine est toujours : 
Ro = II?. 
En respeclant Ir choix des patrons de perforations [2] qui mènent aux meilleurs codes pour 
une longueur de contrainte donnée, on choisit les patrons de perforations suivants pour les 
longueurs de contraintes K=4 et K=5: 
Les patrons de perforation notés PI et Pz comspondent à des taux de codage R i  = 3/4 et 
R2 = 2/3 respectivement. 
- 1/3 & ?  
Le taux de codage global du système désiré étant R,P I D ,  les taux de codages RI et R2 
sont choisis comme suit : 
Ce choix des taux de codage préserve la propriété désirée (voir section 4.1.2, R2 < R 1. 
En respectant le choix des patrons de perforations [3] qui mènent aux meilleurs codes pour 
une longueur de contrainte donnée, on choisit les patrons de perforations suivants pour les 
longueurs de contraintes K=4 et K=5: 
Les patrons de perforation notés Pi  et PT correspondent à des taux de codages RI = 2/3 et 
R, = 1 /2 respectivement. 
En examinant les matrices de perforations PI et P2 pour les deux taux de codage (R,=1/2 
et RI,,= 113). on constate que certaines de ces matrices ne respectent pas la propriété exigée 
par les codes récursifs systématiques, soit que tous les éléments de la première colonne 
doivent être égaux à 1. 
Sachant que ces matnces de perforation produisent les codes menant 9 de meilleures per- 
formances, les codes convolutionnels (non-récursifs) seront utilisés dans les simulations 
qui suivent. II faudra pourtant souligner que les codes récursifs systématiques apportent 
une amélioration des performances du système concaténé à de faibles rapports E P o .  Or, 
on est dans l'impossibilité d'utiliser ces derniers on gardant les mêmes conditions de 
simulations, c'est-à-dire en utilisant un seul type de codeur. Pourtant, dans tous les cas 
applicables - pour toutes les formes de matnces de perforations ayant tous les éléments de 
la première colonne égaux à 1 - les performances du système utilisant les deux types de 
codeurs seront comparées. Plus précisément, c'est uniquement pour un taux de codage 
global R,,,=1/3 (K=4 et K=5) qu'on retrouve des matrices de perforation pouvant être 
appliquées en même temps aux codes convolutionnels et aux codes récursifs systéma- 
tiques. La raison pour cela est que la propriété du patron de perforation préservant tous les 
bits systématiques est respectée. 
On compare d'abord les performances du système concaténé en utilisant les deux types de 
codeurs (convolutionnel et récursif systématique). pour les cas applicables suivants: 
1) La figure 4.24 représente les performances du système avec les paramètres suivants: 
2 )  La figure 4.25 correspond aux performances du système définit par: 









Figure 1.14 Performances du système en fonction du type de codeur utilisé; L'algorithme 





Figure 4.25 Performances du système en fonction du type de codeur utiiisé; L'algorithme 
du décodage utilisé est SOVA (K=5, Rl=U3, R2=112 => Rtot = 113) 
I l  parait évident en observant les figures 4.24 et 4.25 que les codes récursif systématiques 
procurent de meilleures performances à des faibles rapport EflO. 
La borne supérieure sur la probabilité d'erreur pour le code de taux R = 113 est tracée pour 
une longueur de contrainte K=4 à la figure 4.24 et pour K=5 i la figure 4.35. 
On peut remarquer que la concaténation en série de deux codes convolutionnels ne semble 
pas être avantageuse à des faibles rapports Eflo. Plus précisément, pour un taux de CO- 
dage global du système fixé h R, = 113, la concaténation en série de deux codes convolu- 
iionnels avec K=4 et K=5. ne conduit h des résultats intéressants que s i  le rapport signal à 
bruit est suffisamment grand (ici, de I'ordre de 3dB). 
Quant au taux dc codage du système global R,, = 112, les performances du système sont 
reproduites aux figures 4.26 et 4.27 pour les mêmes longueurs de contraintes K=4 et K=5 
respecti vemeni et pour les matrices de perforation qui leurs sont spécifiques. 
En examinant ces courbes, on constate que l'utilisation des codes convolutionnels dans un 
système concaténé en série ne devient avantageux qu'à des rapports signal ji bruit suf- 
fisamment grands (ici, de l'ordre de 4dB). II faut noter que les performances d'un tel 
système varient en fonction des choix de la matrice de perforation et de la longueur du 
bloc d'information ainsi que du type de codeur utilisé. Dans tous les cas, à des faibles rap- 
ports E@io, il  sera fort avantageux d'appliquer le décodage itératif [6],[17] qui apportera 
une amélioration significative des performances. 
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Figure 4.26 Probabilité d'erreur par bit (K=4, R l=3/4, R2=2/3 => Rtot = 112) 
borne 
union 
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Figure 1.17 Probabilité d'erreur par bit (K=5, R1=3/4, R1=2/3 => Rtot = 1/2) 
En conclusion, on peut déduire qu'un système concaténé en série utilisant l'algorithme de 
SOVA comme dgorithrne de décodage présentera les qualités et les défauts suivants: 
mSystème pouvant facilement s'adapter à des taux de codage différents en ne 
changeant que les matrices de perforation. 
Système f~cile h réaliser car un seul type de codeur/décodeur est requis. 
Système dont les performances sont influencées par le choix de différents 
paramètres comme : type de codeur (convolutionnel ou récursif systématique), 
ion sur ur de bloc d'information. patrons de perforation appliqués. 
Système présentant de meilleures performances par rapport au cas où l'algo- 
rithme de Viterbi est utilisé mais reste désormais légèrement plus complexe à 
metire en oeuvre que ce dernier. 
De plus, les performances de ce système ont tendance à augmenter davantage lors- 
que les codes récursifs systématiques sont utilisés ou lorsque le rapport signal à 
bruit est élevé. 
CHAPITRE 5 
CONCLUSION ET SUGGESTIONS POUR 
RECHERCHES FUTURES 
Cr memoire a été consacré à la recherche d'un ensemble de codes convolutionnels perfo- 
rés h des taux de codages compatibles et croissants, ainsi qu'à l'utilisation des codes con- 
volutionnels perforés dans un système concaténé en série. Les performances du système 
concüténé en série ont été évaluées en fonction du type de décodeur utilisé. 
Les notions liées au codage et au décodage des codes convolutionnels ont été introduites 
au chapitre 2. Les deux types de codage. tel que le codage convolutionnel non systémati- 
que et le codage récursif systématique ont ainsi été présentés. Le décodage 3 maximum de 
vraisemblance et en plus particulier le décodage de Viterbi ont été décrits. Cet algorithme 
a fait l'objet d'une étude de performance au chapitre 4. 
Au chapitre 3 ,  on a effectué une recherche de bons codes perforés à taux croissants et 
compatibles, obtenus à partir du code d'origine de taux &=1/6. Un ensemble de 
<meilleurs» codes perforés à taux croissants (il6 < R c 718) et compatibles a alors été 
trouvé et leurs performances examinées pour chacun des taux désirés et pour les deux lon- 
gueur de contrainte, K=7 et K=8. La méthode de recherche qu'on a proposée afin de déter- 
miner l'ensemble des codes perforés obtenus n'est pas une méthode optimale, car le choix 
des patrons de perforation est restreint par la propriété de compatibilité. Pourtant, on cons- 
tate que les performances de l'ensemble des codes perforés obtenus à l'aide de cette 
méthode. sont comparables avec celles des codes perforés non-compatibles de mêmes 
taux de codage [ 1 11. 
Le chapitre 4 a été consacré à l'étude du système concaténé en série en présence des codes 
convolutionnels perforés, dont le décodage s'effectue selon l'algorithme SOVA. Les per- 
formances d'un tel système ont été évaluées en fonction des différents paramètres qui le 
constituent. soient le type du codeur, Iû longueur de bloc d'information, les patrons de per- 
foration utilisés, etc ... Une longueur de bloc d'information de 500 bits a donc été choisie 
comme celle apportant une amélioration de performances. tout en évitant d'augmenter si- 
pni ficat i vement le délai du décodage provenant de la concaténation série 1 le. On remarque 
une amélioration des performances du système concaténé lorsque le codeur récursif systé- 
matique est appliqué, par rapport au cas d'un codeur convolutionnel non-systématique. 
Cettc amélioration est plus significative à des faibles rapports signal h bruit. et elle varie de 
O à 0.3 dB en fonction du rapport signal à bruit ainsi que des patrons de perforation uti- 
lisés. 
D'un autre coté, en examinant les améliorations des performances que l'algorithme SOVA 
dans un système concaténé apporte par nppon à la borne union pour un même taux de 
codage, on conclut que les performances du système concaténé ont tendance à augmenter 
davan t a p  lorsque les codes récursifs systématiques sont utilisés ou lorsque le rapport 
signal à bruit est élevé. Plus précisément, on remarque que la concaténation en série de 
deux codes convolutionnels non-systématiques ne conduit à des résultats intéressants que 
si le rapport E& est suffisamment p n d ,  de l'ordre de 3 à 4 dB - dépendant des 
longueurs de contraintes et des codes utilisés. Les codes récursifs systématiques choisis 
dans nos simulations apportent une amélioration de performances du système concaténé 
par rapport à la borne supérieure pour un même taux de codage. contrairement aux codes 
non-systématiques. sur toute la plage de E P o .  
II faut noter que les performances d'un système concaténé semblent être fortement influ- 
encées par le choix des patrons de perforation. par la longueur de contrainte utilisée ainsi 
que par la variation du rapport signal à bruit considéré dans les simulations. Par con- 
séqur n t, comme recherches futures, on peut suggérer d'approfondir davantage l'analyse 
de la concaténation sérielle. En particulier, une analyse basée sur les propriétés 
algébriques des codes convolutionnels constituant le système concaténé pourrait offrir une 
réponse plus précise sur le comportement d'un tel système. Il  serait ainsi profitable, à 
partir d'une telle analyse de: 
1 )  déterminer de façon algébrique la variation du rapport signal à bruit d'intérêt, à partir 
de la longueur de contrainte utilisée. 
2) proposer les combinaisons des patrons de perforation conduisant à des meilleures Fer- 
formances pour une longueur de contrainte donnée. 
3) considérer l'utilisation des codes convolutionnels à des taux compatibles dans un 
système concaténé en série. 
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