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Chordality, d-collapsibility, and componentwise linear ideals
Mina Bigdeli∗ and Sara Faridi†
Abstract
Using the concept of d-collapsibility from combinatorial topology, we define chordal sim-
plicial complexes and show that their Stanley-Reisner ideals are componentwise linear. Our
construction is inspired by and an extension of “chordal clutters” which was defined by Bigdeli,
Yazdan Pour and Zaare-Nahandi in 2017, and characterizes Betti tables of all ideals with linear
resolution in a polynomial ring.
We show d-collapsible and d-representable complexes produce componentwise linear ideals
for appropriate d. Along the way, we prove that there are generators that when added to the
ideal, do not change Betti numbers in certain degrees.
We then show that large classes of componentwise linear ideals, such as Gotzmann ideals
and square-free stable ideals have chordal Stanley-Reisner complexes, that Alexander duals of
vertex decomposable complexes are chordal, and conclude that the Betti table of every compo-
nentwise linear ideal is identical to that of the Stanley-Reisner ideal of a chordal complex.
Introduction
Chordal simplicial complexes, as we call them here, arise from work of Bigdeli, Yazdanpour and
Zaare-Nahandi [7] in 2017, where they defined chordal clutters in an attempt to give a combinato-
rial description of square-free monomial ideals that have linear resolution over all fields. The term
“chordal” and the general approach stem from Fro¨berg’s 1990 paper [18] in which ideals gener-
ated by degree 2 monomials are characterized in terms of chordal graphs. Fro¨berg’s work initiated
investigations by many authors find similar criteria for ideals with linear resolution generated by
monomials of higher degree, which led to generalizations of chordality: the classes defined by Van
Tuyl and Villarreal [36] in 2008, Emtander [16] in 2010, Woodroofe [38] in 2011, all produce ideals
with linear resolution over all fields, and all these classes were shown to be contained in the class
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of chordal simplicial complexes in [7] (which we later found is equivalent to a class of simplicial
complexes appearing in Cordovil, Lemos, and Sales [12] in 2009).
On the other hand Connon and Faridi [10] in 2013 gave a more general definition of chordality
by focusing on necessary conditions for vanishing of simplicial homology, which forced a simpli-
cial complex producing a linear resolution in any characteristic to belong to their class, and a more
restrictive definition in [11] in 2015 characterized all simplicial complexes whose ideals have linear
resolution over fields of characteristic 2. Adiprasito, Nevo, and Samper’s work [2] in 2016 charac-
terized chordality by checking a smaller interval for the vanishing of simplicial homology, giving a
homological characterization of chordality.
Since betti numbers depend on the characteristic of the ground field, for a combinatorial charac-
terization of chordality, one should expect a definition that produces ideals that have linear resolution
over all fields. So far neither of the above classes combinatorially characterizes monomial ideals
with linear resolution, even when one considers ideals that have linear resolution over all fields.
However, it was shown by Bigdeli, Herzog, Yazdanpour and Zaare-Nahandi [5] that every Betti
table of a graded ideal with linear resolution is the Betti table of an ideal coming from a chordal
clutter, as defined in [7].
In this paper, we adapt the concept of chordal clutters from [7] and change the perspective from
clutters to simplicial complexes. As a result, we show that chordality of the Stanley-Reisner com-
plex of an ideal generated in degree d+ 1 is equivalent to d-collapsibility, a notion well-known and
well-used in algebraic topology and combinatorics which has specific homological consequences.
Among other things, this perspective allows us to:
• show that d-chordal simplicial complexes (one of the largest known classes of complexes
which produce ideals with linear resolution over all fields) are essentially, but not exactly, the
same as d-collapsible ones (Theorem 3.4);
• introduce a large class of complexes, which we call chordal complexes, whose Stanley-
Reisner ideals are componentwise linear (Theorem 4.6);
• show that, for a suitable d, d-collapsible and d-representable simplicial complexes are chordal
and have componentwise linear Stanley-Reisner ideals (Theorem 4.6);
• show that square-free stable monomial ideals have chordal Stanley-Reisner complexes (The-
orem 5.3);
• show that Alexander duals of vertex decomposable complexes are chordal (Theorem 5.2);
• show that Gotzmann square-free monomial ideals have chordal Stanley-Reisner complexes
(Theorem 5.6);
• show that Betti tables of Stanley-Reisner ideals of chordal complexes encompass all Betti
tables of componentwise linear ideals (Theorem 5.4);
• show that there are specific monomials we can add to the generators of a monomial ideal
without affecting the Betti numbers in most degrees (Theorem 4.4);
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• using induced subcomplexes, find useful inductive properties of componentwise linear ideals
(Theorem 4.6).
The authors are grateful for helpful comments from Eran Nevo and Mayada Shahada , and for
the hospitality of The Simons Institute for the Theory of Computing in California, where they started
this work in 2016.
1 Basic definitions
A simplicial complex Γ on the vertex set [n] = {1, . . . , n}, is a set of subsets of [n] such that if
F ∈ Γ and F ′ ⊆ F , then F ′ ∈ Γ. Each element of Γ is called a face of Γ. A facet is a maximal
face of Γ (with respect to inclusion). The dimension of a face F is dimF = |F | − 1. We define
dim ∅ = −1. A face F of Γ with dimF = t is called a t-face of Γ. Let d = max{dimF : F ∈ Γ}
and define the dimension of Γ to be dimΓ = d. We say that a simplicial complex is pure if all its
facets have the same dimension.
A simplicial complex Γ is uniquely determined by its facets. We denote the set of the facets of
Γ by Facets(Γ) and when Facets(Γ) = {F1, . . . , Fm}, we write Γ = 〈F1, . . . , Fm〉. A simplicial
complex with only one facet is called a simplex.
A subcomplex Σ of Γ is a simplicial complex with Σ ⊂ Γ. Let E ⊂ [n]. By Γ \E we mean
Γ \ E = {F ∈ Γ : E 6⊆ F}
which is a subcomplex of Γ. If W ⊂ [n], we denote by ΓW the induced subcomplex of Γ on the
setW , in other words
ΓW = {F ∈ Γ : F ⊂W}.
The Alexander dual Γ∨ of Γ is the simplicial complex
Γ∨ = {F ⊆ [n] : [n]− F /∈ Γ}.
If F is a face of Γ, then linkΓ(F ) is the simplicial complex on [n]− F defined as
linkΓ(F ) = {G ∈ Γ : F ∩G = ∅ and G ∪ F ∈ Γ}.
For a nonnegative integer i ≤ dimΓ, we define the pure i-skeleton Γ[i] of Γ to be the simplicial
complex
Γ[i] = 〈F ∈ Γ : dimF = i〉.
A nonface of Γ is a subset F of [n] with F /∈ Γ.
Definition 1.1 (Stanley-Reisner ideal/complex). Let S = K[x1, . . . , xn] be the polynomial ring
over the field K with n indeterminates.
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• Let Γ be a simplicial complex on n vertices. The Stanley-Reisner ideal of Γ is the monomial
ideal N (Γ) of S which is generated by the square-free monomials xF :=
∏
i∈F xi with
F /∈ Γ. In other words
N (Γ) = (xF : F /∈ Γ).
The Stanley-Reisner ring, K[Γ], is defined to be the quotient ring S/N (Γ).
• Let I be a square-free monomial ideal in S. We define its Stanley-Reisner complexN (I) to
be the simplicial complex
N (I) = {F ⊆ [n] : xF /∈ I}.
It follows directly from the definitions that the Stanley-Reisner correspondence is a one-to-one
correspondence between simplicial complexes on the vertex set [n] and square-free monomial ideals
in S.
Let I ∈ S = K[x1, . . . , xn] be a graded ideal and let
F : 0 −→ Fp −→ . . . −→ F1 −→ F0 −→ I −→ 0
be its graded minimal free resolution with Fi =
⊕
j S
βsi,j(I)(−j), for all i. For any pair of integers
(i, j), the (i, j)-th graded Betti number of I in S is defined to be
βSi,j(I) = dimK Tor
S
i (K, I)j
for all i and j. Throughout, we write βi,j(I) for β
S
i,j(I). The ideal I is called to have d-linear
resolution if βi,j(I) = 0 for all i and all j with j 6= i+ d.
2 d-chordality
The definition below is a slight variation of that given in [10, Definition 5.4].
Definition 2.1 (d-closure). Let Γ be a simplicial complex on the vertex set [n] and d a positive
integer. The d-closure of Γ, denoted by ∆d(Γ), is the simplicial complex on [n] whose faces are
given in the following way:
• the d-faces of ∆d(Γ) are exactly the d-faces of Γ;
• all subsets of [n] with at most d elements are faces of ∆d(Γ);
• a subset of [n] with more than d+1 elements is a face of∆d(Γ) if and only if all of its subsets
of d+ 1 elements are faces of Γ.
If Γ is the d-closure of a simplicial complex, we simply say that Γ is a d-closure.
To justify this terminology, note that all the simplicial complexes on [n] which have the same
pure d-skeleton, have the same d-closure. In particular, if Γ = ∆d(Σ), by definition we have
Γ[d] = Σ[d] and it follows that
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Figure 1: The simplicial complex Γ
Γ = ∆d(Σ) ⇐⇒ ∆d(Σ) = ∆d(Γ) ⇐⇒ Γ = ∆d(Γ).
Example 2.2. Let Γ = 〈{2, 5}, {1, 4, 5}, {1, 2, 3, 4}〉 be a simplicial complex on [5] in Figure 1.
Note that dim(Γ) = 3. We have
∆1(Γ) = 〈{1, 2, 4, 5}, {1, 2, 3, 4}〉,
∆2(Γ) = 〈{2, 5}, {3, 5}, {1, 4, 5}, {1, 2, 3, 4}〉,
∆3(Γ) = 〈{1, 2, 5}, {1, 3, 5}, {1, 4, 5}, {2, 3, 5}, {2, 4, 5}, {3, 4, 5}, {1, 2, 3, 4}〉,
∆i(Γ) = 〈[5]〉
[i−1], for i ≥ 4.
It is shown in [10, Proposition 5.6] that a square-free monomial ideal I is equigenerated in
degree d+ 1 if and only if N (I) is a d-closure, i.e.
N (I) = ∆d(N (I)).
Definition 2.3 (free face and simplicial face [30, Definition 2.13]). A face E of a simplicial com-
plex Γ is called a free face if it appears in a unique facet of Γ. Note that facets are automatically
free faces.
If Γ is a d-closure and dimE = d− 1, then this free face is called simplicial. We denote the set
of all simplicial faces of Γ by Simp(Γ).
Let Γ be a simplicial complex on [n] and E ⊂ [n]. The deletion of E from Γ, is the simplicial
complex
Γ≀E = {F ∈ Γ : E ( F} =
{
Γ if E /∈ Γ
(Γ \ E) ∪ {E} if E ∈ Γ.
Note that if E ∈ Γ, the face E is not deleted in this operation. In case E is a simplicial face of
a d-closure Γ, this operation is called simplicial deletion of E from Γ. The simplicial complex
obtained from a simplicial deletion is again a d-closure. Note also that all (d − 1)-faces of a d-
closure Γ which are its facets are simplicial. Indeed, for a d-closure Γ, Γ≀E = Γ if and only if E is
a facet of Γ.
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Let E = E1, . . . , Et be a sequence of (d− 1)-faces of a d-closure Γ. The sequence E is called
a simplicial sequence of Γ if E1 ∈ Simp(Γ), and Ei ∈ Simp(Γ ≀E1 . . . ≀Ei−1) for all i ≥ 2.
The sequence E is called a simplicial order of Γ if E1 is not a facet of Γ, Ei is not a facet in
Γ ≀E1 . . . ≀Ei−1 and
Γ ≀E1 . . . ≀Et = 〈[n]〉
[d−1].
In order to shorten the notation, we often use Γ≀E1,...,Et instead of Γ ≀E1 . . . ≀Et .
Example 2.4. Consider ∆2(Γ) in Example 2.2 and let E1 = {1, 5}. Since E1 is uniquely contained
in the facet {1, 4, 5}, it is a simplicial face of ∆2(Γ). We have
Σ1 := ∆2(Γ)≀E1 = 〈{1, 5}, {2, 5}, {3, 5}, {4, 5}, {1, 2, 3, 4}〉.
Now let E2 = {1, 2}. Since the only facet in Σ1 containing E2 is {1, 2, 3, 4}, E2 is simplicial in
Σ1. Then
Σ2 := Σ1≀E2 = 〈{1, 2}, {1, 5}, {2, 5}, {3, 5}, {4, 5}, {1, 3, 4}, {2, 3, 4}〉.
Now E3 = {1, 3} is simplicial in Σ2 and
Σ3 := Σ2≀E3 = 〈{1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 5}, {3, 5}, {4, 5}, {2, 3, 4}〉.
Finally E4 = {2, 3} is simplicial in Σ3 and
Σ3≀E4 = 〈{1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 3}, {2, 4}, {2, 5}, {3, 4}, {3, 5}, {4, 5}〉
= 〈[5]〉[1].
Therefore E1, . . . , E4 is a simplicial order of ∆2(Γ).
Lemma 2.5. Let d be a positive integer, Γ a simplicial complex and E a (d − 1)-dimensional face
of ∆d(Γ). Then ∆d(Γ)≀E = ∆d(Γ≀E).
Proof. It is clear that the two complexes have the same faces of dimension ≤ d − 1. By Defini-
tion 2.1, if dim(F ) = d
F ∈ ∆d(Γ)≀E ⇐⇒ F ∈ Γ and F 6⊃ E ⇐⇒ F ∈ Γ≀E ⇐⇒ F ∈ ∆d(Γ≀E)
and if dim(F ) > d
F ∈ ∆d(Γ)≀E ⇐⇒ ∀ G ⊂ F if dim(G) = d then G ∈ Γ and F 6⊃ E
⇐⇒ ∀ G ⊂ F if dim(G) = d then G ∈ Γ and G 6⊃ E
⇐⇒ ∀ G ⊂ F if dim(G) = d then G ∈ Γ≀E
⇐⇒ F ∈ ∆d(Γ≀E).
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Lemma 2.5 allows us to define a chordal simplicial complex with two equivalent conditions.
Below we define chordal simplicial complexes using the concept of chordal clutters as defined by
the first author and the coauthors in [7].
Definition 2.6 (d-chordal and chordal simplicial complex, see[7]). Let Γ be a simplicial complex
on the vertex set [n] and d a positive integer. We say that Γ is d-chordal if it satisfies one of the
following equivalent conditions:
(∗) either ∆d(Γ) = 〈[n]〉
[d−1], or else ∆d(Γ) admits a simplicial order.
(∗′) either ∆d(Γ) = 〈[n]〉
[d−1], or else there is E ∈ Simp(∆d(Γ)) such that E is not a facet of
∆d(Γ) and Γ≀E satisfies condition (∗
′).
We say that Γ is chordal if it is d-chordal for every d ≥ 1.
Later in Proposition 3.12 we will show that to prove Γ is chordal, it is sufficient to check it is
d-chordal for a finite number of values of d.
Definition 2.6 of a “d-chordal simplicial complex” is a Stanley-Reisner equivalent of “chordal
(d+ 1)-uniform clutters” in [7]. The following statement follows directly from the definitions, we
include it for the sake of comparison.
Proposition 2.7. Let Γ be a simplicial complex on [n], and let C be the (d+ 1)-uniform clutter
C = {A ⊆ [n] : |A| = d+ 1, A ∈ Γ} = Facets(Γ[d]).
Then C is chordal in the sense of [7] if and only if Γ is d-chordal.
In particular, as in the case of [7], our definition of chordality for simplicial complexes extends
that of graphs. Given a simplicial complex Γ, its 1-closure ∆1(Γ) is the clique complex of a graph
G = Γ[1]. It is clear that G is chordal (i.e. has no minimal cycles of length greater than 3) if and
only if its clique complex ∆1(Γ) = ∆1(G) is 1-chordal.
3 d-collapsing
In this section we show how the concept of elementary d-collapsing introduced by Wegner [37]
relates directly to simplicial deletion. Elementary d-collapsing is a special case of the better known
operation of simplicial collapsing (see for example [28, Definition 6.13]), which when applied to a
simplicial complex produces a new simplicial complex which is homotopy equivalent to the original
one. The main difference between the two operations is that in the case of d-collapsing a free face
is allowed to be facet.
Recall that Γ \ E refers to the operation of deleting all faces of the simplicial complex Γ con-
taining the face E (including E itself). In the case where E is a free face we denote this complex
by ΓցE , that is
ΓցE= Γ \ E.
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A sequence of faces E = E1, . . . , Et is called a free sequence of Γ if E1 is a free face in Γ,
and Ei is a free face in Γ ցE1 . . . ցEi−1 for all i > 1. We shorten the notation for the series of
deletions, by using
ΓցE1,...,Et= ΓցE1 · · · ցEt .
Definition 3.1 (d-collapsing). If Γ is a simplicial complex with a free face E, and d is a positive
integer with dimE < d, then the operation Γ ցE is called an elementary d-collapsing. The
simplicial complex Γ is called d-collapsible if it can be reduced to the void complex ∅ after a finite
number of elementary d-collapsings.
Suppose now Γ is a d-closure and E is a simplicial face of Γ. Then, by definition, E is a free
face with dimE = d− 1 and
Γ≀E = ΓցE ∪{E}.
Suppose E = E1, . . . , Et is a simplicial order of Γ. Then it is a free sequence of Γ and
ΓցE1,...,Et= 〈[n]〉
[d−1] − {E1, . . . , Et}. (1)
We now start working our way towards Theorem 3.4, where we show that there is a direct
relation between the d-chordal simplicial complexes and d-collapsible ones.
A very useful tool when considering d-collapsings is Lemma 3.2 below, which we proved inde-
pendently and then found later in Tancer’s work [35]. We refer the reader there for a full proof.
Lemma 3.2 (Tancer [35], Lemma 5.1). Let Σ be a simplicial complex, d a positive integer, E ( E′
free faces of Σ of dimension < d. Then Σ ցE′ d-collapses to Σ ցE . In particular, if Σ ցE is
d-collapsible, then so is ΣցE′ .
Lemma 3.3. Let Σ be a simplicial complex on the vertex set [n] and let E = E1, . . . , Er be a
free sequence of Σ with the property that dimEr = d − 1 and Er is the only element in this
sequence such that the unique facet containing it has dimension ≥ d. Then Er is a free face of Σ
and E1, . . . , Er−1 is a free sequence of ΣցEr . Moreover,
ΣցEr,E1,...,Er−1= ΣցE1,...,Er .
Proof. Suppose F is the unique facet inΣցE1,...,Er−1 which containsEr. If T ∈ Σ has dimension≥
d, then Ei 6⊂ T for i < r. Thus T ∈ Σ ցE1,...,Er−1. It follows that F is a facet in Σ. Suppose
G is another facet in Σ containing Er. Since F is the unique facet in Σ ցE1,...,Er−1 containing
Er, we conclude that G contains some Ei with i < r. Hence dimG < d and so G = Er ⊂ F , a
contradiction. Thus Er is a free face of Σ .
Now we show that E1, . . . , Er−1 is a free sequence of Σ ցEr . Suppose F1 is the unique facet
in Σ containing E1 and for 1 < i < r, Fi is the unique facet in ΣցE1,...,Ei−1 containing Ei. Then
since dimFi < d, we have Er ⊆ Fi if and only if Er = Fi. If Er ⊂ Fi, then Fi ⊂ F and since
F ∈ Σ ցE1,...,Ei−1 , it contradicts the fact that Fi is a facet. Therefore Er 6⊆ Fi for 1 ≤ i ≤ r − 1.
Hence F1 is a facet in Σ ցEr and Fi is a facet in Σ ցErցE1,...,Ei−1 for 1 < i < r. Moreover,
since Σ ցErցE1,...,Ei−1⊆ Σ ցE1,...,Ei−1 it follows that Fi is the only facet in Σ ցEr,E1,...,Ei−1
containing Ei. Thus E1 is a free face in ΣցEr and Ei is a free face in ΣցEr,E1,...,Ei−1 .
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An immediate consequence of Lemma 3.2 and Lemma 3.3 is that d-collapsibility and d-chordality
are intimately connected.
Theorem 3.4 (d-collapsible is equivalent to d-chordal for d-closures). Let Γ be a d-closure on
the vertex set [n] for a positive integer d. Then Γ is d-chordal if and only if Γ is d-collapsible. In
particular, a simplicial complex Σ is chordal if and only if for all d ≥ 1 the simplicial complex
∆d(Σ) is d-collapsible.
Proof. It is enough to prove the first statement. Suppose Γ is d-collapsible. We prove by induction
on the number of faces of Γ that Γ is d-chordal. The base case of the induction is the smallest
d-closure Γ = 〈[n]〉[d−1] which is d-chordal by definition.
Suppose Γ ) 〈[n]〉[d−1] is d-collapsible. Hence there is a free sequence E1, . . . , Et such that
dimEi < d for all i and Γ ցE1,...,Et= ∅. Suppose r is the smallest integer in 1, . . . , t such
that the facet F of Γ ցE1,...,Er−1 uniquely containing Er has dimension ≥ d. Note that since
Γ 6= 〈[n]〉[d−1], such r exists. We may assume by Lemma 3.2 that dimEr = d− 1. By Lemma 3.3
we know that Er ∈ Simp(Γ) and E1, . . . , Er−1 is a free sequence of ΓցEr .
Since Γ ցErցE1,...,Er−1= Γ ցE1,...,Er is d-collapsible, so is Γ ցEr . On the other hand
Γ ցEr= (Γ≀Er) ցEr . So Γ≀Er is d-collapsible, and hence d-chordal by the induction hypothesis,
which implies that Γ is d-chordal.
Suppose now that Γ is d-chordal and admits a simplicial order E1, . . . , Et. By Equation (1)
the simplicial complex Γ, d-collapses along this sequence to 〈[n]〉[d−1] − {E1, . . . , Et}, and since
all faces of this simplicial complex have dimension < d, it collapses into 〈[n]〉[d−2] by elementary
d-collapsings along its facets. Continuing this process one sees that 〈[n]〉[d−1] − {E1, . . . , Et}
collapses into ∅ by a sequence of elementary d-collapsings. Hence Γ is d-collapsible.
Given a simplicial complex Γ on [n], the set of all d-faces of Γ forms a “(d+1)-uniform clutter”
which we call C. In [7] the authors defined a chordal (d + 1)-uniform clutter. It is straightforward
to check that Γ is d-chordal if and only if C is a chordal (d + 1)-uniform clutter. It is also proved
in [7] that if Γ = 〈[n]〉, then C is chordal. It follows that Γ = 〈[n]〉 is d-chordal for any d. In the
following lemma we give a direct short proof for this fact using d-collapsibility.
Lemma 3.5. [See also [7, Corollary 3.11]] The simplicial complex 〈[n]〉 is chordal.
Proof. Let Γ = 〈[n]〉 and observe that Γ is a d-closure. By Theorem 3.4 it is enough to show that
Γ is d-collapsible for all d ≥ 1. The face E = {n} appears in the unique facet [n], and is therefore
a free face of Γ of dimension 0 < d for any d ≥ 1. We now use induction on n. If n = 1, then
ΓցE= 〈∅〉 and we are done. If n > 1, then ΓցE= 〈[n− 1]〉 which is d-collapsible by induction
hypothesis, settling our claim.
The condition of being a d-closure is necessary in the statement of Theorem 3.4, as can be seen
in the example below.
Example 3.6. If Γ = 〈{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}〉 is the hollow tetrahedron and d = 1,
then ∆1(Γ) = 〈{1, 2, 3, 4}〉 is the full tetrahedron, and so Γ is 1-chordal by Lemma 3.5. But Γ has
no free face of dimension < 1, and therefore Γ is not 1-collapsible.
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This example shows that d-collapsibility of ∆d(Γ) is not a sufficient condition for Γ to be d-
collapsible. It is, however, a necessary condition, as we show in Theorem 3.9, which implies, in
particular, that every d-collapsible complex is d-chordal, though the converse is not true in general
(Proposition 3.10(a)). To show Theorem 3.9, we need the following two lemmas.
Lemma 3.7. Let Σ be a d-collapsible simplicial complex on [n] and let E be a subset of [n] with
the property that all facets of Σ containing E have dimension ≤ d− 1. Then Σ \E is d-collapsible.
Proof. If E = ∅, then Σ \ E = ∅ which is d-collapsible by definition. Suppose E 6= ∅. If E /∈ Σ,
then Σ \E = Σ is d-collapsible. Suppose E ∈ Σ and E = E1, . . . , Et is a free sequence of Σ with
dimEi ≤ d− 1 and ΣցE= ∅.
Suppose E = {F ∈ Σ : E ⊆ F}. Then Σ \ E = Σ − E and all maximal elements of E are
facets of Σ with dimension ≤ d− 1.
Suppose r is the smallest element in 1, . . . , t withEr ⊆ G for someG ∈ E . Then E1, . . . , Er−1
is a free sequence in Σ \E, and we have
(Σ \ E)ցE1,...,Er−1=
(
ΣցE1,...,Er−1
)
\E.
So without loss of generality we may assume that r = 1.
We now proceed with induction on the number of faces of Σ. If Σ = ∅, then there is nothing to
prove. Consider Σ = 〈{1}〉 as the base case of induction. Then E = {1} and Σ \ E = ∅ which is
d-collapsible. Let G be a facet of Σ in E containing E1. Then G is a free face of Σ of dimension
≤ d− 1, and by Lemma 3.2, since ΣցE1 is d-collapsible, so is ΣցG. By induction hypothesis
ΣցG \E = Σ \E
is d-collapsible, and we are done.
Lemma 3.8. Let E be a free face of a simplicial complex Γ with dimE ≤ d − 1. Then there is a
free sequence E = E1, . . . , Er of dimension ≤ d− 1 for Σ := ∆d(Γ) such that
ΣցE= Σ \ E.
Proof. If E is a free face of Σ we set E = E and we are done.
Suppose that E is not a free face for Σ and E is contained in a unique facet F of Γ. Then
dimE < d − 1, because if dimE = d − 1, then either E is a facet of Γ in which case it will be
a facet of Σ, or all d-faces of Γ containing E are contained in F , which makes F also the unique
facet of Σ containing E.
Let E1 = {E11 , . . . , E
1
m1
} be the set of (d − 1)-faces of Σ which contain E but are not subsets
of F . Since all d-faces of Γ containing E are in F , there is no face of dimension ≥ d in Σ which
contains E1i for 1 ≤ i ≤ m1. This implies that E
1
i is a facet in Σ for any i. So E
1 gives a free
sequence of Σ.
If F is the only facet in ΣցE1 which contains E, then E is a free face and we set
E = E11 , . . . , E
1
m1
, E so that ΣցE= Σ \ E.
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Otherwise, let E2 be the set of all (d− 2)-faces of ΣցE1 which contain E but are not subsets
of F . Once again, E2 is a free sequence in ΣցE1 , and continuing in this way after a finite number
of steps, we get the free sequence
E = E1, . . . ,Es, E
of Σ of dimension ≤ d− 1 for which ΣցE= Σ \ E.
Theorem 3.9 (The d-closure of a d-collapsible complex is d-collapsible). Let Γ be a d-collapsible
simplicial complex for some d ≥ 1. Then ∆d(Γ) is d-collapsible.
Proof. Let Σ := ∆d(Γ) and r be the length of the shortest free sequence of Γ which d-collapses it
into 〈∅〉. We proceed by induction on r. If r = 0 then Γ = 〈∅〉 and ∆d(Γ) = 〈[n]〉
[d−1], which is
d-collapsible, because the facets are free faces and all of them have dimension< d.
For the general case, suppose E is the first element in the shortest free sequence of length r
for Γ. Then Γ ցE is d-collapsible using a sequence of length r − 1, so by induction hypothesis
∆d(ΓցE) is d-collapsible. Now
Σ \ E = ∆d(ΓցE) \ E = ∆d(ΓցE) \ {G ⊂ [n] : E ⊆ G,dimG ≤ d− 1}.
Since the maximal elements of {G ⊂ [n] : E ⊆ G,dimG ≤ d − 1} are facets of ∆d(Γ ցE)
and no other facet of ∆d(Γ ցE) contains E, Lemma 3.7 implies that Σ \ E is d-collapsible. By
Lemma 3.8, there is a free sequence E = E1, . . . , Et of Σ of dimension < d such that
ΣցE= Σ \E
which implies that Σ is d-collapsible.
Theorem 3.9 has a surprising consequence, combinatorially, but as we will see later, also alge-
braically. For the experts in clutters, Part (b) of the statement below is equivalent to Theorem 4.3 in
Nikseresht’s work [31, Theorem 4.3]. The main observation that is behind the statements below is
that if Σ is d-collapsible, then it is t-collapsible for all t ≥ d.
Proposition 3.10 (d-collapsible implies t-chordal for t ≥ d). Let Γ be a simplicial complex on
[n], and let d ≥ 1.
(a) If Γ is d-collapsible then Γ is t-chordal for all t ≥ d.
(b) If Γ is d-chordal then the simplicial complex ∆d(Γ) is t-chordal for all t ≥ d.
(c) If Γ is a d-closure then Γ is chordal if and only if Γ is d-chordal.
Proof. (a) By the definition of d-collapsibility, we know that Γ is t-collapsible for all t ≥ d. Using
Theorem 3.9, for all t ≥ d, ∆t(Γ) is t-collapsible. Hence by Theorem 3.4, for all t ≥ d, ∆t(Γ) is
t-chordal. Therefore Γ is t-chordal for t ≥ d.
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(b) Since Γ is d-chordal for some d ≥ 1, by Theorem 3.4 the simplicial complex Σ = ∆d(Γ)
is d-collapsible. Hence Σ is t-collapsible for all t ≥ d. Theorem 3.9 implies that ∆t(Σ) is t-
collapsible, and by Theorem 3.4, Σ is t-chordal for all t ≥ d.
(c) Suppose Γ is d-chordal, and let t < d. Since Γ contains all (t + 1)-subsets of [n] we have
∆t(Γ) = 〈[n]〉 which by Lemma 3.5 is t-chordal. For t ≥ d, since Γ = ∆d(Γ) Part (b) implies the
assertion.
Note that in the assumption of Proposition 3.10(a), we cannot replace d-collapsibility of Γ with
d-collapsibility of ∆d(Γ) (or, equivalently, by d-chordality of Γ). Let Γ be a simplicial complex
which is not chordal and let d ≥ 1 be an integer with d < r, where r is the smallest dimension
of the nonfaces of Γ. Then ∆d(Γ) = 〈[n]〉, which is d-chordal and hence by Theorem 3.4 it is
d-collapsible. But since Γ is not chordal, there exists t ≥ r > d such that Γ is not t-chordal.
We now examine the relation between free faces of dimension d − 1 in a simplicial complex Γ
and its d-closure. We saw in Example 3.6 that it is possible for Γ to be d-chordal without having a
free face of dimension d− 1. In other words ∆d(Γ) having a free face of dimension d− 1 does not
imply that Γ has a free face of dimension d− 1. But the converse is true.
Proposition 3.11. Let Γ be a simplicial complex on the vertex set [n], and let E = E1, . . . , Et be a
sequence of (d − 1)-faces of Γ with the property that E1 is a free face in Γ and Ei is a free face in
Γ≀E1,...,Ei−1 for i > 1. Then
(a) E is a simplicial sequence for ∆d(Γ);
(b) If Γ≀E ⊆ 〈[n]〉
[d−1], then E contains a simplicial order for ∆d(Γ).
Proof. (a) Let F be the unique facet in Γ containing E1. Since Γ ⊆ ∆d(Γ) we have F ∈ ∆d(Γ).
Suppose E1 ∪ {v} ∈ ∆d(Γ) for some v ∈ [n] − E. Then E1 ∪ {v} ∈ Γ because any d-face of
∆d(Γ) belongs to Γ. It follows that v ∈ F . Hence F is the only facet containing E1 in∆d(Γ). Thus
E1 is simplicial in∆d(Γ), and by Lemma 2.5 E is a simplicial sequence for ∆d(Γ).
(b) Let E′ be the subsequence of E which contains all elements in E which are not facets in
∆d(Γ). Note that if Ei in E is a facet of ∆d(Γ), then it is a facet in Γ too. Hence Γ≀E1,...,Ei =
Γ≀E1,...,Ei−1 . Now, Part (a) implies that E
′ is a simplicial sequence for ∆d(Γ) and the assertion
follows from the fact that ∆d(Γ) = 〈[n]〉
[d−1], whenever Γ ⊆ 〈[n]〉[d−1].
As promised earlier, in Proposition 3.12 we show that to check chordality, it is enough to check
d-chordality for a finite number of positive integers d. Note that Proposition 3.10(c) can be also
deduced from Proposition 3.12.
Proposition 3.12. Let Γ be a simplicial complex with vertex set [n] and dimension r, let
t = min{dimF : F ⊆ [n], a minimal nonface of Γ}
and
s = max{dimF : F ⊆ [n], a minimal nonface of Γ}.
The following conditions are equivalent.
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(i) Γ is chordal;
(ii) Γ is d-chordal for t ≤ d ≤ min{r, s}.
Proof. The implication (i) =⇒ (ii) follows from the definition of chordality.
For (ii) =⇒ (i), note that if d < t, then since all F ⊂ [n] with dimF = d, are in Γ, we have
∆d(Γ) = 〈[n]〉, which is d-chordal by Lemma 3.5. So Γ is d-chordal for d < t.
If d > r, then there is no d-face in Γ and so we will automatically have ∆d(Γ) = 〈[n]〉
[d−1],
which satisfies condition (∗) and is therefore d-chordal.
Now let min{r, s} = s and d > s. We claim that
∆d(Γ) = ∆d(∆s(Γ)). (2)
Then since by assumption ∆s(Γ) is s-chordal, it follows from Proposition 3.10(b) that ∆d(Γ) is
d-chordal for d ≥ s. This implies that Γ is chordal, as desired.
Next we prove the claim. To do this we show that for d ≥ s
∆d(Γ) = 〈[n]〉
[d−1] ∪∆s(Γ), and (3)
∆d(∆s(Γ)) = 〈[n]〉
[d−1] ∪∆s(Γ). (4)
To prove Equation (3), we first observe that by definition 〈[n]〉[d−1] ⊆ ∆d(Γ), and so we need
to only worry about faces of dimension ≥ d. Let F ⊆ [n] with dimF ≥ d.
If F ∈ ∆d(Γ) then any d-face of F belongs to Γ, and since d ≥ s, it follows that any s-face of
F is in Γ. Hence F ∈ ∆s(Γ).
If F ∈ ∆s(Γ) and F /∈ ∆d(Γ), then there is G ⊆ F with dimG = d and G /∈ Γ. Since the
minimal nonfaces of Γ have dimension ≤ s, there exists H ⊆ G, where H /∈ Γ and dimH = s.
But F ∈ ∆s(Γ), and any s-face of F belongs to Γ, hence H ∈ Γ, a contradiction. So F ∈ ∆d(Γ).
This settles Equation (3).
Now we prove Equation (4). The containment “ ⊇ ” holds by definition. Suppose F ∈
∆d(∆s(Γ)). If dimF < d, then F ∈ 〈[n]〉
[d−1]. If dimF ≥ d, then any d-face G of F be-
longs to ∆s(Γ). Hence any s-face H of G (and hence F ) is in Γ. It follows that F ∈ ∆s(Γ), as
desired. This settles Equation (4).
Equation (2) now follows, and the proof is complete.
The following theorem shows that to check the chordality of a simplicial complex, it is enough
to check its d-collapsibility for one appropriate d.
Theorem 3.13. If Γ is a d-collapsible simplicial complex and dimF ≥ d ≥ 1 for all nonfaces F
of Γ, then Γ is chordal.
Proof. By assumption d ≤ r = min{dimF : F a nonface of Γ}. By Proposition 3.10(a), Γ is
t-chordal for all t ≥ d, and in particular for all t ≥ r, and so from Proposition 3.12, Γ is chordal.
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Example 3.14. We continue with Γ as in Example 2.2. Consider
∆1(Γ) = 〈{1, 2, 4, 5}, {1, 2, 3, 4}〉
calculated in Example 2.2. Then E1 = {5} is contained in only one facet and hence is simplicial.
So
∆1(Γ)≀E1 = 〈{1, 2, 3, 4}〉 ∪ 〈{5}〉.
In order to see Γ is 1-chordal, now it is enough to find a simplicial order for 〈{1, 2, 3, 4}〉. But
it follows from Lemma 3.5 that 〈{1, 2, 3, 4}〉 admits a simplicial order.
The work done in Example 2.4 shows that Γ is 2-chordal.
Since max{dimF : F ⊆ [n], a minimal nonface of Γ} = 2, it follows from Proposition 3.12
that Γ is chordal.
Note that Γ is not 1-collapsible and hence we cannot make use of Theorem 3.13 to prove that Γ
is chordal.
One can even see that the induced subcomplexes of a simplicial complex inherit chordality.
Proposition 3.15 (Chordality of induced subcomplexes). Let Γ be a simplicial complex on the
vertex set [n], d be a positive integer and letW ⊂ [n].
(a) For a face E of Γ one has (Γ \E)W = (ΓW ) \ E.
(b) As simplicial complexes on the vertex setW we have ∆d(Γ)W = ∆d(ΓW ), and in particular
if Γ is a d-closure on [n], then so is ΓW onW .
(c) If E ⊆W is a free face of Γ then E is a free face of ΓW .
(d) If E ⊆W with E ∈ Simp(∆d(Γ)), then E ∈ Simp(∆d(ΓW )).
(e) If Γ is d-chordal then ΓW is d-chordal.
(f) If Γ is chordal then ΓW is chordal.
Proof. (a) We have
F ∈ (Γ \ E)W ⇔ F ⊆W and F ∈ Γ \ E
⇔ F ⊆W, F ∈ Γ and E 6⊆ F
⇔ F ∈ ΓW and E 6⊆ F
⇔ F ∈ (ΓW ) \E.
(b) By definition of d-closure both simplicial complexes ∆d(Γ)W and∆d(ΓW ) contain all sub-
sets ofW of cardinality ≤ d. Let F ⊆W with |F | > d. Then by definition of d-closures
F ∈ ∆d(Γ)W ⇔ all d-faces of F are in Γ⇔ all d-faces of F are in ΓW ⇔ F ∈ ∆d(ΓW )
14
which settles our claim.
(c) Suppose E is contained in the unique facet F of Γ. Since the facets of ΓW are the maximal
elements of {G ∩W : G ∈ Facets(Σ)}, we see that E is contained in the unique facet F ∩W of
ΓW . Hence E is a free face of ΓW .
(d) Follows from Part (b) and Part (c).
(e) Since Γ is d-chordal, Theorem 3.4 implies that ∆d(Γ) is d-collapsible. It follows from [37,
Lemma 2] that ∆d(ΓW ) = ∆d(Γ)W is d-collapsible, and hence by Theorem 3.4 ΓW is d-chordal.
(f) Since Γ is chordal, it is d-chordal for all d ≥ 1. Part (e) implies the assertion.
d-representable complexes
Let A = {A1, A2, . . . , An} be a family of sets. Consider the following family of subsets of A
N(A) := {F ⊂ [n] : ∩i∈FAi 6= ∅}.
This finite family is a simplicial complex which is called the Nerve Complex of A. A simpli-
cial complex which is the nerve complex of some finite family of convex sets in Rd is called d-
representable. One of the main problems regarding nerve complexes is to characterize d-representable
complexes. This problem is solved in case d = 1, see [29]. For d > 1 the problem is still open. The
reader may consult with [37] for more information about d-representable complexes.
Theorem 3.16 (d-representable complexes are d-chordal). Let Γ be a d-representable simplicial
complex on the vertex set [n]. Then ∆d(Γ) = Γ ∪ 〈[n]〉
[d−1]. Moreover, Γ is d-chordal.
Proof. The inclusion Γ ∪ 〈[n]〉[d−1] ⊆ ∆d(Γ) always holds. For the converse, we use a celebrated
theorem of Helly, [19], which states that if each d + 1 members of a finite family of at least d + 1
convex sets in Rd have nonempty intersection, then the whole family intersects. This implies that if
F ⊂ [n], |F | ≥ d+ 1 and each (d+ 1)-subset of F belongs to Γ, then F ∈ Γ. Hence any t-face of
∆d(Γ) with t ≥ d is a face in Γ. It follows that ∆d(Γ) ⊆ Γ ∪ 〈[n]〉
[d−1]. This proves the equality.
Wegner [37] proved that d-representable complexes are d-collapsible, so Γ is d-collapsible, and
by Theorem 3.9, ∆d(Γ) is d-collapsible as well. Now Theorem 3.4 yields the result.
Remark 3.17. The converse of Theorem 3.16 does not hold in general. Let Γ be a simplicial com-
plex of dimension < d which is not d-representable, for example the complex C2 in [37, Figure 2].
Then ∆d(Γ) = 〈[n]〉
[d−1] and hence Γ is d-chordal by definition.
The converse of Theorem 3.16 is not true even for d-closures: there are simple examples of d-
closures which are d-chordal but not d-representable: Figure 2 illustrates a chordal graph which can
be viewed as a 1-closure simplicial complex (and hence 1-chordal). But since it is not an interval
graph it is not 1-representable.
Also, it is possible for a simplicial complex to not be d-representable, while its d-closure is d-
representable. For example, 〈[n]〉[d−1] which is d-closure of all simplicial complexes of dimension
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Figure 2: A 1-chordal 1-closure which is not 1-representable
< d is d-representable: Let A = {A1, . . . , An}, where Ai are affine hyperplanes in Rd. Then any
d of them intersect in a point, and no d + 1 of them intersect, as the dimension of the intersection
reduces by one each time we intersect with a new affine hyperplane. Hence 〈[n]〉[d−1] = N(A).
4 Applications to monomial ideals
We now apply the combinatorial results in the previous sections to minimal free resolutions of
monomial ideals. Let I be a square-free monomial ideal in the polynomial ring K[x1, . . . , xn] over
a fieldK , with Stanley-Reisner complex Γ. We write I〈j〉 for the ideal generated by all homogeneous
polynomials of degree j belonging to I . We say that I is componentwise linear [20] if I〈j〉 has a
linear resolution for all j. Componentwise linear ideals generalize ideals with linear resolution, in
the sense that an ideal with linear resolution is componentwise linear: if I is generated in a fixed
degree d and has linear resolution, then all I〈k〉 have linear resolutions. This is the perspective we
take when chordality is being considered; see Proposition 3.12.
If I is a square-free monomial ideal, then by I[j] we mean the square-free monomial ideal
generated by all the square-free monomials of degree j belonging to I . The ideal I is called square-
free componentwise linear if I[j] has a linear resolution for all j. Herzog and Hibi [20] proved that
a square-free monomial ideal is componentwise linear if and only if it is square-free componentwise
linear.
For E ⊆ [n], we set
xE =
∏
i∈E
xi.
The main tool used in this section is examining, for a free face E of Γ, how adding xE to the
generating set of I affects the Betti numbers of I . As a consequence, among other things, we are
able to produce large classes of componentwise linear ideals.
We begin with some basic observations.
Lemma 4.1. Let I be a square-free monomial ideal inK[x1, . . . , xn],K a field, and let Γ = N (I).
(a) N (I[d+1]) = ∆d(Γ) for all d.
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(b) If E ⊆ [n], then N (I + (xE)) = Γ \E.
(c) If E is a free face of Γ, then N (I + (xE)) = ΓցE .
Proof. (a) First note that both N (I[d+1]) and ∆d(Γ) contain all possible faces of dimension < d.
Suppose F ⊆ [n] and |F | ≥ d+ 1. Then
F ∈ N (I[d+1]) ⇐⇒ xF /∈ I[d+1]
⇐⇒ ∀G ⊆ F with |G| = d+ 1,xG /∈ I[d+1]
⇐⇒ ∀G ⊆ F with |G| = d+ 1, G ∈ Γ
⇐⇒ F ∈ ∆d(Γ).
(b) If σ ⊆ [n], then
σ ∈ N (I + xE) ⇐⇒ xσ /∈ (I + xE) ⇐⇒ xσ /∈ I and xE ∤ xσ ⇐⇒ σ ∈ Γ \E.
(c) This statement follows directly from Part (b).
We now turn to the effect of the operation of d-collapsing on the reduced homology modules
of a simplicial complex. It is well known that simplicial collapsing preserves reduced homology
modules (see for example [28, Theorem 6.6, Definition 6.13 and Proposition 6.14]). In the special
case of d-collapsing this is true only for higher reduced homology modules, since we allow facets
as free faces.
We write a proof for this fact, since we could not find one in the literature, but it is folklore (see
also [6, Proposition 2.3]).
Proposition 4.2. If Γ is a simplicial complex with a free face E, then
H˜i(Γ;K) ∼= H˜i(ΓցE;K) for i >
{
dimE E ∈ Facets(Γ)
0 E /∈ Facets(Γ).
Proof. This follows from a simple application of the Mayer-Vietoris sequence: if F is the unique
facet in Γ containing E, then 〈F 〉 = 〈E〉 ∗ 〈G〉, where the operation ∗ denotes simplicial join and
G = F − E. Then, setting Γ′ = ΓցE , we have:
Γ′ ∪ 〈F 〉 = Γ and Γ′ ∩ 〈F 〉 = ∂(E) ∗ 〈G〉,
where ∂(E) is the boundary complex of E. The Mayer-Vietoris sequence (e.g. [28, Theorem 5.17])
gives
· · ·→ H˜i(∂(E)∗〈G〉;K)→H˜i(Γ
′;K)⊕H˜i(〈F 〉;K)→H˜i(Γ;K)→H˜i−1(∂(E)∗〈G〉;K) →· · · .
(5)
Note that H˜i(〈F 〉;K) = 0 for all i. If G 6= ∅, then ∂(E) ∗ 〈G〉 is a cone and hence acyclic, and
(5) gives the isomorphism of the homology modules for all i > 0 (this is the better-known case of
an elementary collapse). If G = ∅ (this is the case when E is a facet of Γ), then the same argument
gives us the isomorphism of the homology modules for i > dimE.
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Our statement about Betti numbers in Theorem 4.4 is a generalization of [7, Theorem 2.1]. For
the proof we will need the following statement form [20].
Lemma 4.3 ([20, Lemma 1.2]). Let I ⊂ S be a graded ideal, and for a nonnegative integer k let
I≤k denote the ideal generated by all homogeneous polynomials of I whose degree is less than or
equal to k. Then for all k and all j ≤ k we have
βi,i+j(I) = βi,i+j(I≤k).
Theorem 4.4 (Betti numbers from free faces). Let I be a square-free monomial ideal of S =
K[x1, . . . , xn] where K is a field, Γ = N (I), and E ⊆ [n] with |E| = d.
(a) If E is a free face of Γ, then for every i
βi,i+j(I + (xE)) = βi,i+j(I) for all j 6= d, d + 1.
Moreover, if E /∈ Facets(ΓW ) for everyW ⊆ [n] with |W | = a > 2, then
βi,i+j(I + (xE)) = βi,i+j(I)
for all i and all j > 2 such that i+ j = a.
(b) If E is a free face of Γ or of ∆d(Γ) and
d+ 1 ≥ max{deg u : u a minimal generator of I}
and A ⊆ [n]− E such that E ∪ {m} ∈ Γ for allm ∈ A, then for every i we have
βi,i+j(I + (xmxE : m ∈ A)) = βi,i+j(I) for all j 6= d+ 1. (6)
Moreover, if I is minimally generated by monomials of degree d+ 1, and
E /∈ Facets((N (I + (xmxE : m ∈ A)))W )
for everyW ⊆ [n] with |W | = a > 2, then
βi,i+j(I + (xE)) = βi,i+j(I + (xmxE : m ∈ A)) = βi,i+j(I) (7)
for all i and all j > 2 such that i+ j = a.
Proof. (a) By Hochster’s formula [25](See also [22, Theorem 8.1.1]) and Lemma 4.1(c), for all i
and j
βi,i+j(I + (xE)) =
∑
W⊆[n]
|W |=i+j
dimK H˜j−2(N (I + (xE))W ;K)
=
∑
W⊆[n]
|W |=i+j
dimK H˜j−2((ΓցE)W ;K).
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If E 6⊆ W , then by abuse of notation ΓW ցE= ΓW . If E ⊆ W , then by Proposition 3.15
Parts (c) and (a), E is a free face of ΓW , and (ΓցE)W = (ΓW )ցE . By Proposition 4.2
βi,i+j(I + (xE)) =
∑
W⊆[n]
|W |=i+j
dimK H˜j−2(ΓW ;K) = βi,i+j(I) (8)
for j > d+ 1.
Since deg xE = d we have I≤d−1 = (I + (xE))≤d−1. Hence by Lemma 4.3
βi,i+j(I) = βi,i+j(I≤d−1) = βi,i+j((I + (xE))≤d−1) = βi,i+j(I + (xE))
for all i and all j ≤ d− 1.
Moreover, if for everyW with |W | = a > 2we haveE /∈ Facets(ΓW ), then using Equation (8)
and by Proposition 4.2
βi,i+j(I + (xE)) = βi,i+j(I)
for all i and all j > 2 such that i+ j = a.
(b) We first deal with the case where all generators of I have degree d+ 1. Let
Γ = ∆d(Γ) = 〈G1, . . . , Gt〉
where Gt is the unique facet of Γ containing E, and let
Σ = Γ \ F1 \ · · · \ Fr,
where Fk = E ∪ {mk} for each mk ∈ A. Now
Σ = 〈G1, . . . , Gt−1〉 ∪ 〈Gt − {i} : i ∈ E〉 ∪ 〈Gt −A〉.
It follows that E is uniquely contained in Gt − A, and hence it is a free face of Σ. Applying
Part (a) to Σ, we see that
βi,i+j(N (Σ)) = βi,i+j(N (Σ) + (xE)) for all i and all j > d+ 1. (9)
On the other hand, ΣցE= ΓցE . Therefore,
N (Σ) + (xE) = N (ΣցE) = N (ΓցE) = I + (xE). (10)
This implies that for all i and all j > d+ 1,
βi,i+j(I) = βi,i+j(I + (xE)) (using Part (a))
= βi,i+j(N (Σ) + (xE)) (using Equation (10))
= βi,i+j(N (Σ)) (using Equation (9))
= βi,i+j(I + (xmxE : m ∈ A)) (using Lemma 4.1(b)).
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Since the ideals I and I+(xmxE : m ∈ A) are minimally generated in degree d+1 they both
have Betti numbers equal to 0 when j ≤ d.
ForW ⊆ [n] if we have E /∈ Facets(ΣW ), then E /∈ Facets(ΓW ). Hence if for everyW with
|W | = a > 2 we have E /∈ Facets(ΓW ), then
βi,i+j(I + (xE)) = βi,i+j(I + (xmxE : m ∈ A)) = βi,i+j(I)
for all i and all j > 2 such that i+ j = a.
This settles the equigenerated case. Now suppose all generators of I have degree ≤ d + 1. By
Lemma 4.1(a), ∆d(Γ) = N (I[d+1]). Observe that if E is free in Γ, then it is also a free face of
∆d(Γ), otherwise it would be contained in at least two facets of Γ which would contradict it being
free. By our discussions above
βi,i+j(I[d+1]) = βi,i+j(I[d+1] + (xE)) = βi,i+j(I[d+1] + (xmxE : m ∈ A)), (11)
for all i and all j 6= d, d+ 1.
Set t = max{deg u : u minimal generator of I}. It is proved in [6, Lemma 4.2] that if
d+ 1 ≥ t, then for all i and all j > d+ 1
βi,i+j(I) = βi,i+j(I[d+1]). (12)
It follows from Equation (11) and Equation (12) that for all i and all j > d+ 1
βi,i+j(I) = βi,i+j(I[d+1] + (xmxE : m ∈ [n]−E)). (13)
Let J := I + (xE). Then
J[d+1] = I[d+1] + (xmxE : m ∈ [n]− E).
So by Equation (13) for all i and all j > d+ 1
βi,i+j(I) = βi,i+j(J[d+1]). (14)
Now set s = max{deg u : u minimal generator of J}. Since degxE = d we have t ≥ s and
hence d+ 1 ≥ s. Again [6, Lemma 4.2] implies that for all i and all j > d+ 1
βi,i+j(J) = βi,i+j(J[d+1]). (15)
Equation (14) and Equation (15) yield the following result
βi,i+j(I) = βi,i+j(I + (xE)) for all i and all j > d+ 1. (16)
By Lemma 4.3, Equation (16) also holds for j ≤ d− 1.
Now let L = I + (xmxE : m ∈ A) for A ⊆ [n]− E. Then
L[d+1] = I[d+1] + (xmxE : m ∈ A).
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Using Equation (11) and Equation (12) one has
βi,i+j(L[d+1]) = βi,i+j(I) for all i and all j > d+ 1. (17)
Since d+ 1 ≥ max{deg u : u minimal generator of L}, by [6, Lemma 4.2] we have
βi,i+j(L) = βi,i+j(L[d+1]) for all i and all j > d+ 1. (18)
Consequently, using Equation (17) and Equation (18)
βi,i+j(I + (xmxE : m ∈ A)) = βi,i+j(I), for all i and all j > d+ 1. (19)
Now
I≤d = (I + (xmxE : m ∈ A))≤d and I≤d−1 = (I + (xE))≤d−1
so our assertions follows from Lemma 4.3.
Recall that for a graded ideal I of the polynomial ring S the regularity of I the maximum of
all j such that βi,i+j(I) 6= 0.
Corollary 4.5 (Adding generators to componentwise linear ideals). Let I be a square-free mono-
mial ideal in K[x1, . . . , xn], and suppose the degree of each minimal monomial generator of I is
≤ d + 1. Let E be a (d − 1)-dimensional free face of Γ := N (I) or ∆d(Γ), and A ⊆ [n] − E,
A 6= ∅, with E ∪ {m} ∈ Γ for eachm ∈ A. If I is componentwise linear, then
I + (xmxE : m ∈ A)
is componentwise linear of regularity d+ 1.
Proof. We show that (I + (xmxE : m ∈ A))[k] has k-linear resolution for all k.
If k < d+ 1 we have
(I + (xmxE : m ∈ A))[k] = I[k],
and since the latter has linear resolution, we are done. Suppose k ≥ d+ 1. Then
(I + (xmxE : m ∈ A))[k] =
(
m
k−d−1(I[d+1] + (xmxE : m ∈ A))
)sq
, (20)
where mk−d−1 denotes (k − d − 1)-st power of the graded maximal ideal m of S and by Jsq we
mean the ideal generated by square-free generators of J .
By Theorem 4.4(b) for all i and all j 6= d+ 1
βi,i+j(I[d+1] + (xmxE : m ∈ A)) = βi,i+j(I[d+1]) = 0.
Therefore I[d+1] + (xmxE : m ∈ A) has a (d + 1)-linear resolution. It follows from [22,
Lemma 8.2.10] that
J = mk−d−1
(
I[d+1] + (xmxE : m ∈ A)
)
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has a k-linear resolution. Therefore, the square-free component Jsq of J has k-linear resolution [22,
Proposition 8.2.17], and so by Equation (20) (I + (xmxE : m ∈ A))[k] has a k-linear resolution as
desired.
By [22, Corollary 8.2.14] the regularity of the componentwise linear ideal I+(xmxE : m ∈ A)
is the highest degree of its minimal generators, which in this case is equal to d+ 1.
Theorem 4.6 (Chordal complexes produce componentwise linear ideals). Let I be a nonzero
square-free monomial ideal, d a positive integer and let Γ = N (I). Then, over all fields, we have
(a) If Γ is d-chordal, then I[d+1] = N (∆d(Γ)) has a (d+1)-linear resolution ([7, Theorem 3.3]).
(b) If Γ is d-chordal andW ⊆ [n], then N (ΓW )[d+1] has a (d+ 1)-linear resolution.
(c) If Γ is d-collapsible, then I[d+1] = N (∆d(Γ)) has (d+ 1)-linear resolution.
(d) If Γ is d-representable, then I[d+1] = N (∆d(Γ)) has (d+ 1)-linear resolution.
(e) If Γ is chordal, then I is componentwise linear.
(f) If Γ is d-chordal for all t − 1 ≤ d ≤ s − 1 where t and s are, respectively, the smallest and
the largest degrees of the minimal monomial generators of I , then I is componentwise linear.
(g) If Γ is d-collapsible and deg u > d for all u ∈ I , then I is componentwise linear.
(h) If Γ is d-representable and deg u > d for all u ∈ I , then I is componentwise linear.
(i) If Γ is chordal andW ⊆ [n], then N (ΓW ) is componentwise linear.
Proof. (a) By Lemma 4.1(a) N (I[d+1]) = ∆d(Γ). Since Γ is d-chordal, ∆d(Γ) admits a simpli-
cial order E = E1, . . . , Et. It follows from Theorem 4.4(a) that for all i and all j > d+ 1
βi,i+j(I[d+1]) = βi,i+j(I + (xE1 , . . . ,xEt)) = βi,i+j(N (〈[n]〉
[d−1]))
The ideal N (〈[n]〉[d−1]), generated by all square-free monomials of degree d + 1 in S, has
(d+ 1)-linear resolution over all fields (Herzog and Hibi [21]). Hence βi,i+j(I[d+1]) = 0 for
all i and all j > d+1. Since I[d+1] is generated by monomials of degree d+1, for each i, the
ith syzygies are of degree ≥ i + d+ 1, and so βi,i+j(I[d+1]) = 0 for all i and all j < d + 1.
Therefore I[d+1] has (d+ 1)-linear resolution over all fields.
(b) Follows from Part (a) and Proposition 3.15(e).
(c) Follows from Part (a), Theorem 3.4, and Theorem 3.9.
(d) Follows from Part (a) and Theorem 3.16.
(e) By assumption Γ is d-chordal for all d ≥ 1. Hence I[d+1] has (d + 1)-linear resolution over
all fields using Part (a). Since by [22, Proposition 8.2.17] a square-free monomial ideal I
is componentwise linear if and only if I is square-free componentwise linear, our assertion
follows.
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(f) Follows from Part (e) and Proposition 3.12.
(g) Follows from Part (e) and Theorem 3.13.
(h) Follows from Part (g), and the fact that d-representable complexes are d-collapsible [37].
(i) Follows from Part (e) and Proposition 3.15(f).
Note that one can prove Theorem 4.6(a) independently: Since Γ is d-chordal, ∆d(Γ) is d-
collapsible using Theorem 3.4. It is shown in [37, Lemma 3] that any d-collapsible complex is
d-Leray. Hence H˜j(∆d(Γ)W ;K) = 0 for all j ≥ d. This yields the desired conclusion.
The following example, which was suggested by Eric Babson in a communication with Ali
Akbar Yazdan Pour [4], shows that the converses of none of the parts of Theorem 4.6 holds.
Example 4.7. Let Γ be a triangulation of a Dunce hat, see Figure 3, and let Σ := ∆2(Γ) be its 2-
closure. Then it is seen that Σ is not 2-collapsible, and hence it is not 2-chordal or 2-representable,
while N (Σ) has 3-linear resolution over all fields.
1
1 1
3
2 2
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Figure 3: A triangulation of the Dunce hat
In the next section we show that the Betti numbers of all componentwise linear ideals appear as
Betti numbers of Stanley-Reisner ideals of chordal complexes.
Cohen-Macaulay properties
Let Γ be a simplicial complex on the vertex set [n], I = N (Γ) be an ideal of S = K[x1, . . . , xn]
where K is a field, and letK[Γ] = S/I be the Stanley-Reisner ring of Γ.
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A pure complex Γ is called Cohen-Macaulay over K if K[Γ] is a Cohen-Macaulay ring, or,
equivalently, by Eagon and Reiner [15, Theorem 3], if I∨ = N (Γ∨) has a linear resolution.
Stanley [34] generalized the Cohen-Macaulay property to all simplicial complexes, calling this
new class of complexes sequentially Cohen-Macaulay. In Duval’s [14] characterization, the com-
plex Γ is sequentially Cohen-Macaulay over K if and only if Γ[d] is Cohen-Macaulay (over K) for
all d ≤ dimΓ . Herzog and Hibi [20, Theorem 2.1(a)] then extended the criterion of Eagon and
Reiner showing that a square-free monomial ideal I is componentwise linear if and only if N (I)∨
is sequentially Cohen-Macaulay.
Combining these facts with Corollary 4.5 and Theorem 4.6, we make the following observation.
Corollary 4.8 (Chordal complexes have sequentially Cohen-Macaulay duals). Let Γ be a sim-
plicial complex on [n]. If Γ is either d-chordal or d-collapsible or d-representable, then (Γ∨)[n−d−2]
is Cohen-Macaulay. In particular, if Γ is chordal, then Γ∨ is sequentially Cohen-Macaulay.
Proof. Setting I = N (Γ), it follows from [17, page 131] that
I[d+1] = N (((Γ
∨)[n−d−2])∨).
Hence I[d+1] has linear resolution if and only if (Γ
∨)[n−d−2] is Cohen-Macaulay. Our statements
now follow from Theorem 4.6.
5 More chordal complexes and Betti tables of componentwise linear
ideals
In this section we focus on well-known classes of componentwise linear ideals with, and of simpli-
cial complexes which arise from them. It is still not known whether Alexander duals of shellable
complexes (Bjo¨rner and Wachs [8]), which provide a large class of componentwise linear ideals
containing most other such ideals, are chordal (see Herzog and Hibi [20], and also Eagon and
Reiner [15]).
We also show in this section that the Betti table of every componentwise linear ideal is equal to
that of the Stanley-Reisner ideal of a chordal complex.
5.1 Alexander duals of vertex decomposable complexes
One large class of ideals with linear resolution is the class of Stanley-Reisner ideals of the Alexan-
der duals of vertex decomposable complexes (Bjo¨rner and Wachs [9], Provan and Billera [33]).
Nikseresht [31] showed that if a pure d-dimensional simplicial complex on n vertices is vertex de-
composable, then its Alexander dual is (n− d− 2)-chordal. Here we use this result to show that the
Alexander dual of any vertex decomposable simplicial complex is chordal.
The main idea is that, similar to the property of sequential Cohen-Macaulayness, vertex decom-
posability of a simplicial complex reduces to that of its pure skeletons, [38, Lemma 3.10].
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Definition 5.1 (vertex decomposable simplicial complex). A simplicial complex Γ on the vertex
set [n] is called vertex decomposable if it is a simplex, including ∅ and {∅}, or it contains a vertex
v such that
(i) v is a shedding vertex of Γ, i.e no face of linkΓ(v) is a facet of Γ \ {v}, and
(ii) both Γ \ {v} and linkΓ(v) are vertex decomposable.
Nikseresht [31, Lemma 3.1] shows that for a pure d-dimensional complex ∆, a vertex v is a
shedding vertex if and only if ∆ \ {v} is also pure of dimension d. This fact will be used in the
arguments below.
Theorem 5.2 (Alexander duals of vertex decomposable complexes are chordal). Let Γ be a
vertex decomposable complex on [n]. Then its Alexander dual Γ∨ is chordal.
Proof. Let d ≥ 1. We need to show that ∆d(Γ
∨) is d-chordal. From [17, page 131], we have that
N ((Γ[n−d−2])∨) = N (Γ∨)[d+1]
which by Lemma 4.1 implies that
(Γ[n−d−2])∨ = ∆d(Γ
∨).
Woodroofe proves in [38, Lemma 3.10] that all the skeletons of a vertex decomposable simpli-
cial complex are vertex decomposable. Since Γ is vertex decomposable, it follows that Γ[n−d−2]
is vertex decomposable too. On the other hand Nikseresht [31, Theorem 3.10] proved that the
dual of any pure t-dimensional vertex decomposable complex is (n − t − 2)-chordal. Therefore(
Γ[n−d−2]
)∨
= ∆d(Γ
∨) is d-chordal, as desired.
5.2 Square-free (strongly) stable ideals
Square-free stable ideals, defined by Aramova, Herzog and Hibi [3] form a large class of componen-
twise linear ideals. This class contains the class of square-free strongly stable ideals and lexsegment
ideals.
For a monomial u ∈ S = K[x1, . . . , xn] we define m(u) = max{i : xi | u}. A square-free
monomial ideal I is called square-free stable if for all square-free monomials u ∈ I
xi
(
u
xm(u)
)
∈ I for all i < m(u) such that xi ∤ u,
and I is called square-free strongly stable if for all square-free monomials u ∈ I and xj | u
xi
(
u
xj
)
∈ I for all i < j such that xi ∤ u.
It turns out that the defining property for square-free (strongly) stable ideals I needs only be checked
for the monomials in the minimal monomial generating set G(I) [22, Problem 6.9].
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Theorem 5.3 (Stanley-Reisner complexes of square-free stable ideals are chordal). Let I be a
square-free stable ideal in S = K[x1, . . . , xn], K a field. Then N (I) is chordal.
Proof. First note that for each d ≥ 1 the ideal I[d+1] is square-free stable, for if u ∈ G(I[d+1]) ⊆ I
and i < m(u) with xi 6 |u, the monomial xi(u/xm(u)) ∈ I and deg(xi(u/xm(u))) = d + 1 which
implies that xi(u/xm(u)) ∈ I[d+1]. By Nikseresht and Zaare-Nahandi’s work [32, Theorem 2.5] the
complex ∆d(N (I)) = N (I[d+1]) is d-chordal. Therefore N (I) is chordal.
Recall that a simplicial complex Γ is called shifted if for any face F ∈ Γ, any i ∈ F and j ∈ [n]
with j > i one has (F − {i}) ∪ {j} ∈ Γ.
Theorem 5.3 in particular implies that square-free strongly stable ideals have chordal Stanley-
Reisner complexes. This statement can also be deduced from the fact that and ideal I is square-
free strongly stable if and only if (N (I))∨ is shifted, and therefore vertex decomposable by [9,
Theorem 11.3]. Hence N (I) is chordal by Theorem 5.2.
We now show that the study of the Betti tables of componentwise linear ideals reduces to the
study of the Betti tables of Stanley-Reisner ideals of chordal complexes, generalizing a similar result
of Bigdeli and coauthors in the case of equigenerated ideals [5, Theorem 3.3].
For the proof we use the square-free operator [22] which takes a monomial u = xi1xi2 · · · xit ∈
S with i1 ≤ · · · ≤ it, to the square-free monomial u
σ = xi1xi2+1 · · · xit+(t−1). If I is a monomial
ideal with G(I) = {u1, . . . , um}, then I
σ is the square-free monomial ideal
Iσ = (uσ1 , . . . , u
σ
m).
Theorem 5.4 (Chordal complexes give Betti tables of all componentwise linear ideals). Let K
be a field and I ⊂ S = K[x1, . . . , xn] be a graded ideal which is componentwise linear. Then there
exists a chordal complex Γ such that the Betti table of I coincides with that of N (Γ).
Proof. It follows from Herzog and coauthors [23, Proposition 2.1] that the Betti table of a com-
ponentwise linear ideal I coincides with the Betti table of a strongly stable ideal J (not neces-
sarily square-free). By [22, Lemma 11.2.5] Jσ is square-free strongly stable. Moreover, [22,
Lemma 11.2.6] implies that Jσ has the same Betti table as of J . Hence the Betti tables of I and Jσ
coincide. Since square-free strongly stable ideals are square-free stable, Theorem 5.3 implies that
N (Jσ) is chordal, as desired.
5.3 Square-free Gotzmann ideals
A homogeneous ideal I in a polynomial ring S = K[x1, . . . , xn] over a field K is a Gotzmann
ideal if its “growth” in degrees is similar to a lex ideal. More precisely, let S1 be the first graded
piece of S (generated by x1, . . . , xn as a K-vector space), and similarly, let Iu be the u-th graded
piece of I (generated by all degree u monomials in I), and L be a lex ideal with the same Hilbert
function as I . Then I is Gotzmann if and only if dimK(S1Iu) = dimK(S1Lu) for all u ≥ 0.
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Herzog and Hibi [20] proved that Gotzmann monomial ideals are componentwise linear. Below
we use a characterization of Gotzmann square-free monomial ideals due to Hoefel and Mermin [27]
to show that the Stanley-Reisner complex of these ideals is chordal.
Theorem 5.5 (Hoefel [26], Theorem 5.9; Hoefel-Mermin [27], Theorem 3.9). Let K be a field,
S = K[x1, . . . , xn] and ideal I be a square-free monomial ideal in S. Then I is a Gotzmann ideal
if and only if I is generated by one variable or
I = m1(z1,1, . . . , z1,r1) +m1m2(z2,1, . . . , z2,r2) + · · ·+m1m2 · · ·ms(zs,1, . . . , zs,rs)
for some square-free monomialsm1, . . . ,ms and variables zi,j all having pairwise disjoint support
and satisfying
• deg(mi) ≥ 1 for 1 < i ≤ s,
• ri ≥ 1 for 1 ≤ i < s,
• rs 6= 1 and
• deg(ms) ≥ 2 when rs = 0.
Theorem 5.6 (Gotzmann ideals are chordal). Let I be a Gotzmann square-free monomial ideal
in S = K[x1, . . . , xn], K a field. Then N (I) is chordal.
Proof. With notation as in Theorem 5.5, let
I = m1(z1,1, . . . , z1,r1) +m1m2(z2,1, . . . , z2,r2) + · · ·+m1m2 · · ·ms(zs,1, . . . , zs,rs),
wheremi = yi,1 · · · yi,ti for 1 ≤ i ≤ s, and all the zi,j and yi,j are distinct variables in {x1, . . . , xn}.
Now we re-order the variables, so that setting αi =
i−1∑
j=1
tj + rj for i > 1 and α1 = 0, for
1 ≤ i ≤ s we have
xαi+1 = yi,1, . . . , xαi+ti = yi,ti , xαi+ti+1 = zi,1, . . . , xαi+ti+ri = z1,ri .
So the relabeled form of I is
m′1(xt1+1, . . . , xt1+r1) + · · ·+m
′
1m
′
2 · · ·m
′
s(xαs+ts+1, . . . , xαs+ts+rs),
wherem′i = xαi+1 · · · xαi+ti for 1 ≤ i ≤ s.
This latter ideal is clearly square-free strongly stable. To see this, take any monomial generator
of the formM = m′1m
′
2 · · ·m
′
vxαv+tv+u. Suppose xi|M , j < i and xj ∤M . Then j = αw+ tw+ l,
where w ≤ v and
{
1 ≤ l < u if w = v,
1 ≤ l ≤ rw if w < v.
Sincem′1m
′
2 · · ·m
′
wxαw+tw+l is a generator, the monomial xj(M/xi) = m
′
1m
′
2 · · ·m
′
vxαw+tw+l
belongs to I , and we are done.
Now N (I) is isomorphic to the Stanley-Reisner complex of a square-free strongly stable ideal,
and is therefore chordal by Theorem 5.3.
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Theorem 5.6 can also be proved directly, because of the nice inductive structure that square-free
Gotzmann ideals have.
6 Further questions and remarks
Remark 6.1. It is well-known [13] that any chordal graph has at least two simplicial vertices.
Equivalently, the flag complex of a chordal graph (which is a 1-closure) has at least two simplicial
faces which are not facets. One may ask if the same holds for the d-closure of an arbitrary d-
chordal simplicial complex. Theorem 2.3 of [1] implies that for any d > 1 there is a d-dimensional
simplicial complex Γ which is d-collapsible and has only one free face E of dimension d− 1 which
is not a facet. It turns out that E, being contained in a single d-dimensional facet of Γ, is a simplicial
face of ∆d(Γ) which is not a facet. By Theorem 3.9, we know that ∆d(Γ) is d-collapsible. Now
Theorem 3.4 implies that ∆d(Γ) is d-chordal with E as its non-facet simplicial face.
Figure 4 is an example of the complexes constructed in Theorem 2.3 of [1]. It is a 2-dimensional
2-collapsible complex Γ with {1, 2} as its unique free face. Then ∆2(Γ) = Γ ∪ {{3, 5}, {5, 7}} is
2-chordal with {1, 2} as a simplicial face, by above argument. It is easy to check that indeed, {1, 2}
is the unique non-facet simplicial face of the complex ∆2(Γ). So the answer to the above question
is negative in general.
2 3 1
7
3
4 6
3
5
1 2
Figure 4: A 2-chordal complex with {1, 2} as the unique simplicial (non-facet) face of its 2-closure
Remark 6.2. The class of d-chordal complexes includes nonshellable ones. Setting Γ to be the
triangulation of the dunce hat in Figure 3, it is well known that Γ is a Cohen-Macaulay non-shellable
complex while [7, Example 3.14] implies that Γ∨, which is a 4-closure, is chordal.
The following question is then a natural one.
Question 6.3. A large combinatorial class of simplicial complexes whose Stanley-Reisner ideals
are componentwise linear are Alexander duals of shellable complexes. Are duals of shellable com-
plexes chordal? Since shellability reduces to the pure skeletons [8, Theorem 2.9], it is enough to
ask the question in pure case. Equivalently one can ask: is the Stanley-Reisner complex of an
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ideal equigenerated in degree d + 1 with linear quotients ([24]) d-chordal? (See also [22, Proposi-
tion 8.2.5].)
Question 6.4. Not all free faces of a d-collapsible complex Γ can be the starting face of a free
sequence which reduces Γ to ∅. Tancer [35] constructs d-collapsible complexes Γ with a free face
E (which he calls a “bad” face) such that Γ ցE is not d-collapsible. What about the case of d-
chordal complexes: given a d-chordal d-closure Γ and a simplicial face E, is Γ≀E always d-chordal?
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