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PREAMBLE 
The long line and the long ray are the two best known examples of non- 
metrizable manifolds, as well as being the only Hausdorff, connected, 
nonmetrizable l-manifolds. It has long been known that they admit 
smoothings, and that these can even be real-analytic [K,; S, Appendix A]. 
Until now it was an unsolved problem whether the smoothings were 
unique up to diffeomorphism. This paper solves this by giving 2” mutually 
non-diffeomorphic smoothings, the maximum number possible. The non- 
diffeomorphism follows from non-homeomorphism of the associated 
tangent bundles, and, in some cases, from differences in their elementary 
topological properties. 
* Research partially supported by an SERC grant (United Kingdom) while at the 
University of Oxford (January-June 1986) and by NSF Grants (U.S.A.) MCS-7813270, 
MCS-8003004, DMS-8503391, and DMS-8703008. 
129 
0001~8708/92 $9.00 
Copyright 0 1992 by Academic Press, Inc. 
All rights of reproductmn in any form reserved. 
130 P. J. NYIKOS 
These tangent bundles are two-dimensional and thus perhaps easier 
to visualize and analyze than tangent bundles for higher dimensional 
manifolds. The smoothings utilize embeddings of initial segments of the 
long ray into the real line and so require less sophistication than previous 
instances of manifolds admitting of more than one smoothing. 
As manifolds, the tangent bundles exhibit a large variety of different 
topological properties, many of which have been studied extensively in 
other connections. We use such properties to aid in the analysis of the 
manifolds and also solve some more abstract topological problems by 
showing the existence of these manifolds. However, the author hopes that 
the construction of this array of smoothings will be of interest not only to 
general topologists, but also to all mathematicians who are interested in 
tangent bundles. 
INTRODUCTION 
The tangent bundle T of the long ray L+ depends upon the smoothing 
one places on it. Some properties are common to all smoothings: T is a 
2-manifold with a continuous projection rr onto L+ making it locally like 
L+ x Iw but globally very different. It has a subspace of zero vectors 
homeomorphic to L +, upon whose removal it falls apart into 
homeomorphic submanifolds T+ and T -, which do not contain any copy 
of Lf. 
Among the examples obtained without special axioms (beyond ZFC) are 
2’l smoothings whose T are pairwise non-homeomorphic and whose T+ 
are Moore spaces. Some later examples have the property that every real- 
valued continuous function is constant outside a bounded set. This is 
shown equivalent in general to every section from L+ to T being eventually 
zero, and to an internal property of T + called oi -pseudocompactness: 
every discrete collection of open subsets is countable. On the other hand, 
if T + is Moore, then there are real-valued C” functions which are zero 
only on a nowhere dense set. Also, there are examples with sections zero 
only on a locally countable subset of L+. 
Section 1 establishes notation and recalls some elementary material 
about smoothings, relating it to the particular space L+. In Section 2 we 
present six classes of smoothings, and in Section 3 we construct examples 
in the six classes. These include normal and also non-normal T with T + 
a Moore space, and (necessarily non-normal) T with T+ containing copies 
of oi. Section 4 is concerned with verifying these properties, and with 
analyzing and contrasting these and other qualitative features of the 
tangent bundles of L+ m general. It also gives the original solution to 
problems of van Douwen and Arhangel’skii, in which the tangent bundles 
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of the first class are used. Section 5 shows why the sixth class has 2xl 
distinct smoothings. 
Section 1 is used all through the paper, and Section 2 in the following 
three sections, which can be read independently of each other. Section 3 is 
referred to often in the construction of examples later on in the paper, and 
Section 4 is referred to in the proofs of some later theorems. Section 9 is 
referred to often in Sections 10 and 11. Otherwise the sections can be read 
independently of each other, except for definitions of terms and statements 
of some theorems. 
In Sections 6 through 8 the emphasis will be upon topological properties 
of the subspace T+ that are related to countable metacompactness; upon 
the problem of finding sections from L+ to the tangent bundle that are 
not “eventually zero”; and upon the interplay between these themes. 
Some further examples show how fine the distinction can be between 
quasi-developable, non-countably metacompact T +, and Moore T +. The 
examples and properties studied here are more technical than those in the 
first five sections. 
Sections 9 through 11 give additional examples of smoothings for which 
some axiom beyond the usual (ZFC) axioms of set theory is needed. The 
axiom employed is 0, a consequence of GBdel’s Axiom of Constructibility 
which has seen much use in set-theoretic topology in the last two decades. 
This axiom allows one to produce a variety of other T+, including totally 
normal examples and Dowker examples, i.e., normal T+ whose product 
with the unit interval is not normal. The necessity of using some extra 
axiom is made clear in Section 12, which shows it is impossible for the 
tangent bundle to display the basic topological properties listed for the 0 
examples (except possibly Example 16) if MA(o, ), a variant of Martin’s 
Axiom, is assumed. 
But these uses of MA(w,) can also be interpreted positively, as holding 
out the promise of a much more comprehensive structure theory of the 
tangent bundle than seems possible under 0. The ZFC examples (in 
Sections 2 through 8) fall into three broad categories: (A) Tt is Moore, 
(B) T+ is quasi-developable but not countably metacompact, and (C) T+ 
contains a copy of ol. Under MA(o,), the only possibility for an example 
not in these three categories is one that is quasi-developable and countably 
metacompact but not Moore (Theorem 12.7). And it may be that ZFC is 
enough to show that there is no such example. 
1. NOTATION ANO PRELIMINARIES 
The closed long ray, whose genesis can be attributed to Cantor [C], is 
formed by linking up successive countable ordinals using the unit interval. 
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Each point thus has a unique representation of the form 4 + r, where 5 is 
a countable ordinal and Y E [0, 1 ), with 5 + 0 = 5. We have 5 + r I 4 + s if 
5 < q or if 5 = q and r I S. The (open) long ray, here designated L +, is 
formed by deleting the zero point from the closed long ray. Its topology 
is the usual order topology, formed by making all intervals (a, b), where 
a < b, into a base. An elementary fact about L+ is that each such interval 
is homeomorphic to R with the usual topology. 
Now L + can be made into an additive semigroup by defining (l + r) + 
(yl +s)= (5 + q) + (r +s), where the addition on the right is the usual 
ordinal addition followed by that on R+. Of course, if r + s 2 1 then the 
right-hand side would be written as (5 + q + 1) + (r + s - 1) in conformity 
with the above notation. If p < qE L+ then we define q-p to be the 
unique member 8 of L+ such that p + & = q; 8 will be a real number if both 
p and q are in [cr, CI + o) for the same zero or limit ordinal LY. 
The long line L is formed by identifying the zero points of two copies of 
the long ray. Since all of its interesting properties, including the possible 
smoothings it admits, can be deduced from the properties of L+, and L+ 
is easier to describe and analyse, our attention will be directed towards L+ 
despite the title of this paper. 
We will use the notation ( , ) for ordered pairs, reserving parentheses 
for intervals. 
In our notation and definitions of the tangent bundle we will follow the 
first description in [S, Chap. 31. Because of its central importance to this 
paper, we review this description as it applies to L+ and the smoothings 
we place on it. 
Each smoothing will be given by an atlas of charts x, : (0, c1+ o) + R + 
where CI is either 0 or a limit ordinal. Each point of L + is in [E, cc + w) for 
a unique c( and hence there is a “least” chart to whose domain it belongs. 




are C” diffeomorphisms; in particular, they have continuous, nowhere zero 
derivatives, and (continuous) derivatives of all orders. The derivative of 
&OX/3 - ’ is designated D(x, 0 x; ’ ). The derivatives will be positive wherever 
they are defined and each x, will be an increasing function. 
More generally, an atlas on L+ is any family A of homeomorphisms x: 
U+x(U)cR where UcL+ is open and {domain of xlxEA} is a cover 
of L+, and the members of A are Cm-related. That is, if x: U+ x( U) and 
y : V+ y(V) are in A, then the maps 
yox-‘: x(Un V)+ y(Un V) 
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and 
X0 y-1: y(Un V)+x(Un V) 
are C”. A smoothing is a maximal atlas, and its elements are called 
charts. Once an atlas is specified, “chart” means an element of the unique 
[S, Chap. 2, Lemma l] smoothing to which the atlas extends, One can also 
define differentiability, with respect to the smoothing, of functions whose 
domain is an open subset of L+ [S, p. 2-61, but this definition will not be 
needed in this paper. 
The tangent bundle TL+ is an invariant of L+ together with a specified 
smoothing A. It is a 2-manifold whose points are equivalence classes 
[x, r], such that x E A, r E R, and p E dom x. The equivalence classes are 
determined by 
Cx, rip= CY, ~1, iff p=q 
and s=D(xoy-‘)(x(p)).r. 
The topology is defined by letting a local base at [x, r], be the set of all 
neighbourhoods (let E > 0) 
G,(Cx,rl,)= {Lx, tl,: Ix(q)--(~)1 ~8, k-4 <E}. 
It is an elementary fact [S, Chap. 31 that the topology is well-defined 
and the G,( [x, r],) are open and homeomorphic to R2. It is always enough 
to use an atlas of charts of the form x,: (0, CI + o) --t R+, a a limit ordinal. 
The reason is that every smoothing includes an atlas of charts whose 
domains are open initial segments of L+ : it is well known that all 
smoothings on R are P-equivalent and that open initial segments of L+ 
are homeomorphic to R+. Moreover, if p E (0, a + w), each [x, r], is easily 
seen to have a representative [x,, slP. 
The tangent bundle TL+ is not a topological invariant, and we will see 
how different smoothings can give topologically distinct TL +. However, it 
should not cause any confusion to be using the same notation for them all 
since the smoothing will either be clear from the context or it will be 
immaterial which smoothing is adopted. 
A rather naive way to picture TL+ is to identify it with L+ x Iw as a set, 
associating [x,, r], to the point (p, r) when x, is the “least chart” to 
whose domain p belongs. In intervals of the form (~1, LX + o) this is perfectly 
reasonable since small enough G, (those whose points [x,, t], all have 
q E (~1, u + w)) will be ordinary “open squares” of height 2s in this picture. 
However, at limit ordinals, the neighbourhoods reach back to points where 
different coordinate systems are employed in the correspondence, and one 
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must take the factor D(x,ox;‘)(x,(q)) into account. In our first example, 
this derivative goes to 0 as q approaches a from the left, so that, e.g., 
which is a copy of the ordinary interval (0, l] with (IX, 1) on its endpoint, 
appears to go shooting up to + CC to the left of each limit ordinal ICX if 
the L+ x R picture is adopted. 
However, this naive picture turns out to be a very handy bookkeeping 
device for establishing the topological properties of the various examples, 
so that very often we will identify the underlying set of TL+ with Lf x R. 
As usual, the set { (p, r ) : r E R ) is called the fiber over p (p is called the 
base point) and forms a l-dimensional (because L + is one-dimensional) 
vector space over R, with r[x%, 11, = [xX, r],. This multiplication is 
jointly continuous, as can be seen from the description of the sets 
G,( [x,, r],). It is also “coordinate-free,” as can be seen by the definition of 
the equivalence classes: if [x,, t], = [xs, s], then r[x,, ‘1, = r[xB, $1,. We 
let rrn: TL+ + L+ be the projection sending each fiber to its base point. It 
is continuous and open, and the map f,: ~‘(0, CI + o) -+ R+ x R defined 
by fJ[x,, r],) = (x,(p), r) is a homeomorphism. In this way the triple 
<TL+, rc, L+ ) becomes a locally trivial vector bundle with fiber R. 
We will frequently omit parentheses in dealing with rc, e.g., writing “y in 
place of rc(y). 
The space of zero vectors, L, = { [x,, 01, : p E L + ) is a copy of L + in 
TL+, and the restriction of rt to L, is a homeomorphism. On the other 
hand, { [x,, r], : p E L + } is never a copy of L + for r # 0, because TL + 
does not admit a nowhere-zero section (embedding of Lf inverse to rr) 
[S, Appendix A], Thus, midst all the variations on the topology of TL+, 
there will never be one where TL+ is homeomorphic to L+ x R with the 
product topology. 
Since the derivatives of the transition maps are positive everywhere, it is 
easy to see that removal of the subspace L, disconnects TL+ into two 
connected submanifolds, T+ = ( [x,, rip: r E [w + } and T -. These sub- 
manifolds are homeomorphic in the obvious way, [x,, r], + [x,, -r],. 
Each is a principal ( IF! +, )-b un dl e and the map is an isomorphism. We 
thus can and will confine ourselves to T+ without loss of generality. 
All our spaces are completely regular (this includes Hausdorff), being 
subspaces of Hausdorff manifolds. Some will be normal, others not. Of 
course, L +, being a linearly ordered space, is normal (see, [E, p. 821; 
concepts from general topology not defined in this paper may be found in 
this textbook). 
We let oi represent both the first uncountable ordinal and the ordered 
space of countable ordinals, following the von Neumann convention of 
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identifying an ordinal with its predecessors. We let /i stand for the set of 
countable limit ordinals. 
2. SIX CLASSES OF EXAMPLES 
We here give six contrasting behaviours that a smoothing of L+ can 
exhibit, listing properties of T + and T= TL+ that go with each. In the 
following section we will give examples of each kind of smoothing, and in 
Section 4 we will prove that T and T + have the properties claimed for 
them. Two properties of special interest are: 
2.1. DEFINITION. A space is o, -compact if every closed discrete sub- 
space is countable. A regular space is a Moore space if it admits a develop- 
ment, that is, a sequence of open covers (en),“= 1 such that for each point 
x, the sets St(x, ?&$) = lJ (U E %,,: XE U} form a local base at x. 
In [Nil it was erroneously announced that all smoothings of L+ are 
diffeomorphic to one in Class 1 below. The properties claimed for T and 
T + there are valid for smoothings in this class. 
The charts x,, etc., involved in this and future descriptions of classes are 
as described in Section 1; in particular, the subscripts are all zero or limit 
ordinals. 
Class 1. For all limit c(, 
D(x,~x;‘)(x.A~~))-+0 as pn /* a, pn E [a,, a, + 0). 
Then T+ is a non-normal Moore space, and T is o,-compact and normal. 
Class 2. For all limit a and all limit fl< a, 
6) Db, oxpKq3(B)) = 1. 
(ii) If there exists E > 0 such that p,,~ [a, + E, a, + o) and pn /* a, 
then D(x,~x;‘)(x,~(~,)) -, 0. 
Then T + contains a copy of o, and is neither normal nor or -compact, 
and its subspace /i x R! + is a zero-set. And T is o1 -compact but not 
normal. 
Class 3. For all limit a and limit b < a, 
0) D(x, oxg1Kq3m= 1. 
(ii) If there exists E > 0 such that pn E (c, + E, 5, + 1-c) and p, /” a, 
then D(x, 0 x;‘)(x,,(p,)) + 0, where pn E (a,, a,, + w) and 5, E wl. 
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(iii) If <, is a successor ordinal for each n, me (a,, a, + w) and 
5, 7 a, then W,~-~,Jx,,j5,)) + + ~0. 
Then T+ contains a copy of w1 and is neither normal nor o, -compact, 
while its subspace /i x Iw+ is not a zero-set but is a G,. And T is neither 
w , -compact nor normal. 
Class 4. For all limit a and limit or zero a, < a, 
(i) D(x,ox;‘)(xJa,)) + 0 as a, /1 a. 
(ii) [as in Class 31. 
(iii) [as in Class 31. 
Despite (ii) and (iii), this is more like Class 1 than Class 3: T+ is a 
Moore space and (therefore) does not contain a copy of or; it is also non- 
normal. T is neither o, -compact nor normal, but every set that meets 
uncountably many fibers over limit ordinals has zero vectors in the closure, 
as in Class 1. 
Class 5. For all limit a and limit or zero a, < a, 
(i) D(x,0x;‘)(xJa,)) + + 00 as a, 7 a. 
(ii) [as in Class 21. 
Here, too, T+ is a non-normal Moore space, and T is neither pi-com- 
pact nor normal; moreover, { (a, r ) : a E ,4 } is a closed discrete subspace 
for all r E [w - (0). Therefore [N3, Lemma 4.111 T is not collectionwise 
Hausdorff, while in Classes 1 through 4, T is collectionwise Hausdorff 
[NJ. 
2.2. DEFINITION. A space X is [strongly] collectionwise Hausdorff if for 
every closed discrete subspace D, there is a [discrete] family of disjoint 
open sets Ud such that U,n D = {d} for all d E D. 
In Classes 1, 4, and 5, ( (t, r ) : 5 E o1 } is a closed discrete subspace of 
T+ for all rER+, so that T + is not collectionwise Hausdorff, while in 
Classes 2 and 3, every closed discrete subspace of T+ misses all but count- 
ably many fibers over A, so T + is collectionwise Hausdorff. In fact, in 
Classes 2 and 3, T is hereditarily collectionwise Hausdorff since every 
discrete subspace misses the fibers over some closed unbounded subspace 
ofwl [NJ. 
Class 6. Recall that a subset of o1 is called stationary if it meets every 
closed unbounded subset. Let S be a stationary set of limit ordinals whose 
complement in o1 is also stationary. 
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(i) If a, /* a and a, E S for all n, then D(x, ox;‘)(x,“(a,)) + + co. 
(ii) If a, /1 a and a, E /i -S for all n, then D(x, ox;‘)(xJa,)) + 0. 
(iii) If there exists E >O such that pne [a, + s, a, + o) and pn 7 a, 
then Wx,ox&‘)(x,~(~,)) -, 0. 
Then T and Tf have the same elementary topological properties 
claimed for Class 5, but they will not be homeomorphic to Class 5 spaces; 
also, if we use S and S’ where S n S’ is stationary for defining spaces in 
Class 6, then the resulting T and T+ are not homeomorphic. This lack of 
homeomorphism will be established in Section 5 and used to construct 2” 
topologically distinct T and T +. 
A smoothing of L+ could easily be diffeomorphic to a smoothing in one 
of the six classes without actually admitting a family of charts with the 
precise descriptions above. For example, given any closed, well-ordered 
(in the order on L+) uncountable subspace C of Lf, there is a 
homeomorphism, necessarily order-preserving, of L+ with itself that takes 
C to wi - (0). Thus one could replace the successor ordinals in the above 
descriptions with the relatively isolated points of C, and limit ordinals by 
the nonisolated points. This, combined with the well-known fact that all 
smoothings of IR are diffeomorphic, makes it difficult in general to tell when 
two smoothings of L+ are equivalent or have homeomorphic tangent 
bundles-or to tell the difference between the two conditions: 
PROBLEM 1. If two smoothings of L + have homeomorphic tangent 
bundles, must they be equivalent? 
There are even some interpolants: see Problem 5 [Section 51. 
Some interesting information about sections can be obtained quickly 
from the above descriptions. Recall that a continuous function f from an 
open interval of L+ to TL+ is called a local cross section if ?t(f(p)) = p for 
all p E dom f. If dom f = L+ then f is variously called a global cross sec- 
tion, a cross section, or a section, and also a vector field. [Some authors 
reserve this last term for C” sections, with respect to the natural atlas on 
the tangent bundle.] A trivial example of a section f: L+ + TL+ is the one 
taking each point to the zero vector over it. It has long been known 
[S, Appendix A] that L+ does not admit a nowhere zero section. However, 
it is easy to see that the following function is a section for Class 1 spaces: 
with a either a zero or limit ordinal, let f (a + r) = (a + r, r) for r E [0, 11, 
f (a + s) = (a + s, 1) for s E [ 1, + co ). Continuity at limit ordinals is easy to 
check: ifp, /” a, aE/I, and {r,: ngo} is bounded, then (p,, r,) + (a, 0). 
For Class 2, continuity of this same f is not automatic since f may be 
rising “too fast” in front of a sequence of limit ordinals. However, by also 
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requiring (as we may) that D(x,~xg’)(x~(p)) I 1 for all PE [/I, /?+a) 
when /I < CI, we can make f continuous here too. 
On the other hand, any section of a Class 3 or Class 4 space must be 
zero on all but countably many successor ordinals, although it could 
deviate from 0 on an uncountable set elsewhere. Indeed, every uncountable 
set S of nonzero vectors (5, r;), 5 a successor, must contain an uncount- 
able closed discrete subspace: simply choose E > 0 such that Ir,J > E for 
uncountably many 5 E S, then if 5, 7 c(, (<,, rS,) “converges to (c(, + cc ), 
which is not in TL+” if the <, are from this set. So S cannot be the subset 
of the range of any section. 
An interesting question is whether one can rig a Class 1 space so that for 
each closed unbounded subset C of wl, there is a section which takes 
precisely the points of C to zero vectors. (It can be shown that every 
section is “zero” on a closed unbounded subset of w,, no matter what 
smoothing of L + is taken.) We make no attempt to analyse this question 
here, not the difficult issue of what sorts of C” vector fields are possible. 
3. CONSTRUCTION OF EXAMPLES IN THE SIX CLASSES 
We now give constructions of examples in each of the six classes. We 
always make x0: (0, o) + R + the identity map, and x,(a + r) = 1 + r for all 
limit CI and r E [0, + co), while the range of x, r (0, LTY] is (0, 11. 
EXAMPLE 1. Let x,, r (0, w) be a C” function whose derivative is 
decreasing and positive everywhere, e.g., (2/7t) arc tan x. 
Assume xp has been defined for all limit B< tl to satisfy (i) D(xl,oxil) 
(x,&,)) -+O whenever JJ~ 7 /I, P,,E [fi,, /I,+ w) and (ii) if y <j3 then 
D(xp 0 x,: ’ ) < 1 everywhere to the right of x7( 1). 
Ifa=B+w,letx,r(O,B)=(1/2)xg.LethbeaC”functiondefinedon 
an open ray containing [0, + co) such that h(0) = l/2, h’(O) = l/2, and 
htk’(0) = 0 for all k > 1; such that lim, _ + a h(x) = 1 and h’(x) > 0 for all 
x > 0; and such that h’(x) is decreasing everywhere. Let x,(/I + x) = h(x) for 
all x 2 0 and finish off the definition as prescribed above, x,(o! + r) = 1 + r. 
If u is a limit of limit ordinals, let 01~ = 0 and for n 2 1 let c(, 7 c1 be a 
sequence of limit ordinals. For n 2 1 define x, on [unP i + 1, cr,] so that 
xJc(,)= l-2-” and D(x,ox;‘)-2-“-l on x,~(cL,-, + 1, a,); this and 
continuity at the endpoints determines x, on [cr, ~ i + 1, cr,]; in particular, 
x,(c(, ~ i + 1) > 1 - 2 --n - 2 ~’ ~ ‘. Let g,, defined on an open interval con- 
taining [0, 11, be a C” function such that g,(O)=O, g;(O)= 2-“, and 
gLk’(0)=O for k>l, while g,(l)=x,(cc,P,+1)-(1-22-“f1) (which is 
<2-“), and if k> 1, g~k)(1)=2~‘~‘Dk(~,~~x;!,)(1), which is also the 
right-hand derivative of x, 0 x$, at 1, by the chain rule. In between, make 
sure gi is positive and < 2 -” + * everywhere. 
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Aside. Readers unfamiliar with such splicings of functions may find it 
conceptually simpler to define g: first and then integrate to obtain g,. The 
basic ingredients in such splicings are C” “Urysohn Lemma” functions 
which are zero on (-co, a], 1 on [b, + oo), and strictly increasing on 
[a, b], and their linear combinations. (See [S, Chap. 21 for examples.) The 
task we are faced with above is to have g; behave at 0 like the constant 
function 2-“, to behave at 1 like 2-‘-l D(x,“ox;!,), to be positive and to 
have “area under the curve” equal to whatever g,( 1) is to be, and to never 
go as high as 2?+2 to the right of 0. All this can be managed in four easy 
steps using “Urysohn Lemma” functions fi. Let h I be defined on [0, 1 ] to 
be 2-71 -fr) where fr has interval of increase [0, b,] and b, < l/4 is 
small enough so the area under h, is less than half the desired value of 
g,,(l). Let h2 be defined on [0, l] to be 2-“-‘f2 D(x,“ox;!,), where fi has 
interval of increase [a,, 11, and a2 > 3/4 is close enough to 1 to make the 
area under h, less than half the desired value of g,( 1). This is possible since 
w&-,‘,) < 19 and even in “worse” cases it would be bounded on any 
closed interval in its domain. Third, let h, = f3 - f4 where f3 and f4 have 
disjoint intervals of increase [a,, b,] and [a4,b4], and O<a,<b,<a,, 
and b3 < a2 < b,, < 1, and a4 - b, 2 l/2. The final step is to let g: r [0, l] = 
h, + h, + Ch3, C the constant required to bring the area under the curve up 
to g,(l). Since g,( 1) < 2-“, the required C must be < 2-“+ ‘, so the height 
of the curve g, will be < 2 -‘+ 2, as required. 
Now we define ~,(a,- i + r) to equal x,(anp 1) + g,(r) = 1 - 2-“+l+ 
g,(r) for r E (0, 1). This makes x, into a C” function on (0, a) with respect 
to the atlas already defined there, and (i) and (ii) now hold with /I replaced 
by a. 
The construction of the remaining examples has a number of common 
elements. The first step in the following format was all that was required 
in Example 1. 
Format 1. If a is a limit of limit ordinals, let a,, /* a be a sequence of 
limit ordinals for n 2 1, with a0 = 0. Let ~,(a,) = 1 - 2-” if n 2 1. For each 
n> 1, let a,,=?; and pick a “desirable” interval [y; + r2, $J, with 
y; 2 a,- r and 7; a limit ordinal (or, possibly, 7; =0 in case n = 1). 
“Desirable” will vary from one example to the next but, as in Example 1, 
we want it possible to map it into the interval (1 - 2-” - 2-“- ‘, 1 - 2-“1 
by X, and still satisfy the induction hypotheses. 
In general, if yr- i has been chosen and yl-, > a,- r, we pick a 
“desirable” interval [y; + ry, y?- r], with yy a limit ordinal (or, possibly, 0 
in case n= 1) 2anpl, and rrE[W+. We want x, to send this interval into 
(1-2- a+’ +2-‘-i, l -2-“+l+ 2-“-i+1], the idea being to send yl 
midway between the image of a,- r (= 1 - 2-“+ ‘) and the image of yy- I 
without overlapping the images of the “desirable” intervals. 
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After finitely many yl have been delined, we arrive at y&, =01,-i. 
Having done this for all n, we have all limit ordinals <c1 covered by 
compact “desirable” intervals with non-overlapping images under x,, and 
we are ready to start filling in the definition on the gaps (y:, yp + r:). 
For c1= B + w, we let ~1, = B and follow the above procedure for n = 1 
only. 
EXAMPLE 2. Let x, be as in Example 1 
“Desirable” means the following: 
(a) The image of [y; + ry, y:-,] under xy;-, must be of length 
<2-“-t 
(b) r~>2-‘f2. 
(c) D(x,~_,ox,‘)(x,(~))<~~“+’ forpE [y~+r~,y~p,], except ifpE 
[A, 1+ 2-“1 for some limit ordinal 2 in (y’, yrP i). 
We make D(x,ox~~~,)(x,:_,(p)) = 1 for all p in a “desirable” interval 
[y; + ry, y?- i], so that x,(p) = x,(yy- i) - (1 - xYn_,(p)), and of course the 
first term is 1-2-“+‘+2P’-‘f’ except when yi=~~~,, in which case it 
is l-2-“+‘. 
To fill in x, on the intervals (y:, y: + ry), i > 0, we set x,(yy + r) = g(r) 
for all r E [0, rr], where g is a C” function defined on a open interval con- 
taining [0, rr], such that g’(0) = 1, gck’(0) =0 for k> 1, and gtk’(rr)= 
@(X&, o -q, )(r:) for k 2 1. If c( is a limit of limit ordinals, we also want 
g’(x)<2-“+’ for all I > 2-“-j. This we can do by (b) since g(rl) - g(0) < 
2-n-i. 
If c1= p + o, we define x, r (/I, /I) + o as in Example 1, using an auxiliary 
function h, except that we want h’(O) = 1 instead of h’(O) = l/2. 
It is routine to verify that, if the construction is carried out as prescribed 
above, then one can always cover the limit ordinals <CY with “desirable” 
intervals, and continue the induction. Example 2 is in Class 2 because the 
properties are built in at each induction step. 
EXAMPLE 3. This is like Example 2, except that the successor ordinals 
are “spiked.” 
Let x, r (0, w) = h where h is a C” function whose derivative is positive 
everywhere, such that h(x) + 0 as x + 0 and h(x) + 1 as x + + co, and 
such that h’(n) 2 n for all positive integers n. We also ask that h’ have 
exactly one relative minimum between n - 1 and n for all n. By calculus 
techniques, condition (iii) of Class 3 is satisfied by x,, and the other two 
conditions are immediate. 
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graph o: h’(x) 
Of the “desirable” conditions for Example 2, we adopt (a) and (b), and 
replace (c) by 
(cl 1 w,yml 0 xi’)(xs(p)) < 27-r for P E [B, B + w), P E 
[y; + rl, ~1~ i] unless p E (< - 2~“, Lj + 2-“) for some successor ordinal 
5 E [j, j3 + o) or p E [B, /? + 2-‘7, where /I is any zero or limit ordinal. 
We also add: 
(d) W,yx,’ )(x2(5)) 2 n whenever 5 is a successor ordinal in 
IX + rY, IJ~- ,I n CB, B + 0). 
The definition of x, on “desirable” intervals is as in Example 2. We till 
in elsewhere as in Example 2, except that we want g’(j) 2 n and h’(j) 2 j 
for all positive integers j and, as in the case of x,, g’ and h’ should have 
exactly one relative minimum in between j- 1 and j, and g’ should also 
have exactly one between the final integer -cry for which g is defined and 
ry itself. [An alternative procedure, requiring less knowledge of C” func- 
tions but more work, is to manufacture g’ as in the Aside to Example 1, to 
obey an inequality like (cl).] 
The remaining examples all involve “spiking” some set S of ordinals, so 
that if 5, is a sequence from S, 5, E [CL,, LX, + o) and 5, r ~1, we have 
D(x, 0 x;‘)(x,,(t,)) + + co, while if (P,,: n E w) has no subsequence 
asymptotic to one from S, then D(x, 0 x;‘)(x,,(p,)) -P 0. 
Format 2. “Desirable” depends in part whether yy_, is in S. If it is, 
then we will want to dilate the interval [yl + r-7, yPP i]. This means making 
D(x, o x?Y:,) large enough on the interval, say 
(A) W, 0 xy$, )(x,;-,(p)) = 2” for all p E [yl + rl, yl- i]. This will 
obviously call for something like 
(ai) The image of [y; + r;, yy-‘_,] under x,;-, must be of length 
<2-*“-’ since we do not want the images under x, to overlap. We also 
need to offset the dilation elsewhere, so sequences (pi: jc w ) as above will 
behave as desired, and this calls for something like 
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(Cl ) Db,;m, 0 xp)(x&)) < 2P2n+’ for p E [y: + rl, y:-,I n 
[/?,/?+o), pazero or limit ordinal, unlessp~(5-2-“,5+2~“)for some 
successor 5 E S, or p E [fl, B + 2 -“) if /? E S. 
On the other hand, if ~1~ I # S, we face the opposite task of compressing 
[yy+r?, yyP1] by x, relative to x,:~,. So we would want to do something 
like: 
(B) D(x,~x~~~,)‘,)(.~~~_,(P))=~-” for PE [yr+r?, yyP,l. Now, (a,) is 
more conservative than necessary (“length ~2~“” would be more natural) 
although it does no harm to adopt it. We may want to shorten the interval 
for other reasons, such as offsetting the effect of the comparison on the 
points of S, which calls for something like 
(d,) WT,;-, 0 xi l )(x& 5)) 2 2** whenever <~Sn[y?+r?,y?-~]n 
CB, P+o). 
We also want this transition derivative to drop rapidly enough on both 
sides of a successor and to the right of a limit ordinal in S, so we can 
include a mild version of (cr ) in “desirable”, with < 1 in place of < 2 -2n+ ‘. 
Analogously, when y:_, E S, we want to make the spikes in (yl + rr, rye ,) 
high enough, so to speak, but if we always made D(x,ox~:‘)(x,(~)) 2 1 
whenever q E [y, y +o)n S and y < p<cc, and kept followmg the above 
rules, this will be automatic. 
EXAMPLE 4. We make S=o, -/1- {0}, so that this will be (roughly 
speaking) to Example 1 as Example 3 was to Example 2. Since there are no 
limit ordinals in S, we take no note of (A), but we do follow (B) at each 
step, with “desirable” being determined by (a,), (d,), and the mild version 
of (c,), and also (b) as in Example 2. Our use of (B) makes 
xa(P)=x,(Y;-I)-2-“(1 -“q,(P)) 
in each “desirable” interval [yl -t rr, yy- i], and x,(yr- ,) equals 
1-2-“+‘f2-“-if’ except when y~=tln-t, in which case it equals 
l-2 +‘+I. In particular, this ensures that 
D(x,axp’)(x&543) 2 2” (*I 
whenever c is a successor ordinal in the interval, t E [/3, /? + w). 
We now fill in x, elsewhere as in Example 3, making the obvious 
adjustments in gck’(x) at the endpoints that we need for making x,oxY~’ 
and x, 0 x,T’, into diffeomorphisms. For example, we want g”“(rl) = 
2 --n D&(x ,:I, ~x~~‘)(r~) for k 2 1, to match up with what we already have 
decided to make x,(y: + rr). A routine induction shows the resulting 
smoothing is in Class 4. 
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EXAMPLE 5. Now S= A, and we let x, be as in Example 1. We take no 
note of (B), following (A) at each step, with “desirable” being dictated by 
(a,), (c,), and (b) of Example 2. Our use of (A) determines x, on the 
desirable intervals and ensures that (*) of Example 4 holds with b in place 
of 5. We fill in x, on the remaining intervals as in Example 2, again making 
the obvious modifications at the endpoints, and Example 5 will be in 
Class 5. 
EXAMPLE 6. Here S is a stationary subset of n with /1- S stationary. 
We take note of everything in Format 2 except the parts about successor 
ordinals in S; otherwise the construction is like that of Example 5, and puts 
Example 6 into Class 6. 
4. VERIFICATION OF TOPOLOGICAL PROPERTIES 
The claims about T= TL + that relate to normality and or -compactness 
follow readily from some general results on TL+ which we now establish. 
4.1. DEFINITION. A space is collectionwise normal if, given any discrete 
family of closed sets {F, : c1< r} [in this context, “discrete” is equivalent to 
“disjoint and locally finite”] there is a family of open sets ( U,: o! < r } such 
that F, c U, and U, n U, = (zf unless F, = I;,. A space is countably 
paracompact [resp. countably metacompact] if whenever {F,,: n E o} is 
a descending family of closed sets with empty intersection, there is a 
family {U,: n E w} such that n { 0,: n E o} = fzl [resp. such that 
n {U,:nEw}=@]. 
For the more usual definition of “countably paracompact” and 
“countably metacompact,” and the proof that they are equivalent to the 
ones given above, see [E, p. 392; GJ. 
THEOREM 1 [E, pp. 393-3961. For a normal space X, the following are 
equivalent : 
(i) X is countably paracompact 
(ii) X is countably metacompact 
(iii) Xx I is normal, where I= [0, 1 ] with the usual topology. 
For the tangent bundle of L+, more can be said: 
4.2. THEOREM. Let T= TL+ be the tangent bundle for a given smoothing 
of Lf. The following are equivalent. 
(i) T is normal. 
(ii) T is countably paracompact. 
607/93/2-2 
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(iii) Every closed subspace of T that is disjoint from the subspace L, 
of zero vectors is contained in 71 -‘(O, N) for some GL < 0,. 
(iv) T is collectionwise normal and countabley paracompact. 
Proof: Obviously, (iv) implies (i) and (ii), and (iv) routinely follows 
from (iii): L,, is homeomorphic to L+, so if one is given a discrete collec- 
tion of closed sets in T, all but at most one will be a subspace of TC- *(O, c() 
for some a < or, and this space is metrizable; while if (F,: n E co> is as in 
the definition of “countably paracompact,” there exists n such that F,, c 
n ‘(0, LX) for some a < o1 and we again use metrizability of this space. 
To show (i) implies (iii), suppose C is a closed subspace of T disjoint 
from L, and assume (without loss of generality) that Cc T+. For each 
~EC, let[,.:(a,b)-+R+ be a chart with n(y) in its domain, such that 
Y = lx’, ll,(,.,: this can be arranged by multiplying any initial choice of 
an order-preserving chart by the appropriate constant. 
Let U be an open subspace of T +, hence of T, with C c U, and for each 
YE C let 6,. > 0 be such that [IV, 11, E U for all x satisfying 
Ifv(nY) - .f&)I < 65.3 and also so that (f,(rcy) - 6,, f,.(rcy) + 6,) c ran f,,. 
Let 6 > 0 be such that 6,. > 6 for a “horizontally unbounded” set S of y’s: 
this means rc(S) $ (0, a) for any CI < or. By taking a subset if necessary, we 
may assume n(S) is well-ordered in order type or. Let S’ be the subset of 
S corresponding to the successor ordinals, so that we can put disjoint open 
intervals VV about the various rry, YES’, making sure that the image of 
each point of V, under fV is within 6,, of that of rry. 
Next pick E > 0 such that the image of uncountably many V,, under fV is 
of diameter >E. Let the corresponding subset of S’ be denoted S,. Let 
( y,: n E W} be any sequence from S, whose projections my, form an 
increasing sequence, and let p be their supremum. Let g: (0, m) + R + be a 
chart from the complete atlas such that p < a. 
CLAIM. There is a sequence pn E V.,,, such that D(g 0 fJ;‘)(f,,(p,)) + 0. 
Once this claim is established, it follows that [g, 01, E cEU, contradicting 
normality. 
Proof of Claim. Suppose there is no such sequence of pn. Then there 
exists E’ > 0 such that, for all but finitely many n, D(g 0 f ,;‘)(f,,(p)) > E’ for 
all PE vy,, which means that the image of V-l., under g has diameter at least 
EE’ > 0. But this violates p E dom g: we would run out of IF8 + before we ever 
got top! 
Before going on to the proof that (ii) implies (iii), it will be good to 
abstract and generalize some features of the above proof, because they will 
be coming up repeatedly. 
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4.3. LEMMA. Zf A c T+ is a horizontally unbounded subspace of T, and 
U is an open subspace of T such that A c U, then there is a closed unbounded 
(“club”) subset C of o1 such that n-‘(C) n L, c D. Moreover, if [x, r]* E A 
implies [x, s], E A for all s > r, or if A is closed discrete, then we also have 
z-‘(C)n T’c D. 
Proof With A playing the role of C in the preceding proof, we may 
assume without loss of generality that U c T +. Let S’ be the subset of T + 
that results. The desired subset of oi is the set C of all limit points of n(Y) 
in oi . It is clear from the above proof that x- ‘(C) n L, c 0: xS’ is well- 
ordered and so for each <E C there is a sequence rry, 7 <, y, E S’. 
For the “moreover” part, let A, be the L-shaped arc { [f,,, s],": 
s 2 1 } u { [fyn, 11,: rcy, I g I p,>, where in following the proof of 
(i) + (iii) we let t E C play the role of p, and assume (as we may) pn > ny,. 
Then A,c U, ‘and since (&, l] + [g, Olc, it is easy to see that 
U {A,:~Eo} has all of {[g,r]S:r20} in its closure. 
If A is closed discrete, then if y, = [g, rnln.““, we must have r, + + 00, so 
it is enough to let A, be the “L-bottom” { [fyn, 11,: nyy, I g 5 p,}. 
Proof That (ii) Implies (iii). If (iii) is negated, let Fc Tt be a closed, 
horizontally unbounded subspace of T. Since the various f, are order- 
preserving, 
is also closed. Indeed, if it were not, there would be a sequence { y,: n E w } 
of points whose projections rry, form either a strictly increasing or strictly 
decreasing sequence, converging to p, while [f,., t,Jny. converge to [f, t], 
for some t 2 0 and order-preserving chart J But then { [fV”, llny,: n E o} 
clusters at some point in the compact set 
{ cf, sl,: SE co, tl}. 
By the same argument, 
Fn={[fv, tl,: yeF, t>n} 
is a closed set for each positive integer n. In each fiber, F, is separated 
from the zero point by an open interval, and from the description of the 
topology it is easy to see that n {F, : n E N } = 0. 
But if U, is an open set containing F,, the “moreover” part of 
Lemma 4.3 gives a closed unbounded (“club”) subset C, of w1 such that all 
nonnegative vectors over C, are in the closure of U,. Since the filter of club 
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subsets of o1 is closed under countable intersection, 0 { 0,: n E N } 
contains all nonnegative vectors over some club subset C of w,. 1 
The above argument gives us another result: since n (D”: n E IV} n 
T + # 0, we obtain by contrapositive: 
4.4. LEMMA. If T + is countably paracompact, so is T. 
In contrast, the statement, “if T+ is normal, so is T,” is not a theorem 
of ZFC. It does hold vacuously under MA + 1 CH (see Theorem 12.10) 
but there is a counterexample from 0 (see Section 10, Example 15). Also, 
Theorem 1 does not carry over to T + “in ZFC” (see Section 10, Examples 
14 and 15). 
4.5. THEOREM. For a smoothing of L $-, the following are equivalent: 
(i) TL f is strongly collectionwise Hausdorff 
(ii) Every closed discrete subspace of TL f disjoint from L, is 
contained in n-l(O, a) for some c(<w,. 
(iii) Every discrete subspace of T+ that is closed in T is countable. 
(iv) TL+ is w,-compact. 
Moreover, if T + is strongly collectionwise Hausdorff, so is T. 
Proof Part (iv) implies (i) by regularity of TL+, (iii) implies (iv) by 
oi -compactness of L, and symmetry of TL +, and (ii) implies (iii) by 
separable metrizability of ~~(0, ~1). 
If (ii) fails, let D be a horizontally unbounded discrete subspace of 
(wolog) T+, closed in TL+. Let { Ud: dg D} be a disjoint family of open 
sets such that U,nD={d}. Ifwelet U=u {U,:dED}, then Lemma4.3 
assures us that there is a club subset C of oi such that n-‘Cn 
(T + u L,) c D, and the proof tells us that if xd, /” u E C, d, ED for all n, 
then every neighbourhood of every point in 7t ~ ’ { a} meets infinitely many 
Ud. Thus (i) fails, and the “moreover” clause follows by contrapositive. 1 
4.6. COROLLARY. If TL + is normal, it is co,-compact. 
An earlier version of this paper asked: 
PROBLEM 2. If T + is normal, must it be w 1 -compact? 
This has a vacuously affirmative answer if MA(w, ) (see Section 12, 
Theorem 12.10), and a negative answer if 0 (see Section 9, Example 12). 
This still does not answer: 
VARIOUS SMOOTHINGS OF THE LONG LINE 147 
PROBLEM 3. If T+ is strongly collectionwise Hausdorff, must it be 
w 1 -compact in some model of ZFC? 
It is easy to see that T= TL+ is both normal and o,-compact in a 
Class 1 space, o,-compact and nonnormal in a Class 2 space [thus the 
converse of Corollary 4.6 is false], and is neither in the other classes. The 
relevant bits of information are parts (iii) of Theorems 4.2 and 4.5 and the 
observation that { (<, 1) : r is a successor ordinal > is closed discrete in a 
Class 3 or Class 4 space, as is { (a, 1) : a E /i } in Class 5 and { (a, 1) : 
a E S} in Class 6, while { (a, 1) : a E ,4 } is a copy of wi disjoint from L,, in 
Classes 2 and 3; and the observation that any horizontally unbounded sub- 
set of a Class 1 space has a subspace of the form ( (xy, rc ) : 5 E o, ) where 
there exists n E w such that lr51 < n for all 5, and xy + 1 < xg + I for all [; of 
course, { (xc,, r& : n E w } converges to (sup xc,, 0) for any ascending 
sequence of g,. Similar subspaces occur away from the “spiked” fibers in 
Classes 2 through 6, and prevent T + from being o,-compact. For exam- 
ple, { (a + l/2, 1) : a E wi } is a closed discrete subspace of T + in every 
class, behaving in T in the same way as { (xc, rtr ) : 5 E oi > above. 
The other facts about T + cited in Section 2 can be established by minor 
variations on the following “curtainraising” proof that T + is developable 
in Class 1. As a first step, we define 
W,= 
{ 
(x,r):r>norxe a,a+l forsomeaEA . 
[ > n I 
. . . . . . . . . . . . 
+ 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
T ? * 
Now, from the defining equation of Class 1, it follows that for each a E A 
and each n E N, there exists E > 0 such that G,( [x,, 11,) is a subset of W,. 
Indeed, if q, 7 a and r > 0 and [x,, rJ4== [x,, r,14, where q, E 
[a,,, a,+w), then r, + + CO. Hence we also have GE([xa, s]~)c W,, for 
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s > 0 and small enough E (which depends upon s). So (em},“= I is a develop- 
ment for T+ if 
GE(Cxx, r]J: EEA, ES;, GE([xI, rlz)c u, . > 
In fact, it is easy to “see” that if Z is any point below the “curtain” 
L+ x (n, +co), then there is a “Euclidean neighbourhood or half- 
neighbourhood” of Z into which y must fall if z E G,(y) E “A!“. In the case of 
Z=(a,r)EAxR+ such a half-neighbourhood is [cl, l/n] x (r - 1/2n, 
r + 1/2n). 
When there is a “spiked” set S of limit ordinals, as in Classes 5 and 6, 
the G,( Cx,, r],) in @,, are also required to pass through the “gates” 
{W(O, l/ 1 h n w enever /I E Sn LX. Otherwise the definition is as above. If 
the successor ordinals are “spiked” as in Classes 3 and 4, we replace W, by 
Vn=WnU (x r).xE g-1 r+’ forsome~EcO1-A;rEIR+ 
{ +’ ’ ( n’ n) I 
and require the G,( [x,, rlol) to be subsets of V, and to pass through the 
“gates” {;“} x (0, l/n) when 5 E o, n (0, c() in the definition of %!,,. The 
arguments for developability are as before, except that we also take the 
various other clauses defining the classes into account. So besides waiting 
for the L + x (n, + co) curtain to rise high enough, one must also wait for 
the (5 - l/n, 5 + l/n) or [a, c1+ l/n) or [cr, a + l/n) curtains to be drawn 
away and the {t} x (0, l/n) gates to be lowered far enough to expose the 
point (x, r), and then the classical developability arguments for R” and its 
modifications take over. 
Similar curtains for Classes 2 and 3 make it easy to verify the statements 
about A x R+. For Class 2, the following function is continuous: for CI E A, 
letf((a,r))=O for all rElR+, while for rE (0, 11, f((x, s))= r if either 
x=a+r or x=a+l/r for some cc~Au{O}, or xe(a+r,ct+l/r) and 
s = l/r. Thus f - ’ { r> falls apart into n-shaped components, one above 
each interval [cc + r, o! + l/r], cc EA u {0}, except that f -‘{ l> falls apart 
into vertical line segments. 
In Class 3, the successor ordinals prevent any such function from being 
continuous, although it is routine to make w, - (0) x R! + a zero-set. The 
problem with Ax R + is that its neighbourhoods hug the vertical lines 
(t } x R’ + too closely for it to be even a “G,-set,” i.e., an intersection of the 
form fiF= i .!7,, where each U, is an open neighbourhood. 
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However, n E lR+ is the intersection of open sets 
where V,, is as above. 
An interesting analogy is that while T+ is never countably paracompact 
in Classes 1 through 6 (and neither is T, except in Class l), T and T+ are 
countably metacompact in each class. Verification is eased by the fact that 
every Moore space is countably metacompact [WW, Theorem 3; G,], and 
the following observation: 
4.7. LEMMA. If T + is countably metacompact, so is T. 
ProoJ If (F,: n E N } is a descending sequence of closed sets with empty 
intersection, then FNnL,c~-‘(O,a) for some GI<W~ and NEN 
[N3, p. 6441 and so if we find open sets U,+ and U; containing FE n T+ 
and F,, n T-, respectively, such that nz= ,,, U,+ u U; = a, we can let 
U,, = UJ u U; u ((0, 5,) x (- l/n, l/n)), where <, = sup(z(F, n ~5,)) + l/n, 
and Definition 4.1 is satisfied. 1 
Thus T+ and T are countably metacompact in Class 1 and Classes 4 
through 6. To see that T + is countably metacompact in Classes 2 and 3, 
note first that /i x [l/n, n] is countably compact for all n E N. Thus, by 
taking a subsequence of {F, : n E N } [as in Definition 4.11 if necessary, we 
may assume this set misses F,,. So if a point of F, does not project to a 
limit ordinal, we expand it to a “Euclidean” open set (p, g) x (r, s) where 
g - p < l/n, s - r < l/n; while if (u, r ) E F,,, TV E A, we expand (a, r ) to a 
neighbourhood G,( [x,, r]J small enough to miss n x [l/n, n] and to have 
its intersection with n-‘(L+ \A) be a subset of W,, for Class 2 and V, for 
Class 3, and in the latter case to also pass through the {C;} x (0, l/n) gates. 
(Of course, W, and V, are no longer open, but their intersections with 
z-‘(L+ \A) are open.) By letting U, be the union of these expansions, we 
satisfy Definition 4.1. 
To see that T and T+ are not countably paracompact in any class 
except the first, use Theorem 4.2(iii) and Lemma 4.4. That T+ is not 
countably paracompact in the first class will follow from some more 
general results which we now develop. 
4.8 DEFINITION. Call a subset U of T+ large if for some stationary 
subset Sofa,, Unn-‘(a}#@forallorES. 
We use the following fact (cf. [Kz]) in analysing large sets. 
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THE PRESSING-DOWN LEMMA (Fodor’s Lemma). Zf S is a stationary 
subset of ol, and f: s -+ o, satisfies f(a) < CI for all a ES, then there exists 
< EO, such that f -‘{ t} is stationary. 
From now until the end of the section, 71 will denote the projection from 
T+ to Lt. In particular, 7c -’ { p} will be understood to be a subset of T+. 
4.9. LEMMA. If U c T + is a large open set, then some component of U 
is horizontally unbounded, hence meets each fiber over L f \(O, 51 for some 
countable 5. 
Proof: The “hence” part is immediate from the rest since each fiber 
disconnects T +. Let S be a stationary subset of o, as in Definition 4.8, 
and for each /3 E S, choose yp E U n rc ~ ’ {p} and a connected open 
neighbourhood U, c U. By Fodor’s Lemma there is a 5 E o1 such that for 
a stationary S’ c S, U, n ~‘(0, r) # @ for all c1 E S’. By separability of 
~‘(0, 0, there is an uncountable subset S” of S such that the associated 
U, have nonempty intersection. Then u { Up: /I E S”} is a connected, 
horizontally unbounded open subset of U. 1 
Actually, exactly one component of each large open set is horizontally 
unbounded. This is one of the many consequences of: 
4.10. Theorem. If U is a large open subspace of T+, then there is a club 
subset C of co,, such that n-‘Cn Tf c u. 
ProoJ We may assume that U is connected without loss of generality. 
For each ordinal 5 such that U meets c’{~}, let y; be a point of 
~~~~‘{~}.~~~~y~=Cf~,~~1~,~~~~~={Cf~,~~1,:q~~p~,q~~}~~~~~ 
local cross section that passes through y;, so that pc < yr. By Fodor’s 
Lemma, there is a y0 ECX~ such that p< < y0 for all 5 in some stationary 
set S. 
If Theorem 4.10 were false, then T + \U would also be large and have a 
large component I’. By repeating the above argument, we obtain a family 
{B,: q E R} (where R is another stationary subset of oi) of local cross 
sections in V, reaching back to before yi EWE. Let y =max(y,, r,}. There 
is an uncountable subset S’ of S such that all A,, t E S’, meet the same 
component of Un x-‘(y) and similarly choose uncountable R’c R. 
Assume wolog that this component of U n ~‘{y } is above the similarly 
chosen component of Vn n-‘{r}. Then every A,(<ES’, 5 >y) is above 
every B, (q E R’, r] > y) beyond y, as far as the shorter of the two goes. 
For each 5 E S’, let < + be the immediate successor of 5 in S’, and choose 
E>O so that 
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is uncountable. Let a be the supremum of a strictly ascending sequence 
<r,+: neo) in S, such that {Ye+ : n E w} is bounded above. Then, as in the 
proof of Theorem 4.2 there is” a sequence of pn E (<,, g,’ ] such that 
{Cft:, ‘&+L. . n E co} converges to the zero vector above CI. 
On the other hand, if q > X, fl E R’, and B, = ([g,, s?],: qE (p;, qb)), 
then cI E (p;, qh), and 
W=ICg,,tl,:qE(Y,qb),Itl<s,} 
is a neighbourhood of the zero vector above a which does not meet any of 
the A, (5 ES’, 5 > y). This contradiction establishes Theorem 4.10. 
4.11. COROLLARY. Zf U and V are large open subspaces of T+, then so 
is Un V. 
Proof. If not, then there is a club set Co c w, such that x ~’ {IX} n U and 
K’(U) n V are disjoint for all a~&. But this makes it impossible for 
v’(&> to be in the closure of either open set for any tl~ C,. A contradic- 
tion follows from the elementary fact that the intersection of any countable 
collection of clubs in w1 is a club. 1 
4.12. COROLLARY. Zf T + is normal, then for any pair of disjoint closed 
subspaces, at least one must miss the fibers over some club subset of wl. 
The converse of Corollary 4.12 is not a theorem of ZFC: see Example 11, 
Section 9. 
4.13. COROLLARY. Zf T + contains a copy of wl, it is neither normal nor 
countably paracompact. 
Proof: Any copy of u, , being countably compact, is closed in any first 
countable Hausdorff space containing it. Failure of countable paracom- 
pactness now follows from Theorem 4.2 and Lemma 4.4. 
CLAIM. Zf T + contains a copy of w 1, then it contains a copy that meets 
each fiber in at most one point. 
Once the claim is proved, non-normality of T+ follows from 
Corollary 4.12: multiplying each vector in a copy W of w1 by 2 gives 
another copy of o,, and if W meets each fiber in a singleton, this second 
copy is disjoint from W; on the other hand, it is easy to show using 
countable compactness that W (and hence 2 W) meets the fibers over a club 
subset C of or. 
Proof of Claim, Let W be a copy of o, and let C be a club subset of 
w1 such that W meets every fiber over C. By a traditional “leapfrog” 
argument, cf. [N,, p. 6441 or the proof of Lemma 5.1, one shows that 
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C, = {CL E C: W, \ W, is a singleton, where W, = x - ‘(0, CI) n W} is a closed 
unbounded subset of o,, hence of C. By the structure of T+, the extra 
point in each PU is in the fiber over ~1. The set of all these extra points as 
c( ranges over C, is the desired copy of w, . [ 
Another corollary of Theorem 4.10 is that T + is not countably paracom- 
pact in Classl. One takes, for n~fU, F,={(~,r):r~l/n,a~/i}, verifies 
that it is closed (indeed, it is the union of the discrete collection 
{F;:cc~/i} where F,“={(a,r):r<l/n}) and notes that any open sub- 
space U, containing F,, is large; hence, although n,“=, FU = 0, the inter- 
section of the 17” contains the fibers over some club subset of wi. More 
generally, we have: 
4.14. LEMMA. If there is a stationary subset S of co1 and a family of 
charts {(x,, U,) : c1 E s} such that CI E U, for all GL E 3, and either 
(i) sup{D(x,~~;~)(x~(~)): rES, (<a} < +co, or 
(ii) inf{D(x, q’)(x&)): (ES, (<a} >o 
then T + is not countably paracompact. 
Proof: First assume (i) is satisfied. For each 5 E S, let Fi = { [.I-~, r]< : 
r I l/2”} and let F, = c/~+ lJ {F: : 5 E S}. Now, any points of F, not in the 
union must be in a fiber over some c1 E S, and we claim that the set of these 
points is of the form { rv, : r E (0, 1 ] } for some a, E rc ~ ’ { LY}. It is “geometri- 
cally obvious” that if v E F,, then rv E F, for all r I 1: these are the points 
“below” v on the fiber and they are the limits of points which are “below” 
the points in a sequence converging to v. So the claim boils down to 
showing that there is a “highest” point of F, in each 71-l { E}. Once this is 
shown, we note that F,, = (rv,: r E (0, l/2”- ‘1, c1 E S} and so these Fn have 
empty intersection; and we finish the argument as we did for Class 1 spaces 
above. 
But (i) gives us an easy upper bound for v, : we have v, = [x,, rala 
where r,Imax(l, sup{D(x, ~x;‘)(~~([)):{~S,<<a}}.Indeed,ifsisthe 
supremum, then for any t > s, 
is a neighbourhood of [xX, t], that misses all of F, except perhaps F; if 
c( E S, and that is the reason for max{ 1, . . . > above. Since F, is closed, it 
indeed has a highest point in each fiber it meets. 
If (ii) is satisfied, an “upside-down” version of the above proof works; in 
particular, we would take 
F~={[~~,r]~:r22”) 
and look for a “lowest” point of F, in each fiber. 1 
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PROBLEM 4. Is there some model of ZFC in which the hypothesis of 
Lemma 4.14 is valid for every smoothing of L + ? 
The first 0 example, in Section 9, has a countably paracompact T+. So 
a model for Problem 4 cannot satisfy 0. 
4.15. COROLLARY. Zf f: T + + R is continuous, then f is constant on 
n-‘C for some club Ccw,. 
Proof Since the countable union of nonstationary sets is nonstationary, 
there is some no N such that f -‘[n, n + 1] meets the fibers over a 
stationary set. Repeating the argument, we obtain a nested sequence of 
intervals [rk, rk + l/2”] whose inverse images under f meet the fibers over 
a stationary set. Hence if f -‘[r,, rk + l/2”] c Ukr then Uk is large if 
it is open. Then np=, 0, contains the X- ‘C for some club Cc o, , by 
Theorem 4.10, forcing f to be constantly equal to lim,, m rk on K’C. 1 
In Example 7 we will even have the stronger conclusion that there is an 
CI such that f must be constant on rr - ‘(cl, ol). This need not be true in 
general: see the Class 1 example off preceding Lemma 4.7. 
4.16. THEOREM. T + is never realcompact. 
Proof Call a zero-set “large” if it contains n-‘C for some club C of wi. 
The large zero-sets clearly form a filterbase with the countable intersection 
property, and by Corollary 5 they form a zero-set ultratilter. This has 
empty intersection since we can always compose n with a function 
q : L + + Iw whose zero-set is [cl, 0,) no matter how large a is. 1 
It follows that a T + in Class 1 gives an affirmative answer to a problem 
of van Douwen: 
PROBLEM [vD, 1. Is there a compact space which is not hereditarily 
realcompact, yet every pseudocompact subspace is compact? 
Indeed, the one-point compactification of a Class 1 T+ satisfies both 
properties: since ~~~(0, ] a is metrizable, every pseudocompact subspace of 
it is compact; so a pseudocompact subspace of T+ would have to be coun- 
tably compact, but a countably compact Moore space is compact [WW]. 
And adding {co } to compactify T+ does not change this situation, because 
7c ~ ‘(0, a] u {co } is still metrizable for each tl c w, , and for any non- 
compact subspace Y of T+ u {cc } one can find a small enough open 
neighbourhood U of {co } such that Y- U is noncompact. 
The same example serves to answer a question of Arkhangel’skii, 6.22 of 
[A], which should have been translated: 
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Question. Is there a “naive” example of a compact, K,-bisequential 
space that is not bisequential? 
4.17. DEFINITION. A space is bisequential if, whenever p is an ultralilter 
converging to a point x, there is a countable {B,,},“= 1 c ,U converging to x, 
in the sense that each neighbourhood of I contains all but finitely many 
B,. A compact space is K,-bisequential if every countable subspace is 
bisequential and the space is countably tight, i.e., whenever XEA, there 
is a countable B c A such that x E i?. 
Now, every countable subspace of Tf u { 00 } is first countable, and first 
countable spaces are obviously bisequential. Also, T+ u {cc > is countably 
tight if we have a Class 1 smoothing. In fact, it has the Frechet property: 
whenever a point x is in the closure of a subset A, there is a sequence from 
A converging to x. Indeed, if a compact Hausdorff space has the property 
that every pseudocompact subspace is compact, then it is a Frtchet space 
[Zh]. So we will be done as soon as we show: 
4.18. THEOREM. The one-point compactification of T + is never bisequen- 
tial. 
Before showing this, we introduce: 
4.19. DEFINITION. A subset A of T+ is thick if A contains the fibers 
over a closed unbounded subset (equivalently, over an uncountable subset) 
of 01. 
4.20. LEMMA. Zf A is thick, and A = B u C, then at least one of B, C is 
thick. 
Proof: If neither B nor C is thick, then the complement of B is a 
large open set and so is that of C. Their intersection is a large (by 
Corollary 4.11) open set that misses A, so that A is not thick either. 1 
Proof of Theorem 4.18. Because of Lemma 4.20, a maximal filter ,u of 
thick subsets of T + is an ultralilter on T + u ( 03 }, and it clearly has co as 
an adherent point and so converges to co. However, if we take any count- 
able subset {B,},“=, c p, then there is a point of T + in n { B,}z= i, and 
since 00 has a base of closed neighbourhoods, {B,}z=, cannot converge 
to it. 1 
Another consequence of Theorem 4.10 is that normality coincides with 
collectionwise normality for Tf. (This is not true for manifolds in general: 
M. E. Rudin has recently constructed a 0 + counterexample.) 
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4.21. LEMMA (W. G. Fleissner). Zf {N,: IX<O~} is a family of non- 
stationary subsets of w, whose union N is stationary, there is a subset A of 
o1 and a function f: A + N such that f (a) E N, for all a E A, and the range 
off is stationary. 
ProoJ Let A be the set of all u such that N, - lJ {ND: /I < u} # @. Let 
f(a) be the least member of this set for all a E A. To see that ran(f) is 
stationary, let C, be a club set disjoint from N, for each a E or. Then the 
diagonal intersection, 
is a club [K,, p. 801. But N n C c ran(f ), and N n C is stationary. 1 
4.22. THEOREM. Zf X is a normal subspace of TL+, then X is collec- 
tionwise normal. 
Proof: It is easy to see that any discrete family of closed subsets of any 
subspace X of TL+ is of cardinality IN, : a family of more than N, disjoint 
sets must trace an uncountable family on some ~~‘(0, cx)nX (a<o,), 
which is separable metrizable, preventing the traces from being a discrete 
family. 
First, assume Xc T +, and let (F,: CI < or} be a discrete family of closed 
sets. If RF, meets w1 in a stationary set for some a, and let U and I/ be 
open subsets of T+ whose traces on X are disjoint and contain F, and 
U (Fp: /? #IX}, respectively. Then, by Theorem 4.10, V is not large, since 
PnF~=fa.SothereisaclubCofo,suchthat Vnx-‘C=@,andso V 
is metrizable and we can put the FB, /I # a, into disjoint open subsets of V, 
hence of X, and these are disjoint from U n X. 
If zF, n w1 = N, is nonstationary for all u, then we can use Lemma 4.20 
to show that xF n o1 is also nonstationary, where F = U (F, : o! c al}. 
Suppose N=lJ (N,:acw,} (=zFno,) is stationary. Let f be as in 
Lemma 4.20 and let Sr and S, be disjoint stationary subsets of ran(f ). 
Then U (I;a: f(a)ES,) and lJ {FE: f(a)E&} are disjoint closed subsets of 
X whose projections contain S, and S,, respectively. But then any open 
subspace of T+ containing the first union must also have points of the 
second union in its closure, contradicting normality of A’. 
So Fnz-‘(C) = 0 for some club subset C of ml, and now we use 
metrizability of T + - 7~ - ’ C to put the various F, into disjoint open subsets 
of T+ - ?I-‘C, hence of T+, hence into disjoint open subsets of X. 
If Xc T+ u T-, normality again implies collectionwise normality since 
T - is homeomorphic to T +, and X n T +, Xn T - are disjoint clopen 
subsets of X. 
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In the general case, the main new complication is that some of the F, 
may meet L,. The ones that do not can be put into an open subspace W 
of X whose closure misses Xn (L, u (u {F, : F, n Lo # @ } )), and then we 
can use collectionwise normality of mn X to put these Ffi into disjoint 
open subspaces of W, hence of X. 
So we may assume without loss of generality that F,nL, # 0 for 
all CL If n(F, n L,) contains a stationary set for some CI, the union of 
the remaining F, meet L, in a subset of ~‘(0, LX) by the pressing-down 
lemma. Hence there are only countably many F, altogether, and now we 
use the fact that “all normal spaces are K,-collectionwise normal”: if 
{F,: n E cc} is a discrete family of closed sets in a normal space, and 
Fn = F,,, iff m =n, there are disjoint open sets U, such that F, c U,, 
U, n U,,, = fa if n #m. This fact is proven by letting V, and VL be disjoint 
open sets containing F, and U {F,,, : m > n}. respectively, and letting U, = 
v,n(n {V;:k<n}). 
On the other hand, if 7t(F, n L,) no, is nonstationary for each LY, and 
there are uncountably many F,, then a closed unbounded subset of L, 
must be missing from X to maintain discreteness of {F, : a E o1 }. So there 
is a club C of oi such that Xn np’Cn L, = 0. By the proof of the T+ 
case, there can be at most one CI, such that $F,, n T+) is stationary and 
at most one CI~ such that n(Fa2 n T ~ ) is stationary. After separating these 
from the remaining ones with (at most three) disjoint open subsets of X, 
we then have a club C’ of o1 such that U {F,: crfa,, a*} misses n-‘C’ 
and we can put these remaining Fe into disjoint open sets using 
metrizability of X- nPIC’. 1 
5. THE NUMBER OF DISTINCT SMOOTHINGS 
It is easy to see that there can be no more than 2NL distinct complete 
atlases on L+. Since (0, GI) is a copy of R for each nonzero CI E oi, it admits 
no more than 2’O = c distinct continuous real-valued functions, and each 
complete atlas is determined by countably many charts (in fact, since 
all smoothings of R are diffeomorphic to the usual structure, one chart 
suffices). Each complete atlas on (0, LY) extends to no more than c distinct 
ones on (0, tl + l), and if LY is a limit ordinal then each complete atlas on 
(0, LY) is uniquely determined by its restrictions to various (0, /I), /3 < c(. So 
the possible complete atlases on L+ can be put into l-l correspondence 
with a set of branches of the complete c-ary tree of height oi. 
Of course, distinct complete atlases could easily give diffeomorphic 
smoothings. Our key to showing that there really are 2’l pairwise non- 
diffeomorphic smoothings is the family of Class 6 spaces. We begin with 
an elementary observation on bundles over L+ with fiber IR, i.e., spaces E 
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with a continuous open projection rr: E + L+ such that n-‘(p) is 
homeomorphic to I& 
5.1. LEMMA. Zf E, and Ez are bundles over L + with fiber R, and 
f: E, + E, is a homeomorphism, then there is a club C of o1 such that 
fCn;1{5}1=G1{5}for 5EC. 
Proof The desired club is o1 n {p: f [n;‘(O, p)] = n;‘(O, p)}. It 
is a closed set since (0, p) = u { (0, q): q < p}, and the usual “leapfrog” 
technique shows it is unbounded above: given any c1 E w,, let p0 = a; 
with pn defined, let q, = max{p,, sup q[f [n;‘(O, p,)]]} and let 
P ntl =max{q,, sup7rc,[f-1[rr;1(0,qn)]]}. Let p=sup,p,. Finally, use 
the fact that every closed subset of L+ that is unbounded above meets wi 
in a club set [N3, Lemma 3.31. 1 
Now suppose T, and T2 are tangent bundles arising from “spiking” two 
different subsets S, and S, of /i, as in Class 6, and S, n S, is stationary; 
without loss of generality, assume S, -S, is stationary. Then T, has the 
property that every uncountable subspace Ai of nonzero vectors of 
rc;l(S1-S2) that meets each fiber in at most one point, has an uncountable 
closed discrete subspace. All we need is to pick E> 0 so that lrrj 2 E for 
uncountably many [x,, rcli, E A 1. On the other hand, Tz has the property 
that any such subspace A, of rr - l(Si-S2) has an uncountable subspace 
with countably compact closure in T2; we need only pick E > 0 so that 
IsgJ I E for uncountably many [ yc, sr] 5 E A,. These mutually contradictory 
properties are inherited by the fibers over any uncountable subset of 
n;l(S1-S2) and K;~(S~-&), respectively. This prevents there being a 
homeomorphism f: T, + T,, for the club set C of Lemma 5.1 would give a 
homeomorphism of x;‘(Cn (S,-S,)) with ql(Cn (S, - S,)). This is not 
possible, since the latter set is w,-compact: the countably compact closure 
in Tz mentioned above meets the zero vectors in a club C,, which thus 
meets the stationary set L, n rc;l(C n (S,-S,)). [Of course, this is a slight 
abuse of language, transferring the concept of “stationary” to L,.] 
We are almost done with showing: 
5.2. THEOREM. There are 2*’ distinct Class 6 smoothings of L+. 
All that remains is to show that there is a set Y of 2n1 stationary subsets 
of wI such that S n S’ is stationary for any distinct S, S’ in Y. And this 
is elementary: one can divide up w1 into a set 9 of K, disjoint stationary 
sets, cf. [K2, p. 793 and let Y = {U 9’: 9’ c GB,B’ # azr>. 
The foregoing argument showed non-equivalence via non-homeo- 
morphism of tangent bundles. Of course, the map f, of tangent bundles 
[S, p. 3-181 induced by a diffeomorphism f does much more than just 
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preserve the topology; it also sends zero vectors to zero vectors and is a 
bundle isomorphism; that is, f,[~;‘(p}] = n;l{f(p)} for all pi L+. 
Using this fact, one can get distinct smoothings by “spiking” subsets S, 
and S2 of wi such that no co-countable subspace of S, admits an order- 
preserving homeomorphism to any co-countable subspace of S,. For 
example, one might let S, be the set of successor ordinals and let S2 = 
S, u {a + o : a E wi >. This naturally leads to 
PROBLEM 5. If T, and T, are tangent bundles over smoothings of L+, 
and T, is homeomorphic to TZ, must there be a bundle isomorphism from T, 
to T,? Must there be one that preserves zero vectors? And does either 
conclusion imply a diffeomorphism of the smoothings? 
6. EXAMPLES WHERE COUNTABLE METACOMPACTNESS FAILS, 
AND SECTIONS ARE TRIVIAL 
In this section we present classes of smoothings for which T+ is not 
countably metacompact, and which are thus quite different from the ones 
already given. 
As before, the smoothings in our examples all arise from a family 
(x, : a E n u { 0 > ) of surjective order-preserving charts x, : (0, a + o) -+ R + 
with C” transition maps X, oxa’, with x0 the identity function and for 
a>O, x,(a+r)= 1 +r for rER+ u (0); in particular, x,(a)= 1. 
Class 7. (i) If a,, 7 a, a, E n for all n, then D(x, 0 x,‘)( 1) + 0. 
(ii) If p,, /1 a, then there exist qn > p, such that q,,--pn -+O and 
D(X,” 0 x, l )Mq,)) + + ~0, where pn E [a,, a,, + 0). 
If L+ is given a Class 7 smoothing, then T+ does not contain a copy of 
oi (in fact, T+ is quasi-developable, see Definition 6.7 below) and T+ is 
not countably metacompact. If g: T + -+ R! is continuous, there exists 
a <o, such that g is constant on T+ \n-‘(0, a). If f: L+ + T= TL+ is a 
section, then f is “eventually zero, ” i.e., there exists a < o, such that f(p) 
is the zero vector over p for all p > a. 
First we verify these properties, then show (Example 7) how to construct 
examples in Class 7. 
To begin with, note that (ii) is equivalent to a much more general state- 
ment: 
(ii+): Ifp,raandr~R+u{O}u{+co},thenthereexistq~>p, 
such that q; - p, + 0 and qJr) E (p,, qh) such that Lt(x, 0 xJL 
(xJq,(r))) -, r, where P,, E [a,, a, + w). 
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To show that (ii) implies (ii’), it is enough to show it for r=O and 
the rest follows by continuity of D(x,ox&‘) on x,,[(p,, q;)] where 
q; = max{q,, q,,(O)}. And the r= 0 case is essentially the claim in the 
proof of Theorem 4.2. 
As the examples of Section 3 show, r = 0 is .the only case of (ii + ) that 
comes automatically. Any other case would be enough (in place of the full 
(ii+)) in: 
6.1. LEMMA. Zf a smoothing of L+ satisfies (ii), then for each section 
f: L+ + T, there exists a<ol such that f(p)e L, (hence f(p) is the zero 
vector of C’{p}) for allp>ci. 
ProoJ: If there were no such CI, then one could find a sequence of limit 
ordinals yn /1 y and p,, E [y,, yn + w) and ME N such that, for all n and all 
P E CPW PI1 + E), f(P) = LX?“, r(p)], for some r(p) E [l/M, M]. But this 
would put all of n-‘(y} n T+ in the closure of the arcs 
f(Pn, Pn + E) (nE N) 
because of (ii). Indeed, one can find points [x7,, r”14”= [x,, s,]~, and 
L-x YnT rhl,;= C+ Al,; such that s, c l/n, s; > n, because of the basic 
equation 
s, = rJW, 0 x7: ’ )(xy,(4Jh etc. 1 
The statement about continuous functions T + + R being eventually con- 
stant has a very similar proof. We do not give it here because we will show 
something much more general (Theorem 7.7). That T+ fails to be count- 
ably metacompact also follows from a more general result (Theorem 7.12) 
but we show something even stronger here. Let 
From (i) it follows easily that U {F n: n E N } is a closed discrete subspace 
of T+. 
6.2. LEMMA. If U, is open in T + and F,, c U,, then there exists a E w, 
such that T+\n-‘(0, a)C Dn. 
Proof Assume not, then in the complement of some U, there would be 
a family of open sets {V,: a E S}, where S is an uncountable subset of A, 
and ME N such that 
v,= {C-h sl,+ ?: t-E (IT, Q, SE (ST, SO;)}, 
607/93/2-3 
160 P. J. NYIKOS 
where s”; < l/M and s; > M for all cx E S. Now if c1 E A is a supremum of a 
sequence CL, from S, the entire fiber V’(E) in T is in the closure of the Van. 
The argument is the same as for Lemma 6.1, with the V,” substituting for 
the arcs. This contradicts [x,, l/m],~ U,. 1 
6.3. COROLLARY. If L+ has a Class 7 smoothing, T+ is not countably 
metacompact. 
Proof Let F” = U {Fm: m 2. H}. Then the F” form a descending 
sequence of closed sets with empty intersection, but if F” c U, and U, is 
open, then T+ \xP1(O, a,)~ 0, for some tc,. Let c( = supn CI,, then in the 
locally compact space T+ \V’(0, CI), the traces of the U, are a countable 
sequence of dense open sets. Thus nF=, U, # /zr by the Baire Category 
Theorem. 1 
The argument for Corollary 6.3, with F,, in place of F”, shows that T+ 
is even (w, w)-antinormal: 
6.4. DEFINITION. A space X is (wl-co, w)-antinormal [resp. (co, o)- 
antinormal] if there is a discrete collection 9 of o, [resp. o] closed subsets 
of X such that, whenever ( U,(D): n E o} is a collection of open sets con- 
taining DE 9, and 9’ is a countable subset of 9, then n {U,(D): n EO, 
DEB} #a. 
6.5. DEFINITION (Different from the Definition Given in [vDz] ). A space 
X is paranormal [resp. metanormal] if whenever {F,,: n E RJ } is a discrete 
family of closed sets of X, then there is a locally finite [resp. point-finite] 
open family { U,: n E IW } of open sets such that F,, c U,,, and U, # U,,, if 
F,#Fm. 
It is easy to see, imitating the proof of non-countable metacompactness 
in Corollary 6.3, that metanormality is a weakening of countable meta- 
compactness. It is also a weakening of normality since “every normal 
space is N,-collectionwise normal.” Similarly, “paranormal” is a common 
weakening of “normal” and “countably paracompact.” 
6.6. COROLLARY. Zf L+ has a smoothing satisfying (ii) of Class 7, and 
T + has a closed discrete subspace F such that xF is a stationary subset of 
w,, then T+ is (~~-0, w)-antinormal. 
Proof: Divide up zF into N, many disjoint stationary sets E, [K,, 
p. 791. Let F, = Fn v ‘E,. For each countable subfamily (Fun: n E N > and 
each open U,, I t;,,, the argument of 6.2 goes through to give 
T+\x-‘(0, a,) c u,,,,,, and we finish as in the proof of Corollary 6.3. 1 
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Now for the promised smoothing: 
EXAMPLE 7. If CI= fl+o, let x, r (0, B) = (1/2)(xs r C&8)). Let 
g: R + I&’ be C” with g’(0) = l/2, g(0) = l/2 (except in case fl= 0, when 
g(0) = 0), g’“‘(O) = 0 for n < 1, g’(0) > 0 for all r E R+, g(r) + 1 as r + + co. 
For n E o, let g’ have a relative maximum 22” at each dyadic rational with 
denominator 12” in (n, n + 11, i.e., at each element of {i/2”: n(2”) c i < 
(n + 1) 2”). Let x,(/3+ r)= g(r) for all TE R+. Note that (i) holds 
vacuously and (ii) easily at a. 
If tl is a limit of limit ordinals, adopt Format 1 of Section 3. Let tl, /” a 
be a sequence from A. What makes [yy + rl, yr- 1] desirable is: 
(a) The image under xyn_, is of length < 2 -‘. 
(b) r;~lV. 
(c) For each p E [yl + r;, yr- r) there exists q > p, q-p I l/n such 
that D(x,,-, ~X,‘)(qAd) 2 zzn, where p E [fi, /I + w). 
Let D(x,ox~:~,) = 2-” on the interval, and, as always, send yl- i to 
1 -z-n+1 + 2-“-‘. The definition of x, on each remaining interval 
(yl, yr + rl) uses a transition function much like g. With rl = k E N, let h 
have domain containing [0, k] with h’> 0 everywhere on (0, k), 
h’( j/2”) 2 2” for all integers j E (0, k2”), and h’“‘(O) and h’“‘(k) to match up 
with xr’(yr) and xF)(yl+ k) for n 20. [See Example 1 for how such 
splicings can be carried out.] Then when we define x,(y? + r) = h(r) for 
r E (0, k), x, 0 x7:’ will be a (Cm) diffeomorphism whenever it is defined. 
(Of course, h and k will vary with i and n. Once it is done for all transition 
intervals, x, 0 xX ’ will have domain IX+.) Note in particular that the 
number and he&ht of the maxima of h are a function of n, not of the par- 
ticular j. This and (c) are what makes (ii) continue to hold at tl, while the 
derivative being 2-” on the desirable intervals makes (i) hold. 
6.7. DEFINITION. A space X is quasi-developable if there is a sequence of 
collections %,, of open sets such that for each x E X, (St(x, %!,,): XE U B”} 
is a local base at x. Such a sequence (%!,, : n E hJ ) is called a quasi-develop- 
ment for X. 
The difference between a development [2.1] and a quasi-development is 
that the %,, are not required to cover X in the latter case. 
6.8. LEMMA. r L+ has a Class 7 smoothing, then T + is quasi- 
developable. 
Proof. We use “rising gates” as in Example 4, Section 4. We identify T 
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as a set with L+ x R, [x,, r], being identified with (p, r) for all 
p E [cr, c1+ 0). Define, for n E N, 
4& = G,((a,r))nT+:aEA,B~~,G.,((a,r)) 
and d%&, = {(p, q) x (r, s) c T+ : q-p < l/n, s-r < l/a}. Now, since 
q - p < l/n, each member of 4, _ r is a “Euclidean” open set which misses 
rc -‘,4, and the a*,, _ I together form a development for T + \n-‘A. If z = 
(TV, r) E n-‘n, then if n < r, ,St(z, &zn) c G,,,(z) since the only members of 
4&H that contain z are the G,( (GL, S)) such that (s - rl < l/n. Thus we have 
a quasi-development for T+, and the a*,, trace a development on the 
subspace n-r/i n T+. 1 
A corollary is that T+ gives a negative solution to the following pair of 
problems [NJ, p. 6611. 
Is it consistent with -ICH that every manifold of weight <c is either 
developable or contains [a perfect preimage of] w,? 
Recall that a map f: 2 -+ Y is called perfect (also proper) if it is con- 
tinuous and closed, and f - I { y } is compact for each y E Y. If Y = or, Z is 
countably compact and, more strongly, has the property that every count- 
able subset has compact closure; yet Z is not compact. A Class 7 T+ does 
not contain such a Z, because every countably compact subspace of a 
quasi-developable space is compact (see [B,; B,, 9.31). On the other hand, 
every regular developable (i.e., Moore) space is countably metacompact 
CWW, G,l. 
By these contrasting properties, Class 7 smoothings clarify some issues 
related to the following striking consistency result of Z. Balogh: 
THEOREM [Br]. If MA(o,), and X is a locally compact, first countable 
space of cardinality I K, , exactly one of the following is true: 
( 1) X contains a perfect preimage of w , ; or 
(2) X is a Moore space. 
This led the author to ask the following question, to which a Class 7 T+ 
provides a negative answer, as we have just seen: 
Question. Can “first countable, of cardinality <Kr” in Balogh’s 
theorem be weakened to “locally metrizable, of weight I K, “? 
The weight of a space is the least cardinality of a base for its topology. 
In the context of manifolds, this is N, + the least cardinality of a cover by 
Euclidean neighborhoods. 
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In her celebrated proof that MA(w,) implies perfectly normal manifolds 
are metrizable [RI], M. E. Rudin used a poset that is essentially Balogh’s, 
but with compact subsets replacing finite ones. Had this replacement been 
possible in all locally metrizable spaces of weight 5 fl i, the above question 
would have had an affirmative answer. 
There is a strong similarity between the construction of Example 7 and 
that of Example 4. The following class admits a construction similar to that 
of Example 3. 
Class 8. (i) If a, pE.4 and cr<fl, then D(x,oxg’)(l)=l 
(ii) [as in Class 73. 
This time, each WP={[xa,r]a:a~A} (r>O) is a copy of o, in T+, 
so T+ is not quasi-developable. (As remarked above, every countably 
compact subspace of a quasi-developable space is compact.) 
However, T+ has most of the properties claimed above for a Class 7 
example: it is not countably metacompact, every section L+ + T is even- 
tually zero, every continuous f: T + -S [w is eventually constant. The proofs 
are the same as for Class 7 examples, even though this time F,, = W,,, is 
not a discrete subspace. 
One slight difference is that T+, which is (w, w)-antinormal, is not 
(wi - w, w)-antinormal since n- ‘A is homeomorphic to w1 x [w and so 
every discrete collection of sets that meet is countable; and subsets of 
T + \~-‘n can be handled using metrizability. For a similar reason, any T 
in Class 7 is countably metacompact; any descending sequence of closed 
subsets with empty intersection must eventually miss Lo, which also entails 
missing rc-‘(A - (0, a)) for some a < o1 because of (i). In contrast, a T in 
Class 8 is (0, w)-antinormal, because ( W,, : n E N ) is a discrete collection 
of closed sets. One can construct a T which is (oi - w, o)-antinormal, with 
a quasi-developable T+, by imitating Class 5: 
Class 9. (i) If a, /1 a, a, E,4 for all n, then D(x,ox,‘)(l) + + co. 
(ii) [as in Class 73. 
This time, it is {[x,, n],: a E A, n E N > that is a closed discrete subspace 
of T + (also of T) which we split up to demonstrate (oi -0, o)-anti- 
normality. Quasi-developability is demonstrated in a fashion upside-down 
to that of Class 7, using the lowering gates {fl} x (0, l/n). Here too, 
x-in n T + is a Moore space. Neither this nor quasi-developability of T + 
is an accident: in Section 12 it will be demonstrated that if the axiom 
MA(o,) is assumed, and T+ does not contain a copy of oi, it is quasi- 
developable and n-‘n n T+ is Moore. 
The similarity between the proofs of Lemma 6.1 and Corollary 6.3 is no 
accident either, as we will see in the next section. 
164 P. J. NYIKOS 
By substituting stationary, co-stationary subsets of /i for /i in Class 9, 
and making their complements behave like n in Class 7, one can produce 
2”l topologically distinct T + with the same basic properties as in Class 9. 
The proof of distinctness is as in Section 5. Neither this nor the construc- 
tion of examples in Classes 8 and 9 requires new ideas; a combination of 
ideas for Class 7 and Classes 3 and 5 is enough, so we omit details. 
The following class is somewhat different, but construction is still an easy 
modification of the earlier ones. The key is to make D(x, 0 xYP ‘) E 1 (where 
y = yr- ,) on the images of desirable intervals and to have the derivatives of 
the transition functions peak out at 1 instead of climbing to 22” as in 
Classes 7, 8, and 9. 
Class 10. (i) If ~1, b E /i, /I < CI, then D(x, o.x~‘) I 1 on xs( [/I, B + w)), 
and D(x,oxai)(l)= 1. 
(ii,) If pn /* tl, then there exist qn > p,, such that qn - pn + 0 and 
D(x, 0 x;,’ )(x,,(q,)) -, 1, where P, E C% ff, + 0). 
As commented just prior to Lemma 6.1, (ii,) can be used in place of (ii) 
there to draw the conclusion that every section is “eventually zero.” 
Smoothings in Class 10 also give (0, o)-antinormal T+, but the argument 
is a little different. Instead of Lemma 6.2, we get a result in terms of the sets 
identified with L + x (l/n, + cc ) in the proof of Lemma 6.8. These are open 
in a Class 10 smoothing, and it is easy to see that: 
If U,, is open in T+ and F,, c U,, then there exists u,, E o, 
such that the set identified with L+ x (l/n, + co)\~-‘(0, a,) 
is a subset of 0,. (*I 
Then, with c1= sup,, c1,, we apply the Barie Category Theorem to the set 
identified with [cr, oi) x (1, + co) to show that { F,z : n E N } witnesses 
(w, o)-antinormality. 
If we state (ii,) like (iii) but with -+E in place of +l, a similar argument 
works for any E > 0. We would put L+ x (l/n&, + co) in (*), and [cr, w,) x 
(l/s, + co ) would be the set to which to apply the Barie Category Theorem. 
All of which leaves us in the dark as to: 
PROBLEM 6. Is there a T+ which is neither metanormal nor (0, w)- 
antinormal? 
This actually seems to be unsolved even if one substitutes “regular 
topological space” for T +. 
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7. TRIVIALITY OF SECTIONS vs METANORMALITY 
For the sake of simplicity, we will call a sectionf: L+ + T trivial if there 
exists clcol, such that f(p) E Lo for all p 2 a. Otherwise f will be called 
nontrivial. Similarly, a continuous g: T + + R will be trivial if there exists 
r,~(Wanda<o,suchthatg(u)=r,forallu~T+-~-’(O,a).Recallthat 
a subset of T is bounded if it is a subset of ~‘(0, a) for some a < ol. 
We now embark upon a characterization of those smoothings for 
which there are only trivial sections to TL+ and only trivial real-valued 
continuous functions. 
7.1. DEFINITION. A Tychonoff space is o,-pseudocompact if every 
discrete family of open sets is countable. 
If one substitutes “finite” for “countable,” one obtains a characterization 
of pseudocompact Tychonoff spaces, i.e., those on which every real-valued 
continuous function is bounded [E, p. 2631. 
It will be convenient to formalize the ideas behind the proof of the claim 
in Theorem 4.1. 
7.2. DEFINITION. Let c E [w + . An open subspace U of T + is ballasted to 
below c if there is an interval (p,,, pl) of XU and a chart x with domain 
(pO, pl) and range of length 2 1, such that for each p E (pO, pl) there exists 
[x, rPIP E U such that rP < c. Given a nonempty open U c T +, let 
b(U) = inf{ c: U is ballasted to below c}. 
If we had written “length >E,” the same definition would arise from 
writing “such that rP -K CE.” Note that b(U) = 0 is possible, but the set over 
which the inlimum is taken is always nonempty. 
Letting A < B for subsets of L+ mean that a < b whenever a E A, b E B, 
we have: 
7.3. LEMMA. Zf ( V,) is a sequence of nonempty open subsets of T+, and 
~v”<~vn+l for all n, and there exists M such that b( V,,) < A4 for all n, 
then it is possible to choose z, E V,, such that (z,) converges to the zero 
uector ouerp=supU {nT/,:nEN}. 
Proof With x, as in Definition 7.2 and playing the role off,,, this is 
essentially the claim in Theorem 4.1. 1 
Next we show one way of obtaining real-valued continuous functions 
from sections. 
7.4. LEMMA. If f: L+ + T is a section, then there is a continuous 
g: T+ + [w such that g-‘(O)=n-‘(f -‘(Lo)). Zf f is C” [nemu {cm}], so 
is g. 
166 P. J. NYIKOS 
Proof Let f ~ ‘(L,) = C. Each vector w of T- K ‘C has a unique 
representation w = rf(p). Let g(w) = l/r for such w E T +, and g(u) = 0 for 
0 E rc -‘C. Continuity of g follows from continuity of rf for all r. In par- 
ticular, if uEn-‘Cn T+, and rnf(pn)+z, P~Ex-~C’, then r,+ +co. 
If we let x, be a local coordinate system with domain (0, q), then (xq)* 
is the associated local coordinate system on ~‘(0, q), where (xy)* takes 
[x,, ‘1, to (x,(p), t). (Here we are identifying TR with R* by taking 
[id, t], to (x, t). Unlike the “naive” identification of TL+ with L+ x R, 
this preserves the differential and vector structure; for details see [S, 
Chap. 31.) If we let f(p) = [x,, h(p)], for all p E (0, q), then differentiation 
of g with respect to (x,), is defined to behave like differentiation of 
go (xq);l =k: R* + R. Now, k takes (x,(p), rh(p)) to l/r unless h(p) = 0, 
in which case k takes this point to 0. In more traditional notation, 
h,(x) 0, y) = y, 
where x = x,(p) and ,v = rh(p) and h,(x) = h(p). The partial derivatives of 
k are continuous insofar as the ordinary derivatives of h, are. But f is C” 
iff h, is, by definition. 1 
The last clause of Lemma 7.4 is of limited usefulness as long as the 
following question remains unanswered: 
PROBLEM 7. Is there a smoothing of L+ for which there is a nontrivial 
differentiable, or C’, or C” vector field? 
In the Co case, there are other g that will do the job in Lemma 7.4, such 
as the restriction to T+ of the g in: 
7.5. THEOREM. Let C be a closed unbounded subset of L+, and let 
X= T- (R-ICT\ Lo). The following are equivalent: 
(i) There is a section f: L+ + T such that f -‘Lo = C. 
(ii) There is a continuous g: A’+ 58 such that g-‘(O) =zn-‘CnX 
(=R-‘C-L~), andg~l{l}=LonX(=Lo-z-‘C). 
(iii) XI-’ C - Lo and Lo - n- ‘C can be put into disjoint open subsets 
of T. 
Proof (i)+(ii). For WET-v’C, we have w=rf(P) for some 
unique rE R. If Irl 5 l/2, let g(w) = 1 - Irl, while if Irl > l/2, let g(w)= 
l/4 [r-l; of course, the definitions agree for r = l/2. For ZE xlCn X, let 
g(z) =O. Then g is continuous by the same argument as for the g in 
Lemma 7.4, and g-‘(O), g-l{ l} are as claimed. 
VARIOUSSMOOTHINGSOFTHELONGLINE 167 
(ii) + (iii). g-‘( - 1, l/3) and g-‘(2/3, 2) are disjoint open subsets of 
X and hence of T. 
(iii) + (i). Let U be an open subset of T such that Lo - ~-lCc U, 
On (x-‘C-Lo)= 0. Let TR be identified with R* as in the proof of 
Lemma 7.4. 
Each component of L, - rc- ‘C is of the form (p, p’) where p and p’ are 
successive members of C u (0). Let x,: (0, c() + R be an order-preserving 
chart such that ~‘<a. The associated (x,),: ~~(0, n) + TR takes 
n-‘(p, p’) n Lo to an interval (a, b) on the x-axis, and we can define a con- 
tinuous h,: (a, 6) + R+ such that (x, r&(x)) E (x,), [U] for all TE [0, 11, 
x E (a, b). Indeed, (x,), [U] is an open subset of IX* containing 
(a, 6) x {0), and elementary “advanced calculus” techniques enable one to 
define h, so that all points on its graph k,, and all points between k, and 
the x-axis, are in (x,), [U]. Note that since On (n-‘CnL,)=Qj, 
h,(x) --) 0 if x + a or x + b. Let f, = (xP);’ 0 k, 0 (x,), . Then f, is a local 
cross section from (p, p’) to T +. 
If qE L+ is in the domain of a (unique)f,, let f(q) =fP(q), otherwise let 
f(q) be the zero vector over q, Thenf: L + -+ T is continuous; in particular, 
if qn + q E C, then f(q”) converges to the zero vector over q. 1 
As before, we call a subset U of T+ large if xU contains a stationary 
subset of wi. For open U, this is equivalent to L+ - nU being bounded 
[4.9]. 
7.6. DEFINITION. Let C be a subset of L+. A collection d of subsets of 
T is C-monastic if each A E d is a subset of n- ’ B for some component B 
of L+ - C, and each ~II- ‘B meets at most one A E d. If A is a subset of T, 
then A is C-monastic if { {u} : a E A} is C-monastic. 
If U is an open subset of T+ and U is not large, let C c w1 be a club 
such that n-‘Cn U = 0. It is easy to see, using separability of the com- 
ponents of n-‘C, that the set of components of U is a union of countably 
many C-monastic families. This will be used in the proofs of several results 
in this section. 
7.7. THEOREM. The following are equivalent for a smoothing of L+. 
(i) T+ is o,-pseudocompact. 
(ii) Every section f: L+ + TL+ is trivial. 
(iii) Every continuous g: T + + R is trivial. 
(iv) Every C w function g: T + + 54 is trivial. 
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Proof: Part (iii) implies (ii) by Lemma 7.4 and contrapositive. We will 
show (i) + (iii), (ii) + (i), and (iv) + (i) by contrapositive, the rest being 
obvious. 
(i) + (iii). Let g: T+ -+ R! be continuous. By 4.15, there exist r E R 
and a club Cc o, such that g = r on X- ‘C. If g differs from r on an 
unbounded set, let E >O be such that V= {ZE T+ : Ig(z) - r,l > E) is 
unbounded. There is an uncountable C-monastic set of components of V, 
and any limit points of these components in nnlC are ruled out by 
continuity of g, so each point of T+ has a neighborhood meeting at most 
one component in the set. 
(ii) + (i). If 92 is an uncountable discrete family of open sets in T+, 
at most one of them can be large by Corollary 4.11, and there is a club C 
of o, that misses the rest. Let ,Y be a (discrete) family obtained by 
choosing one component apiece from the members of a’, and let Y be 
an uncountable C-monastic family from Pp. There exists A4 such that 
b(V) < A4 for uncountably many VE “Y-; let { Vc: 5 co,} list these so that 
rrA V,, < rc* V, whenever n < r. Now if one arbitrarily picks y5 E V<, and 
5, 7 CI, then (y;,) converges to the zero vector over sup, rty,=, : Lemma 7.3 
and discreteness of 1c/‘ rule out any other possibility since the members of 
-Y- are connected. So if we define 
W,= (WET+: w=roforsomeuEV;,r>l) 
then { W, : 5 E o1 } is also discrete, and rr W; = 7t V,. 
Each K W, is an interval of L +. Using it like (p, p’) in the proof of 
Theorem 7.5, define xg like xp there, and h, like h,, specifying that h,(x) E 
(xc)* [ W,] for all x E (a, 6). Also specify that h,(x) + 0 as x + a or x + b 
[in 7.5, this was automatic]. Continue as in the proof of 7.5 to obtain a 
sectionfsuch thatf-‘L,=L+-u {~~W;:~EW~}. 
(iv) -+ (i). If (i) does not hold, define Vt: (5 E oi) and x, as above. 
This time, let W, be a subset of V, whose image under (xc)* is an open 
disc whose closure in Rz lies in [w x R +. Let k,: I@ + R! be a C” function 
which is positive on all of (x,), [W,] and zero on the complement. Let 
g, = (xe);’ ok; o (x,),. Then g, is a C” function on ~~‘(0, CX~) that is non- 
zero precisely on W,. 
Let WET+. If w E W, for some 5, let g(w) = g<(w), otherwise let 
g(w) = 0. Then g : T + -+ IR is a Coo function since g 0 (xe);’ is nonzero on 
a discrete family of open discs in R x R+ and has all derivatives zero on the 
individual boundaries for each 5 < wi. 1 
7.8. COROLLARY. Zf T+ is co1 -compact, then every section f: L + -P T 
and every continuous g : T + -P II2 is trivial. 
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7.9. COROLLARY. T+ is o,-compact, zf and only if, it is strongly collec- 
tionwise Hausdorff and every section from L+ to T is trivial. 
Proof If a topological space is or-pseudocompact and strongly CWH, 
it is clearly w1 -compact. Conversely, every w1 -compact space is 
o1 -pseudocompact, and if T+ is o,-compact, it is strongly CWH since 
each closed discrete subspace is in the interior of some closed metrizable 
subspace n-‘(0, a]. 1 
Recall that a cozero set (called a functionally open set in [El) in a 
topological space is a set of the form g-‘(58 - (03) for some continuous 
real-valued g. The following result is reminiscent of the properties of all 
large open sets in Class 7 examples. 
7.10. COROLLARY. The following are equivalent. 
6) T + is co1 -pseudocompact. 
(ii) T + - U is bounded for every unbounded cozero set U c T +. 
(iii) T+ - B is bounded for every large cozero set UC T+. 
Proof If (i), and U is an unbounded cozero set associated with g, then 
the “eventual value” of g guaranteed by 7.7(iii) must be nonzero, hence (ii) 
follows. It only remains to show (iii) + (i). If T+ is not w,-pseudocompact, 
we can define g as in (iv) + (i) of 7.7. Then there will be an E > 0 such that 
g-‘(6, + co) is unbounded, and this is disjoint from the large cozero subset 
of the function (E - g) v 0. 1 
In a Class 10 smoothing, there are large open sets, identified with 
L+ x (r, + co) for r > 0, whose closures do not have bounded complement 
in T+, so “cozero” cannot be replaced by “open” in either (ii) or (iii). 
At the opposite extreme from the behavior in Theorem 7.7 is that in: 
7.11. THEOREM. The following are equivalent for a smoothing of L+. 
(i) There is a o-discrete family of separable open subsets of T + 
whose union is dense in T + . 
(ii) There is a countable family of sections f,,: L+ + T such that 
U,“=, f;‘(T- L,) is dense in L+. 
(iii) There is a continuous function g: T+ + R such that g-‘{r] is 
nowhere dense for all r E R. 
(iv) There is a continuous function g: T + + R such that g- ’ {r,,} is 
nowhere dense for the (unique, because club subsets of o, meet) r,, such that 
n-‘Cc g-‘{r,} for some club C of ml. 
(v) There is a continuous function g: T+ + R such that g-‘(O) = 
7~~ ‘F for some closed unbounded nowhere dense F c L +, 
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Proof: (i) + (ii). Let % = lJ,“= 1 f!&, where each %, is a discrete family 
of separable open subsets of T +, and IJ @ is dense. Let C, be a club in or 
such that IJ 4Ym n n -‘C,, = 0. Let 9: be the set of all components of 
members of a,,, and let 9: = U,T=, Vm,, where each Y,,, is C,-monastic. 
For ME N, let 
and let { V;(m, n, M): <EN} (where c( SW,) list Vm,(M) as in the proof of 
Theorem 7.7, (ii)-+(i). Following that proof, let fmnM be defined like f 
there. This gives us the desired countable family of sections. 
(ii) + (v) + (iv). The second implication is obvious. For the first, let 
F=L+-U~Zlff,‘(T-L,). Let 
W,=(w:w=rS,(p)forsomep~f,;‘(T-Lo),re(-1, l)}. 
For each component (p, p’) of L+ - F, let (Z,(p) : k E Z } be a cover by 
intervals such that I,(p) c rc W, for some n, and Z,(p) n Z,(p) # @ iff 
j~(k-l,k,k+l}. Let skn (k E Z, n E N) be a section which is nonzero 
precisely on the Z,(p) in n W,,. Let g&, be defined with respect to skn as g 
was defined with respect to fin Theorem 7.5, except that if (t-1 2 l/2, then 
we have g&,,(r) = l/2. 
Let $: N + Z x N be a bijection, and let hi= geLci). Let g = C,“= I 2-‘hi. 
Then g-‘(s, + co) is contained in a finite union of sets of the form m W, for 
each E > 0, where as usual 
mW,= {mw: WE Wn}. 
So g is continuous and, clearly, g-‘(O) =x-IF. 




ZE T+: jg(z)-r,( >- 
> 
inEN) n 
into countably many C-monastic families. Each is a discrete collection, and 
the union of all such families as n ranges over N is the desired o-discrete 
collection. 
(i) + (iii) + (iv). The second implication is obvious. For the first, we 
may assume without loss of generality that %! = lJ,“=, %,, is a disjoint 
collection with each a,, discrete and each U E 4Y a copy of the open unit 
disc B* via a diffeomorphism h, : U -+ BZ that extends to an open set con- 
taining 0. Let k: OX* + R be a continuous function with k-‘(O) = R* - 4*, 
k((0, 0))= 1, and each k-‘(r), re (0, 1) a circle centered on the origin. 
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Let g: T+ + R be defined by making g-‘(O) = T+ -lJ 9, while if 
u E UE a,,, let g(u) = 2-“Q/r,(u)). Then g is continuous as in (ii) -P (v). 1 
In light of Theorem 7.7(iv), it is natural to ask: 
PROBLEM 8. Can g be a C” function in any of (iii), (iv), (v)? Is there a 
smoothing of L+ for which there is a Coo function from T + to R satisfying 
any of these conditions? 
It is tempting to try to use a C” function for k in the proof of (i) + (iii), 
or the graph of a C” function for the restriction of Sk,n to Z,(p) in the 
proof of (ii) + (v), but the difficulty is that there is no single, well-defined 
derivative of a real valued function on any smooth manifold except R” 
(with the usual structure for n = 4). The values of the derivative depend 
upon the coordinate system and could fail to converge as one approaches 
a point of g-‘(O). 
It is also natural to ask whether a single section can do the job of the 
countable family in (ii), but it is at least consistent that this is not so: see 
Example 12 in Section 9. 
PROBLEM 9. Is it consistent that every smoothing satisfying Theorem 7.7 
admits a section f: L+ --) T such that f -‘( T- L,) is dense? 
Incidentally, it is easy to construct smoothings such that T + satisfies 
neither of the extremes represented by Theorems 7.5 and 7.7. One 
could, for example, mimic Example 1 or Examples 8 or 9 below on 
intervals (a, a + 1) where a E A and mimic Example 7 everywhere else, 
obtaining a o-discrete collection of open sets that is dense in 
7c-‘(tJ {[a,a+l]: a E A } ), yet every a-discrete collection of open sets 
must fail to have TI - ’ (u {(a+l,a+o):a>fl}) in its closure for some 
B<Wl. 
In Section 12, it will be shown that if MA(o,) is assumed and T+ is 
metanormal, then T + satisfies the conditions of 7.11. One ingredient is 
part (a) of: 
7.12. THEOREM. Suppose T+ is metanormal, and either 
(a) T+ contains a copy of wl, or 
(b) T+ contains a closed discrete subspace D such that nD contains a 
club of o1 and such that every infinite subset of D has a zero vector of T in 
its closure. 
Then there is a continuous g: T + + R such that g-l{ r} is nowhere dense 
.for each r E R. 
172 P. J. NYIKOS 
Proof If (a), then by the Claim in 4.13 and its proof, there is a club 
Cco, such that T+ has a copy W of o1 that meets each fiber of x-~C’ 
in exactly one point. This makes rc -‘Cn T + homeomorphic to Wx R by 
a fiber-preserving map, with r W being sent to W x (r}. Let F,, = (l/n) W for 
each rz~ RJ. 
If (b), we may assume D c rc-‘C and D meets fiber n-‘{q} over C in 
exactly one point. Let F,= (l/n)D. Then the only limit points of U,“= i F,, 
in T are zero vectors. 
So, in either case, {F~}~=, is a discrete (in T ‘) family of closed sets. Let 
(U,}z=, be a point-finite family of open sets such that F,, c U,, 
F,,nU,,,=@ unless m=n. Let G,=U(U,:m>n}. Then {G,}z=, is a 
descending family of large open sets with empty intersection, such that 
F,cG, iff m2n. 
Let U be an open subset of T+. By the Baire Category Theorem, U 
meets the interior of some T+ - G,. The components of each T+ - G, are 
separable by Corollary 4.11, so that we will be done when we show 
V” = { V: V is a component of T + - G, for some rr } is o-discrete. 
Since 71-‘(0, ) c1 is separable and each VE 9“ is bounded, there is a club 
C’ c C such that 7~ ~ ‘C’ n U V = 0 : simply let 
C’= {q E C: Vc ~~‘(0, ‘1) whenever VE VL’ and Vn ~~‘(0, q) = 0). 
Let V- = U,“=, Vn where {6(V): VE Vi} is bounded above for each n, and 
each Va is C’-monastic, and for each n there exists N such that 
UVH’,cTt-G,.TheneachVnisdiscrete:ifw~n-’{cc}nT+ wereinthe 
closure of U $; but not in lJ { 8: VE VH}, then c1 E C’, and { rw: r E (0, l] } 
would be in the closure as well; but then the closure of U Vn would meet 
all but finitely many F,. 1 
7.13. THEOREM. Zf T + is a Moore space, then there is a continuous 
function g : T + + R such that g- ’ {r } is nowhere dense for each r E 52. 
Proof: There is a a-discrete cover of T+ by compact sets (see 
Theorem 8.2), X = lJ,“= i X, where each X, is discrete. Let Vn = 
{ int K: K E X, >, and let V = lJ,“= i V”. If there were a nonempty open set 
U of T + disjoint from U “Y-, then U { Kn U: KE Xn> would be nowhere 
dense for each n, since by discreteness its interior is the union of the 
interiors of the individual Kn U. This violation of the Baire Category 
Theorem establishes that lJ Y is dense, and now we use Theorem 7.11. 1 
7.14. COROLLARY. If T + is Moore, or if T + is metanormal and contains 
a COPY of ml, then T + is not w1 -pseudocompact. 
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We can drop “and contains a copy of oi” in 7.14 if we assume MA(o, ) 
[Theorem 12.141. On the other hand, Example 10, which uses 0, will be 
normal and countably paracompact, yet also o 1 -compact. 
8. QUASI-DEVELOPABILITY vs DEVELOPABILITY 
This section studies the issue of when quasi-developability of T+, or 
indeed of any manifold, implies it is a Moore space, i.e., developable. 
Recall that, in a space X, the order of a collection % at x E X, designated 
ord(x, %), is the cardinality of { UE !B: x E U}. 
8.1. DEFINITION. A cover Q of a space X is a weak O-cover if %! = 
U,“E 1 %,,, where for each x E X there exists n such that 1 I ord(x, en) < w. 
If in addition {%“},“E i can be chosen so that each %n covers X, then & is 
a B-cover. A space X is [weakly] &refinable if every open cover can be 
relined to an open [weak] e-cover. 
Weak &covers have also been given the descriptive name, 
“a-distributively point-finite covers” [WW], while [weakly] &refinable 
spaces have also been called [weakly] submetacompact. For manifolds, 
these concepts have simpler characterizations. 
8.2. THEOREM. Let M be a locally compact, locally metrizable space. The 
following are equivalent. 
(i) M is B-refinable. 
(ii) M is subparacompact; that is, euery open couer has a o-discrete 
closed refinement. 
(iii) M is a Moore space. 
(iv) M has a o-discrete couer by compact subsets. 
Proof: The equivalence of the first three concepts is shown in [WW] 
for spaces with a base of countable order, and so is the fact that every 
locally metrizable space has a base of countable order. The equivalence of 
(ii) and (iv) is shown for locally compact spaces in the proof of 
Theorem 4.5 of [NS]. 1 
One can also go directly from (iv) to (iii), as in: 
8.3. THEOREM. Let M be a locally compact, locally metrizable space. The 
following are equivalent. 
(i) M is weakly O-refinable. 
(ii) Every subspace of M is weakly &refinable. 
(iii) M is quasi-developable. 
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(iv) A4 has a o-relatively discrete cover by compact sets; that is, a 
cover X = U,“= , -X, where each Xn is a collection of compact sets and is 
discrete in U &. 
Proof: In [BL] it is shown that every quasi-developable space satisfies 
(ii), and that a space is weakly Q-refinable iff every open cover has a 
a-relatively discrete refinement (whose members are not required to be 
either open or closed). In a locally compact space, this in turn is equivalent 
to (iv): let S! be a cover by open sets with compact closures, ?+‘” an open 
cover such that { P: VE ,Y-} refines a!, and let g = (J,“= , %,, refine 1v^, where 
each G& is relatively discrete. Let X, = {c: Ce%$}. 
Finally, we show (iv) implies (iii). For each KE X,, let U, be a second 
countable open set such that Kc UK, U,nK’=@ for all K’EX”, K’#K. 
Let (V,(K)},“= i be a countable base for UK, and let Ym,, = 
{V,(K): KE&}. It is easy to see that U (VA,: m, nE N} is a quasi- 
development for M. 1 
Condition (iv) of Theorems 8.2 and 8.3 may be of assistance in assessing 
the following problem, and its generalization to manifolds (instead of 
just T+): 
PROBLEM 10. If T+ is quasi-developable and countably metacompact, is 
it Moore ? 
This is one end of a spectrum of unsolved problems, ranging all the way 
to: 
PROBLEM 11. Is every weakly e-refinable, first countable, countably 
metacompact space 6rej?nable? 
Other problems in this spectrum were posed by the author in Topology 
Proc. 7, No. 2 (1982), 382; see also 9, No. 2 (1984), 372. One problem in 
Vol. 7 is solved negatively by Example 7: “Does MA imply every locally 
compact Hausdorff space of weight <c is either subparacompact or 
contains a countably compact noncompact subspace?” 
Condition (v) of Theorem 7.11, coupled with the proof of (iv) --t (i) there, 
shows that a countably metacompact T+ has a a-discrete collection of 
compact sets covering all of T + except for 7~ - ‘F for some nowhere dense 
subset F of L+. In Section 12 it will be shown that one can cover Z-Q by 
a a-discrete collection of compact sets whenever T+ is quasi-developable, 
MA(o,) is assumed, and Q is locally countable. The remaining classes in 
this section show how the gap between “nowhere dense” and “locally 
countable” is a real one, but also hold out hope that it might be spanned. 
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Class 11. Let K denote the Cantor set, and let wi + K= (5 + k: 
<EW1,kEK}. Let ~l~rl, p, /1 CI, and pnE[a,,a,+w), a,EAu{O} for 
all n. 
(i) If pn E o1 + K for all n, then D(x,~x;‘)(x,“(p,)) + 0. 
(ii) If pngwl + K for all n, then there exist qn > pn such that 
qn - P,, -+ 0 and Wx,ox;‘)(x,Jq,)) -, + ~0. 
(iii) If D(x, 0 xcr, )(x,,(p,)) f* 0, then there exist p; E w1 + K such that 
pL<pn andp,-pL+O. 
EXAMPLE 8. This example, in Class 11, has a construction similar to 
that of Example 7 in many respects. If a = fl+ w, let x, 1 (0, /I) = 
(l/2) xP 1 (0, b). Let g : R! + R be a C co function as in Example 7, except 
that g’ should have a relative maximum 2 2” in (n, n + l] only at those 
dyadic rationals r with denominator I 2” such that 0 < r - n - k < 2-” for 
some kE K. If there is no such rational number between successive 
members n+k, n+k’ of {n}+K, have g’<2-“+’ on [n+k,n+k’] and 
(therefore) also have g’ I 2 Pn+ ’ on {n} + K within 2F’+ ’ to the left of it. 
Informally, we thus put a spike of height 22” in every deleted interval 
of width >2-“, but the spike must come within 2-” of the left end, and 
then g’ settles back down to I 2-“+I within twice that distance. Let 
x,(fl+r)=g(r) for reR+. 
If a is a limit of limit ordinals, continue as in Example 7 but with (c) 
applying only if p E o1 + K, and adding: 
(d) If qE[yi+rr,YT-i) and (q-2/n,q]n(o,+K)=@, or if 
q E w1 + K, then D(x,:-, ox;‘)(xs(q))< 1, where qE [/I, B+o). 
Then in defining the transition function h for the interval (yr, y; + rl), 
have h’ behave on each interval (j, j + 11, je (0, . . . . rl - 1 }, like g’ on 
(n, n + 11, rather than having h’(j/2”) 2 2” for all jE (0, . . . . 2”rl- 1) like in 
Example 7; otherwise fill in x, on these intervals according to the instruc- 
tions in Example 7. 
In analogy with Lemma 6.1, if L+ has a Class 11 smoothing, then for 
each section f: L+ + T, there exists a < o1 such that f(p) EL, for all 
p E wi + K, p > a. Also, every discrete family of open sets, each of which 
meets n-i(q + K), is countable; the argument is essentially the same as 
that for Lemma 6.2. Nevertheless, the analogue of Lemma 6.2 does not 
hold and neither does that of Corollary 6.3. In fact: 
8.4. LEMMA. If L+ has Class 11 smoothing, then T + is a Moore space. 
Proof: Because of (i), (j, n) = {({a + j} + K) x [l/n, n] : a E A} is a 
discrete collection of compact sets for each Jo o, n E N, where we identify 
607/93/2-4 
176 P. J. NYIKOS 
T + with L+ x R + as in the proof of Lemma 6.8. Let {I,,,},“= 1 be a family 
of compact subintervals of [0, l] -K, covering [0, l] -K. The endpoints 
of each Z, are a positive distance from K; thus, because of (iii), 
is also a discrete collection of compact sets for each je o, m, n E N. 
Together these cover T+ - 71 -‘(O, w), and the rest of T+ has a countable 
cover by compact sets. Thus (iv) of Theorem 8.2 is satisfied. 1 
There is another respect in which a Class 11 smoothing is like a Class 1 
smoothing (more so, in fact, than any other we have considered so far): 
T is normal. This is due to (iii): if A is an unbounded subset of T+, 
then either A n (w, + K) is unbounded, or else there exists E > 0 such 
that {u E A : (XU - E, zu) n (wl + K) = /zr, and 7cu - E is well-defined} is 
unbounded. In either case, there is an unbounded subset whose second 
coordinate in the L+ x R+ identification is bounded, and normality of T 
follows from Theorem 4.2. 
There are also classes related to the others in Section 2 in the same way 
as Class 11 is related to Class 1. In each case, T+ will be countably 
metacompact, and if it does not contain a copy of al, it is also Moore. 
A small modification in the definition of Class 11 can destroy even coun- 
table metacompactness. Let Q denote the set of left-hand endpoints of 
deleted intervals in the Cantor set K; that is, those points of K whose 
ternary “decimal” expansion ends in a 1, except for 1 itself. 
Class 12. With notation as above and at the beginning of Class 11, 
adopt: 
(i) If Pn E w1 for all n, then D(x, ~x~;‘)(x,,(p,)) + 0. 
(ii) If pm l m1 + K for all n, and r E R+ u (O}, then there exists 
qnew,+Q such that lqn-pnI -0, and D(~,~x;~))(xJq,))+r. 
(iii) If D(x,~x,,,)(x,~(p,)) +O, then there exist qnE o1 + Q such that 
14n - Pnl + 0. 
EXAMPLE 9 E Class 12. If c1= p + o, define x, as in Example 7, but with 
members of {H} + Q ( = {n + q: q E Q}) at the endpoints of intervals of 
length 2 3-” substituting for dyadic rationals with denominators 12”. 
Also require, in (n, n + 11, that g’(p) I 2-“+l whenever p is not within 3 p-n 
of such an endpoint. Also, if n + q. is such an endpoint, take advantage of 
density of Q in K to require that every dyadic rational with denominator 
12” between 2-” and 2” equal g’(n + q) for some q E (q. - 3-“, qo]. 
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If a is a limit of limit ordinals, continue as in Example 7 but with (c) 
requiring q E oi + Q and applying only to p E o1 + K. Also require: 
(d’) If q is as in this modified (c), then for each integer rnE [l, 22n], 
there exists qrnEal + Q such that qm<q, q-qm < l/n, and m I 
D(xY:-, oxg’)(xg(qm)) I m + 1. 
In defining the transition function h for the interval (yr, yy + rl), have h’ 
behave on each interval (j, j + 11, je (0, . . . . ry - 1 } like g’ on (n, n + l] 
rather than having h’(j/2”) 2 2” for alljE (0, . . . . 2’9; - 1 } like in Example 7. 
Otherwise till in x on such intervals as in Example 7. 
As in Lemma 6.2, define F,, = {[x,, l/n],: a E A} for each n E N. 
8.5. LEMMA. Let L+ be given a Class 12 smoothing. If U, is open in T + 
and F,c U,, then there exists aEcol such that n-‘(w, + K)-n-*(0, a)c 
U,n~l(co~+K). 
Proof: This is as in Lemma 6.2, but with the specifications rd; = i, + k, 
for i, E o, k, E K for all a E X, and using the (ii) of Class 12 like the (ii + ) 
defined after Class 7. 1 
8.6. COROLLARY. If L+ has a Class 12 smoothing, then Ti is 
(wl - 0, o)-antinormal. 
Proof. This is as in 6.3 and 6.6, but using the Baire Category Theorem 
on the locally compact space ~~~(0~ + K) rather than all of T +. 1 
An amusing comparison with Class 11 is that if we write simply D,, at the 
end of 8.5, it holds for Class 11 smoothings; the difference between the 
Moore Class 11 T + and the (ol-o, o)-antinormal Class 12 T + boils down 
to the fact that the closure is taken internal to n-‘(o, + K) in the Class 12 
case, and external to it in the Class 11 case. 
8.7. LEMMA. If L+ has Class 12 smoothing, then T + is quasi- 
developable. 
Proof. This is as in Lemma 6.8. 1 
8.8. LEMMA. A Class 12 T+ has a a-discrete collection of open subsets 
whose union is dense. 
Proof. The interiors of the members of each X(j, m, n) in the proof of 
Lemma 8.4 form a discrete family here, too. 1 
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8.9. COROLLARY. If L+ has a Class 12 smoothing, then T + satisfies (b) 
of Theorem 7.12 and has a continuous real-valued g such that g-‘(r) is 
nowhere dense for each r E R, yet T + is not metanormal. 
Proof This follows easily from 7.11, 8.6, 8.8, and the fact that F,, is 
closed discrete in T+ by (i) of Class 12, which also shows that every 
infinite subset of F,, has a zero vector of T in its closure. 1 
Replacing +O by -1 in (i) of Class 12 would make F, a copy of wi. 
Then the modification of Corollary 9 where (b) is replaced by (a) would 
follow. 
In the description of Class 12, it would not have been enough to have 
-+cc in (ii), as it was in Class 7. In fact, one can modify Example 9 to have 
g’ and h’ be either 2 2” or ~2~” at every point of {n} + K and {j} + K, 
respectively; and requiring, in place of d’, that there be no q E (07 + K) n 
[y: + ry, y’- i] such that D(.x,~~, 0 xgl)(xB(q)) E [ 1, 22n). Then the resulting 
T + is a Moore space: the same collections used in the proof of Lemma 8.4 
are discrete here, too. However, the reason is different. In Class 11, the 
members of each X(j, n) are “heavy” in the sense that as one takes an 
increasing sequence from /i, c(, 7 u, the corresponding members converge 
to the zero vector over CI. In this modification of Class 12, to speak infor- 
mally, each member as seen by X, splits into a light part and a heavy part, 
and as c( is approached, the light parts move up towards + cc while the 
heavy parts move down towards 0. Of course, the various x, will tend to 
disagree on where the split between light and heavy parts occurs. 
Similarly, if one modifies Class 12 by having + 1 in (i) and + co in (ii), 
one obtains a T+ with a copy of o, which is countably metacompact. 
Numerous other weakenings of (ii) are possible, but in every case 
investigated thus far by the author, one or the other arguments give above 
can be modified to either show countable metacompactness, or to show 
(0, o)-antinormality if countable metacompactness fails; and in the quasi- 
developable case, to show either “Moore” or “(oi-w, o)-antinormal.” 
9. 0, MONOLITHS, AND TOTAL NORMALITY 
In this section we commence the construction of smoothings for which 
something more than just the usual (ZFC) axioms of set theory are 
required. Our basic tool in this section and the following two is the axiom 
0, first formulated by Jensen as a consequence of the Axiom of Construc- 
tibility (I/= L) but also obtainable by other means [K,, p. 2271. It implies 
the continuum hypothesis (CH) but is known to be stronger. 
To readers unfamiliar with set-theoretic consistency and independence 
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results in topology, [R3] provides a good introduction and overview, while 
the “Handbook of Set-Theoretic Topology” (see Ref. [BJ) gives a more 
comprehensive and up-to-date view of the subject. In [R,, p. 51, M. E. 
Rudin makes a statement which illustrates what we will be up against in 
this paper: “... normality is such a second order property that it can often 
not be decided whether a given topological space is normal or not within 
the usual axioms of set theory.” Here “second order” means pertaining to 
subsets rather than elements. Most of the properties of current interest to 
general topologists are “second order” in this sense. In the present context, 
normality and several related properties involve subsets that stretch from 
one end of TL+ or T+ to the other, and the relevant questions often have 
to do with how they meet the fibers over a stationary or closed unbounded 
subset of oi. This behavior is usually determined by subsets of size N,, but 
there are still 2N’ of these sets, while the smoothings are determined by a 
procedure involving w1 steps. At the risk of some oversimplification, it may 
be said that 0 and its variants are the natural tools for dealing with such 
situations. They are combinatorial principles which are independent of 
the usual (ZFC) axioms and can be used to construct structures whose 
existence depends essentially on their availability. 
Here is the usual statement of 0 and of a formally stronger axiom 0, 
which is easily shown equivalent to it [R3, p. 321. 
0 There is a sequence of sets (S,: c1 E oi) such that S, c c( and 
such that if S c w, , then there is a stationary set of ordinals a such that 
Sna=S,. 
0 2 There are sequences of sets (S, : a E o1 ) and ( T, : a E w1 ) such 
that S, c a and T, c a and such that if S c w i and T c w i, then there is a 
stationary set of ordinals a such that S n a = S, and T n a = T,. 
The following axiom, also equivalent to 0, will be of more immediate 
applicability in our constructions: 
9.1. Axiom. There are sequences of subsets of L + x Iw, (S& : a E LI ), and 
(Tk:aEA), such that 
(i) n(S&) and n(T&) are sets of order type o whose supremum is a, 
and 
(ii) if S and T are unbounded [see below] subsets of L+ x Iw, then 
{a : Sk c S and Tk c T} is a stationary subset of o1 . 
We call a subset of L+ x R bounded if it is a subset of R- ‘(0, a) for some 
a < o, , where K is the projection to the first coordinate; this agrees with the 
term used earlier for subsets of T under the “naive” identification 
[x,, r], E T with (p, r) EL+ x Iw, for all p E [a, a + 0). We will often use 
this identification below. 
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9.2. LEMMA. 0 is equivalent to Axiom 9.1. 
Proof: Let p: L+ x[w+w, be a bijection. Let S, and T, be as in the 
statement of 0,. For each a EA, if pP’(S,) and p-‘(T,) both project to 
cofinal subsets of (0, a), let S& and TL be any subsets of pP ‘(S,) and 
pp’(T,) satisfying (i). Otherwise choose SL and TL to be arbitrary subsets 
of L+ x R satisfying (i). 
To see that (ii) is satisfied, we may assume without loss of generality that 
Sn~‘(0, a) and Tn~‘(0, a) are countable for all a. Then it is routine 
to show that 
C(S)={a:aEA,Snn ~‘(O,a)=Snp~‘(O,cr)#Snp~‘(O,/?) 
for all fi<a, PEwI} 
is a closed unbounded subset of wi: compare 4.20 or [N,, Lemma 3.121. 
With C(T) similarly defined, let C= C(S) n C(T). Then if ~1 E C, 
Sn ~~(0, a) and Tn ~‘(0, a) both project to colinal subsets of (0, a). 
Now the set R = { cx : S, = p(S) n a, T, = p(T) n a} is stationary; hence, 
so is R n C, a subset of { CI : S& c S, Tj, c T}. 
Conversely, it is obvious that Axiom 9.1 implies: 
+ There is a sequence of sets (S,: a E n ) such that S, is colinal in 
CI and, whenever S is an uncountable subset of oi, there is an CI such that 
s, c s. 
It is also clear that Axiom 9.1 implies CH: if r and r’ are distinct real 
numbers and S, c L+ x {r} while S2 c L+ x {r’}, then the set of a such 
that Si n a = Si is disjoint from the corresponding set for S,. Now we use 
the fact that CH + + is equivalent to 0 [DJ. 1 
For most of our examples, the simplified (but equivalent by the above 
arguments) version of Axiom 9.1 which omits all mention of T; and T will 
be adequate, and we adopt: 
Format 3. Let (S&: a E A) be as in Axiom 9.1. We cut down each S; 
to a set Si as follows. If a=/?+~, we let SJ’= {~ES:,:XJJ>/~}, and let 
( y,: n E fV ) list Sl in increasing order. If a is a limit of limit ordinals, let 
(y,: n E FV ) be a sequence from Sk such that y, > w and for each n, there 
exists AE/~ such that ny,<I17cy,,+i. Let Sj(= (y,}~=,, let a,= 
max(/?:BE/i,/?5ny,}, let zyy,=a,+tnfor nEN, and let a,=O. 
If a = b + o, and xB has been defined, then y, = [xg, rnlny. for n E FU. If 
a is a limit of limit ordinals, and xg has been defined for all /3 < a, then 
y, = [x,“, rH]zy[y, for all n. In each example, we choose a “suitable” sequence 
( qn : n E kJ ) of positive rational numbers and define x, so that 
Yn = C-L 4nlnv,. 
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In case u = /I + o, this means defining x, so that 
qn = w,“xp1&9bvn)) ‘Tn. (*) 
A similar equation, with xr. in place of xg, must hold in the other case. 
There, we define “desirable” intervals [p,, rry,J on which we make 
m,“x,l) = 4Jrn; once X,(XJJ~) has been decided upon, this uniquely 
determines x, on [p,, rryy,]. In case c1= /I + o, we use a Cm function from 
an open interval containing [0, a] such that g(t) + 1 as t -+ + co, such 
that g’ is everywhere positive, and such that g’(t,) = q,Jr,. Other restric- 
tions on q will be dictated by the necessity of making x, 0 xi ’ a C” 
function when we define x&I + t) = g(t) for t E [0, co). 
Our first 0 example has a T+ that is hereditarily collectionwise 
normal and hereditarity countably paracompact. These strong properties, 
unobtainable “from ZFC” (even if “hereditarily” is dropped: see 12.10), 
follow from the fact that T+ satisfies: 
9.3. DEFINITION. The space T+ of positive vectors is monolithic if every 
unbounded [see note following Axiom 9.11 subset A c T + is thick, i.e., 
Aztn-‘C for some club Cc@,. 
In such contexts, n will refer to the projection of T+ (rather than the 
whole of T= TL+) onto L+. 
Caution. Arkhangel’skii has used the word “monolithic” to refer to an 
entirely different property. All subspaces of T are monolithic in his sense, 
so there is little danger of confusion. 
EXAMPLE 10. We follow Format 3, defining x, so as to make S: have 
all of ~‘{a} in its closure. It will then be immediate from (ii) in Axiom 9.1 
that every unbounded subset of T + has II - ’ {a} in its closure for all CI in 
some stationary E c wi, but then it will have all of 7~~ ‘E in its closure; 
hence T + will be monolithic. 
Remark. The special role of 0, as opposed to CH, is that we can cap- 
ture unbounded sets “at the right time.” We could certainly have defined a 
sequence of countably infinite subsets (S&: a E o,) using CH, such that 
each unbounded subset of T+ contains one (hence uncountably many). 
But, all too often, by the time x, is defined, S& will be buried deep inside 
~~‘(0, ~1) and unable to affect what goes on in the vicinity of ~-‘(a}. All 
the 0 examples hinge upon their ability to make nS& cotinal in a often 
enough. 
The Construction. Let (q,, ) list each positive rational number. If 
a = /I + w, let x, r (0, /?) = 1/2x, r (0, B), and let g be as in Format 3; the 
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additional restrictions on g are, of course, that g(0) = l/2, g’(0) = l/2, 
and g(“)(O) = 0 for k > 1, since these are necessarily the respective values of 
D”(x,~xp’)(x~(fl)) if we want x, to be a diffeomorphism upon defining 
x,(/I+ t) = g(t) for all TV [0, + m). Then the equation y,= [x,, qnlnY. 
ensures that all of X-‘{cY} = { [ x,, r]=: r~lR+} is in the closure of Si. 
If GI is a limit of limit ordinals, what makes pn “desirable” is 
(a) JJ~E(~,-~,~,+~), pneA; 
(b) ifn>l, then rcy+i<~~; and 
(c,) the image of [p,, rry,] under x,+ has length < (r,,/q,) 2-“-l. 
Define x,(rcy,) = 1 - 2-“. By Format 3, x, is then defined on [p,, rcy,] and 
sends it to an interval of length ~2~“~‘. 
Let 8, be the greatest ordinal in n u (0 > preceding pn. Writing /I = /II, 
let x, be defined on (0, p,) so as to send it to (0, x,(pi)) and so as to make 
X,OXp ~’ a diffeomorphism on (0, /? + w) n (0, rcy,). Since D“(x, 0 x; ‘) is 
already determined at xp(p,) for all k 2 0, this is routine: if /I = 0 it is just 
“advanced calculus,” while if B is a limit ordinal, one might make 
D(x, 0x8 ‘) a small enough positive constant on [ 1, /I] and then use 
elementary splicing techniques on (0, 1) and (p, pl) like in Example 1. 
If n > 1 and x, r (0, rcy, _ i ) has been defined, fill in x, on (ny, _ , , p,) by 
sending it onto (l-2-“+‘, x,(p,)) in such a way to make x,oxl(n’ a 
diffeomorphism on (0, /?,, + o) n (0, rcy,). Since X, 0 xi’ has already been 
implicitly defined on intervals adjacent to xBn(rrynYn- i, p,), it is just a matter 
of splicing techniques as in case n = 1. 
This completes the determination of x, r (0, c() (and hence of x,) since 
rcyy, /1 a.Asincasecc=~+o,allof~~‘{a}isintheclosureof~y,:n~~}. 
We now verify the topological properties claimed for Example 10, and a 
few others as well. The following concept is due to C. H. Dowker [D3]. 
9.4. DEFINITION. A space X is totally normal if it is normal, and every 
open subset U of X has a cover by open F, subsets of X that is locally finite 
in U. 
A number of properties, including normality and collectionwise nor- 
mality, become hereditary in the presence of total normality [H]. 
9.5. LEMMA. if T+ is monolithic, then it is totally normal, w,-compact, 
(hereditarily) collectionwise normal, and hereditarily countably paracompact. 
Proof o1 -compactness is immediate from the fact that each ~~‘(0, IX), 
a < oi, is separable metrizable and therefore o1 -compact. 
To show normality, let F, and F, be disjoint closed sets. One (say F,) 
must be a subset of n-‘(0, a) for some a, and then F, and F, n (0, a] can 
VARIOUS SMOOTHINGS OF THE LONG LINE 183 
easily be put into disjoint open sets U, and UZ, and then U, and U2 v 
~‘(a, oi) are the desired disjoint open sets. 
Collectionwise normality follows from Theorem 4.18. 
If U is open in Tf and U has a bounded complement, then U is the 
union of some V1 [a, wi) with a separable metrizable, hence a-compact 
subset, so U is an F,. If U has unbounded complement, then U breaks up 
into a disjoint family of subsets U n R- ‘(a, a’) where a and a’ are 
successive members of some club C, and each of these is an F, in T+. 
Thus T+ is totally normal. 
Finally, it is enough to prove every subspace is countably metacompact 
since every normal, countably metacompact space is countably para- 
compact. Let X be a subspace of T + and let (F,: n E W} be a descending 
sequence of (relatively) closed subsets of X, with empty intersection. If 
there exists n such that F,, c R-~(O, a) for some a < wr, we use metrizability 
of ~‘(0, a) to find open subsets U, of ~~(0, a)nX such that 
np=, U,=Qr and Fk’kc U,. If th ere is no such n, then it must be the case 
that X n n- ‘C = @ for some club C of or, and then X is metrizable. So we 
can find open sets Uk as before. 1 
As before, we call a subset A of T+ large if TCA contains a stationary 
subset of wl. 
9.6. DEFINITION. The space T’ is quasi-monolithic if every large subset 
is thick. 
This is clearly equivalent to every large closed subset containing n-‘C 
for some club C. By taking complements, one sees that it is also equivalent 
to every large open subset containing K- ‘C for some club C. 
A useful observation is that it is enough to verify Definition 9.6 when nA 
is a stationary subset of /1, and for these A to verify the weaker conclusion 
that A 13 rc-lN for some uncountable N c wl, since then also A 3 n-‘N. 
9.7. LEMMA. T’ is monolithic if, and only if, it is quasi-monolithic and 
o1 -compact. 
Proof If A is an unbounded subset of T +, and A does not contain the 
fibers over a club subset of wi, and T+ is quasi-monolithic, then x2 must 
actually be disjoint from some club Cc oi. Let B be an uncountable 
C-monastic subset of 2. (Recall from 7.6 that this means ~-‘(a, a’) n B has 
at most one element for each pair a, a’ of successive members of C.) Then 
it is easy to see that B is a closed discrete subspace of T+ ; hence T+ is 
not o,-compact. Now use 9.5. 1 
The addition of w,-compactness in 9.7 makes a big difference: 
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EXAMPLE 11. A o, -pseudocompact quasi-monolithic T + which is neither 
normal nor countably paracompact. This example will also illustrate how the 
converse of 4.12 fails under 0. 
The key is to modify the construction of Example 10 so that Si has all 
ofn-‘{C(} in its closure if SicA=T+-xP1(ol--A), but also so that 
F= {({, l):t~mr-A} 
is a closed discrete subspace of T, hence of T +, where we use the “naive” 
identification of T+ with L+ x R described above. From the first feature it 
easily follows that T+ is or -pseudocompact: A is a dense, o, -compact 
subspace of T +. (Compare Definition 11.1 below.) From the second feature 
it follows that T+ is neither paranormal (Definition 6.5) nor w,-compact, 
hence neither normal, nor countably paracompact, nor strongly collec- 
tionwise Hausdorff. This can be seen directly, along with failure of nor- 
mality: any open set containing F must meet A in an unbounded set A’, 
and then a n-monastic unbounded subset A” of A’ must have all its limit 
points in X- l.4; and since every unbounded subset of A has IC- ‘C in its 
closure for some club C of wr [imitate the proof that Example 10 is 
monolithic], it follows that F and x-‘n cannot be put into disjoint 
open sets, negating both normality and the property of being strongly 
cwH. A similar argument shows T + is quasi-monolithic: if nB contains a 
stationary subset of or, so does rc( B n A). 
To show that T + is not paranormal, divide up F into uncountably many 
disjoint uncountable subsets -F, (c1< w,); in the closure of each open subset 
U containing F, is x-~C~ for some club C, c w1 , and the intersection of 
any countable collection of these X-‘C,, with a allowed to vary, is of 
course nonempty. This actually shows T + is weakly (oi-o, w)-antinormal 
(see Definition 12.9 below). 
The Construction. If Si c A, then we define x, as in Example 10, but we 
take care to ensure that 
(i) if r, 7 a, <n~ml-~, [,,E(Y,,Y~+~) for y,~/iu{O}, then 
D(x, 0 xy,’ )(x,,(4J) + + co. 
To achieve this, we assume that (i) was satisfied at earlier stages of the 
induction, and to the conditions on pn we add 
(d) if 5 E CP,, ny,,) n (Y, Y + w) n (0, -A), then (q&J W,~ox;‘) 
(x,(5)) > n. 
When we till in the definition of x, in the case where c1 is a limit of limit 
ordinals, we arrange for the inequality in (d) to hold on (rryny,-, , p,) or, in 
case n = 1, on (0, pl). For this, we use Format 1 of Section 3, but starting 
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with i= 2. We let y; be the greatest limit ordinal cp,, [if p1 <o there is 
no need to use Format 1 for IE = 11, and “desirable” will mean: 
(b’) If n > 1, then rcy,- 1 < yr + rl. 
(cz) The image of [rl+rl, rr_l] under xy;-, has length <2-“-‘. 
(d’) If 5~[yl+rl,~:-~]n(~,~+w)n(o,--)), then D(x,:-~~x;‘) 
(-qtJ)) > n. 
Now define x, on [Y;+rl,y$‘-,](i>l) so that ~~(y~-~)=1-2-“+‘+ 
z-n-i+1 and D(x,oxY$) = 1 on x,:-,[yy + rl, yy-,I. Fill in x, on the 
remaining intervals (none of which contains a limit ordinal) by elementary 
splicing methods. 
In the case where a = j?+o we follow Example 10, only adding that 
g’(n) > n if n E FV. 
Because of this addition and (i) above, F is a closed discrete subspace of 
T. Indeed, if <, /* a and ([, 1) E F, we have the representation [x,, a,,lcn 
for this same point, and a,, + + co, so no point of ~-‘{a} is in the closure 
of F. This works for any limit ordinal a and eliminates all possible 
candidates for limit points of F. 
Example 11 does have some “nice” properties simply by virtue of being 
quasi-monolithic. For example: 
9.8. LEMMA. Every subspace of a quasi-monolithic T+ is countably 
metacompact. 
Proof: This is as in the proof that every subspace of the T+ in 
Example 10 is countably metacompact, with T + - x-l& for some club 
subset C, of w1 substituted for a-‘(0, a). 1 
Lemma 9.8 and Example 11 suggest: 
PROBLEM 12. If T+ is countably metacompact and o, -pseudocompact, 
must it be quasi-monolithic? 
The hypotheses of Problem 12 are already so strong as to be vacuous 
under iMA( see 12.17. 
The following results show that normality is all that is lacking in the T+ 
of Example 11 to make it totally normal. 
9.9. LEMMA. Zf T + is quasi-monolithic, then every open subset U has a 
cover by open F, subsets that is locally finite in U. 
Proof. Every large open subset of T + is an F,, because its complement 
misses K’C for some club C and is a closed subspace of the open 
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metrizable subspace T + - 71 -‘C. If U is not large, then U breaks up as in 
the proof of 9.5 into open F, subsets that partition U. 1 
Those familiar with [N3] should be able to extend the definition of 
“quasi-monolithic” to what are called Type I manifolds there, in such a 
way that the above proof goes through. This also applies to the proof of: 
9.10. THEOREM. The following are equivalent. 
(i) T+ is totally normal. 
(ii) T+ is quasi-monolithic and normal. 
(iii) T + is totally normal and hereditarily countably paracompact. 
Proof: (ii) -+ (iii) by 9.8 and 9.9, so we will be done as soon as we show 
(i) implies T + is quasi-monolithic. 
Let A c T + and suppose nA n w1 is stationary. Let U = T + - 6. Let Y#‘” 
be an open cover of U by I;, subsets of T +. If WE VY and W = u,“=, F” 
where each F,, is closed in T+, then by normality of T+, each F,, misses 
the fibers over a club subset of w1 [4.12], hence so does W. So W is 
metrizable and has a cr-locally finite base B,. If YF” is locally finite in U, 
then u {B w: WE %‘“} is a o-locally finite base for U, hence U is metrizable. 
But this means U misses rc -‘C for some club subset of w, : a large open 
UC T+ is nonmetrizable because [4.19] it has a horizontally unbounded 
component, which is thus a nonseparable, connected Hausdorff 
manifold. 1 
It is possible for T+ to be totally normal without being monolithic. This 
is shown by the following example, the most intricate of this paper. Readers 
inexperienced with 0 may well skip it on a first reading. 
EXAMPLE 12. A quasi-monolithic, totally normal T+ such that x-‘A = 
g-‘(O) for a continuous g: T’ -+ 03. This rules out T+ being monolithic, 
by 9.7: T+ is not even w1 -pseudocompact, because of Theorem 7.11. This 
example will have the additional property that f-l(&) has nonempty 
interior for any section f: L + T. This shows that, under 0 at least, one f 
cannot always do the job of the countably many f, in 7.1 l(ii). 
To obtain this additional property, we need to specify the definition of 
S& in the proof of Lemma 9.2 further in the case where p-‘(S,) projects to 
a cofinal subset of (0, M). Recall that each element of L+ has a unique 
representation of the form y + t, where y is either 0 or a limit ordinal and 
tE Iw+ u (0). Let us say that a sequence (yn + t,: neo) converges to 0 
mod A if yn E A for all but finitely many n and, for each E > 0, t, < E for all 
but finitely many n. We extend this terminology to subsets of L+ of order 
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type w, as if they were listed in increasing order. In the case just mentioned, 
if tl is a limit of limit ordinals, we choose S& c p - ‘(S,) so that, in addition 
to (i), it satisfies (if possible) 
(a) 7tS& n n = 0, but nS& converges to 0 mod -4, or 
(/I) 71s: c A, or 
(y) SL can be cut down to SL as in Format 3, so that if r,, is defined 
as there, then rn + + co. 
This we do in decreasing order of priority; e.g., we settle for (y) only if 
(a) and (p) are not possible. We also define Sl as prescribed in (y), if 
applicable. If none of the three conditions can be satisfied, we let Sk be any 
subset of p-‘(S,) satisfying (i). 
If a = p + o, we choose S& so that it satisfies (y) and (i) if possible, 
otherwise just (i), again cutting it down as (y) prescribes. 
The key is to follow Format 3, defining x, so as to make ( y,>z’. 1 have 
all of ~‘{a} in its closure whenever S&c p-‘(S,) could be chosen to 
satisfy (i) of Lemma 9.2 and any one of (a), (/I), or (y); and to ensure that 
(ii) If there exists E > 0 such that pn E [r, + E, yn + o) for all n, and 
pn /* a, then ~(x,~x~~~)(x,,(P,)) + 0. 
In other words, if (p,: n E o) has no subsequence converging to 0 mod A, 
then [xy,, l],, converges to [x,, 01,. 
Condition (ii) is the same as in Class 2 of Section 2 and allows us to 
define g exactly as we did fin the discussion preceding 4.7. Alternatively, 
we could use the facts that T+ is normal, that every closed Gs in a normal 
space is a zero-set, and that the following sets are closed in T+ and have 
T+ - nn-‘n as their union: 
This last feature is clear from (ii). To show T+ is normal, suppose F and 
F’ are disjoint closed subsets of T+. If neither is large, they are contained 
in some open, metrizable subspace of T+ and so can be put into disjoint 
open sets. They cannot both be large, because T + is quasi-monolithic. In 
fact, if A c T + and nA is any uncountable subset of A, then there is a 
stationary subset E of o1 such that p - ‘( S,) c A and p- ‘( S,) project to a 
colinal subset of (0, a) for all a E E, and with these a we are in case (/?) and 
{ Y,,}:=~ has all of ~-‘{a} in its closure. Thus n-‘Ec A. 
So suppose, without loss of generality, that F’ is large and KFn A is 
countable. 
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CLAIM. There exists a < o, such that F\z- ‘(0, IX) c F,, for some n. 
Once the claim is proven, we put F and F’n (F,, , u ~‘(0, u.]) into 
disjoint relatively open sets G, and Gz of the metrizable subspace 
F n+l”~ -‘(O,a]. Then G,nint(F~+,u~-‘(O,E]) and G,u(T+- 
(J-n+, u~-~(o, aI)) are the desired open sets. 
Proof of Claim. First, we show that there exists c( < or and k such that 
F\z-‘(0, a) c Hk, where for k E N we define 
If this were false, we could define uncountable subsets E, c F- 
(Hk u v’A) such that Ek meets each 7cP1[a, c( + w) in at most one point 
(“Ek is A-monastic”). Let C, be the (club) set of all limit points of zEk, 
and let C=fip=, C,, E=Upcl E,. With C(S) as in the proof of 
Lemma9.2, {cl:S,=p(E)nu,cc~CnC(S)} is stationary, and alternative 
(a) holds for each of these ~1, so that X- ’ {a} is in the closure of E and 
hence of F for all these tl, contradicting the fact that F is not large. 
Similarly, if the claim were false, we could let each E,, be an uncountable 
A-monastic subset of F n Hh -F, for each n, and define E and C as before. 
Neither (a) nor (/I) can hold for any element of (a: S, = p(E)n a, 
CI E C n C(S)}, but (y) does, so we get a contradiction as before. 1 
If f: L+ + T is a section, then we can argue, as above, that there exist 
kandcr<w,suchthat(ranf)nT+cH,u7L-’(O,a)and(ranf)nT-c 
- Hk u ~~(0, a), where -H, is the obvious reflection of Hk in T -. Hence 
f-‘(L,) has nonempty interior. 
The construction needs to be done with a bit of care because of the tug- 
of-war between (ii) of the key and (y). If u = /I + o and the hypotheses hold 
for all xy, y s/3, let x, 1 (0, /3) = (l/2) xB r (0, B). If we are in Case (y) 
(neither (CI) nor (p) is relevant here) we let (qn) list all positive rational 
numbers in such a way that q,,/r, + 0, q,,/r,, < 1 for all n. Since r, -+ + cc 
this is not really a problem. Otherwise we do as in Example 10, only 
adding that g’(x) < 1 for all x. 
If a is a limit of limit ordinals the construction will resemble that of 
Example 2 in many respects. If case (CL) obtains, then t, > 0 for all n > 0 and 
pn is “desirable” if: 
(cr) [as in Example lo]. 
We define x, on [p,, XJJ,] as in Example 10, and we use Format 1 to cover 
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the limit ordinals <a with “desirable” intervals. As in Example 11, we 
begin with i= 2, let 7; = cz,, and adopt (b’) and (cz) and 
(f) rr 2 2-i+2, and if yl=c1,-, then r~>t,-,+2-i+2 for n>l. 
(g) D(x,:-, 0 x;‘)(x,(p)) < 2-“+’ for p E [y; + rl, y;- i] unless 
p E [A, 2 + 2-“1 whenever 1 is a limit ordinal in (yl, ylP r). 
We define x, on [y: + ry , y;- i] as we did in Example 11 (also Example 2). 
We then fill in x, on the remaining intervals (a,, + t,, a, + rl) and 
(y;, 7; + rl) by elementary splicing methods: we let X,(GI, + t, + r) [resp. 
x,(yl + r)] equal g(r) for r E [0, rj:, - t,] [resp. r E [0, ry]] where r is a C” 
function behaving at the endpoint so as to make x, a C” function there 
(see Example 10 for requirements, Examples 1 and 2, Section 3, for 
method). We make the additional requirement that g’(x) < 2-“+’ for all 
x>2-“-l, which we can do because of (f) and the fact that the image of 
the respective intervals under g has length ~2~“~‘. This plus the fact that 
t, + 0 ensures that (ii) holds at a. 
If case (B) obtains, then t, = 0 for all n, and for “desirability” of pn we 
follow Example 10, with (b) strengthened to: 
(b+) ifn>l, then ny,-,+2<p,. 
Then we proceed as in the case where (a) holds, but now we do not have 
to make separate cases of a, + t, and yl, and (f) condenses to its first 
clause. 
If case (y) obtains at a, we need to choose the sequence (4”) as we did 
when c( = /? + w. Otherwise we do as when (CI) obtained. 
If none of (a), (b), or (y) is the case then we use Format 1 from the 
beginning and do just as in Example 2, or we can follow the instructions 
for case (a) from the point “as in Example 11,” but now we definitely 
follow the simplifications that were optional in case (fl). 
Verification of the properties in the first paragraph of “the key” is 
routine and omitted. 
Of all the examples in this paper, Example 12 comes closest to what we 
must do to obtain affirmative solutions to the following problem, whose 
two halves appear to be related (see Lemma 9.14 and sequel). 
PROBLEM 13. Is it consistent for there to be (a) a perfectly normal T+, 
(b) a hereditarily normal T? 
9.11. DEFINITION. A topological space is perfectly regular if it is regular 
and every closed subset is a Gg. It is perfectly normal if it is normal and 
perfectly regular. 
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In [N2], the consistency of every hereditarily normal, hereditarily collec- 
tionwise Hausdorff vector bundle being metrizable was shown using 
MA(o,). An affirmative answer to 13(b) would establish its independence 
in a particularly strong way (see Theorem 4.18). 
A famous result of M. E. Rudin is that MA(w , ) implies every perfectly 
normal manifold is metrizable. Recently she constructed [R6], assuming 
0 +, a perfectly normal fiber space over L+, with fiber [w*. It is still not 
known whether a fiber space over L+ with l-dimensional fibers can be 
perfectly normal in some model of ZFC. 
T itself cannot be perfectly normal since it contains a copy of oi. For 
perfect normality of T+, one new ingredient needs to be added to 9.1O(ii). 
9.12. LEMMA. If T+ is quasi-monolithic, then it is perfectly regular 
c) n-‘C is a Gd for every club Ccw,. 
Proof of (t ). Let F be closed in T+. If F is large, let C = 
{ ~1: rc -i {a} c F}. Clearly, C is a club, and F - rc ~ ‘C is a relatively closed, 
hence Gg, subspace of the open metrizable subspace T+ - n-‘C. 
Let F-z-‘C=fl,“=, U, where each U, is open in T+-n-‘C, hence 
in Tf. Let +c= n:==, V, where each V,, is open in T+. Then 
F= n;:, U, u V,. If F is small, there is an open metrizable subspace 
containing F and so it is a Gg. 1 
9.13. COROLLARY. The following are equivalent. 
(i) T + is perfectly normal 
(ii) T + is normal and quasi-monolithic, and n-‘C is a Gd for every 
club Ccol. 
Proof: Every perfectly normal space is totally normal, so the 
equivalence follows from 9.10 and 9.12. 1 
In Example 12, we have a normal, quasi-monolithic T+ in which n-‘/l 
is a G,. Given a club C c w, , we can modify it easily so that n-‘C is a G6. 
But doing it for all clubs simultaneously is an entirely different matter, 
calling for new ideas. (Of course, Example 1 does have this feature, 
being a Moore manifold, but for that very reason it is far from being 
normal.) In fact, Lemma 9.12 might itself be vacuous: 
PROBLEM 14. Is it consistent for there to be a perfectly regular, quasi- 
monolithic T + ? 
9.14. LEMMA. If T is hereditarily normal, then x-‘C n T+ is a G6 in T+ 
for every club C c ol. 
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Proof: The sets rr -‘C-L,, and LO-z- ‘C are “separated” in the sense 
that neither has a limit point of the other. Thus [E, Theorem 2.171 
hereditary normality implies they can be put into disjoint open subsets of 
T. Now Theorem 7.5(ii) implies that there is a continuous g: T + + Iw such 
that g-‘(O) =n-‘Cn T+. [ 
Lemma 9.14 suggests that of the two parts of Problem 13, (b) may be 
the more difficult to answer affirmatively. If we could show, for example, 
that a hereditarily normal T must have a quasi-monolithic T +, then an 
affirmative answer to 13(b) would, by Corollary 9.13, provide one to 13(a). 
Asking for a totally normal T would thus provide a common generaliza- 
tion of 13(a) and 13(b), but that is too much to ask for. The problem is 
with U= T+ itself: if T is normal, T+ cannot have an open cover such as 
called for by Definition 9.4 (X = T, U = T + ). The reason is that every open 
cover of T+ that is locally finite in T + must include a large member V 
(this would be a quick corollary of Fodor’s Lemma (Section 4) even if 
“locally finite” were replaced by “point-countable”). If V is an F, subset of 
T, there is a large closed subset F of V. But every large open subset of T+ 
has points of L, in its closure, so that F and L, cannot be put into disjoint 
open sets. 
It might be interesting to see whether T can satisfy the rest of Detini- 
tion 9.4 if it is not normal. 
10. DOWKER AND PARA-DOWKER MANIFOLDS FROM 0 
A Dowker space is a normal space whose product with the closed unit 
interval is not normal; this is equivalent to being normal but not countably 
paracompact; also, to being normal but not countably metacompact [D3 ; 
E, Theorem 5.281. The existence of a Dowker space was long an unsolved 
problem until M. E. Rudin constructed examples, first assuming the 
existence of a Souslin tree [R4] and then from ZFC CR=,]. The author 
constructed the first example of a Dowker manifold, assuming 0 * [N2, 
p. 1811. The examples presented here are simpler and use only 0. 
We take the liberty of using “para-Dowker” to designate a regular 
paranormal space which is not countably paracompact. At the present time 
they seem almost as difficult to construct as Dowker spaces; in fact, we do 
not know of any ZFC examples that do not use Rudin’s one Dowker space 
in an essential way. 
EXAMPLE 13. A quasi-developable, Dowker T + with T normal (and 
countably paracompact, see Theorem 4.2). 
The key is to make D(x, o xy ‘) < l/3 on [y, y + w) whenever y < c1 and 
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to divide up T+ into strips A,, = {[x,, rip: y E A u {0}, PE [y, y + o), 
YE [2”, 2n+1)} h w ere n runs over all integers, and then to ensure that if SL 
and TL are each confined to some strip, then { [x,, s],: s I r} is in the 
closure of both Sk and Tk for some r E R +. 
The point of making the transition derivative I 1 is that each set F,, 
(n E N ) is closed in T +, where 
Fn = 1 Cx,, rl .:O<r12-‘,aEA}. 
Of course, n,“= i Fn = @. The last detail in the key ensures that the closure 
of every unbounded subset meets each F,,, so that if U, is an open set con- 
taining F”, we have rt - ’ (a, ol) c U, for some a < ol. Hence n;= i U, # 0, 
and T+ is not countably metacompact. 
The last detail in the key also ensures normality of T and T + by guaran- 
teeing that any pair of unbounded closed subsets of T+ meet, while any 
unbounded subset of T+ has a club of zero vectors in its closure (thus T 
is normal by Theorem 4.2). Indeed, if A and B are unbounded subsets of 
T +, there exist m and n such that A n A,,, and B n A, are both unbounded, 
and then by Axiom 9.1 there is an a such that Sk c An A, and 
T; c B n A,, and so some interval in the fiber over a will be in the closure 
of both A and B, and so will [x,, 01,. 
Aside. A simple picture of A, and F,, results if we adopt the “naive” 
identification of T with L+ x R, with [x,, r], identified with (p, r) 
whenever p E [a, a + w). 
The point of making the transition derivative < l/3 is that each A, 
breaks up into the relatively discrete collection of a-compact subsets, 
A,(Y) = i Lx,> rip: pE [y, y+w), rE [2”, 2n+1)}. 
Indeed, the limit points of U {A,(y): y < 6) in ~~(6) are confined to the 
interval {[x,, s]&: ~12 ‘+ l/3}. Now it is easy to see that T+ satisfies 
Theorem 8.3(iv) and is thus quasi-developable. 
The Construction. We extend Format 3 by cutting down TL to 
(z, : n E N ) in the same way that Sk was cut down there. We write rrz, as 
/In + U, with /I, E A, u, E [w + u {0}, cutting down the range of both (y,) 
and (z,) so that: 
(6) a,, < /?, < a, + i for all n E hJ when a is a limit of limit ordinals, 
while t,<u,<t,+, when a=/?+w. 
We modzfy Format 3 by writing y, = [x,“, r2+ ,lnY,, z, = [xsn, r2,,lrrz, 
[if a=p+w then a,=/ln=P for all n]. Then the “suitable” (qn) will be 
apportioned by Y, = C-L q2+ Ilny.F z, = CL q2Jnz,. 
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Now if both Si and TL are subsets of strips Ad and A,, respectively, we 
let (qk: k is odd) list each rational number in (0, 2d/3) and the remaining 
terms list each rational number in (0,2’/3). If a = p + o, we follow Exam- 
ple 10, with the added condition g’(t) I l/3 for all t 2 0. This is possible 
since qn/rn < l/3 for all n. If a is a limit of limit ordinals, we follow Exam- 
ple 10, but replace (b) by the (b + ) of Example 12, adding that pi > 2. This 
gives us ample leeway to ensure that D(x,oxg’) I l/3 when it comes time 
to extend x, to all the intervals (ny,- i, p,) and (0, pi). The chain rule and 
induction take care of the other D(x, 0 x;‘), y < a. 
For these a (which form a stationary set by Axiom 9.1), the last feature 
in the key is obtained with 3r = min{2’, 2’). If either S; or Tk is not 
confined to any of the strips, we omit all mention of qn and r,, replace 
q,,/r,, by l/3, let (a,: n E R ) 2 a be any sequence of limit ordinals, and 
follow the procedure in Example 10. 
Example 13 is not hereditarily normal, because of the following theorem. 
It is not known whether it is consistent for there to be a hereditarily normal 
Dowker T+, or even, more generally, a hereditarily normal Dowker 
manifold. 
THEOREM 10.1. If T+ is quasi-developable and normal, it is neither 
hereditarily normal nor countably paracompact (“every normal quasi- 
developable T + is Dowker”). 
Proof: If T+ is hereditarily normal then, by Theorem 4.18 it is 
hereditarily collectionwise normal. This is easily shown equivalent to the 
condition that every relatively discrete collection of subsets expands to 
a disjoint collection of open sets. Thus if T+ were quasi-developable, 
Theorem 8.3(iv) would give it a cover by countably many disjoint families 
of open second countable subsets. This would mean T+ is meta-Lindeliif, 
hence metrizable [N,, p. 6371, a contradiction. 
Every discrete subspace of T+ is of cardinality 18, since at most 
countably many points appear in each ~‘(0, a), a<wl. In [G,] it is 
shown that a normal, weakly e-refinable, countably paracompact space is 
realcompact unless it has a discrete subspace of a real-valued measurable 
cardinal. But neither No nor K, is real-valued measurable by the definition 
in [Gil. Now T + is never realcompact [4.16], so the second conclusion 
follows. 1 
EXAMPLE 14. A normal T+ with T non-normal. A Dowker T + is 
needed for this behavior since if T+ is countably paracompact, then T is 
countably paracompact [4.4], hence normal [4.2]. 
The key is almost upside-down in relation to Example 13. We make 
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D(x, OX; ‘)(x,(y)) > 1 if y is a limit ordinal <CL The division into strips is 
the same, but now if SL and TL are each confined to some strip, then 
{[x,, s] : s 2 r} is in the closure of both S; and Tk for some r E LB+. 
Now we define 
and this behaves like the similarly designated set in Example 13. The 
demonstration of “Dowker” for T+ is the same, but now T is not normal 
because L, and F, are disjoint closed sets that cannot be put into disjoint 
open sets [4.2]. (We can also show that every open subset of T containing 
F, must contain all of some T + - ~~~(0, IX). This also shows T is not 
countably metacompact. The difference in Example 13 was that the F, 
there were not closed in T.) 
The Construction. If Sk and TL are subsets of respective strips as in 
Example 13, we begin as there, but now ( qn : n odd ) and (q,, : n even ) list 
the rational numbers in (2d+ 2, co) and (2e+ 2, 00 ), respectively. 
If c1= fl+ o, we define x, r [B, B + w) as in Example 10, except that we 
set g’(0) = 2. If c( is a limit of limit ordinals we define x, on [p,, 7cy,] as 
in Example 10 (of course qn is different here). 
To fill in x, on the rest of (0, cr] we use Format 1, again starting with 
i= 2 as in Example 11. “Desirable” uses the (b’) found there and (c,), 
which is (cz) with 2-“-’ replaced by 2-“- ‘. Continue as in Example 11 
but replace = 1 by = 2. 
If either S; or T& is not confined to one of the strips, we follow Format 1 
all the way, treating the i= 1 case like the i > 1 case above, and if 01 is a 
limit of limit ordinals, pick any CI,, 7 a where u,, E /1 for all n. 
Besides the listed properties, T is a para-Dowker space. The argument for 
normality in Example 13 is strong enough to show here that if (K,, ) is a 
discrete family of closed sets, at most three can be unbounded. The “worst” 
case is where there is one in T+, one in T -, and one in L,. Then there 
is some TV < o, such that n- ‘(0, a) contains all the rest, and we can use 
metrizability of n-‘(O, a] to put them into a disjoint collection of open 
subsets of ~‘(0, a] that is discrete there and hence in T. Thus T is 
paranormal. 
EXAMPLE 15. A paranormal T + that is neither normal nor countably 
paracompact. We begin by picking disjoint stationary sets E, and E, such 
that 0 (Ei) holds for each i. [If E is a stationary subset of ol, 0 (E) 
strengthens 0 by requiring that S n do = S, for all a in some stationary sub- 
set of E.] As shown in [D1], 0 implies the existence of uncountably many 
disjoint stationary sets E,, such that 0 (E,) is valid for each. Then we 
routinely establish a variant of Axiom 9.1, in which we have disjoint 
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stationary Ei, i = 1,2, such that if S and T are unbounded subsets of 
Lf x [w, then (a: S& c S, TIC T, a E Ei} is a stationary subset of o1 for 
i= 1,2. 
The key is to replace F,, by a pair of disjoint sets, 
FL= ([x,, r],=O<r12-“, wEi} 
for i= 1,2, and arrange the construction so that each Fi is closed. To 
achieve this, we arrange for D(x,ox~‘)(x,~(l,)) + 0 whenever ;1, /1 CI and 
a E E,, I, E E, _ i for all n. Of course, it will be impossible to put Fi and Fi 
into disjoint open sets. Paranormality of T + is established similarly to that 
of the T in Example 14. 
The construction is like in Example 13 for the tl with “special” SL, T&, 
which are now not only required to be each confined to some strip, but 
also to miss x-‘(E,-~) ‘f 1 a E Ei. Otherwise the construction at stage a is 
essentially like in Example 1. Details are left to the reader. 
Example 15 illustrates the need for normality to be “built into” Examples 
13 and 14, using both Sh and TL in Axiom 9.1 instead of just S&. 
Example 15 needed both families also, because the two Ei could easily be 
replaced by an infinite or even uncountable family, leading to as many 
disjoint large closed sets and destroying paranormality. 
PROBLEM 15. Zf T + is countably paracompact, must it be normal? 
The term “anti-Dowker” has been applied to countably paracompact, 
non-normal spaces. These are usually easier to obtain than Dowker spaces 
[RJ, but with T+ the reverse has been true up to now! We do not even 
know whether countable paracompactness of an arbitrary subspace of T 
implies its normality. 
PROBLEM 16. v T+ is countably paracompact, must it be quasi- 
monolithic? 
Positive answers to these last two problems would make countable 
paracompactness of T + equivalent to total normality (9. lo), and even this 
has not yet been ruled out. 
11. Two MORE o,-COMPACT EXAMPLESFROM 0 
Except for 11 and 12, all our 0 examples thus far have been o I -com- 
pact, that is, their closed discrete subspaces have all been countable. For 
the most part, this was for the sake of simplicity: any one of the Section 10 
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examples could have been modified like Example 12 to make 7r’A be a 
Gs, for example. 
Unlike earlier w1 -compact examples, the ones here will not be meta- 
normal; in fact, they will be (0, o)-antinormal (Definition 6.4). The earlier 
ones were metanormal because discrete collections of closed sets could only 
include finitely many large closed sets, and so the small ones could be 
confined to a metrizable open subspace. 
EXAMPLE 16. An o, -compact T+ with a copy of oi. Thus T+ will not 
be metanormal because of 7.14: there are parallel copies of o1 to witness 
this. 
Incidentally, we have not yet been able to rule out the construction of 
such an example “from ZFC” (Problem 17 below). 
The key is to make W= {[x,, r] .:cIEA,IER+} intoacopyofo,xlR, 
and to arrange for every unbounded subset of T+ missing n-‘/1 to have 
nplC in its closure for some club C of wi, as in Examples 10 and 11; 
o,-compactness of T+ follows easily. 
To make W into a copy of wi x R’, we require that if j3 < u and /I is a 
limit ordinal, then D(x,~xa’)(x&?)) = 1, as in Examples 2, 3, and 8. 
The Construction. If tx = p + o where b is a limit ordinal, we define 
x, r [/I, /? + o) as in Example 10, except that we have g’(0) = 1. To define 
x, r (0, fl), adopt Format 1, with “desirable” meaning that (b’) and (cz) of 
Example 11 hold. Have D(x,ox~~~,) = 1 on the image of each “desirable” 
interval, even in case i= 1. (Of course, only the case n = 1 appears here.) 
We define x, on the remaining intervals by the usual splicing techniques. 
The case where c( is a limit of limit ordinals, and rcSk A ,4 # 0, is treated 
like x, r (0, /I), letting a,, 7 c1 be as in Format 3. (Of course, now n ranges 
over all positive integers.) We start the same way if rcS& n /1= 0, but when 
filling in x, on the intervals (c(,,, rJ”+ ‘) we use the rest of Format 3. We let 
(qn) list all positive rationals, and what makes pn “desirable” is: 
(h) p,, = a, + s, where s, E (0, t,) and t, - s, < (r,/q,) 2-“-jn. 
Of course, ry”+ ’ > t because of (b’), and j, determines the length of the 
interval on (0, 1) into which we lit the image of [p,, ny,]. 
Define x,(rcy,) = I- 2? + 2-“+jn. By Format 3, this determines the 
image of [p,, rry,] and we fill in on the rest of the intervals by elementary 
splicing techniques. 
Because S& has all of nP’{a}nT + in its closure in this last case, it 
follows routively that any large open set containing a set of the form 
W,= {[x,, rlor: aEA} (rElR+) 
must contain all of T+ --71-l(A u (0, y)) for some y < wi. Now the sets 
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IV,(n E N ), each of which is a (closed) copy of o1 in T +, form a discrete 
collection in all of T, and (0, w)-antinormality follows easily. 
In our last 0 example, we will not be quite so generous in adding limit 
points to unbounded sets, but we still obtain (0, o)-antinormality. 
EXAMPLE 17. An o,-compact, non-metanormal T+ such that T is 
normal. From Theorem 4.2 it follows that T + cannot contain a copy of wl. 
The Key. Adopting the “naive” identification of T with L+ x [w as 
mentioned in Example 13, we ensure that when 1, /* c1 and I, EA for all n, 
then 
This notation is almost self-explanatory: the sequence (A,, 1) can be split 
up into at most two subsequences, each of which converges to either (a, 1) 
or (a, 0). We also ask, where (y,) is as in Format 3, that 
(Ym 1 e-==;;F ;; strictly, 
7 
i.e., there really are subsequences converging to each point. Thirdly, we 
have D(x, 0 x;‘) I 1 on [y, y + o) whenever y < a. 
The first feature ensures that each W, (notation as above) is closed in 
T +, the third that { W,,, : n E N > is a discrete collection in T +. Of course, 
these W, are no longer copies of wl; the “strictly” guarantees that. The 
second feature also ensures o1 -compactness: every bounded uncountable set 
has a condensation point by separable metrizability, while an unbounded 
set will have an unbounded subset S in some strip L+ x [2k, 2k+ ‘) for 
some kE Z (still using our naive picture); then there is an a such that Sn 
~~‘(0, a) 3 S;, and a is a limit of limit ordinals, and the strip contains 
( rryny,, 2k) for all n E N; this has a subsequence converging to (a, 2k) and 
so S& has a subsequence with a limit point (a, r ), r E [2k, 2k + ‘1. 
The proof that T+ is (w, o)-antinormal is similar to that for Class 10 
smoothings [Section 61. We show that if U is an open set containing W,, 
then it is dense in (a, wl) x (rl + co) for some a < 0,. Then we use the dis- 
crete family ( W,,,) like the F, in Class 10 and arrive at the same conclu- 
sions. The proof of density is slightly different but, with the help of 0, 
more straightforward. Assuming the contrary, we find an unbounded set S 
as above in the interior V of the complement, for which there is an A4 such 
that each s E S has an open neighborhood inside 1/ ballasted to below M 
(Definition 7.2). Then we use Axiom 9.1 as above to obtain an a such that 
198 P. J. NYIKOS 
either (~1, l/n) or some point above it is in the closure of S; and then by 
4.9 the whole interval {LX} x (0, l/n] is in the closure, a contradiction. 
Normality of T follows from Theorem 4.2: every unbounded subset of 
T + has a sequence converging to a zero vector. Argue as for w, -compact- 
ness, noting that since (( rryy,, 1)) has a subsequence converging to (tl, 0), 
so does ((rcy,, 2k+ ’ )) and hence SL. 
The Construction. If c( = p + o, we define x, exactly as in Example 10. 
If c1 is a limit of limit ordinals, we adopt Format 1 and the notation of 
Format 3 and cut S& down so that either t, = 0 for all n or t, > 0 for all n. 
For “desirable” we adopt (b’) and (cz) of Example 11 and also 
(d2) IfyE[Y~+r~,y~P,]n,4, thenD(~,~~,~x.;‘)(l)E[2~“,1-2?‘]. 
If n is even [resp. odd] we let D(x,ox~~~,)_= 1 [resp. 32-“1 on the image 
of the associated “desirable” interval. When we fill the remaining intervals 
using splicing functions g as in Example 11, we take care to have g’ I 1 
everywhere, g’(t,,) = 1, and g’( t,, + 1) I 2-” whenever t, > 0 for all n. 
To see that the construction works, suppose first SC T+ is unbounded, 
wolog either rcS c /i or nS n ,4 = 0. In either case, there is a limit a of 
limit ordinals such that r#, t KS, and then ( yznr 1) + (a, 1) while 
(Y *,, + 1, 1) + (c(, 0). If A,, /1 LX, then each ;1,, is either in (aZrn _ 1, Q,,,] or 
CQ~+ 1] for some m. In the former case, 
iit;and in the latter, D(x,~x:‘)(~)<~~~“~‘. 
D(x,ox;‘)(l) conforms to 
A completely different examiie of an o1 -compact T + with normal T can 
be obtained by modifying Example 15 to using N, disjoint stationary sets 
E,. This too would be (w, w)-antinormal, for similar reasons. If instead we 
use K1 disjoint stationary sets, we gain (oi-o, o)-antinormality at the 
expense of w,-compactness; but, by giving each uncountable subset of 
T+ - z- ‘/1 a limit point in XI l/i, we can still make T + satisfy: 
11.1. DEFINITION. A space X is e - o1 -compact if it has a dense sub- 
space D such that if SC D is uncountable, then S has an accumulation 
point in X. 
Of course, every space (like Example 11) with a dense CD,-compact sub- 
space is e - o, -compact, and every e - o, -compact space is o, -pseudo- 
compact. And we still cannot answer: 
PROBLEM 17. Is there a ZFC example of a T + which is : (a) o, -com- 
pact, (b) e - o, -compact ? 
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12. THE EFFECTS OF MARTIN’S AXIOM AND THE PFA 
Martin’s Axiom (MA) and its various strengthenings and weakenings 
have been used extensively in a way that generally runs counter to the uses 
of V= L and its consequences like 0 (cf. [B4], especially the introduc- 
tion). In this paper the contrast is, if anything, enhanced: while L+ is 
evidently complex enough set-theoretically to admit all kinds of exotic 
smoothings under V= L, its tangent bundle is structured enough so that 
the assumption of MA(o,) has a powerful simplifying effect upon the 
properties it can have. 
We do not state MA or MA(o,) in this paper (information on them may 
be found in [W] ) but we will be working with the following lemma 
and one notable strengthening which we give later on. The PFA, a 
strengthening of MA discussed in [B4], gives a trio of additional results 
near the end. 
Recall that a continuous function is called perfect (or proper) if it is 
closed and point-inverses are compact (equivalently, inverse images of 
compact sets are compact). 
12.1. LEMMA. Assume MA(o,). Zf X is a locally compact Hausdorff 
space, exactly one of the following is true: 
(i) X contains a perfect preimage of co, (i.e., there is a subspace W 
of X for which there is a perfect surjection f: W + wl). 
(ii) Whenever Z is a subspace of X of cardinality K,, and Y is a 
family of N, open subsets of X such that Z c u Y and 
(* ) for every V E Y there is an open subset Uy of X such that P c U v 
and lU,nZ) IN,, 
it follows that Z = U,“= , A,, where each A, is a closed discrete subspace of 
r=ur. 
Proof In [B1], statement (ii) appears (but with “cc” in place of 
“I N1”) as a consequence of MA and the assumption that X is compact 
and of countable tightness [B, , Theorem 1.11. Now, the one-point com- 
pactification of a locally compact Hausdorff space X is of countable tight- 
ness iff (i) fails [N4]. Also, it is a routine exercise to show, using only ZFC, 
that (i) and (ii) are mutually exclusive. It is for their mutual exhaustivity 
that some variant of MA is needed. What is actually used in the proof of 
[B,, Theorem 1.11 is MA(n) for K= max{ IZI, IVl>, and that holds here 
(K=Nl)* I 
Lemma 12.1 already represents a powerful dichotomy, exploited in [B1], 
but in the case of X= T+ we will strengthen it still further, replacing (i) by 
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the condition that X contains a copy of ol. Recently, D. H. Fremlin 
showed [F] that PFA implies every locally metrizable perfect preimage of 
o1 contains a copy of oi, but this does not follow from MA(o,) alone. 
A 1979 result of the author, described in [F], is that there is a 2 - 1 perfect 
preimage of o1 with no copy of w, in any model of MA(w,) obtained by 
ccc forcing from a model of +. [It uses Axiom 12.18 below.] 
To prove the strengthening of (i) just mentioned, we introduce: 
12.2. DEFINITION. If u and w are vectors of T+ in the same fiber, then 
v/w is the unique r E R + such that rw = v. 
We use the following elementary fact about T+ : if u, + u and w, + w, 
and v, and w, are in the same fiber for each n, then their ratios v,/w, 
converge to v/w. 
Aside. Knowledgeable readers will recognize this as a consequence of T 
being a vector bundle; also, of T+ being a principal ([w+, .)-bundle. The 
proof of the following lemma and corollary work for principal (W’, .)- 
bundles over L+ in general. It is convenient to think of these as (R, + )- 
bundles via a logarithmic map, because then the above ratios get converted 
into a well-defined concept of vertical distance between points which is 
closer to one’s usual intuitions. 
12.3. LEMMA. If T+ contains a perfect preimage of ol, it contains a 
COPY of 01. 
Proof Every perfect preimage of o1 has the property that each count- 
able subset has compact closure [B,], so if W is a perfect preimage of o1 
in T+, its intersection with each fiber is compact; it also meets the fibers 
over some club C of 0,. 
For each CI E C, let u, and w, be the “highest” and “lowest” points, 
respectively, of Wn Z- ’ {LX}. If tl, /* tl, and u,, E C for all n, then 
lim sup(vJw,J I v,/w,. So if 
A = {r E R+ : uc/we 2 r for uncountably many 5 E C} 
then A is bounded above and its supremum M is attained. Moreover, the 
subset of C on which it is attained is unbounded, and B = {S: uc/wr > M} 
is countable, since otherwise there would be E > 0 such that uncountably 
many vg/wg exceed M+ E, contradicting the definition of M. Let c1= sup B; 
then C’, = { y 2 c( : y E C, v,,/wy = M} is a closed unbounded subset of 0,. 
The argument that gave us C, also tells us that V= (v,: u E C, } is a 
closed subset of W, and n 1 I’ is a closed, continuous bijection, so V is 
homeomorphic to Ci, which in turn is homeomorphic to oi. 1 
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12.4. COROLLARY. If MA(w,), then for a smoothing of L+, exactly one 
of the following is true: 
(i) T+ contains a copy of w,. 
(ii) Every locally countable subspace of T+ is the union of countably 
many closed discrete subspaces of T +. 
Proof Use Lemmas 12.1 and 12.3, with X= Y= T+, and let Y= 
U {V=: a EWE}, where each Vu is a countable base for ~‘(0, a) n T+, 
whose members have compact closure in T+. 1 
Note that a subspace of T+ is locally countable iff it meets each 
z- ‘(0, a) (a < wl) in a countable set. In particular, every locally countable 
subspace of T + is of cardinality SK,. The same remarks, minus “x-I,” 
apply to L +. 
In the following theorem, rc is understood to have domain T+. 
12.5. THEOREM. Assume MA(w,). Zf T+ does not contain a copy of aI, 
then R- ‘A is a Moore space. Moreover, there is a countable family 
{ 9,,: n E N } such that each 9” is a collection of copies of [0, 11, locally finite 
in T+, and UzcI 9n covers K’A. 
Remarks. For A, one can substitute any locally countable subspace of 
L+. This theorem also extends to any principal (R+, .)-bundle over L+. 
The “moreover” portion implies the rest: see Theorem 8.2. 
Proof Let D be any subspace of z-‘rl that meets each fiber in exactly 
one point. By 12.4, D = U,“=, D, where each D, is a closed discrete 
subspace of T+. For each m E N and each d E D, let C,(d) = 
{rd:2-“<r<2”}. Let 
9,,= {C,(d):dED,}. 
Now each C,,,(d) is a copy of [0, 11, and ZZ&,, is locally finite. Indeed, if 
every neighborhood of v were to meet infinitely many members of CS,,,,, 
then some sequence from D, could converge to some point in 
(rv:2-“IrI2”). Of course, the union of all the g,,, covers c’A. 1 
Theorem 12.5 naturally leads to the question of when all of T+ is a 
Moore space, assuming MA(o,). The following criterion is reminiscent 
of 9.12. 
12.6. THEOREM. Assume MA(w,). The following are equivalent. 
(i) T+ is a Moore space 
(ii) T+ does not contain a copy of or,, and there is a club subset C 
of u1 such that z-‘C is a Gg. 
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Proof. Every closed subset of a Moore space is a G,: just let %!,, be as 
in the definition of a Moore space [2.1] and let U, be the union of all 
members of %,, that meet the closed set. Conversely, suppose rc - ‘C = 
f-j:= I U, where each U,, is open. For successive c, c’ in C, 7~ ‘(c, c’) is 
locally compact, separable, and metrizable, hence a-compact. We can 
therefore cover T+ - U, by countably many C-monastic families of com- 
pact sets C,,, and each is a discrete collection since the only possible limit 
points are in 7c-‘C, which is protected by 17,. Theorem 12.5 gives 
a o-discrete cover of n-‘C by compact sets, and “Moore” follows 
from 8.2. 1 
A useful substitute for the first clause in (ii) above is given by (ii) in: 
12.7. THEOREM. Assume MA(o,). Exactly one of the following is true: 
(i) T + contains a copy of w 1. 
(ii) T + is quasi-developable. 
Proof As remarked after Lemma 6.8, every countably compact sub- 
space of a quasi-developable space is compact, so the alternatives are 
mutually exclusive. By 12.4, if T+ does not contain a copy of or, then 
n-l/1 has a o-discrete cover by compact sets. But T+ - v l/i is metrizable, 
so by 8.2(iv) it has a cover by compact sets that is a-discrete in 
T+ - ~-i/1, hence o-relatively discrete in any space containing this one. So 
(ii) follows by 8.3(iv). 1 
Since (i) is so easy to negate, 12.7 has many quick corollaries, e.g., 
12.8. COROLLARY. Assume MA(w,). If T+ has a G&-diagonal, then T + 
is quasi-developable. 
Proof: Every countably compact Hausdorff space with a G,-diagonal is 
compact [G3, 2.141, and if T + has a G,-diagonal, so does every subspace. 
Now use 12.7. 1 
It is not known whether MA(o,) is really needed in 12.8, nor whether 
the conclusion is sharp: 
PROBLEM 18. Is there a T + with a G,-diagonal which is not a Moore 
space ? 
If not, we would have an equivalence: a well-known theorem of general 
topology is that every Moore space has a G,-diagonal [G3, Theorem 2.2; 
see also Theorem 2.15(a)]. 
Theorem 12.7 also suggests the following unsolved problem, reminiscent 
of the theorem of Balogh mentioned in Section 6: 
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PROBLEM 19. Does MA(w,), or some strengthening, imply that zf X is a 
manzfold of weight I N, , then either 
( 1) X contains a perfect preimage of w 1, or 
(2) X is quasi-developable? 
This problem is phrased in terms of perfect preimages rather than copies 
because of the remarks following Lemma 12.1. However, if PFA is 
assumed, (1) implies X contains a copy of w, [F]. 
Theorem 12.7 already eliminates many of the 0 examples as possibilities 
under MA(o,). Theorem 12.10 below eliminates the others, except possibly 
Example 16. 
12.9. DEFINITION [Compare 6.41. A space X is weakly (oi-w, o)- 
antinormal [resp. weakly (co, co)-antinormal] if there is a discrete collection 
9 of oi [resp. o] closed subsets of X such that, whenever {U,,(D): n E co} 
is a collection of open sets containing DE 9, and 9’ is a countable subset 
ofg, then n (~,JD):nEw,DE9’}#@. 
It is easy to see that no paranormal space can be weakly (0, o)-anti- 
normal. 
12.10. THEOREM. If iMA( then T+ is weakly (co, w)-antinormal. 
Hence it is never paranormal, normal, or countably paracompact. 
Proof. By 12.4, T + contains either a copy of or or a closed discrete 
subspace meeting the fibers over a stationary subset of o1 : a choice set for 
the fibers over the ordinals is locally countable, and if o, is the countable 
union of a family of subsets, then one of them must be stationary. Now 
Theorem 12.10 follows from Lemmas 12.11 and 12.12 below, which do not 
require special axioms. 
12.11. LEMMA. Zf T + contains a copy of wz , then both T and T + are 
weakly (co, w )-an tinormal. 
Proof As in the proof of Lemma 12.3, there is a club Cc o, such that 
T+ has a copy W of oi that meets each fiber n-‘C in exactly one point. 
This makes A - ‘C homeomorphic to W x R + , by a fiber-preserving map, 
with r W sent to W x {r >. Of course, n - ‘C is closed in T, and so 
{n W: n E N } is a discrete collection of closed subsets of T. By 4.10, if 
I’,,,,, is an open subset of T+ containing n W for each m E l+J, then 
vmn37r -‘C,,, n T + for some club C,,. So the intersection of all the 
r,,,, contains n- ‘( n {C,, : m, n E N } ). Since T + is open in T, weak 
(0, o)-antinormality of T also follows. i 
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12.12. LEMMA. If T+ has a closed discrete subset D such that nD is 
stationary, then T + is weakly (wl - co, w)-antinormal. 
Proof Let D = lJ {Da: tx < oi} where the D, are disjoint and each rcD, 
is stationary. As in the proof of 12.11, if I’,,,, is an open set containing D,, 
then n { V,,: m E N, CI E A } is nonempty for all countable A. 1 
12.13. THEOREM. Zf MA(o,), the following are equivalent: 
(i) T+ is collectionwise Hausdorff (cwH). 
(ii) T + is hereditarily cwH. 
(iii) T + contains a copy of w,. 
(iv) T + is o-CWH, 
Proof If T+ does not contain a copy of w,, 12.4 implies that T + has 
a closed discrete subspace meeting the fibers over a stationary subset of w, . 
The Pressing-Down Lemma, and the fact that the union of countably many 
nonstationary sets is nonstationary, now rule out T + being a-cwH. (Recall 
that this means every closed discrete subspace is the union of countably 
many subsets D, so that each can be expanded to a disjoint family of open 
sets in the sense of Definition 2.2.) 
Inversely, if T + contains a copy of oi, then rc ~ ‘C is a copy of o1 x R 
(see the proof of 12.11) for some club Cc o, , and every discrete subspace 
of T+ must miss the fibers over a club Co c C. “Hereditarily cwH” now 
follows from metrizability of T + - x - ‘CO. 1 
It is not known whether MA(o,) is compatible with there being a 
strongly cwH T+ (Problem 3, Section 4), although spaces of Class 2 have 
not all been ruled out. 
The following result may be vacuous. See Problem 17: it is not known 
whether an affirmative answer to either part is compatible with MA(o,). 
12.14. COROLLARY [MA(o Zf T+ is co,-compact, then T+ contains 
a copy of ol. 
Proof See the first paragraph in the proof of 12.10. 1 
Further illustrations of the power of MA(o,) follow from: 
12.15. LEMMA. Assume MA(w,). With X, Z, and V as in Lemma 12.1, 
and (i) failing, let B be a collection of N, subsets of Z, none of which has 
a finite cover by members of V. Then, with A,, as in 12.1, it is possible to 
have every A, meet every member of B in an infinite set. 
For a proof, see [B,, p. 691. 
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12.16. COROLLARY [iIdA(o Zf T+ does not contain a copy ofo,, 
then there is a closed discrete subspace of T+ that meets every n-l{ a + q} 
such that LX E co,, q E 42 n [0, 1) in an infinite set. 
Proof. In 12.15, let B= {Ba+q: aEm,, qEQn [0, 1)} where Bor+q is a 
dense subset of zml{ct+q}. 1 
12.17. THEOREM. Assume MA(w , ). If T + is metanormal, then L + has a 
nontrivial section, and a continuous real-valued function g such that each 
point-inverse g-’ {r} is nowhere dense. 
Proof: If T + contains a copy of oi , the second conclusion is part of 
Theorem 7.12, and the first follows by 7.11. Otherwise, let V,E rr-‘(a} for 
each CIEO~, and let 
By 12.15, there is a closed discrete subspace D of T+ that meets every B, 
in an infinite set. Let {d(cc, i): i E N } list D n B, in “descending order,” i.e., 
with the coefficient of v, decreasing. Let 
F,,= {d(a, n): aEm1}, 
and continue as in the proof of 7.12. 1 
These proofs paint a mysterious picture of T+ when T + does not 
contain a copy of or, one with which we may need to come to grips if we 
are to answer the question of whether a quasi-developable, countably 
metacompact T + is necessarily a Moore space under MA(o,). Compare, 
for example, this last proof with what we know of Class 5 smoothings. If 
we were to “solidify” any uncountable set of B,(I E A) by replacing them 
with the sets A, = (rvL: r E (0, 111, then the union of these sets would have 
n-‘C in their closure for the (club) set C of all limit points of the indexing 
set. Yet, when we use the infinite sets D n B,, each of which is coinitial 
in the natural order on npl{a}, somehow there is enough room between 
the successive elements for neighborhoods of all “later” points (in 
T+\cl(O, a]) to slip through. The mysterious fact is that this can be 
done for all a E A simultaneously. 
To clarify this picture a bit, note that there must be “arbitrarily large” 
gaps in the sets D n B, for all but finitely many a. More precisely, if 
D n B, = {(l/n) v,: n EN,}, then, for all but finitely many a E A, there are, 
for every me N, infinitely many nE:N, such that (n, n+m)nN,=@. The 
explanation is that, given a fixed m, we can replace D by a locally finite 
collection of intervals as in the proof of 12.4. But if ail the intervals for 
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infinitely many B,” were to run together, covering Aan, then n-‘{sup a,},” 
would be in their closure. So, in fact, no infinite subcollection of 
{B, : 1 E ,4 } is discrete in T + for a Class 5 smoothing. 
In contrast, if we “solidify” B, in the T + of Example 1, then {A a : a E co I } 
is a discrete collection. There, it is the “reciprocal” sets 
B,‘= {nu,:n~N} 
that have no infinite discrete subcollection. 
An interesting kind of problem is whether, as in Examples 1 through 6, 
we can produce a discrete collection { BL : a E S} for a “large” subset of wi 
by picking B:, E {B,, B;’ } and the right u, E 71-l { a}. Here, “large” might 
mean “uncountable, ” “stationary,” or “contains a club.” Of course, we have 
to assume T + does not contain a copy of wi, but even for Moore T+, 
MA(0,) is insufficient to give “club”: 
EXAMPLE 18. For each aE.4, let (y,(a)),“= i P a be a sequence of 
ordinals. Let x, “spike” the odd terms while treating the others like in 
Example 1: 
(1) D(xaOx8,.1+,)(xBzn+2(Y2n+1(a)))~ +a 
(2) W,ox~,1 Mxp,,(y2,(a))) + 0, 
where y,(a) E [/I,, fin + w) for all n. In order to ensure developability of 
T+, we add: 
(3) If pn /1 a, pn E (a,, a, + o) for all n, and there exists E > 0 such 
that (p, - E, p,, + E) n w, = 0 for all n, then 
(4) For all limit a and all ordinals 5, <a, t, /” a implies 
m, O X,%&“&J ---co” 
where l,, E [a,, a, + w). [Notation as in Example 17.1 
All this can be arranged by a slight modification of Format 2. We have 
y,,(a) playing the role of a,,, and (~~~+~(a)) that of S in case i= 1. The 
“~?ES)) at the end of (ci) in Format 2 is replaced by “BE/~,” and (d,) is 
replaced by: 
(4) W,;-, 0 x;‘)(x&)) E [2-2”, 22n] whenever 5~0~ n 
Crl+ C, rl- ,I n CB, B + 0). 
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The proof that the resulting T+ is developable is like for Examples 4 
and 6, except that G,( [x,, r]J is required to be small enough to pass 
either through the gate {t;} x (0, l/n) or the gate (t} x (n, + co) when 
~EK[G,([x,, r]J]. There is no real choice of gates: GE[xa, r), is fully 
determined by {xy : y E A}. 
It makes a big difference how the (r,(a)) are chosen. For example, if 
~,,(a)~,4 for all n, a, then it is easy to define {x,: YEA} so as to make 
(B& : a E ,4 > into a discrete collection for any predetermined choice of BL as 
above. On the other hand, if S, is as in 0 (Section 9) and y,(a) E S, for 
all a, and {B,: 4; E S} is discrete, then S is countable. Indeed, if S is 
uncountable, and {uc : e E S} is chosen, there will be n E Z such that 
U,E {<} x [2”, 2”+l ] for uncountably many r (again adopting the “naive” 
identification) and, wolog, B, was chosen. Let S’ be the set of these indices 
and choose S, c S’. Then (BY&+, ),“= , has an infinite subset of n -’ (a} in 
its closure. Indeed, the closure will meet every interval {a} x [2“, 2k+Z]. 
If we start with a ground model M and obtain a new model N by ccc 
forcing, then for every club subset C of o1 in N, there exists C’ E M such 
that C’ c C. This is Exercise H( 1) in Chapter VII of [KJ, accompanied by 
a generous hint. So if M satisfies 4, and N is a model of, say, MA(o,), 
then N still satisfies “+ for clubs”: 
12.18. Axiom. There is a sequence (S,: a ~/i ) such that each S, is a 
colinal subset of a and, whenever C is a club subset of cui, then there is an 
a such that S, c C. 
The above argument shows that, if S contains a club, and we choose 
yn(a)ESor for all n and a, and ~,=(a, 1) then (B&:a~s) cannot be 
discrete in such a model N. 
On the other hand, if we assume Axiom 12.19 below, then we can at least 
get uncountable discrete collections. In fact, we can either get them both 
above ((B,‘:aES1}) and below ((B,:aESz}), or else have one of the 
collections, with a ranging all over ol, be o-discrete. We can do this not 
only for Example 18 but in a general way that comes close to answering 
Problem 4 in Section 4. 
12.19. Axiom (Implied by PFA, see [T, Theorem 31). For every graph 
G on o,-that is, every set of two-element subsets of oi-either the 
chromatic number of G is countable, or else there is an uncountable subset 
S of o1 and a family B of N, disjoint finite subsets of wl, such that 
whenever 5 E S and FE B with min F > c, then ( y, r } E G for at least one 
YEF. 
[Recall that the chromatic number of a graph on a set V of vertices 
is the least cardinality of a partition so that no two vertices in a given 
equivalence class are joined by an edge.] 
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12.20. LEMMA. Assume Axiom 12.19, and let {(x,, U,): a ~0~) be an 
atlas for L+, with (0, cl] c U, for all c1 (and repetitions allowed) and all x, 
order-preserving. Then either 
(I) w1 =Uzzl S, where for all CLEWS, and all n, sup{D(x,~x~‘) 
(xe(5)):rES,,5<a)<+~;or 
(II) w,=u~& R, where for all CIEO~, and all n, inf{D(x,ox;‘) 
(xt(5)):l~R,,5<a}>O; or 
(III) there are uncountable S, R for which the equation in (I) holds for 
all < E S and the one in (II) holds for all { E R. 
Proof We construct a graph on ol, with y and 5, 4 < y, joined by an 
edge iff D(x,oxF,~)(x~(~))< 1. (More formally, Gc [o,]’ and {y, <} EG 
iff the above equation holds.) 
Suppose the chromatic number of G is countable. We may assume oi = 
U,“=, R, where each R, is an equivalence class and either uncountable or 
finite, and we need only consider the uncountable R,. If (II) were to fail, 
there would be a sequence ( li) /* /I from R, and a E R, such that a 2 fi 
and 
W, oX,‘)(X<,(ti))+O’ 
By the chain rule, we could substitute any y 2 /I for a and still have 
convergence. But if y E R,, then {ri, y} E G for any i, and so D(x,ox;‘) 
(xci(ti)) 2 1 for all i, a contradiction. Thus (II) holds. 
Now suppose the second alternative in 12.19 holds, while (I) fails for 
some a E X. Then we would have (5,) from S behaving as above, but with 
+ + co in place of +O. Let FE B satisfy min F> a. Then there exists y E F 
such that D(x,~x;~)(x~,(~J) < 1 for infinitely many i, again giving a 
contradiction. 
A similar argument, with G defined so that < 1 above is replaced by > 1, 
shows that either (I) must hold or there must be an R as in (III). 1 
Actually, as is evident from the proof, we do not even need to take < <a 
in the equations (I) and (II); any order-preserving chart (x, V) and any 
subset of S, or Ri whose closure is a subset of V, will do as well. This also 
applies to the following sharpening of 12.20. 
12.21. THEOREM. Assume Axiom 12.19. Let (x,, U,) (aE wl) be as in 
12.20. Then either : 
(A) There is a club C c w , such that for each a E C there are r,(a) and 
r*(a) in Iw+ such that r1(a)~D(x,oxg1)(xg(~))~r2(a)for all ~EC, <<a; 
or 
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(B) o1 = U,“= 1 S, where for all n and all a, and all strictly ascending 
sequences ( tj) f rom S,, ti<a for all i, D(x,~x~~)(x~~(~~))+O; or 
(C) [Same as (B) but with +a~]; or 
(D) There are uncountable S, R for which the equation in (B) [resp. 
(C)] holds for all strictly ascending sequences from S [resp. R] with 
sup Ia. 
Proof. Case (A) is the one where T + contains a copy W of o,, con- 
tained in x -‘C and meeting every fiber over C in exactly one point [see 
proof of 12.31. Since W is closed in T+ we cannot have any ascending 
sequence ( ti) behaving as in (B) or (C) when the supremum is in U,. 
If T+ does not contain a copy of oi , then by Lemma 12.1, 
{ [xc, 1 ] 5 : 5 E or } is o-discrete. In case (I), we can cut down each S, 
further into countably many subsets S,, so that {[x,, lie: 5 E S,,} is dis- 
crete. Because of (I), any sequence of these vectors with ri 7 b must con- 
verge to Cx,, Ol,, and (B), with appropriately changed notation, follows. 
A similar argument works in case (II) to give (C); this time, the ascending 
sequence has no limit point in T. Finally if (III), then ( [xc, 1 Ir : 5 E S 
[resp. R]} has an uncountable discrete subspace closed in T+ [resp. T], 
and (D) follows. 1 
12.22. COROLLARY. Assume Axiom 12.19. Let u,Ez-l{a) for allacw,, 
and let A, [resp. C,] = { ru,: r 5 1 [resp. 2 l]}. If T+ does not contain a 
copy of ol, then either 
(1) {A a : c( E w 1 } is o-discrete, or 
(II) {C,: LXEW,} is o-discrete, or 
(III) there is a discrete family of sets including uncountably many A, 
and C,. 
Proof Let { (x,, U, ) : a E wi } be as in 12.20, and divide up 
(0,: UEO,} into the sets {[x,, t],: tE [2”, 2”+l)} (nEZ). The rest is 
easy. 1 
Of course, any locally countable subspace of L+ could have served as 
the indexing set for the 01 in this trio of PFA results. 
CONCLUDING REMARKS 
We are still very far from a complete classification of smoothings of L+ 
even under PFA, but I hope that these three papers at least lay a solid 
foundation for future research. There are several natural directions this 
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might take, in addition to trying to answer the various problems posed 
thus far. 
(1) Other Models of Set Theory. It may be interesting to see what 
happens if one adds Cohen or random reals to models of MA(w,), or to 
models of 0. How many of the former theorems, or the latter examples, 
can we preserve? What new techniques can these models give us? A famous 
result of Shelah is that adding a Cohen real to any model gives a Souslin 
tree in the extension. Can we use Souslin trees, or the “finite morasses” 
Velleman used to simplify Shelah’s result, to produce interesting examples 
of smoothings? If we start with the right gound model and add enough 
Cohen or random reals, we obtain versions of PCEA and PMEA that are 
adequate for spaces of weight wi, like T. Then, as researches of Burke, 
Fleissner, and Dow have shown, countable metacompactness implies every 
closed discrete subspace is a Gs, Can this be used to show every countably 
metacompact, quasi-developable T+ is Moore in these models? 
(2) Principal (R, + )-Bundles. As mentioned earlier, T + can be thought 
of as a principal (R, + )-bundle over L+. In passing to this larger class, the 
main new factor seems to be that the space can be more nearly “symmetri- 
cal” than T+, with gentler undulations as one goes from one chart to 
later ones. The extreme case is the trivial bundle L+ x IF! (with the 
product topology), which is normal. An unpublished result of the author, 
generalizing part of Theorem 12.10, is that MA(o,) implies this is the on/y 
normal principal R-bundle over L +. What other results can we generalize? 
And what new constructions open up? Preliminary results of the author 
suggest that 0 may be replaced by + for producing examples like those of 
Sections 9, 10, and 11. Can we do even better? 
(3) Fiber Bundles over L+. Just the ones associated with T+ will give 
plenty of food for thought. The author used simple modifications of Exam- 
ple 1 to give the first constructions (unpublished) of a countably compact, 
first countable, regular space with two disjoint closed sets that cannot be 
put into disjoint G,‘s; and “almost compact” (meaning IPX- XI I 1) non- 
normal first countable spaces. All were manifolds. 
An especially interesting class of examples are the “long tubes” 
obtainable by the quotient maps fr (rE R+) identifying each VE T+ with 
{ r”v: n E Z}. These fiber bundles are principal S l-bundles (here S’ stands 
for the group of all complex numbers of absolute value 1) for which T+ 
is the universal covering space. The results of Fremlin mentioned at the 
beginning of this section show that under PFA, every one must contain a 
copy of ml, even those with Moore T+. This adds more details to the 
mysterious picture painted by MA(o,). The inverse image of such a copy 
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is a locally countable, closed nonmetrizable subspace of T+, meeting each 
fiber over some club C in an infinite set. 
There is much elementary information on principal S ‘-bundles over L+ 
in [N3], including a 0 example without a copy of oi. The image of T+ 
in Example 10 under anf, is a simpler example. 
(4) Smoothings of Other Nonmetrizable Manifolds and Their Tangent 
Bundles. This is the most wide-open topic of all, what with the huge 
variety of 2-manifolds, let alone higher-dimensional ones. It will be a 
challenge just to narrow down the topics enough to keep things interesting. 
It may be worthwhile to see what happens when we iterate the tangent 
bundle operation: What does T(T) look like for the various smoothings 
constructed here? But the real surprises are likely to come when we make 
full use of the extra freedom that higher dimensions give. For this reason, 
the various perfectly normal manifolds are probably worth studying, 
despite their nonexistence under MA(o,). And the Priifer manifold and its 
complex-analytic extension [CR], so different from L+, are certainly 
deserving of study. 
Finally, a less definite but possibly more important topic: Do our results 
have any implications for real analysis? Specifically, can they be parlayed 
into results about certain uncountable collections of C” functions on Iw, or 
uncountable systems of differential equations? Would a nontrivial C” 
vector field have implications here? 
Even if there are no direct implications, one can hope for various spin- 
offs, just as a ZFC theorem of [KZ] was a spin-off of the building, under 
CH, of a perfectly normal nonmetrizable smooth manifold: an ascending 
countable union of spaces diffeomorphic to R4 is also diffeomorphic to Iw4. 
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