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The Seebeck coefficient plays a fundamental role in identifying the efficiency of a thermoelectric
device. Its theoretical evaluation for atomistic models is routinely based on Density Functional
Theory calculations combined with the Landauer-Bu¨ttiker approach to quantum transport. This
combination, however, suffers from serious drawbacks for devices in the Coulomb blockade regime.
We show how to cure the theory through a simple correction in terms of the temperature derivative
of the exchange correlation potential. Our results compare well with both rate equations and
experimental findings on carbon nanotubes.
PACS numbers: 71.15.Mb,73.50.Lw,65.80.-g
The quest for increasingly energy-efficient technologies
has recently led to significant scientific and technological
interest in thermoelectricity [1–3]. Indeed, thermoelec-
tric devices convert waste heat to electric power: the
basic working principle at their heart is the Seebeck ef-
fect [4]. The corresponding Seebeck coefficient is an im-
portant ingredient in the thermoelectric figure-of-merit
(an efficiency measure of a thermoelectric device). At
present, the method of choice for an atomistic modelling
of the Seebeck and other transport coefficients is density
functional theory (DFT) combined with the Landauer-
Bu¨ttiker formalism (LB-DFT) [5, 6]. However, an in-
cautious use of LB-DFT as guide to material and sys-
tem selection may point in the wrong direction. In fact,
LB-DFT is unable to capture the ubiquitous Coulomb
blockade (CB) phenomenon of quantum devices weakly
coupled to leads, thereby overestimating the conductance
and, as we shall see, underestimating the Seebeck coef-
ficient. In Ref. [7–9] it was shown that the erroneous
high conductance predicted by LB-DFT stems from ne-
glecting exchange-correlation (xc) corrections to the bias
[10–14]. According to a recently proposed DFT frame-
work for thermal transport (and thus for the calculation
of the Seebeck coefficient) [15, 16] xc corrections to the
temperature gradient are also expected to occur.
In this Letter we propose an alternative DFT approach
to the Seebeck coefficient well suited for quantum de-
vices in the CB regime. Following a recent idea on the
construction of xc corrections to the conductance [7], we
find a very simple xc correction to the LB-DFT Seebeck
coefficient in terms of static DFT quantities. To illus-
trate the theory we first consider the Anderson impurity
model (AIM), a paradigm for the CB effect [17], and sub-
sequently extend the analysis to multiple level systems.
The proposed equations are validated by benchmarking
the results against those of the rate equations [18–20]
(RE), demonstrating the crucial role of the xc correc-
tion. Finally, we apply the theory to single-wall carbon
nanotubes and find good qualitative agreement with ex-
periment.
The Seebeck coefficient S is defined as the ratio S =
(∆V/∆T )I=0, where ∆V is the voltage that must be ap-
plied to cancel the current I generated by a small tem-
perature difference ∆T between the left and right leads.
For an AIM symmetrically coupled to featureless leads
the Seebeck coefficient takes the form [21] (atomic units
are used throughout)
S = − 1
T
∫
ωf ′(ω)A(ω)∫
f ′(ω)A(ω)
,
∫
≡
∫ ∞
−∞
dω
2pi
, (1)
with A(ω) the interacting spectral function, f(ω) =
1/(1 + eβ(ω−µ)) the Fermi function at temperature T =
1/β and chemical potential µ, and f ′ ≡ df/dω. We now
show how to rewrite S in terms of quantities which are
all accessible by DFT. The starting point is the equation
N = 2
∫
f(ω)A(ω) for the electron occupation at the im-
purity. Taking into account that, away from the particle-
hole symmetric point, N is an invertible function of T we
have dA/dT = (dA/dN)(dN/dT ). Therefore, after some
algebra we find
dN
dT
= − 2
T
∫
ωf ′(ω)A(ω)
1 +R
, (2)
where we have defined R = −2 ∫ f(ω)dA(ω)/dN . At
the particle-hole symmetric point, we have dN/dT = 0
and
∫
ωf ′(ω)A(ω) = 0 due to the fact that A(ω) is an
even function of ω, and thus Eq. (2) remains valid. With
similar steps we can also express the compressibility as
dN
dµ
= −2
∫
f ′(ω)A(ω)
1 +R
. (3)
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FIG. 1. (Color online) Seebeck coefficient S and density N
(inset) versus gate v for our corrected DFT (black), MB (blue)
and RE (red). The Ss (KS, green) and the xc correction
∂vHxc/∂T (cyan) are also displayed. The parameters are T =
0.1 and γ = 0.01 (energies in units of U).
The combination of Eqs. (2) and (3) then gives
S = −dN/dT
dN/dµ
. (4)
This rewriting of the Seebeck coefficient is extremely in-
teresting from a DFT perspective since it involves ex-
clusively the occupation N of the equilibrium system.
We then calculate the derivatives in Eq. (4) using the
Kohn-Sham (KS) expression N = 2
∫
f(ω)As(ω) where
As is the KS spectral function. For a gated impu-
rity with energy v we have As(ω) = `(ω − v − vHxc),
with `(ω) = γ/(ω2 + γ2/4) a Lorentzian of width de-
termined by the dot-lead tunneling rate γ/2. Thus, the
dependence of As on N and T occurs only through the
Hartree-xc (Hxc) potential vHxc. By calculating the re-
quired density derivatives and taking into account that
dvHxc
dT =
(
∂vHxc
∂N
)
T
dN
dT +
(
∂vHxc
∂T
)
N
, we obtain the exact
relation
S = Ss +
(
∂vHxc
∂T
)
N
. (5)
Here Ss is the KS Seebeck coefficient obtained from
Eq. (1) by replacing A(ω) with As(ω), and it is exactly
the coefficient predicted by the LB-DFT approach.
Equation (5), the central result of this Letter, provides
a rigorous route to cure LB-DFT through the inclusion
of the xc correction ∂vHxc/∂T while still remaining in
a pure DFT framework. As we shall see, Eq. (5) also
suggests how to correct Ss in larger systems.
At temperatures T  γ, but still T  U where
U is the on-site repulsion, the CB phenomenon leaves
clear fingerprints on the Seebeck coefficient. Neverthe-
less, these are only partially captured by Ss, even when
the exact vHxc is used (see below). The Anderson model
is particularly instructive since it allows to disentangle
the coordinated actions of the CB effect on Ss and of the
xc correction in reproducing the interacting S.
In the following we assume that γ is the smallest energy
scale and we approximate vHxc by the exact Hxc potential
of the isolated (γ = 0) impurity [22, 23],
vHxc[N ] ≈ vimpHxc[N ] =
U
2
+ gU (N − 1) , (6)
where gU (x) =
U
2 +
1
β ln
(
x+
√
x2+exp(−βU)(1−x2)
1+x
)
. At
low temperatures, the Hxc potential exhibits a sharp
(but continuous) step of size U at occupation N = 1
[22, 24, 25]. With an analytic expression for vHxc we can
evaluate both terms on the r.h.s. of Eq. (5). In Fig. 1 we
show S calculated from our DFT equation (black) ver-
sus the gate v. To demonstrate the accuracy of the re-
sult we also show the Seebeck coefficient calculated from
Eq. (1) using the Many-Body (MB) spectral function
A(ω) = N2 `(ω − v − U) +
(
1− N2
)
`(ω − v) [26] (blue)
as well as the one calculated using the RE approach of
Ref. [19] (red), exact in the limit γ → 0. All three ap-
proaches give the same Seebeck coefficient and densities
(see inset). Let us now discuss how the two terms in
Eq. (5) contribute. The KS Seebeck Ss (green) accounts
for the correct linear behavior (with slope proportional
to T−1) at large values of |v|. In fact, for γ → 0 the KS
spectral function becomes As(ω) = 2piδ(ω−v−vHxc) and
consequently Ss = −(v + vHxc)/T . The linear behavior
at large |v| is not surprising since the noninteracting See-
beck coefficient behaves in the same way. Noteworthy is
instead the plateau of Ss for v ∈ (−U, 0). This is a direct
consequence of the step in vHxc which pins the KS level
to the chemical potential thereby blocking electrons with
energy below v + U from entering the impurity site (see
inset). The CB-induced plateau in Ss opens a gap in the
noninteracting straight line −v/T , shifting it leftward by
U for v < −U and generating the correct behavior at
large negative values of v. However, Ss misses entirely
the oscillation of S for N ≈ 1, thus severely underes-
timating the true Seebeck coefficient. Remarkably, this
deficiency is exactly cured by the xc correction ∂vHxc/∂T
(cyan). The temperature variation of vHxc is the key in-
gredient for the nonvanishing Seebeck coefficient in the
CB regime [19, 27–29].
We now extend the DFT approach to junctions with
more than one level. For T  γ the Seebeck coeffi-
cient exhibits a sawtooth behavior as a function of v,
with “jumps” occurring when the number N of electrons
crosses an integer. Furthermore, if the level spacing ∆ε
is much larger than T , a superimposed fine structure of
wiggles spaced by ∆ε emerges [19]. The wiggles originate
from excitations that bring the system with (N − 1) par-
ticles in the ground state to some excited state with N
particles.
3The physics of the Seebeck coefficient in a multiple
level junctions is well captured by the Costant Interac-
tion Model (CIM). The CIM Hamiltonian reads Hˆ =∑
iσ εinˆiσ +
1
2
∑
iσ 6=jσ′ Uij nˆiσnˆjσ′ , where nˆiσ is the occu-
pation operator of the i-th level with spin σ. The indices
i, j run over M levels and for M = 1 we are back to
the Anderson model. For simplicity we assume that each
level is equally coupled to the left and right leads with
tunneling rate γ/2. In this case the derivation of Eq. (4)
can be repeated step by step by replacing the spectral
function A with its trace Tr[A]. Consequently, we can
again express S in a pure DFT framework by calculating
the derivatives of the total number of electrons from the
KS expression N = 2
∫
f(ω)Tr[As(ω)]. The KS spectral
function [As]ij = δijAs,i is diagonal in the level basis and
reads As,i(ω) = `(ω − εi − vHxc,i), where the Hxc poten-
tial of level i depends on the occupations {n} of all the
levels. It is straightforward to show that
S = Ss +
∑
j
∫
f ′(ω)As,j(ω)∫
f ′(ω)Tr[As(ω)]
(
∂vHxc,j
∂T
)
N
. (7)
In Ref. 30 we proved that at zero temperature the Hxc
potential of the isolated (γ = 0) CIM Hamiltonian is uni-
form and depends only on N , i.e., vHxc,i[{n}] = vHxc[N ].
The zero-th order approximation at finite temperatures
and weak coupling to the leads therefore consists in ne-
glecting the nonuniformity and the local dependence on
the {n}. In this approximation Eq. (7) reduces to Eq. (5).
The interacting Seebeck coefficient then follows once we
specify the functional form of vHxc. Following Ref. 7 we
construct vHxc[N ] as the sum of single-impurity Hxc po-
tentials according to
vHxc[N ] =
2M−1∑
K=1
[
UK
2
+ gextUK (N −K)
]
, (8)
where UK is the charging energy needed for adding one
electron to the system with K electrons, and the ex-
tended gextU function is defined according to
gextU (N − 1) =
 −U/2 N < 0gU (N − 1) 0 ≤ N ≤ 2 ,
U/2 N > 2
(9)
with gU given below Eq. (6). The Hxc potential in Eq. (8)
has a staircase behavior with steps of width UK between
two consecutive integers.
To assess the quality of our approximate Hxc poten-
tial we first consider a two-level CIM with Uij = U . In
Fig. 2 we display results at temperature T = 0.03, cou-
pling γ = 0.001 and εi = ε
0
i +v where ε
0
1 = 0 and ε
0
2 = 0.3
(energies in units of U). The left panel shows the total
occupation N as well as the occupation n2 =
∑
σ n2σ
of the highest level calculated using both DFT and RE.
Although a perfect agreement is found for N , exponen-
tially small discrepancies are seen for the local occupa-
tion. In fact, the uniformity (i.e., level independence) of
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FIG. 2. (Color online) Density (left) and Seebeck coefficient
(right) of CIM with two spin-degenerate levels computed from
RE and DFT using the approximate functional of Eq. (8).
The KS Seebeck coefficient is also shown.
our zero-th order approximation vHxc of Eq. (8) neglects
thermal excitations, which corresponds to mixing only
ground states of different N . Accordingly, the DFT See-
beck coefficient is expected to exhibit only those wiggles
associated with the addition of one electron in the lowest
available level. This is confirmed by the right panel of
Fig. 2 where the wiggles associated to the addition ener-
gies of excited states are captured by the RE (red) but
missed by DFT (black). For a perfect agreement between
DFT and RE one should abandon the zero-th order uni-
form approximation and consider a level-dependent Hxc
potential which correctly reproduces the level occupa-
tions. To further support this analysis on the relation
between the nonuniformity of vHxc and physical excita-
tions we show in Fig. 3 the Seebeck coefficient for the An-
derson model with broken spin degeneracy (left) and for a
three-level CIM (right). In the first case DFT agrees with
RE since there exists only one addition energy, whereas
in the second case DFT misses the wiggles of excited-
state addition energies. We emphasize that the wiggles
stem from Ss (green line), and are not due to the xc cor-
rection. The latter is responsible for the large sawtooth
oscillations and, as Figs. 2 and 3 clearly show, it is the
dominant contribution to S.
Recently experimental measurements of the Seebeck
coefficient and the electrical conductance in the CB
regime have been reported for an individual single-wall
carbon nanotube [31] as well as for quantum dots [28, 29].
For the transport properties of nanotubes, we can extract
from the experimental results both single-particle ener-
gies and charging energies which are then used to calcu-
late both G and S with our DFT scheme. In contrast
to the model calculations described previously, here the
charging energies UK depend on the charging state K.
In Fig. 4 we present both the conductance G (upper
panel), and the Seebeck coefficient (lower panel) S as a
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FIG. 3. (Color online) Seeebeck coefficient for the Anderson
model with non-degenerate single-particle levels (left) and for
three spin-degenerate levels (right). The parameters are ε0↑ =
0, ε0↓ = 0.3 (left panel) and ε
0
1 = 0, ε
0
2 = 0.3, ε
0
3 = 0.6 (right
panel). In both panels T = 0.03 and γ = 0.001 (all energies
in units of U).
TABLE I. Single-particle energies ε0 and charging energies
UK (in meV), for modelling the calculation of Fig. 4.
ε0 -6.0 -3.75 -3.75 -3.75 -1.5 0.75
K, UK 1, 3.75
2, 5.0
3, 6.25
4, 2.25
5, 5.75
6, 4.5
7, 2.0
8, 4.5
9, 6.5
10, 5.25
11, 6.75
function of gate voltage v calculated with the parame-
ters listed in Table I and for temperature T = 4.5 K
and γ = 0.02 meV. For comparison we also report the
Seebeck coefficient as calculated from the LB-DFT for-
malism with the same parameters. LB-DFT fails in re-
producing the characteristic sawtooth behaviour of the
experimental results. Instead, the Seebeck coefficient cal-
culated with our DFT scheme clearly shows the peak
and valley structures observed in experiment, confirming
again the crucial role of the xc correction. Also, all the
fine structure wiggles (kinks in some cases) are correctly
captured.
In conclusion, we have proposed a DFT scheme for
the calculation of the Seebeck coefficient which corrects
the deficiencies of the canonical Landauer-Bu¨ttiker ap-
proach in the Coulomb blockade regime. We found that
two ingredients in the Hxc potential are essential: (i) the
step feature at integer electron number opens a gap in
the linear dependence on gate voltage and (ii) the tem-
perature derivative generates the sawtooth behaviour in
this gap region. Remarkably, the xc correction repre-
sents the dominant contribution to S just as the xc cor-
rection to the conductance dominates in the Coulomb
blockade regime [7]. We have compared our theory with
both rate equations and experimental results on a car-
bon nanotube, and found good quantitative agreement
in all cases. The present approach is valid in the lin-
ear response regime, where the applied thermal gradient
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FIG. 4. (Color online) Conductance (upper panel) and See-
beck coefficient (lower panel) of a single-wall carbon nanotube
from DFT (black) and experiment [red, data from Ref. 31].
Also shown is the KS Seebeck coefficient (dashed green). The
single particle and charging energies are given in Table I. The
other parameters are T = 4.5 K and γ = 0.02 meV.
is small. Going beyond the linear response would pave
the way for a deeper understanding of the thermoelectric
effect and allow to study materials for extreme applica-
tions. The recently proposed DFT framework for thermal
transport by Eich et al. [15] appears a promising starting
point for this purpose.
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