We show that two identical fully connected chaotic neural networks can always achieve a stochastic synchronization state when linked with a sufficiently large common noise. This is the case for both lowdimensional hyperchaos and high-dimensional spatiotemporal chaos. When the parameters of the two driven systems possess a tiny difference, weakly noise-induced synchronization is obtained. Unstable finite-precision synchronization of chaos with positive conditional Lyapunov exponent is also observed. It is caused by the on-off synchronizing intermittent dynamics. ͓S1063-651X͑98͒10106-X͔ PACS number͑s͒: 87.10.ϩe, 05.45.ϩb It is well known that a criterion for the occurrence of chaotic behavior in deterministic systems is their sensitive dependence on initial conditions. However, theoretical studies and practical experiments show that coupled chaotic systems possess the property of synchronization ͓1-5͔. On the other hand, the effects of additive noise on chaos are studied in various systems. It turns out that, close to bifurcations or crisis and also for chaotic windows, noise tends to amplify chaoticity ͓6-8͔. At parameter values with chaotic dynamics, the Lyapunov exponents are robust against small fluctuations in most cases ͓9͔. The effect of noise on the synchronization of chaotic systems is also studied ͓10͔. It is shown that synchronization will not occur if driving dynamical chaos is added with noise. This matches the common thought that in low-dimensional systems, chaos is favored by small external noise ͓9͔.
It is well known that a criterion for the occurrence of chaotic behavior in deterministic systems is their sensitive dependence on initial conditions. However, theoretical studies and practical experiments show that coupled chaotic systems possess the property of synchronization ͓1-5͔. On the other hand, the effects of additive noise on chaos are studied in various systems. It turns out that, close to bifurcations or crisis and also for chaotic windows, noise tends to amplify chaoticity ͓6-8͔. At parameter values with chaotic dynamics, the Lyapunov exponents are robust against small fluctuations in most cases ͓9͔. The effect of noise on the synchronization of chaotic systems is also studied ͓10͔. It is shown that synchronization will not occur if driving dynamical chaos is added with noise. This matches the common thought that in low-dimensional systems, chaos is favored by small external noise ͓9͔.
The system driven by noise is a stochastic one. Can a synchronization state be achieved when two identical systems with slightly different initial conditions are driven by the same noise? This question is closely related to the problem of generalized synchronization ͓4,11-14͔. However, the driving signal used here is noise rather than chaos. Recently, considerable attention has been drawn to the problem of noise-induced synchronization in chaotic systems ͓15-25͔. With these studies and arguments, the effects of noise on chaos are investigated in detail. The conditional Lyapunov exponent ͑CLE͒ can be defined for systems driven by noise ͓15͔. With small noise, the driven systems often still possess positive CLE's. Although they cannot achieve a chaotic synchronization state ͓15,24͔, two chaotic systems subjected to the same noise with a sufficiently large amplitude have a much higher probability of approaching each other than in the absence of noise ͓19͔. As a result, finite-precision synchronization can be obtained ͓18,23͔. A chaotic attractor means that the overall rate of expansion of the trajectories is larger than that of contraction. Disturbed by a sufficiently large noise, the trajectories are often driven out of this chaotic attractor. In this case, if the system is still stable, it often implies that the overall rate of contraction of the trajectories becomes large. Thus, the CLE's of the driven system may become negative and a stable synchronization state can be obtained. A sufficiently large noise often changes the chaotic nature of the systems and so the resultant attractor is stochastic, rather than chaotic ͓22͔. In other words, the stable synchronizing state is stochastic for systems driven by noise while the generalized synchronization state ͓4,11-15͔ is chaotic due to the chaotic driving signal.
There was a common thought that synchronization of hyperchaos cannot be achieved with a scalar driving chaos. However, some approaches for the synchronization of hyperchaos with scalar chaos were proposed recently ͓26-28͔. There are also studies on the synchronization of highdimensional spatiotemporal chaos with scalar driving chaos ͓14,29,30͔. As the discussions on noise-induced synchronization ͓15-25͔ by now are mainly based on simple chaotic systems such as the logistic map or Lorenz equations, an interesting question arises: Can a common scalar noise drive two identical hyperchaotic systems to synchronization? The main objective of this paper is to give a definite answer to this question by using a chaotic neural network ͓31,32͔ as an example. Similar to the synchronization of hyperchaos ͓14,26͔, one of the possible applications of noise-induced synchronization with a hyperchaotic system is in the field of secure communications.
In the first part of the paper, we will show that two identical low-dimensional hyperchaotic systems driven by a sufficiently large noise can be transformed to a stochastic state and achieve synchronization. Here we will also point out that, when the CLE's of the system driven by noise are positive, it is the on-off synchronizing intermittent dynamics that causes the chaotic trajectories to have a much higher probability to approach each other. As a result, finite-precision synchronization of chaos ͓18,23͔ is obtained.
Neural networks are systems formed by a large number of interconnected neurons. For these systems, the corresponding chaotic attractors are often referred to as spatiotemporal ones. In this paper, we will discuss the possibility of the occurrence of noise-induced synchronization in highdimensional chaotic neural networks. The goal is to understand how scalar noise drives the dynamics of the spatiotemporal chaotic neural networks to a stochastic synchronizing state. This question is related to the recent research interest *Electronic address: shuai@nerve.pc.uec.ac.jp † Electronic address: eekww@cityu.edu.hk in understanding globally coupled systems driven by noise ͓33-35͔. In Ref. ͓33͔, by using the dynamical mean-field equation, it is pointed out that in high-dimensional systems where chaos is due to interactions between nonchaotic neurons, noise can impair the information flow between these neurons and therefore tends to suppress chaos. We will discuss, in the view of synchronization, the case of neural networks consisting of chaotic neurons. Our result entails a much stronger statement that, even for the high-dimensional spatiotemporal complex system, the resultant highly erratic and random trajectories become independent of the initial positions; i.e., they fall into a synchronization state.
Consider a nonmonotonic neural network model that con-
S j is connected to all other neurons S i by couplings J i j . We use parallel dynamics for the updating of neurons:
Here h i (t) is the weighted input of the ith neuron and is expressed as
The activation function f (x) of the neurons is nonmonotonic ͓31,32͔:
With the function ͑3͒, we have ͉S i ͉Ͻ1. A significant difference between this and the logistic map investigated in ͓17,20,21͔ is that the input space is unbounded for the former map, while it is bounded to ͓Ϫ1, 1͔ in the latter case. As a result, a noise with large amplitude often destroys the stable attractor of the logistic map before the stable synchronization state is reached. This is the reason why noise cannot drive chaos to a synchronization state ͓20,21͔. In contrast to this, a function with an infinite input boundary is used in our study and so noise with any amplitude can be applied. Thus, a different result is obtained.
We consider a four-neuron model with parameters ␣ ϭ6.0 and ␤ϭ10. 
͑4͒
In this case, ͉S i ͉Ͻ0.58. Simulation results show that the attractor is hyperchaotic with the four Lyapunov exponents being 0.660, 0.353, 0.008, and Ϫ0.714 (Ϯ0.002), respectively. If there is no interconnection, i.e., Jϭ0, each neuron is in the chaotic state. Now we discuss the simulation results of noise-induced synchronization with this hyperchaos. Suppose that the corresponding neurons in the two identical neural networks are disturbed by a common random noise with amplitude 0 . Mathematically,
Computer simulations show that when the first neuron is driven by noise with 0 у1.09, synchronization can be achieved. This can also be found in the second and the third neurons with 0 у4.8 and 2.3, respectively. To show the distance between the two trajectories, the average absolute difference ͗⌬S(t)͘ is defined:
͑6͒ Figure 1 shows a plot of time versus the logarithm of the average absolute difference ͗⌬S(t)͘ when the first neuron is driven by noise with 0 ϭ1.3.
The CLE's can be calculated from the tangent space of the neural dynamics. Again, the first neuron of the chaotic neural network is driven by a common noise term and a plot of the four CLE's versus noise amplitude 0 is shown in Fig.  2 Simulation results also show that synchronization can still be achieved in the interval 1.09Ͻ 0 Ͻ1.244 where the maximum CLE is positive. For example, when 0 ϭ1.2, the four CLE's are 0.055, Ϫ0.550, Ϫ1.595, and Ϫ4.173, respectively. This phenomenon is referred to as the finite-precision synchronization of chaos ͓18,23͔. It is pointed out ͓36͔ that chaotic systems driven by noise ͑or chaos͒ possess the on-off intermittency property if both the following criteria are satisfied: ͑a͒ there exists a lower-dimensional invariant hyperplane under the evolution of the system, and ͑b͒ there exist orbits entering and leaving every sufficiently small neighborhood of the hyperplane. In fact, the two criteria are naturally obeyed for the difference between the trajectories ͑i.e., ⌬S ϭSЈϪS). This is because it is the difference of the driven trajectories, rather than the driven trajectory itself, that constructs an invariant hyperplane, i.e., ⌬Sϭ0. Here, we call it the on-off synchronizing intermittency. One can see that the on-off synchronizing intermittency is an intrinsic character of synchronizing systems. As a result of this character, the trajectory can be driven, in a finite time interval, to the invariant hyperplane (⌬Sϭ0), i.e., the contracting region, with high frequency even when the maximum CLE is slightly positive. As a result, the trajectories are driven to approach each other. When the distance between different trajectories is smaller than the finite precision of computer calculations, it is set to zero and remains at that value thereafter. Finite-precision synchronization of chaos is thus achieved. For all the simulations reported in this paper, the synchronization state corresponds to the situation that the difference of two trajectories is smaller than 10
Ϫ18
, which cannot be distinguished in our computer.
In real applications, the synchronization is often affected by the differences in parameters of the two driven systems.
To investigate this, we let there be a small deviation ␦␣ between the corresponding parameters ␣ and ␣Ј of the two networks, i.e., ␦␣ϭ␣ЈϪ␣. The corresponding variational equation is
Suppose that there are also deviations in the parameter ␤ and the connecting matrix J; we have
͑8͒
One can see that the last three terms will not approach zero even when ␦S(0)ϭ0. As a result, synchronization with ␦S(tϾ0)→0 is forbidden in all cases, as confirmed by our simulation results. However, if the parameters differ only slightly, the last three terms are very small and so weakly noise-induced synchronization can be observed. Weak synchronization means that the difference of the two trajectories S and SЈ remains small in average. We define the average distance ͗͗⌬S͘͘ of the two trajectories as
An example is shown in Fig. 3 with T 0 ϭ500 000 and T 1 ϭ501 000. Compared with the first network, the slightly different parameters of the second one are ␣ϭ6.01 and J 11 ϭ1.01. From the figure, one can see that the average distance ͗͗⌬S͘͘ is smaller than 10 Ϫ3 . It implies that, for sufficiently small deviations in the parameters, the two driven trajectories remain weakly synchronized when the noise amplitude is large enough.
From Fig. 3 , one can see that, near the point 0 ϭ1.1 where finite-precision synchronization is achieved in the case of identical driven systems, the average distance of the two mismatch driven systems is in the order of 0.1. As a result of its positive CLE, the finite-precision synchronization is unstable. Compared with 10 Ϫ18 , the disturbance caused by the mismatch between the two driven systems can be considered as a large noise. As a result, unstable finite-precision synchronization can be easily destroyed by the disturbance. Simulation results also show that, if the noise signal that drives one of the two systems is disturbed by tiny noise, finite-precision synchronization cannot be obtained.
In fact, neural networks are spatiotemporal systems formed by a large number of neurons ͑e.g., Nу100) that may possess spatiotemporal chaotic behavior. In the rest of this paper, we discuss the possibility of scalar noise-induced synchronization of spatiotemporal chaos. In Refs. ͓14,30͔, as a result of the cascade synchronizing dynamics, the spatiotemporal chaos of the coupled logistic map lattice can be driven to a synchronization state by scalar chaos. Different from this, here it is because of the strong synaptic connection that the scalar driving noise can be propagated to the whole network immediately and drive the trajectory of the system to the contracting region with high frequency. As a result, all of the neurons are enforced to the stochastic synchronization state gradually.
The phase-space region in which an attractor resides for chaotic dynamical systems can, in general, be divided into two subregions where a trajectory experiences either pure expansion or pure contraction. In particular, the expanding or contracting region is the region where an infinitesimal vector in the tangent space either expands or contracts under the dynamics. A typical path to synchronization is that the trajectories are driven by a common signal to the contracting region with high frequency, and so the CLE's are negative. In our model, the contracting regions are in the vicinity of the two extreme points and the two asymptotic points of the nonmonotonic neural function f (x), i.e., d f (x)/dxϽ1. Now let the first neuron of the neural networks be driven by noise; the weighted input of the ith neuron is
If all J i1 's (iϭ1, . . . ,N) are nonzero and the noise amplitude 0 is large enough, due to the random character of connection J, the second term on the right-hand side of Eq. ͑10͒ approaches zero when N is very large. It is very small when compared with the first term J i1 (t) because ͉J i1 (t)͉ is large enough with high probability. In other words, the weighted input h i (t) is mainly determined by the term
͑11͒
Consider the variational equation for the difference between the two trajectories:
) is an important term; i.e., ␤J i1 2 2 (t) should be large enough. For a given neural network, a sufficiently large common noise means that the trajectories are driven to the asymptotic contracting region with high frequency. If the overall contraction rate of the driven trajectories is higher than the expansion one in the divergent regime, the distance between trajectories of the systems in the phase space decreases with time, and so the system is transformed to a stable stochastic attractor. In short, if a neuron connected to all other neurons of the neural network is driven by a sufficiently large noise, a stochastic synchronizing state can always be achieved. If all ͉J i1 ͉'s are large enough, noise with small amplitude is capable of driving the networks to synchronization. The asymptotic contracting region is mainly determined by ␤. A larger ␤ means a wider asymptotic contracting region. The consequence is that noise with a smaller amplitude can also drive the networks to synchronization. To summarize, for a fully connected neural network ͑i.e., J i j 0 for all i, j), a stochastic synchronization state can always be achieved for any neuron driven by noise.
The results of computer simulations confirm these conclusions. In the simulation, the neural network consists of N ϭ100 neurons with ␣ϭ6.0 and ␤ϭ10.0. The elements of the connecting matrix are randomly selected from the range 0.5Ͻ͉J i j ͉Ͻ1.0. Both first neurons of the two identical neural networks are disturbed by a common random noise. For example, Fig. 4 shows a plot of the noise amplitude 0 versus the difference between the two second neurons, i.e., ⌬S 2 (t) ϭS 2 Ј(t)ϪS 2 (t), with time from 20 000 to 20 300. Simulation results show that when the noise amplitude 0 у2.68, synchronization can be achieved in this example. Now we discuss the situations that some of the J i1 's are zero. The first case is that only J 11 ϭ0. As a result,
͑14͒
These equations imply that once the ith neurons S i ͑with i Ͼ1) are driven by a sufficiently large noise to synchronization, the first neuron S 1 is also driven to synchronization.
The situation with some other J i1 's equal to zero is rather complex. The simplest case is that one J i1 (iϾ1) equals zero, e.g., J 21 ϭ0. Then we have
͑16͒
As the mean of h 2 (t) is zero, the term exp (Ϫ␤h 2 2 ) has a high probability to approach 1. Thus, unlike the other exp (Ϫ␤h i 2 ) ͑where i 2), the term exp (Ϫ␤h 2 2 ) seldom contributes a sufficiently small value to Eq. ͑13͒ even when the noise (t) is large enough. As a result, one cannot always obtain ͉␦S 2 (tϩ1)͉Ͻ͉␦S 2 (t)͉ with large enough noise. It implies that, when the two neural networks are driven by a common noise, the initial difference ⌬S 2 (0)ϭS 2 Ј(0) ϪS 2 (0) 0 can always have an effect upon ␦S 2 (t). Although noise with a large amplitude can drive the neurons S i (i 2) of the two neural networks to approach each other, Eq. ͑16͒ shows that the difference ⌬S 2 (t) always affects the values of these neurons. One can say that, in the case that some J i1 's are zero, it is difficult to determine whether the two neural networks can be driven to synchronize by the common noise. This depends on the particular connection matrix. Only when all of the CLE's are negative can a stable synchronization state be obtained, as confirmed by the simulation results. A simple example is a network with a connection matrix stated in Eq. ͑4͒. Simulation results show that, with the fourth neuron driven by noise ͑no matter how large the noise amplitude is͒, the two second neurons of the networks will not approach each other. The CLE associated with the second neuron is always positive.
In summary, in fully connected neural networks, scalar noise can drive low-dimensional hyperchaos or highdimensional spatiotemporal chaos to a stochastic synchronizing state. When the amplitude of scalar noise is large enough, it can be propagated to all the neurons simultaneously and enforce the networks' trajectory to the contracting regions with high frequency. As a result, trajectories with different initial conditions will be driven to approach each other with high frequency. If the neuron driven by noise is not connected to all other neurons of the network, a synchronization state cannot always be obtained no matter how large the driving noise amplitude is. If the CLE's of the driven system are all negative, they will fall into a stable stochastic synchronization state. When the parameters of the two driven systems differ slightly, weakly noise-induced synchronization can be obtained. Finite-precision synchronization with positive CLE is also observed. It is caused by the on-off synchronizing intermittency of the driven systems. As a result of its unstable character, chaotic finite-precision synchronization cannot be achieved if the two driven systems are mismatched.
