The fundamental difference between the data-hiding and watermark signature verification problems was highlighted in a 2001 paper by Steinberg and Merhav. In data hiding, the maximum number of messages that can be reliably decoded is essentially 2 nC , where n is the host sequence length and C is the data-hiding capacity. A dramatically different result is obtained for signature verification: in principle one can discriminate between a doubly exponential number of signatures: 2 2 nC , where C is the identification capacity. This paper proposes a practical design of codes for the latter application and compares the results with current designs in the literature.
INTRODUCTION
The last five years have seen much research on the design of data-hiding systems that can reliably communicate a message to a decoder. The basic setup is the following. Given a length-n host signal s ∈ S n , a message m ∈ M and a key v ∈ V, the transmitter produces a marked sequence x = f (s, m, v), using an embedding function f . Throughout this paper, we assume for simplicity that the attacker passes x through a discrete memoryless channel p(y|x), producing a degraded output y. The receiver knows v, observes y, and produces an estimatê m = g(y, v) of the transmitted message, where g is the decoding function. When both the embedder and the attacker are subject to distortion constraints, a lot is known about the fundamental performance limits for this transmission problem (in terms of capacity and error exponents for transmission rates below capacity).
1 A lot is known about the structure of optimal codes as well. For instance, if S = R and distortion is measured in the squared-error sense, lattice quantization index modulation (QIM) schemes are nearly optimal in the sense of approaching the aforementioned fundamental limits as the lattice dimension tends to infinity. These schemes may be viewed as codes for the so-called Modulo Lattice Additive Noise (MLAN) channel.
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Now the problem is quite different when the receiver must perform the simpler binary decision: Is the received signal y marked using a given signature m ∈ M or not? This is a signature verification problem, sometimes referred to as watermark detection. This problem has a variety of possible applications. Here are two examples.
1. Each m corresponds to a user of the system, and s is an image. By marking his image according to x = f (s, m, v), the user claims ownership of the image.
2. Let s be the picture of a speaker presenting slides at a professional meeting. Here m is an index to the slides file, perhaps as large as 2 Megabytes. By marking his image according to x = f (s, m, v), the speaker claims that he was presenting the said file m and not another one, no matter how minutely different the other file may be.
In the first case, the size of the message set is at most 33 bits (the whole human population is currently smaller than 9 billion ≈ 2 33 ); in the second case, the size of the message set is very large. It is impossible to hide and reliably communicate 2 Megabytes of data in a host image, but is it possible to reliably solve the verification problem?
MATHEMATICAL MODEL
In the signature verification problem, the receiver has access not just to the degraded data y and the key v, but also to a test signature m * ∈ M. The decoding functionm = g(y, v) is replaced with a binary decision rule g(y, v, m * ) taking values in {0, 1} and indicating the absence or presence of the tested signature, respectively. If m * is embedded in the signal, y follows a conditional probability distribution p m * (y|v) that is induced by the probability distribution of S, the choice of f , and the attack channel p(y|x).
Given (v, m * ), the binary hypothesis test takes the form
where H 0 and H 1 are respectively the "signature absent" (negative ID) and "signature present" (positive ID) hypotheses. The challenge is to design a good embedding code. How should we measure goodness of the code f ?
The two possible error events at the detector are false positives (deciding H 1 when H 0 is true) and false negatives (deciding H 0 when H 1 is true). Denote by λ 1 and λ 2 respectively, the probabilities of false negatives and false positives. A natural measure of goodness of the code is the largest size of the message set M for which reliable detection is still possible (that is, λ 1 and λ 2 are arbitrarily small.) Notation: in this paper, all logarithms are in base 2. Boldface letters denote sequences, and calligraphic letters denote sets.
INFORMATION-THEORETIC BACKGROUND
The problem defined in the previous section has been studied in the information theory literature, starting from Ahlswede and Dueck's award-winning paper on identification (ID) codes.
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For the standard decoding problem (in which the receiver must estimate the transmitted m), the largest size of M is essentially 2 nC , where C is the data-hiding capacity, expressed in bits per host signal sample. For the signature verification problem (1), the receiver's task is dramatically easier, and the answer is dramatically different. As shown by Ahlswede and Dueck, 3 the largest size of M is doubly exponential in n, i.e., it is of the form 2 2 nC . This remarkable result was later extended in several ways.
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In particular, Steinberg and Merhav's paper 6 applies to the problem of private watermarking, in which the encoder and decoder have access to a common source of randomness (the host signal).
The papers 3, 6 shed some light on what might be the structure of optimal identification codes via a random coding design, but are not concerned about practical constructions. In 1993, Verdú and Wei 7 proposed the first (and only one known by us to date) explicit construction of identification codes using a three-layer concatenated constant-weight code designed for a noiseless channel, in conjunction with a conventional channel code. This design is fundamentally different from the designs used in conventional coding problems. Verdú and Wei emphasized achievability of capacity bounds, but their paper was not concerned about practical algorithms for implementing their three-layer codes.
The goal of this paper is therefore to present a practical design of good identification codes for watermarking and assess whether current signature verification schemes (e.g., those based on lattice QIM [8] [9] [10] ) possess the desired structure.
DEFINITIONS
The following definition may be found in. 3, 7 Let W be a discrete memoryless channel with input alphabet A and output alphabet B. We shall frequently use the binary noiseless channel in our examples:
We also use the standard notation W n to denote the n-th order extension of the channel W , i.e.,
The ID theory can be extended to the case of continuous alphabets. 5 In the context of QIM watermarking, which will be developed in Section 11, A and B are intervals on the real line.
where λ 1 and λ 2 are respectively the type-I and type-II error probabilities, q m is a pmf on A n , and
An ID code works as follows. Given a message m, the encoder randomly generates a codeword a ∈ A n according to a certain probability mass function (pmf) q m . The decoder, given the test message m * and the observed channel output b, declares H 1 (positive ID) if b belongs to the decoding region D m * . A key feature of such codes is that they are stochastic, i.e., given the message m, the codeword a is generated randomly. For a deterministic code, a would be a deterministic function of m. As discussed by Ahlswede and Dueck, 3 deterministic ID codes generally have very poor performance; see Section 5 for an illustration.
In (3), P c (m) represents the probability of correct identification of m, and 1 − λ 1 is a requirement on the worst-case P c (m). In (4), P e (m → m ) represents the probability that m is confused with another fixed message m , and λ 2 is a requirement on the worst-case P e (m → m ) (over all m and m ). The probability P e (m → m ) should not be confused with the average probability of misidentification, where the average is taken over all m = m:
Example: for the binary noiseless channel (2), the number of possible subsets of B n = {0, 1} n is 2 
Computational issues. We are interested in ID codes for which N is extraordinarily large: log N could be of the order of 10 6 , or perhaps even larger. The theory of ID codes will not be useful to the practitioner unless we find a convenient way to specify all N pmf's q m and decoding regions D m ; generate a according to the selected pmf; and verify whether b belongs to the selected decoding region. This is a substantial challenge, and some of our design ideas (not presented in this paper) failed this test.
A NAIVE DESIGN: DETERMINISTIC ID CODE
Consider the binary noiseless channel (2) . Assume M = {1, 2, · · · , N}. Our naive design is a deterministic mapping f from M to A n . That is, q m is a zero/one pmf over A n :
The corresponding decoding regions are singletons:
If N = 2 n , then obviously perfect identification is possible: each m can be mapped to a different bitstring, i.e., f (m) is invertible. Assume now that N > 2 n , and that the set M is partitioned into 2 −n N equivalence classes, all of which have the same size, 2 n . That is, all m in any given equivalence class are mapped to the same bitstring. For any m, the average probability of misidentification takes the form
which is independent of m and can be made arbitrarily small by choosing N 2 n .
This result looks attractive, but a clear drawback of this scheme is that the receiver systematically confuses m with all m in the same equivalence class as m. For such m, m , we obtain P e (m → m ) = 1 in (4). Therefore this scheme does not satisfy the requirements for an identification code, except in the trivial case λ 2 = 1.
AN IMPROVED DESIGN: STOCHASTIC ID CODE
Let the message set M have cardinality 2 rK , where r = n, for some ∈ (0, 1). Partition the message m ∈ M into k submessages m 1 , m 2 , · · · , m K , each viewed as a binary string of length r. Equivalently, we view the binary representation of m as a r × K matrix, and m u as the u-th column of that matrix.
The encoding goes as follows.
1. Generate a random variable u uniformly distributed over {1, 2, · · · , K}.
Transmit the pair (u, m u ).
The number of bits used to represent a = (u, m u ) is n = log K + r. Note that log K = 1− r, i.e., the submessages are very short and there a huge number of them (for large n); as well, encoding u is more expensive than encoding m u .
The message set M is potentially very large, and its size is conveniently measured using the second-order rate of the code, which is defined as 1 n log log |M| = 1 n log(rK)
The Unfortunately, there exists a message m whose matrix representation differs from that of m * by a single bit, so that the unwanted collision m u = m * u occurs with probability 1 − 1 K ! This is catastrophic when K is large. This case is easily seen to be the worst possible one, so we have an ID code with type-II error probability
Therefore we only obtain a trivial improvement over the result λ 2 = 1 obtained for deterministic ID codes. * The bound is tight as K → ∞.
THE NEED FOR REDUNDANCY
The key problem with the scheme presented above is that for any given message m * , there exists another message m that has the same matrix representation as m * , except for one column. Hence one would like a representation of messages that increases the "distance" between messages -measured here in the number of distinct columns. This requires introducing redundancy in the matrix representation of the messages. Several ideas are possible in this regard, let's begin with the simplest one. For the noiseless binary channel, the receiver observes the string b = a = (u, c u ) and must declare whether the message was m * or equivalently, whether the source sequence was z * = z[m * ]. To this end, the receiver evaluates c u (z * ). If c u (z * ) equals the received c u , we declare H 1 (positive ID), otherwise we declare H 0 .
Reed-Solomon Codes
Let us explicitly identify the pmf's q m and the decoding sets D m for this ID code. Write the codeword a as (a (1) , a (2) ), where a (1) is the binary representation of u (log L bits), and a (2) is the binary representation of m u (r = n − log L bits). The set of all sequences a has log cardinality equal to n. For any m, the pmf q m (a) puts uniform probability over a set of log cardinality equal to log L. All pmf's q m are distinct. The decoding set D m coincides with the support set of q m .
Performance Analysis
What is the statistical performance of the above scheme? If m = m * , the receiver always decides H 1 , so the probability of correct ID is exactly one. For m = m * , the analysis proceeds as follows. The sequences c(z) and c(z * ) coincide in at most K positions. We will thus make an error (decide H 1 ) if u happens to be a position where c u (z) and c u (z * ) coincide. The probability of this happening is K/L. Therefore, we have constructed an ID code with n = log L + r, N = 2
In other words we can accomodate 2 rK users using bit strings of length n = log L + r and achieving an error probability of K/L.
Let us evaluate the second-order rate of this code. Defining
we may write λ 2 = 2
−nE2
and R = 1 n log log |M|
For a given error probability, we want to minimize r in order to maximize R. For any RS code, we need L ≤ 2 r and therefore r ≥ log L = n − r which implies r ≥ n 2 . Therefore we choose r = n 2 and L = 2 r , achieving the desired bound. The second-order rate of this code is
For a sequence of RS codes in which n → ∞, the last term in the right side vanishes, and the sum R + E 2 converges to 32 ≈ 4 × 10 9 is much larger than K, only one of the L output symbols needs to be computed.
COMMON RANDOMNESS
If the encoder and receiver share common randomness, the performance of the authentication scheme can be improved. Consider for instance the design of Section 7. If the random variable u was known to the receiver prior to the transmission, then the authentication code could consist of c u alone. If fact we can do even better.
In the following scheme, encoder and receiver share randomness in the form of a random variable v, uniformly distributed over {1, 2, · · · , L }. Denote by 
Recalling (8) and (10), the second-order rate of the code is
Compared with (6), the rate is increased by a factor equal to
2 , half the entropy rate of the common randomness. Remarkably, just two bits of common randomness (nH(V ) = 2) suffice to double log |M|, for the same values of n and λ 2 .
Hashing. The availability of common randomness is reminiscent of hash codes.
11 A hash function h maps a length-n bitstring m and a length-k bitstring v (secret key) to a length-n output bitstring h(m, v). Hash functions are frequently used in applications where n n, e.g., n ≈ 100 and n is extremely large, possibly unbounded. We may view h(m, v) as the output of a deterministic ID code (because v is known to the receiver). Hashing codes are deterministic, and very much like the code of Section 5, they cannot be expected to be good ID codes.
† Indeed, while the average error probability (over all m) is 2 −k and can be made very low by appropriately chosing k, collisions occur when n + k < n (the normal mode of operation of hashing codes). Therefore the worst-case error probability is close to 1.
ID CAPACITY

Ahlswede and Dueck
3 have studied the fundamental limits of ID codes. In this section, we first state those limits; in the next one, we discuss how to approach them.
Definition. An ID rate R is achievable if for any λ 1 > 0, λ 2 > 0, > 0, and sufficiently large n, there exist (n, N, λ 1 , λ 2 ) ID codes with rate 1 n log log N ≥ R − . Definition. The ID capacity of the channel is the maximum achievable ID rate.
Theorem 1.
3 The ID capacity of the channel W (b|a) without common randomness is equal to its Shannon capacity, C(W ) = max p(a) I(A; B).
Theorem 2.
6 Assume an i.i.d. source of randomness with entropy H(V ) is available to the encoder and decoder. In this case, the ID capacity of the channel W (b|a) is equal to C(W ) + H(V ).
As an immediate application of Theorem 1, we consider the noiseless binary channel W , which has capacity C(W ) = 1. The RS construction of Section 7 achieves a second-order rate 1 2 (obtained by making the error exponent E 2 arbitrarily small). This sequence of ID codes is therefore quite good (due to its ability of encoding a double exponential number of messages) but not optimal. † The practical justification for hashing codes is that it is believed to be computationally difficult to find two messages m and m * that can be confused. In contrast, ID codes offer an absolute guarantee on the probability of confusion.
GOOD ID CODES FOR NOISY CHANNELS
A natural idea to design an ID code for a general noisy channel is to concatenate a standard transmission code and an ID code for a noiseless channnel. We show that not only is this construction easy to implement, but also it is optimal.
Definition. An (n, N T R , λ) transmission code is a collection of codewords φ(i) ∈ A n and nonoverlapping decoding regions E(i) ⊂ B n , for 1 ≤ i ≤ N T R , such that the worst-case (over all i) probability of correct detection is at least 1 − λ:
The rate of an (n, N T R , λ) transmission code is 1 n log N T R . If the Shannon capacity of the noisy channel W (b|a) is C, then for any arbitrarily small λ T R > 0, η T R > 0, and large enough n, there exists an (n, N T R , λ T R ) transmission code for the channel W n , with code rate
Now consider the (nR T R )-th order extension of the binary noiseless channel, which has capacity C = 1. According to Theorem 1, for any arbitrarily small λ noiseless 2 and η noiseless , there exists an (nR T R , N, 0, λ noiseless 2 ) ID code for the binary noiseless channel, with second-order rate
The output of the above ID code belongs to an alphabet of size 2 nRTR and is fed into the input of the transmission code.
Proposition 1 below states that reliable ID is guaranteed upon observing the output of the transmission code. The statement makes good sense: the codewords of the transmission code can be reliably decoded, and therefore, with high probability, the decoder will make the ID decision based on the correct codeword. The proof of this statement is analogous to the proof of the direct part of Theorem 1a in. ) ID code for the noisy channel. The second-order rate of the code is given by R = 1 n log log N = R noiseless R T R .
Proposition 2.
The above construction is optimal, in the sense that for R arbitrarily close to C(W ) and λ arbitrarily small, there exists such an (n, N, λ, λ) ID code with n large enough and N = 2 Motivated by this theory, we propose the following practical scheme. Given target type-I and type-II error probabilities λ 1 and λ 2 , choose n "large enough". Then select a length-n transmission code for channel W (b|a), with rate R T R and error probability λ T R < min(λ 1 , λ 2 ). This code has N T R = 2 nRTR codewords. Also choose λ noiseless ≤ λ 2 − λ T R , and evaluate the following parameters: 
CONCLUSION
We have developed practical ID codes that can achieve roughly one half of the ID capacity. For instance, we have proposed a computationally simple scheme based on a Reed-Solomon code and a scalar QIM code with the following parameters: codelength n = 2048, watermark-to-noise ratio D 1 /D 2 = 1, number of messages N = 2 8, 388, 608 , and worst-case error probability guaranteed to be below 0.0003. We are currently working at several extensions of this work, including private watermarking (exploiting the presence of a source of common radomness in the form of the host signal), and some algebraic-geometric codes that may be useful alternatives to the Reed-Solomon construction proposed here.
