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Introduction
Bubble column reactors, extensively used in a various chemical, petroleum, mining, food and pharmaceutical industries, are usually known as excellent systems for processes that require large interfacial areas for gas-liquid mass transfer and efficient mixing for competing gas-liquid reactions. Productivity of such kind of reactor is nonetheless governed by the limitations imposed by the interfacial areas that are affected by various hydrodynamic aspects such as the bubble size distribution as well as bubble coalescence and break-up rates. To better optimise bubble column design, a greater reliance on the fundamental knowledge of population balance of bubbles is required.
Population balance modelling is becoming ever more prevalent in many industrial applications. The use of population balance in any system is to account for a record of the number of entities existing within the system, which for bubbly flow are bubbles, whose presence or occurrence may govern the behaviour of the system under consideration. In most of this system, the record of these entities is dynamically changing depending on the "birth" and "death" processes that create and destroy entities through the state space. The mechanistic behaviours of coalescence and breakage of bubbles in bubbly flows are examples of such processes.
The foundation development of the population balance equation stems from the consideration of the Boltzman equation, where such an equation is generally expressed as an integrodifferential form of the particle distribution function. Owing to the complex phenomenological nature of events, analytical solutions are only available in very few cases (Bove et al., 2005) . Nevertheless, mounting interest on population balances have resulted in several existing and emerging numerical techniques for solving the population balance equations (PBEs): Monte Carlo method (Ramkrishna, 2000) , the method of discrete classes (Kumar and Ramkrishna, 1996a,b) , the quadrature method of moments (Marchisio et al., 2003a,b) , the direct quadrature method of moments (Marchisio and Fox, 2005) and the least square method Jakobsen, 2006, 2007) . Among the many available numerical techniques, the method of discrete classes has received particular interest due to its rather straightforward implementation within CFD program. This method nonetheless suffers from discretization errors, which may bring to question the reliability of the model predictions. It will be demonstrated later that the main source of prediction error for gas-liquid flows comes predominantly from the spherical bubble assumption taken into account for the coalescence and break-up kernels and the uncertainties embedded in turbulence modelling. The method of discrete class is therefore adopted in the present study.
With encouraging results demonstrated through a number of research studies, the population balance concept has been considered as a promising future modelling direction (Ramkrishna and Mahoney, 2002) . Several studies based on the MUltiple-SIze-Group (MUSIG) model by Pochorecki et al. (2001) , Olmos et al. (2001) , Yeoh and Tu (2004) , Frank et al., (2005), and Tu (2005) typified the application of this particular category of population balance approach. In the method of discrete classes, the continuous size range of bubbles is discretized into a number of discrete size classes. For each class, a scalar (number density of bubbles) equation is solved to accommodate the population changes caused by intra/inter-group bubble coalescence and break-up. However, excessive computational calculations to solve a large number of bubble classes for some gas-liquid flows having a wide range of bubble size distribution may significantly overwrite the potential benefits of the MUSIG model originally aims to achieve (Bove et al., 2005 ).
-7 -Alternatively, a transport equation for the interfacial area has been developed by a number of researchers (Kocamustafaogullari and Ishii, 1995; Wu et al, 1998; Hibiki and Ishii, 2002; Yao and Morel, 2004) . Similar to the formulation of the interfacial area transport equation, an Average Bubble Number Density (ABND) equation was proposed very recently in our previous studies (Yeoh and Tu, 2006; Cheung et al., 2006) . As the distribution of bubbles is now represented by a single average scalar (i.e.
interfacial area or bubble number density) in the formulations, these average scalar transport equations can be regarded as another simpler form for solving the population balance of bubbles. Chen et al. (2005) argued that the assumption of "mean" bubble size is only justified in bubbly flow where the range of bubble size is considerably narrow.
For the bubbly flows considered, the application of the ABND is assessed against the use of a more sophisticated approach of the MUSIG model.
Based on our previous work (Yeoh and Tu, 2006; Cheung et al., 2006) , the primary aim of this paper is to determine the relative merits and capabilities applying two population balance approaches (i.e. MUSIG and ABND models) within the CFD framework to resolve various isothermal bubbly and bubbly-to-slug transition flow conditions. Particular attention is directed towards how these two different approaches measure up in handling bubbly-to-slug transition flow conditions. Three coalescence and break-up mechanism specifically by Wu et al. (1998) , Hibiki and Ishii (2002) and Yao and Morel (2004) are incorporated in the ABND model. Predictions by the ABND and MUSIG models are compared against two different experimental data of isothermal gas-liquid bubbly flow in a vertical pipe performed by Liu and Bankoff (1993a , 1993b ) and Hibiki et al. (2001 .
Mathematical Models

Two-Fluid model
Mass conservation
Numerical simulations presented in this paper are based on the two-fluid model Eulerian-Eulerian approach. The liquid phase is treated as continuum while the gas phase (bubbles) is considered as dispersed phase (ANSYS, 2005) . In isothermal flow condition, with no interfacial mass transfer, the continuity equation of the two-phases with reference to Ishii (1975) and Drew and Lahey (1979) can be written as:
where α, ρ and u is the void fraction, density and velocity of each phase. The subscripts i = l or g denotes the liquid or gas phase.
Momentum conservation
The momentum equation for the two-phase can be expressed as follow:
On the right hand side of Eq. (2), F i represents the total interfacial force calculated with averaged variables, g is the gravity acceleration vector and P is the pressure. From the above equation, it is noted that closure law is required to determine the momentum transfer of the total interfacial force. This force strongly governs the distribution of the liquid and gas phases within the flow volume. Details of the closure are given below.
Interfacial momentum transfer
In isothermal bubbly flows, as demonstrated by Frank et al. (2004) , interfacial momentum transfer exhibits a dominant effect in the multiphase momentum equations.
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The total interfacial forces considered in the present study can be categorized into four main terms: drag, lift, lubrication and turbulence dispersion:
Here, denotes the momentum transfer terms from the gas phase to the liquid phase and vice versa for .
Drag force
The inter-phase momentum transfer between gas and liquid due to the drag force resulted from shear and form drag is modelled according to Ishii and Zuber (1979) as:
where is the drag coefficient which can be evaluated by correlation of several distinct Reynolds number regions for individual bubbles proposed by Ishii and Zuber (1979) .
Lift force
Due to velocity gradients in radial and azimuthal directions, bubbles rising in a liquid are subjected to a lateral lift force. The force can be correlated to the relative velocity and the local liquid vorticity from Drew and Lahey (1979) as:
For the lift coefficient, C , the Eötvos number dependent correlation proposed by Tomiyama (1998) (6) where Re g is the local Reynolds number of the gas phase (bubbles) and Eo g is the Eötvos number. The modified Eötvos number of the gas phase is:
The variable d H is the maximum bubble horizontal dimension that can be evaluated by using the empirical correlation of Wellek et al. (1966) :
Wall lubrication force
In contrast to the lift force, lateral force due to the surface tension is formed to prevent bubbles attaching on the solid walls thereby results in a low gas void fraction at the vicinity of the wall area. The force is well-known as wall lubrication force which can be modelled according to Antal et al. (1991) given by:
where y w is the distance from the wall boundary and w n is the outward vector normal to the wall. Following the proposal by Krepper et al. (2005) , the model constants are = -0.0064 and = 0.016. Moreover, for avoiding attraction force emerges, the force is set to zero if the wall distance satisfies the follow condition: 
Turbulent dispersion force
In the consideration of turbulence assisted bubble dispersion, the turbulent dispersion force expression in terms of Farve-averaged variables proposed by Burns et al. (2004) is adopted, viz:
and is the turbulent dispersion coefficient, drag force coefficient, turbulent kinematic viscosity for the gas phase and the turbulent Schmidt is adopted.
Average Bubble Number Density (ABND) transport equation
For the dispersed isothermal bubbly flow without the consideration of mass transfer due to evaporation and condensation, the population balance of dispersed bubbles is mainly governed by three mechanisms of bubble coalescence and breakage, which can be expressed in the following average bubble number density transport equation:
where n is the average bubble number density; , and are the bubble number density changes due to random collision, turbulent induced breakage and wake entrainment. With the assumption of spherical bubbles, using algebraic substitution, the above transport equation is equivalent to the interfacial area transport equation which has been derived by Hibiki and Ishii (2000a) . The phenomenological mechanism of coalescence and breakage source terms need closure to describe the spatial evolution of the gas phase. Three models describing the coalescence and breakage effects are employed in the present study. Formulation of each model is briefly discussed below.
Wu et al. (1998) Model
An empirical modelling of the bubble coalescence and bubble breakage that has been widely cited is the model developed by Wu et al. (1998) . Considering the characteristic times for binary collision and the mean travelling length between neighbouring bubbles, they have modelled the random collision rate of bubble coalescence according to:
where and are the adjustable model constants representing the coalescence efficiency. The maximum allowable void fraction was chosen considering the transition point from slug to annular flow.
Assuming a spherical bubble travelling with its terminal velocity, the rate of collision caused by wake entrainment is expressed as:
where is a model constant determining the effective wake length and the coalescence efficiency. The terminal velocity of bubbles, , is given by:
Turbulent induced breakage is derived from a simple momentum balance approach. In this mechanism, Wu et al. (1998) restricted only eddies with the same size as the bubbles responsible for breakage. The rate of bubble is given by:
Here, while the critical Weber number 0945 0. C TI = 0 2. We cr = governs the criterion of breakage, are adjustable parameters.
Hibiki and Ishii (2002) Model
In contrast to the model of Wu et al. (1998) , Hibiki and Ishii (2002) ignored the wake entrainment coalescence due to its insignificant effect in bubbly flow condition. By assuming bubble movement behaves analogously to ideal gas molecules, the coalescence rate due to turbulent random collision is determined as:
Instead of using a constant in Wu et al. (1998) model, coalescence efficiency is derived from the liquid-film-thinning model Blanch, 1986a, 1986b) and dimensional consideration for turbulent flow (Levich, 1962) Furthermore, Hibiki and Ishii (2000a) also derived the breakage rate from kinetic theory.
The breakage rate is correlated to the frequency for a given bubble colliding with the turbulent eddy as:
Here, and are also adjustable model constants determined experimentally.
Yao and Morel (2004) Model
Recently, Yao and Morel (2004) pointed out that the aforementioned two models were developed based on two different considerations: the free travelling time or the interaction time. They argued that both characteristic times are identically important.
Taking two considerations into account, the bubbles coalescence rate is derived as:
where the derived coefficients are respectively 86 .
, and
. Similar to the Hibiki and Ishii (2002) model, coalescence caused by wake entrainment is neglected.
017
.
For the bubble breakage, they disputed that bubble breakage is mainly caused by the resonance oscillation. Considering the natural frequency of the oscillating bubbles, the interaction time can be approximated and the rate of bubble breakage is given by:
where the coefficients are respectively 6 1
The critical Weber number of 1.42 was employed (Sevik and Park, 1973) . Considering the transition point between the finely dispersed bubbly and slug flows, the maximum allowable void fraction in Hibiki and Ishii (2002) and Yao and Morel (2004) models retains a value of 0.52.
MUSIG Model
To account for non-uniform bubble size distribution, the MUSIG model employs multiple discrete bubble size groups to represent the population balance of bubbles.
Assuming each bubble class travel at the same mean algebraic velocity, individual number density of bubble class i based on Kumar and Ramkrishna (1996a) can be expressed as:
represents the net change in the number density distribution due to coalescence and break-up processes. The discrete bubble class between bubble volumes and is represented by the centre point of a fixed non-uniform volume distributed grid interval. Similar to Eq. (11), the interaction term
contains the source rate of , , and , which are, respectively, the production rates due to coalescence and break-up and the death rate due to coalescence and break-up of bubbles.
MUSIG Break-up rate
The production and death rate of bubbles due to the turbulent induced breakage is formulated as:
Here, the break-up rate of bubbles of volume into volume is modelled according to the model developed by Luo and Svendsen (1996) . Similar to the aforementioned ABND models, the model is developed based on the assumption of bubble binary break-up under isotropic turbulence situation. The major different is the daughter size distribution have been taken account using a stochastic breakage volume fraction f BV . By incorporating the increase coefficient of surface area, c f =
, into the breakage efficient, the break-up rate of bubbles can be obtained as: and C and β are determined, respectively, from fundamental consideration of drops or bubbles breakage in turbulent dispersion systems to be 0.923 and 2.0. F B is the breakage calibration factor which will be discussed later.
MUSIG Coalescence rate
The number density of individual bubble groups governed by coalescence can be expressed as:
As discussed in the previous section, bubble coalescence occurs via collision of two bubbles which may be caused by wake entrainment, random turbulence and buoyancy.
However, only turbulence random collision is considered in the present study as all bubbles are assumed to be spherical (wake entrainment becomes negligible).
Furthermore, as all bubbles travel at the same velocity in the MUSIG model, buoyancy effect is also eliminated. The coalescence rate considering turbulent collision taken from Prince and Blanch (1990) can be expressed as:
where ij τ is the contact time for two bubbles given by and is the time required for two bubbles to coalesce having diameter d i and d j estimated to be . The equivalent diameter d ij is calculated as suggested by Chesters and Hoffman (1982) : . According to Prince and Blanch (1990) , for air-water systems, experiments have determined the initial film thickness h o and critical film thickness h f at which rupture occurs as and m respectively. The turbulent velocity u t in the inertial subrange of isotropic turbulence (Rotta, 1972 ) is given by:
Again, F C is the coalescence calibration factor which will be discussed section 5. In the present study, bubbles ranging from 0 mm to 10 mm diameter are equally divided into 10 size groups (see Table 3 ). 
Experimental details
The experimental set-up of Bankoff (1993a, 1993b) fraction and bubble size were specified in accordance with the flow condition described.
Details of the boundary conditions have been also summarized in Table 1 . At the pipe outlet, a relative averaged static pressure of zero was specified. The SST model is a hybrid version of the k-ε and k-ω models with a specific blending function. Instead of using empirical wall function to bridge the wall and the far-away turbulent flow, the k-ω model solves the two turbulence scalars right up to the wall boundary. This approach eliminates errors arising from empirical wall function and thus provides better prediction at the near wall region. It is thereby not surprise that more accurate liquid or gas velocities can be captured by the SST model which eventually provides better predictions of void fraction close to wall. The SST model is thereby employed in the present study. Moreover, to account for the effect of bubbles on liquid turbulence, the Sato's bubble-induced turbulent viscosity model (Sato et al., 1981) has been adopted as well.
A three-dimensional mesh containing hexagonal elements was generated over the entire pipe domain. Six mesh structures corresponding to coarse, medium and fine with three different mesh levels were tested covering the range of 4,000-69,120 elements for Exp. 1 and 4,000-108,100 elements for Exp. 2 (see Table 2 ). Comparing the predicted results between the medium and fine mesh, small discrepancies were observed. The maximum differences between these two mesh levels in the two experimental flow conditions were less than 5%. It can therefore be concluded that the fine mesh level is sufficient for obtaining grid independent solutions. Hereafter, predicted results shown were all obtained from the fine mesh.
Results and Discussion
Based on the experiments performed by Hibiki et al. (2001) , they have observed that there was insignificant development of the Sauter mean bubble diameter along the axial direction. From the phenomenological view point, this implied that the breakage and coalescence rate among bubbles attained near equilibrium condition. Analogous findings have also been reported from other experimentalists (Bukur et al., 1996; George et al., 2000) . In our numerical simulations, coalescence rate was nonetheless found to be around 10 and 20 times higher than breakage rate in ABND and MUSIG model respectively. Recently, similar difficulty in simulating bubble columns flows has been also reported by Chen et al. (2005) . Coalescence rate was found about one order of magnitude higher than the breakage rate in their work. A plausible explanation for this discrepancy could be attributed to the error embedded in the turbulent dissipation rate prediction (Bertola et al., 2003) .
For engineering estimation and maintaining the balance of the coalescence and breakage terms, Chen et al. (2005) enhanced the breakage rates by a factor of 10 in their calculations. Similarly, in the work by Olmos et al. (2001) , calibration factor of 0.075 was also employed. In the present study, follow the same argument, the coalescence rate has been reduced by a factor of 1/10 in the ABND model (i.e. = , = ). and F B ), were set as 0.05 and 1.0 respectively. It should be emphasised that the reduction and calibration factors are introduced by the mere means for engineering estimation, which may be case sensitivity and subject to the flow condition. Although adjustment to the reduction factor could obtain "better" results, it loses, however, the predictive nature of the models and the common ground for comparison. Therefore, values of the reduction and calibration factors are fixed for all the cases and flow conditions studied in this work. Bankoff (1993a, 1993b) of the bubble column exhibits four basic types of distributions: "wall peak", "intermediate peak", "core peak" and "transition", as categorized by Serizawa and Kataoka (1988) .
Experimental data of
Void fraction distribution
In the bubbly flow regime, maximum void fraction located close to the wall demonstrated the flow phase distributions typically known as the "wall peak" behaviour, which was mainly due to the positive lift force pushing the small bubbles toward the pipe wall. As depicted in Fig. 3 , a well-developed wall peaking behaviour was recorded in the experiment and had been successfully captured by the ABND and MUSIG models. In the case of low gas superficial velocity (i.e. However, as shown in Fig. 3b , void fractions at the core of the high gas superficial velocity case were slightly over-predicted by all models. One of the possible reasons of the over-prediction of the void fraction distribution could be the uncertainties associated with the application of the turbulence model for two-phase flow which inadequately predicted the turbulent energy dissipation and eventually affected the bubbles coalescence/breakage rate.
As also pointed out by Frank et al. (2004) , predicted wall lubrication forces of the Antal et al. (1991) model were generally relatively weak when compared with the other two models by Frank et al. (2004) and Tomiyama (1998) . Applying these latter models might yield much larger values; the maximum radial gas fraction might be now found at some considerable distance away from the wall as recorded in the experiments. The adopted Antal et al. (1991) model could thus be another source of error causing the overestimated void fraction at the wall. In general, as similar assumptions and hypothesis have been adopted in the ABND and MUSIG models, predicted void fraction profiles are considerably similar while MUSIG model tends to provide higher void fraction values at the core region.
Time-averaged liquid velocity
The measured and predicted radial profiles of the liquid velocity are shown in Fig.   4 . In contrast to single phase flow, the introduction of bubbles into the liquid flow has the tendency to enhance or reduce the liquid flow turbulence intensity as indicated by Serizawa and Kataoka (1990) . In the case of enhanced turbulence, as depicted in Fig.   4b , the liquid velocity profile at the core is flattened by the additional turbulence while having a relatively steep decrease almost mimicking a step change close to the pipe wall. The recorded liquid velocity at the wall is not zero thereby exposing some uncertainties of the experiment (Politano et al., 2003) . Nevertheless, the predicted velocity profiles, particularly the sharp decrease of the decreasing velocities close to wall, were successfully captured by all models and compared reasonably well with measurements. The MUSIG model appeared to yield marginally better agreement than the other models. One possible reason could be the higher resolution of bubble classes adopted within the MUSIG model. By introducing multiple size groups to discretize the range of bubble sizes that could exist within the flow, instead of using a single average parameter in the ABND model, the Sauter mean bubble diameter could have been better resolved that eventually enhanced the prediction of the liquid velocities. This issue will become more apparent by comparing the predictions of Sauter mean bubble diameter against measurements which will be presented in later sections.
Experimental data of Hibiki et al. (2001)
Although encouraging results were obtained and discussed in the previous section, unfortunately, Bankoff (1993a, 1993b) for f j =0.986m/. As depicted, the phenomenological evolution of the wall peaking behaviours was properly captured by the ABND and MUSIG models.
Void fraction distribution
For f j =0.491m/s and g j =0.0556m/s, void fractions close to the pipe wall were slightly under-predicted by the ABND models at the location of z/D=53.5 (see also in Fig. 5f ). Similar discrepancies were also found in Fig. 5g and Fig. 5h . In contrast, the wall peak values were better predicted by the MUSIG. This could be resulted from the superior predictions of bubble diameter which will be discussed in more detail in the next section. Nonetheless, the results revealed that the MUSIG has a tendency to predict higher void fraction at the core of pipe. Again, this could be attributed to the uncertainties embraced in the adopted turbulence and wall lubrication models. Overall, all the model predictions of the void fraction profile at the two measuring locations were in satisfactory agreement with measurements. The above results clearly demonstrated that population balance of bubbles was accurately captured by using the "Multiple Size Groups" approach. Compared to the single average parameter of ABND models, higher resolution of multiple size groups were found to be better resolved through the dynamical changes of bubbles size distribution. Since the Sauter mean bubble diameter is generally closely coupled with the interfacial momentum forces (i.e. drag and lift forces), better predictions of the bubble diameter could significantly improve the prediction of liquid and gas velocities (see also in section 5.2.4). Unfortunately, as extra transport equations were required in the numerical calculations, additional computational effort is required to solve these equations. Computational efficiency and accuracy are issues of on-going debate. In the present study, the MUSIG model required around twice of the computational effort than the ABND models under the same arrangement of computational resources.
Sauter mean bubble diameter
Interfacial Area Concentration (IAC)
Based on the assumption where the bubbles are spherical, the local Interfacial Area Concentration (IAC) profiles can be related to the local void fraction and Sauter mean bubble diameter according to
The measured and predicted local interfacial area concentration profiles for the respective two axial locations are shown in Fig. 7 . The IAC radial profiles roughly followed the same trend of the void fraction distribution as stipulated in Fig. 5 . Similar to the comparison for the void fraction distribution, predictions of all models at the two measuring stations were in satisfactory agreement with measurements. The difference between predicted and measured data could be attributed to the deviation of bubble shape from sphere. Especially in high gas -25 -void fraction cases, large distorted bubbles start to emerge introducing errors in IAC prediction. The peak values of IAC close to wall were, however, better predicted by the MUSIG model. This could have been benefited from the accurate prediction of the Sauter mean bubble diameter and void fraction values. In Fig. 7f -h, the IAC was over-predicted at the core region as reflected by both models. Nevertheless, the predictions of MUSIG generally appeared to yield marginally better agreement than the ABND models. Conversely, predictions made by the MUSIG model as depicted in Fig. 8a-d compared very well with measurements and were found to be noticeably better than those of ABND models. Although the liquid velocities at the core were still under-predicted for f j =0.986m/s, the MUSIG model generally gave better agreement than the ABND models. The ability to better determine the Sauter mean bubble diameter could indirectly enhance the liquid velocity predictions by the provision of a more appropriate description of the interfacial forces within the interfacial momentum transfer between the air and water phases.
Time-averaged liquid and gas velocities
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Examination of limitations of the population balance approaches
The superior and IAC were grossly over-predicted. This could be possibly due to inadequacy of the coalescence and breakage mechanisms that have been based on spherical-shape assumption is invalid for bubbles beginning to markedly distort or become cap-shape bubbles within the transitional flow regime. As suggested by the recent phenomenological investigation by Ho and Yeoh (2005) , the coalescence and breakage rates based on the formulation for spherical bubbles introduced significant error into the calculations for these flow conditions. The Sauter mean bubble diameter was grossly over-predicted while the gas velocity profile was considerably under-predicted. It was apparent that the assumption using spherical-shape bubbles to model distorted bubble interactions was not strictly appropriate in simulating bubbly-to-slug transition flows.
The likelihood of coalescence and breakage mechanisms other than driven by random collision and turbulent shearing needs to be further investigated. Moreover, the assumption of finely dispersed of bubbles could be another plausible source of error where in high void fraction condition, bubbles become closely packed and their movements are thus affected by the neighbouring bubbles, which requires more investigations.
Conclusions
An averaged one-group population balance approach, the Average Bubble Number Density (ABND) transport equation, coupled with the Eulerian-Eulerian two-fluid model is presented in this paper to handle the gas-liquid bubbly flows under isothermal conditions. Three forms of the ABND model incorporating three coalescence and breakage mechanisms by Wu et al. (1998) , Hibiki and Ishii (2002) and Yao and Morel (2004) were compared against the MUSIG model and two experimental data by Liu and Bankoff (1993a,b) and Hibiki et al. (2001) . Interfacial momentum transfer that accommodated various interfacial force including drag, lift, wall lubrication and turbulent dispersion force was also accounted. In general, both population balance approaches gave close agreement for the local radial distributions of void fraction, interfacial area concentration, Sauter mean bubble diameter and gas and liquid velocities against measurements. With the MUSIG model, predictions of bubble diameter attained remarkable agreement with the measurements and obviously superior than ABND models because of the higher resolution imposed on the bubble size distribution. As a result, predictions for the gas and liquid velocity of MUSIG model were also notably better than those of ABND models. Numerical results clearly showed that the range of bubbles sizes exists in the gas-liquid flows required substantial resolution and they were achieved through the "Multiple Size Groups" approach. In the present study, the computations using the MUSIG model was twice as slow when the ABND was applied under the same computational resources. Nonetheless, predictions of ABND models were found to yield satisfactory agreement with measurements though appearing marginally inferior to some degree to the MUSIG model results. The ABND models thus can be considered as a viable option for a rapid design tool in simulating bubbly flows with reasonable accuracy. For the case of acquiring highly accurate Sauter mean bubble diameter distribution, the MUSIG model serves as the best alternative in handling such flows.
In examining the limitations of both models, simulations for transition flow regime (i.e. high void fraction condition) were also investigated. Notable discrepancies were found between the numerical and experimental results. Wall peaking values of void fraction and IAC were considerably under-predicted by both models. The reason of these discrepancies could be due to the departure from the ideal spherical-shape consideration to distorted cap-shape bubbles. This inappropriate assumption to modelling distorted compared with spherical bubbles interactions introduced significant -30 -error into the calculations. This shortcoming could be overcome by possibly enhancing the coalescence and breakage mechanisms to include distorted bubble-bubble interactions. Conceptually, the one-group approach based on spherical bubbles could be extended to two-group approach that distinguishes the "small" spherical bubbles from the "large" distorted bubbles (Hibiki and Ishii, 2000b; Fu and Ishii, 2002a,b) . Also, considerable efforts have been devoted in developing an inhomogeneous MUSIG model using different momentum equations to describe individual velocity of each bubble size group (Frank et al., 2005) . One possible future development is to further formulate the inhomogeneous model with the two-group approach. Furthermore, the recent model proposal using least square method (LSM) for solving PBEs appears to be an innovative approach for bubbly flow modelling Jakobsen, 2006, 2007 Table Captions   Table 1 Bubbly flow conditions and its inlet boundary conditions employed in the present study Table 2 Details of numerical meshes adopted for the grid sensitivity study Table 3 Diameter of each discrete bubble class for MUSIG model Table 1 Superficial liquid velocity, 
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