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ANOTACE 
 
Cílem  této  práce  bylo  seznámit  se  s možnostmi  konfigurace  mechanismů  pro 
zajištění  kvality  služeb  (QoS)  na  síťových  prvcích  firmy  Cisco.  Byla  prozkoumána  a 
vysvětlena  problematika  jednotlivých  technik  pro  kontrolu  a  řízení  přenosové  šířky 
pásma, zpoždění, kolísání zpoždění a ztrátovosti paketů.  Pozornost poté byla věnována 
především  mechanismu  DiffServ.  Detailně  jsou  probrány  jeho  jednotlivé  oblasti 
působení:  rozlišení  a  označení  provozu,  správa  datového  toku  a  jeho  omezování  a 
vyhrazování,  správa  zahlcení  pomocí  front  a  zabránění  zahlcení  pomocí  řízeného 
zahazování.  Dále  byly  prozkoumány možnosti  implementace  QoS  na  zařízeních  Cisco. 
Pomocí Cisco MQC pak byly demonstrovány základní principy a příkazy pro zajišťování 
kvality  služeb.  Vysvětleny  a  převedeny  byly  pojmy  jako:  definování  mapy  tříd, 












The aim of  this work was  introducing  the options of  configuration mechanisms 
for  quality  of  service  (QoS)  in  basic  network  products  of  Cisco  company.  The 
characteristics of the techniques for control and management of bandwidth, delay, jitter 
and packet loss were examined and explained. The attention was then focused mainly on 
DiffServ mechanism.  Its  individual  functions, such as classification and marking,  traffic 
rate  management  and  its  policing  and  shaping,  congestion  management  queuing  and 
congestion  avoidance,  are  discussed  in  detail.  Further  investigation was  aimed  at  the 
possibility of QoS implementation on Cisco devices. The basic principles and commands 
for providing the quality of service were then demonstrated by Cisco MQC. The specific 
terms,  such  as  traffic  class  definition,  policy  definition  and  policy  application,  were 
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se  s nimi  můžeme  v podnicích  a  organizacích  všech  velikostí.  Pro  mnoho  z  nich  je 
životně důležité nejen to, aby se všechen datový provoz dostal bezpečně tam, kam má, 
ale také tehdy kdy má.  
Cílem  bakalářské  práce  je  prozkoumat možnosti  konfigurace  mechanizmů  pro 
zajištění  kvality  služeb.  V praktické  části  práce  se  pak  především  zaměřuje  na 
implementaci nástrojů pro  řazení do  front a předcházení  zahlcení na  síťových prvcích 
Cisco.  
Co  si  však  vlastně  představit  pod  pojmem  kvalita  služeb?  Podle  [21]  můžeme 
volně  říci,  že  kvalita  služeb,  označovaná  zkratkou  QoS  (Quality  Of  Service)  je  soubor 
běhových  procesů,  které  aktivně  vstupují  do  řízení  šířky  pásma  s cílem  poskytovat 
zaručené  úrovně  síťových  služeb  daným  aplikacím  nebo  uživatelům.  Implementovaná 
technologie QoS představuje  základní  systém pro definici  zásad  (politiky) poskytování 
služeb a rozšíření koncové komunikace na obsluhovaná spojení, a  to  i přes autonomní 
systémy.  





















IP  (Internet  Protocol)  sítě  v polovině  90.  let  ve  velké  většině  fungovaly  bez 
jakéhokoliv zajišťování QoS,  tzv. Best‐Effort mechanismem. Ostatně  internet  jako celek 
takto  funguje  dodnes.  Síť  se  snažila  vyhovět  všem  požadavkům  aplikací  stejně, 
neexistoval  žádný  prioritní  provoz.  V okamžiku,  kdy  přestala  požadavkům  stačit 
kapacita sítě, začala síť pakety přenášející data jednotlivých aplikací víceméně náhodně 
zahazovat  nebo  pozdržovat.  To  samozřejmě  vedlo  k aplikačně  těžko  „ošetřitelným“ 
výpadkům a zpomalování přenosu [21, 22].   
Po  tom,  co  do  světa  protokolu  IP  začaly  pronikat  technologie  internetové 
telefonie,  videokonferencí  a  dalších  interaktivních  služeb,  začala  být  problematika 
přidělování kapacity velice sledována. Uživatelé požadovali, aby jim poskytované služby 
byly na určité kvalitativní úrovni a začali vyžadovat zajištění kvality služeb [21, 22]. 
Na  rozdíl  od  sítí  ATM  (Asynchronous  Transfer  Mode)  a  Frame‐Relay,  tedy  sítí 
s danou  infrastrukturou,  bylo  nasazení  QoS  u  IP  složitější.  V IP  síti  je  paket  nucen 
procházet  nehomogenním  prostředím  s mnoha  různými  protokoly,  čímž  se  složitost 
nasazení QoS řádově zvyšuje [22].  
Ani  tyto  problémy  ale  nezabránily  dalším  snahám  o  transformaci,  tehdy 
především  privátních  sítí,  na  sofistikovanější  model  řízení  provozu.  První  krok  ke 
standardizaci  QoS  provedlo  v červnu  1994  sdružení  IETF  (Internet  Engineering  Task 
Force).  Vydalo  RFC  1633  (Request  For  Comment)  pod názvem  IntServ  (Integrated 
Services).  Dokument  byl  zaměřen  na  signalizační  protokol  nazývaný  RSVP  (Resource 
Reservation  Protocol).  V srpnu  1998  se  k němu  připojil  nový  mechanismus  nazývaný 


































Celkové  zpoždění,  dané  součtem  všech  prodlev  vyskytujících  se  během  přenosu, 
označujeme jako End‐To‐End Delay [21].  
Během přenosu ale nemusíme dostávat pakety vždy se stejným zpožděním a ve 
stejných  intervalech.  Kolísání  zpoždění  (Jitter)  představuje  právě  tento  časový  rozdíl 
mezi  zpožděními  jednotlivých paketů. Na rozdíl od zpoždění  tedy kolísání představuje 
narušení integrity přenášené zprávy [17, 22]. U běžně používaných základních aplikací, 
jako je elektronická pošta nebo webové prohlížeče, není kolísání významným činitelem. 
Úplně  jiná  situace  ale  nastává  u  hlasových  služeb.  Uživatelé  kolísání  vnímají  jako 
nepříjemné výpadky spojení, odmlky atd. Celý problém se pak musí složitě řešit pomocí 
vyrovnávacích pamětí. 
Doba  zpoždění  i  kolísání  zpoždění  jsou  tedy  ovlivněny  zatížením  samotné  sítě, 
volbou  přenosového  média  a  směrovače  (nebo  přepínače).  U  posledně  jmenovaných 
zařízení  je  potřeba  věnovat  pozornost  nejen  technickým  parametrům,  ale  i  celkové 
koncepci.  Pomalé  zpracování  a  dlouhé  fronty  na  odbavení  vedou  k vyššímu  zpoždění, 
naopak  u  krátkých  může  docházet  ke  ztrátě  paketů  (jednoduše  se  do  fronty  již 







Pojem  ztrátovost  paketů  lze  definovat  podílem  přijatých  a  vyslaných  paketů, 
který  je  následně  vyjádřen  v  procentech.  Ke  ztrátě  paketů  může  docházet  z mnoha 














její  kapacitu  navýšit,  umožní  nám  však  její  hospodárnější  využití.  Efektivně  dokáže 






  Dosažení  požadované  QoS  předpokládá  spolupráci  všech  síťových  vrstev  a 
koncovou spolupráci síťových prvků přes celou síť. Maximální kvalita služby tedy závisí 
na  nejslabším  článku  celé  přenosové  cesty.  Na  rozdíl  od  klasických  přenosových  sítí 
s přepojování  okruhů,  které  zaručují  požadovanou  úroveň  QoS  specifikovanou  v SLA 
(Service  Level  Agreement),  paketové  sítě  potřebují  doplňkové  mechanismy.  Takovým 
doplňkem  je  u  Ethernetu  značení  rámců  a  jejich  řazení  do  front  podle  priorit  (IEEE 
802.1Q/p).  Síťový  protokol  IP  je  na  tom  obdobně.  Od  prvopočátku  byl  postaven  na 
mechanismu Best‐Effort. Jde o klasický TCP (Transmission Control Protocol) provoz, kde 
je přenosová rychlost a doba doručení proměnlivá a nespecifikovatelná, měnící se podle 
aktuálního  zatížení  sítě.  Aby  tedy mohly  být  využívány  služby  QoS  v IP  sítích musela 
definovat  IETF  dva  nové  mechanismy:  IntServ  (Integrated  Services)  a  DiffServ 
(Differentiated Services) [3, 21]. 
Starším  z mechanismů  je  IntServ.  V principu  funguje  tak,  že  pro  každý 
individuální  datový  tok  v síti  je  protokolem  RSVP  (Resource  Reservation  Protocol) 
signalizována  požadovaná  kvalita  služby.  Síťová  zařízení  si  na  základě  signalizace 
rezervují  dostatečné  prostředky,  aby  mohly  službu  v požadované  kvalitě  poskytnout. 
Tím je sice teoreticky možné pro každý takový datový tok zajistit požadovanou kvalitu 
služby,  ale  zároveň  je  nutné,  aby  u  všech  zařízení,  přes  která  procházejí  IP  pakety 
datových  toků  (včetně  koncových  zařízení  jako  PC  a  servery),  existovala  podpora 
protokolu RVSP. Pokud ještě vezmeme v potaz, že každý směrovač v síti musí udržovat 
stavovou  informaci  pro  každý  datový  tok  s požadavkem  na  QoS,  bude  zřejmé,  jak  by 








































  Všechny rozsáhlejší sítě  jsou vytvořeny propojováním několika menších sítí.  Jde 
obvykle  o  velice  nehomogenní  prostředí,  kde  každá  z  těchto  menších  sítí  je  většinou 




především  si  tak  vyčleníme  území  s takzvanou  hranicí  důvěry  (Trust  Boundary).  
Takovéto  území  pak  nazýváme  DiffServ  doménou,  příkladem může  být  podniková  síť 
nebo síť ISP (Internet Service Provider) [2, 16].  
Zajištění QoS v DiffServ doméně je založeno na principu PHB (Per‐Hop Behavior), 
tj.  definovaném  typu  chování mezi  dvěma  aktivními  prvky  (směrovači).  Každý  datový 
paket vstupující do DiffServ domény je na její hranici klasifikován a přiřazen k toku dat 
s podobným  chováním  a  poslán  dále  do  domény.  Příslušnost  k tomuto  toku  dat  se 





















Hraniční  uzly  jsou  charakterizovány  ještě  jedním  parametrem,  a  tím  je  směr 
provozu.  Pokud  provoz  vstupuje  do  domény,  označujeme  takový  uzel  jako  vstupní 
(Ingress Node). Pokud provoz doménu opouští, označujeme  jej  jako výstupní  (Degress 
Node).  Budou‐li  dvě  DiffServ  domény  spojeny  přes  jeden  společný  směrovač,  je  tento 












































  V praxi  ale můžeme  také narazit  na  problém,  kdy nebudeme moci  identifikovat 






Značkování  (obarvení)  je  během  procesu  třídění  datových  jednotek  velmi 
důležité. Během další cesty paketu sítí totiž určuje, jak s ním bude zacházeno.  
  Pokud  je  příchozí  paket  neoznačen  (unmarked)  tak  mu  tato  procedura  určí 
nastavením  hodnoty  pole  v hlavičce  IP datagramu,  příslušnost  ke  konkrétní  třídě  [13, 
16].  Je‐li  je  paket  už  označený,  ale  nesplňuje  kritéria  daná  třídou,  je  takováto  datová 
jednotka  vyhodnocena  jako  nedůvěryhodná  (not  trusted)  a  přeznačkována.  Bývá 
obvyklé, že je takovému paketu nastavena vyšší priorita zahození v případě zahlcení sítě 
[4].  Jestliže  je  paket  označený  a  důvěryhodný  (trusted),  nemusí  už  následující  aktivní 
prvek provádět stejnou hloubkovou klasifikaci, ale může se věnovat  jen řízení přenosu 
podle daného označkování [13]. 













































Na  rozdíl  od  pole  TOS  neudává  absolutní  prioritu  paketu  a  způsob  zpracování 
paketu, ale pouze  identifikátor třídy. Pro hodnotu  identifikátoru tak může využít DSCP 
(DiffServ Code Point) prvních 6 z celkových 8 bitů pole DS (Differentiated Services). To 

























0  BE  000000  0  ‐  ‐ 
1  AF11  001010  10  AF12  001100  12  AF13  001110  14 
2  AF21  010010  18  AF22  010100  20  AF23  010110  22 
3  AF31  011010  26  AF32  011100  28  AF33  011110  30 
4  AF41  100010  34  AF42  100100  36  AF43  100110  38 
5  EF  101110  46  ‐  ‐ 
6  ‐  ‐  ‐ 






Dohled  nad  provozem,  neboli  správa  šířky  pásma  (Traffic  Rate  Management), 
patří k těm nejstarším ze skupiny mechanismů QoS [12]. Je to proces sledování síťového 
provozu  vybraného  během  klasifikace  a  výsledky  jsou  porovnávány  s profilem 
definovaným  pro  daný  datový  tok.  Tímto  profilem  označujeme  dohodnuté  podmínky, 
podle  kterých  jsou  odpovídající  pakety  směrovány  na  výstupní  rozhraní  [16].  Obě 
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Tato  metoda  a  její  nástroje,  tzv.  Policers,  omezují  provoz  tak,  že  pakety 
překračující  pásmo  (tzv.  data  out‐of‐contract)  jednoduše  zahodí  nebo  jim  případně 
přeznačkují TOS pole v IP hlavičce [22].  









množství  kupónů  (Token).  Každý  jednotlivý  kupón  představuje  povolení  k odeslání 
určitého množství bytů do sítě (1 byte paketu odpovídá 1 kupónu). Pokud tedy chceme 












Kromě  výše  popsané  verze,  označované  jako  Single  Token  Bucket  (Single‐Rate 



































Základem  této  verze  je,  že  máme  k dispozici  dva  kbelíky.  Pokud  tedy  není  při 
příchodu  paketu  dostatek  kupónů  v prvním,  podíváme  se  do  druhého.  V případě,  že 
v něm máme dostatek kupónů, paket se odešle, v opačném případě se zahodí. Podstatný 
rozdíl mezi  algoritmy  je  ale  v tom,  jakým způsobem se druhý kbelík kupóny naplňuje. 











jednou  rychlostí  do  prvního  a  druhou  rychlostí  do  druhého  kbelíku,  viz  obr.  2.9.  Při 















  Pro  měření  využívají  nástroje  Shaper  stejně  jako  Policer  algoritmus  Token 
Bucket.  Shaper  ale  na  rozdíl  od  Policeru  využívá možnosti  Token Bucketu  k vyhlazení 
toku dat. Obecně je nastaven Token Bucket na Cisco prvcích s Bc (Commited Burst) na 
CIR/8 z čehož vyplývá, že Tc (Time Interval)  je 125ms. Tato hodnota  je vyhovující pro 
běžný  datový  provoz.  Při  nasazení  realtimových  aplikací  už  ale  způsobuje  zbytečné 
zpoždění [20]. 









nasazování  policingu.  Nejpoužívanější  mechanismus  CBWFQ  nám  pomocí  mapy  třídy 
identifikuje  tok  a  mapa  politiky  pak  upřesňuje  hodnoty  CIR,  Bc,  aj.  Experimentovat 





























  Po  roztřídění  provozu  jsou  jednotlivé  označkované  pakety  zpracovávány 
mechanismy  front.  Správné  zpracování  paketů  do  front  je  velmi  důležité  a  má  na 
efektivitě  DiffServ  zásadní  podíl.  Tuto  problematiku  označujeme  také  jako  správa 
zahlcení  (Congestion Management).  Základní metody  řízení  odesílání  paketů  [13]  jsou 
fronty  typu  FIFO  (First‐In  First‐Out),  PQ  (Priority  Queuing),  WFQ  (Weighted  Fair 
Queuing), CBWFQ (Class‐Based Weighted Fair Queuing), LLQ (Low Latency Queuing).  
   V praxi je to s implementací mechanismů front u Cisca složitější, protože nabídka 
a  možnosti  mechanismů  závisí  na  použitém  zařízení.  Velké  rozdíly  jsou  nejen  mezi 








tento  typ  front  nám  se  zahlcením  příliš  nepomůže.  Neumí  zvýhodnit  určité  pakety  a 










Typické  využití  najdeme u  všech hardwarových  rozhraní  aktivních prvků. Další 
využití  je  pro  TCP/UDP  a  i  když  byla  fronta  FIFO  tím  prvním  krokem  ke  kontrole 














Při  příchodu  je  paket  podle  přiřazené  priority  zařazen  do  jedné  z front,  např. 
High,  Medium,  Normal  a  Low.  Pakety  bez  přiřazené  priority  se  automaticky  v tomto 
případě  zařazují  do  fronty  Normal.  Pokud  se  cesta  uvolní,  nejprve  se  odesílají  data 















Precedence.  WFQ  zajišťuje,  aby  pakety  s vyšší  prioritou  byly  v případě  zahlcení 
zahozeny  s menší  pravděpodobností.  K této  činnosti  využívá  vlastnosti  statického 
algoritmu  s lineárním  výsledkem,  viz  obr.  2.13.  Pravděpodobnost  zahození  paketu 
s prioritou  5  je  pětkrát  nižší  než  u  paketu  s prioritou  0.  Pro  provoz  s pakety  o  vyšší 
prioritě vyhrazuje algoritmus vyšší objem šířky pásma, čímž zajišťuje rychlejší obsluhu 
datového toku i v případě zahlcení sítě [22]. 















WFQ  je  navržena  s ohledem na  nejběžnější  typ  síťového  provozu. Minimalizuje 
počet  a  nutnost  konfiguračních  činností  a  automaticky  se  dynamicky  přizpůsobuje 
podmínkám  v síťovém  provozu.  Efektivně  využívá  celou  šířku  pásma.  Tyto  vlastnosti 
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Jde  o hybridní  spojení  vlastností WFQ a CQ  (Custom Queuing).  Je  sice  složitější 




které  se  pakety  posílají  podle  své  příslušné  třídy. K třídám přiřadíme  charakteristické 
vlastnosti,  například  šířku  pásma,  váhu,  hodnotu  maximálního  množství  paketů  ve 
frontě (maximální délku fronty) [12, 13, 22]. 






  LLQ  v sobě  spojuje  vlastnosti  PQ  a  CBWFQ.  Vytváří  striktně  prioritní  fronty 
s nízkou  latencí a garantovanou šířkou pásma. Zároveň  jsou hlídány tak, aby v případě 






  Oproti mechanismům  v předešlé  kapitole,  které mají  za  úkol  zvládnout  nastalé 
zahlcení  sítě,  mají  nástroje  této  oblasti  DiffServ  (Congestion  Avoidance)  za  úkol 













  Princip mechanismu RED  je  založen  na  předem  aplikovaných  opatřeních,  která 
mají  zabránit  možnému  zahlcení  datového  toku  TCP.  Návrh  mechanismu  RED 
představili  v roce 1990 Sally Floyd a Van  Jacobson. Hlavní myšlenkou RED  je neustálé 
sledování  front,  a  v  případě  hrozícího  zahlcení,  vybere  mechanismus  náhodný  TCP 
datový  toky  a  začne  pakety  zahazovat.  Čím  více  se  fronta  zaplní,  tím  více  je  vybráno 
datových toků a zahozeno větší množství paketů. Aby se situace neustále neopakovala, 
využívá  RED  vlastnosti  TCP,  kdy  v reakci  na  zahazování  paketů  odešle  směrovač  ke 








  I když RED představoval ve své době velký krok k aktivní správě  front, dnes  jej 
Cisco nedoporučuje. Místo něj nabízí svou pokročilejší implementaci WRED. Stejně jako 
u metody RED i zde dochází k zahazování paketů ještě před zahlcením sítě. Pakety jsou 
tedy  zahazovány  dříve,  než  dojde  k naplnění  vyrovnávací  paměti  (buffer).  Rozdíl  je 
v tom, jaké pakety jsou zahazovány. Algoritmus WRED pakety s vyšší prioritou zahazuje 
s nižší pravděpodobností než pakety s nižší prioritou [13].  









Předmětem  práce  je  nasazení  QoS  na  směrovačích  Cisco,  takže  všechny  následující 
popisy mechanismů a konfigurací se budou týkat výhradně jich.  
  Firma  Cisco  založila  svou  implementaci  kvality  služeb  na  obecném  modelu 
DiffServ.  Ten  tvoří  pomyslný  základní  kámen.  O  něj  se  opírá  samotná  implementace, 
která  je  Ciscem označovaná  jako QoS Behavioral Model,  tedy model  chování QoS.  Ten 












technicky  složité  detaily  komplexní  implementace  [1].  Veškerou  konfiguraci  QoS  pak 









platformu  pro  MQC,  která  obhospodařuje  implementace  QoS  na  jednotlivých  typech 
zařízení, ať už se jedná o různé modelové řady směrovačů, přepínačů apod. 
Model  chování  QoS  je  založen  na  funkci  entity,  nazvané  uzel  řízení  provozu    
(TMN ‐  Traffic‐Management Node). Ten představuje souhrn akcí, které zařízení aplikuje 
v určitém  bodě  na  provoz  při  průchodu  paketu.  TMN  identifikuje  jeden  nebo  více 








paketu,  ale  možností  je  mnohem  více,  jak  bude  ukázáno  dále.  Uzel  poté  přiřadí  ke 
každému typu datového toku název třídy. Pokud datový tok nesplňuje žádná stanovená 
kritéria  klasifikace,  je  automaticky  přiřazen  ke  třídě  class‐default.  V případě,  že  TMN 
blok  klasifikaci  neobsahuje,  je  do  class‐default  přiřazen  celý  příchozí  datový  provoz. 
Blok klasifikace tedy přijímá příchozí síťový provoz, identifikuje jednotlivé datové toky a 
přiřadí jim název třídy [1]. 
  Druhým  blokem  je  tzv.  pre‐queuing,  což  je  skupina  QoS  činností,  která  vždy 
následuje  po  klasifikaci  a  předchází  řazení  do  front  (pokud  jsou  fronty  použity). 
Umožňuje  např.  provést  značkování  (marking),  měření  (policing),  zahození  paketu 
(dropping),  kompresi  záhlaví  paketu  aj.  Činnosti  se  stejně  jako  u  DiffServ  vzájemně 
ovlivňují,  např.  měřič  může  způsobit  přeznačkování,  ale  nikdy  neovlivní  výsledek 
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klasifikace.  To  znamená,  že  v TMN  probíhá  klasifikace  vždy  jen  jednou  a  to 
v klasifikátoru [1]. 




zařazení  do  fronty  (enqueuing)  a  vyřazení  z fronty  (dequeuing).  Blok  zařazení  řadí 
pakety  do  fronty.  Pomocí  mechanismů  Tail  drop,  RED  a  WRED  kontroluje  velikost 
fronty.  Blok  vyřazení  naopak  pomocí  mechanismů  omezování  provozu  (shaper)  řídí 
odchod paketů z fronty [1, 6]. 
  Poslední  komponentou  TMN  je  blok  činností  po  řazení  do  front.  Jedná  se  o 






  Modulární  rozhraní  MQC  bylo  na  prvopočátku  vyvíjeno  jako  framework  pro 
model  činností  QoS,  umožňující  vyžívat  CBWFQ.  Časem  se  však  vyvinulo  v komplexní 
nástroj  pro  zajištění  kvality  služeb.  Díky  modelu  chování  QoS,  který  se  stará  o 






































Filtrovat  provoz  můžeme  podle  řady  parametrů,  např.  podle  typu  protokolu, 
podle shody s přístupovým seznamem (paket vyhovuje podmínce v případě, že je zadán 


















QoS  nabízí.  Můžeme  označit  provoz,  provést  značkování,  vyhradit  šířku  pásma  pro 
provoz, apod.  
 










Nyní  už  můžeme  přistoupit  k řadě  nastavení,  která  nám  QoS  poskytuje.  Např. 














že  provoz,  který  jsme  nezařadili  do  žádné  třídy,  se  automaticky  řadí  do  tzv.  defaultní 










Posledním  krokem  k nadefinování  QoS  politiky  je  její  přiřazení  k rozhraní, 
v rámci kterého se bude provádět. Důležité je také určit, zda se nastavení QoS bude týkat 

















se  hlouběji  principům  a  mechanismům  QoS.  Pokud  vyžadujeme  flexibilnější  a 







K měření parametrů QoS můžeme přistupovat  různými  způsoby.  Prvním  je  tzv. 
aktivní měření  (někdy  označované  jako  trasování).  Při  této metodě  pro  účely měření 
generujeme  "umělý" datový  tok. Nevýhodou  je,  že  jde o  čistě  "laboratorní" měření,  na 
druhou  stranu máme  plnou  kontrolu  nad  tím,  jak  datový  tok  vypadá.  Tato metoda  je 
obzvlášť vhodná k testování konkrétního vlivu vybraného mechanismu. Další možností 
je připojit se k už existující síti a sledovat probíhající "živý" datový přenos. Tato metoda 
je  reálnému  prostředí  mnohem  blíže,  ale  musíme  dbát  na  to,  aby  samotné  měření 
ovlivnilo výsledek co nejméně. Nakonec můžeme obě metody zkombinovat. V takovém 
případě  pak  generovaný  provoz  putuje  jednotlivými  uzly  sítě  společně  s  původním 
síťovým provozem. Data pak získáme jak sledováním informací z generovaných dat, tak 
sledování  změn  v  původním  síťovém  provozu  způsobených  přidáním  tohoto 
generovaného toku. 
Ideálním  postupem  je  pomocí  aktivní  metody  prozkoumat  vliv  jednotlivých 
mechanismů QoS  na  parametry  sítě,  vybrat  nejvhodnější mechanismy  a  aplikovat  je  v  
reálném  provozu  a  dále  pokračovat  v  sledování  přínosu  konkrétního  zajištění  QoS  v 
reálných podmínkách.  
Prvořadým  cílem  je  tedy  prozkoumat  vliv  nastavení  QoS  na  zpoždění,  kolísání 
zpoždění  a  ztrátovost  paketů.  Kromě  těchto  naměřených  veličin  pak  můžeme 






















































































































































































































































































Výstupem  grafického  rozhraní  byl  soubor  s  definovanými parametry 
generovaných toků, který byl následně využit v konzolovém rozhraní D‐ITG.  
 Generování  dat  probíhalo  v režimu  OWD  (One  Way  Delay).  Výsledkem  byl 
vygenerovaný log soubor formátu dat, jaký používá například generátor MGEN. Soubor 
byl  dekódován  do  textových  a  csv  souborů.  Údaje  ze souborů  byly  poté  zpracovány 
pomocí programů MATLAB a Microsoft Excel.  
Protože  je  program  D‐ITG  citlivý  na  synchronizaci  času  mezi  vysílačem  a 
přijímačem  (v  případě  špatné  synchronizace  vychází  značně  zkreslené  hodnoty),  byly 











(Security  Device  Manager).  Provoz  na  rozhraních  počítačů  byl  kontrolován  pomocí 





































  Zapojení  testovací  sítě  je  znázorněno  níže  na  obr.  5.1.  Jádrem  sítě  jsou  čtyři 
směrovače  tvořící  DiffServ  doménu.  Okrajové  směrovače  R1  a  R4  tvoří  tzv.  hranici 
důvěry  (Trust  Boundary)  a  provádějí  klasifikaci  a  značkování  provozu  přicházejícího 









  Použitými  směrovači  (R1  až  R4)  byly  Cisco  1841.  Tyto  směrovače  patří  do 
výrobní  řady  1800,  která  je  součástí  rodiny  Cisco  Integrated  Services  Router  (ISR). 
Použité směrovače byly tzv. modulární, což znamená, že umožňují  instalaci přídavných 





Původní  návrh  sítě  předpokládal  propojení  směrovačů  pomocí  sériového 
rozhraní  rychlostí  2 Mb/s.  Bohužel  během měření  byl  vlivem  přepětí  zničen  napájecí 
obvod  směrovače  R2  i  se  sériovým  rozhraním.  Vzhledem  ke  vzniklému  zdržení, 
způsobenému úspěšnou opravou napájecího obvodu, zároveň ale neúspěšným pokusům 








  Úlohu přepínačů  v testovací  síti  obstarávaly dva přepínače Cisco Catalyst  2950. 














  V první  části  měření  budou  otestovány  implementace  mechanismů  řízeného 
odesílání paketů: FIFO, PQ, CBWFQ a LLQ. FIFO je na rozhraních standardně nastaveno 
výrobcem.  Měření  prioritních  front  bude  probíhat  na  mechanismech  PQ  a  LLQ. 
Mechanismus PQ je vybrán v podstatě jen kvůli možnosti porovnání, Cisco jej dnes kvůli 
jeho nedostatkům nedoporučuje a pomalu přestává být podporován. Oproti tomu LLQ je 
































































































Jak  je  vidět  z naměřených  hodnot,  úvodní  předpoklad  o  bezproblémovém 
zvládnutí generovaného provozu se potvrdil. Datové toky s protokolem TCP vykazovaly 







s grafem  na  obr.  5.3  je  vidět,  že  všechny  hodnoty  zpoždění  se  pohybují  v rozmezí             







































































































Výsledky  sledovaných  parametrů  přenosů  dat  úvodní  předpoklad  naplňují. 
Prudce  vzrostly  hodnoty  zpoždění,  které  se  nyní  pohybují  v horní  části  intervalu             
0–150 ms. Více jak 16% procent hodnot zpoždění se pohybuje v intervalu 150‐400 ms, 
který  podle  ITU  G.114  představuje  již  degradovanou  službu.  Jak  je  vidět  v tab.  5.4, 
maximální  hodnota  zpoždění  dokonce  překračuje  i  tento  interval  a  s  dalšími  2% 
naměřených  hodnot  tak  již  představuje  neakceptovatelné  zpoždění.  Při  těchto 
parametrech je provoz hlasových služeb více než problematický. 






































































































Stejně  jako  narůstaly  hodnoty  zpoždění,  vzrostly  společně  s vyšším  provozem  i 
hodnoty kolísání zpoždění. Přesto ještě hodnoty u hlasových dat nedosahují maximální 









Výsledky  všech  provedených  měření  dopadly  podle  očekávání.  Čím  více  se 
zvětšovala  zátěž  generovanými  daty,  tím  více  se  zhoršovaly  jednotlivé  parametry 







  Hlavním  úkolem  mechanismu  PQ  (Priority  Queueing)  je  absolutní  prioritizace 
vybraného  typu dat. Při  testování  této  techniky řazení do  front byl využit  fakt,  že  jsou 
































































































































Také  rozložení  všech  hodnot  zpoždění,  jak  je  vidět  v grafu  (obr.  5.9),  leží 













































































10  toků ostatních dat. Očekává  se  značné  zhoršení  přenosových  charakteristik  paketů 
ostatních dat s protokolem TCP. U hlasových dat by se měla projevit  jejich prioritizace 




















tedy  upřednostňování  hlasových  dat  před  ostatními.  Oproti  měření  s mechanismem 










Graf  na  obr.  5.12  ukazuje  četnost  výskytu  jednotlivých  hodnot  zpoždění.  Přes 
98% hodnot zpoždění  je v intervalu 0‐150 ms, zbývající 2% je v intervalu 150‐400 ms. 
ITU  G.114  sice  považuje  zpoždění  150‐400  ms  za  možné,  ale  službu  označuje  jako 









































Následující  graf  na  obr.  5.13  ukazuje  časový  průběh  hodnot  kolísání  zpoždění. 
Patrné  je  především  téměř  dvojnásobné  zvýšení  hodnot  u  ostatních  dat  oproti 












data  odesílána  přednostně  před  daty  s nižší  prioritou.  Výsledkem  jsou  nižší  hodnoty 































































Poté  už  můžeme  začít  definovat  mapu  politik  pro  námi  vybraný  provoz. 
Hlasovým  datům  přiřadíme  45%  a  ostatním  datům  30%  z  dostupné  šířky  pásma. 























































































Četnost  jednotlivých  hodnot  zpoždění  (obr.  5.15)  se  opět  jako  u  všech  měření 
















































































nárůstu hodnot  zpoždění a především kolísání  zpoždění u obou  typů dat. U hlasových 



















Rozdíl  mezi  hodnotami  zpoždění  hlasových  a  ostatních  dat  je  větší,  než  tomu  bylo  u 



















































































  Vhodnou  volbou  přenosové  šířky  pásma  lze  pomocí  CBWFQ  upřednostňovat 
několik toků mezi sebou, bez toho aby agresivní prioritní tok pro sebe zabral veškerou 
přenosovou kapacitu  jak  je tomu u PQ. CBWFQ se tak stává univerzálnějším nástrojem 





































































































































































































































































































zahlcení  předcházet.  Nejčastěji  uváděnými mechanismy  jsou  Drop‐Tail,  RED  a WRED. 
Drop‐Tail  je  standardně  nastavený  mechanismus,  tudíž  byl  jeho  vliv  se  projevil  už 
v rámci  testování  implementace mechanismu  FIFO.  Pracuje  tak,  že  v případě  zahlcení 
zahazuje  příchozí  pakety  tak  dlouho,  dokud  zahlcení  nepomine.  Ke  každému  typu 
provozu  se  chová  stejně  [6].  Dnes  se  používají  sofistikovanější  metody  založené  na 
mechanismu  RED  (Random  Early  Detection).  Cisco  doporučuje  využívat  mechanismu 
RED pouze na  linkách s rychlostí do 2 Mb/s. Pro větší přenosové rychlosti nabízí svoji 
implementaci mechanismu WRED (Weighted Random Early Detection), u kterého  jsou   
pakety  zahazovány  podle  profilů  řídících  se  nastavenou  váhou  toku.  Vzhledem 







  Mechanismus WRED  v sobě  kombinuje  možnosti  algoritmu  RED  a  prioritizace. 
Popis  a  princip  mechanismu  je  součástí  kapitoly  2.5.2.  V praxi  Cisco  doporučuje 
































Poté  už  můžeme  začít  definovat  mapu  politik  pro  námi  vybraný  provoz. 
Hlasovým  datům  přiřadíme  45%  a  ostatním  datům  30%  dostupné  šířky  pásma. 






























































Jak  je  vidět  z tabulek  5.18  a  5.19  a  z  grafu  na  obr.  5.26,  je  průměrná  hodnota 



























































































































































Graf  na  obr.  5.31  zobrazuje  časový průběh  kolísání  zpoždění  jednotlivých  toků. 

















































  Mechanismus WRED  pracuje  podle  váhy  jednotlivých  přednastavených  profilů, 







První  měření  probíhalo  v rámci  implementace  mechanismu  FIFO.  Protože  je 
mechanismus  na  FastEthernetových  rozhraních  standardně  nastaven,  šlo  v podstatě  o 
měření  Best‐Effort,  tedy  bez  jakéhokoliv  nastavování  QoS.  Veškerá  manipulace 
mechanismu  FIFO  s pakety  je  určena  pouze  pořadím,  ve  kterém  pakety  přicházejí  do 
fronty.  V  tom  samém  pořadí  je  také  mechanismus  zpracuje  a  pošle  dál,  jakmile  se 
výstupní  linka uvolní.  V případě,  že  se  fronta naplní  dříve,  než dojde k uvolnění  linky, 
začne mechanismus pakety zahazovat. Protože mechanismus FIFO nedělá rozdíly mezi 
pakety s vysokou prioritou a pakety s nízkou prioritou, je zřejmé, že tento mechanismus 
není  příliš  vhodný  pro  přenos  prioritizovaného  provozu.  Náhle  špičky  v  provozu 
způsobují nejen velké zpoždění při doručování dat, ale dokonce i zahazování paketů bez 
ohledu na důležitost (prioritu) přenášených dat. I když mechanismus FIFO představoval 
první  krok  k  větší  kontrole  nad  síťovým  provozem  a  nevyžaduje  žádné  zvláštní 
nastavování a konfiguraci, dnešním mnohem sofistikovanějším konvergovaným sítím už 
zdaleka nedostačuje. 
  Druhým  implementovaným  mechanismem  byl  PQ.  Mechanismus  prioritizuje 
jednotlivé  typy paketů. Pakety  jsou  řazeny do  čtyř  front: high, medium, normal  a  low. 
Nejprve  je  zpracována  fronta  s nejvyšší  prioritou,  po  jejím  vyprázdnění  se  začne 
zpracovávat  fronta  s nižší  prioritou.  Pakety  s vyšší  prioritou  jsou  tak  odesílány  před 
pakety  s nižší  prioritou.  Mechanismus  je  ideální  v situacích,  kdy  potřebujeme  přidělit 
určitému provozu absolutní prioritu.  
  Třetím  testovaným  mechanismem  řazení  do  front  je  CBWFQ.  Jeho  výhodou  je 
odstranění  největšího  nedostatku  mechanismu  prioritních  front.  Nedochází  tak 
k situacím,  kdy  při  velkém  provozu  dat  s vysokou  prioritou  data  s nižší  prioritou 




  Posledním  testovaným  mechanismem  je  LLQ.  Ten  jde  ještě  dál,  spojuje  v sobě 
výhody  jak CBWFQ  tak PQ. Díky  těmto dvěma přístupům k datům  je  ideální  v případě 
síťového provozu s hlasovými daty.  
  Teoretický  předpoklad  před  měřením  řadil  mechanismy  front  takto  (od 
nejúčinnější  po  nejhorší):  LLQ,  CBWFQ,  PQ,  FIFO.  Měření  však  tento  předpoklad 
nepotvrdilo.  Časové  průběhy  hodnot  zpoždění  všech  testovaných  mechanismů  při 
přenosu  hlasových  dat  při  vyšší  zátěži  jsou  znázorněny  v grafu  na  obr.  5.32.  Nejhorší 
výsledky hodnot zpoždění při vyšší generované zátěži byly naměřeny při implementaci 
mechanismu FIFO, tedy bez jakékoliv implementace nástrojů QoS. Nejlepší výsledky byly 






































předcházení  zahlcení,  neboli  aktivní  správy  front,  WRED.  Měření  potvrdilo  funkčnost 
mechanismu,  kdy  při  hrozícím  zahlcení  začal  se  zahazováním  paketů  ostatních  dat  a 
teprve poté s prioritizovaným tokem hlasových dat. Cisco nabízí několik dalších variant 
mechanismů  aktivní  správy  front  založených  na  algoritmu  WRED.  Liší  se  víceméně 










































Cílem  této  práce  bylo  seznámení  s možnostmi  konfigurace  mechanismů  pro 
zajištění  kvality  služeb  na  síťových  prvcích  firmy  Cisco.  První  kapitola  této  práce 
poskytuje  přehled  současného  stavu  problematiky  zajištění  kvality  služeb  v  IP  sítích. 
Následující  kapitola  se  již  podrobněji  věnuje  základnímu  popisu  jednotlivých 
charakteristik  síťového  provozu  z pohledu  QoS.  Dále  jsou  obecně  popsány  jednotlivé 
nástroje technologie DiffServ pro zajištění kvality služeb v síti. Třetí kapitola se věnuje 
konfiguračním možnostem zajištění kvality služeb na síťových prvcích Cisco. Nastíněn je 
princip  práce  s  modulárním  řádkovým  rozhraním  i  konfigurace  tříd  a  map  politik.  V 
další  kapitole  je  popsána  zvolená  metodika  měření  a  popis  scénářů  měření.  V páté 
kapitole  je  navržena  topologie  testovací  sítě  s  popisem  jednotlivých  prvků.  Následně 
jsou změřeny vybrané mechanismy řazení do front a ochrany proti zahlcení a jejich vliv 




v ruce  s vývojem výkonnějších  síťových prvků.  Stejně  jako byl WFQ nahrazen CBWFQ, 
PQ  mechanismem  LLQ,  jsou  už  dnes  pro  změnu  nahrazovány  CBWFQ  i  LLQ  novým 
mechanismem  MDRR  (Modified  Deficit  Round  Robin),  podporovaným  zatím  jen 
směrovači Cisco řady 12000. Stejná situace  je  i v případě WRED. Cisco nabízí dvě další 
varianty,  DWRED  (Distributed  Weighted  Random  Early  Detection)  podporovanou  na 
směrovačích Cisco řady 7000 a Flow‐Based WRED. Jak je vidět, otestované mechanismy 
v této práci představují jen jakýsi základní přehled problematiky s ohledem na nasazení 
v konkrétních podmínkách síťového provozu a na konkrétních zařízeních.  
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