Abstruct-We consider a network of rechargeable sensors, deployed redundantIy in a random sensing environment, and address the problem of how sensor nodes should be activated dynamically so as to maximize B generalized system performance objective. The optiniai sensor activation problem is a very diffiivlt deckion question, and under Markovian assumptions on the Sensor dischargehecharge periods, it represents a complex semi-Markov decision problem. With the goal of developing a practical, distributed but efficient solution to this complex, global optimization problem, we first consider the activation question for a set of sensor nodes whuse coverage areas overlap completely. For this scenario, we show analytically that there exists a simple threshold activation policy that achieves a performance within a factor of of the optimum over all possible policies. We extend this threshold policy to a general network setting where the coverage areas of different sensors could have partial or no overlap with each other, and show by simulations that the performance of our policy is very close to that of the globally optimal policy. Our policy is fully distributed, and requires the Sensor nodes to onty keep track of the node activation states in its immediate neighborhood. We also consider the effects of spatial correlation on the performance of the threshoId activation policy, and the choice of the optimal threshold.
INTRODUCTION

A. Backgrmmd arid Motivation
Due to major technological innovations in recent years, development of tiny, low-cost sensor devices has become possible. Such sensor devices can be deployed in large numbers in different environments for monitoring and data gathering purposes [I] . These sensor devices, although cheap, are typically unreliable. Moreover, sensor devices are limited by battery energy. Therefore, a sensing device can remain powered on (and be sensing) only for a limited amount of time, until it runs out of battery energy 1121. In many scenarios, sensors can be recharged, but recharging is often a very slow process and the rate of recharging could be significantly less than the rate of energy depletion during the sensing period. As a result, a sensor could need to spend most of its lifetime in the "off" state, when it is not sensing, but recharging. These factors motivate redundant deployment of sensors to cover the area of interest. Each sensor being unreliable, sensing reliability increases if more number of sensors are sensing the same area at the same time. If larger number of sensors are deployed, it is Iikely that more number of these sensors would remain charged (and hence can be used for sensing) at any given time. Thus the K. Kar overall system performance would typically improve (possibIy with diminishing returns) with a more redundant deployment of sensors.
We consider the scenario mentioned above. where sensors have been deployed redundantly in the area of interest. We assume that sensor nodes involved in sensing get discharged after a certain duration of time, and need to be recharged till they can start sensing again. We consider the decision problem of when the recharged sensors should be acrivnrcd (i.e., switched on) SO as to maximize the long-term utility of the system.
B. Probleni Formidation
We assume that sensors are energy-constrained, but rechargeable, and at any instant of time, each sensor could be in one of three states: i) active ii) passive. or iii) ready. In the active state, the sensors are powered on and are sensing. A sensor in the active state suffers a gradual depletion of battery energy, and enters the passive state when its battery is completely discharged. Sensors that are passive are powered off. and are simply recharging their batteries. When its battery is completely charged, the sensor enters the ready state. Sensors in the ready state do not participate in sensing, and wait to get activated. Figure 1 explains the three different states, and the transitions between them.
Let discharge time denote the time a sensor spends in the active state. and recharge time denote the time a sensor spends in the passive state. In a realistic sensing environment, the discharge and recharge times will depend on various random factors. Sensors can transmit information (resulting in energy usage) on the occurrence of "interesting" events, which may be generated according to a random process. Therefore in our system model, we assume that the discharge and recharge times are random, although we study the special case of deterministic discharge/recharge times as well.
Although a sensor can power itself off during the ready state, it has to wake up periodically and exchange messages with its neighbors to keep track of the system state in its neighborhood. Therefore, in reality. we would expect that energy will be drained even in the ready state, but probably at a fairly steady rate (possibly due to polling its neighbors to check out the system activation state). However, the energy discharge rate in the ready state can be expected to be much slower than the discharge rate in the active state.
We assume that the performance of the system is characterized by a continuous, non-decreasing, strictly concave function Note that the strict concavity assumption merely states the fact that the system has diminishing returns with respect to the numbcr of active sensors. As an example of a practical utility function, consider the scenario where each sensor can detect an event with probability pd. If the utility is defined as the probability that the sensing system is able to detect an event, then U ( n )
where n is the number of sensors that are active. Note that this utility function is strictly concave, and satisfies U ( 0 ) = 0.
We are interested in maximizing the time-average utility of the system. Let A denote a generic area element in the physical space of interest. Let np(A,t) denote the number of active sensors that cover area element A at time t, under policy P. The time-average utility under policy P , is given by In Euclidean coordinates system, dA = dx dy, and np(A,t) = np (rc,v,t) , in the above expression. The decision problem that we consider i n this paper is that of finding P so that the objective function in (1) is maximized.
As mentioned before, our decision problem is that of determining how many sensors to activate at any time. from the set of ready sensors, Note that if we activate more sensors, we gain utility in the short time-scale. However, if the number of active sensors is already large, since the utility function exhibits diminishing returns, we may want to keep some of the ready sensors "in store" for future use. In fact, as we see later, the performance results for policies studied in this paper ,justifies this intuition.
C. Problem Challenges and Basic Approach
The stochastic nature of charging and discharging time of sensors makes the determination of optimal activation policies very hard in a general setting. Purther, spatio-temporal correlations imply that at any point in time, the optimal activation policy for a sensor might depend on the history of the states of all the sensors in the network. Although under specific cases the optimal policies may be formulated as semi-Markov decision problem, determining optimal policies can be computationally prohibitive. Since sensors are energy constrained we seek policies that can be implemented in a distributed manner with minimal information and computational overhead. Therefore.
we focus on simple lhreshold-based policies (defined precisely later in the paper) and examine their performance.
To simplify the analysis and obtain fundamental performance insights. we examine the performance of threshold policies for a system of sensors whose coverage areas overlap completely with each other. In this case the objective function in equation (1) In [lo] , the effects of power conservation, coverage and cooperation on data dissemination is investigated for a particular data sharing architecture.
E Payer OrgaflizaLion
The paper is structured as follows. In the next section, we consider a system of sensors with fully-overlapping coverage areas, and show that simple threshold policies can achieve near-optimal performance in this scenario. In Section III? we extend h e threshold activation policy outlined in Section I1 to a more general scenario where sensor coverages may not overlap completely.
NODE ACTIVATION POLlCrES WITH COMPLETE
COVERAGE OVERLAP
In this section. we address our node activation decision problem €or a system of sensors whose coverage areas overlap completely with each other.
A. Sytem Model and Assumptions
We consider a system of N sensors covering the same area. We assume that the discharge and recharge times of each sensor are random variables.
Assumption 1: The discharge time and recharge time of any sensor are exponentially distributed with means l/p~ and l/p* respectively. Moreover, PI 2 p 2 . Assrmprion 2: The energy level of a sensor does not change in the ready state.
The exponential model of the discharge/recharge times is assumed for analytical tractability. Moreover, the optimal policies under this assumption depend only on the number of sensors in the different states in the system, and not their exact energy levels. Without Markovian properties, the system can be very difficult to analyze, and implementing the optimal decision policies (if they can be obtained) would require more detailed system information and additional overhead. The assumption p1 2 p2 is based on the observation that the recharging process in batteries is typically slower than the discharging process. Assumption 2 basically states that a sensor remains in the fully charged state as long as it remains in the ready state. In reality, we would expect that energy will be drained even in the ready state. but probably at a fairly steady rate, as discussed earlier. Since the energy discharge rate in the ready state can be expected to be much slower than the discharge rate in the active state, it is not considered in our current analysis.
B. Problem Staternen1
Let n p ( t ) denote the number of sensors in the active state at time t under policy P. Since the coverage areas of all sensors are completely overlapping, the optimization problem can be posed as that of finding a policy P that minimizes U ( P ) , where o ( P ) is defined as
We assume that switching decisions can be taken at. any instant of time. Clearly, these decisions would need to be taken only when the state of the overall system changes. i.e., the number of the sensors in the active. passive or ready states changes. In other words, these decisions need to be laken when some sensor makes a transition from the active to the passive state. or some sensor makes a transition from the passive to the ready state. It is worth noting here that although we will address our problem in this case from the perspective of a centralized decision maker, the decision policy that we develop can easily be implemented in a decentralized manner.
C. Sensor Lifelime Models
As we discuss later in more detail, rhe performance of decision policies depend considerably on how the discharge and recharge times of sensors are correlated. We consider two different correlation models of the dischargekcharge times of the different sensors: i) Independent Lifetime (IL) Model: In this model, sensors are activated independently of one another, and all discharge and recharge times of all sensors are mutually independent. ii) Correlated Lifetime (CL) Model: In this model, the discharge times of all sensors entering the active state at the same time is the same. Similarly, the recharge times of all sensors entering the passive state at the same time is the same.
The discharge (recharge) times of sensors entering the active (passive) state at different times are independent of each other.
The two correlation models can be practically motivated in the following way. If the data transmission by a sensor (which is often the primary mode of energy expenditure) is independent of that of other active sensors, then the system is better represented by the I L modd. However, in many scenarios, the sensors could perform data transmission collaboratively; in such a case, the CL model may be more appropriate. Note that these two models represent two extreme fonns of correlation. and real-life situations can be expected to fa11 in between these two extremes.
Note that the optimal time-average utility (computed over all possible activation policies) could be different for the two correlation models. We denote optimal time-average utiliiy for the IL and CL models as 0; and U:, respectively. 
D. 7hreshold Activation Policies
E. Analysis
In this section, we compare the performance of threshold activation policies with respect to the optimal activation policy. In the following, p = 2 1. For simplicity of exposition, we assume p is an integer, and IV is divisible by ( p t l), although our results can be generalized to the cases where these assumptions do not hold. 
) Upper Bound
U; <U(-)
and
<U(-)
The proof of the above result involves concavity arguments and Jensen's Inequality I151 and the details are given in the Appendix. Theorem 1 implies that the time-average utility under any policy can not be greater that U (&-) . Further, the bound is achieved exactly when all the sensors have deterministic discharge and recharge times of lengths I/pl and l/pz, respectively. With random dischargehcharge times, the bound may not be tight; however, as we show below, it is fairly good bound in our case. Now we derive worst-case bounds on the performance of threshold policies with respect to the optimal policy, for the two correlation models. From our definition of a threshold activation policy, it follows that at most one batch can remain active at any time.
Let S~J denote the set of all factors of N , i.e., all integers which divide N . We show that maximizing time average utility is equivalent to minimizing the mean waiting times at certain stations in these networks. Using prior results on the impact of pooled servers on network throughput and Little's law, we can prove the desired result. An outline of the proof is given in the appendix while the detailed proof is given in the technical report [SI. Theorem 4 implies that the presence of correlation amongst the discharge and recharge times of sensors in a batch degrades system performance.
Theorems 3 and 4 allow us to improve our earlier bound on the performance of the optimal threshold policy for the IL modcl.
C o r n l h~ 5: The optimal threshold-based time-average utility for the IL model, U;,I, is lower-bounded by !U(&).
i.e., 3 N coro~lary 5, in conjunction with Theorem 1. implies U$,I 2 :U;. Therefore, for both the I L and CL models, the performance of the best threshold policy is within a factor of $ of the best achievable performance. The simulation results also indicate that the time average utility increases with decrease in the variance of the recharge and discharge times.
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NODE ACTIVATION POLICIES WITH PARTIAL
COVERAGE OVERLAP In a realistic deployment scenario. nodes may be deployed at random, and therefore, nodes will typically cover different areas in the physical space of interest. In other words, the coverage areas of two sensors may overlap only partially, or may not overlap at all (i.e., be disjoint). In this section, we extend our threshold activation policy to this very general scenario.
A. Distribirted Node Activation Algorithm
To motivate our distributed activation algorithm, let us assume that a sensor i wants to maintain a utility of U ( m a ) per unit area per unit time in its coverage area. In other words, if the coverage area of the sensor is denoted by A, then the sensor targets to derive a utility of ]AiIli(mi) per unit time. When the sensor is in the ready state, then at any decision instant, the sensor computes the current utility per unit time in its coverage area. If h e current utility is less than the targeted utility, then the node activates itself; otherwise, the node remains in the ready state until the next decision instant.
A sensor can compute the utility derived from its coverage area in the following manner. For a generic area element -4 E A., let n ( A , t ) denote the number of sensors cdverinp A at time t. Then the utility per unit time in the coverage area of node i is calculated as
Assume that node i can communicate with all nodes whose coverage areas overlap with its own coverage area. Then the sensor can periodically poll those neighbors to know their activation state. Assuming that the sensor i knows the coverage patterns of those neighbors, it can compute the targeted utility by evaluating the expression in (3). Therefore, the proposed algorithm can be realized in a distributed setting based only on local information.
Note that the algorithm is motivated by the threshold activation policy discussed in the previous section, and in the case of complete coverage overlap, it reduces to it distributed implementation of the threshold policy described earlier.
In practice the decision interval needs to be chosen carefully to ensure that not too much energy is wasted in the ready state by periodic wakeup and polling. while guaranteeing good performance.
The thresholds 'mi can be defined globally or locally, and accordingly we have two variants of our policy: i) Global rhredioldpolicy: In this case. the mi = ni Vi, where the fixed threshold m is chosen appropriately. ii) Local fhrexholdpolicy: In this case. the 'mi can be different for each i, dcpending on the local neighborhood of the individual sensor nodes.
In Section 111-D, we comment on the appropriate choice of the local and global thresholds, to yield optimum performance. We can intuitively expect the local threshold policy to perform better, particularly in scenarios where there is a high spatial variance in the density of nodes in the deployment region. For the local threshold policy, nodes in areas with larger density can have a higher threshold, while nodes in a sparser region can set its threshold to a lower value. However. if the nodes are deployed more or less uniformly, then both these policies are observed to perform very well in simulations, although local threshold policy performs slightly better.
B. Upper Bound on Uptinial Tirne-average Utility
Next we state an useful upper bound on the optimal timeavcrage utility derived from a sensor network with partial coverage overlap. We assume that the mean discharge. and The above result can be proved following the same line of analysis as in the proof of Theorem 1, and is therefore omitted here. Since the optimal policy is difficult to formulate and compute in this case, we will compare the performance of our algorithm with respect to this upper bound.
C. Seasor Lifetime Models
We consider five different lifetime models for this scenario. The first two models (independent and correlated lifetime models) are extensions of the IL and CL models considered for the complete coverage overlap case. The next two models (independent and correlated event-based lifetime models) are event-based. We assume that discharging and recharging depends on events that occur randomly in the deployment regionBn a way described below}. events have occurred within its coverage area. The recharge process is modelled similar to the discharge process. A passive node gets fully recharged once a certain number of random "recharge events" have occurred in its coverage area. The mean inter-event times for discharging and recharging are chosen so that the mean discharge and recharge times of sensors are equal to l/p1 and l / p 2 respectively. iv) Correlated Event-based Luttbne Model: Here the network is divided into imaginary blocks of equal sizes. As in the case of the independent event-based lifetime model, events occur according to a Poisson process, and are assumed to be uniformly distributed in the area of interest, However, an event occurring anywhere in the block affects all the sensors located in this block in a similar manner. This introduces spatial correlation between the discharge and recharge times of the sensors. The degree of spatial correlation depends on the sizes of the blocks. In this model too, the mean inter-event times are chosen so that the mean discharge and recharge times of nodes are equal to 1/p1 and l / p~ respectively. v) Retenninisfic Liferim Model: The discharge and recharge times of the sensors are fixed and are equal to 1/p1 and l / p 2 respectively. 
D. Simulaiion Results and Disciusion
The performance of the node activation algorithm described above is evaluated using simulations for a wide range of parameters for both the cases of global and local thresholds. In the representative simulation results presented here, the simulation setup and the parameters used are as follows. A total of iV = 52 sensors, each having a circular coverage pattern of radius 12 units, are thrown uniformly at random in an area of size 50x50. With these parameters, the mean coverage of the network (N), defined as the average number of sensors covering any point in the deployment region, is observed to be approximately 9.1. For the event-based lifetime models, we use Q / q = 100. For the correlated event based model, number of blacks is set to 4. The utility function used is given by U ( n ) = 1 -(1 --~d )~ where pd = 0.1. Also the upper bound on the maximum achievable utility in this case is calculated to be 0.159511. Figures 5 and 6 show the performance of the various models for global and local thresholds. Let us define a , the local threshold parameter, as a = m i / ( x ), where 9% is the number of sensors (including i) that cover the point where i is located. Note that in Figure 6 , the time-average utility is plotted against this local threshold parameter a. But from the concavity of U ( . ) we have, U ( k ) 2 (k/w)U(w) for k 5 ?U and V ( k ) 2 L7(7o) for k > w. The result follows from (7) Figure 11 is identical to that of the batches in the network representation of the CL model. Further, like the network representation of the IL model this network has N customers. However, the m servers in station 1 of the network in Figure 11 are dedicated -one to each class of customers.
Comparing networks in Figures 10 and 11 we note that the probability of at least one of the m servers is busy (in Figure  11) is at least as much (if not greater) than the probability that station 1 (in Figure 10) is busy. Further. comparing networks in Figures 9 and 11 we note that the probability that ail m servers are busy is at least as much (if not greater) for the network shown in Figure 9 . This observation follows from the result shown in [7] and [ll] that state that pooling of servers result in improved station utilization and throughput. These two observations imply that U T , I (~) 2. &-,c(m) 
