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Abstract
As the operations of autonomous systems gen-
erally affect simultaneously several users, it is
crucial that their designs account for fairness con-
siderations. In contrast to standard (deep) rein-
forcement learning (RL), we investigate the prob-
lem of learning a policy that treats its users equi-
tably. In this paper, we formulate this novel RL
problem, in which an objective function, which
encodes a notion of fairness that we formally de-
fine, is optimized. For this problem, we provide
a theoretical discussion where we examine the
case of discounted rewards and that of average
rewards. During this analysis, we notably derive
a new result in the standard RL setting, which is
of independent interest: it states a novel bound
on the approximation error with respect to the op-
timal average reward of that of a policy optimal
for the discounted reward. Since learning with
discounted rewards is generally easier, this discus-
sion further justifies finding a fair policy for the
average reward by learning a fair policy for the
discounted reward. Thus, we describe how sev-
eral classic deep RL algorithms can be adapted
to our fair optimization problem, and we validate
our approach with extensive experiments in three
different domains.
1. Introduction
The progress in artificial intelligence (AI) and its use in
autonomous systems have created a lot of opportunities as
well as challenges for human society. Indeed, a well-trained
AI system can automate or solve some tasks better than
humans (Pilarski et al., 2011; Silver et al., 2017). However,
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current AI methods do not handle well situations where they
impact many users.
The usual approach in those AI systems consists in maximiz-
ing a single overall utility (measuring for instance efficiency,
accuracy, or task fulfillment). When an AI system affects
many users, a utilitarian objective is generally adopted,
where the individual utilities of all users are summed (or
equivalently averaged). Yet, such approach does not guaran-
tee that users are treated equitably. Indeed, in order to obtain
an efficient global solution for the utilitarian objective, the
utility of some users may be sacrificed. Thus, fairness con-
siderations during the design of autonomous systems are
critical if we want users to accept and trust them.
One typical solution to the previous issue is to resort to
an egalitarian approach where the objective becomes to
maximize the utility of the worse-off user. However, a direct
application of this maxmin approach may not yield strictly
efficient solution for all users because of the focus on only
one user. In this paper, we adopt a more refined definition
of fairness (Moulin, 2004) that relies on three properties:
efficiency, impartiality, and equity (Section 2.3). In order
to encode them, we use the generalized Gini evaluation
function (Weymark, 1981) as the social welfare function
(i.e., the function that defines the overall utility from all the
user utilities).
In this work, we study the optimization of this fair welfare
function in the context of (deep) reinforcement learning
considering both discounted rewards and average rewards.
Our contributions can be summarized as follows:
1. We introduce this novel problem that we call “fair opti-
mization in RL” (Section 3).
2. We investigate its theoretical properties (Section 3.1).
Notably, (1) we establish the sufficiency of stationary
Markov policies for finding fair solutions, (2) we discuss
the possible state-dependency of fair optimality, and (3)
we provide an approximation error bound for using a pol-
icy optimal for discounted rewards instead of one optimal
for average rewards. Interestingly, this last result applied
to single-objective RL leads to a novel, simple, and inter-
pretable bound, which is of independent interest.
3. We adapt three deep RL algorithms for solving our fair
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optimization problem (Section 4).
4. We provide extensive experimental results in three dif-
ferent domains (Section 5), which validate our propositions.
In the next section, we present the necessary background
before presenting our contributions.
2. Background
In this section, we first recall Markov decision processes,
and their extension to the multiobjective setting. Then, we
motivate and review the welfare function called generalized
Gini social welfare function, which encodes fairness.
Notations. Matrices are denoted in uppercase and vectors
in lowercase. Both are written in bold. The identity matrix
is denoted I . Vectors are column vectors, except for those
denoting probability distributions, which are row vectors.
2.1. Markov Decision Processes
A Markov Decision Process (MDP) (Puterman, 1994) is
defined as a tuple of the following elements: a finite set of
states S, a finite set of actions A, transition matrices Pa
for each a ∈ A where Pa,ss′ denotes the probability of
reaching state s′ after performing action a in state s, reward
vectors ra for each a where ra,s is the reward obtained af-
ter performing a in s, and probability distribution d0 over
initial states. In this model, a policy pi defines a procedure
that specifies how actions are selected in states. A policy
is stationary if the same procedure is used at every time
steps. It is Markov if it selects actions only based on the
current state. In this paper, unless otherwise stated, policies
are stationary and Markov. A policy can be deterministic
(i.e., ∀s, pi(s) ∈ A) or stochastic (i.e., ∀s, a, pi(a | s) de-
notes the probability of selecting a in s). Deterministic
policies are special cases of stochastic ones. By extension,
we write Ppi for Ppi,ss′ =
∑
a pi(a | s)Pa,ss′ and rpi for
rpi,s =
∑
a pi(a | s)ra,s. A policy induces a Markov reward
process whose transitions and rewards are resp. Ppi and rpi .
In reinforcement learning (RL), Pa’s and ra’s are usually
unknown. The goal in an MDP or in RL is to find a policy
that optimizes some performance measure, such as the ex-
pected discounted total reward or expected average reward.
Using the discounted-reward criterion, the value function
vpi of a policy pi from an initial state s is defined by:
vpi,s = EPpi
[ ∞∑
t=1
γt−1rt | s
]
, (1)
where EPpi is the expectation taken with respect to Ppi,
γ ∈ [0, 1) is a discount factor, and rt is the random variable
that represents the reward obtained at time step t. Given
initial distribution d0, an optimal policy is given by:
argmax
pi
d0vpi. (2)
Interestingly, the objective function can be rewritten as fol-
lows: d0vpi = dpiγrpi where dpiγ is the discounted occu-
pation distribution1 over states of pi, which is defined as
dpiγ =
∑∞
t=0 γ
td0P
t
pi with P
0
pi = I and P
t
pi = P
t−1
pi Ppi.
Value dpiγ ,s represents the total discounted probability of
visiting state s under policy pi from initial distribution d0. A
policy that is a solution of Problem (2) is called γ-optimal
and denoted pi∗γ .
Using the average-reward criterion, the value function of
a policy pi is usually called gain and denoted gpi. For an
initial state s, it is defined by:
gpi,s = lim
h→∞
1
h
EPpi
[
h∑
t=1
rt | s
]
. (3)
Given a distribution over initial states d0, the expected
average reward µpi obtained by a policy pi is defined by
µpi = d0gpi. It can also be expressed as µpi = dpirpi where
dpi is the stationary distribution of policy pi, which is defined
as the Cesa`ro-limit2 of d0P npi . Distribution dpi represents
the proportion of time policy pi spends in each state. For the
average-reward criterion, an optimal policy is obtained by:
argmax
pi
µpi. (4)
A policy that is a solution to this problem is called average-
optimal and denoted pi∗1 .
The average reward criterion is often preferred in problems
where the interaction between agent and environment goes
on for a long time horizon. However, the two criteria are
intimately connected (Baxter & Bartlett, 2001), i.e., for any
policy pi, we have dpivpi = µpi1−γ .
In this paper, we assume that MDPs are weakly communi-
cating3. Interestingly, in such MDPs, the optimal gain gpi∗1
is constant, i.e., independent of the initial state.
When the state or action space becomes too large or contin-
uous, function approximation is needed to allow generaliza-
tion. With parametric function approximation (e.g., neural
networks or linear function), a function f is approximated
1Technically speaking, it is not a probability distribution as it
is not normalized.
2 The Cesa`ro-limit of sequence un as n → ∞ is given by
limn→∞ 1n
∑n−1
i=0 ui. It is a generalized notion of limit and is
equal to the standard limit, if the latter exists.
3 An MDP is weakly communicating if its states can be parti-
tioned into two classes: one in which all states are transient under
every stationary policy, and the other in which any two states can
be reached from each other under some stationary policy.
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by fˆ(θ) where θ denotes the parameters to be learned. In
RL, both value functions or policies can be approximated.
Standard deep RL methods are usually designed for dis-
counted rewards. For instance, Deep Q Network (DQN)
is an efficient extension of Q-Learning (Mnih et al., 2015).
DQN combines bootstrapping, off-policy updates and func-
tion approximation. To improve the learning stability it
relies on experience replay (Lin, 1991) and target net-
works. Two approximations of the Q value function
Qpi(s, a) = EPpi
[∑∞
t=1 γ
t−1rt | s, a
]
are learned respec-
tively parametrized by θ and θ′. The target network as-
sociated with θ′ is periodically updated towards θ. To
update θ, the regression target is: Qˆθ(s, a) = r +
γmaxa′∈A Qˆθ′(s′, a′) where (s, a, s′, r) is a tuple drawn
from the replay buffer respectively composed of a state, an
action, a next state and a reward.
A policy can also be approximated and parametrized by
θ. The policy gradient (Sutton et al., 2000) gives the
direction in which the parameters should be updated:
∇θJ(piθ) = Es∼dpi,a∼piθ(·|s)[Api(s, a)∇θlog piθ(a|s)]
where Api(s, a) = Qpi(s, a)− Vpi(s) is the advantage func-
tion. Since this function is unknown, it needs to be esti-
mated, which can be done in different manners. In Ad-
vantage Actor-Critic (A2C), the advantage is estimated by
AˆA2C(st, at) =
∑
t=1 γ
t−1rt − Vˆ (st) where Vˆ (st) is ap-
proximated by a critic network (Mnih et al., 2016). The A2C
actor update derives from the policy gradient obtained from
JA2C(piθ) = Es∼dpi,a∼piθ(·|s)[AˆA2C(s, a)]. In Proximal Pol-
icy Optimization (PPO), the advantage AˆPPO is estimated
with λ-returns (Schulman et al., 2017). It also derives from
the policy gradient but with an additional constraint mitigat-
ing the policy changes. It is obtained from JPPO(piθ) =
Es∼dpi,a∼piθ(·|s)[min(ρθAˆPPO(s, a), ρ¯θAˆPPO(s, a))] where
ρ¯θ = clip(ρθ, 1 − δ, 1 + δ), ρθ = piθ(a|s)pib(a|s) , pib is the pol-
icy that generates the transitions and δ is a hyperparameter
to control the constraint.
2.2. Multiobjective Markov Decision Process
A multiobjective MDP (MOMDP) is an MDP where rewards
are vectors (instead of scalars) whose components, called
objectives, are interpreted as different criteria (e.g., length,
cost, duration) in the multicriteria setting, and as individual
utilities in the multi-agent setting. Formally, the reward
function of an MOMDP is redefined as follows: Ra,s ∈ RD
where D is the number of objectives. Consequently, value
functions (now denoted V ,Q,G) also take values in RD.
All the previous definitions for MDPs extend naturally to
MOMDPs. Notably, with discounted rewards, (1) becomes:
Vpi,s = EPpi
[ ∞∑
t=1
γt−1Rt | s
]
, (5)
where Vpi can be seen as a |S|×D matrix andRt represents
the random vector reward obtained at time step t.
With average reward, the gain (3) becomes:
Gpi,s = lim
h→∞
1
h
EPpi
[
h∑
t=1
Rt | s
]
, (6)
whereGpi can be seen as a |S| ×D-dimensional matrix.
Multiobjective optimization in MOMDPs amounts to solv-
ing the following problem: argmaxpi J(pi) where J(pi) is
the multiobjective version of either (2) or (4), and the vector
maximization is with respect to Pareto dominance4. As
there is no risk of confusion, Pareto dominance is simply
denoted ≥ for its weak form and > for its strict form.
A policy whose value function (or gain) is not Pareto-
dominated is called Pareto-optimal. The usual approach
in MOMDPs is to compute all the Pareto-optimal solutions.
However, the number of such solutions may be very large
in some problems and such approach may be infeasible in
general. Indeed, there are some MOMDP instances where
the number of Pareto-optimal policies are exponential in the
MOMDP size (Perny et al., 2013).
In practice, and especially in RL with an autonomous agent,
one is rather interested to focus on one solution, typically
one that finds a good balance between all the objectives. One
naive way to focus on only one solution is to use a weighted
sum to combine the objectives. However, this technique
does not provide any control on how balanced the objective
values are. A better method is to use a non-linear function
to combine the objectives. In our context of multiple users,
finding balanced solutions amounts to finding fair solutions.
We detail our approach for fairness next.
2.3. Generalized Gini Social Welfare Function
In this paper, we require an optimal solution to satisfy three
properties to quality as a fair solution:
Efficiency A fair solution should be Pareto-optimal.
Impartiality A fair solution should satisfy the “equal
treatment of equals” principle, which states that users with
identical characteristics should be treated similarly.
Equity A fair solution should satisfy the Pigou-Dalton
principle (Moulin, 2004). Intuitively, this principle states
that given a utility vector v ∈ RD, a transfer from a better-
off user to a worse-off user yields a new vector that should
be preferred. Formally, for any indices i and j, if vi > vj ,
then for any  such that vi − vj >  > 0, the new vector
v − ei + ej is preferred to v, where ei denotes the i−th
canonical basis vector5.
4 ∀v,v′ ∈ RD , v weakly Pareto-dominates v′ ⇔ ∀i,vi ≥ v′i.
Besides, v Pareto-dominates v′ ⇔ ∀i,vi ≥ v′i and ∃j,vj > v′j .
5Vector ei is such that eij = 0 for i 6= j and eii = 1.
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The first property is natural because choosing a Pareto-
dominated solution would be irrational. The second one
is reasonable in the context of fairness. It holds in our work
by assumption: we assume that all the objectives are equal
and should therefore be treated in the same way. The third
one is the key property in the context of fair optimization, as
it captures in a natural way the idea that we prefer solutions
whose utility distribution over users is balanced.
In order to implement concretely those three principles,
we resort to a welfare function called the generalized Gini
social welfare function (GGF) (Weymark, 1981). GGF is
defined as follows:
GGFw(v) =
D∑
i=1
wiv
↑
i , (7)
where v ∈ RD, w ∈ RD is a fixed positive weight vector
whose components are strictly decreasing (i.e., w1 > . . . >
wD), and v↑ corresponds to the vector with the components
of vector v sorted in an increasing order (i.e., v↑1 ≤ . . . ≤
v↑D). Furthermore, we assume without loss of generality
that the GGF weight vectorw is normalized and sum to one
(i.e., w ∈ [0, 1]D and∑Di=1wi = 1).
GGF satisfies the required three properties (Weymark, 1981).
As the GGF weights are positive, GGF is monotonic with
respect to Pareto dominance. It therefore satisfies the effi-
ciency property. Because the components of v are reordered
in (7), GGF is symmetric with respect to its components. It
therefore satisfies the impartiality property. Finally, because
the GGF weights are positive and decreasing, GGF is Schur-
concave (i.e., it is monotonic with respect to Pigou-Dalton
transfers). It therefore satisfies the equity property.
Besides, GGF is a piecewise-linear concave function. In-
deed, it is easy to check that GGF can be rewritten as follows
thanks to its positive decreasing weights:
GGFw(v) = min
σ∈SD
wᵀσv, (8)
where SD is the symmetric group of degree D (i.e., set
of permutations over {1, . . . , D}), σ is a permutation, and
wσ = (wσ(1), . . . ,wσ(D)). Equation (8) holds since the
minimum is attained by assigning the largest weight to the
smallest component of v, the second-largest weight to the
second-smallest component of v, and so on.
Although GGF is not the only fair welfare function, it enjoys
nice properties: (1) simplicity, as it is a weighted sum in
the Lorenz space (Chakravarty, 1990; Perny et al., 2013),
(2) its well-understood properties axiomatized by Weymark
(1981), (3) its generality.
GGF can cover various special cases by setting its weights
appropriately, e.g.:
• If w1 → 1, w2 → 0, ..., wD → 0, GGF corresponds to
the maxmin egalitarian notion of fairness (Rawls, 1971).
• If w1 → 1, w2 → ε, ..., wD → ε, GGF corresponds to
the regularized maxmin egalitarian notion of fairness.
• If w1 → 1/D, ..., wD → 1/D, GGF corresponds to
the utilitarian approach.
• If wk/wk+1 → +∞, GGF corresponds to the leximin
notion of fairness (Rawls, 1971; Kurokawa et al., 2015).
3. Fair Policies in RL
By integrating GGF with MOMDPs, we can now formally
formulate the fair optimization problem investigated in this
paper, which is the problem of determining a policy that
generates a fair distribution of rewards to D fixed users:
argmax
pi
GGFw(J(pi)), (9)
where J(pi) can be defined with the discounted or aver-
age reward. As GGF is a concave function, (9) defines a
convex optimization problem. This problem defined with
discounted rewards is called GGF-γ problem, while that
with average rewards is called GGF-average problem. Their
solutions are respectively called GGF-γ-optimal and GGF-
average-optimal policies.
In this paper, we aim at solving this problem in the RL
setting. As GGF is a non-linear function, fair optimization
is a non-linear convex optimization problem. This brings
novel difficulties, which we discuss next.
3.1. Theoretical Discussions
In this part, we discuss three important points related to fair
optimization in MOMDPs: (i) which subset of policies is
guaranteed to contain an optimal solution, (ii) fair solution
may depend on initial states, and (iii) how close is the GGF
of the average vector reward of a GGF-γ-optimal policy to
that of the optimal average vector reward. The proofs of our
theoretical results can be found in Appendix A.
Sufficiency of Stationary Markov Policies. A first ques-
tion related to Problem (9) is which types of policies are
optimal among the set of all (possibly non-stationary) poli-
cies. The following lemma, which has not been stated and
proved formally to the best of our knowledge, shows that
there always exists a GGF-(γ or average)-optimal stationary
stochastic Markov policy for Problem (9).
Lemma 3.1. For any MOMDP, Problem (9) admits a solu-
tion that is a stationary stochastic Markov policy.
Note that this result holds in fact for any monotonic function,
not only GGF in Problem (9). It implies that one can search
for an optimal policy in the smaller set of stationary stochas-
tic Markov policies instead of the set of all policies. Also,
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note that contrary to the single-objective case, a determin-
istic policy may not be optimal (Busa-Fekete et al., 2017)
because fairer solution can be obtained via randomization.
Possibly State-Dependent Optimality. For the GGF-γ
problem, it is known that optimality depends on initial states
or more generally on the distribution over initial states. (see
Example 3.2).
s1 s2 s3
(7, 0) (0,
7
γ
)
(0, 0) ( 5
γ
, 5
γ
)
Figure 1. Example of MDP where optimality for Problem (9) with
discounted rewards depends on states.
Example 3.2. The following example adapted from
(Ogryczak et al., 2013) shows that a GGF-γ-optimal pol-
icy depends on initial states. Consider the deterministic
bi-objective three-state MDP depicted in Figure 1 where
arcs represent actions, arc weights correspond to vector
rewards, and γ ∈ [0, 1) is a discount factor. Each state has
two actions (Up, Down), except state s3, which is an ab-
sorbing state. Assumew = (5/9, 4/9). Then, from s1, the
optimal policy pi1 chooses Up in s1, and Up in s2. However,
viewed from s2, pi1 is not optimal, because action Down is
preferred in s2.
This point raises a potential difficulty when applying a γ-
optimal policy: depending on which state is visited, one may
have an incentive to switch to another policy. In decision the-
ory, this issue is called dynamic inconsistency of preferences
(McClennen, 1990). Besides, it implies that the Bellman
principle of optimality does not hold anymore and therefore
dynamic programming cannot be directly used for comput-
ing fair optimal solutions. However, we can prove that for
with average reward, preferences stay state-independent as
the gain of the optimal policy is constant.
Lemma 3.3. For any weakly-communicating MOMDP, the
GGF-average problem admits a solution that is a stationary
stochastic Markov policy with constant gain.
Approximation Error A common practice in RL is to
find an approximately optimal policy for the average reward
by solving the related discounted reward problem. In the
single-objective case, (Kakade, 2001) proved that doing so,
the difference between the gain of a γ-optimal policy and
the optimal gain can be bounded:
Theorem 3.4. Assume Ppi∗1 has n distinct eigenvalues. Let
U = (u1, . . . ,u|S|) be the matrix of its right eigenvectors
with the corresponding eigenvalues λ1 = 1 > |λ2| ≥ . . . ≥
|λ|S||. Then,
µpi∗γ ≥ µpi∗1 − κ2(U)‖r‖
1− γ
1− γ|λ2| ,
where κ2(U) = ‖U‖2‖U−1‖2 is the condition number of
U , ‖U‖2 = maxx:‖x‖=1 ‖Ux‖, and ‖x‖ is the Euclidean
norm for any vector x.
To the best of our knowledge, this is the only known bound
for such approximation error. However, it only holds if Ppi∗1
has n distinct eigenvalues and it may be hard to interpret
and evaluate in practice as it involves the condition number
of the corresponding eigenvector matrix.
This motivates us to prove an alternative bound. Using a ma-
trix decomposition approach based on Laurent series expan-
sion and Drazin generalized inverse, Lamond & Puterman
(1989) proved the following relation between the discounted
value function and the gain of a stationary policy.
Theorem 3.5. For any MDP, any stationary policy pi, and
any γ ∈ ( σ(HPpi )σ(HPpi )+1 , 1),
vpi =
1
1− γ gpi +
1
γ
∞∑
n=0
(
γ − 1
γ
)n
Hn+1Ppi rpi, (10)
whereHPpi is the Drazin inverse of I − Ppi , which is given
by (I−Ppi+P ∗pi )−1(I−P ∗pi ), P ∗pi is the Cesa`ro-limit ofP npi
for n → ∞, and σ(HPpi ) is the spectral radius of matrix
HPpi .
Using Th. 3.5, and assuming γ close enough to 1, we can
prove an error bound for GGF (policies are GGF-optimal):
Theorem 3.6. For any weakly-communicating MOMDP:
GGFw(µpi∗γ ) ≥ GGFw(µpi∗1 )
−R(1− γ)
(
ρ(γ, σ(HPpi∗1
)) + ρ(γ, σ(HPpi∗γ ))
)
,
whereR = maxpi ‖Rpi‖1 and ρ(γ, σ) = σγ−(1−γ)σ .
Interestingly, Theorem 3.6 applied to the single-objective
case (D = 1) yields an alternative approximation error
bound, which is more general than that of Theorem 3.4.
Corollary 3.7. For any weakly-communicating MDP:
µpi∗γ ≥ µpi∗1−r(1−γ)
(
ρ(γ, σ(HPpi∗1
)) + ρ(γ, σ(HPpi∗γ ))
)
where r = maxpi ‖rpi‖.
The bounds in Theorem 3.6 and Corollary 3.7 clearly show
that when γ → 1, the approximation error tends to zero
as expected. Like in the bound in Theorem 3.4, the error
depends on instance-specific constants. Here, it mainly de-
pends on the spectral radius of the Drazin inverse of I −Ppi
where pi is either a GGF-γ-optimal or GGF-average-optimal
policy. This spectral radius can be intuitively interpreted as
a measure of how long the policy could spend in transient
states (and therefore, as a measure of how long the policy
takes to converge to its average reward). Indeed, a larger
σ(HPpi ) implies a larger ρ(γ, σ(HPpi )) and a larger bound.
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4. Algorithms
In this section, we explain how to modify the DQN and
policy gradient algorithms in order to solve Problem (9)
with discounted rewards. As previously discussed, it can
provide approximate solutions to that problem with average
rewards for γ close enough to 1.
DQN. To optimize GGF, we modify the deep Q network
(DQN) to take their values in R|A|×D instead of R|A|. DQN
is trained to predict the multiobjectiveQ function. Note that
directly predicting the GGF values would have prevented
bootstrapping. Thus, the regression target of DQN becomes:
Qˆθ(s, a) = r + γQˆθ′(s
′, a∗),
where a∗ = argmaxa′∈A GGFw
(
r + γQˆθ′(s
′, a′)
)
. This
adapted version of DQN is called GGF-DQN.
Note that ideally, a∗ should be selected as
argmaxa′∈A GGFw
(
Es′
[
r + γQˆθ′(s
′, a′)
)]
. How-
ever, it is hard to compute even if the expectation is
estimated by a sample mean. Therefore, our modification of
DQN optimizes in fact an expectation of GGF, and not a
GGF of an expectation. By Jensen inequality, this implies
that we are actually optimizing a lower bound of the correct
objective function.
Policy Gradient Methods. A natural alternative ap-
proach for solving Problem (9) is to use a policy gradient
method. Contrary to the adaptation of DQN, it directly op-
timizes the desired objective function. Another advantage
is that it can learn a stochastic policy, which may strictly
dominate a deterministic one for GGF.
The policy gradient is formulated as follows for GGF:
∇θGGFw(J(piθ)) =∇J(piθ)GGFw(J(piθ)) · ∇θJ(piθ)
=wᵀσ∇θJ(piθ),
where∇θJ(piθ) is a D×N matrix representing the classic
policy gradient over the D objectives, wσ is sorted accord-
ing to J(piθ) and N is the number of policy parameters.
In the experiments, we applied it to PPO and A2C:∇θJ(piθ)
is respectively replaced by ∇θJPPO(piθ) and ∇θJA2C(piθ).
In order to sortw, the initial states are stored to empirically
estimate J(piθ) = Es0∼d0 [Vˆ (s0)] where Vˆ : S → RD is
approximated with the critic. The resulting algorithms are
called respectively GGF-PPO and GGF-A2C.
5. Experimental Results
To test our three algorithms, we carried out experiments
in three different domains (for detailed descriptions, see
Appendix B): (i) Species conservation (SC), (ii) Traffic light
control (TL), (iii) Data center control (DC). The first domain
(SC) corresponds to a conservation problem encountered
in ecology, where the goal is to maintain the populations
of several interacting endangered species. We adapt the
two-species model proposed by Chade`s et al. (2012) to
specifically take into account fairness with respect to the
two species, namely an endangered species (sea otters) and
its prey (northern abalone). A state encodes the population
numbers of the species. The transition function is based
on the population growth models for both species taking
into account factors such as poaching (for abalones) or oil
spills (for sea otters). In order to keep the two populations
balanced, five actions are considered: do nothing introduce
sea otters, enforce antipoaching, control sea otters, and one-
half antipoaching and one-half control sea otters. Vector
rewards correspond to scaled species densities (in m−2).
The second domain (TL) corresponds to the classic traffic
light control problem, in which an agent controls the traffic
lights at one intersection in order to optimize traffic flow.
The usual approach to this problem amounts to minimizing
the expected sum of waiting times over all lanes. Instead,
we propose to take into account fairness with respect to each
road (D = 4 in our experiments). In other words, the goal
is to learn a controller that optimizes the expected waiting
times per road. More specifically, we consider an eight-lane
intersection, where the four directions have 2 lanes. A state
is composed of the total waiting time and density of cars (in
[0, 1]) stopped at the intersection in each lane. It also con-
tains the current phase (i.e., which lanes and directions have
green/red lights) of the traffic lights. An action corresponds
to a change of phase. Traffic randomly generated with fixed
distributions. At each time step vehicles are emitted ran-
domly with the given probability by following a binomial
distribution. The binomially distributed flow approximates
a Poisson distribution for small probabilities that a number
of random events happens with certain rate independently.
A reward is a vector whose components are the sums of
negative waiting times for each lane.
The third domain (DC) is a data center control problem,
where a centralized controller manages a computer network
that is shared by a certain number of hosts in order to opti-
mize the bandwidths of each host (Ruffy et al., 2019). Here,
fairness is expressed with respect to hosts (D = 16 in our
experiments). This kind of problem can typically occur in
software-defined networking (SDN) for instance. A state en-
codes network statistics (i.e., queue length, derivative over
time of queue length, number of packet drops, and queue
length above some limit) and the current bandwidth alloca-
tion to hosts. An action is a vector of bandwidth allocation.
Traffic between hosts is randomly generated. A reward is a
vector whose components are bandwidths per host penalized
by a sum of queue lengths (in order to avoid bufferbloat).
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The three domains are roughly ranked in increasing com-
plexity (with also increasing number of objectives). The
first two domains have discrete state-action spaces, while
the third has continuous state-action spaces. As they are all
episodic problems, they are all communicating (MO)MDPs.
On those domains, we typically ran DQN, PPO, A2C, and
their adaptations to GGF (i.e., GGF-DQN, GGF-PPO, GGF-
A2C). The hyperparameters of the algorithms were opti-
mized (Appendix C) and all the experiments were conducted
using Lightweight HyperParameter Optimizer (LHPO), an
open source library used to run parallel experiments on a
cluster (Zimmer, 2018). Two computers with double CPU
sockets have been used (Intel Xeon CPU E5-2678 v3). The
unnormalized GGF coefficients are defined as wi = 12i
from 0 to D − 1. All the experimental results (e.g., plots)
are averaged over 50 (resp. 20) runs with different seeds for
SC and TL (resp. DC as it is a complex environment).
We now present the main results of ours experiments (for
more, see Appendix D). They have been designed to answer
the following questions: (A) What is the impact of optimiz-
ing GGF instead of the average of the objectives? (B) How
do the algorithms adapted to GGF compare with each other
and with their standard versions? (C) How do fair determin-
istic and stochastic policies compare? (D) What is the effect
of γ with respect to GGF-average optimality? (E) How do
those algorithms perform in continuous domains?
Question (A) In order to answer (A), we discuss the ex-
perimental results of DQN, A2C, PPO and their GGF coun-
terparts in the SC domain. We can first compare them in
terms of the average over the two accumulated densities
during learning phase (see Figure 2). As a sanity check,
the figure also includes the uniformly random policy. As
densities are accumulated over an episode, drops happen in
the curves of all algorithms. As expected, the random policy
performs the worse and standard RL algorithms are the best
because the average density is roughly what is optimized
in those algorithms. An algorithm adapted for GGF would
normally perform worse than its original version in terms
of the average of the objectives, since it trade-offs between
efficiency and equity.
More interestingly, for our purposes, we can compare the
algorithms in terms of the GGF score. After training, the
obtained policies are applied 50 times in the environment.
This score is the GGF of the sample average vector rewards
of the generated trajectories. Figure 3 shows the distribution
of this score for the policies learned by DQN, A2C, PPO
and their GGF algorithms. The number of steps during
training and testing is 3650 (corresponding to 10 years). As
expected, all the three GGF algorithms have higher GGF
score than their original algorithms.
As the GGF score does not directly give a clear picture of
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Figure 2. Average accumulated densities of DQN, A2C, PPO and
their GGF versions during the learning phase with those of the
random policy in the SC domain.
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Figure 3. GGF scores of DQN, A2C, PPO and their GGF algo-
rithms during the testing phase in the SC domain.
how balanced the objectives are, we also provide the plots of
non-aggregated accumulated densities estimated after train-
ing (Figure 4), which can easily be done for the SC domain
as it is bi-objective. We can observe again that standard RL
algorithms obtain higher total accumulated densities than
their GGF counterparts. However, the individual densities
of the two species for the standard approaches are much
more unequal than those obtained with our approach, which
provides much fairer solutions.
Because we cannot easily display the non-aggregated objec-
tives in all the domains, we introduce additional statistics to
evaluate fairness. Notably, the Coefficient of Variation (CV),
which can be understood as a simple measure of inequality.
In Figure 5, every algorithm optimizing GGF have a lower
CV and a higher minimum density.
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Figure 4. Individual densities for DQN, A2C, PPO and their GGF
versions during the testing phase in the SC domain.
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Figure 5. CV, minimum and maximum densities of DQN, A2C,
PPO and their GGF counterparts during the testing phase in the
SC domain.
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Figure 6. Average waiting times of DQN, A2C, PPO, and their
GGF counterparts during learning phase, and those of the fixed
and random policies in the TL domain.
Question (B) To answer (B), we turn to the TL domain,
a more complex environment. Figure 6 shows the waiting
times averaged over all the lanes obtained during the learn-
ing phase by the six different RL algorithms we considered.
As a reference, we added the performances of the random
policy and a fixed policy. This latter policy cycles between
all the phases at a fixed frequency, which has been optimized
over many simulations. The fixed policy naturally performs
better than the random one. When training ends, it is worse
than all RL algorithms. As expected, all standard algorithms
performs better than their GGF counterparts, because the av-
erage accumulated waiting times correspond to the measure
optimized by the original algorithms.
Figure 7 depicts the GGF score (over minus waiting times)
computed after training. It also includes results for PPO
and GGF-PPO with two different values of γ (i.e., 0.99
and close to 1), which we discuss in the answer to (D).
Although, the fixed policy is not included for space reasons
as it has the worse GGF-performance, we note that GGF-
DQN performs better than the fixed policy, which shows
that GGF-DQN has indeed optimized for fairness. All the
three GGF algorithms have better GGF scores than their
original counterparts. GGF-PPO achieves the best score.
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Figure 7. GGF scores of DQN, A2C, PPO, and their GGF versions,
with those of PPO and GGF-PPO when γ is close to 1, during the
testing phase in the TL domain.
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Figure 8. CV, minimum and maximum waiting times of DQN,
A2C, PPO and their GGF counterparts during the testing phase in
the TL domain. The minimum and maximum waiting times have
been divided by 3000 to be displayable with the CV.
To confirm that those high GGF scores correspond to fairer
solutions, we can indeed observe in Figure 8 that our pro-
posed algorithms always achieve a lower CV than their
original algorithms. Among all the algorithms, PPO per-
forms the best as it has the lowest waiting time. Similar to
PPO, GGF-PPO also has lower waiting times in all roads
but with more balanced distributions of waiting times in
each road.
Question (C) Algorithms optimizing a stochastic policy
often perform better than DQN in terms of the average (or
total) of the objectives (see Figure 2, Figure 6, or Figure 23
in Appendix). However, in terms of GGF, for a simple do-
main like SC, GGF-DQN actually performs well, while the
conclusion is reversed for a more complex domain such as
TL. This may be due to the partial observability of the do-
main and the use of GGF, which calls for stochastic policies
for fairer solutions (as suggested by our theoretical discus-
sion). Figure 6 indicates that the price of fairness (i.e., loss
in terms of the average of the objectives for optimizing GGF
instead of a utilitarian criterion) is limited.
Question (D) We also ran the algorithms with γ very
close to 1, i.e., γ = 0.99999. The last two boxplots of
Figure 7 show that the results for GGF-PPO are very similar
to those with γ = 0.99. This indicates that the policy found
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Figure 9. GGF scores of A2C, PPO, and their GGF versions, with
those of a fixed policy, during the testing phase in the DC domain.
by GGF-PPO is close to GGF-average optimal. Also, this
suggests that in practice, except for difficult MDP structures,
using γ = 0.99 is sufficient.
Question (E) Although our theoretical discussion con-
cerned finite MOMDPs, we conjecture that similar results
could be obtained in continuous spaces by adding some
usual technical conditions (Arapostathis et al., 1993). There-
fore, we also tried our approach (with A2C and PPO) on the
DC domain, whose states and actions are continuous.
Figure 9 illustrates the offline performance of A2C, PPO,
GGF-A2C, and GGF-PPO in terms of GGF score. As a
reference, it also includes the GGF score of a fixed policy.
As expected, the fixed policy has the lowest GGF score.
GGF-A2C and GGF-PPO have better GGF scores than their
original counterparts.
This shows clearly that if a fair policy is important, the
usual approach based on a weighted sum to aggregate the
objectives (with equal weights) is insufficient.
Figure 10 illustrates the performances of different RL al-
gorithms and their GGF algorithms with those of the fixed
and the random policy in terms of their CV, minimum and
maximum of bandwidths. As expected, the random policy
performs worse as it has the lowest minimum and maxi-
mum bandwidths and also obtain the lowest accumulated
bandwidth. The fixed policy performs better than random
one. The GGF versions of A2C and PPO have lower CV
which indicates that their are more fairer than their original
algorithms.
For more experimental details and results, see the appendix.
6. Related Work
Fair optimization in applied mathematics, operations re-
search, and theoretical computer science is an active re-
search direction (Ogryczak et al., 2014). Numerous clas-
sic continuous and combinatorial optimization problems
(Hurkala & Sliwinski, 2012; Ogryczak et al., 2013; Nguyen
& Weng, 2017; Lesca et al., 2019) have been extended
to take into account fairness. However, these works as-
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Figure 10. CV, minimum and maximum bandwidths of A2C, PPO
and their GGF counterparts during the testing phase in the DC
domain.
sume that the whole model is known and therefore only
focuses on the fair optimization problem since no learning
is needed. One notable work among them (Ogryczak et al.,
2013) solves Problem (9) with discounted rewards using a
linear-programming approach, which is possible only if the
transition and reward functions are known. In contrast, in
our work, we solve Problem (9) in the RL setting consider-
ing both discounted and average rewards and also tackling
problems with large or even continuous state space.
Fairness considerations have recently become an important
topic in machine learning (Busa-Fekete et al., 2017; Spe-
icher et al., 2018; Agarwal et al., 2018; Heidari et al., 2018;
Jiang & Lu, 2019; Weng, 2019). Most work focuses on
the impartiality aspect of fairness. However, a few notable
exceptions consider fair optimization in sequential decision-
making problems. Busa-Fekete et al. (2017) investigate a
problem similar to ours but in the multi-armed bandit set-
ting. Jiang & Lu (2019) consider the problem of learning
fair policies in multi-agent RL where fairness is defined
over agents and encoded with a different welfare function.
Besides, their focus is on learning decentralized policies in
a distributed way using a consensus mechanism. Finally,
another recent work deserves to be mentioned here although
it does not specifically deal with fairness. Cheung (2019)
investigates a problem more general than ours in the UCRL
setting (Jaksch et al., 2010) where the focus is on regret min-
imization for solving efficiently the exploration-exploitation
dilemma. That work also deals with non-stationary deter-
ministic policies in tabular MDPs, contrary to our work.
7. Conclusion
In this work, we introduced the novel problem of fair op-
timization in RL, which we theoretically discussed. We
proposed adaptations of three deep RL algorithms to solve
large-scale problems and provided an extensive empirical
validation. As future work, we may consider other fair wel-
fare functions (Ogryczak et al., 2014), extend to distributed
control, or directly adapt RL algorithms for average reward.
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Appendix: Learning Fair Policies in Multi-Objective Deep Reinforcement
Learning with Average and Discounted Rewards
A. Proofs of Theoretical Discussion
For better legibility, we first recall the equations and results that we need for our proofs.
GGFw(v) = min
σ∈SD
wᵀσv (8)
where SD is the symmetric group of degree D (i.e., set of permutations over {1, . . . , D}), σ is a permutation, and
wσ = (wσ(1), . . . ,wσ(D)).
Theorem A.5. (Lamond & Puterman, 1989) For any MDP, any stationary policy pi, and any γ ∈ ( σ(HPpi )σ(HPpi )+1 , 1),
vpi =
1
1− γ gpi +
1
γ
∞∑
n=0
(
γ − 1
γ
)n
Hn+1Ppi rpi (10)
whereHPpi is the Drazin inverse of I − Ppi , which is given by (I − Ppi + P ∗pi )−1(I − P ∗pi ), P ∗pi is the Cesa`ro-limit of P npi
for n→∞, and σ(HPpi ) is the spectral radius of matrixHPpi .
We now present our proofs.
Lemma A.8. For any MOMDP, Problem (9) admits a solution that is a stationary stochastic Markov policy.
Proof. For discounted rewards, a straightforward adaptation of the proof of Theorem 3.1 in (Altman, 1999) shows that the
discounted occupation distribution of any policy can be obtained with that of a stationary stochastic Markov policy. As the
evaluation of policies with GGF is completely determined by their discounted occupation distributions, the GGF of any
policy can be obtained with that of a stationary stochastic Markov policy.
The situation is a bit more complicated for average rewards. We recall two results for single-objective MDPs that can
straightforwardly be extended to multi-objective MDPs. Lemma 2.6 of Kallenberg (2003) states that:
lim
γ↑1
(1− γ)Vpi ≥ Gpi (11)
for any policy pi. However, for such pi, there exists a stationary policy pi+ such that for all γ close to one, (1− γ)Vpi+ ≥
(1− γ)Vpi. Moreover, Corollary 2.5 of (Kallenberg, 2003) states that Inequality (11) becomes an equality for stationary
policies. Therefore, the set of Pareto-optimal gains can be obtained using only stationary policies.
Lemma A.9. For any weakly-communicating MOMDP, the GGF-average problem admits a solution that is a stationary
stochastic Markov policy with constant gain.
Proof. We start by recalling the following property of weakly communicating MDP. By Proposition 8.3.1 in (Puterman,
1994), an MDP is weakly communicating if and only if there exists a stationary stochastic policy pi which induces a Markov
chain with a single closed irreducible class C and a set of states T that is transient under all stationary policies.
Lemma 3.1 shows that we can focus on stationary stochastic Markov policies. Assume by contradiction that all such
policies that are solutions of (9) with average rewards are such that their gains are not constant. Let pi∗1 be such a policy.
By assumption, there exist two states s1 and s2 such that GGFw(µpi∗1 ,s1) > GGFw(µpi∗1 ,s2). Denote Cs1 the set of states
containing s1 that is closed, irreducible, and recurrent with respect to pi∗1 . We have necessarily Cs1 ⊂ C.
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By the previous property of weakly-communicating MDPs, we can define a new policy pi+ such that ∀s ∈ Cs1 , pi+ makes
the same choices as pi∗1 . For all the other states, pi
+ makes the same choices as pi.
By definition, pi+ induces a Markov chain with a single closed irreducible class Cs1 and a set of transient states S\Cs1 . The
gain of policy pi+ is therefore constant and equal to µpi∗1 ,s1 , which contradicts our previous assumption. Therefore, the
lemma holds.
In the next theorem, pi∗γ is GGF-γ-optimal and pi
∗
1 is GGF-average-optimal.
Theorem A.6. For any weakly-communicating MOMDP and any γ ∈ (max(
σ(HPpi∗γ
)
σ(HPpi∗γ
)+1 ,
σ(HPpi∗1
)
σ(HPpi∗1
)+1 , 1),
GGFw(µpi∗γ ) ≥ GGFw(µpi∗1 )−R(1− γ)
(
ρ(γ, σ(HPpi∗1
)) + ρ(γ, σ(HPpi∗γ ))
)
whereR = maxpi ‖Rpi‖1, σ(M) is the spectral radius of matrixM , and ρ(γ, σ) = σγ−(1−γ)σ .
Proof. We start with some notations. For any permutation σ, letMσ be the MDP obtained from the initial MOMDP with
the reward function defined by r˜σa,s = w
ᵀ
σRa,s. Naturally, the MDP and MOMDP have the same policies. An element (e.g.,
optimal policy, value function, gain) corresponding specifically toMσ will be marked with the tilde sign and exponent σ,
e.g., v˜σpi (resp. g˜
σ
pi ) is the value function (resp. gain) of policy pi inMσ .
By (8), there exists σ such that GGFw(µpi∗γ ) = w
ᵀ
σµpi∗γ . We now make two observations regarding pi
∗
γ and pi
∗
1 . Regarding
pi∗γ , we have:
wᵀσ(d0Vpi∗γ )
ᵀ = d0v˜σpi∗γ (12)
≥ GGFw
(
(d0Vpi∗γ )
ᵀ) (13)
≥ GGFw
(
(d0Vpi∗1 )
ᵀ) (14)
= wᵀσ′(d0Vpi∗1 )
ᵀ (15)
= d0v˜
σ′
pi∗1
(16)
where (12) and (16) are obtained by linearity, (13) holds by (8), (14) is true by definition of the two policies, and (15) holds
for some σ′. Regarding pi∗1 , we have:
GGFw(µpi∗1 ) ≤ wᵀσ′µpi∗1 = d0g˜σ
′
pi∗1
(17)
where the inequality comes from (8) and the equality is obtained by linearity.
Using the first observation, we obtain:
d0g˜
σ
pi∗γ
= d0
(
(1− γ)v˜σpi∗γ +
∞∑
n=1
(
γ − 1
γ
)n
HnPpi∗γ
r˜σpi∗γ
)
(18)
≥ (1− γ)d0v˜σ′p˜i∗1 +
∞∑
n=1
d0
(
γ − 1
γ
)n
HnPpi∗γ
r˜σpi∗γ (19)
= d0g˜
σ′
pi∗1
−
∞∑
n=1
(
γ − 1
γ
)n
d0H
n
Ppi∗1
r˜σ
′
pi∗1
+
∞∑
n=1
(
γ − 1
γ
)n
d0H
n
Ppi∗γ
r˜σpi∗γ (20)
≥ GGFw(µpi∗1 )−
∞∑
n=1
(
γ − 1
γ
)n
d0H
n
Ppi∗1
r˜σ
′
pi∗1
+
∞∑
n=1
(
γ − 1
γ
)n
d0H
n
Ppi∗γ
r˜σpi∗γ (21)
where (18) is obtained from (10) applied to p˜i∗γ and rearranging terms, (19) comes from (13), (20) is obtained from (10)
applied to pi∗1 , and (21) holds because the gain of pi
∗
1 is constant by Lemma 3.3.
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We now show how the second term in the right-hand side of the inequality can be bounded:
∞∑
n=1
(
γ − 1
γ
)n
d0H
n
Ppi∗1
r˜σ
′
pi∗1
≤
∞∑
n=1
(
1− γ
γ
)n
‖d0‖‖HnPpi∗1 ‖2‖r˜
σ′
pi∗1
‖ (22)
≤
∞∑
n=1
(
1− γ
γ
)n
‖HPpi∗1 ‖
n
2‖r˜σ
′
pi∗1
‖ (23)
≤
∞∑
n=1
(
1− γ
γ
)n
‖HPpi∗1 ‖
n
2R (24)
=
∞∑
n=1
(
1− γ
γ
)n
σ(HPpi∗1
)nR
= R
(
1
1− 1−γγ σ(HPpi∗1 )
− 1
)
(25)
= R
(1− γ)σ(HPpi∗1 )
γ − (1− γ)σ(HPpi∗1 )
where (22) is obtained by applying the Cauchy-Schwartz inequality, (23) uses ‖d0‖ ≤ 1, (24) uses ‖w‖1 = 1, and (25)
holds by assumption (γ > σ(HPpi∗1 )/(σ(HPpi∗1 ) + 1)).
A similar bound can be found for the third term. Finally, the result follows by plugging the two bounds in (21) and the fact
that GGFw(µpi∗γ ) = w
ᵀ
σµpi∗γ = d0g˜
σ
pi∗γ
, which holds by linearity.
B. Descriptions of Experimental Domains
B.1. Conservation of two endangered species
This domain is based on the model introduced by Chade`s et al. (2012) that describes the interaction of two endangered
species, sea otters and its prey, northern abalones. In this problem, interventions can be taken in order to maintain the
populations of the two species at relatively balanced levels.
The environment for this problem is in fact a partially observable MOMDP and similarly to (Chade`s et al., 2012), we solve
it as an MOMDP. The model can be summarized as follows6 (motivation and more explanation can be found in (Chade`s
et al., 2012)):
• At time step t, a state consists of NOt (the population number of sea otters), NAt (a 10-dimensional vector indexed
from 4 to 13, where NAi,t is the population number of abalones for age group i), and a 10 × 10 matrix representing the
survival rate of abalones for different age and living area. In the model, 10 age groups are considered from 4 to 13: the
enrollment age starts from age 4 and all the ages greater than 13 are pooled together into the 13 age group. The initial state
is fixed to some stable abalone population numbers.
• An observation is defined as a pair (nOt , nAt ) ∈ {1, ..., 21} × {1, ..., 39} where nOt (respectively nAt ) is a discretization
of NOt to represent sea otters (respectively
∑
iN
A
i,t to represent abalones).
• Five management actions are considered: do nothing, introduce sea otters, enforce abalone antipoaching measures,
control sea otters, and one-half antipoaching and one-half control sea otters.
• The transition function is based on the population growth models of the two species taking into account factors such as
poaching and predation (for abalones) or oil spills (for sea otters). The next state is computed in the following order : 1)
apply abalone and sea otter growth models independently of the action, 2) potentially apply culling of sea otters according
to the action, 3) remove abalone because of predation, 4) remove abalone because of poaching according to the action. The
interaction between sea otters and abalone is modeled with a linear function response.
• The reward after performing action a in state st is a vector consisting of two components:
Ra,st =
[
JRso(N
O
t )
JRaba(
∑14
i=3N
A
i,t)
]
6For simplicity, we use similar notations as in (Chade`s et al., 2012) since there is no much risk of confusion with those used in our
main paper.
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where st = (Nt, d3t , . . . , d
14
t ), and the two functions JRso and JRaba are introduced to make a population number of sea
otters and a density of northern abalones commensurable. Note that rewards do not depend on actions here. In (Chade`s
et al., 2012), a scalar reward was defined as the minimum of those two components in order to balance the two objectives.
B.2. Traffic Light Control
We also evaluate our method in the classic traffic light control problem. While the usual approach to this problem consists in
minimizing the expected waiting times averaged over all lanes, we consider the expected waiting times of the four directions
(north, east, south, or west) at the intersection separately. We use Simulation of Urban MObility (SUMO)7 to simulate a
single eight-lane intersection (see Figure 11). Depending on intersections, different numbers of traffic light phases can be
considered. A traffic light phase specifies which lanes have the green light. We assume here that there are four phases NSL,
NSSR, EWL, and EWSR. Phase NSL (North-South Left) corresponds to the case where the green light is given to
cars in the left lanes of the roads coming from the north and south. The cars can only turn left in this phase. Phase NSSR
(North-South Straight and Right) allows cars in the right lanes for the north-south axis to go straight or turn right. Phases
EWL and EWSR are defined similarly for the east-west axis.
Figure 11. SUMO traffic controller simulation.
We formulate the MOMDP for this domain as follows:
• A state is a 20-dimensional vector containing the current traffic light phase (4 phases represented with a one-hot
encoding) and for each lane, its total waiting time and density of cars stopped at the intersection (8× 2).
• An action corresponds to a traffic light phase. Therefore, A = {NSL,NSSR,EWL,EWSR}.
• The transition function depends on the current traffic light phase, how cars drive through the intersection, and how new
traffic is generated.
The duration of each phase is fixed (which corresponds to one time step in the RL problem). The green light time for each
phase is 10 seconds while the yellow time is 4 (if there is a change to a new phase). For simplicity, all the vehicles have the
same characteristics (e.g., car speed, acceleration, length) that are provided by default in SUMO. The phase duration and the
car characteristics determine how many waiting cars can drive through the intersection.
At each time step, for each lane, new vehicles enter the intersection according to a fixed Bernoulli distribution in each
episode. The probabilities used for each lane are provided in Figure 12. They simulate a heavy traffic intersection.
• A reward is a vector of 4 components corresponding to the waiting times of each direction:
Ra,s =

−∑2j=1W 1j (s)
−∑2j=1W 2j (s)
−∑2j=1W 3j (s)
−∑2j=1W 4j (s)

where W ij (s) is the total waiting time of all the cars of the i
th direction and jth lane. The standard approach to this problem
would define the scalar reward as the sum of those components.
7https://github.com/eclipse/sumo
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Figure 12. Probabilities of cars entering in each lane.
B.3. Data Center Traffic Control
In the Data Center (DC) traffic congestion control problem (Ruffy et al., 2019), a centralized controller manages a computer
network that is shared by a certain number of hosts in order to optimize the bandwidths of each host. For the network
topology, a fat-tree topology (see Figure 13 is considered, which has D = 16 hosts, 20 switches with n = 4 ports each,
which leads to a total of 80 queues. For the experiments, we used Mininet8 to simulate the network with the fat-tree topology
using UDP as the underlying transport protocol and goben9 to generate traffic and monitor/collect network information. In
(Ruffy et al., 2019), a reward function was designed such that an RL agent would learn to maximize a sum of host bandwidths
penalized by queue lengths (in order to avoid switch bufferbloats). Here, we instead aim at maximizing separately the
bandwidth of each host penalized by queue lengths, while ensuring fairness.
Figure 13. Network with a fat-tree topology from (Ruffy et al., 2019).
The MOMDP for this problem can be summarized as follows (for motivation and more explanation check (Ruffy et al.,
2019)):
• A state is composed of a n×m matrix that stores the information statistics from the transport and lower layers, where
n is the number of ports in a switch and m is the number of network features (i.e., the queue length, the derivative over time
of the queue length, the number of packet drops and the queue length above the limit). A state also contains information
about the current bandwidth allocation to the D hosts. A bandwidth is a value in [0, 10].
• An action is a D-dimensional vector of bandwidth allocation to the hosts.
• Network traffic between hosts is generated according to an input file (see (Ruffy et al., 2019)).
• The D-dimensional reward vector is defined as follows:
Ra,s = a− 2 ∗ a ∗max
i
qi(s)
where a is the vector action that represents the bandwidth allocation and qi(s) represents the i-th queue length. This
definition is adapted from (Ruffy et al., 2019), which uses the average of the previous components to define a scalar reward.
C. Hyperparameters
For the sake of reproducibility, all the hyperparameters for all the environments are reported in Tables 1, 3 and 2. In those
tables, subscripts ”sc”, ”tl”, ”dc” stand for our three experimental domains, respectively, species conservation, traffic lights
8https://github.com/mininet/mininet
9https://github.com/udhos/goben
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control, and data center traffic control.
Table 1. Set of hyperparameters used during training with PPO and GGF-PPO
HYPERPARAMETER VALUESPPO VALUESGGF−PPO
γ 0.99sc,tl,dc 0.99sc,tl,dc
LEARNING RATE 0.001sc, 0.0005tl, 0.0001dc 0.00005sc,dc, 0.0005tl
N ENVS 10sc,tl, 1dc 10sc,tl, 1dc
N STEPS PER UPDATE 128sc,tl,dc 128sc,tl,dc
CLIPRANGE 0.2tl, 0.1sc, 0.5dc 0.2tl, 0.1sc, 0.5dc
ACTOR NETWORK 64 ∗ 64sc,tl,dc 64 ∗ 64sc,tl,dc
CRITIC NETWORK 64 ∗ 64sc,tl,dc 64 ∗ 64sc,tl,dc
NETWORKS HIDDEN ACTIVATION TanHsc,tl,dc TanHsc,tl,dc
NETWORKS OUTPUT ACTIVATION Linearsc,tl,dc Linearsc,tl,dc
OPTIMIZER Adamsc,tl,dc Adamsc,tl,dc
ADAM EPSILON 1e−5sc,tl,dc 1e
−5
sc,tl,dc
ENT COEF 0.01sc,tl,dc 0.01sc,tl,dc
VF COEF 0.5sc,tl,dc 0.5sc,tl,dc
Table 2. Set of hyperparameters used during training with A2C and GGF-A2C
HYPERPARAMETER VALUESA2C VALUESGGF−A2C
γ 0.99sc,tl,dc 0.99sc,tl,dc
LEARNING RATE 0.0001sc,tl,dc 0.0001sc,tl, 0.0005dc,
N ENVS 10sc,tl, 1dc 10sc,tl, 1dc
N STEPS PER UPDATE 10sc, 5tl,dc 30sc,tl,dc
ACTOR NETWORK 64 ∗ 64sc,tl,dc 64 ∗ 64sc,tl,dc
CRITIC NETWORK 64 ∗ 64sc,tl,dc 64 ∗ 64sc,tl,dc
NETWORKS HIDDEN ACTIVATION TanHsc,tl,dc TanHsc,tl,dc
NETWORKS OUTPUT ACTIVATION Linearsc,tl,dc Linearsc,tl,dc
OPTIMIZER RMSpropsc,tl,dc RMSpropsc,tl,dc
RMSPROP EPSILON 1e−5sc,tl,dc 1e
−5
sc,tl,dc
RMSPROP ALPHA 0.99sc,tl,dc 0.99sc,tl,dc
VALUE FUNC COEF 0.25sc,tl,dc 0.25sc,tl,dc
ENTROPY COEF 0.01sc,tl,dc 0.01sc,tl,dc
Table 3. Set of hyperparameters used during training with DQN and GGF-DQN
HYPERPARAMETER VALUESDQN VALUESGGF−DQN
γ 0.99sc,tl 0.99sc,tl
LEARNING RATE 0.0001sc, 0.0005tl 0.005sc , 0.0005tl
BATCH SIZE 64sc , 128tl 128sc,tl
Q NETWORK 64 ∗ 64sc,tl 64 ∗ 64sc,tl
NETWORK HIDDEN ACTIVATION ReLUsc,tl ReLUsc,tl
NETWORK OUTPUT ACTIVATION ReLUsc,tl ReLUsc,tl
BUFFER SIZE 50000sc,tl 50000sc,tl
EXPLORATION FRACTION 0.1sc,tl 0.1sc,tl
PRIORITIZED REPLAY Falsesc,tl Falsesc,tl
EXPLORATION FRACTION 0.1sc,tl 0.1sc,tl
TARGET NETWORK UPDATE FREQ 500sc,tl 500sc,tl
DUELING Falsesc,tl Falsesc,tl
D. Additional Experimental Results
We present here additional experimental results that were not included in the main document.
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D.1. Conservation of two endangered species
In the SC domain we also perform some weight analysis. As it is a small problem with two objectives, it is easy to
perform those experiments and clearly show how our approach yields more balanced or fairer solutions. In addition to the
experiments that we have shown in the main paper, we also performed experiments where the GGF weights are decreasing
faster. Concretely, GGF coefficients were defined as wi = 12i from 0 to D − 1, while in this set of experiments it is defined
as wi = 110i from 0 to D − 1. Similar conclusions, which we detail next, can be drawn with both sets of weights.
Figure 14 shows the distributions of GGF score for the policies learned by DQN, A2C, PPO and their GGF counterparts. As
expected, all the three GGF algorithms have higher GGF score than their original algorithms. Higher GGF scores means the
solution is more balanced which can be validated from Figure 15.
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Figure 14. GGF scores of DQN, A2C, PPO and their GGF algorithms with wi = 110i during the testing phase in the SC domain.
DQN GGF-DQN A2C GGF-A2C PPO GGF-PPO
0.0
0.2
0.4
0.6
0.8
1.0
A
ve
ra
ge
de
ns
it
y
Sea-otters
Abalones
Figure 15. Individual densities for DQN, A2C, PPO and their GGF versions with wi = 110i during the testing phase in the SC domain.
Similar to the case of wi = 12i , we also compared those GGF algorithms with faster decreasing weights in terms of their
CV, minimum and maximum of densities (Figure 16). As explained before, standard RL algorithms generate unequal
distributions of rewards while our adapted versions of DQN, A2C and PPO generate more balanced solutions. Again the CV
of GGF algorithms is lower than their original algorithms which shows the less variations in their objectives.
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Figure 16. The performances of different RL algorithms and their GGF versions with wi = 110i in the SC domain.
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D.2. Traffic Light Control
To clearly demonstrate that our proposition yields more equitable solutions, we comapre PPO, A2C, DQN and their GGF
counterparts in terms of waiting times per direction, which were estimated after training. As shown in Figure 19, the waiting
times achieved by GGF-PPO is more balanced.
In terms of average waiting times, DQN and GGF-DQN did not work very well. However, from the results in Figure 17, it is
clear that the GGF version of DQN is fairer than the standard DQN.
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Figure 17. Individual average waiting times of DQN and GGF-DQN during the testing phase.
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Figure 18. Individual average waiting times of A2C and GGF-A2C during the testing phase.
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Figure 19. Individual average waiting times of PPO and GGF-PPO during the testing phase.
We also ran some additional experiments on a non-stationary environment. For this experiment, the traffic generation is
not fixed and changes during the day. The problem becomes more challenging, but is much closer to a real environment.
There are many ways to add the variance in the traffic patterns. We defined 4 distributions (see Figure 20 for one lane)
corresponding to four different periods of a day: morning, afternoon, evening, and night.
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Figure 20. Probabilities of car entering at different times in a day for one lane.
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Figure 21. Average waiting times of PPO and GGF-PPO during learning phase in the non-stationary TL domain.
Figure 21 visualizes the average accumulated waiting time of PPO and GGF-PPO on this non-stationary environment. As
expected, GGF-PPO performs worse than PPO on that metric. The ups and downs represents the different times in a day.
However, GGF-PPO achieves a much higher GGF score than PPO (see Figure 22).
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Figure 22. GGF scores of PPO and GGF-PPO during the testing phase in the non-stationary TL domain.
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D.3. Data Center Traffic Control
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Figure 23. Episodic reward of PPO and GGF-PPO during the learning phase, and that of the Fixed and Random policies in the DC domain
over 20 runs with different seeds.
Figure 23 illustrates the learning curves of PPO, A2C and their GGF counterparts in terms of episodic rewards. The
performance of two policies (a fixed one and a random one) are added for comparison. The fixed policy always chooses the
maximum bandwidth for each host. The random policy selects actions with a uniform distribution. We can see that PPO
and GGF-PPO converge to a much higher reward than random and fixed policies. GGF-PPO’s and GGF-A2C’s average
bandwidth in an episode is lower than PPO and A2C, this is because it is hard for a single policy to maximize rewards while
ensuring fairness. However, GGF algorithms still performs better than the random and fixed policies and tries to get high
rewards while allocating bandwidth equally to different hosts.
