Abstract. We propose a general methodology for approximating the Pareto front of multi-criteria optimization problems. Our search-based methodology consists of submitting queries to a constraint solver. Hence, in addition to a set of solutions, we can guarantee bounds on the distance to the actual Pareto front and use this distance to guide the search. Our implementation, which computes and updates the distance efficiently, has been tested on numerous examples.
Introduction
Many problems in the design of complex systems are formulated as optimization problems, where design choices are encoded as valuations of decision variables and the relative merits of each choice are expressed via a utility/cost function over the decision variables. In most real-life optimization situations, however, the cost function is multidimensional. For example, a cellular phone that we want to develop or purchase can be evaluated according to its cost, size, power autonomy and performance, and a configuration s which is better than s according to one criterium, can be worse according to another. Consequently, there is no unique optimal solution but rather a set of efficient solutions, also known as Pareto 1 solutions, characterized by the fact that their cost cannot be improved in one dimension without being worsened in another. The set of all Pareto solutions, the Pareto front, represents the problem trade-offs, and being able to sample this set in a representative manner is a very useful aid in decision making.
Multiple-criteria or multi-objective optimization problems have been studied since the dawn of modern optimization using diverse techniques, depending on the nature of the underlying optimization problems (linear, nonlinear, combinatorial) [10, 4, 5, 3] . One approach consists of defining an aggregate one-dimensional cost/utility function by taking a weighted sum of the various costs. Each choice of a set of coefficients for this sum will lead to an optimal solution for the one-dimensional problem which is also a Pareto solution for the original problem. Another popular class of techniques is based on heuristic search, most notably genetic/evolutionary algorithms [1, 11] , which are used to solve problems related to design-space exploration of embedded systems, the same problems that motivate our work. A major issue in these heuristic techniques is finding meaningful measures of quality for the sets of solutions they provide [12] .
In this paper we explore an alternative approach to solve the problem based on satisfiability/constraint solvers that can answer whether there is an assignment of values to the decision variables which satisfies a set of constraints. It is well known, in the single-criterium case, that such solvers can be used for optimization by searching the space of feasible costs and asking queries of the form: is there a solution which satisfies the problem constraints and its cost is not larger than some constant? Asking such questions with different constants we obtain both positive (sat) and negative (unsat) answers. Taking the minimal cost x among the sat points and the maximal cost y among the unsat points we obtain both an approximate solution x and an upper bound x − y on its distance from the optimum, that is, on the quality of the approximation.
In this work we extend the idea to multi-criteria optimization problems. Our goal is to use the sat points as an approximation of the Pareto front of the problem, use the unsat points to guarantee computable bounds on the distance between these points and the actual Pareto front and to direct the search toward parts of the cost space so as to reduce this distance. To this end we define an appropriate metric on the cost space as well as efficient ways to recompute it incrementally as more sat and unsat points accumulate. A prototype implementation of our algorithm demonstrates the quality and efficiency of our approach on numerous Pareto fronts.
The rest of the paper is organized as follows. Section 2 defines the problem setting including the notions of distance between the sat and unsat points which guides our search algorithm. In Section 3 we describe some fundamental properties of special points on the boundary of the unsat set (knee points) which play a special role in computing the distance to the sat points, and show how they admit a natural tree structure. In Section 4 we describe our exploration algorithm and the way it updates the distance after each query. Section 5 reports our implementation and experimental results on some purely-synthetic benchmarks of varying dimension and accuracy as well as some scheduling problems where we show the trade-offs between execution time and power consumption. Conclusions and suggestions for future work close the paper.
Preliminary Definition
Constrained optimization (we use minimization henceforth) problems are often specified as
where x is a vector of decision variables, ϕ is a set of constraints on the variables that define which solution is considered feasible and c is a cost function defined over the decision variables. We prefer to reformulate the problem by moving costs to the constraint side, that is, letting ϕ(x, c) denote the fact that x is a feasible solution whose cost is c. Hence the optimum is min{c : ∃x ϕ(x, c)}.
Moving to multi-criteria optimization, c becomes a d-dimensional vector (c 1 , . . . c d ) that we assume, without loss of generality, 2 to range over the bounded hypercube C = [0, 1] d , that we call the cost space. We use notation r for (r, . . . , r). We assume that the maximal cost 1 is feasible and that any cost with some c i = 0 is infeasible. This is expressed as an initial set of unsat points {0 i } i=1..d where 0 i is a point with c i = 0 and c j = 1 for every j = i. The set C is a lattice with a partial-order relation defined as:
Pairs of points such that s ≤ s and s ≤ s are said to be incomparable, denoted by s||s . The strict version of ≤ is
meaning that s strictly improves upon s in at least one dimension without being worse on the others. In this case we say that s dominates s . We will make an assumption that if cost s is feasible so is any cost s > s (one can add a slack variable to the cost). The meet and join on C are defined as
We say that a point in the cost space s is an i-extension of a point s if s i > s i and s j = s j for every i = j.
A point s in a subset S ⊆ C is minimal if it is not dominated by any other point in S, and is maximal if it does not dominate any point in S. We denote the sets of minimal and maximal elements of S by S and S, respectively. We say that a set S of points is domination-free if all pairs of elements s, s ∈ S are incomparable, which is true by definition for S and S. The domination relation associates with a point s two rectangular cones B + (s) and B − (s) consisting of points dominated by (resp. dominating) s: B − (s) = {s ∈ C, s < s} and B + (s) = {s ∈ C, s < s }.
These notions are illustrated in Figure 1 . Note that both B − (s) ∪ {s} and B + (s) ∪ {s} are closed sets. If cost s is feasible it is of no use to look for solutions with costs in B + (s) because they are not Pareto solutions. Likewise, if s is infeasible, we will not find solutions in B − (s). 3 We let B − (S) and B + (S) denote the union of the respective cones of the elements of S and observe that B + (S) = B + (S) and B − (S) = B − (S). Suppose that we have performed several queries and the solver has provided us with the sets S 0 , and S 1 of unsat and sat points, respectively. Our state of knowledge is summarized by the two sets
. We know that K 1 contains no Pareto points and K 0 contains no solutions. The domain for which S 0 and S 1 give us no information isK = (C − K 0 ) ∩ (C − K 1 ). We use bd(K 0 ) and bd(K 1 ) to (b) (a) denote the boundaries betweenK and K 0 and K 1 , respectively. It is the "size" ofK or the distance between the boundaries bd(K 0 ) and bd(K 1 ) which determines the quality of our current approximation, see Figure 2 . Put another way, if S 1 is our approximation of the Pareto surface, the boundary of K 0 defines the limits of potential improvement of the approximation, because no solutions can be found beyond it. This can be formalized as an appropriate (directed) distance between S 1 and K 0 . Note that no point in S 1 can dominate a point in K 0 .
Definition 1 (Directed Distance between Points and Sets).
The directed distance ρ(s, s ) between two points is defined as
where x . − y = x − y when x > y and 0 otherwise. The distance between a point s and a set S is the distance between s to the closest point in S :
The Hausdorff directed distance between two sets S and S ρ(S, S ) = max{ρ(s, S ) : s ∈ S}.
In all these definitions we assume s < s for any s ∈ S and s ∈ S .
In other words ρ(S, S ) = max
Definition 2 ( -Approximation).
A set of points S is an -approximation 4 of a Pareto front P if ρ(P, S) ≤ .
Since the Pareto surface is bounded from below by bd(K 0 ) we have:
Observation 1 Consider an optimization problem such that S 0 is included in the set of infeasible solutions, with K 0 = B − (S 0 ). Then any set S 1 of solutions which satisfies ρ(bd(K 0 ), S 1 ) ≤ is an -approximation of the Pareto set P .
Our goal is to obtain an -approximation of P by submitting as few queries as possible to the solver. To this end we will study the structure of the involved sets and their distances. We are not going to prove new complexity results because the upper and lower bounds on the number of required queries are almost tight:
Observation 2 (Bounds) 1. One can find an -approximation of any Pareto front P ⊆ C using (1/ ) d queries; 2. Some Pareto fronts cannot be approximated by less than (1/ ) d−1 points.
Proof. For (1), similarly to [8] , define an -grid over C, ask queries for each grid point and put them in S 0 and S 1 according to the answer. Then take S 1 as the approximation whose distance from bd(S 0 ) is at most 1/ by construction. For (2), consider a "diagonal" surface
which has dimension d − 1.
Remark: The lower bound holds for continuous Pareto surfaces. In discrete problems where the solutions are sparse in the cost space one may hope to approximate P with less than (1/ ) d points, maybe with a measure related to the actual number of Pareto solutions. However since we do not work directly with P but rather with S 0 , it is not clear whether this fact can be exploited. Of course, even for continuous surfaces the lower bound is rarely obtained: as the orientation of the surface deviates from the diagonal, the number of needed points decreases. A surface which is almost axes-parallel can be approximated by few points.
Updating the distance ρ(bd(K 0 ), S 1 ) as more sat and unsat points accumulate is the major activity of our algorithm hence we pay a special attention to its efficient implementation. It turns out that it is sufficient to compute the distance ρ(G, S 1 ) where G is a finite set of special points associated with any set of the from B − (S).
Knee Points
Definition 3 (Knee Points). A point s in bd(K 0 ) is called a knee point if by subtracting a positive number from any of its coordinates we obtain a point in the interior of K 0 . The set of all such points is denoted by G.
In other words the knee points, illustrated in Figure 3 -(a), represent the most unexplored corners of the cost space where the maximal potential improvement resides. This is perhaps best viewed if we consider an alternative definition of G as the minimal set such that C − K 0 = B + (G), see Figure 3 -(b). Since ρ(s, s ) can only increase as s moves down along the boundary we have:
Observation 3 (Distance and Knee Points) ρ(bd(K 0 ), S 1 )) = ρ(G, S 1 ).
Our algorithm keeps track of the evolution of the knee points as additional unsat points accumulate. Before giving formal definitions, let us illustrate their evolution using an example in dimension 2. Figure 4 -(a) shows a knee point g generated by two unsat points s 1 and s 2 . The effect of a new unsat point s on g depends, of course, on the relative position of s. Figure 4-(b) shows the case where s > g: here knee g is not affected at all and the new knees generated are extensions of other knees. generates an extension in direction 1. These are the directions i where the coordinates of the unsat points are strictly smaller than hi (dotted lines). 
Note that this definition coincides with the usual meet operation on partially-ordered sets, but our notation is ordered, insisting that s i attains the minimum in dimension i. The knee points of S are maximal elements of the set of points thus obtained. With every knee g ∈ G we associate a vector h defined as h = s 1 , s 2 , . . . , Proposition 1 (Knee Generation). Let S be a set of unsat points with a set of knees G, let s be a new unsat point and let G be the new set of knees associated with S ∪ {s}. Then the following holds for every g ∈ G such that g = [s 1 , . . . ,
Before describing the tree data structure we use to represent the knee points let us make another observation concerning the potential contribution of a new sat point in improving the minimal distance to a knee or a set of knees.
Observation 4 (Distance Relevance) Let g, g 1 and g 2 be knee points with ρ(g, S) = r, ρ(g 1 , S) = r 1 and ρ(g 2 , S) = r 2 and let s be a new sat point. Then
1. The distance ρ(g, s) ≤ r iff s ∈ B − (g + r); 2. Point s cannot improve the distance to any of {g 1 , g 2 } if it is outside the cone
Note that for the second condition, being in that cone is necessary but not sufficient. The sufficient condition for improving the distance of at least one of the knees is s ∈ B − ((g 1 + r 1 ) ∪ (g 2 + r 2 )) as illustrated in Figure 5 . We represent G as a tree whose nodes are either leaf nodes that stand for current knee points, or other nodes which represent points which were knees in the past and currently have descendant knees that extend them. A node is a tuple
where g is the point, [s 1 , . . . , s k ] are its unsat generators and h is the vector of its extension bounds. For each dimension i, µ i points to the i-descendant of N (if such exists) and the set of all direct descendants of N is denoted by µ. For leaf nodes N.r = ρ(N.g, S 1 ) is just the distance from the knee to S 1 while for a non-leaf node N.r = max N ∈N.µ N .r, the maximal distance to S 1 over all its descendants. Likewise N.b for a leaf node is the maximal point such that any sat point in the interior of its back cone improves the distance to N.g. For a non leaf node N.b = N ∈N.µ N .b, the join of the bounds associated with its descendants.
The following iterative algorithm submits queries to the solver in order to decrease the distance between S 1 and G. We now present an algorithm and a supporting data structure for computing this distance. Let (L i , < i ) be the linearly-ordered set obtained by projecting S ∪ {g} on dimension i. For every v ∈ L i let Θ i (v) denote all the points in S whose i th coordinate is v. Let σ i (s) be the successor of s i according to < i , that is, the smallest s i such that s i < s i . Our goal is to find the minimal value v in some L i such that for every s ∈ Θ i (v), s i defines the maximal distance to g, that is, s i − g i > s j − g j for every j = i.
The algorithm keeps a frontier F = {f 1 , . . . , f d } of candidates for this role. Initially, for every i, f i = σ i (g i ), the value next to g i and the candidate distances are kept in ∆ = {δ 1 , . . . , δ d } with δ i = f i − g i . The algorithm is simple: each time we pick the minimal δ i ∈ ∆. If for some s ∈ Θ i (f i ) and for every j = i we have s j − g j < s i − g i then we are done and found a nearest point s with distance δ i . Otherwise, if every s ∈ Θ(f i ) admits some j such that s j − g j > s i − g i we conclude that the distance should be greater than δ i . We then let f i = σ i (f i ), update δ i accordingly, take the next minimal element of ∆ and so on. This procedure is illustrated in Figure 6 . The projected order relations are realized using an auxiliary structure consisting of d linked lists. Fig. 6 . Finding the nearest neighbor of g: the first candidate for the minimal distance is v 1 , the nearest projection which is on dimension 2 , but the point associated with it has a larger distance on dimension 3; The next candidate is v 2 , the closest in dimension 3 but the corresponding point also has larger coordinates. Finally, the point associated with v 3 , the next value on L3, has all its distances in other dimensions smaller and hence it is the closest point which defines the distance (dashed line).
Selecting the next query to ask is an important ingredient in any heuristic search algorithm, including ours. We currently employ the following simple rule. Let g and s be a knee and a sat point whose distance ρ(g, s) is maximal and equal to r = s i − g i for some i. The next point for which we ask a query is s = s + r/2. If s turns out to be a sat point, then the distance from g to S 1 is reduced by half. If s is an unsat point then g is eliminated and is replaced by zero or more new knees, each of which is r-closer to S 1 in one dimension. For the moment we do not know to compute an upper bound on the worst-case number of queries needed to reach distance except for some hand-waving arguments based on a discretized version of the algorithm where queries are restricted to the -grid. Empirically, as reported below, the number of queries was significantly smaller than the upper bound.
Experimentation
We have implemented Algorithm 1 and tested it on numerous Pareto fronts produced as follows. We generated artificial Pareto surfaces by properly intersecting several convex and concave halfspaces generated randomly. Then we sampled 10, 000 points in this surface, defined the Pareto front as the boundary of the forward cone of these points and run our algorithm for different values of . Figure 7 shows how the approximate solutions and the set of queries vary with on a 2-dimensional example. One can see that indeed, our algorithm concentrates its efforts on the neighborhood of the front. Table 1 shows some preliminary results obtained as follows. For every dimension d we generate several fronts, run the algorithm with several values of , compute the average number of queries and compare it with the upper bound (1/ )
d . As one can see the number of queries is only a small fraction of the upper bound. Note that in this class of experiments we do not use a constraint solver, only an oracle for the feasibility of points in the cost space based on the generated surface. We also have some preliminary results on the following problem which triggered this research: given an application expressed as a task-data graph (a partially-ordered set of tasks with task duration and inter-task communication volume) and a heterogenous multi-processor architecture (a set of processors with varying speeds and energy consumptions, and a communication topology), find a mapping of tasks to processors and a schedule so as to optimize some performance criteria. In [6] we have used the SMT solver Yices [2] to solve the single-criterium problem of finding the cheapest (in terms of energy) configuration on which such a task graph can be scheduled while meeting a given deadline. We applied our algorithm to solve a multi-criteria version of the problem, namely to show trade offs between energy cost and execution time. We were able to find 0.05-approximations of the Pareto front for problem with up to 30 tasks on an architecture with 8 processors of 3 different speeds and costs. The behavior of our algorithm is illustrated in Figure 8 where both execution time and energy are normalized to [0, 1] . For reasons discussed in the sequel, it is premature to report the computational cost of the algorithm on these examples.
Conclusions
We have presented a novel approach for approximating the Pareto front. The difficulty of the problem decomposes into two parts which can, at least to some extent, be decoupled. The first is related to the hardness of the underlying constraint satisfaction problem, which can be as easy as linear programming or as hard as combinatorial or nonlinear optimization. The second part is less domain specific: approximate the boundary between two mutually-exclusive subsets of the cost space which are not known a priori, based on adaptive sampling of these sets, using the constraint solver as an oracle. We have proposed an algorithm, based on a careful study of the geometry of the cost space, which unlike some other approaches, provides objective guarantees for the quality of the solutions in terms of a bound on the approximation error. Our algorithm has been shown to behave well on numerous examples.
The knee tree data structure represents effectively the state of the algorithm and reduces significantly the number of distance calculations per query. We speculate that this structure and further geometrical insights can be useful as well to other approaches for solving this problem. We have investigated additional efficiency enhancing tricks, most notably, lazy updates of the knee tree: if it can be deduced that a knee g does not maximize the distance ρ(S 0 , S 1 ), then its distance to it ρ(g, S 1 ) need not be updated in every step. Many other such improvement are on our agenda.
In the future we intend to investigate specializations and adaptations of our general methodology to different classes of problems. For example, in convex linear problems the Pareto front resides on the surface of the feasible set and its approximation may benefit from convexity and admit some symbolic representation via inequalities. More urgently, for hard combinatorial and mixed problems, such as mapping and scheduling, where computation time grows drastically as one approaches the Pareto front, we have to cope with computations that practically do not terminate. We are developing a variant of our algorithm with a limited time budget per query where in addition to sat and unsat, the solver may respond with a time-out. Such an algorithm will produce anapproximation of the best approximation obtainable with that time budget per query. Adding this feature will increase the size of mapping and scheduling problems that can be robustly handled by our algorithm. To conclude, we believe that the enormous progress made during the last decade in SAT and SMT solvers will have a strong impact on the optimization domain [7] and we hope that this work can be seen as an important step in this direction.
