that data collected from the fab floor may be limited and/or incomplete. This requires representation of additional layers of uncertainty surrounding the input characterization for the manufacturing environment. Consequently, there arises the question of how to combine the existing discrete-event simulation design and analysis with limited fab data and still accurately estimate the fab performance measures. Answering this question for a semiconductor manufacturing system simulation is the goal of this paper. 
I. INTRODUCTION
In August 2014, it was announced that New York State would be partnering with more than 100 private companies, led by General Electric (GE), to launch New York Power Electronics Consortium (PEMC). The objective of this energy initiative is to commercialize the SiC technology for power electronics market. Currently, GE is the anchor tenant for the 15,000 square feet of the cleanroom space located at the College of Nanoscale Science and Engineering of University of Albany. The PEMC facility will be the first for GE to produce SiC MOSFETs at high volume as a step forward from low-volume SiC MOSFET production at the GE Global Research Center.
Recently, it has been discussed how GE utilizes operations research techniques, particularly, the discrete-event simulation to develop system-level thinking as decision-support for SiC manufacturing system design [1] . The benefit of using simulation-based analytics for the SiC fab design is expected to be an improvement of 67% in the average annual throughput at an increase of less than 1 % in CAPEX.
A. Description
A discrete-event stochastic simulation for SiC simulation has been developed to support strategic equipment portfolio selection. We will be building on this model as we move towards data-driven tactical-level planning and start the process of model validation with limited data. In this section, we present a brief description of this discrete-event SiC fab simulation and discuss how to redesign this simulation and analyze its output in the presence of limited data in Section 3.
Our discrete-event fab simulation is driven by four different groups of inputs:
• Process flow containing several hundred different steps composed of different recipes, each of which is either a batch process or a cassette-to-cassette process.
• Recipe description consisting of loading and unloading times per cassette specified for area operators, loading and unloading times per wafer specified for the fab and testing equipment, the processing time per wafer (and batch), batch size if the recipe requires a batch process, the specification of a need for an operator during wafer processing, minimum and maximum number of lots to run and the number of process chambers for each equipment. As we move from strategic to tactical planning of the fab • Equipment characterization using mean time between failures, mean time to repair and operators' assignment. operations at the PEMC facility and we begin the phase of collecting data from the installed equipment, we recognize 978-1-5090-5448-0/17/$31.00 ©2017 IEEE 298 ASMC 2017
• Shift description conslstmg of production days, shift start times, shift end times and operator staffmg for each shift of a production day. In addition, we treat how long it may take to transport a cassette from one step to the next in the process flow as a random variable. This results in approximately 700 different random variables each of which we model with a triangular distribution. Because a triangular distribution is completely constructed with minimum, mean (or mode), and maximum values a random variable can assume, it is particularly a suitable candidate to model an input when the information is solely elicited from subject experts. A triangular distribution can represent symmetric as well as positively and negatively skewed distributional shapes as shown in Figure 1 . However, the assumption of a triangular distribution is expected to become a constraint as soon as we start collecting data from equipment installed on the fab floor. Our goal is find input models that are able to capture a wider variety of distributional characteristics. We describe how to overcome this simulation input-mode ling challenge in Section 3. Figure 1 . Histograms of the 106 data points generated from three triangular density functions, each with a minimum of 1 and a maximum of 5 but with different values for their modes.
Positively Skewed Triangular Density Function
Next, we switch our focus to the advantages of using simulation-based analytics for managing the operations in a fab and summarize them as (i) the flexibility to model things as they are; (ii) the ability to capture uncertainty and non stationarity in the mode ling environment; and (iii) the advances in computing/cost ratios and in simulation software [1] . We build on this numerical intensive method for studying models of fab and testing operations and use AnyLogic 7.l.2 Professional Hybrid Simulator with Java source code to imitate the fab's operations and characteristics over time. Despite its fab modeling flexibility, our solution methodology comes with the disadvantage that we do not obtain exact answers, only estimates. We control the error in the simulation outputs by setting the number of simulation replications to produce a standard error which is less than 1 % of a mean performance measure. We apply the principles of "steady state" output analysis to remove the initial-condition bias from our performance measure calculations. We refer the reader to [2] for the theory underlying our experimental design and analysis and to [1] and [3] for detailed presentations of the applications of this analytics approach to risk and value management at General Electric. To this date, the resulting discrete-event simulation has provided improved visibility into the strategic SiC fab design at the PEMC facility and enabled us to identify the optimal equipment portfolio minimizing the expected production shortfall (i.e., the amount by which annual production falls short of the annual production target specified in the business model) while meeting the CAPEX budgetary constraints.
B. Next Steps and Challenges
Our assumptions on the distributions of random loading times, unloading times, processing times, times between failures and repair times build on the experts' opinions. Ideally, we would like to combine this information with the data to be collected on the equipment performance so that we can create confidence regions around our assumptions. This will allow us to further quantify a confidence region around the business insights we obtain from this study. It will also allow us to identify the key input variables that contribute the largest amount of uncertainty to our fmdings so that we can focus our data and/or information collection on specific assumptions to improve accuracy of our findings. The development of such a module to enhance manufacturing simulation is the next step and this paper is the first effort we have made towards simulating PEMC facility in the presence of limited data.
The resulting module is also expected to contribute to the validation study of whether the model represents the situation accurately enough for the decisions that the model will support. So far, the validation has been conducted by providing output summaries to the experts and asking if they seem reasonable. The future validation efforts will be based on (a) collecting real input/output data; (b) collecting simulation output data given real input data; and (c) comparing the two output data sets. The challenge is, however, to represent the uncertainty surrounding simulation inputs and analyze outputs capturing this additional layer of uncertainty.
Specifically, a discrete-event simulation often starts with fitting probability distributions to the historical input data of finite length. Then, the estimators of the parameters of the fitted distributions are shown to have asymptotical properties for the number of historical data points approaching infinity. However, we are rarely in an asymptotical situation and the practice of driving simulation with probability distributions estimated from limited data may present inconsistent estimates for the mean performance measures as well as inconsistent coverages for the confidence intervals [4] .
When the input distributions and their parameters are unknown and the historical input data available for their estimation are limited, there are three main sources of uncertainty to represent in the output analysis: stochastic uncertainty (i.e., the uncertainty that is due to the dependence of the simulation output on random input processes) [5] , model uncertainty (i.e., the uncertainty that is due to the selection of a single input model from a set of alternative models), and parameter uncertainty (i.e., the uncertainty that is due to the estimation of the input-model parameters from limited data) [6] . Stochastic uncertainty is inherent in every simulation and controlled by the number of simulation replications. The model and parameter uncertainties are, on the other hand, often ignored as a result of driving the simulations with the probability distributions estimated from input data of fmite length. In this paper, we assume that the functional forms of all input models are known; thus, we do not consider the model uncertainty but present a remedy through the selection of a highly flexible system of distributions to represent the simulation inputs (Section 3). We account for stochastic and parameter uncertainties in the analysis of simulation output data with the objective of presenting a more accurate estimation of the mean performance measures for the SiC manufacturing operations.
C. Solution
We fust propose the use of a highly flexible family of distributions -going beyond the use of a triangular distribution -to represent the simulation inputs and describe sampling from this family of distributions to drive our discrete-event stochastic simulation. As will be evident in the following section, the construction of this distribution system is also well suited to be mapped to opinions of the experts about the process step details (Section 3). Then, we provide a Bayesian framework to represent input uncertainty in a stochastic simulation (Section 4) and discuss how to design a simulation to be integrated within such a framework using the JTS (Section 5). Finally, we combine the proposed input sampling algorithm with the Bayesian simulation replication algorithm to propagate input uncertainty through the entire simulation and conduct the output analysis to quantify the amounts of stochastic and input uncertainties in the SiC simulation outputs. We conclude with a surmnary of key insights and a discussion of future research directions (Section 6).
Ill. A FLEXIBLE METHOD OF REPRESENTING INPUTS

A. Characterization of JTS Cumulative Distribution Funcion
The key assumption we relax is the triangular distribution that has been previously used to capture the uncertainty in each of 300 the simulation inputs. Building on the simple translations of the standard normal distribution function, we represent the SiC simulation inputs with a flexible family of distributions known as the 10hnson Translation System (JTS) [7] . Consequently, we capture any feasible combination of the first four moments (i.e., mean, variance, coefficient of skewness and coefficient of kurtosis) for each simulation input. Figure 2 presents examples of the probability density functions from each family of the JTS. It is important to notice that JTS not only provides the flexibility of representing skewed unimodal distributional shapes with different tail behavior but also captures bimodal distributional shapes. As mentioned in the previous paragraph, the ability to represent any fust four moments of any random variable is the key distinguishing feature of the JTS. 
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Specifically, we represent the input variable X from the JTS by a cumulative distribution function of the form
where y and 0 are the shape parameters, £ is the location parameter, A is the scale parameter and gO is one of the following transformations: g(y) = log(y) for the (lognormal) SL family; g(y) = log(y + (y2 + 1)112) for the (unbounded) Su family; g(y) = log(y/(l-y» for the (bounded) Ss family; and g(y) = y for the (normal) SN family. There is a unique choice of gO for each feasible combination of the coefficient of skewness (i.e., the measure of the symmetry in the demand's density function) and the coefficient of kurtosis (i.e., the measure of the peakedness and the tail weight in the demand's density function). For example, a distribution from the SL family with the shape parameter 0 represents the coefficient of skewness by (exp{o-2}-1)1I2(exp{o-2}+2) and the coefficient of kurtosis by exp{4o-2}+2exp{30-2}+3exp{2o-2}-3, while the Su family defmes square of the coefficient of skewness by (ro( � 1)( ro( m+2)sinh(3Q)+ 3sinh(Q»2)/(2( OJCosh(2Q)+ 1)2) and the coefficient of kurtosis by (ro2(ro4 +2cJ+301-3) cosh(4Q)+4 0I(ro+2) cosh(2Q)+3(2ro+l»/(2(ro cosh(2Q)+1)2) in terms of Q=y/o and ro=exp {O-2}. Thus, the JTS provides a significant improvement over the triangular distribution (and naturally, the normal distribution) in capturing a wide variety of distributional shapes. where z is a standard nonnal random variate.
IV. REPRESENTING INPUT UNCERT AINTY
The common approach to capturing input uncertainty in simulation is to use a simulation replication algorithm which allows simulation analysts to capture parameter uncertainty by sampling input distribution parameters from their density functions before each simulation replication. We use the simulation replication algorithm in Figure 4 as presented in [8] due to its ability to separately quantify the amounts of stochastic uncertainty and input parameter uncertainty in the simulation output data. For ease of presentation, we assume all the input random variables of the simulation to be independent of each other. Therefore, our presentation in the remainder of this section 301 focuses on a single input random variable. In the case of mUltiple input random variables, we independently repeat the input-parameter sampling that we describe below for each input random variable. Therefore, without loss of generality, we denote the input parameter vector sampled in the rlh (outer) replication of the simulation replication algorithm by 'Pr. For the JTS presented in Section 3, the input parameter vector 'Pr is defined by (y, 0, S, A)t (i.e., the transpose of (y, 0, S, A)) for a given family (i.e., function g()).We use Ynr for representing the output response from the nth (inner) simulation run, which is driven by the sampled values of the random-number input Unr and the input parameter vector 'Pr. Finally, we defme x as the vector of the simulation input data that have been collected for combining with experts' opinions to characterize the sampling distribution h('Plx) from which 'Pr, r = 1, 2, ... , R are generated.
The outer loop of the simulation replication algorithm presented in Figure 4 estimates the uncertainty around the parameter vector 'P by independently sampling new values of the input parameters from their joint density function h('Plx) across R different simulation runs. We present this density function for the JTS in the following section. The inner loop of the simulation replication algorithm estimates the stochastic uncertainty by perfonning N independent runs conditional on these parameter values. Hence, the simulation replication algorithm can be considered as an uncertainty decomposition algorithm [8] which characterizes the output response variance in terms of the stochastic uncertainty (a2) and the input parameter uncertainty (t2). It is this feature of the simulation replication algorithm that we utilize to quantify the magnitude of the input uncertainty in the simulation output process, Y nr, n = 1, 2, ... , N, r = 1, 2, ... , R.
Following the presentation in [8] , we express the output response from the rth simulation run as
Under the hierarchical normal model, we assume that Znr, n = 1, 2, ... , N are independent and identically distributed normal random variables, each with a mean of zero and a standard deviation of one. We use aZnr to represent the deviation of the simulation output from the response surface l1('Pr) due to the stochastic uncertainty whose source is the random-number x] = "C2 stands for the uncertainty associated with the unknown input parameters. We use this well-known response-surface representation [9] to decompose the output response variance into components of stochastic uncertainty (a2) and parameter uncertainty ("C2):
Building on the well-established theory of classical random effects model, we further estimate the unknown cr2 by The estimation of 't2 and cr2 using the simulation output data Y nr, n = 1, 2, ... , N, p=l, 2, . .. , N as described decomposes the overall output response variance into components of stochastic and parameter uncertainties and allows us to quantify impact of limited data on the accuracy of the prediction of the mean performance measures.
This completes our description of the method of capturing input parameter uncertainty in the output process of a discrete event stochastic simulation. Next, we address the construction of the joint probability density function for the location, scale and shape parameters (given the family) of the JTS and the utilization of the Bayesian theory to generate the input parameter vectors 'Pr, r = 1, 2, ... , R which will result in the simulation output data Ynr, n = 1, 2, ... , N, r = 1, 2, ... , R that we have just described how to sample and analyze in this section.
V. BA YESIAN SAMPLING OF THE JTS PARAMETERS
In [10] , we present a review of the data-fitting methods for the JTS, ranging from matching moments and percentiles to maximum likelihood estimation and least squares estimation. In this section, we discuss the Bayesian method with focus on the SL family consisting of positively skewed distributions with one-sided bounded supports and the SB family containing two sided bounded distributions capturing a wide variety of unimodal and bimodal distributional shapes. These two distributions are particularly well-suited to match experts' opinions through bounded supports but this aspect also makes it difficult to obtain robust parameter estimates. Bayesian method is found to overcome these challenges while enabling the representation of both stochastic uncertainty and input uncertainty in the simulation's output processes.
The Bayesian model development starts with the selection of a joint prior density function which quantifies the prior information about the parameters of Johnson's SL and SB distributions. The prior density function is then updated with the available input data to obtain the posterior density function h('Plx) from which the input parameters y, 0, S and A of the vector 'P are sampled in the simulation replication algorithm (Figure 4) .
A. Joint Prior Density Function of the JTS Parameters
The key to the selection of a joint prior density function for the Johnson parameters is that random variable g«X-S)/A) has a normal distribution with mean -y/o and standard deviation 1/0. Therefore, we treat parameter -y/o as the location parameter and denote it by a in the remainder of the section. Similarly, we consider 0-2 as the scale parameter and denote it by <po Furthermore, we separate the selection of prior density functions for parameters a and <p from the selection of prior density functions for S and A, and use Jeffrey's prior density 302 function for each of these parameters. Specifically, Jeffrey's prior is a non-informative prior density function which is often used when little is known about the distribution parameters; the goal is to extract as much information as possible from the available input data [11] . We present the resulting joint prior density functions for the parameters of Johnson's SL and SB distributions below and refer the reader to [10] for their derivation:
Jeffrey's joint prior density function for parameters a, <p, and S of Johnson' s SL distribution is n( a, <p, S) -<p-I , while Jeffrey's joint prior density function for parameters a, <p, S and A of Johnson's SB distribution is n(a, <p, S, A) -<p-I A-2.
Next, we multiply these prior density functions with the likelihood functions which describe joint distribution of the input data vector x = (X I , X 2 , ... , XM) of dimension M and obtain the joint posterior density function of the form
for the Johnson's SL family parameters and h(a, <p, S, A I x) � (<p-n l 2 -1 A n -2)/( n�I, 2 " M (Xi-S)(A + S -Xi))
exp{ -1/2<p-I Li� I , 2 " M(lOg«Xi-S)/(A + S -xi))-a)2} (6) for the Johnson's SB parameters. We obtain the JTS parameter estimates from these joint posterior density functions. Due to their functional forms, however, we resort to Markov Chain Monte Carlo (MCMC) method for obtaining estimates of the Johnson parameters. The idea behind any MCMC method is to simulate a random walk in the entire parameter space that converges to the joint posterior density function of the parameters [12] . The parameters sampled in the simulation are then averaged to obtain a final estimate for each parameter.
More specifically, we use the Gibbs sampler; i.e., a widely used MCMC method which requires the sampling of the Johnson parameters from their conditional posterior density functions [13, 14] . Thus, the Gibbs sampler proceeds through iterated sampling from the conditional posterior density functions which are derived for parameters a, <p, S and A by bui Iding on the joint density functions h( a, <p, S Ix) in (5) and h(a, <p, S, A I x) in (6) for the SL and SB families, respectively: reduces to the sampling of a gamma variate with shape parameter M/2 and scale parameter 2/ Li� I , 2 " M(lOg«Xi S)/(A +S-xi))-a)2 for Johnson's SB distribution.
•
The conditional posterior density function of parameter a is log-concave and therefore, parameter a can be sampled using the adaptive rejection sampling algorithm for the Gibbs sampler [15] . is log-concave with any standard functional fonn, we use adaptive rejection metropolis sampling algorithm proposed by [16] for sampling parameters � and A.
This completes our description of how to generate 10hnson parameter vectors as inputs for the inner loop of the simulation replication algorithm in Figure 4 . Implementation of the Gibbs sampler also requires solutions to the selection of an appropriate sampling plan, the choice of an appropriate warm up period, and the detennination of the length of the chain for the convergence of the chain to the joint posterior density function. A detailed discussion of these implementation issues and a solution to each can be found in [17] .
VI. KEY INSIGHTS
In this section, we choose annual throughput as the performance measure of interest and provide numerical evidence for the importance of capturing the input uncertainty in the outputs in the presence of limited input data for the SiC manufacturing simulation. We let the number of inner-loop replications, N take the values of 100, 1000 and 10,000. We treat our current knowledge of the SiC manufacturing simulation inputs as the prior information. In reality, we would not know the true input distributions from which data would be collected. Nevertheless, the expectation is to be able to obtain an accurate profile of the asset with the collection of increasing amounts of data and/or infonnation about the input processes. Therefore, for the purpose of experimental design in this paper, we assume the availability of increasing number of observations from (hypothetical) true input distributions we assume to exist. Specifically, we assume the availability of 10, 30, 50, 100 or 500 new observations for each input process (i.e., M E {I 0, 30, 50, 100, 500}) in our modeling environment. For the mean annual throughput, we construct the 95% confidence interval by accounting for both stochastic uncertainty and input uncertainty and present the ratio of the half-length of this confidence interval (i.e., the difference between the mean and the lower bound or the difference between the upper bound and the mean) to the mean in Table I .
For low values of N and M, it is natural to expect high levels of stochastic uncertainty and input uncertainty. Consistent with this expectation, we identify the ratio of the half-length to the 303 mean to attain its highest value for N= 100 and M = 10. We also observe this ratio to decrease with the increasing number of replications as well as with the increasing length of the input data. However, the reduction in the ratio of the half-length to the mean appears to be more sensitive to the input-data length than to the number of (inner-loop) replications. The increase in the input-data length has critical effect on the accuracy of the input models that we use to drive the stochastic simulation. Thus, increasing input-data length also decreases the discrepancy between the mean performance measure estimate and the true mean performance measure which has been assumed to exist as part of our experimental design (Table 11) .
Furthermore, the comparison of the numerical results presented in Table I for N = 1000 and N = 10,000 leads to the conclusion that the amount of stochastic uncertainty in the simulation output data is minimal for those values of N. However, independent of the number of replications, the amount of input uncertainty in the simulation output variance is significant and it dominates the effect of the stochastic uncertainty even in the presence of high stochastic uncertainty (i.e., small number of replications).
As shown in Table I , the variance of the simulation output response due to stochastic uncertainty decreases with the number of simulation replications. Furthermore, it diminishes to zero for sufficiently large number of replications (e.g., when N = 10,000 as in Table I ). The simulation output response due to input uncertainty is, however, not affected by the number of replications; it can be reduced only by additional learning and/or data collected for the input processes of the SiC manufacturing simulation. We can present an analytical explanation for this observation by = -r2
Thus, any increase in the number of replication, N has no impact on the portion of the simulation output variance (-r2) due to parameter uncertainty, Although the amount of parameter uncertainty in the variance of the mean performance measure can be reduced by the collection of additional input data, the rate at which the effect of input uncertainty on the simulation outputs decreases is dependent on the nature of the input processes and on the complexity of the simulation itself. Hence, it is important to account for input uncertainty as we redesign our stochastic simulations in the presence of limited input data. Since we do not cease to learn about our mode ling environment either via new data or via new process-flow findings, it continues to be important to design and analyze our simulation outputs by accounting for stochastic uncertainty and input uncertainty.
VII. CONCLUSION AND FUTURE RESEARCH
Our method of accounting for input uncertainty in simulation analysis directly builds on the simulation itself with the additional assumption of a normally distributed output process. While we find this assumption to be suitable for the application on hand, we recognize the importance of being robust to deviations from the normality assumption for the simulation outputs. Also, we build on the hierarchical normal model as a well-known response-surface representation [9] to decompose the output response variance V(Y nrlx) into the components of stochastic uncertainty (cr2) and parameter uncertainty (t2) as shown in (3). As discussed in Section 4, the development of this response-surface model assumes that V'¥[ m('Pr) I x] = 12; i.e., the variance of the output response due to input uncertainty is independent of the unknown simulation input parameters. Finally, although this has not been observed in any of our calculations, it is possible for the statistical estimates of cr2 and 12 to return negative values. Therefore, our future research will be focusing on the replacement of the hierarchical normal model with a response-surface model that will be robust to any deviation from the output response assumptions we have made in this paper. If successful, extending our work in this direction will enable us to scale simulation output design and analysis to the other business domains at GE in a fast and efficient manner.
