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Abstract. It is a significant challenge to predict the network topology from a small amount of dynamical
observations. Different from the usual framework of the node-based reconstruction, two optimization ap-
proaches (i.e., the global and partitioned reconstructions) are proposed to infer the structure of undirected
networks from dynamics. These approaches are applied to evolutionary games occurring on both homo-
geneous and heterogeneous networks via compressed sensing, which can more efficiently achieve higher
reconstruction accuracy with relatively small amounts of data. Our approaches provide different perspec-
tives on effectively reconstructing complex networks.
PACS. 89.75.Hc Networks and genealogical trees – 89.75.Fb Structures and organization in complex
systems – 02.50.Le Decision theory and game theory – 05.45.Tp Time series analysis
1 Introduction
Network dynamics is the study of networks that change
with time [1]. Much evidence, from evolutionary games [2],
gene regulatory networks [3], epidemic spreading and in-
formation diffusions [4], transportation and communica-
tion processes [5], etc., indicates that the topological struc-
ture of networks plays an important role in the dynamical
behavior of networks. In addition, the network structure
is also a basis for understanding and controlling complex
networked systems [6,7,8]. However, often we can only
obtain limited data from the dynamics of the individ-
ual units of the network, and are incapable of directly
accessing the coupling strengths between the units and
obtaining the underlying network topology. How to infer
the interaction topology from the collective dynamics of
a complex network has recently attracted extensive at-
tention. To address this inverse problem, many methods
have been proposed and they usually show robust and
high performance with appropriate observations [9,10,11,
12,13,14,15,16,17,18,19,20,21]. In view of the issues re-
garding measurement cost, however, further studies to im-
prove the prediction efficiency are necessary.
In general, two steps are followed in reconstructing
the topology of sparsely connected dynamical networks:
(i) recovering local structures centered at each node by
a e-mail: kfcao163@163.com
optimization methods such as compressed sensing [12,14],
the lasso [19], regression and Bayesian inference [15];
(ii) assembling networks from these local structures. This
node-based reconstruction (NR) approach may miss some
useful information. When an undirected network is recon-
structed by the NR, for example, the fact is not taken
into account that the link from node i to node j should
be the same as that from node j to node i (which can
be expressed as the constraint conditions like ai,j = aj,i
in Eq. (7b)). Does this influence the network reconstruc-
tion? In this work, we will explore this issue. Here we
propose two improved approaches to better infer the net-
work topology under constraint conditions: the global re-
construction (GR, which considers all nodes as a whole)
and the partitioned reconstruction (PR, which considers
nodes in groups), respectively.
The remainder of this paper is arranged as follows.
First, we recall the usual NR approach via compressed
sensing. Second, we apply our reconstruction approaches
(i.e., GR and PR) to two representative dynamics, includ-
ing the prisoner’s dilemma game (PDG) and the snowdrift
game (SG) which occur on a variety of models and real
complex networks. The GR and the PR of these complex
networks show better results than the NR. Finally, more
comparisons of these reconstruction approaches and pos-
sible extensions are discussed.
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2 Node-based reconstruction (NR)
Compressed sensing [22,23,24] is an effective method for
signal recovery from highly incomplete information, which
has broad applications in various sparse reconstruction
problems. One of its main results states that a sparse vec-
tor X0 ∈ R
N can be recovered from a small number of
linear measurements Y = ΦX0 ∈ R
M by solving the con-
vex program
(P1) min ‖X‖1 subject to Y = ΦX, (1)
where Φ is an M × N sensing matrix with M ≪ N , and
‖X‖1 :=
∑N
i=1 |Xi| the ℓ1 norm of X. When all the en-
tries ofX, Φ andY are real-valued, (P1) can eventually be
solved by the linear programming. In fact, many real net-
works are sparse, which makes it possible to determine the
structure of networks based on the small amount of data
from dynamics via compressed sensing [14,17]. For com-
parison, some classic examples of the NR via compressed
sensing will be introduced in this section [14].
In game theory, agents (or players) use different strate-
gies in order to gain the maximum payoff. Here, the strate-
gies can be divided into two types: cooperation (C) and
defection (D), denoted by S(C) = (1, 0)T and S(D) =
(0, 1)T respectively, where T stands for the transpose op-
eration. The payoffs of the two agents in a game are de-
termined by their strategies and the payoff matrix of the
specific game. For the PDG [25] and the SG [26], the pay-
off matrices can be presented as:
PPDG =
(
1 0
b 0
)
and PSG =
(
1 1− r
1 + r 0
)
, (2)
respectively, where b (1 < b < 2) and r (0 < r < 1)
are parameters characterizing the temptation to defect.
At each time step, all agents play the game with their
neighbors. For agent i, the payoff is:
gi =
∑
j∈Γi
STi PSj , (3)
where Si and Sj denote the strategies of agents i and
j respectively, and Γi is the neighbor-connection set of i.
According to the Fermi rule, after each round, agent i ran-
domly chooses a neighbor j, and switches to the strategy
of j with the probability [27]
wi←j =
1
1 + exp[(gi − gj)/κ]
, (4)
where the noise parameter κ characterizes the level of
uncertainty by strategy adoptions [28]. The interactions
among agents in the network can be characterized by an
N ×N adjacency matrix A with entries ai,j = 1 if agents
i and j are connected, and ai,j = 0 otherwise. Here, ai,i
is always treated as 0. The payoff of agent i, at the tth
round, can be expressed as:
gi(t) =
N∑
j=1
aj,iS
T
i (t)PSj(t). (5)
When t = 1, 2, . . . ,M , we get M equations from equa-
tion (5), which can be grouped as:
Gi = ΦiAi, (6)
where Gi = (gi(1), gi(2), . . . , gi(M))
T , Φi is an M × N
matrix with entries (Φi)t,j = S
T
i (t)PSj(t), and Ai is the
ith column vector of A. Since payoffs and strategies in
equation (5) are observable, Gi and Φi are known. Ai is
sparse due to the natural sparsity of complex networks,
which would ensure a conversion from the local structure
reconstruction into a sparse signal reconstruction. Thus we
can predict Ai from equation (6) by compressed sensing.
Similarly, other columns of A can also be inferred, hence
the reconstructed adjacency matrix ANR is obtained. The
entries in the predicted ANR may not be exactly 0 or 1. If
aNRi,j , the predicted value of an entry ai,j , is close to 1, then
a link from i to j is predicted to be existent; if aNRi,j is close
to 0, then a null (nonexistent) link is predicted. Here, a
threshold 0.5 is taken to predict the network structure: the
entries in ANR less than 0.5 (aNRi,j < 0.5) are considered
as null links, and the rest (aNRi,j > 0.5) are regarded as the
existence of the corresponding links.
To evaluate the performance of predictions of network
structures, we adopt the success rates of existent links
(SREL) and nonexistent links (SRNL) [14,17]. SREL
(SRNL) is defined as the ratio of the number of success-
fully predicted existent (nonexistent) links to the total
number of existent (nonexistent) links. The PDG and the
SG on networks discussed above are two typical models
of games. In fact, the evolutionary games on complex net-
works can exhibit very rich dynamical behavior [29,30,
31,32]. The actual topology, as well as payoffs and noise,
could have a significant role on the dynamics. In partic-
ular, the presence of overlapping triangles on the two-
dimensional lattice structures [29] or restricted connec-
tions among some players [30] is essential. In our study
here, for the dynamical processes of PDG and SG on the
three types of network topologies (including Erdo˝s-Re´nyi
(ER) random [33], Watts-Strogatz (WS) small-world [34],
and Baraba´si-Albert (BA) scale-free [35] networks), we
record strategies and payoffs of agents at different times to
apply the above reconstruction method (NR) with respect
to different amounts of data (which can be explained as
Data = M/N , where M is the number of accessible time
instances in the time series, N the size (total number of
nodes) of networks to be recovered).
The examples discussed above show a typical proce-
dure of the NR. According to equation (6), the neigh-
bors of node i can be discovered, and the local structures
of other nodes in the network can be obtained similarly.
Thus, the topology of the whole network can be deter-
mined eventually, which can achieve good predictions as
shown in Figure 1.
3 Global reconstruction (GR)
Some puzzles still remain because the constraint of ai,j =
aj,i in adjacency matrix A of an undirected complex net-
work cannot be reflected in the NR procedure. So, how
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Fig. 1. Comparisons of success rates of inferring three types of networks (including ER random, WS small-world and BA scale-
free networks) by the NR, PR and GR, with PDG and SG dynamics, respectively. The network size N is 100. Each data point
is obtained by averaging over 10 network realizations. The error bars denote the standard deviations. The payoff parameters
for the PDG and the SG are b = 1.2 and r = 0.7, respectively. The average node degrees of all used networks are fixed to 6 and
the noise parameter κ = 0.1. We can see that with the same and relatively small amounts of data, the GR achieves the highest
success rates, and the PR also achieves higher success rates than the NR. The differences of success rates of the NR, PR and
GR become not obvious when the amounts of data are large enough.
will such information be taken into account? For this, we
first propose a GR approach which makes full use of the
known information and can be used to mine the interac-
tions between nodes. We will test its performance using
the above evolutionary games.
First, taking all nodes as a whole, we collect all the
possible constraints from the dynamics, which can be ex-
pressed as: {
Gi = ΦiAi (i = 1, 2, . . . , N), (7a)
ai,j = aj,i (i, j = 1, 2, . . . , N), (7b)
where equations (7a) come from equation (6), and con-
straints (7b) from the characteristics of the evolutionary
games. Second, we incorporate the reconstruction problem
into the framework of compressed sensing by transforming
equation (7) into the form like Y = ΦX in equation (1).
It would be helpful to rewrite equations (7a) as:

G1
G2
...
GN

 =


Φ1
Φ2
. . .
ΦN




A1
A2
...
AN

 (8)
or
G˜ = Φ˜A˜. (9)
Let us denote the column vectors of Φ˜, in sequence, as
Φ˜1, Φ˜2, . . . , Φ˜N2 . Then, equation (9) can be transformed
as:
G˜ =
N∑
i,j=1
Φ˜j+(i−1)Naj,i. (10)
Considering ai,j = aj,i in equation (7b), we can simplify
equation (10), by combining like terms, as:
G˜ =
∑
16i<j6N
(Φ˜j+(i−1)N + Φ˜i+(j−1)N )aj,i, (11)
which can be recast as:
G˜ = Φ˜−A˜−, (12)
where G˜ and Φ˜− (whose entries come from Φ˜) are mea-
surable, and the vector
A˜− = (a2,1, a3,1, . . . , aN,1,
a3,2, . . . , aN,2,
. . . , . . . ,
aN,N−1)
T
(13)
is sparse. Finally, A˜− can be predicted from equation (12)
by compressed sensing, hence A˜ and adjacency matrix A
can be consequently predicted.
We will validate the GR approach by extensive numer-
ical computations for typical models and real complex net-
works. From Figure 1 and Table 1 we can see that, even
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Table 1. Minimum data for achieving at least 0.95 SREL and SRNL simultaneously for PDG and SG dynamics on different
networks by the GR, PR and NR. Here, N is the network size, and 〈k〉 the average degree. The results of the PR are obtained
by dividing all nodes of every network into 5 groups with equal (or approximately equal) number of nodes. Each of Data in the
last two columns is an average over 10 independent realizations. Simulations are also performed on two real networks, i.e., the
social network of dolphins [36] and the network reflecting the schedule of college (American) football games [37].
PDG SG
Network N 〈k〉 (GR / PR / NR) (GR / PR / NR)
ER 60 4 0.25 / 0.43 / 0.50 0.20 / 0.38 / 0.44
60 6 0.24 / 0.42 / 0.48 0.24 / 0.39 / 0.45
100 6 0.21 / 0.31 / 0.37 0.18 / 0.29 / 0.35
100 12 0.22 / 0.42 / 0.48 0.21 / 0.40 / 0.46
WS 60 4 0.31 / 0.48 / 0.55 0.24 / 0.38 / 0.44
60 6 0.30 / 0.46 / 0.52 0.22 / 0.44 / 0.51
100 6 0.24 / 0.36 / 0.42 0.19 / 0.30 / 0.35
100 12 0.24 / 0.37 / 0.43 0.21 / 0.37 / 0.43
BA 60 4 0.28 / 0.53 / 0.60 0.23 / 0.47 / 0.54
60 6 0.30 / 0.49 / 0.56 0.25 / 0.48 / 0.55
100 6 0.29 / 0.45 / 0.53 0.24 / 0.42 / 0.49
100 12 0.30 / 0.48 / 0.56 0.26 / 0.46 / 0.54
Dolphins 62 5.1 0.32 / 0.56 / 0.65 0.24 / 0.50 / 0.58
Football 115 10.7 0.29 / 0.44 / 0.50 0.20 / 0.32 / 0.37
if the available information about each agent’s strategy
and payoff is very limited, our approach is quite efficient
in predicting network links. When achieving at least 0.95
SREL and SRNL simultaneously in the reconstructions,
the observation data required for the GR are only roughly
half that for the NR. For heterogeneous networks such as
BA scale-free networks, the NR is difficult to achieve high
prediction accuracy because some high-degree hub nodes
violate the local sparsity. Whereas the GR works well since
the global sparsity is maintained.
For many complex networks, although the GR greatly
enhances our ability to infer the network topology, it may
result in the problem of high dimensionality. For the NR,
we know that Φi is an M ×N matrix from equation (6);
while for the GR, Φ˜− is an MN × (N(N − 1)/2) matrix
from equation (12). So, the GR requires much more com-
puter memory which mainly depends on the network size
N .
4 Partitioned reconstruction (PR)
Compared with the NR, the GR greatly improves the ac-
curacy of the prediction, but also increases the size of the
problem. Here, we propose a more flexible reconstruction
scheme (i.e., PR), which is based on the information{
Gi = ΦiAi (i ∈ α ⊆ {1, 2, . . . , N}), (14a)
ai,j = aj,i (i, j ∈ α ⊆ {1, 2, . . . , N}). (14b)
This means that the nodes can be treated in groups, so
the PR is in fact a group-based reconstruction. Usually,
the more elements in α, the better the reconstruction. So,
if the computing environment is allowed, we should im-
plement the PR with as many as possible elements in α.
Especially, when α = {i}, equation (14) is equal to equa-
tion (6); and when α = {1, 2, . . . , N}, equation (14) is
equal to equation (7). Thus, the NR and the GR can be
regarded as the smallest- and the largest-scale PR, respec-
tively.
Taking the above collective dynamics for example, we
can specify the PR approach in three steps as follows:
(i) According to the actual specific problems, algo-
rithm design, computer memory, etc., the maximum ca-
pacity allowed for each group is determined, thus all nodes
in the network can be properly grouped. Here, we con-
sider a network with N = 100 nodes. Suppose that 20 is
the maximum number of nodes for each group, then all
nodes of the original network can be randomly divided
into 5 groups with the same size, and they can be denoted
as: α1 = {1, 2, . . . , 20}, α2 = {21, 22, . . . , 40}, . . . , α5 =
{81, 82, . . . , 100}.
(ii) Based on reconstructing each group as a whole, the
structure of the network can be inferred. For group α1, we
obviously have{
Gi = ΦiAi (i ∈ α1 = {1, 2, . . . , 20}), (15a)
ai,j = aj,i (i, j ∈ α1 = {1, 2, . . . , 20}). (15b)
Equations (15a) can be rewritten as:


G1
G2
...
G20

 =


Φ1
Φ2
. . .
Φ20




A1
A2
...
A20

 (16)
or
G¯ = Φ¯A¯. (17)
Denote the column vectors of Φ¯, in sequence, as Φ¯1, Φ¯2,
. . . , Φ¯2000. Then, equation (17) can be transformed as:
G¯ =
∑
16i620,16j6100
Φ¯j+100(i−1)aj,i. (18)
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Considering ai,j = aj,i in equation (15b), we can simplify
equation (18), by combining like terms, as:
G¯ =
∑
16i<j620
(Φ¯j+100(i−1) + Φ¯i+100(j−1))aj,i
+
∑
16i620,216j6100
Φ¯j+100(i−1)aj,i,
(19)
which can be recast as:
G¯ = Φ¯−A¯−, (20)
where G¯ and Φ¯− are measurable, and the vector
A¯− = (a2,1, a3,1, . . . , . . . , . . . , a100,1,
a3,2, . . . , . . . , . . . , a100,2,
. . . , . . . , . . . , . . . ,
a21,20, . . . , a100,20)
T
(21)
is sparse. Therefore, A¯− can be predicted from equation
(20) by compressed sensing, and A¯ can thus be predicted.
Namely, we can get predicted values of entries for
A1,A2, . . ., A20 by the transformations like the GR. Note
that Ai (i = 1, 2, . . . , 20) is the ith column of adjacency
matrix A, which stands for all links of node i. For other
groups α2, α3, α4 and α5, the remaining columns (i.e.,
A21,A22, . . . ,A100) of adjacency matrix A can also be
inferred similarly. So, the structure of the network is in-
ferred, and the predicted adjacency matrix is denoted as
APR1.
(iii) ForAPR1, some reconstruction results are regarded
as violating the constraint conditions if the values of
the entries aPR1i,j and a
PR1
j,i in A
PR1 are not close enough.
To assess the violation, here we introduce a cumulative
deviation index for node i, which is defined as dc(i) =∑N
j=1 |a
PR1
i,j − a
PR1
j,i |. In particular, dc(i) = 0 implies that
node i does not violate the constraint condition ai,j = aj,i.
To pursue better prediction, the top 20 nodes with high
dc will be picked out from the network. They, as a whole,
can be reconstructed, and the re-reconstruction data can
update the results in step (ii). Thus, we can get a newly
inferred adjacency matrix denoted as APR2 which can bet-
ter and more reasonably predict the network structure.
Similarly, by analyzing the cumulative deviation index for
APR2, one can further obtain APR3, but the improvement
of the prediction is not obvious. In our numerical simula-
tions, we can usually obtain satisfactory prediction results
using only up to APR2.
From Figures 1 and 2, we can see that the prediction
accuracy of the PR is lower than that of the GR, but sig-
nificantly higher than that of the NR. Figure 2 shows the
reconstruction results from the PDG on ER random net-
works. For Data = 0.25, links are difficult to identify by
the NR or the PR because of the mixture of reconstructed
entries in A; whereas the GR, resulting in a clear separa-
tion between actual links and null links, can ensure nearly
perfect reconstruction.
More numerical simulations illustrate that the group-
ing patterns in the PR will affect the success rate of re-
construction. To achieve higher prediction accuracy, it is
worthy of further studies to improve the PR; here, one of
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0.0
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2.0
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i,j
 Existent links
 Null links
 
 
 NR                           PR                          GR
Fig. 2. Reconstructed values of entries ai,j in adjacency ma-
trix A for the PDG on ER random networks by the NR, PR
and GR, respectively. Here, Data = 0.25, N = 100 and 〈k〉 = 6.
The results are obtained from two independent realizations.
the interesting questions is how to divide the nodes into
groups when the maximum capacity of each group is cer-
tain.
5 Discussion and conclusions
To accurately and effectively infer the topological struc-
ture of complex networks, we propose the global and par-
titioned reconstructions (GR and PR). Their performance
has been systematically analyzed and compared with the
usual node-based reconstruction (NR). All these three ap-
proaches have their own advantages and disadvantages, so
none of them would ensure universally the best reconstruc-
tions for various networks. Although the NR can rapidly
decompose the difficult task of inferring network structure
even for large-scale networks, it only focuses on the local
information discovery, which leads to low success rates es-
pecially when observations are relatively rare. Besides, the
performance of the NR becomes poor when the network
size N is small or hub nodes exist. For a network with
some information that cannot be reflected by the NR, the
GR may become the most effective, but this approach will
encounter the curse of dimensionality when N is large
enough. Moreover, the PR with high flexibility offers a
practical approach to deal with wide-ranging problems of
network reconstructions. Although a grouping method we
provided for the PR gets better results than the NR, the
underlying mechanisms of the PR are not yet very clear
because the grouping is very flexible and complex.
Our GR and PR approaches, to some extent, are gener-
ally effective and applicable to the reconstruction of com-
plex networks, no matter what optimization method (com-
pressed sensing, the lasso or other method) is used. Col-
lective dynamics are not confined to the PDG and the
SG, and the constraint conditions are not confined only
to an a priori known symmetry (ai,j = aj,i) of adjacency
matrices. Recently, Ma et al. proposed the conflict-based
method (CBM) for efficient reconstruction of undirected
heterogeneous networks with hubs [38], whereas our GR
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and PR approaches can be applied to both homogeneous
and heterogeneous networks. In this paper, although we
only show that the GR and PR approaches can be realized
for undirected networks, one could also implement these
approaches similarly for other networks if there are some
other prior known characteristic properties as constraints.
For example, when some links in a network are measurable
in advance (say, some entries in adjacency matrix to be
1), one could realize the PR by replacing equation (14b)
by the known information (ai,j = 1 for the correspond-
ing {i, j}). It would be interesting to extend the GR and
PR approaches to other types of constraints (by replac-
ing corresponding (7b) and (14b) respectively), such as
knowing the general degree distribution in advance, or
the anticipated levels of link density/clustering. Besides
the accumulated payoff of agents considered in this pa-
per, if one considers a more realistic degree-normalized
payoff in the game, then the evolutionary outcome can
change significantly [39]; in this case, how to reconstruct
networks would be worth investigating further. We believe
that deep data mining in dynamics would throw new light
on how to achieve higher prediction accuracy from limited
observations.
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