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1. Introduction
Many image processing and computer vision algorithms are surprisingly fragile when it
comes to choosing various parameters and thresholds. There have been no good solu-
tions to setting the proper value of the scale parameter in regularization networks. Local
adaptation is needed in these networks to make them less brittle. Using an assumption of
zero-mean, additive Gaussian noise, it can be shown that the scale parameter for edge de-
tection problems should be proportional to the variance of any additive noise [8]. However,
these assumptions are too restrictive for most purposes, including digital mammography.
More promising methods from Bayesian analysis are under investigation for setting the
scale and other parameters by standard regularization-based methods [9]. The Laplacian
lter is a popular edge detector in image processing [7]. However, knowledge of the feature
size is necessary when choosing the proper scale for detection.
It is common to make some assumptions about feature characteristics. For example, we
can assume that microcalcications in mammograms occur within ner scales of analysis
since these features are characterized by small, high-contrast spots. Unfortunately, it is
more dicult to make such general assumptions for masses in mammograms since they
may assume distinct shapes and sizes, e.g., spiculated, round, or irregular. Thus, it is
necessary to to identify an \optimal" scale for representation of masses. Once detected,
their regions can be labeled to provide an area of local support for multiscale feature
enhancement, including reinforcement of the \halo" eect, to assist in the visibility of
masses [5, 6, 3].
In this paper, we describe a method to segment a mass from its background using a
continuous multiscale analysis [2, 11, 10]. First, a suspicious region is identied, which
may or may not contain a lesion. Next, the region is used as a matched lter to select a
wavelet basis. A soft threshold is then applied. If the selected region contains a feature,
the mammographic feature is segmented from its background for further processing.
2. Locating the Best Scale
In [4] we show how wavelet coecients can be calculated at an arbitrary scale. Basis
functions for carrying out continuous multiscale analysis were designed to be symmetric
with zero-phase providing closed contours (via zero-crossings) of emergent features within
each scale. We discuss a method for determining an appropriate scale for arbitrary mass
size within a local area. Using the image as a matched lter, a nite number of scales
are searched within a local window to nd the wavelet coecients that most resemble a
mass.
The method is demostrated in Figure 1. The left-hand side of Figure 1(a) shows three
scales of an image prole, containing bumps of distinct width. We calculated the wavelet
transform for each image. At each scale, the maximum of wavelet coecients across the
shifting parameter was found. The relation between scale and the wavelet maximum
is shown on the right-hand side of Figure 1(a). Note that there is exactly one scale
a

corresponding to the maximum of wavelet coecients across both shifting and scale
parameters. The value a

is clearly a function of the size of the feature within the cropped
region.
3. Application of the Segmentation Algorithm
X-ray images of an RMI model 156 phantom were investigated. The RMI phantom
contains ve masses and six brils which mimic two objects of interest in mammography.
It is designed so that at least one object in each category is not visible and one object is
at the borderline of the visibility threshold [1].
An X-ray image of the RMI phantom is ideal for studying image segmentation since it
has well dened features of clinical interest which are present both above and below the
threshold for visibility. Figure 2(a) shows a schematic representation of the insert in
the phantom. Figure 2(b) shows an example of the corresponding radiographic image
obtained with a conventional mammography unit.
The mass thickness/diameter characteristics for the masses were, for the borderline case
(B) 500 m/5mm and for the invisible case (I) 250 m/3mm. Digital radiographic images
of the RMI phantom were obtained using a Digital Spot Mammography (DSM) system
attached to a Lorad Breast Biopsy System (Lorad Corporation, Danbury, CT). The de-
tector area was 50 mm by 50 mm which is smaller than the RMI phantom size shown in
Figure 2. As a result, only 20 % was able to be captured in any single digital image. The
DSM image matrix size used in this study was 512 by 512 so that the nominal pixel size
was 100 m. For the mass region, technique factors of 22 kVp and 16 mAs were used.
Additional images were also acquired at 32 kVp and 200 mAs, where the increased radia-
tion reduced the noise and permitted the B/I masses to become visible. By this process,
the locations of the invisible and borderline masses were established with a high level of
accuracy. A 256 by 256 pixel region of interest incorporating the B mass was extracted
for subsequent processing whereas for the invisible mass, a cropped region of 183 by 183,
to eliminate extraneous objects.
Segmentation - Mass
Figure 3 shows representative images of the cropped regions corresponding to three masses
(E, B and I). These images were generated using 22 kVp and 16 mAs. Also shown are the
same four images after histogram equalization, unsharp masking, and window/levleling
enhancement. The processed images in Figure 2 show negligible improvement in overall
mass visibility using these traditional image enhancement techniques. Figure 4 shows the
segmentation results obtained for a mass with borderline visibility. A prole through the
center of mass and the corresponding prole of the wavelet coecient is shown in Figure
4(c). Note that the interscale value a = 28 best denes the wavelet coecient prole and
best segments the mass (Figure 4(b)). Figure 5 shows the segmentation results obtain for
the invisible mass. A prole through the center of mass and the corresponding prole of
the wavelet coecients is shown in Figure 5(c). Here the interscale value a = 28 again best
denes the wavelet coecient prole and therefore best segments the mass (see Figure
5(b)). Thus the segmentation algorithm developed was capable of nding a mass which
is normally invisible on standard radiographs of this phantom.
4. Summary
We have shown that regions corresponding to masses can be identied through frame
representations of a continuous multiscale analysis. We showed that subtle features char-
acteristic of mammographic ndings required a ner parameterization of scale space than
provided by traditional methods of wavelet analysis.
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(a) (b)
Figure 1. (a) The best scale to detect a bump in simulated mass prole of distinct size.
(b) The best scale to detect a bump in noisy mass proles.
(a) (b)
Figure 2. RMI phantom (Radiation Measurements Inc., Middleton, WI): (a) internal
schematic; (b) digital radiograph.
(a) W/L HE UM
(b) W/L HE UM
Figure 3. Traditional processing methods, window and leveling (W/L), histogram equal-
ization (HE), unsharp masking (UM). (a) The borderline case; (b) the invisible case.













(a) original (b) a=28 (c) proles
(d) L=5 (a=16) (e) L=6 (a=32) (f) L=7 (a=64)
Figure 4. Mass (borderline) and multiscale edges: (a) original image (b) edges at best
scale; (c) prole of mass (above) and wavelet coecients (below) (d){(f) dyadic scales.












(a) original (b) a=28 (c) proles
(d) L=5 (a=16) (e) L=6 (a=32) (f) L=7 (a=64)
Figure 5. Mass (invisible) and multiscale edges: (a) original image; (b) edges at best
scale; (c) prole of mass (above) and wavelet (below) coecients; (d){(f) dyadic scales
