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El objetivo de este trabajo es probar que las laminaciones invariantes bajo un homeo-
morfismo final periódico f induce una estructura compleja en la superficie. Y para
esto, se pasa de laminaciones medibles a foliaciones con singularidades y con medidas
transversales. Luego se usa la estructura Euclidiana inducida por las foliaciones para
encontrar una estructura conforme. Por último se prueba que f es una función Pseu-
do Anosov generalizada en el sentido de [deC-H1]. En particular, se prueba que un
diferencial cuadrático asociado a las foliaciones tiene área finita.Además se presentan
ejemplos particulares del teorema central.
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Abstract
The main result of this work is to prove that the minimal invariant laminations of
an irreducible generalized Pseudo-Anosov homeomorphism isotopic to an endperiodic
homeomorphism induces a conformal structure on the singular surface. To have a better
understanding of the given theory, three propositions are presented that are original
examples, which will give us an idea of the proof of the main theorem.
Keywords: Endperiodic surfaces, Endperiodic homeomorphisms, Generalized pseudo-
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2. Superficies Finales-Periódicas y Homeomorfismos Finales-Periódicos 28
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El Teorema de clasificación de Nielsen-Thurston, vease [Ca-Bl], para homeomor-
fismos de superficies compactas, clasifica las clases de isotoṕıa de un automorfismo
irreductible no periódico f sobre una superficie hiperbólica compacta.
Por otro lado, existe un teorema de clasificación análogo para homeomorfismos fi-
nales periódicos sobre superficies finales periódicas debido a Handel-Miller, vease [Fe1],
pero se encuentran algunas diferencias escenciales. Una de esas es que un homeomorfis-
mo de una superficie cerrada es siempre Pseudo-Anosov, en el sentido que las medidas
transversales para las laminaciones invariantes tienen soporte total, mientras que en el
caso de homeomorfismos Pseudo-Anosov finales periódicos tales medidas transversales
no necesariamente tienen soporte total.
La principal motivación para el estudio de homeomorfismos finales periódicos, es el
estudio de foliaciones 1-profundas en 3-variedades. Superficies finales periódicas apare-
cen naturalmente como hojas de foliaciones 1-profundas de una clase de complementos
de nudos en S3. Estas foliaciones son generalizaciones de fibraciones o complemento de
las hojas de género finito. Las hojas de género infinito son superficies finales periódi-
cas y las monodromias de las correspondentes fibraciones son homeomorfismos finales
periódicos. La descomposicición de discos de complementos de nudos y enlaces, lleva a
foliaciones Taut y foliaciones 1-profundas. En 3-variedades suturadas T arbitrarias tales
foliaciones F si existen y son determinadas, salvo isomorfismos, por un rayo asociado
[F] que emana del origen en H1(T,R) e intercepta puntos del latice H1(T, Z).
Si M es una 3-variedadad compacta suturada, con una foliación 1-profunda trans-
versalmente orientada yQ es una componente del complemento de las hojas 0-profundas,
entonces una folia T de Q es una superficie final periódica, la foliacioń en Q es una
fibración y el flujo transversal induce un homeomorfismo de T que es final periódico,
véase [Fe1].
Este trabajo esta divido en 3 caṕıtulos. El caṕıtulo uno contiene los preliminares
referentes a laminaciones, foliaciones medibles, diferenciales cuadráticos y la relación
de equivalencia entroṕıa cero. Para mayor profundidad sobre estos temas se puede
consultar en [deC-H1], [deC2], [Ca-Bl], [Ca-Co3], [Ga-La] y [Hu-Ma]. El caṕıtulo dos
contiene los preliminares acerca de la teoŕıa de Handel-Miller, como son las definiciones
y propiedades básicas de las superficies finales periódicas y homeomorfismos finales
periódicos. Para más detalles, se puede consultar en [Ca-Co1], [Ca-Co2], [deC-P3] y
[deC-H4]. El caṕıtulo 3 contiene la parte inédita de este trabajo. El objetivo es probar
que las laminaciones invariantes de un homeomorfismo Pseudo-Anosov final periódico f
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induce una estructura compleja en la superficie; y la estrategia empleada en las pruebas
fue:
Pasar de laminaciones medibles a foliaciones con singularidades y con medidas
transversales.
Usar la estructura Euclidiana inducida por las foliaciones para encontrar una
estrutura conforme.
Mostar que f es una función Pseudo Anosov generalizada en el sentido de [deC-H1].
En particular, mostrar que un diferencial cuadrático asociado a las foliaciones tie-
ne área finita.





Se presenta un resumen de la teoŕıa de variedades complejas de dimensión dos
foliadas por subvariedades de dimensión compleja uno. La dinámica interesante en
estos objetos se encuentra alrededor de los llamados puntos singulares. Se comienza
dando algunos preliminares sobre superficies de Riemann y la definición de función
holomorfa, ya que los espacios unidimensionales que estarán foliando la respectiva
variedad son ceros de funciones holomorfas aśı como el campo vectorial holomorfo, que
está definido también a través de funciones holomorfas. Al integrar un campo vectorial
no singular, definido sobre una variedad, se obtiene una partición del espacio por curvas
(1-variedades diferenciables). Dicha partición se llama una foliación de dimensión uno
del espacio y a las órbitas del flujo se les llama las hojas de la foliación.
Luego se hace un breve estudio de laminaciones, que a grosso modo es una inmersión
topológica de un espacio foliado y son una herramienta muy poderosa en geométria hi-
perbólica, tololoǵıa de bajas dimensiones y sistemas dinámicos. Luego se define medidas
invariantes proyectivas por un flujo y que resultaron ser un objeto de gran imporancia
y utilidad para estudiar la dinámica de flujos. La generalización de estas medidas en
foliaciones se consigue considerando medidas en el espacio transversal a la foliación en
donde se identifican los puntos que pertenezcan a una misma hoja exigiendo que sean
invariantes bajo el flujo de las hojas. Las medidas transversas han demostrado ser muy
útiles para la comprensión de la dinámica de las foliaciones.
Después se hace una breve presentación de Diferenciales Cuadráticos haciendo en-
fasis en las foliaciones verticales y horizontales. Estos Difernciales son una de las herra-
mientas más útiles es el estudio de propiedades globales de superficies, que es asignarles
datos holomorfos poniendo de manifiesto la conexión entre el análisis complejo y la geo-
metŕıa. Se da la noción de entroṕıa topológica, que en general mide la rata de creación
de información y aśı mide la tasa de divergencia de las órbitas de un homeomorfismo, y
es un invariante númerico que representa la tasa de crecimiento exponencial del número
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de órbitas distinguibles.
Finalmente se dan las nociones básicas de homeorfismos pseudo-Anosov Generali-
zados que son una generalización del homomorfismo lineal hiperbólico del toro Anosov
f : T2 → T2, donde T2 = S1 × S1 y que tiene la propiedad de contraer uniformemente
en una dirección y expande en la otra.
1.1. Superficies de Riemann
En sus esfuerzos por construir de una manera sólida la teoŕıa de las funciones anáıti-
cas de una variable compleja, Riemann se dió cuenta de que era necesario abandonar
el plano complejo como soporte de tales funciones. Ello es debido a que la analiticidad
es una propiedad local y es, por tanto, una restricción innecesaria imponer un dominio
global con propiedades prefijadas para todas las funciones y por la imposibilidad de
resolver el problema de la prolongación anaĺıtica sin salirse del plano.
Aunque inicialmente la idea de superficie de Riemann aparece, pues, ligada a una
función, posteriormente se ha desarrollado el estudio de las superficies de Riemann
de una forma abstracta, como variedades complejas independientes de las funciones
que les dieron origen. La teoŕıa abstracta de las superficies de Riemann tiene una
parte algebráica y una parte anaĺıtico-geométrica . En estas dos partes, algebráıca y
anaĺıtica, juegan un papel muy importante las propiedades topológicas de las superficies
de Riemann y es quizás uno de los aspectos más sugestivos del tema el observar como
muchos conceptos y problemas anáıticos se convierten sobre la superficie de Riemann
en problemas simplemente topológicos.
Se utilizará la noción de superficie de Riemann en el sentido de superficie que
posee una estructura conforme. De forma resumida, una superficie de Riemann es una
variedad anaĺtica compleja de dimensión uno, es decir, un espacio topolǵico Hausdorff,
segundo contable y conexo, con cartas locales sobre abiertos del plano complejo, tales
que las funciones de transición son aplicaciones biholomorfas. Como toda superficie de
Riemann es a la vez una 2-variedad real diferenciable y orientable, las que pertenecen
a la sub-categoŕıa compacta están clasificadas desde un punto de vista topológico por
su género.
Por otro lado, la teoŕıa de cubrimientos permite asegurar que cualquier superficie
de Riemann es el espacio de órbitas de su cubrimiento universal bajo la acción de
un grupo adecuado de automorfismos. De esta forma el Teorema de Uniformización
nos proporciona los únicos tres candidatos para ser tal cubrimiento universal. Este
importante y poderoso teorema asegura que la esfera de Riemann, el plano complejo
y el disco unitario son las uńicas superficies de Riemann simplemente conexas; estas
opciones se corresponden, en el caso compacto, con superficies de Riemann de género
cero, uno y mayor que uno respectivamente.
En esta sección se dara una breve introducción a las superficies de Riemann, el
teorema de uniformización y laminaciones sobre superficies, vease [Forster] para más
detalles de superficies de Riemann y [Ghys] sobre laminaciones sobre superficies de
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Riemann.
En esta sección X denotará una variedad de dimensión 2, o lo que es, una superficie.
Definición 1.1.1. Una carta compleja en X es una tripleta ordenada (U, V, ϕ), donde
U ⊂ X es un abierto de X, V ⊂ C es un abierto del plano complejo y ϕ : U → V es
un homeomorfismo. El conjunto abierto U se llama dominio de la carta.
Cada carta compleja (U, V, ϕ) en X es, en particular, una función de valor complejo
en V . Muchas veces es llamada una coordenada local o un parámetro de uniformización
y (U, V, ϕ) un sistema coordenado local para cualquier punto a ∈ U . En este contexto,
generalmente se usa la letra z en lugar de ϕ (x).
Definición 1.1.2. Diremos que dos cartas complejas (U1, V1, ϕ1) y (U2, V2, ϕ2) son
holomorficamente compatibles o, por simplicidad, compatibles si y sólo si una de las
siguientes dos condiciones se cumple:
i. U1 ∩ U2 = φ
ii. ϕ2 ◦ ϕ−11 : ϕ1 (U1 ∩ U2) → ϕ2 (U1 ∩ U2) es biholomorfa. La función compuesta
ϕ2 ◦ ϕ−11 es llamada función de transisión entre cartas. Vease la figura 1.1.
Figura 1.1: Descripción de la función transición ϕ2 ◦ ϕ−11
Un atlas complejo A en X es una colección A = {(Uα, Vα, ϕα) | α ∈ I} de cartas
complejas compatibles cuyos dominios cubren a X, es decir, X =
⋃
α∈I Uα.
Se dice que los atlas complejos A y B son anaĺıticamente equivalentes si cada carta
en A es compatible con toda carta en B. En otras palabas, dos atlas complejos A y B
son equivalentes si y sólo si A ∪ B es un atlas complejo en X.
Dado que la composición de funciones biholomorfas es de nuevo biholomorfa, se ve
fácilmente que la noción de equivalencia anaĺıtica de atlas complejos es una relación de
equivalencia.
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Definición 1.1.3. Se define estructura compleja sobre una variedad X de dimensión
2 como una clase de equivalencia de un atlas complejos bajo la relación equivalencia
anaĺıtica.
Toda estructura compleja Σ definida sobre X está dada por la escogencia de un
atlas complejo, por tanto Σ contiene un único atlas maximal U . Aśı, si A es un atlas
arbitrario en Σ, entonces U consiste de todas las cartas complejas que son compatibles a
toda carta de A. De esta forma, dos atlas complejos son equivalentes si están contenidos
en el mismo atlas complejo máximal.
Observación 1.1.4. De ahora en adelante se refiere a estructura compleja en X como
el representante máximal U de una estructura compleja Σ sobre X.
Definición 1.1.5. Una superficie de Riemann es una pareja (X,U), donde X es una
variedad conexa de dimensión 2 y U es una estructura compleja definida sobre X.
Consideremos ahora la siguinete observación referente a cómo definir una topoloǵıa
sobre una superficie X a partir de una estructura compleja dada.
Observación 1.1.6. Para definir una superficie de Riemann parece necesario partir de
un espacio topológico X, Hausdorff, conexo y segundo contable, y luego definir un atlas
complejo sobre este. Es decir se necesitaŕıa tener una topoloǵıa en primera instancia y
luego se impondŕıa una estructura compleja. A continuación se mostrará como definir
una topoloǵıa dado un atlas complejo.
Si {Uα} es un cubrimiento abierto de un espacio topológico X, entonces el conjunto
U ⊂ X es abierto en X si y sólo si U ∩ Uα es abierto en Uα.
Si se tiene una colección {Uα} que cubre X y una colección de biyecciones ϕα:Uα→Vα,
es posible definir una topologia en X, esto es, un conjunto U se dirá abierto en X si y
sólo si para cada β, U ∩ Uβ es abierto en Uβ.
Aśı se pueden tomar los siguientes pasos para definir una superficie de Riemann:
i. Partir de un conjunto X.
ii. Encontrar una colección contable {Uα} de X que cubre a X.
iii. Para cada α encontrar una biyección ϕα de Uα en un abierto Vα del plano com-
plejo.
iv. Verificar que para cada α, β; ϕα (Uα ∩ Uβ) es abierto en Vα.
v. Verificar que A = {(Uα, Vα, ϕα) | α ∈ I} es un atlas complejo.
vi. Verificar que X es conexo y Hausdorff.
A continuación daremos algunos ejemplos clásicos de superfices de Riemann.
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Ejemplo 1.1.7. (a) El plano complejo C. Donde la estructura compleja esta dada
por el representante cuya única carta es (C,C, id), donde id : C → C, es la
función identidad.
(b) La esfera de Riemann Ĉ. Sea Ĉ = C∪{∞} la compactificación de C por el punto
∞. Los abiertos de Ĉ son los abiertos de C y conjunto de la forma V ∪{∞}, donde
V ⊂ C es el complemento de un compacto en C. Es claro que Ĉ es una espacio
topológico Hausdorff, conexo y segundo contable. Sean U1 = C, U2 = Ĉ− {0}, y
definamos los homeomorfismos
ϕ1 : U1 → C =: V1, ϕ1(z) = z
y
ϕ2 : U2 → C = V2,
donde ϕ2(z) = 1/z, si z 6=∞, y ϕ2(z) = 0, si z =∞. Entonces A = {(Ui, Vi, ϕi) |
i = 1, 2} define una estructura compleja sobre Ĉ.
Por la definición de superficie de Riemann sólo podemos extender a esta teoŕıa
aquellas nociones del análisis complejo en C que son invariantes bajo mapeos biho-
lomórficos, es decir, aquellas nociones que no dependen de la escogencia de un atlas
complejo en particular.
Definición 1.1.8. Sea X una superficie de Riemann y W ⊂ X un conjunto abierto.
Una función f : W → C es llamada holomorfa si para todo sistema coordenado local
(U, V, ϕ) de X la función compuesta f ◦ϕ−1 : ϕ(U∩W )→ C es holomorfa en el sentido
usual.
Al conjunto de las funciones holomorfas sobre W se denotará por O(W ). Es claro
que la suma y el producto de funciones holomorfas es nuevamente holomorfa y las
funciones constantes son holomorfas. De esta manera, el conjunto O(W ) es una C-
álgebra.
Definición 1.1.9. Sean X e Y superficies de Riemann con estructuras complejas U
y U ′, respectivamente. Una función F : X → Y se dice que es holomorfa en p ∈ X
si y sólo si existen cartas complejas (U, V, ϕ) ∈ U con p ∈ U y (U ′, V ′, φ) ∈ U ′ con
F (p) ∈ U ′ tal que la composición φ◦F ◦ϕ−1 es una función holomorfa en ϕ (p) . Vease
figura 1.2.
Si F está definida en un subconjunto abierto W de X, entonces F será holomorfa
en W si F es holomorfa en cada punto de W.
Se puede probar que una función F : X → Y entre dos superficies de Riemann
es holomorfa si y sólo si para todo abierto U ′ de Y y toda ψ ∈ O(U ′) el pull-back
ψ ◦ F : F−1(U ′) → C esá en O(F−1(U ′)). De esta forma podemos definir la función
F ∗ : O(U ′) → O(F−1(U ′)), donde F ∗(ψ) = ψ ◦ F . Que es un homomorfismo de C-
álgebras.
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Figura 1.2: Definición de función holomorfa en términos de carta compleja
Una construcción básica de una superficie de Riemann es considerar una superficie
de Riemann conocida, una acción de grupo y luego considerar el espacio topológico
cociente entre la superficie original y el grupo; bajo ciertas circunstancias dicho co-
ciente podrá ser dotado de una estructura compleja tal que la proyección natural sea
holomorfa.
Definición 1.1.10. Sea G un grupo y X un espacio topológico. Una acción de G en
X es una función G×X → X definida por (g, p) 7→ g.p la cual satisface
i. (gh) .p = g. (h.p) para todas g, h ∈ G y p ∈ X y
ii. e.p = p para todo p ∈ X, donde e ∈ G es la identidad del grupo.
Dada una acción de un grupo G en un espacio topológico X consideramos los
siguientes conjutos. La órbita de un punto p ∈ X es el conjunto G.p = {g.p/g ∈ G} y
el estabilizador de un punto p ∈ X es el subgrupo Gp de G definido como sigue
Gp = {g ∈ G/g.p = p} .
El espacio cociente X/G es el conjunto de órbitas. Existe una proyección natural
entre X y X/G, π : X → X/G el cual env́ıa un punto en su órbita. Se define una
topoloǵıa en X/G en el que U ⊂ X/G es abierto si y sólo si π−1 (U) es abierto en X.
Por tanto, se tiene que π es una función continua y abierta. La idea ahora es dotar el
espacio cociente X/G de una estructura compleja de modo que la función cociente π
sea holomorfa. Para ello usamos el siguiente resultado.
Proposición 1.1.11. Si X es una superficie de Riemann, Y es un espacio topológico
Hausdorff conexo y f : X → Y un homeomorfismo local, entonces existe una única
estructura compleja definida sobre Y tal que f es holomorfa.
Suponga que X, Y, Z son espacios topológicos, p : Y → Z, y f : Y → X funciones
continuas. Entonces un levantamiento de f respecto a p es una función continua g :
Z → X tal que f = p ◦ g
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Definición 1.1.12. Sean U y V espacios topológicos. Un espacio de cubrimiento de V
es una función continua F : U → V la cual es sobre y para cada punto v ∈ V existe una
vecindad W de v tal que F−1 (W ) consiste de una unión disjunta de conjuntos abiertos
Uα, cada uno de ellos homeomorfo a W v́ıa F restringida al dominio adecuado.
Note que bajo la definición anterior, F es un homeomorfismo local.
Uno de los teoremas más importantes desde el punto de vista superficies de Riemann
es el teorema de uniformización, el cual básicamente permite caracterizar las superficies
de Riemann.
Se sabe que el plano complejo C, el disco unitario D y la esfera de Riemann Ĉ
son superficies de Riemann simplemente conexas y no son isomorfas y que el cubri-
miento universal de cualquier superficie de Riemann es necesariamente una superficie
de Riemann simplemente conexa dotada de una estructura compleja. El teorema de
uniformización dice que dicho cubrimiento es isomorfo a uno de estos tres mensionados.
El siguiente teorema es el Teorema de uniformización para superficies simplemente
conexas.
Teorema 1.1.1. Sea X una superficie de Riemann simplemente conexa. Entonces X
es isomorfa a una y sóla una de las siguientes superficies de Riemann: Ĉ, o C o D
El caso más general del teorema de uniformización se da a continuación.
Teorema 1.1.2 (Teorema de Uniformización). Sea X una superficie de Riemann.
Entonces X es isomorfo a U/G, donde U es igual a Ĉ, o C o D, y G es un grupo de
automorfismos de U isomorfo a π1 (X) .
1.2. Foliaciones
La noción de foliación surgió de los trabajos de Ehresmann y Reeb, que estudiaban
la existencia de campos de vectores completamente integrables sobre variedades de
dimensión tres. El concepto de foliación en una variedad puede considerarse como
una generalización del concepto de flujo o sistema dinámico. En un flujo, las órbitas,
subvariedades de dimensión 1, producen una partición en la variedad. En una foliación
también existe una partición cuyas clases, las hojas, son subvariedades de una cierta
dimensión, que no es necesariamente 1.
Los problemas que existen en el estudio de los flujos se plantean también en fo-
liaciones, pero su solución suele ser mucho más complicada. Por ejemplo, los vectores
tangentes a las órbitas de un flujo define un campo vectorial en la variedad, y, rećıpro-
camente, todo campo vectorial determina un flujo tal que los vectores de este campo
son tangentes a las orbitas del flujo. De manera análoga, una foliación define en la va-
riedad una distribución de vectores de dimensión n− 1 que son los espacios tangentes
a las hojas, pero una distribución aśı procede de una foliación, sólo si la distribución
es integrable (Teorema de Frobenius).
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Aśı las curvas integrales de un campo de vectores sin ceros sobre una variedad son
las hojas de una foliación de dimensión uno sobre esa variedad. Si se permite que el
campo tenga singularidades, es decir, ceros o puntos fijos, la partición inducida tendrá
hojas de dimensiones 0 y 1, originando lo que se llama una foliación singular.
Para más detalle vease los trabajos [Hu-Ma],[Ga-Fre] [Gi-Fi], [Mi], [deC-H1], [deC2],
[deC-P3] y [deC-H4].
Definición 1.2.1. Una foliación no singular F de clase Cr de una superficie R es un
atlas maximal de clase Cr, {(Ui, ϕi)} de R, tal que la transformación de coordenadas
son de la forma:
ϕij = ϕi ◦ ϕ−1j : ϕj(Ui ∩ Uj)→ ϕi(Ui ∩ Uj),
donde ϕij(x, y) = (αij(x, y), γij(y)).
Sean F una foliación, {(Ui, ϕi)} un atlas maximal correspondiente a F y π : R2 → R
la función proyección definida por π(x, y) = y. Para cada carta (Ui, ϕi), considere la
función fi = π ◦ ϕi : Ui → R. Ahora si p ∈ Ui ∩ Uj se tiene por la transformación de
coordenadas que:
fi(p) = γij(fj(p)).
Los conjuntos P yi = f
−1
i ({y}), y ∈ R son llamadas las placas de F en Ui. La
fórmula anterior determina como las placas de F en Ui son pegadas a las placas en
Uj, Ui ∩ Uj 6= φ. De esta forma se obtiene las hojas Fi de F y se escribe F = {Fi} .
Se pueden también obtener las hojas como sigue: Sea {(Ui, ϕi)} un atlas para F.
Las cartas (Ui, ϕi) son llamadas cartas distinguidas de F. Dotar a R2 = R× R con la
topoloǵıa T0 que es el produto de la topoloǵıa natural en el primer factor y la topoloǵıa
discreta en el segundo factor. Entonces las componentes conexas del espacio topológico
(R2, T0) son las hojas de la foliación y estas son rectas horizontales, y = c, donde c es
una constante.
Sea ϕ : U → ϕ(U) ⊂ R2 una carta distinguida de F. Sobre U existe una topoloǵıa
TU tal que ϕ : (U, TU)→ (ϕ(U), T0) es un homeomorfismo. Las componentes conexas de
(U, TU) son las placas de F. La familia de placas de F es una base para la topoloǵıa TL
sobre R llamada topoloǵıa hoja, pues las componentes conexas del espacio topológico
(R, TL) son las hojas de F.




) son homeomorfas si existe un homeomorfismo
R→ R′ que env́ıa las hojas de F sobre las hojas de F′ .
Definición 1.2.2. Una foliación singular sobre una superficie R es una descomposición
de R como una unión disjunta de hojas λα, α ∈ I. Tal que, cualquier punto x que no
pertence a un conjunto finito S, tiene cartas locales ϕ : U → R2, x ∈ U , con la
propiedad de que la imagen de cada componente de U ∩ λα, para todo α ∈ I, es un
intervalo horizontal.
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Para x ∈ S existe una carta ϕ : U → R2, con x ∈ U , tal que ϕ |F∩U : F ∩ U → Wp,
donde Wp es una p-singularidad prolongada o singularidad con p separatrices, vease
figura ´(1.3) . El conjunto S es llamado conjunto singular.
Figura 1.3: Ejemplos de singularidadessobre una superficie R con 3 y 4 separatrices,
respectivamente
Diremos que dos foliaciones singulares son transversales si ellas tiene el mismo
conjunto singular y en todos los otros puntos las hojas son transversales. Además,
en el conjunto singular el modelo patrón Vk en los puntos singulares es el patrón de
k-singularidades como en [Ca-Bl] página 91.
Definición 1.2.3. Una foliación medible sobre R es una foliación con singularidades
tal que el atlas A = {(Ui, ϕi)} correspondiente a F excepto en los puntos singulares
satisface que la transformación de coordenadas en A tiene la forma:
ϕij = ϕi ◦ ϕ−1j : ϕj(Ui ∩ Uj)→ ϕi(Ui ∩ Uj),
ϕij(x, y) = (αij(x, y),±y + cij),
donde cij es constante para cada i y j.
Definición 1.2.4. Una medida transversal µ sobre una foliación singular medible F,
es una medida que define sobre cada arco α transversal a F una medida de Borel no
negativa µ |α tal que:
1. Si β es un subarco de α, entonces µ |β es la restricción de µ |α a β.
2. Si α0 y α1 son arcos transversales a F relacionados por una homotoṕıa α : I×I →
T tal que α(I × 0) = α0, α(I × 1) = α1 y α(a× I) está contenido en una folia de
F para todo a ∈ I, entonces µ |α0 = µ |α1 .
1.2 Foliaciones 13
Aśı se tiene que una medida transversal µ sobre una foliación singular medible F,
es una medida de Borel no negativa que es diferente de cero sobre arcos transversales, o
sea asigna números no negativos para cada arco transversal, asigna cero a un arco si y
sólo si el arco esta en la hoja y permanece invariante si un arco transversal es movido,
manteniéndose transversal y los puntos finales en la misma hoja. Por ejemplo, en la
figura 1.4 se muestra el ejemplo de un arco α transversal a una foliación dada. De la
definición anterior, la medida transversar de α es |b− a|.
Figura 1.4: La medida del arco transversal es |b− a|
Ejemplo 1.2.5. La figura muestra un triángulo hiperbólico foliado. Las hojas son pa-
ralelas a los lados de la v́ıa de tren.
Figura 1.5: Foliación de un triángulo
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1.3. Laminaciones
Las laminaciones geodésicas sobre superficies fueron introducidas por Thurston en
[Th1], [Th2], lo mismo que una generalización del concepto de geodésica simple cerra-
da. Son una herramienta muy poderosa en geométria hiperbólica, tololoǵıa de bajas
dimensiones y sistemas dinámicos.
Por ejemplo, en 3-veriedades hiperbólicas describen la flexión del casco convexo y
la geométria asintótica de los finales.
Las laminaciones geodésica pueden ser consideradas como:
Objetos topológicos, apareciendo como generalizaciones de curvas simples cerra-
das sobre superficies.
Objetos geométricos tales como doble de laminaciones de núcleos convexos hi-
perbólicos, laminaciones estábles de difeomorfismos pseudo-Anosov.
Objetos dinámicos, en particular por su conexión con funciones de intercambio
de intervalos.
Denotemos por H el semiplano superior
H = {x+ yi ∈ C | y > 0}
dotado de la geometŕıa hiperbólica. Es bien sabido que las isometŕıas que preservan la
orientación de H forman un grupo que es isomorfo al grupo special lineal proyectivo
PSL(2,R). De esta forma si Γ es un subgrupo discreo sin elementos elipticos, es decir
un grupo Fuchsiano, entonces el conjuno de orbitas H/Γ es una 2-variedad real llamada
superficie hiperbólica. De esto, tiene sentido la siguiente definición.
Definición 1.3.1. Para una superficie hiperbólica cerrada R, una geodésica en R es
la imagen de una geodésica completa en H ∼= R̃, donde R̃ es el cubrimiento univer-
sal de la superficie R. Una geodésica en R es simple, si no tiene auto-intersecciones
transversales.
Definición 1.3.2. Una carta laminada en una superficie X es una tripleta de la forma
(U, Y, ϕ), donde U ⊂ X es abierto, ϕ : U → I × J es un homeomorfismo de U sobre
I × J ⊂ C y Y ⊂ J es un subconjunto relativamente cerrado.
Sea N ⊆ X un subconjunto de X y suponga que N es la unión de un conjunto
disjunto Λ = {λβ}β∈B de 1-variedades conexas uno a uno inmersas en X.
Definición 1.3.3. Con la notación anterior. Se dice que Λ es una laminación de X
por curvas, si existe un conjunto {(Uα, Yα, ϕα) | α ∈ B} de cartas laminadas tales que
{Uα}α∈B cubre N y para cada α ∈ B, la imagen de las componentes conexas de λ∩Uα,
con λ ∈ Λ llamadas las placas de la carta laminada (Uα, Yα, ϕα) , bajo el homeomorfismo
ϕα son conjuntos de la forma I × {y} , y ∈ Yα.
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El conjunto N se llama el soporte de la laminación y cada λ ∈ Λ es llamada
hoja de la laminación. El conjunto AΛ = {(Uα, Yα, ϕα)}α∈I es llamado un atlas parcial
laminado. Si {Uα}α∈I cubre X, se dirá que AΛ = {(Uα, Yα, ϕα)}α∈I es un atlas laminado.
Si en la Definición 1.3.3 el conjunto A = {(Uα, Vα, ϕα) | α ∈ B}, donde Vα es la
imagen de Uα bajo ϕα, satisface que el cambio de coordenadas se escribe como
ϕj ◦ ϕ−1i (x, y) = (γi,j(x, y), σi,j(y)),
se dice que {Uα}α∈B es un atlas foliado y cada carta una carta foliada. La laminación
es de clase Ck si las funciones γi,j(·, y) son de clase Ck. En este caso, cada hoja de la
laminación tiene estructura de 1-variedad de clase Ck.
Una laminación Λ es transversalmente totalmente disconexa, si para cada carta
laminada {(Uα, Yα, ϕα)} , el espacio Yα es totalmente disconexo.
Definición 1.3.4. Sea λ ∈ Λ. Se dice que {λα}α∈A ⊂ Λ se acumula localmente uni-
formemente sobre λ, si para cualquier subarco P ⊂ λ de λ, existe una carta laminada
(U, V, ϕ), con V ∼= P × (−δ, ε) teniendo P = P × {0} , tal que el conjunto de placas
de V ∩ ∪α∈Aλα = {P × {tβ}} es un conjunto de placas acumulandose uniformemente
sobre P.
Definición 1.3.5. Una carta bilaminada de una superficie X es definida como una 4-
tupla (U,Z, Y, ϕ), donde U es una abierto de X y ϕ : U → I×J es un homeomorfismo,
donde Z ⊂ I y Y ⊂ J son subconjuntos relativamente cerrados.
Sean Λ,Λ′ conjuntos disjuntos, mutuamente transversos de 1-variedades conexas
uno a uno inmersas. Se denota por |Λ,Λ′| la unión |Λ| ∪ |Λ′| .
Definición 1.3.6. El par (Λ,Λ′) es una bilaminación si existe un conjunto
A(Λ,Λ′) = {(Uα, Xα, Yα, ϕα)}α∈A
de cartas laminadas tales que {Uα}α∈A cubre |Λ,Λ′| y, para todo α ∈ A, (Uα, Xα, ϕα)
es una carta laminada para Λ′ y (Uα, Yα, ϕα) es una carta laminada para Λ. En este
caso decimos que A es un atlas parcial bilaminado. El soporte de la bilaminación es
|Λ,Λ′|
Observación 1.3.7. Con la notación anterior:
I. Sea (Λ,Λ′) una bilaminación y T ⊂ X un rectángulo compacto, simplemente
conexo, tal que sus lados superior e inferior son subarcos de hojas de Λ y los
lados derecho e izquierdo son subarcos de hojas de Λ′. Entonces T tiene estructura
natural de una carta bilaminada para (Λ,Λ′)
II. Para una carta laminada (Uα, Yα, ϕα) tal que la función restricción
ψα := ϕα|N∩Uα : N ∩ U → I × Yα
es un homeomorfismo, entonces N equipado con el atlas {N ∩ Uα, ψα}α∈A , satis-
face la definición de espacio foliado. Por tanto una laminación puede verse como
una inmersión topológica de un espacio foliado.
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Ahora consideremos la siguiente definición concerniente a un tipo especial de lami-
naciones.
Definición 1.3.8. Una laminación geodésica en R, es un subconjunto cerrado no vaćıo
L de R que es una unión disjunta de geodésicas simples. Las geodésicas contenidas en
L son llamadas las hojas de L.
Ejemplo 1.3.9. Finitas geodésicas disjuntas son una laminación. Este ejemplo
puede ser ampliado, a una familia de geodésicas infinitas que gira en espiral a lo
largo de geodésicas simples cerradas ver [Ca-Bl].
La cerradura de una unión disjunta no vaćıa L de geodésicas es una laminación.
Definición 1.3.10. Una laminación geodésica L no vaćıa se dice que es mı́nimal si
ningún subconjunto propio de L es una laminación geodésica.
Ejemplo 1.3.11. Cualquier geodésica simple cerrada es una laminación mı́ni-
mal.
Los mosaicos y los grafos repetitivos proporcionan algunos ejemplos laminaciones
minimales.
Observación 1.3.12. Una laminación geodésica es una laminación mı́nimal si
y sólo si es un subespacio cerrado en la superficie, o una geodésica simple cerrada,
o una geodésica infinita con cada extremo convergiendo a una cúspide, donde una
cúspide significa el punto en el infinito donde concurron dos geodésicas. Para más
detalles ver [Ca-Co1].
Una laminación geodésica es una unión de finitas sub-laminaciones minimales
y finitas hojas aisladas infinitas, cuyos extremos son espirales a lo largo de las
sub-laminaciones minimales o convergen para una cúspide.
Una sub-laminación L′ es minimal si y sólo si cualquier semihoja de L′ es densa
en L′ . Un ejemplo es una hoja cerrada de L
Las pruebas de las siguientes proposiciones pueden ser encontradas en [Ca-Bl],
[Ca-Co4]
Proposición 1.3.13. Si L es una laminación minimal sobre R, entonces
(i) L es una única geodésica o
(ii) L es un conjunto no numerable.
Una laminación geodésica L ⊂ R es llena si las regiones complementarias son todas
poĺıgonos ideales con finitos lados. Si una laminación geodésica L no es llena, es porque
algunas curvas frontera de una vecindad tubular de L son escenciales. Además cualquier
par de laminaciones geodésicas llenas tienen intersección no vaćıa.
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Proposición 1.3.14. Cada cúspide de la superf́ıcie T tiene una vecindad cuya inter-
sección con L consiste de finitas semi-hojas aisladas convergiendo a la cúspide.
Proposición 1.3.15. Si una laminación geodésica L no tiene semi-hojas aisladas,
entonces para cualquier arco γ transversal a las hojas de L, γ ∩ L es un conjunto de
Cantor.
Una medida transversal para una laminación es localmente una medida sobre el
espacio de hojas de la laminación. Ahora bien, puesto que las hojas de la laminación L
son localmente determinadas por sus puntos de intersección con un arco diferenciable
transversal a L, se puede por tanto definir una medida transversal para la laminación
geodésica L, asignando una medida de Borel no negativa que es diferente de cero sobre
arcos transversales, es decir, asigna números no negativos para cada arco transversal,
es cero en un arco si y sólo si el arco esta en la hoja y permanece invariante si un arco
transversal es movido manteniendose transversal y los puntos finales en la misma hoja,
o sea una medida invariante bajo homotoṕıa de arcos transversales a L, y aśı el soporte
de la medida asignada a un arco transversal γ debe estar contenido en γ ∩ L.
Ejemplo 1.3.16. Considere una laminación geodésica L, con hojas cerradas γ1, ..., γn.
Escoja números positivos a1, ..., an. Para cada arco γ transversal a L, considere la




ai |A ∩ γi| ,
para cualquier subconjunto A de γ. Se tiene que µ define una medida transversal
para L.
De lo anterior se tiene la siguiente proposición, ver [Ca-Bl].
Proposición 1.3.17. Toda laminación geodésica L admite una medida transversal
cuyo soporte consiste de todas las sublaminaciones minimales de L.
1.4. Diferenciales Cuadráticos
Una de las herramientas más útiles es el estudio de propiedades globales de superfi-
cies es asignarles datos holomorfos poniendo de manifiesto la conexión entre el análisis
complejo y la geometŕıa. Uno de tales asignaciones son los diferenciales cuadráticos
el cual asocia a cada sistema coordenado local una función meromorfa que satisface
ciertas condiciones en las funciones de transición.
En esta sección se supone que R es una superficie compacta y orientable de género
g ≥ 2, X una estructura compleja sobre R y A = {(Ui, ϕi) | i ∈ I} un atlas de R en
X.
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Definición 1.4.1. Un diferencial cuadrático ψ definido sobre R con respecto al siste-
ma de coordenadas A es una función que asocia a cada coordenada local (Ui, ϕi) una







para todo p ∈ Ui ∩ Uj.
Ahora definiendo wi := ψi ◦ ϕi : Ui → C, entonces para p ∈ Ui ∩ Uj, la ecuación







De esta forma, si zj = ϕj(p) y zi = ϕi(p), entonces (ϕi ◦ ϕ−1j )(zj) = zi. Si se hace





















se obtiene la igualdad
wj(ϕ
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De lo anterior, un diferencial cuadrático sobre A puede ser visto como una colección
de funciones meromorfas w = {wi} , donde wi : Ui → C es tal que sobre ϕj(Ui ∩ Uj)
wj(ϕ
−1








Por tanto, se puede interpretar w como una función que asocia a cada sistema
coordenado local (Ui, ϕi) la función meromorfa w(ϕi) = wi. Si se quiere que los dominios
de las imagenes de las cartas bajo el diferencial cuadrático w sean subconjuntos del
plano complejo, se considera la composición wi ◦ ϕ−1i : ϕi(Ui) ⊂ C→ C. Con lo que w
puede ser cambiada por la función ψ, definida por
ψ(ϕi) = w(ϕi) ◦ ϕ−1i .
Se prueba fácilmente que ψ es un diferencial cuadrático sobre A en el sentido de la
Definición 1.4.1.
1.4 Diferenciales Cuadráticos 19
Notación 1.4.2. Si se denota el sistema coordenado (Ui, ϕi) por z := ϕi. Entonces ψi
es representado por la expresión ψ(z)dz⊗ dz o, por simplicidad, por ψ(z)dz2 . De esta
forma se tiene la respectiva forma asociada a wi
(w(z) ◦ z−1)dz2 =: w(z)dz2.








Lo que significa que la expresión ψ(z)dz2 es invariante del sistema local coordenado A.
Un punto p ∈ R es un cero de ψ(z)dz2 de orden k si para todo sistema coordenado
local (Uα, ϕα) alrededor de p, la función ψα tiene un cero de orden k en ϕα(p), es decir
la función wα : Uα → C tiene un cero de orden k en p. De forma similar se define lo
que es un polo de orden k para ψ(z)dz2. Los puntos donde ψ(z)dz2 se anula o tiene un
polo son llamados puntos cŕıticos, los otros puntos son llamados puntos regulares.
El conjunto de diferenciales cuadráticos holomorfos sobre A se denota por Q(A).





p ∈ R | p es cero de algún ψ(z)dz2
}
.
Se van a definir sistemas coordenados locales naturales ξ := ξψ asociada a ψ como
sigue: Sean p0 ∈ R
′
y z : U → C es un sistema coordenado local de R′ en p0, tales que






define un sistema coordenado local.






Todas las variables locales ξ obtenidas de ψ de esta manera, son llamdos el w-atlas
natural de R
′
. En términos de este atlas se tiene la ecuación
(dξ(z))2 = ψ(z)dz2.
La coordenada ξ, es representada por 1 ∗ (dξ)2.
Para el atlas A = {(Ui, ϕi) | i ∈ I} se define Aw = {(Ui, ξi)}, donde ξi := ξ(zi) :
Ui → C, con zi := ϕi, es el sistema coordenado local asociado a zi := ϕi : Ui → C, y es
llamado el ψ-atlas o w-atlas natural de R
′
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donde dij es una constante. En otras palabras, en Ui ∩ Uj se tiene la identidad ξ(zi) =
±ξ(zj) + cij. Con lo que ξ(zi) ◦ ξ(zj)−1 = ±zj + cij. Es decir, la transformación de
coordenadas ξij está dada por ξij(z) = ±z + cij.
En vista de lo anterior se tiene el w-atlas natural de R
′
es una foliación medible de
R
′
que se denotará por Fw. Este conjunto de coordenadas naturales, introducirán una
estructura Euclidiana en R, cuyas rotaciones son apenas de π radianes o translaciones.
Si (U, z : U → C) es una carta de R′ y ψ(z) : z(U)→ C es una función asociada a
las coordenadas (U, z), entonces las hojas de Fw son las curvas integrales de la ecuación
Im
√
ψ(z)dz = 0 o equivalentemente Im
√
(w ◦ z−1)(z)dz = 0. Ahora, suponga que p
es un cero de ψ(z)dz2 de orden m. Entonces para algún sistema coordenado, la variable
local (U, z) en p, es ψ(z)dz2 = zm(dz)2 y se puede suponer que z(p) = 0. Aśı, cerca del
punto p, la foliación Fw corresponde a las curvas integrales de Im(z
m
2 dz) = 0.





y para m entero impar, w no es una función uno valuada de z, para cualquier m 6= 2
una linea radial tv (donde t ≥ 0 y |v| = 1), emanando del origen en el z-plano, está
en la horizontal si (tv)mv2 > 0, es decir, si vm+2 = 1. Para que w tenga norma finita,
m debe ser mayor o igual a -1. En los únicos puntos donde m puede ser negativo son
en los agujeros, caso donde m = −1. Las direcciones de las trayectorias verticales son
soluciones de la ecuación vm+2 = −1.
Definición 1.4.3. Una curva paramétrica γ : [0, 1]→ R se llama una trayectoria ho-
rizontal de w, si en cualquier coordenada local ϕ definida en la imagem de γ, la función
ϕ(γ(t)) satisface w(γ(t))γ
′
(t) > 0. Se llama una trayectoria vertical si w(γ(t))γ
′
(t) < 0.
Las trayectorias horizontales o verticales visualizadas en el ξ−plano, donde ξ es una
coordenada natural, son parte de una linea horizontal o vertical, respectivamente.
Sea γ un camino de clase C1 por tramos, conteniendo la coordenada z. En la métrica















en la coordenada natural w, |γ|w es la longitud Euclidiana de γ.
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donde z = x + iy es cualquier coordenada local y ξ = ζ + iη es cualquier coordenada





El elemento de área y la norma son definidos del mismo modo para diferenciales
cuadráticos no holomorfos. Si ‖w‖ <∞ y w(z) es holomorfa en U para todo (U, z) ∈ A,
entonces w solo puede tener máximo polos simples en los agujeros de R − R, donde
R es la superficie obtenida de R con los agujeros llenos, con R una superficie de tipo
topológico finito, vease [Ca-Co4] o Definición 2.1.8 para la definición de tipo topológico
finito. Reciprocamente si R es una superficie de tipo topológico finito, y w es holomorfa
excepto en máximo en los polos simples donde hay agujeros de R−R, entonces ‖w‖ <
∞.
Definición 1.4.4. La foliación medible Fw es la w-foliación horizontal de R y F−w es
la w-foliación vertical de R.
Si una hoja comienza en un punto singular se llama una hoja singular. El ı́ndice
Ps de una hoja singular s es el número de hojas que comienzan en el respectivo punto
singular. Aśı, si p es una singularidad de orden m de Fw y s es una hoja que comienza
en s, entonces Ps = m+ 2.
Si F es una foliación singular sobre una superficie de tipo finito R, entonces se sabe





donde SingF es el conjunto de puntos singulares de F.
Por tanto los puntos singulares s de Fw son los ceros de orden ms = Ps − 2 del
diferencial cuadrático w. Luego∑
ms = −2χ(X) = 4g − 4,
donde g es el género de X. Aśı se obtiene el número de ceros de un diferencial cuadrático
holomorfo sobre uma superficie de Riemann.
Observación 1.4.5. (i) Dada cualquier foliación medible F sobre una superficie R
y cualquier estructura compleja X sobre R, exite un único diferencial cuadrático
sobre la superficie de Riemann R cuya estructura de trayectorias horizontales
realiza a F, para más detalles ver [Hu-Ma]
De hecho, sea F una foliación medible sobre una superficie R, con hojas compac-
tas. Considere las hojas singulares F1, F2, ..., Fn y sea R
∗ = R\
⋃n
k=1 Fk. Aśı R
∗
es una unión disjunta de interiores de superficies de Riemann X1,X2, ...,Xr con
frontera.
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La foliación medible F sobre R induce una foliación medible Fj sobre Xj, j =
1, 2, ..., r. Las curvas frontera son hojas de esta foliación. La superficie Xdj , defini-
da como el doble de Xj, es una superficie de Riemann compacta y orientable sin
frontera, por tanto χ(Xdj ) = 0 (pues la caracteŕıstica de Euler de una superficie de
Riemann compacta y sin frontera es cero). Con lo que χ(Xj) =
1
2
χ(Xdj ) = 0 y aśı
Xj es un anillo y puede ser representado como un cilindro. Pegando los cilindros
X1,X2, ...,Xr a lo largo de sus fronteras se obtiene la superficie X original.
Considere la foliación medible Fj sobre la superficie Xj y sea θj un arco conec-
tando las dos componentes de frontera de Xj y [θj] la clase de homotoṕıa de arcos




lFj(θ) : θ ∈ [θj]
}
,
es la altura del cilindro Xj, donde lFj(θ) es la altura del cilindro Xj.
Sea Fw la w-foliación horizontal de X y suponga que las hojas cŕıticas son com-
pactas y sean X1,X2, ...,Xr los correspondientes cilindros y como
ξij(z) = ξi ◦ ξ−1j (z) = ±z + cij,
los cilindros Xj adquieren métricas Euclideas. La coordenada local natural ξw de
w en realidad transforma la métrica plana del plano a X− {ceros de w} .
Se sigue que las superficies de Riemann X1,X2, ...,Xr son cilindros Euclidianos
rectos. También se tiene que la altura del cilindro Xj, lFj([θj]) y las longitudes
de las partes superior e inferior del cilindro son iguales.
(ii) De lo anterior se tiene que: Un diferencial cuadrático holomorfo define una fo-
liación medible canónica, la foliación horizontal asociada, pero el rećıproco no es
cierto. Existen foliaciones medibles las cuales no son foliaciones horizontales de
un diferencial cuadrático holomorfo. El ejemplo siguiente se debe a [Hu-Ma].
Ejemplo 1.4.6. Tome dos cilindros foliados por ćırculos horizontales con alguna me-
dida en estas hojas y pegue estos cilindros como muestra la figura 1.6.
Si la foliación medible es inducida por un diferencial cuadrático w, entonces se sigue
de lo anterior que los cilindros son cilindros Euclidianos rectos y las partes superior e
inferior del cilindro tienen la misma longitud. Aśı se tiene las siguientes ecuaciones
l1 + l6 = l1 + l2 + l3 + l4
l4 + l5 = l2 + l3 + l5 + l6.
El sistema no tiene soluciones positivas.
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Figura 1.6: Cilindros pegados
Existen foliaciones medibles que son inducidas por diferenciales cuadráticos. En el
ejemplo anterior, es obtenida por colapsar dos arcos l2 y l6 a puntos. En general si γ es
una hoja singular uniendo dos puntos singulares de la foliación F, entonces se puede
escoger una función g : R → R homotópica a la identidad, que es un difeomorfismo
sobre R − γ y colapsa γ a un punto x. La foliación medible g∗(F) obtenida de F es
g∗(F) = {(g(Ui), ϕi ◦ g−1)} , donde {(Ui, ϕi)} es un atlas de F. Además si x1 e x2 son
los puntos finales de γ, de orden k1 y k2 respectivamente, entonces x = g(γ) es un
punto singular de orden k1 + k2.
Las foliaciones medibles g∗(F) y F son equivalentes y g∗(F) es minimal.
1.5. Relación de equivalencia entroṕıa cero
Se estudiará la generalizacón de la noción de entroṕıa de una función o flujo a siste-
mas dinámicos más complicados tales como foliaciones. En general el término entroṕıa
mide la rata de creación de información. A grosso modo, si los estados de un sistema
pueden ser descritos por iteración de una función, los estados pueden ser indistingui-
gues en algún tiempo inicial y puede diverger en estados diferentes a medida que pasa
el tiempo. La entroṕıa mide la rata de creación de estos estados. En el lenguaje de
la dinámica la entroṕıa mide la rata de divergencia de las órbitas de una función. En
otras palabras, mide la tasa de divergencia de las órbitas de un homeomorfismo y es
un invariante númerico que representa la tasa de crecimiento exponencial del número
de órbitas distinguibles con precisión finita. La entroṕıa cero implica la existencia de
medidas transversales invariantes.
Suponga que X es una variedad compacta y sea f : X→ X una función. Para medir
el número de órbitas tomaremos una aproximación emṕırica, es decir, no distinguiendo











serán distinguibles si para algun k los puntos fk(x)
y fk(y) están a una distancia mayor que ε. Entonces contando el número de órbitas
distinguibles de longitud n, para un ε fijo, se mira la tasa de crecimiento de esta función
de n y luego al tomar ε → 0, el valor obtenido es llamado la entroṕıa de f y es una
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medida de la velocidad de crecimiento asintótico del número de las órbitas de longitud
finita, cuando la longitud va para para infinito.
Definición 1.5.1. Sean (X, d) un espacio métrico y f : X → X una función uni-
formemente continua. Se dice que x, y son (n, ε)-separados por f, si es posible distin-
guir entre las órbitas de x, y hasta n − 1 iterados con precisión ε, es decir, x, y son
(n, ε)−separados por f, si d(fk(x), fk(y)) > ε para algún 0 ≤ k < n.
La entroṕıa topológica es definida como el limite cuando ε → 0 y es interpretada
como la velocidad de crecimiento exponencial del número de órbitas (n, ε)−separadas
cuando n→∞.
Si K ⊂ X es compacto y solo se cuenta las órbitas comenzando en K, se obtiene la
entroṕıa de f en K. Aśı si s(n, ε,K) denota la cardinalidad del máximo subconjunto
(n, ε)−separado K, entonces se define







y la entroṕıa de f es definida por
h(f) = sup {hf (K) : K ⊂ X, K compacto} .
Definición 1.5.2. Si f : X → X es un homeomorfismo, se dice que los puntos x e
y son entroṕıa cero equivalentes, si existe un continuo K, (un conjunto compacto y
conexo), el cual contiene los dos puntos y para el cual
hf (K) = hf−1(K) = 0.
Observación 1.5.3. Con la notación anterior








y que a unión de dos
continuos conteniendo un punto en común es un continuo. De esto se tienen que,
la relación de entroṕıa cero es una relación de equivalencia.
(2) Si f es una isometŕıa, entonces hf = 0. En particular, la rotación del ćırculo
tiene entroṕıa cero.
(3) Dada la métrica dn sobre X por
dn(x, y) = máx
0≤k≤n
d(fk(x), fk(y)),
los puntos x e y son (n, ε)−separados por f si y sólamente si dn(x, y) > ε.
Para más detalles sobre la relación entroṕıa cero, ver [deC2] y [deC-P3]
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1.6. Homeomorfismos Pseudo-Anosov Generaliza-
dos y Teorema de Clasificación
Los homeomorfismos Pseudo-Anosov fueron introducidos por Thurston en la clasifi-
cación de homeomorfismos de superficies salvo isotoṕıa. Un homeomorfismo de superfi-
cie Φ : T → T es llamado Pseudo Anosov si preserva un par de foliaciones transversales
medibles con finitas singularidades y expande una foliación uniformemente por un fac-
tor λ > 1 y contrae la otra por un factor 1/λ
Definición 1.6.1. Un homeomorfismo de superficie Φ : T → T es llamado una función
pseudo-Anosov generalizada si existen:
(a) Un conjunto finito A, Φ−invariante
(b) Un par (Fs, µs) , (Fu, µu) de foliaciones medibles con contables singularidades
prolongadas (con cartas locales como en [deC2] y [deC-P3]) que se acumulan en
cada punto de A y no tiene otros puntos de acumulación. Las medidas transver-
sales son equivalentes a la medida de Lebesgue sobre transversales.
(c) Un número real λ > 0 tal que:
Φ (Fs, µs) = (Fs, λµs) y








el número λ es llamado constante de expansión.
En particular, una función pseudo-Anosov generalizada, es una función pseudo-
Anosov si y sólo si existen finitas singularidades prolongadas, es decir, A = φ. Note
que la medida necesariamente tiene suporte total y no atomos.
Figura 1.7: Singularidades prolongadas de la foliación invariante.
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Figura 1.8: Singularidades prolongadas de la foliación invariante.
Figura 1.9: Singularidades prolongadas de la foliación invariante.
Definición 1.6.2. Una función Φ : T → T es llamada de orden finito si existe n > 0
tal que Φn = Id.
Si Φ : T → T es una isometŕıa de una métrica hiperbólica, entonces Φ es de orden
finito. Ahora si Φ es de orden finito sobre una superficie con caracteŕıstica de Euler
negativa, entonces es conjugado a una isométria de alguna métrica hiperbólica, ver
[Ca-Bl].
Definición 1.6.3. Un homeomorfismo de superficie Φ : T → T es llamado Nielsen-
Thurston reducible relativo a un conjunto finito A, si
(1) Existen una colección de curvas simples cerradas disjuntas Γ = {Γ1,Γ2, ...Γk} ,
llamadas curvas reducidas en Int(T )−A con Φ(Γ) = Γ y cada componente conexa
de T \ (Γ ∪A) tiene caracteŕıstica de Euler negativa.
(2) La colección de curvas reducidas Γ viene equipada con una vecindad tubular abier-
ta N (Γ), Φ−invariante la cual no intercepta el conjunto A. Las componentes
conexas de T \N (Γ) son llamadas las componentes de Φ. La órbita de una com-
ponente bajo Φ es llamada una Φ−componente.
(3) Sobre cada Φ−componente S, Φ es pseudo-Anosov relativo a S ∩A o de orden
finito.
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Teorema 1.6.1. (Teorema de Clasificación de Nielsen-Thurston)
Si T es una superficie compacta y A ⊂ T es un conjunto finito, tal que T −A tiene
caracteŕıstica de Euler negativa, entonces cualquier clase de isotoṕıa de un homeomor-
fismo f : T → T relativo a A contiene una función Nilsen-Thurston reducible.
Si f es reducible se puede cortar T a lo largo de una 1-variedad y se puede aplicar el
teorema anterior sobre todas las componentes y obtener una reformulación del teorema
anterior.
Teorema 1.6.2. Cualquier homeomorfismo f : T → T es isotópico, relativo a un con-
junto finito A, a un homeomorfismo h, con la siguiente propiedad: Existe una colección
Γ de curvas cerradas simples disjuntas, no paralelas tal que h deja invariante la unión
disjunta de vecindades tubulares de curvas en Γ, y tal que la función primer retorno
sobre cada componente complementaria es de orden finita o pseudo-Anosov.
Aunque en este momento no se ha dado la definición de partición de Markov, ya que
se considera no es el lugar para darla, y es un hecho usado enla siguinete proposición,
remitomos al lector a la página 43 de esta tesis para la definición respectiva. También
puede consultar [Gaspard].
Proposición 1.6.4. Si Φ : T → T es pseudo-Anosov relativa a un conjunto finito A
y tiene constante de expansión λ, entonces
(1) Φ tiene partición de Markov con matriz de transición irreducible.
(2) La colección de órbitas Φ−periódicas es densa en T
(3) La entroṕıa topológica de Φ es htop(Φ) = log(λ)
(4) Cualquier hoja de Fu y Fs es densa en T
(5) La medida sobre T obtenida de las medidas transversales es la única medida de
entroṕıa maximal para Φ y es Ergódica.
Una función pseudo-Anosov puede ser pensada, como siendo constrúıda a partir de
su partición de Markov. Se pegan los rectángulos para obtener la superficie. La función
pseudo-Anosov actua linealmente sobre los rectángulos. Si la superficie no es un toro,
existe puntos (las singularidades) donde tres o más rectángulos se unen.
Para más detalles acerca de la partición de Markov relacionada con los teoremas





El teorema de clasificación de Nielsen-Thurston para homeomorfismos de superficies
compactas, clasifica las clases de isotoṕıa de un automorfismo irreducible no periódico
f sobre una superficie hiperbólica compacta.
En esta sección enunciaremos un teorema de clasificación para homeomorfismos
finales periódicos sobre superficies finales periódicas, de Handel-Miller, análogo al teo-
rema de clasificación enunciado en el caṕıtulo anterior, más existen algunas diferencias
esenciales. Un homeomorfismo de una superficie cerrada es siempre pseudo-Anosov,
en el sentido que las medidas transversales para las laminaciones invariantes tienen
soporte total. En el caso de homeomorfismos pseudo-Anosov de superficies con finales
periódicos tales medidas transversales no necesariamente tienen soporte total.
La principal motivación para el estudio de homeomorfismos finales periódicos es el
estudio de foliaciones uno profundas en 3-variedades.
Si M es una 3-variedad compacta suturada, con una foliación uno-profunda trans-
versalmente orientada yQ es una componente del complemento de las hojas 0-profundas,
entonces una hoja T de Q es una superficie final periódica y la foliación en Q es una
fibración y el flujo transversal induce un homeomorfismo de T que es final periódico
[Fe1]
2.1. Fin de Variedades y Conjuntos Limite
Para describir el modo como las hojas son aproximadas a otras hojas, el concepto
topológico de final de un espacio es esencial. Por ejemplo el cilindro S1 × R tiene
dos finales, ±∞, que compactifica a S2. Se pueden encontrar subconjuntos compactos
arbitrariamente grandes cuyos complementos tienen dos componentes no acotadas, mas
ninguno puede ser encontrado con mas de dos de tales componentes. La recta R tiene
dos finales ±∞, compactifica en el intervalo cerrado [−∞,∞] . Para mś detalles acerca
del contenido de este capitulo ver [Ca-Co1], [Ca-Co3], [Ca-Co4], [Fe1], [Fe2]
28
2.1 Fin de Variedades y Conjuntos Limite 29
Sea T una variedad conexa no compacta. Un subconjunto no limitado de T es un
subconjunto cuya cerradura en T es no compacto. Denote por {Kα}α ∈A la familia de
todos los subconjuntos compactos de T y considere cadenas descendentes
Uα1 ⊃ Uα2 ⊃ ... ⊃ Uαn ,
donde cada Uαkes una componente no compacta de T −Kαk y
⋂∞
k=1 Uαk = φ.
Dos de tales cadenas desendentes U = {Uαk}
∞
k=1 y V = {Vβk}
∞
k=1 son equivalentes
si para cada k ≥ 1, existe n > k tal que Uαk ⊃ Vβn y Vβk ⊃ Uαn , esto define una
relación de equivalencia.
Definición 2.1.1. Si U = {Uα1 ⊃ Uα2 ⊃ ... ⊃ Uαk ⊃ ...} es como se definio arriba, la
clase de equivalencia de esa cadena descendente es llamada un final e de T . Además U
es llamado un sistema fundamental de vecindades abiertas de e en T
El conjunto de todos los finales de T es denotado por E(T ). Si un subconjunto
abierto U ⊂ T contiene algún sistema fundamental de vecindades de un final e de T ,
entonces U se dice que es una vecindad de e en T.
Observación 2.1.2. Sean M una variedad compacta, conexa y X ⊂M un subconjunto
compacto totalmente disconexo y T = M −X. Entonces existe una correspondencia 1-1
entre X y E(T). Bajo la identificación X = E(T ), T ∪ E(T ) es identificado con M .
En el caso general la idea es topologizar el conjunto T ∪E(T ) para obtener una com-
pactificación de T , aśı que es necesario describir como una sucesión en este conjunto
converge para los puntos ideales, ver [Ca-Co1] sección 2.
Definición 2.1.3. Una sucesión {xk}k∈N en T converge a un final e en E(T ) si toda
vecindad U de e en T contiene puntos de {xk}k∈N.
Una sucesión {ek}k∈N de finales de T converge a un final e, si toda vecindad U de
e en T es una vecindad en T de finitos ek.
Figura 2.1: Superficie Final
Considere la superficie en la figura (2.1). Existen infinitos finales, la sucesión bi-
infinita {ek}−∞≤k≤∞ consiste de finales aislados (cada uno tiene una vecindad que
corresponde al tubo vertical, que no es vecindad del otro final.) Ahora una vecindad
arbitraria de e∞ es una vecindad de ek para k ≥ N y una vecindad arbitraria de e−∞
es una vecindad de ek para k ≤ −N para N suficientemente grande, aśı que
ĺım
k→∞
ek = e∞ y ĺım
k→−∞
ek = e−∞.
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Sobre T ∗ = T ∪ E(T ) defina una topoloǵıa del siguiente modo: Todos los subcon-
juntos abiertos U en T son abiertos en T ∗. Si uno de estos abiertos U es conexo y no
compacto con frontera compacta, entonces pertenece a un sistema de vecindades de
por lo menos un final e. Si U∗ ⊂ T ∗ es unión de U y todos los finales del cual es una
vecindad, entonces U∗ es también un subconjunto abierto de T ∗. La topoloǵıa de T ∗ es
la más pequeña conteniendo todos estos abiertos.
Sea T una hoja de una variedad compacta foliada (M,F). Recordar que {Kα}α ∈A
es la familia de subconjuntos compactos de T y sean Wα = Kα y Wα la cerradura de
Wα en M.
Definición 2.1.4. El conjunto ĺımite de T es el conjunto ĺımT =
⋂
α∈AWα llamado
el conjunto aśıntota de T
Para cada hoja no compacta T de M , ĺımT es un conjunto compacto, no vaćıo,
F-saturado, es decir es unión de folias de F .
Definición 2.1.5. T es una hoja asintótica para una hoja F, si F ⊆ ĺımT . La hoja
T es propia si no es asintótica aśı misma.
Por tanto en una foliación de codimensión q, una hoja F es asintótica a una hoja
T si para todo x ∈ T y para cada vecindad N de x transversal a F, N ∩ T se acumula
en x. Aśı, T es propia si N es escogida de tal modo que N ∩ T = {x}.
Definición 2.1.6. El e-conjunto ĺımite de T es ĺıme T =
⋂∞
k=1 Uαk , donde {Uαk}
∞
k=1 es
un sistema fundamental de vecindades del final e. ĺıme T es llamado también aśıntota
de e.
Observación 2.1.7. Por ejemplo los conjuntos α-limite y ω-limite de un flujo lineal
(no compacto) T son ĺım−∞ Ty ĺım∞ T, respectivamente, donde ±∞ son los dos finales
de T ∼= R.
Para cada hoja T de F y cada final e ∈ E(T ), ĺıme T es un conjunto compacto, no
vaćıo, F-saturado y no depende de la escogencia del sistema fundamental de vecindades
del final e.
El final e es asintótico a cada hoja de ĺıme T . Aśı en una hojación de codimensión
q, e ∈ E(T ) es asintótica a una hoja T si para todo x ∈ T y para cada q−vecindad N
de x transversal a F, cada vecindad U ⊂ T de e, se tiene que N ∩ U se acumula en
x.





Definición 2.1.8. La superficie T tiene tipo topológico k ≥ 0, si el k−ésimo conjunto
derivado de su conjunto de finales es finito y no vaćıo. Los elementos de este conjunto
son llamados finales de tipo k. Luego un final es de tipo j si es aislado en su j−ésimo
conjunto final derivado.
Si T es compacto, se dice que es de tipo topológico −1.
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Ejemplo 2.1.9. Considere las superficies finales T, dadas en las figuras (2.2),(2.3) y
(2.4):
Figura 2.2: Tipo topológico 0
En este caso, E(T ) = {−∞,∞} . Aśı T tiene tipo topológico k = 0.
Figura 2.3: Tipo topológico 1
En este caso E(T ) = {e0,e±1,...,e±∞} y E
′
(T ) = {−∞,∞} . Aśı T tiene tipo
topológico k = 1.
Note que existen infinitos finales. La sucesión biinfinita {ek}−∞<k<∞ consiste de
finales aislados.
Observe que cada uno tiene una vecindad (el correspondiente tubo vertical) y que
no es vecindad de ningún otro final. Además una vecindad arbitraria de e∞, es una
vecindad de ek, para k ≥ N y N suficientemente grande, aśı ĺımk→∞ ek = e∞.
Análogamente se tiene que ĺımk→−∞ ek = e−∞.
Figura 2.4: Tipo topológico 2
En el caso de la figura (2.4) E
′′
(T ) = {−∞,∞} . Aśı T tiene tipo topológico k = 2.
Foliaciones finito profundas son aquellas en las cuales todas las folias tienen ĺımete
superior finito sobre sus profundidades. Tales foliaciones fuegan un rol muy importante
en la topologia de 3-varieades especialmente en análisis de nudos y complementos de de
enlaces. El objetivo es describir como una hoja es aproximada por hojas en profundiades
menores. Esta aproximación será en forma de espiral en vecinades de los finales de la
hoja.
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Definición 2.1.10. Una hoja se dice ser de profundidad 0 si es compacta. Por in-
ducción, una hoja T esta a una profundidad k ≥ 1 si T \ T es la unión de hojas de
profundidad menor que k, con por lo menos una de profundidad k − 1.
Definición 2.1.11. Sea (x, z] un subarco de una hoja de T orientada por la orientación
transversal de F. Sea T una hoja de T a través de x y asuma que (x, z]∩T = φ. Entonces
se dice que z proyecta (en la dirección negativa) a T y se escribe p(z) = x ∈ T.
Definición 2.1.12. Se dice que B va en espiral en T (del lado positivo) si verifica:
(i) B =
⋃∞
i=0Bi, donde cada Bi es una subvariedad conexa completa de dimensión
n − 1, ∂Bi = Ni ∪ Ni+1 es una unión de sus componentes compactas y tal que
intBi ∩ intBj = φ, si i 6= j.
(ii) Existe una subvariedad conexa y compacta N ⊂ T de dimensión n − 2, llamada
el juntor de la espiral, tal que p |Ni mapea Ni difeomorficamente sobre N , 0 ≤
i <∞.
(iii) Para todo y ∈ T y para todo i ≥ 0, p−1(y) ∩ (Bi −Ni+1) es un único punto.
(iv) Para todo y ∈ T, la sucesión p−1(y) = {yi}i≥0 converge monotonamente a y en
[y, y0] .
Similarmente usando proyecciones sobre T en la dirección positiva, es definida la
noción de que B va en espiral en T sobre el lado negativo. En cada caso
B = B1 ∪B2 ∪ ... ∪Bk...,
donde Bk está unido a Bk+1 a lo largo de la frontera común Nk+1. En este caso se
dice que es una repetición infinita de T, como lo muestra la figura (2.5).
Figura 2.5: B va en espiral a T
Note que si B(k) = ∪i≥kBi, entonces {B(k)}k≥0 es un sistema fundamental de
vecindades de un final e ∈ E(F ).
2.2 Homeomorfismos Finales Periódicos 33
2.2. Homeomorfismos Finales Periódicos
Las superficies finales periódicas aparecen naturalmente como hojas de foliaciones
uno profundas de una gran clase de complementos de nudos en S3. Estas foliaciones son
generalizaciones de fibraciones ya que son fibraciones en el complemento de las hojas
del género finito. Las hojas de género infinito son superficies finales periódicas y las
monodromias de las correspondientes fibraciones son homeomorfismos finales periódi-
cos.
Handel y Miller desarrollaron una clasificación de las clases de funciones finales
periódicas [Ca-Co1], similar a la de los homeomorfismos de superficies cerradas [Ca-Bl].
Como en el caso de las superficies de género finito, existe una noción de homeomorfismo
reducible, sin embargo, no existe un ańlogo de la periodicidad completa. Handel y Miller
muestran que si f es irreducible, entonces una vez que se da una estructura hiperbólica
en T , se deduce que f es isotópico a un homeomorfismo Pseudo Anoso g, de modo que g
conserva un par de laminaciones geodésicas transversales, que se contraen y expanden
respectivamente por g. Además la uniø’n de estas laminaciones es todo T . También
producen medidas transversales proyectivas invariantes en la laminación
Definición 2.2.1. Una superficie final periódica es una superficie no compacta T (ge-
neralmente de género infinito), con finitos finales, tal que cada final e tiene una ve-
cindad Ue la cual es un semicubrimiento de una superficie compacta R con semigrupo
de cubrimiento translaciones Z+, es decir, existe una unión no separada δ de curvas





donde Ri es homeomorfo a R \ δ que es la completación métrica de R \ δ, y existe
una función de semicubrimiento natural Ue → R generada por la función translación
Ri → Ri+1, para todo i ∈ Z+
Observación 2.2.2. Si un final T tiene una vecindad homeomorfa a S1 × [0,∞) o
[0, 1]× [0,∞) se dira que el final es simple.
Definición 2.2.3. Sea T una superficie final periódica. Un homeomorfismo final pe-
riódico de T , es un homeomorfismo f : T → T satisfaciendo: Existe m > 0 tal que
para cada final e de T existe una vecindad Ue de e que satisface:
(i) fm(Ue) ⊂ Ue y {fnm(Ue) : n > 0} es un sistema fundamental de vecindades de
e. En este caso, se dira que e es un final atractor o positivo.
(ii) f−m(Ue) ⊂ Ue y {f−nm(Ue) : n > 0} es un sistema fundamental de vecindades
de e. En este caso, se dira que e es un final repulsor o negativo.
Observación 2.2.4. (i) No todas las superficies finales periódicas admiten un ho-
meomorfismo final periódico, ver [Fe1].
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(ii) Pueden haber diferentes descomposiciones de una superficie final periódica aso-
ciada con diferentes homeomorfismos finales periódicos.
(iii) Note que si e es un final atractor de un homeomorfismo final periódico f , en-
tonces existe una vecindad suficientemente pequeña Ue de e tal que si Ri es la
cerradura de f i(Ue) \ f i−1(Ue), entonces todos los Ri , i ∈ N, son homeomor-
fos a una superficie compacta R y Ue =
⋃
i∈NRi satisface el requerimiento de la
definición de final de una superficie.
(iv) De la definición se tiene que un final e es atrator o positivo si existe un sistema
fundamental de vecindades U0 ⊃ U1 ⊃ ... ⊃ Un ⊃ ..., con Ui ⊃ Ui+1, tal que
fm(Ui) = Ui+1, 0 ≤ i < ∞, para algún número natural m. Similarmente para
finales repulsores con m < 0 : U0 = f(U1, Ui+1 = f(Ui), ...
Una superficie final periódica T puede tener frontera. Una componente de frontera
γ de T puede ser de uno de los siguientes tipos:
(a) γ es compacta, homeomorfa a un ćırculo y periódica por f . Sus iterados nunca
están contenidos en un final.
(b) γ es compacta homeomorfa a un ćırculo y periódica. Para n > 0 suficientemente
grande fn(γ) está contenida en un final atractor y para n < 0 suficientemente
grande fn(γ) está contenido en un final repulsor.
(c) γ es homeomorfa a la recta real y está propiamente inmersa. También es periódica,
invariante a izquierda por fm, para algúnm > 0, y fm actua como una translación
de γ. Un rayo de γ eventualmente está contenido en un final atractor de T y el
otro está contenido en un final repulsor.
(d) γ es homeomorfa a la recta real y está propiamente inmersa. También es periódica,
invariante a izquierda por fm, para algun m > 0, y fm actua como una translación
de γ. Sin embargo, fm tiene puntos fijos en γ y fm actua como una expansión
en γ, en cuyo caso γ está contenida en un final atractor, excepto para la parte
compacta, o fm es una contracción en γ, en cuyo caso γ está casi toda contenida
en un final repulsor.
Definición 2.2.5. Dado D ⊂ T , se define la frontera o frontera relativa de D en T
como
∂rD = D ∩ T \D,
donde ambas cerraduras son tomadas en T .
Definición 2.2.6. Se denotará por TC la compactificación de T obtenida uniendo sus
finales.
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(i) Una linea propriamente inmersa en T es una inmersión topológica
σ : [−∞,∞]→ TC ,
donde {σ(±∞)} son un par de finales de T y σ (−∞,∞) ⊂ T.
(ii) Un arco propiamente inmerso en T es una inmersión topológica
σ : [−1, 1]→ T,
donde {σ(±1)} = σ [−1, 1] ∩ ∂T.
(iii) Una curva periférica en T es una curva cerrada isotópica a una componente de
∂T o una linea propiamente inmersa isotópica (con puntos finales fijos) al punto
final de compactificación de una componente no compacta de ∂T.
(iv) Una curva cerrada reducida, es una curva no periférica cerrada γ tal que, existen
n,m ∈ Z, de modo que fn(γ) está contenida en un final atractor y fm(γ) está
contenida en un final repulsor (m < n.) Está es una curva escape.
(v) Un arco reducido es un arco propio infinito, no periférico, inmerso, con un final
en un final repulsor y el otro en un final atractor y el cual es periódico excepto
una homotopia propia (preservando la profundidad de los finales)
(vi) Una curva periódica es una curva cerrada no periférica excepto homotopias bajo
f
(vii) Un homeomorfismo final periódico es irreducible si no existen curvas y arcos
reducidos, curvas no periféricas y no se tiene una vecindad de un final que sea
simplemente conexa u homeomorfa a un anillo.
Después de las operaciones de corte y pegado sobre las curvas reducidas, se obtiene
una curva simple cerrada disjunta de sus iterados y se puede entonces cortar a lo
largo de la órbita de la curva y obtener una superficie final periódica mas simple y un
homeomorfismo final periódico inducido. Esto es una reducción.
Ahora se describe el comportamiento de un homeomorfismo final periódico irredu-
cible f . Para cada final e, escojer una vecindad Ue con superficie compacta R asociada
a Ue. Dado que las vecindades de los finales no son simplemente conexas ni son anillos,
se sigue que R es hiperbólica. Seleccionar una estructura hiperbólica en T con frontera
geodésica.
Suponer, sin perdida de generalidad, que f es una isométria en una vecindad fija
de los finales. Para un final atractor e, asumir que la vecindad Ue es abierta y ∂Ue es
una geodésica, entonces f(∂Ue) ⊂ Ue.
De la definición de sistema fundamental de vecindades de un final e, cada Ui es
una superficie conexa no compacta separada del resto de T a través de 1−variedades
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compactas que son la cerradura de ∂Ui − ∂T . Aśı Bi = Ui − Ui+1 es una subsuperficie
con la cerradura de ∂Bi − ∂T compacta con 0 ≤ i < ∞. Además, fm(Bi) = Bi+1, y
todas estas superficies son mutuamente homeomorfas a través de f y
Ui = Bi ∪Bi+1 ∪Bi+2 ∪ ..., ∀i ≥ 0.
Definición 2.2.7. Las superficies Bi antes descritas son llamadas dominios funda-
mentales positivos o atractores del final atractor e.
Ahora para cada final atractor o repulsor e, fijemos un sistema fundamental de
vecindades
U e0 ⊃ U e1 ⊃ ... ⊃ U en ⊃ ...
Sea W+ la unión de los U
e
0 , cuando e recorre los finales positivos y W− la unión
de los U e0 , cuando e recorre los finales negativos.
Definición 2.2.8. El núcleo de T es la superficie compacta y conexa
K = T \ (W+ ∪W−).
Las 1−variedades Ji = Ui − Ui, 0 ≤ i <∞, son llamadas juntores positivos.
Observación 2.2.9. (i) Dominios fundamentales negativos o repulsores y juntores
negativos son análogamente definidos.
(ii) Note que Ji y Ji+1 limitan el dominio fundamental Bi y la frontera ∂Bi es formada
por Ji ∪ Ji+1 con componentes de ∂T .
(iii) Los juntores son mutuamente homeomorfos a través de f y no son necesariamente
conexos.
(iv) Sin perdida de generalidad, se puede asumir que los dominios fundamentales son
conexos.
(v) También se tiene que ∂+K = ∂rW+y ∂−K = ∂rW−. Aśı, sin perdida de genera-
lidad, se pude asumir que cada juntor es una colección finita de curvas simples
cerradas o una colección finita de arcos compactos con puntos finales sobre ∂T.
(vi) Si un final periódico aislado no es simple y sus juntores son colecciones de ćırcu-
los, entonces sus dominios fundamentales tienen caracteŕıstica de Euler negativa.
Si los juntores son uniones de arcos, entonces B1 ∪ B2 ∪ ... ∪ Br tienen carac-
teŕıstica de Euler negativa para algún r. Aśı, aumentando el exponente m de
fm, se puede asumir que cada dominio fundamental tiene caracteŕıstica de Euler
negativa.
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Definición 2.2.10. Sea γ una curva con vecindad regular A homeomorfica a un anillo
y considerar A parametrizada como {(t, θ) : 0 ≤ t ≤ 1, 0 ≤ θ ≤ 2π} . Un giro de Denh
en γ es un homeomorfismo dado por la identidad fuera de A y por la función (t, θ) 7→
(t, θ + 2πt) sobre A.
Ejemplo 2.2.11. Considere la superficie final periódica de la figura (2.6), con el ho-
meomorfismo final periódico
f(x) = d1 ◦ t(x),
donde la función t es la translación por una unidad para la derecha y d1 es el giro de
Denh en torno a la curva 1 mostrada en la figura 2.6.
Figura 2.6: Superficie final periódica
La figura muestra el núcleo, los dominios fundamentales, los conjuntos escape y los
juntores de la superficie final periódica.
Asumir que el homeomorfismo f : T → T es final periódico, que T es de tipo
topológico 0, y que f es una isometŕıa en las vecindades de los finales y que las com-
ponentes de los juntores son geodésicos.
Sea Je un juntor cerca de un final negativo e ∈ T. Si las componentes de Je son
curvas simples cerradas, entonces fn(Je) es homotópico a una unión disjunta J
n
e de
geodésicas simples cerradas. Si las componentes de Je son una unión de arcos, cada
arco de cada iteracción de fn(Je) es homotópico con puntos finales fijos, a un arco
geodésico, la unión es denotado por Jen y es llamada h−juntor negativo. De la misma
forma se define h−juntor positivo.
Además, para cada h−juntor J, denotar por Jk al juntor correpondiente a fk(J),
−∞ < k <∞.
Note que los h−juntores positivos permanecen de longitud finita en direcciones po-
sitivas y h−juntores negativos permanecen de longitud finita en direcciones negativas.
En direcciones opuestas las longitudes pueden no ser finitas.
Definición 2.2.12. Un homeomorfismo final periódico f : T → T se dice que es
una translación total si tiene un final atractor y un final repulsor y si los dominios
fundamentales de estos finales forman una sucesión bi-infinita {Bi}∞−∞ que cubre T .
Como una traslación total es homeomorfimo final periódico trivial, se excluirá en
lo que sigue del trabajo.
Dada una curva γ ⊂ T , sea γ∗ un arco geodésico homotópico. El siguiente teorema,
cuya importancia se ha destacado en la introcducción se encuentra en [Fe1] páguna 6.
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Teorema 2.2.1. (Representante Pseudo-Anosov o Handel-Miller h de f)
Sea f : T → T un homeomorfismo final-periódico irreducible de una superficie final
periódica hiperbólica con frontera geodésica. Entonces f es isotópico a un homeomor-
fismo final periódico h : T → T tal que:
(i) hn(∂+K) = (f
n(∂+K))
∗, ∀n ∈ Z y similarmente para ∂−K.
(ii) h preserva laminaciones Λ− inestables y Λ+ estables, tal que Λ− ⊂ (K ∪W−),
Λ+ ⊂ K ∪W+ y h contrae hojas de Λ+ y expande hojas de Λ−.
(iii) Las regiones complementarias de (Λ+ ∪ Λ−) ∩ K, que no son periféricas, son
simplemente conexas.
(iv) h = f en componentes en las frontera que no son arcos infinitos con los dos
finales en W+ o W−.
Finalmente, la clase de isotoṕıa de f, junto con la estrutura hiperbólica sobre T
determinan univocamente a Λ± y a h |Λ+ ∩ Λ−.
El conjunto ∂−K es una 1−variedade separada disjunta de todas sus imagenes por
f. Por tanto γn = (f
n(∂−K))
∗, n ∈ Z, es una unión disjunta de geodésicas simples
cerradas y arcos. Si algún γn ⊂ W+, entonces la función es justo un desplazamiento
(función shift), porque fn(∂−K) es separador. En otro caso, para n > 0 este conjunto




Aśı, las hojas l de Λ+ son exactamente las curvas en T con la siguiente propiedad:
Para cada subarco compacto J ⊂ l, existe una sucesión de subarcos Jk ⊂ hk(∂−K)
convergiendo uniformemente a J, cuando k →∞.




Definición 2.2.13. Un subconjunto A de T se dice que f−escapa si para cualquier
subconjunto compacto K ⊂ T todos excepto un número finito de ellos, los fk(A) están
en T \K, −∞ < k <∞.
Note que los puntos finales de las componentes de arcos de juntores f−escapan.
Definición 2.2.14. Sean e un final negativo o repulsor y Bie los dominios fundamen-










donde e recorre los finales negativos.
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Análogamente se define el conjunto escape positivo como: U+ =
⋃
e Ue, donde e
recorre los finales positivos.
Generalmente U = U− ∩U+ 6= φ y es llamado conjunto escape.
Observación 2.2.15. (i) Los puntos en U− son exactamente aquellos que escapan
hacia atrás a W−, o sea x ∈ U− si ∃n > 0 tal que h−n(x) ⊂W−.
(ii) Los puntos en U+ son exactamente aquellos que escapan para el frente a W+, o
sea x ∈ U+ si ∃n > 0 tal que hn(x) ⊂W+.
(iii) Λ+ = ∂U−, y Λ− = ∂U+
Ahora suponga que f no es una traslación total, aśı ningún h−juntor negativo Jn
puede estar en W+. Más aún, componentes σn de J
n pueden estar en W+.
Si σn es una componente de J
n, la sucesión {σn}∞n=0 se acumula sobre un conjunto
de finales atractores. Si cuando k → −∞ la sucesión converge para un conjunto de
finales negativos, se dice que σn h−escapa.
Para h−juntores positivos se verifica una propiedad similar a la anterior.
Se puede probar que si J es un h−juntor negativo y σ es una componente de J,
entonces σ h−escapa, o las longitudes de σk no son limitadas cuando k → ∞. Para
más detalles, ver [Ca-Co1].
Definición 2.2.16. Sea X− la unión de h−juntores negativos o repulsores y X+ la
unión de h−juntores positivos o atractores. Aśı
X− =
{




hn(J0e ) : e ∈ E−, n ∈ Z
}
,
donde E+ es el conjunto de finales atractores de T , E− es el conjunto de finales repul-
sores de T y J0e es un juntor en una vecindad fundamental de cada final e.
Al definir
Γ+ = X− y Γ− = X+,
se tiene que
Λ+ = Γ+ \X− = X− \X−, Λ− = Γ− \X+ = X+ \X+.
Definición 2.2.17. Una geodésica completa λ ⊂ T es un limite localmente uniforme
de una familia de geodésicas Z si para cualquier subarco compacto [a, b] ⊂ λ existe
una vecindad normal [a, b] × (−ε, ε) tal que para 0 < δ < ε, finitas componentes de
Z ∩ ([a, b]× (−δ, δ)) son transversales a las fibras normales y tienen un punto final en
{a} × (−δ, δ) y otro en {b} × (−δ, δ) .
En la definición anterior puede darse que a = b y [a, b] = λ es una geodésica cerrada.
En este caso {a}×(−ε, ε) es identificado con {b}×(−ε, ε) , probablemete con una torsión
que reversa la orientación. Aśı, las vecindades normales son anillos o bandas de Möbius.
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Propiedades 2.2.18. Los subconjuntos cerrados Λ± son laminaciones de T y las ho-
jas son geodésicas completas 1-1 embebidas sin puntos finales y el ĺımite localmente
uniforme de geodésicas en X∓ es Λ± ∩X∓ = φ. La laminación Λ+ no interceptan una
vecindad fundamental de cualquier final negativo y la laminación Λ− no intercepta una
vecindad fundamental de cualquier final positivo.
Sean T̃ el cubrimiento universal de T y T la cerradura de T̃ , en el disco cerrado
de Poincaré D ∪ S∞. Si ∂T = φ, T = D ∪ S∞ y si ∂T 6= φ, T es la unión de T̃ y un
conjunto de Cantor C ⊂ S∞. Los levantamientos l̃ ⊂ T̃ de hojas de Λ+ son exactamente
ĺımites uniformes en la métrica Euclidiana de sucesiones {σ̃k} de levantamientos de
componentes de hk(∂−K).
Cuando T̃ = D, los puntos finales en S∞ de {σ̃k} convergen para los puntos finales
de l̃. En general, los puntos finales de {σ̃k} pueden estar sobre componentes con frontera
geodésica, pero aún aśı, ellos convergen en la métrica Euclidiana para los puntos finales




n(∂−K) es una unión de geodésicas disjuntas y K es una superficie
compacta, la intersección de este subconjunto con K son arcos geodésicos compactos
propiamente embebidos que estan sobre un número finito de classes de isotopia relativas
a ∂+K. Todas las componentes de Λ+ ∩ K pertenecen a esas clases de isotoṕıa y
cualquier hoja de Λ+ intersecta ∂+K. Aśı, cualquier hoja intercepta h
n(∂+K), para
n ≥ 1. Además, ninguna de tales hojas intercepta ∂+K. Observaciones similares son
ciertas para la laminación Λ−. Para más detalles ver [Ca-Co1], [Fe1].
Note que Λ+ ∩ Λ− es un subconjunto compacto, totalmente disconexo de K y
permanece invariante por iteraciones hacia adelante y hacia atrás por h.
Una vez escogido el núcleo K, las laminaciones son transversales y son univocamente
determinadas por la clase de isotoṕıa de f y la estrutura hiperbólica. El homeomorfismo
h és único sobre Γ+∩Γ− y puede ser continuamente extendido, en cualquier forma con-
veniente sobre los arcos complementarios del conjunto Γ+ ∪ Γ− sobre las componentes
del complemento de Γ+ ∪ Γ− en T.
Ninguna hoja de Λ± esta enteramente en una región limitada de T.
Definición 2.2.19. Un final ε de una curva γ en T pasa arbitrariamente cerca a un
final e de T si cualquier vecindad fundamental de e intercepta cualquier vecindad de ε.
En este caso, se dice que γ pasa arbitrariamente cerca de e.
Se puede probar ( ver [Ca-Co1]) que cada final de cualquier hoja de Λ+ pasa ar-
bitrariamente cerca de un final positivo de T, mas no intercepta una vecindad de un
final negativo. Cada final de cualquier hoja de Λ− pasa arbitrariamente cerca de un
final negativo de T, mas no intercepta una vecindad de un final positivo. Además, si e
es un final de T, cualquier vecindad de e intercepta Λ±.
Propiedades 2.2.20. Las laminaciones Λ± son mutuamente transversales y cada hoja
de una intercepta una hoja de la otra.
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Podemos asumir, sin pérdidad de generalidad que ∂T = φ,, ya que de lo contrario
podemos tomar la superficie 2T , la cual es obtenida pegando T con T a lo largo de la
frontera de T.
Definición 2.2.21. El conjunto P+ es una unión de componentes del complemento
de la laminación Λ+ que no contienen puntos en X−. Se define una región positiva
como una componente de P+. Similarmente, P− es una unión de componentes del
complemento de la laminación Λ− que no contienen puntos en X+. Se define una una
región negativa como una componente de P−.
Notar que:
T = U− ∪ Λ+ ∪ P+ o T = U+ ∪ Λ− ∪ P−,
donde las uniones son disjuntas
Definición 2.2.22. El conjunto escape se define por
U = U− ∩U+ = (T \ (Λ+ ∪ P+) ∩ (Λ− ∪ P−)) = T \ (Λ− ∪ P− ∪ Λ+ ∪ P+)
El conjunto invariante es I = T \ (U− ∪U+).
Notar que:
I = T \ (U− ∪U+) = (Λ− ∩ Λ+) ∪ (Λ− ∩ P+) ∪ (P− ∩ Λ+) ∪ (P+ ∩ P−),
P+ ⊂ I ∪U+ y P− ⊂ I ∪U−.
Definición 2.2.23. Una hoja λ± ⊂ Λ± que es aproximada por hojas de Λ± de máximo
un lado es llamada hoja semi aislada.
Definición 2.2.24. Si R es una componente de K \ |Λ−| con exactamente dos lados
en |Λ−| , y estos dos lados son isotópicos en R, entonces R es llamado un rectángulo
positivo. Análogamente se define rectángulo negativo.
Los rectángulos positivos son acotados por dos arcos de |Λ−| y dos arcos de |X−| ⊂
Fr−K y análogamente para rectángulos negativos. Note que un rectángulo positivo es
una componente de U+ ∩K o P− ∩K
Considere un arco α en |Λ±| ∩ K con puntos finales sobre componentes de K y
considere la clase de isotoṕıa de α, donde la isotoṕıa debe realizarse a través de arcos
con puntos finales en componentes de K. Las clases de isotoṕıa de arcos α en |Λ±|∩K,
contienen un arco o contienen dos arcos extremos γ1 y γ2 los cuales junto con dos
arcos en Fr±K forman un cuadrilátero que acota una región simplemete conexa en K
y contiene todos los arcos en la clase de isotoṕıa de α, entonces esta clase de isotoṕıa
contiene dos arcos extremos que junto con un par de arcos en K acotan un rectángulo,
que denotamos por Rα, que contiene todos los arcos en la clase de isotoṕıa de α. Este
rectángulo Rα será llamado el rectángulo extremo aosiado a α.
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Observación 2.2.25. Note que un rectángulo extremo puede degenerar en un arco.
Más aún, si α es un arco en |Λ+| ∩ K, (respectivamente de |Λ−| ∩ K,) entonces el
rectángulo extremo Rα intercepta |Λ+| (respectivamente a |Λ−|) sólo en arcos isotópicos
a α.
Los arcos α en |Λ±|∩K están divididos en finitas clases de isotoṕıa que determinan
rectángulos extremos disjuntos Rα. Existen a lo más finitas componentes de K \ |Λ−|
(respectivamente K\|Λ+|) que no son rectángulos positivos (respectivamente negativos)
y la frontera de cada una de estas componetes contiene finitos arcos en |Λ−| con ambos
puntos finales en Fr−K (respectivamente en |Λ+| con ambos puntos finales en Fr+K )
que determinan finitos rectángulos disjuntos positivos y negativos. En adición, existen
finitas componentes de K \Λ± que no son rectángulos y cada componente tiene finitos
lados.
Definición 2.2.26. Las componentes no rectángulares de K\|Λ−| (respectivamente de
K \ |Λ+|) se denominan componentes especiales positivas (respectivamente negativas).
En resumen se tiene que, las componentes de K \ |Λ−| son de dos tipos:
(i) Posiblemente infinitos rectángulos positivos, donde cada uno tiene dos lados que
son arcos isotópicos de K ∩ |Λ−| y los otros dos lados son arcos en Fr−K.
(ii) Finitas componentes especiales positivas de K ∩ |Λ−| y posiblemente algunas
componentes de Fr−K y/o Fr+K.
Análogamente para componentes de K \ |Λ−| .
Proposición 2.2.27. Existen finitas hojas semi-aisladas y cada una tiene un punto
periódico.
Definición 2.2.28. Un rayo (x, ε) ⊂ λ representa un final escape ε de λ si existe un
final e de T tal que, para cualquier vecindad U de e en T, existe z ∈ (x, ε) tal que
(z, ε) ⊂ U.
La prueba del siguiente teorema puede ser consultada en [Ca-Co1]
Teorema 2.2.2. Los finales escape de hojas λ± ⊂ Λ± son exactamente aquellos repre-
sentados por rayos (z, ε) en U±, donde z es el único punto periódico sobre una hoja
del borde de U±, o un punto final del único intervalo periódico máximal sobre tal hoja.
Las cuspides escape son similarmente caracterizadas, donde el único punto periódico
es cambiado por un único intervalo periódico máximal.
Notar que sólo existen finitos finales escape y finitas cuspides escape. Ahora se
análizará brevemente como es la dinámica en el núcleo.
Definición 2.2.29. Sea f : L→ L un homeomorfismo final periódico y h el homeomor-
fismo final periódico isotópico a f que preserva las laminaciones (Λ+,Λ−) . Entonces
la restricción de h a K̂ = Λ+ ∩ Λ−, define el sistema dinámico núcleo h : K̂→ K̂.
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Ahora definiremos lo que es un rectángulo pre-Markov y Markov.
Definición 2.2.30. Los rectángulos pre-Markov y Markov son rectángulos R ⊂ K
que tienen un par de lados opuestos αR y βR que son arcos de Λ+, llamados los lados
positivos o lados vérticales y un par de lados opuestos δR y γR que son subarcos de Λ−,
llamados lados negativos o lados horizontales.
Note que estos rectángulos son cuadriláteros geodésicos y convexos, no rectángulos
geométricos ya que estos últimos no son posibles en geometŕıa hiperbólica. Se permiten
rectángulos degenerados. Si αR = βR, entonces R = αR degenera en un arco de Λ+ y
si δR = γR, entonces R = δR degenera en un arco de Λ−.
Definición 2.2.31. Sea Q+ ⊂ K un rectángulo extremo con dos lados αQ+ y βQ+ que
son arcos extremos de Λ+∩K en su clase de isotoṕıa. Los otros dos lados δQ+ y γQ+ de
Q+ son arcos de juntores positivos en Fr+K. Sea Q ⊂ Q+ el subconjunto rectángular
más grande de Q+ con dos lados en αQ+ y βQ+ que estan contenidos en |Λ+| y los otros
dos lados son subconjuntos de hojas de Λ−. El conjunto finito de tales rectángulos, será
denotado por Q̂+
Note que el rectángulo Q ⊂ Q+ tiene como lados positivos, subarcos de lados
positivos de Q+. Sus lados negativos son subarcos de Λ− ∩Q+. Estos arcos pueden ser
idénticos, en cuyo caso Q degenera en un arco de Λ−. Posiblemente Λ− ∩Q+ = ϕ, aśı
que Q = ϕ. En este caso Q+ está en el conjunto escape positivo U+ y no aporta nada
al sistema dinámico en el núcleo.
Definición 2.2.32. Sean R y R′ rectángulos no degenerados con lados geodésicos.
Entonces de dice que R cruza completamente R′ en la dirección positiva, si cada com-
ponente de R ∩R′ es un rectángulo no degenerado, donde las componentes de frontera
horizontal son subarcos de |Λ−|∩R′ y las componentes de frontera vertical son subarcos
de |Λ+| ∩ R. Si R y/o R′ es degenerado, la definición se modifica de forma obvia. Se
dice que R cruza completamente R′ en la dirección negativa, precisamente si R′ cruza
completamente R en la dirección positiva.
Está definición permite que R cruce R′ muchas veces o ninguna.
Proposición 2.2.33. Con la notación de la Definición 2.2.30. Si Q ⊂ Q̂+, entonces
h (Q) cruza completamente (en dirección positiva ) cualquier rectángulo Q′ ⊂ Q̂+ que
intercepte.
Para la siguiente definición sea Sea f : L→ L un homeomorfismo final periódico y h
el homeomorfismo final periódico isotópico a f que preserva las laminaciones (Λ+,Λ−) .
Definición 2.2.34. Una familia finita R1, R2, ..., Rn de rectángulos disjuntos es lla-
mada una famila Markov si satisface las siguientes propiedades:
(i) Un par de lados opuestos de cada Ri está contenido en |Λ+| y el otro par de lados
opuestos de cada Ri está contenido en |Λ−|
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(ii) Ri ∩Rj = ϕ, para todo i 6= j.
(iii) h (Ri) cruza completamente cada Rj
(iv) h (Ri) ∩Rj tiene a lo más una componente.
(v) Para cada sucesión bi-infinita (..., i−k, ..., i−1, i0, i1, ..., ik, ...) ∈ {1, 2, ..., n}Z, la
intersección ∩∞k=−∞hk (Rik) es vacio o exactamente un punto.
Si la familia de rectángulos satisface (i) a (iii), se dice que es una familia pre-
Markov.
Ejemplo 2.2.35. La familia
M+ =
{











es una familia de Markov, llamada familia de rectángulos positivos de Markov.
La familia Q̂+ que satisface la propiedad anterior es una familia pre-Markov.
Hay muchas maneras posibles de escoger los rectágulos de Markov. La familia M+
satisface la propiedad (v) si y sólo si no existen regiones principales. Se permiten que
las familias de Markov tengan algunos rectángulos que degeneran hasta un punto.
Ejemplo 2.2.36. Se van a definir rectángulos negativos pre-Markov. Sea Q+ ⊂ K,
con dos lados δQ+ y γQ+ que son arcos extremos en Λ− ∩K en su clase de isotoṕıa.
Los otros dos arcos αQ+ y βQ+ de Q
+ son arcos de juntores negativos en Fr−K. Sea
Q ⊂ Q+ el subconjunto rectángular más grande de Q+ con dos lados subconjuntos de
δQ+ y γQ+ que estan contenidos en |Λ−| y los otros dos lados son subconjuntos de hojas
de Λ+. El conjunto finito de tales rectángulos, será denotado por Q̂− Defina
M− =
{











está familia, es una familia de Markov.
Ejemplo 2.2.37. La familia simétrica de Markov es dada por:
M =
{
componentes de R+i ∩R−j : R+i ∈ M+, R−j ∈ M−
}
= {R1, R2, ..., Rn} .
Los lados superior e inferior de Rl son arcos en Λ− y los lados derechos e izquierdos
son arcos en Λ+.
La familia M también es Markov y satisface (v).
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Observación 2.2.38. Es posible usar la familia pre-Markov Q̂+ = {Q1, Q2, ..., Qp}
de rectángulos para producir una medida proyectiva invariante para h sobre Λ+ (y Λ−)
como en el caso de autorfismos pseudo Anosov sobre superficies compactas. El siguiente
boceto sigue la idea de [Ca-Bl].
Sea B = (Bk,j) la matriz de incidencia, donde Bk,j es el número de componentes
de h (Qk) ∩ Bj. Por el teorema del punto fijo de Brouwer, está matriz tiene un vector
propio no nulo Y con todas las entradas no negativas y un valor propio λ ≥ 1. En el
caso (t́ıpico) λ > 1, se obtiene una medida proyectiva transversal invariante µ+ para h
sobre Λ+ con constante proyectiva λ.
Ahora Q̂+ es también pre-Markov para h−1 con matriz de incidencia BT (la trans-
puesta de B) y vector propio (izquierdo) Y T . Esto da una medida proyectiva invariante
µ− para h
−1 sobre Λ− con constante proyectiva λ. Visto como una medida proyectiva
invariante para h, su constante proyectiva es λ−1 < 1.
Dado que los vectores propios Y y Y T pueden tener entradas iguales a cero, está me-
dida generalmete no tiene soporte total. Sin embargo, si Λ+ es una laminación minimal
h-invariante, entonces la medida tiene soporte total.
Como se ha dicho, un homeomorfismo de una superficie cerrada es siempre isotópi-
co a un homeomorfismo pseudo-Anosov, en el sentido que las medidas transversales
para las laminaciones invariantes tienen soporte total. En el caso de homeomorfismos
finales periódicos tales medidas transversales necesariamente no tienen soporte total.
El siguiente ejemplo es debido a Sergio Fenley [Fe1] y muestra un homeomorfismo fi-
nal periódico sobre una superficie final periódica con dos finales, donde las medidas
transversales sobre Λ± no tienen soporte total.
Ejemplo 2.2.39. Considere el homeomorfismo final periódico f(x) = d−11 ◦ d2 ◦ t(x),
donde la función t es una traslación por una unidad para la derecha y di es un giro de
Denh en torno de la curva i ∈ {1, 2} mostrada en la figura (2.7).
Figura 2.7: Curvas en la superficie para definir el homeomorfismo f(x)
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Notar que salvo isotoṕıa, los únicos arcos que no escapan son α, y β, pues la imagen
por f de estos arcos es α 7→ 2α y β 7→ 2α + 2β + φ, donde φ es un segmento en B1.
La figura (2.8) muestra los dos arcos α y β
Figura 2.8: Arcos α y β
La figura (2.9)-(a) muestra la primera iteración de los arcos α y β, y la figura
(2.9)-(b) muestra la segunda iteración de los arcos α y β.
Figura 2.9: Primera y segunda iteración de los arcos α y β







que tiene valor propio 2 y único vector propio (1, 0) .
Aśı, no existe medida invariante transversal de soporte total para Λ−.
Observar que iterando el arco α, se produce una laminación Λ̃ ⊂ Λ− invariante por
el representante Handel-Miller h y es el soporte de una medida transversal invariante
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cuyo factor de expansión es 2. Además, sus hojas nunca cubren el arco β. Sin embargo,
si se itera el arco β, los dos arcos α y β, son cubiertos, esto es cualquier hoja de Λ− a
través de β pasa por α. Además, Λ̃ esta contenida en la cerradura de Λ− \ Λ̃.
El problema para que la medida transversal sobre Λ− no tenga soporte total es que
Λ− no es una laminación minimal.
Caṕıtulo 3
Resultados Principales
Los Automorfismos de superficies pseudo-Anosov fueron introduzidos por W. Thurs-
ton en [Th2] en su Teorema de Clasificación de Homeomorfismos de Superficie, salvo
isotoṕıa. Estos homeomorfismos de superficie fueron descritos en forma combinatoria
por M. Bestvina y M. Handel en [Be-Ha], donde muestran que los homeomorfismos
Pseudo-Anosov pueden describirse mediante v́ıas de tren, que son una clase de gráficos
incrustados en la superficie y prueban el teorema de Thurston de forma algoŕıtmica. Por
fin, los homeomorfismos pseudo-Anosov generalizados, introduzidos en [deC-H1] por A.
de Carvalho y T. Hall, se definen en forma análoga a los automorfismos de Thurston,
sin embargo, estos permiten que sus foliaciones tengan una cantidad numerable infinita
de singularidades que pueden acumularse en un conjunto finito de puntos. Y finalmen-
te, los homeomoerfismos finales periódicos fueron introducidos originalmente por M.
Handel en un texto no publicado, pero posteriormente desarrollado por Sergio Fenley
en [Fe1] y por J. Cantwell, L.Conlon en [Ca-Co1].
El modelo construido, son homeomorfismos de superficies singulares (con posible-
mente infinitos nodos), que desde el punto de vista de la entroṕıa topológica, retienen
la parte dinámicamente significativa de las funciones originales.
Los resultados principales y originales de este trabajo recoge todos estos temas que
principalmente están desarrollados para superficies compactas y se desarrollan sobre
superficies finales period́icas y para homeomorfismos finales period́icos se abordan desde
un punto de vista nuevo a saber realcioń de entropia cero.
El principal resultado de este trabajo fue probar que las laminaciones minimales
invariantes de un homeomorfismo Pseudo-Anosov Generalizado irreducible isotópico
a un homeomorfismo final periódico induce una estrutura conforme en la superficie
singular.
Para tener una mejor comprensión de la teoria general, se presentan tres proposi-
ciones que son ejemplos originales y se muestra en datalle los conceptos desarrolados
en los preliminares que darán una idea de la prueba del teorema principal.
Proposición 3.0.1. El homeomorfismo final periódico f = d ◦ t, donde la función t es
una traslación por una unidad a la derecha y d es un giro de Dehn en torno de la curva
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1, mostrada en la figura (2.6) y el homeomorfismo actua en la superficie de la figura.
La relación de equivalencia entroṕıa cero produce un cociente que es una superficie de
genero 0, con un punto singular y una estrutura compleja.
Demostración. La figura (3.1) muestra los rectángulos positivo y negativo pre-Markov
R± que tienen los lados opuestos α±, β± ⊂ Λ− y γ±, δ± ⊂ Λ+. El rectángulo de
arriba es R− y el rectángulo de abajo es R+. Los rectángulos Markov son las dos
componentes de R− ∩ R+, marcadas en figura (3.1) con las letras A y B. Los lados
α+, β+ son subconjuntos de Λ−, que es el lado superior de R−, y los lados γ−, δ− son
subconjuntos de Λ+ que estan en el lado de abajo de R+. En la figura (3.1) se tiene
que R− = A ∪M1 ∪B y R+ = A ∪M2 ∪B
Figura 3.1: Rectángulos Pre-Markov
Por la teoŕıa de Handel-Miller (ver [Ca-Co1]), existe un homeomorfismo h que
preserva orientación, preserva Λ± y además satisface que
h(α−) = α+, h(β−) = β+, h(γ−) = γ+ y h(δ−) = δ+.
El homeomorfismo f determina una superficie final periódica T, lo mismo que el
homeomorfismo final periódico f : T → T . Por la teoŕıa de Handel-Miller, este homeo-
morfismo h es isotopico a f .
Las figuras (3.2) y (3.3) muestran los dos primeros iterados de la función h.
Notar que existe una medida invariante sobre Λ+ con una medida transversal inva-
riante de hn(R+∩Λ+) igual a (12)
n, n ∈ Z. De la misma forma las afirmaciones similares
son verdaderas para Λ− y R−.
Lo anterior se obtuvo analizando el caso general: Sea Q′ ⊂ K un rectángulo cuyos
lados αQ′ , βQ′ ⊂ Λ+ son arcos extremos en su clase de isotoṕıa y los otros dos lados
δQ′ , γQ′ deQ
′ son arcos de juntores positivos en ∂K. SiQ ⊂ Q′ es el 4−agono más grande
con lados αQ ⊂ αQ′ ⊂ Λ+, βQ ⊂ βQ′ ⊂ Λ+, y δQ, γQ los lados frontera de Q, que son
arcos en Λ−. Q
+ = {Q1, Q2, ..., Qs} el conjunto finito de tales 4−agonos es una familia
Pre-Markov. Esta familia de 4−agonos produce una medida proyectiva invariante como
en el caso de automorfismos Pseudo-Anosov sobre superficies compactas (Ver [Ca-Bl].)
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Figura 3.2: Primer iterado de la función h
Figura 3.3: Segundo iterado de la función h
Sea B = (Bkj) la matriz de incidencia, donde Bkj es el número de componentes de
h(Qk) ∩ Qj. Esta matriz tiene un vector propio no nulo Y con todas sus entradas no
negativas y un valor propio λ ≥ 1. Si λ > 1 se obtine una medida proyectiva invariante
transversal µ+ para h sobre Λ+.
Como Q+ es también Pre-Markov para h−1 con matriz QT y vector propio YT , se
produce una medida µ− para h
−1 sobre Λ−.
Sea α un arco transversal a Λ+. Para m > 0, α es la unión de los conjuntos
α ∩ hm(Qi). Si µi,m es el número de componentes de α ∩ hm(Qi), entonces se define
µ+ (α) = ĺımm→∞
∑s
i=1 λ
−mµi,m, que es una medida transversal a Λ+ tal que h (µ+) =
λ+.
Para el homeomorfismo f (x) = (d ◦ t) (x) se obtiene un rectángulo Pre-Markov R+
y aśı Q+ = {R+} . El valor propio para la matriz de incidencia es λ = 2 y se tiene
que µ+ (α) = ĺımm→∞ 2
−m2m−2 = 2−2, donde α es una componente transversal de
h2 (R+ ∩ Λ+) .
En general, µ+ (α) = ĺımm→∞ 2
−m2m−n = 2−n, donde α es una componente trans-
versal de hn (R+ ∩ Λ+) .
Ahora se probará que existen â ∈ A y b̂ ∈ B tales que: h(â) = â y h(b̂) = b̂.
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Notar que las dos componentes de Markov A y B están en el núcleo K (recordar
que las laminaciones estables e inestables se intersectan en el núcleo). Además, existen
puntos en K que son mapeados siempre fuera de K, pero las imagenes de los vértices
de las dos componentes de Markov siempre son mapeadas en el nucleo K.
Por lo tanto los puntos de K que son mapeados en K por h, son subconjuntos
de puntos de A ∪B que corresponden a las bandas mostadas en la figura (3.2) y cuya
longitud es 1
2
de la longitud del lado del rectángulo A mostrado en la figura(3.1). Ahora
los puntos de K que son mapeados en K por h2, son subconjuntos de puntos de las
bandas mostradas en la figura (3.2) y que son exatamente las 4 bandas mostradas en
figura (3.3) y que tienen longitud (1
2
)2 de la longitud del lado del rectángulo A (4
bandas horizontales de las 2 bandas de la figura (3.2)).
Aśı, en la n-ésima iteración de h, los puntos de K que permanecen en K son los
determinados por las 2n bandas de A ∪ B de longitud (1
2
)n de la longitud del lado del
rectángulo A (obsevar que cada banda de longitud (1
2
)n lleva exatamente a 2 bandas
de longitud (1
2
)n+1). Analogamente suceda para las iteraciones h−n.
Como h(A) es un rectángulo que intersecta A y este representante Handel-Miller h
mapea lineas verticales en lineas verticales y lineas horizontales en lineas horizontales,
por tanto las lineas verticales y horizontales demarcando la frontera de A son mapeados
en lineas verticales y horizontales que demarcan la frontera del rectaángulo h(A).
Notar que por h, el rectángulo A se expande para los lados y por consiguinte algunas
rectas se desplazan a derecha y otras se desplazan a izquierda. Como h es continua,
existe una linea horizontal que es fijada por h. De hecho, llevando el rectángulo R+ al
ζ-plano via un homeomorfismo adecuado, se tiene que el segmento [0, n]×{x} contenido
en A es mapeado por h en un segmento horizontal cuya proyección está en el intervalo
[c, d]. Al considerar la función ĥ : [a, b]→ [c, d] que describe las proyecciones se observa
que ĥ es continua, ĥ([a, b]) = [c, d], ĥ(a) = c y ĥ(b) = d.
Ahora si H : [a, b]→ R, definida por H(x) = ĥ(x)−x. Se tiene que H(a) = c−a < 0
y H(b) = d − b > 0. Por el teorema del valor intermedio existe â ∈ [a, b] tal que
H(â) = 0, es decir ĥ(â) = â y por tanto existe una recta horizontal lâ pasando por
â, que es fijada por h. Ahora, como h(ld̂) ⊂ ld̂ y h contrae el tamaño de las rectas
horizontales por un factor de 1
2
en cada iteración, luego en la n-ésima iteraćıon la
longitud de lâ es (
1
2
)n luego tiende a cero cuando n tiende a infinito y se tiene que el
punto fijo está en la frontera de A.
Se puede probar similarmente que el rectángulo B tiene un punto fijo sobre las
fronteras de B.
En resumen, se tiene que h : T → T es un representante Handel-Miller de la clase
de isotoṕıa de f , que h contrae horizontalmente y expande verticalmente por un factor
de 2 y tiene dos puntos fijos â ∈ A, b̂ ∈ B.
Sean Hu y Hs las cerraduras de las laminaciones estables e inestables y â el punto
fijo (o cualquier otro punto periódico, pues sus cerraduras coinciden) y H = Hu ∪Hs.
Las clases de la relación de equivalencia entroṕıa cero son de cuatro tipos:
i cerradura de componetes conexas de T \H,
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ii cerradura de componetes conexas de Hs \Hu,
iii cerradura de componetes conexas de Hu \Hs y
iv puntos que no están en ninguno de los conjuntos dados en i), ii), y iii).
Se va a robar que esos conjuntos no llevan entroṕıa.
Como no existen regiones principales, se tiene que el conjunto escape es U = T \H.
Por tanto, si x ∈ U = T \H entonces los iterados hacia adelante de x por h convergen
a un final atrator y los iterados hacia atrás de x por h convergen a un final repulsor. Al
tomar cerradura nada nuevo acontece, pues ∂U = H, y esto muestra que los conjuntos
en i) no llevan entroṕıa.
Ahora, a considerar las componentes conexas de Hs\Hu, sus iterados para adelante
por h convergen al punto fijo b̂; y por tanto no llevan entroṕıa.
Las componentes conexas de Hu \Hs convergen al punto fijo â y por tanto estas
componentes no llevan entroṕıa.
Ahora se va a probar que cualquer continuo grande (un subconjunto compacto y
conexo de un espacio métrico) lleva entroṕıa. Suponga que los puntos que estan en
rectángulos diferentes de la figura (3.1) son distinguidos. Inicialmente hay máximo dos
puntos distinguidos, pero existen máximo 4 puntos diferentes cuyas órbitas pueden ser
distinguidas en dos pasos; y cualquira dos de ellos son distinguidos inmediatamente
después de un iterado de la función h.
Similarmente existen 8 puntos cuyas órbitas puden ser distinguidas en 3 pasos
despés de un iterado de la función h o después de dos iterados de la función h.
Entonces el número de órbitas distinguidas en n pasos crece 2n y aśı
htop(h) = ln(2).
Observar que si C es un subconjunto conexo que contiene dos puntos diferentes de
los conjuntos anteriores, entonces debe intersectar conjuntos de Cantor de las lamina-
ciones estables e inestables (o ambas). Se sigue que los conjuntos α o ω-limite contienen
todos los conjuntos no errantes y por lo tanto hh (C) o hh−1 (C) es igual a ln 2. (Para
más detalles acerca de entroṕıa cero veasen [deC2] y [deC-P3]).
Colapsando los dominios dinámicamente irrelevantes, a saber los que llevan entroṕıa
topológica cero, se produce un homeomorfismo de superficie que será llamado también h
y las laminaciones estables e inestables proyetan a dos foliaciones medibles transversales
con singularidades. Estas foliacioens medibles llevan medida transversal.
La función cociente preserva las dos foliaciones, dividiendo una de las medidas
transversales por 2 y multiplicando la otra por 2,por lo que la medida producto es
invariante. Esta función h es una función Pseudo-Anosov generalizada, en el sentido
[deC-H1] y [deC2].
La figura (3.4) muestra las identificaciones sobre las dos componentes de Markov y
la figura (3.5) muestra las identificaciones finales sobre a frontera de la superficie que
es tipo herradura.
53
Figura 3.4: Identificaciones sobre las componentes de Markov
Figura 3.5: Identificaciones finales
Por Teorema 1 de [Ch-Ga-La], la superficie de la figura (3.5) es una superficie de
Riemann de género cero y por teorema de uniformización de Koobe, es conformemente
embebida en el plano complexo. Además en [deC2] es construida una estructura com-
pleja para está superficie, donde la estructura compleja en el interior del cuadrado es
una estructura Euclidiana y sobre la frontera del cuadrado se tienen en los puntos de
doble p, que t = (ζ − p)2 son cartas locales que se anulan en p e inducen un diferecial
cuadrático (dζ)2 = (dt)
2
4t
que tiene polos simples en 0, o sea en los puntos de doble.
Como las identificiones en los intervalos especificados sobre el rectángulo inducen
identificaciones en los puntos finales de estos intervalos, se tiene entonces que todos los
puntos finales de los intervalos indicados son identificados a un único punto P, que es el
punto de acumulación de las singularidades y es topológicamente aislado y la estrutura
compleja se extiende a través de él, como se prueba en [deC-H1].
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En resumen se tiene una estructura compleja sobre la superficie R̂ de la figura
(3.5),el diferencial cuadrático dζ2 está bien definido y el espacio de identificaciones R̂




dentro del rectángulo R̂ se extiende a un diferencial cuadrático ϕ de norma uno
sobre R̂.
Proposición 3.0.2. Con las identificaciones hechas en la figura (3.12), Yn induce en el
rectángulo Ŷ una estrutura de Superficie de Riemann de género n
2
+1, donde n = 6k+8,
k = 0, 1, ....
Además, (dζ)2 induce un diferential cuadrático de orden 2n, en los puntos corres-
pondientes a los puntos finales de los intervalos.
Demostración. La figura (3.12) muestra el rectángulo Ŷ , donde los lados verticales
izquierdo y derecho son identificados por traslación. Los intervalos izquierdos a, b,
c, d y e son identificados con los intervalos derechos â, b̂, ĉ, d̂ y ê respectivamente,
la parte superior del rectángulo es subdividida en n = 6k + 8 subintervalos que son
identificados por rotaciones con lineas punteadas y las identificaciones sobre la parte
inferior del rectángulo son similares.
Como las identificaciones sobre los lados del rectángulo involucran traslaciones y
rotaciones, entonces el diferencial cuadrático (dζ)2 está bien definido y el espacio de
identificaciones R̂ tiene una estrutura de Superficie de Riemann, donde el diferencial
cuadrático 1
Area(Ŷ )
(dz)2 dentro del rectángulo extiende a un diferencial cuadrático ϕ de
norma uno sobre R̂.
Como los lados identificados en los intervalos especificados sobre el rectángulo Ŷ
inducen identificaciones en los puntos finales de estos intervalos, se tiene entonces clases
de identificaciones sobre los puntos finales de los intervalos indicados aśı:
. En la parte superior del rectángulo, todos los puntos son identificados a un punto
marcado con la letra P.
. En la parte inferior del rectángulo, todos los pontos son identificados al punto Q.
. En los lados verticales del rectángulo, todos los puntos son identificados en dos
pares de puntos, marcados con puntos azules y puntos fusia en la figura (3.12) y
que identificaremos con las letras X e Y respectivamente.
Los puntos P , Q, X y Y son todos distintos.
En relación a cada uno de estos puntos finales escoger un semidisco, o un cuarto de
disco formado por las intersecciones con un pequeño ćırculo centrado en P (en Q,X, o
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Y ) con el rectángulo Ŷ . Por traslaciones y rotaciones se mueven estas regiones tal que
sus centros son llevados al origen en el ζ-plano y aśı sucesivamente, donde los lados
que son adyacentes son identificados. Aśı:
. Existen cuatro regiones que subtienden π radianes (para los puntos identificados
con la letra X)
. Existen cuatro regiones que subtienden π radianes (para los puntos identificados
con la letra Y )
Para los puntos identificados con X, al igual que para Y , el ángulo total en el ζ-plano
es 4π = 2(2π) radianes. Un parámetro local t puede ser introducido por la fórmula:
ζ = t2 y ζ = s2.
Aśı,
(dζ)2 = 4t2(dt)2 y (dζ)2 = 4s2(ds)2.
Por tanto (dζ)2 tiene dos ceros sobre Ŷ , cada uno de orden dos.
Sobre la parte superior del rectángulo Ŷ se tienen identificados los puntos correspon-
dentes a los puntos finales de los intervalos con el punto P . Ahora esta parte superior
es subdividida en n = 8 + 6k intervalos y de ah́ı se tienen n + 1 = 8 + 6k + 1 vértices
y 6k + 7 subtienden π radianes y dos subtienden π
2
radianes, luego el ángulo total es
(6k + 7)π + 2(π
2
) = (3k + 4)2π.
Aśı el ζ-parámetro local t puede ser introducido por la fórmula:








Por tanto (dζ)2 tiene un cero de orden 2(n
2
− 1). De manera análoga en la parte
inferior del rectángulo Ŷ se tienen identificados los puntos correspondientes a los puntos








− 1) + 2(n
2
− 1) + 2 + 2 = 2n.
Como un diferencial cuadrático sobre una Superficie de Riemann compacta de géne-




Proposición 3.0.3. Para el homeomorfismo final periódico
f = d1 ◦ d2 ◦ d3 ◦ t,
donde la función t es una traslación por una unidad a derecha y di es un giro de Denh en
torno a la curva i mostrada en la figura (3.6), la relación de equivalencia entroṕıa cero
produce un cociente que es una superficie de género∞, con dos puntos singulares y una
estrutura compleja y f es isotópico a un homeomorfismo Pseudo Anosov Generalizado.
En particular, el diferencial cuadrático asociado a las foliaciones tiene área finita.
Figura 3.6: Superficie final periódica
Demostración. La figura (3.7) muestra las semifolias isladas λ± ∈ Λ±,
Figura 3.7: Semifolias aisladas.
La figura (3.8) muestra los rectángulos positivo y negativo pre-Markov R± que tiene
lados opuestos α±, β± ⊂ Λ− y γ±, δ± ⊂ Λ+. El rectángulo que abre para la derecha
es R+ y el que abre para la izquierda es R−. Los rectángulos Markov son las cuatro
componentes de R− ∩R+ marcadas en la figura (3.8) por las letras A, B, C, y D. Los
lados α+, β+ son subconjuntos de Λ−, que están en el lado direcho de R− y los lados
γ−, δ− son subconjuntos de Λ+ que están en el lado izquierdo de R+.
Existe un único homeomorfismo h que preserva orientación y preserva Λ± y ádemas:
h(α−) = α+, h(β−) = β+, h(γ−) = γ+ y h(δ−) = δ+.
El homeomorfismo f determina una superficie final periódica T, lo mismo que el
homeomorfismo final periódico h : T → T . Por la teorá de Handel-Miller, este homeo-
morfismo h es isotopico a f .
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Figura 3.8: Rectańgulos Pre-Markov
Las figuras (3.9) y (3.10) muestran los dos primeros iterados de la función h. Note
que R− = A ∪M1 ∪D ∪M2 ∪ C ∪M3 ∪B
Notar que existe una medida invariante sobre Λ+ con medida transversal invariante
de hn(R+ ∩ Λ+) igual a (14)
n, n ∈ Z. Afirmaciones similares son ciertas para Λ− y R−.
Primero se prueba que existen â ∈ A, b̂ ∈ B, ĉ ∈ C y d̂ ∈ D tales que: h(â) = â,
h(b̂) = b̂, h(ĉ) = ĉ y h(d̂) = d̂.
Las cuatro componentes de Markov A, B, C y D están en el núcleo K (recordar que
las laminaciones estables e inestables se intersectan en el núcleo), además existen puntos
en K que son mapeados siempre fuera de K por las imagenes de las cuatro componentes
de Markov y puntos que siempre son mapeadas en el núcleo K. Aśı, los puntos de K
que son mapeados en K bajo h son subconjuntos de puntos de A ∪ B ∪ C ∪ D, que
corresponden a las fajas mostadas en la figura (3.9) y cuya longitud es 1
4
de la longitud
del lado del rectangulo A mostrado en la figura (3.9). Ahora los puntos de K que son
mapeados en K bajo h2 son subconjuntos de puntos de las fajas mostradas en la figura
(3.9) y que son exactamente las 16 fajas mostradas en la figura (3.10) y tienen longitud
(1
4
)2 de la longitud del lado del rectángulo A (16 fajas horizontales de las 4 fajas de
la figura anterior). Aśı en la n-ésima iteración de h, los puntos de K que permanecen
en K, son los determinados por los 4n fajas de A ∪ B ∪ C ∪D de longitud (1
4
)n de la
longitud del lado de los rectángulo A. (Obsevar que cada faja de longitud (1
4
)n lleva
exactamente a 4 fajas de longitud (1
4
)n+1). Analogamente para h−n.
Observar que h(D) es en un rectángulo que intercepta a D y como este represen-
tante Handel-Miller h mapea lineas verticales en lineas verticales y lineas horizontales
en lineas horizontales, por tanto las lineas verticales y horizontales que demarcan la
frontera de D son mapeadas en lineas verticales y horizontales que demarcan la frontera
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Figura 3.9: Primer iterado de la función h
del rectángulo h(D). Como bajo h, D se expande para los lados y por consiguinte hay
rectas que se desplazan a derecha y otras que se desplazan a izquierda. Dado que h es
continua, existe una linea horizontal que es fijada por h. Llevando el rectángulo R+ al
ζ-plano, como muestra la figura (3.11), via un homeomorfismo adecuado, consideraran-
do el segmento [0, n]×{x} contenido en D y mapeado por h en un segmento horizontal
cuya projeción está en el intervalo [c, d]. Considere la función ĥ : [a, b] → [c, d] que
describe esas projecciones.
Observar que ĥ es continua, ĥ([a, b]) = [c, d], ĥ(a) = c y ĥ(b) = d.
Para H : [a, b] → R definida por H(x) = ĥ(x) − x, se tiene que H(a) = c − a < 0
y H(b) = d − b > 0, y por por teorema del valor intermedio existe d̂ ∈ [a, b] tal que
H(d̂) = 0, osea ĥ(d̂) = d̂. De esta forma existe una recta horizontal ld̂ pasando por
d̂ y que es fijada por h. Ahora como h(ld̂) ⊂ ld̂ y como h contrae el tamaño de las
rectas horizontales por un factor de 1
4
en cada iteración, luego en la n-ésima iteración
la longitud de ld̂ es (
1
4
)n y por lo tanto tiende a cero, cuando n tiende a infinito y se
tiene que el punto fijo esta en la frontera de D, como muestra la figura (3.11).
Similarmente se prueba que los rectángulos A, B y C tiene puntos fijos sobre las
fronteras de A, B y C, como muestra la figura.
En resumen, h : T → T es un representante Handel-Miller de la clase de isotoṕıa
de f , asi h contrae horizontalmente y expande verticalmente por un factor de 4 y la
función h tiene cuatro puntos fijos â ∈ A, b̂ ∈ B, ĉ ∈ C y d̂ ∈ D mostrados en la figura.
Sean Hu y Hs las cerraduras de las laminaciones estables e inestables del punto fijo
â (o cualquier otro punto periódico, pues sus cerraduras coinciden) y sea H = Hu∪Hs.
Las clases de la relación de equivalencia entroṕıa cero son de cuatro tipos:
i cerradura de componentes conexas de T \H
ii cerradura de componentes conexas de Hs \Hu
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Figura 3.10: Segundo iterado de la función h
iii cerradura de componentes conexas de Hu \Hs
iv puntos que no están en ninguno de los conjuntos i), ii), o iii).
Se sigue a probar que esos conjuntos no llevan entroṕıa.
Como no existen regiones principales tenemos que el conjunto escape U = T \H,
por lo tanto si x ∈ U = T \H, entonces los iterados para adelante por h convergen a
un final atractor y los iterados para atrás por h convergen a un final repulsor. Al tomar
cerradura nada nuevo acontece (pues ∂U = H) y esto muestra que los conjuntos en i)
no llevan entroṕıa.
Ahora al considerar las componentes conexas de Hs\Hu, sus iterados para adelante
por h convergen al punto fijo â y por tanto estas componentes no llevan entroṕıa.
Las componentes conexas de Hu \Hs convergen al punto fijo d̂ y por tanto estas
componentes no llevan entroṕıa.
Ahora se va a probar que cualquer continuo grande (un subconjunto compacto y
conexo de um espacio métrico) lleva entroṕıa.
Supoga que los puntos que están en rectángulos diferentes de la figura (3.10) son
distinguidos. Inicialmente hay un máximo de cuatro puntos distinguidos. Pero existen
máximo 16 puntos diferentes cuyas órbitas pueden ser distinguidas en dos pasos y
cualquiera dos de ellas son distinguidos inmediatamente después de un iterado de la
función h.
Similarmente existen 64 puntos cuyas órbitas pueden ser distinguidas en 3 pasos
inmediatamente después de un iterado de la función h.
Entonces el número de órbitas distinguidas en n pasos crece como 4n y aśı
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Figura 3.11: Rectángulo R+ en el ζ-plano.
htop(h) = ln(4).
Observar que si C es un subconjunto conexo que contiene dos puntos diferentes de
los conjuntos anteriores, entonces debe intersectar conjuntos de Cantor de las lamina-
ciones estables e inestables (o ambas). Se sigue que uno de los conjuntos α o ω-limite
contiene todos los conjuntos no errantes y por lo tanto hh (C) o hh−1 (C) es igual a ln 4.
Colapsando los dominios dinamicamente irrelevantes, a saber los que llevan en-
troṕıa topológica cero, se produce un homeomorfismo de superficie que será llamado
también h y las laminaciones estables e inestables proyectan a dos foliaciones medibles
transversales con singularidades. Estas foliaciones medibles transversales llevan medida
transversal.
La función cociente preserva las dos foliaciones, dividiendo una de las medidas
transversales por 4 y multiplicando la otra por 4, por lo que la medida producto es
invariante. Esta función h es una función Pseudo-Anosov Generalizada, en el sentido
de [deC-H1] y [deC2].
La figura (3.12) muestra las identificaciones sobre las cuatro componentes de Markov
y las identificaciones finales sobre la frontera de la superficie.
Por la proposición anterior y con las identificaciones hechas en la figura, se tiene
que Yn induce en el rectángulo Ŷ una estrutura de Superficie de Riemann de genero
n
2
+ 1 donde n = 6k + 8, k = 0, 1, .... Esto permite concluir que con las identificaciones
hechas, Ŷ es una superficie de Riemann de genero infinito (pues tiene subsuperficies de
genero arbitrariamente grande).
Sobre los lados verticales del rectángulo se tienen sistemas de cartas coordenadas
como en la prueba de la proposición anterior. Ahora, bajo las identificaciones hechas
en las partes superior e inferior del rectángulo, todos los puntos finales de los interva-
los son identificados a únicos puntos P y Q, respectivamente, con P diferente de Q.
Recordar que Ŷ se obtiene como cociente de rectángulos Euclideanos por medio de
dentificaciones por translaciones y rotaciones Euclidianas. En el interior del rectángulo
la estrutura compleja es determinada por la estrutura Euclidiana y en los lados ver-
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Figura 3.12: Identificaciones sobre las cuatro componentes de Markov
ticales por la proposición anterior. Ahora sólo precisamos los puntos de acumulación
de las singularidades P y Q. Ellos son topológicamente aislados y se probará que la
estrutura compleja se extiende a través de ellos. Para hacer esto, tomar una sucesión de
anilos concentricos convergiendo a la acumulación de las singularidades y cuyo módulo
diverge. La idea sigue el método descrito en [deC-H1] y [deC2].
Si R0 y R1 son regiones anulares concentricas, con R0 ⊃ R1, entonces mód R0 ≥
mód R1 y la desigualdad básica es




donde Γ es el conjunto de todas las curvas rectificables que unen las componentes
de frontera de la región anular A y l(γ) es la longitud de la curva γ.
La figura (3.13) muestra una sucesión de anilos Ak concentricos convergiendo a la
acumulación de las singularidad P .




)k. Sea c la amplitud entre los anillos A0 y A1 como muestra la figura. Aśı





Figura 3.13: Anillos concentricos.
El radio exterior Rk de Ak es la semidistancia entre los puntos más altos y más

























































Por lo anterior, la estructura se extiende a una estructura compleja a través de P .
Observar que si ModA ≥
∑
k≥0Mod(Ak) = ∞, entonces al menos una de las
componentes complementarias de R es un punto.
Análogamente se obtiene el resultado para el punto Q que es identificado con el
punto fijo d̂.
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Teorema 3.0.4. Las laminaciones minimales invariantes de un homeomorfismo Pseudo-
Anosov Generalizado irreducible isotópico a un homeomorfismo final periódico induce
una estrutura conforme en la superficie singular.
Demostración. Se van a describir las clases de equivalencia para un homeomorfismo
final periódico irreducible y lo primero es denotar por Λ± las laminaciones estables e
inestables, respectivamente. Las clases de equivalencia de la relación de entroṕıa cero
son de cuatro tipos:
(i) Cerradura de componentes conexas de T \ (Λ− ∪ Λ+)
(ii) Cerradura de componentes conexas de Λ− \ Λ+
(iii) Cerradura de componentes conexas de Λ+ \ Λ−
(iv) Puntos que no estan en ninguno de los conjuntos i), ii), o iii).
Se va a probar que estos conjuntos realmente no llevan entroṕıa.
Sea Λ = Λ− ∪ Λ+ y consideremos las componentes conexas de T \ Λ.
Como
T = U− ∪ Λ+ ∪ P+ o T = U+ ∪ Λ− ∪ P−,
donde las uniones son disjuntas y dado que U− 6= φ y U+ 6= φ, hay dos casos a
considerar:
(a) No existen regiones principales.
(b) Existen regiones principales.
Si a) fuera el caso, entonces P+ = φ y P− = φ y por tanto
T = U− ∪ Λ+ y T = U+ ∪ Λ−
cuyas uniones son disjuntas y U− 6= φ, U+ 6= φ. Aśı
T \ Λ = T \ (Λ− ∪ Λ+) = U+ ∩ U− = U
es el conjunto de puntos que escapan a finales atractores y repulsores por iterados de
h±1 y al tomar cerradura su comportamiento no cambia (pues ∂U+ = Λ− y ∂U− = Λ+)
lo que demuestra que los conjuntos en i) no llevan entropia.
Si b) fuera el caso, entonces P+ 6= φ y P− 6= φ. Aśı
T \ Λ+ = U− ∪ P+ y T \ Λ− = U+ ∪ P−,
luego
T \ (Λ− ∪ Λ+) = (U− ∩ U+) ∪ (U− ∩ P−) ∪ (P+ ∩ U+) ∪ (P+ ∩ P−)
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es unión disjunta de abiertos, puesto que U+, U−, P+, P−, son subconjuntos abier-
tos de T.
Sea l una componente conexa de T \ (Λ− ∪ Λ+), luego de la fórmula anterior se
cumple una y sólo en una de los seguientes contenciones:
(1) l ⊂ U− ∩ U+ = U
(2) l ⊂ U− ∩ P−
(3) l ⊂ P+ ∩ U+
(4) l ⊂ P+ ∩ P−
Si se verifica el numeral (1) entonces la componente conexa l está en el conjunto
escape, de hay los puntos escapan a finales atractores y repulsores por iterados de h±1.
Si se verifica el numeral (2) entonces el conjunto de puntos escapa a un final repulsor
por iterados de h−1.
Si se verifica el numeral (3) entonces el conjunto de puntos escapa a un final atrator
por iterados de h.
Por tanto las clases correspondientes a conjuntos conjuntos del tipo (1), (2) y (3)
no llevan entropia.
Si se verifica el numeral 4), entonces se tiene l ⊂ P+ ∩ P−. Dado que P+ ∩ P− ⊂ I,
donde I = T \ (U− ∪ U+) es el conjunto de puntos que no escapan a cualquier final
atrator o repulsor por cualquier extensión de h, se tiene que
T \ (Λ+ ∪ Λ−) = P+




+ ∪ P 2+ ∪ ... ∪ P n+,
donde cada P i+ es una componente del complemento de la laminación Λ+ que no con-
tiene puntos de X−, es decir que no contiene puntos de h−juntores negativos. Además,
P i+ conteniene un poĺıgono N
i
+ con finitos lados de logitud finita que son llamados
núcleo de la componente de la ragión principal positiva y es tal que N i+ ⊂ P i+ y
P i+ \N i+ = A1i+ ∪ A2i+ ∪ ... ∪ Aki+,
donde los Aji+ son cúspides inmersas llamadas brazos de la componente de la región
principal positiva. Por tanto cada componente de la región principal positiva se puede
escrebir como
P i+ = N
i
+ ∪ (A1i+ ∪ A2i+ ∪ ... ∪ Aki+).
De esta forma, cada P i+ es un poligono geodésico ideal embebido en T.
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Analogamente, cada componente de la región principal negativa puede escribirse
como
P i− = N
i
− ∪ (A1i− ∪ A2i− ∪ ... ∪ A
j
i−).
Ahora como l ⊂ P+ ∩ P−, de lo anterior se tienen los siguientes casos a considerar:
(I) l ⊂ N i+ ∩ N
j
−, es decir, P+ ∩ P− es una intersección de dos núcleos de regiones
principales positiva y negativa, respectivamente.
(II) l ⊂ N i+ ∩ (A1i− ∪A2i− ∪ ... ∪Ani ), es decir P+ ∩ P− es la intersección de un núcleo
de una región principal positiva y la unión de brazos de una región principal
negativa.
(III) l ⊂ N j−∩(A1i+∪A2i+∪ ...∪Aki+), es decir P+∩P− es la intersección de un núcleo de
la región principal negativa y la unión de brazos de una región principal positiva.
(IV) l ⊂ (A1i+∪A2i+∪...∪Aki+)∩(A1i+∪A2i+∪...∪Aki+), es decir P+∩P− es la intersección
de una unión de brazos de una regioń principal positiva y la unión de brazos de
una región principal negativa.
Si se verifica el caso I), l ⊂ N i+ ∩ N
j





de T \ (Λ+ ∪ U−) y T \ (Λ− ∪ U+), respectivamente y además N i+ ⊂ K y N
j
− ⊂ K.
Por la Proposición 2.12 en [Fe1] existen p1 ≥ 1 y p2 ≥ 1 tales que hp1(N i+) = N i+ y
hp2(N j−) = N
j
−
Aśı, la cerradura de N = N i+ ∩ N
j
− es conexa y compacta y existe p ≥ 1 tal que
hp(Np) = Np.
Sean N0 = N = Np y Ni = h
i(N0), 0 ≤ i ≤ p. Ahora hp(Ni) = hp(hi(N) =
hi(hp(N)) = hi(N) = Ni, aśı cada Ni = h
p(Ni) es compacto y aplica la teoŕıa de
Nielsen-Thurston a hp |Ni, 0 ≤ i ≤ p. Redefinindo h : Np−1 → N0 tal que las curvas
reducidas sean h−invariantes, se tiene una partición de cada Ni sobre subsuperficies
compactas Tij cada una invariante bajo h
γ ijp, para un entero minimal adecuado γij,
sobre el cual hγ ijp, es isotópico a un homeomorfismo gij el cual es periódico o Pseudo-
Anosov. Además se puede probar que el homeomorfismo h
∣∣∣⋃0≤ij≤γijp−1 Tij es isotópico
a un homeomorfismo h∗ tal que h
γijp
∗ = gij, en estas componentes aplica la Teoŕıa de
Nielsen-Thurston, pues como gij es Pseudo-Anosov, incrementa las laminaciones Λ±
adicionando las laminaciones en Tij dada por la teoria de Nielsen-Thurston y aśı las
componentes consideradas no llevan entropia. (Notar que ∂N es compacta y periódica)
Si se verifica el caso II), P+ ∩ P− es la intersección de un núcleo de una región
principal positiva N+ y una unión de brazos de la región principal negativa A
1
i−∪A2i−∪
...∪Ani . Ahora como un brazo A
j
i− escapa si y sólamente si λi ⊃ [xi, x̂i] es una folia de
la frontera de U−, y además por la simetŕıa bajo h, todos los brazos en un ciclo escapan
o ninguno lo hace. Como P+ ∩P− ⊂ I es el conjunto invariante que no escapa, se tiene
que ningun brazo Aji−, 1 ≤ i ≤ m, escapa, y retornan infinitas veces al nućleo K.
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Además los brazos de las regiones principales son simplemente conexos y adyacentes,
luego se tiene
l ⊂ N i+ ∩ (A1i− ∪ A2i− ∪ ... ∪ Ani−, ) yentonces l ⊂ N i+ ∩ A
j
i−,
para algun j y se tiene que l ⊂ N+ ∩ Ak es conexa y compacta y es aplicable el
argumento anterior.
Si el caso III) se verifica,
l ⊂ N j− ∩ (A1i+ ∪ A2i+ ∪ ... ∪ Aki+)
es una intersección de un núcleo de región principal negativa y una unión de brazos
de una región principal positiva. En este caso se sigue de un razonamiento analogo al
caso anterior.
Por último si IV) se cumple,
l ⊂ (A1i+ ∪ A2i+ ∪ ... ∪ Aki+) ∩ (A1i+ ∪ A2i+ ∪ ... ∪ Aki+)
y en este caso un brazo de P+ se intersecta con un brazo de P− en un rectángulo
con dos lados en Λ+ y dos lados en Λ− y cuyo interior no tiene puntos de X+ y X−.
Notar que las componentes de Λ+ y Λ− del bordo de este rectángulo no son se-
mifolias aisladas, pues en este caso el rectángulo seria escape, contradiciendo que
P+ ∩ P− ⊂ I, que es un conjunto invariante que no escapa. Sobre estos rectángu-
los limitados por cuatro arcos geodésicos y sobre los cuales h ha sido definido y usado
el método del Lemma 6.1, página 81, de [Ca-Bl] h, se extiende sobre el rectángulo, por
lo cual sobre este conjunto no lleva entropia, ya que en este caso l ⊂ Aji+ ∩Akj−, donde
Aji+ y A
k
j− son brazos de una región principal posivita y negativa, respectivamente,
entonces se tiene que l esta contido en el rectángulo limitado por dos lados en Λ+ y
dos lados en Λ− y por tanto los iterados convergen a un punto fijo del rectángulo. Por
tanto clases correspondientes a conjuntos del tipo (IV) no llevan entropia.
Ahora al considerar las componentes conexas de Λ− \ Λ+, si l es una componente
conexa de Λ− \Λ+, entonces l es un intervalo de longitud limitada. Además h se escoge
tal que la cerradura de l es considerada de manera que su imagen por h son expandidas
o contraidas uniformemente.
Se tiene dos casos a considerar:
(i) No existem regiones principales.
(ii) Existen regiones principales.
Si (i) fuera el caso, es decir, no existen regiones principales, entonces
l ⊂ Λ− \ Λ+ ⊂ T − Λ+ = U−
Como l ⊂ U− todos los puntos de l escapan a un final negativo o repulsor bajo
iterados de h−1.
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Si (ii) fuera el caso, es decir, existen regiones principales, entonces
l ⊂ Λ− \ Λ+ ⊂ T \ Λ+ = U− ∪ P+,
que es una unión disjunta de conjuntos abiertos y como l es un intervalo conexo
de longitud finita se sigue que l ⊂ U− o l ⊂ P+. En el primer caso todos los puntos
escapan a un final negativo o repulsor bajo iterados de h−1. En el segundo caso l ⊂ P+
y aśı todos los puntos de l no alcanzan un final atrator bajo iterados de h, por lo que
existen tres casos a considerar:
(i) l separa el núcleo de una componente de una región principal positiva de un
brazo.
(ii) l está contenida en el núcleo de una componente de una región principal positiva
(iii) l está contenida en el brazo de una región principal positiva.
Si l separa el núcleo de una componente de una región principal positiva de un brazo,
entonces el brazo escapa o no escapa. Si el brazo escapa, entonces la componente no
lleva entropia. Si el brazo no escapa, los puntos de intersección de la frontera de l con las
laminaciones positivas son periódicas de periodo n. Aśı todos los puntos periódicos de l
tienen el mismo periodo y forman un intervalo compacto (ver [Fe1]) y por lo cual l es un
intervalo compacto periódico. Aśı l ⊂ λ− ⊂ Λ− y los otros puntos de λ− son atrapados
en este intervalo bajo iterados de h−n (este es el caso en que l es un intervalo compacto
maximal periódico). Notar que las laminaciones inestables realmente se comportan
como variedades inestables
Caso (ii), como l está contenida en el núcleo de una componente de una región
principal positiva proseguir como en la parte anterior, pues es aplicable la teoŕıa de
Nielsen- Thurston.
Finalmente en el caso (iii), se tiene que l está contenida en el brazo de una región
principal positiva A, aśı que es una unión disjunta de abiertos. Como A es simplemente
conexo, luego l ⊂ A ⊂ U+ o l ⊂ A ⊂ I.
Si l ⊂ A ⊂ U+, el brazo escapa a un final atractor por iterados de h. En el caso
que l ⊂ A ⊂ I = (Λ+ ∩ Λ−) ∪ (Λ+ ∩ P−) ∪ (Λ− ∩ P+) ∪ (P+ ∩ P−), donde la unión es
disjunta y como A es simplemente conexo, luego l ⊂ A ⊂ Λ+ ∩ Λ− o l ⊂ A ⊂ Λ+ ∩ P−
o l ⊂ A ⊂ Λ− ∩ P+ o l ⊂ A ⊂ P+ ∩ P−.
Dado que Λ+ ∩Λ− es un subconjunto totalmente disconexo de K, por lo tanto l no
puede estar contenida en Λ+ ∩ Λ−, pues l es una componente conexa.
Como l ⊂ Λ− \ Λ+, luego l no puede estar contenida en Λ+ ∩ P−.
Finalmente, l no puede estar contenida en Λ− ∩ P+. En caso contrario, l ⊂ A ⊂
Λ− \Λ+ ⊂ Λ− ∩ P+ ⊂ Λ− y esto es absurdo, pues el brazo A es formado por dos rayos
en Λ+ emanando de dos puntos xi y x
∗
i y un arco [xi, x
∗
i ] ⊂ Λ−, que no puede ocurrir
ya que Λ− y Λ+ sólo se pueden interceptar transversalmente.
Por tanto sólo es posible que l ⊂ P+ ∩ P−, y el resultado se segue como en el item
(4) arriba (página 51).
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El caso de componentes de Λ+ \ Λ− es analogo al caso anterior.
Por último se debe probar que cualquier continuo grande debe llevar entropia.
Observar que si C es un subconjunto conexo que contiene dos puntos diferentes, cada
uno de los conjuntos anteriores, entonces debe interceptar conjuntos de Cantor de las
variedades estables e inestables (o ambas). Se sigue que uno de los conjuntos α o ω-
limite conteniene todos los conjuntos no errantes y por tanto h(h,C) o h(h−1, C) es
igual a λ, que es el valor propio mayor de la matriz de transición [deC-H1].
Colapsando componentes del complemento de las laminaciones (relación de equiva-
lencia entroṕıa cero) se tienen foliaciones en una superficie con medidas transversales
y un diferencial cuadratico de área finita.
Notar que el homeomorfismo de finales periódicos es completamente trivial en los
finales (hablando dinámicamente). Además existen puntos que se mueven de finales
positivos o atratores a finales negativos o repulsores a través del núcleo K, entonces se
deben revisar estos puntos atrapados en el núcleo K por h.
El representante Handel-Miller h tiene la propiedad de que los rectángulos de Mar-
kov R1, R2, ..., Rk están en K y que h
±(Ri) ⊂ K, 0 ≤ i ≤ k.
Por la relación de entroṕıa cero, se probó que las componentes del complemento
de las laminaciones positivas y negativas no llevan entropia. Aśı, el colapso de estas
componentes lleva a identificaciones en los lados de estos rectángulos de Markov los
cuales son dotados con foliaciones por segmentos horizontales y verticales, donde cada
foliación tiene medida transversal inducida por la medida de Lebesgue. Al aplicar h
las foliaciones verticales (estables) son expandidas por un factor λ y las foliaciones
horizontales (inestables) son contráıdas por un factor de 1
λ
.
El espacio cociente R̂ de los rectángulos de Markov R1, R2, ...Rk por estas identifi-
caciones (hechas por las rotaciones y translaciones) es una superficie de tipo topológico
finito y la función h : R̂→ R̂ expande las folias estábles por un factor λ y las folias ines-
tables son contráıdas por un factor de 1
λ
. En el inetrior de R̂, h es un homeomorfismo,
pero sobre ∂R̂ no, y esto lleva a infinitas identificaciones sobre los lados de ∂R̂.
La frontera ∂R̂ tiene la estructura de un poĺıgono finito, donde cada lado tiene un
punto periódico. Además, hay lados que son subdivididos en segmentos con infinitas
identificaciones (como en el caso de las proposiciones precedentes).
Los puntos de las órbitas periódicas sobre ∂R̂ son identificados a un punto y como
p1, p2, ..., pr son puntos periódicos sobre ∂R̂, por tanto las órbitas periódicas sobre ∂R̂
son identificadas con estos puntos, el cociente R̂ es homeomorfo a Ĉ \ {p1, p2, ..., pr}
y la función h : R̂ → R̂ inducida es pseudo-Anosov generalizada en el sentido [deC2].
Las foliciones estables e inestables son preservadas por h y las foliaciones estables son
contraidas por un factor de 1
λ
y las foliaciones inestables son expandidas por un factor
de λ
Al analizar la estructura compleja, se tiene que en el interior del rectángulo la
estructura compleja es determinada por la estrutura Euclidiana.
En las k-singularidades prolongadas las funciones z 7−→ z 2k definen cartas coor-
denadas, lo que produce una estructura compleja en los puntos de R̂, excepto en las
acumulaciones de las singularidades, las cuales son topológicamente aislados.
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Para probar que la estructura compleja se extiende a través de estos puntos (acu-
mulaciones de las singularidades) basta utilizar el método de la sucesión de anillos con-
centricos encajados que convergen a el punto de acumulación y cuya suma de módulos
diverge, ya que mód A ≥
∑
k≥0(Ak) =∞. Por tanto al menos una de las componentes
complementarias de R es un punto (ver [deC-H1]).
En resumen, se tiene una estructura compleja sobre la superficie R̂. Como las iden-
tificaciones sobre los lados de ∂R̂ son por rotaciones y translaciones, luego el diferencial
cuadrático dζ2 está bien definido y el espacio de identificaciones R̂ tiene estructura de











4.1. Vı́as de tren para homeomorfismos finales pe-
riódicos.
Los homeomorfismos Pseudo-Anosov puede describirse combinatoriamente median-
te v́ıas de tren, que son una clase de gráficos incrustados en la superficie con información
adicional sobre los vértices que especifica los giros que puede hacer un tren que circula
por la v́ıa en cada vértice y sus endomorfismos. Usando la información obtenida de
una matriz de transición asociada, la superficie se puede reconstruir identificando los
lados de los rectńgulos euclidianos foliado por segmentos de ĺıneas horizontales y ver-
ticales. El homemorfismo Pseudo-Anosov expande los rectángulos horizontalmente y
los contrae verticalmente, mapeándolos como lo indica el mapa de v́ıas del tren. Hasta
este punto, la discusión es finita. Las v́ıas de tren son gráficos con un nḿero finito de
aristas. El teorema de Thurston fue demostrado algoŕıtmicamente, en [Be-Ha] y el paso
principal fue encontrar una v́ıa de tren finita invariante bajo una clase de isotoṕıa del
homeomorfismos y los mapas de v́ıas de tren son finitos a uno. Un futuro trabajo, seŕıa
obtener una prueba algoŕıtmica del teorema de Handel-Miller para superficies finales
periódicas, dado que toda la dinámica interesante se concentra en el núcleo, el cual
es compacto. Acá lo que difiere del caso compacto, es que aunque los gráficos siguen
siendo finitos, los endomorfismos siguen siendo finitos a uno y ahora se permite que
la información adicional en los vértices sea infinita, pero por lo demás se puede pasar
por la construcción de los mapas como antes. Esto conduciria a la construcción de
homeomorfismos pseudo-Anosov generalizados de manera similar a los homeomorfis-
mos pseudo-Anosov, excepto que se permite que las foliaciones invariantes tengan un
número infinito de singularidades, siempre que se acumulan solo en un número finito
de puntos. Acá se podria prensar en dar una construcción y descripción detallada de
una familia de Homeomorfismos Finales Periódicos para la cual el gráfico subyacente y
el mapa del gráficos sean lo más simples posibles.
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4.2. Comportamiento en los finales y ergodicidad
para homeomorfismos finales periódicos
Los finales de una variedad no compacta M, juegan un rol importante, al responder
preguntas que relacionan los homeomorfismos de M con medidas sobre M. Un futuro
trabajo es hacer un análisis de como el comportamiento en los finales de la medida que
preserva los homeomorfismos de la variedad también puede conducir a la comprensión
de algunas de sus propiedades ergódicas y tratar de extender los resultados obtenidos
para las variedades compactas al caso superficies finales periódicas. Por ejemplo ver
si la ergodicidad es t́ıpica con respecto a varios subconjuntos cerrados de topoloǵıa
compacta-abierta del espacio de todos los homeomorfismos de una variedad M la cual
preserva una medida µ
4.3. El Teorema de Existencia y Unicidad de Teich-
muller
Una función casi-conforme f definida en un dominio G sobre otro dominio G
′
con
dilatación compleja maximal K es llamada extremal, si cualquier función casi-conforme
g que coincide con f sobre la frontera deG y es homotopica a f tiene dilatación maximal
K
′
mayor o igual a K. Es llamada únicamente extremal si la desigualdad es estricta.
Una transformación Teichmüller es una función casi-conforme f con dilatación compleja
maximal de la forma µ = kQ/Q; donde K es una constante, 0 < K < 1, y Q es un
diferencial cuadrático holomorfo. El Teorema de Existencia y Unicidad de Teichmuller
garantiza que dadas dos Superficies compactas de Riemann X e Y (o dos superficies
de tipo finito) y dada una clase de isotoṕıa [f ] de homeomorfismos de X a Y, existe
una Transformación de tipo Teichmuller y ella minimiza la dilatación en su clase y es
la única con esta propiedad. Para otro tipo de Superficies de Riemann puede pasar que
la clase de isotoṕıa no tenga representante Teichmuller, o que tenga un representante
de este tipo y no sea único o que sea extremal, pero que no sea de tipo Teichmüller.
Cabe anotar que el problema de existencia no es tan complicado probarlo, lo realmente
dif́ıcil en estos problemas, es el problema de unicidad.
Un posible trabajo es mirar en un principio, si en los ejemplos particulares que se
presentaron en el capitulo de resultados de esta tesis, se puede probar si la clase de iso-
pot́ıa del homeomorfismo final periódico tiene representante extremal. Posteriormente
tratar de extender el resultado inicial del Teorema de Teichmüller sobre una superficie
particular, como una superficies final periódica. Finalmente tratar de extenderlo a su-
perficies que se les extraigan un conjunto de puntos con un conjunto finito de puntos
de acumulación.
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4.4. Complementos de nudos en S3
A cada superficie compacta embebida R ⊂ S3 con frontera λ, se le asocia una
variedad saturada
M = S3 −
◦︷ ︸︸ ︷
N (R),
donde N (R) denota una vecindad normal de R en S3 y
◦︷ ︸︸ ︷
N (R) su interior. Si ciertas
operaciones geométricas (como descomposición de discos, etc) son aplicadas con exito a
M se abrá construido una foliación uno profunda tensa F, en el complemento S3−
◦︷ ︸︸ ︷
N (R)
de una vecindad tubular N (λ) del enlace λ = ∂R.
Dado que superficies finales periódicas aparecen naturalmente como folias de folia-
ciones 1-profundas de esta clase de complementos de nudos en S3 y estas foliaciones son
generalizaciones de fibraciones o complemento de las folias de genero finito y las folias
de genero infinito son superficies finales periódicas y las monodromias de las corres-
pondentes fibraciones son homeomorfismos finales periódicos, se plantea para trabajos
futuros dar ejemplos expĺıcitos de una construcción de este tipo y ver si es posible
obterner para las superficies de los ejemplos concretos del capitulo 3, como comple-
mentos de algún nudo en S3 y ver bajo que condiciones existen foliciones transversales
1- finitas.
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