For an LP-type problem, a basis B is a set of con- The maximum cardinality of any basis with w(,B) # Q is called the combinatorial dimension of (H, w), and it is denoted by 6 = 6( H, W 
G-T with i-ITI elements), a random h E F-T, and a
basis BF_h of F -h, and we ask for the probability that w(B~-h ) < w(Br-k + h) under these assumptions.
Lemma 1 w(B~_h) < w(B~-h + h) iff w(F -h) < w(F)
Proof. We can rewrite the statement as Proof. Using the fact that ei is extreme in F, and condition (2.2), we obtain: (ii) If h is not extreme in F, then
again, a contradiction. (ii) h is enforcing in (F, S), and
Proof. (i) holds because w(F -e)~w(G -e) < w(T)~w(F -h) = W(~F-~) < W(~F-~+ h) = w(S).
This derivation includes also w(F -h) < w(S), which 
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The Recurrence
In this section we assume that every basis in the computation has exactly 6 elements. For n~6 + 1 and k~1, the previous analysis yields b(k, n)~t@,n-l)+&.
[(l+6(k -l, n))+(l+ 6(k-2, n))+..
Indeed, this is a consequence of Lemma 4, observing that the number 1 of extreme constraints there is at most min(k, IF' I -ITI).
We have ITI = 6 because of basis-regularity.
We now solve the recurrence for b(k, n). Proof. Routine, and omitted in this version.
•l Proof of Proposition
it suffices to show that
Using the mean value theorem, we find that the expression in square brackets is at least 1 and
where we have put
We distinguish two cases. First suppose q s 3/2. We then estimate the right hand side of (5.1) using integration (regarding g(., n) as a function over the reals).
Since the function under the summation sign is decreasing in j, we can estimate the sum from above by the
Since the function z~g(z, n) is increasing (for every n), we may neglect the second term in the primitive function when estimating the integral from above, and so we get an upper bound
for the right hand side of (5.1). Since (n+ 1)/n <2 for the considered values of n, this bound does not exceed g(k, n) . q/2. In view of Lemma 6(i), this proves (5.1) for q < 3/2.
Let us consider the case q > 3/2 (this implies n < k, 
We have
We also have (say, using the mean value theorem) 
