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S U M M A R Y 
This thesis deals with the investigation and methods of 
investigation of organic molecules, radicals and ions, using ab i nitio 
molecular orbital theory. The work described here, though diverse, 
falls into two broad categories. One category deals with the structure, 
energetics and bonding of closed-shell molecules, while the other deals 
with open-shell systems. 
Chapter 1 deals with the theoretical methods and the conventions 
to be used in the rest of the thesis. 
The oxocarbons CO 2 - (n = 3-6) are of historical and chemical 
n n 
interest, because of their early discovery and their aromatic properties. 
In Chapter 2, we present an investigation of these species along with 
the neutral oxocarbons CO and some of the parent acids CO H2 . n n n n 
Internal rotation in 1,2-disubstituted ethanes is a subject which 
has received widespread attention in the theoretical and experimental 
literature. Chapter 3 contains the results of the first conformational 
study of 1,2-disubstituted ethanes in which at least one of the 
substituents is electropositive. A generalized theory of the conforma-
tional properties of 1,2-disubstituted ethanes is presented and a 
1,2-disubstituted ethane with a stable eclipsed conformer is designed. 
In a similar manner, an investigation of internal rotation in 
1,4-disubstituted but-2-ynes was carried out (Chapter 4). It was found 
that the barrier to internal rotation is small when one or both of the 
substituents is electroneutral. On the other hand, there are strong 
conformational preferences when both substituents are highly electro-
negative or electropositive. 
The methane- and benzenediazonium ions are discussed in Chapter S 
as models for aliphatic and aromatic diazonium ions. Particular attention 
1s paid to bridged structures, and to the transition state for the inter-
change of the two nitrogen atoms of the diazonium group. 
This work is extended in Chapter 6 to additional alkyl diazonium 
ions 1n order to obtain more information regarding the factors affecting 
the C-N bond strength and bond length. 
Chapters 7-9 deal with open-shell systems. In Chapter 7 a method 
of carrying out restricted open-shell SCF calculations is discussed along 
with some of the programming details. The Jahn-Teller effect in the 
cyclopropenyl radical is discussed in Chapter 8 and calculations, by 
three different methods, are reported in Chapter 9 on this radical. 
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C H A P T E R 1 
BACKGROUND THEORY AND METHODS 
2 
1.1 INTRODUCTION 
Huckel 1 was the first to suggest a quantum mechanical theory that 
could be applied to a wide range of organic molecules. This theory of 
the TI-electrons of planar systems though simple, was surprisingly 
successful. It explained the stability of benzenoid compounds and 
predicted other systems that should show similar stability. To overcome 
the neglect of a-electrons in Huckel theory, Hoffmann introduced extended 
Huckel theory 2 • This is a valence-shell-electron theory containing many 
of the assumptions of the original Huckel method. In the mid to late 
sixties, a set of theories were introduced that relied partly on 
experimental information and partly on calculated information. These 
so-called semi-empirical theories included CND0 3 (complete neglect of 
differential overlap), IND0 4 (intermediate neglect of differential over-
lap) and MIND0 5 (modified INDO). They provided a basis from which much 
useful information on organic molecules and ions could be obtained. 
To a certain extent, these developments have gone hand in hand 
with the increase in computing power over the same period. This increase 
in computing resources has also allowed application of more rigorous 
theories to organic species. One of these more rigorous theories is 
ab initio molecular orbital theory 6 , which makes no use of experimental 
information, all required data being calculated. The results described 
in this thesis have been obtained using such an approach. Several 
research groups have coded computer programmes for producing electronic 
wave functions by the ab i ni t io molecular orbital method. The most 
widely used of these is probably Gaussian 70 7 • A modified version of 
this programme has been used for the work described here. 
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1.2 AB INITIO MOLECULAR ORBITAL THEORY: 
THE SELF-CONSISTENT-FIELD [SCF] METHOD 
1.2.1 Closed-Shell Systems 
In the ab initio molecular orbital method, it is assumed that 
all the information needed to form a wave function of a polyatomic system 
can be calculated from a set of orbitals which resemble atomic orbitals, 
usually centred on the various atoms that make up the molecule. These 
orbitals are called basis functions. An electron in a polyatomic syst em 
is assumed to be described by a function called a molecular orbital. A 
molecular orbital consists of two parts, a spin part which can be either 
a or S, and a spatial part formed from a linear combination of basis 
functions, as in equation 1.1: 
1 .1 
where~. is the molecular orbital,¢ is the basis function and c . is 
1 µ µ1 
the molecular orbital coefficient, giving the contribution of the µ-th 
basis function to the i-th molecular orbital. The summation runs over 
all basis functions in the system. If a molecular orbital has a 6-spin 
function it is represented by ~-S, if it has an a-spin function then it 
1 
is represented by ~.a . From the orbitals ~ .a and ~-6 an electronic 
1 1 1 
wave function, If'° , is formed. This is done by forming a determinant of 
the molecular orbitals, as in equation 1.2: 
1.2 
where 2n 1s the number of electrons in the system. Equation 1.2 implies 
each spatial orbital,~., is doubly occupied with an electron of a-spin 
1 
and an electron of 8-spin. Such a system 1s called a closed-shell 
system. The wave function,~, 1s a single-configuration wave function. 
This means it consists of only one assignment of the electrons to the 
molecular orbitals. 
4 
To the wave function, given 1n equation 1.2, two conditions are 
applied. One is that the orbitals be orthonormal, 1.e. equation 1.3 holds: 
f lJ}. lµ. dT = 0 .. 
1 J 1J 1. 3 
where dT implies integration over three-dimensional space and spin space. 
The other is that the expectation value of the energy of the wave function 
should be stationary with respect to small variations of the C µi' so 
equation 1.4 holds: 
<~ IHI ~> = E 
cS <~ IHI ~> = cSE = 0 1.4 
where His the Hamiltonian operator, and Ethe energy. Application of 
these conditions leads to the matrix equation 1.5: 
FC = SCE 1.5 
where Fis the Fock matrix 8 , C the matrix of the c ., E 1s a diagonal µ1 
matrix whose elements correspond to the energies of the molecular orbitals 9 , 
and Sis the overlap matrix, whose elements are given by equation 1.6: 
f q> q> dT = S µ v µv 1.6 
A wave function determined by equation 1.5 1s referred to as a Hartree-
Fock wave function. However, to solve 1.5 it is necessary to transform 
the F and C matrices, to give equation 1.7: 
F' c' = c' E 1.7 
I -t -t I t where F = S F S and C = S C. Equation 1.7 is an eigenvector -
eigenvalue equation, so if F' can be found its eigenvectors, C', can be 
s 
determined and hence C obtained. Unfortunately F' involves the molecular 
orbital coefficients contained in C. Therefore, to solve 1.7 a guess 
is made at C and this is used to form F'. From F', C' is obtained, 
which is transformed to a new C matrix, which is then used to reform F'. 
The process is repeated until C does not show a significant change from 
one cycle of operations to the next. When this happens a self-consistent-
field [SCF] has been reached and the optimum wave function obtained. 
Wide use has been made of this SCF theory 10 • Its most serious 
defect appears to be the averaging of the electron-electron interactions, 
1.e. lack of correlation between the electrons. 
Ahlrichs has criticised the closed-shell SCF method 8 for its 
performance with anions, to which it gives positive orbital energies 
for some occupied orbitals. The significance of these orbitals is that 
the electrons in them are not bound to the molecule, and hence should 
split off from the molecular framework to infini ty. Ahlrichs 11 has proposed 
a modified SCF method which allows electronic charge to do this. However, 
this method is not without drawbacks 12 , and it does seem that the usual 
Roothaan SCF 8 method is adequate, under a wide range of circumstances, 
for producing anionic wave ·functions 1 3 • 
1.2.2 Open-Shell Systems 
Wave functions of open-shell systems (i.e. systems with unpaired 
electrons) can be of two main types, restricted and unrestricted. In 
the restricted type, the spatial part of a doubly-occupied orbital 1s 
restricted to be the same for the a and 6 electrons occupying it. The 
wave function 1s referred to as a restricted Hartree-Fock (RHF) wave function, 
and is formed by a restricted SCF method. In the unrestricted wave function, 
the spatial part of one orbital is different from the spatial part of 
6 
any other orbital in the system. The wave function is referred to as an 
unrestricted Hartree-Fock (UHF) wave function and is formed by an 
unrestricted SCF calculation 1~. UHF wave functions always have lower 
energy than the corresponding RHF wave functions. However, whereas RHF 
wave functions are eigenfunctions of the spin squared operator, UHF wave 
functions are not. This means that electronic states of the same symmetry, 
but different spin multiplicity, mix in with the ground-state wave function 
in an unrestricted SCF. If the mixing is large, then misleading results 
can be obtained. 
The theory behind one method for carrying out RHF open-shell 15 
calculations will be dealt with in Chapter 7. 
1.3 BASIS FUNCTIONS 
1.3.1 Minimal Basis Sets 
A minimal basis set is one that contains the minimum number of 
functions needed to describe the ground state of an atom, and to maintain 
spherical symmetry of the set of basis functions. To achieve this, we 
need a ls orbital on hydrogen, a ls and a 2s orbital on lithium and 
beryllium, and a set of ls, 2s, 2px, 2py and 2pz orbitals on boron, 
carbon, nitroge;1, oxygen and fluorine. It is found convenient however, 
to place 2px, 2py, and 2pz orbitals on lithium and beryllium as well. 
The minimal basis set used in this thesis is the ST0-3G 16 basis set, 
internal to Gaussian 70. The ST0-3G basis set is determined by a least 
squares fit of three gaussians to each orbital in a minimal basis set 
of Slater or exponential-type functions 16 • The resulting gaussian 
orbitals are then scaled for use in a molecular environment. Previous 
7 
calculat ions with the ST0-3G basis set have revealed some of its defects 
and strengths. ST0-3G has been found generally to describe equilibrium 
bond lengths well 11 , 16 , underestimate electric dipole moments 1 6 , give 
relative energies of cyclic structures to acyclic isomers poorly 19120 , 
and underestimate H-X-H (X = C,N,O) bond angles 21 • 
1.3.2 Split-Valence Basis Sets 
A split-valence basis set is one that has double the number of 
orbitals in the valence shell, compared with the minimal basis set. 
I 
Thus hydrogen has als and a ls orbital while ~ithium, beryllium, boron, 
' carbon, nitrogen, oxygen, and fluorine have a set of ls, 2s, 2s, 2px, 
I T f 
2py, 2pz, 2px, 2py and 2pz each. The split-valence basis sets used 
in this thesis are the 4-31G 22 and S-21G 23 ' 24 basis sets. 4-31G means 
the core orbital is represented by a fixed linear combination of four 
gaussians, while the valence-shell orbitals are represented by one group 
of a fixed linear combination of three gauss1ans and a second of one 
gaussian. S-21G carries a similar meaning. The 4-31G basis sets are 
used for boron, carbon, nitrogen, oxygen and fluorine, and the S-21G 
basis sets for lithium and beryllium. For lithium and beryllium the low 
number of valence electrons makes it possible to give greater emphasis 
to the core ls electrons, rather than the valence-shell 23 electrons. 
The point of using a split-valence basis set is that it allows greater 
flexibility in the molecular orbital description, compared with a 
minimal basis set, and it allows anisotropic behaviour about an atom. 
The greater flexibility will also be expected to give better heats of 
reaction than the minimal basis set. Use of the 4-31G basis set has 
shown that it tends to overestimate electric dipole moments and bond angles 
of the type H-X-H (X = C, N and 0) and underest imate carbon-hydrogen 
bond lengths 22 . 
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1.4 METHODS OF GEOMETRY DETERMINATION 
1.4.1 Axial Iteration Technique (AIT) 
This 1s the simplest way of carrying out geometry optimization. 
For a given parameter (i.e. bond length, bond angle or dihedral angle), 
the total energy is determined for three values of the parameter. These 
values are then fitted to a parabola, and the value of the parameter at 
the stationary point of the parabola is taken as an approximation to the 
optimum value of the parameter. All parameters to be optimized are 
treated in this way and then the process is repeated. When all parameters 
change by very little, it is assumed a minimum has been reached. The 
main weakness of this method is its inefficiency. It can be a very slow 
method of determining geometries. This is particularly so for coupled 
variables. Coupling implies the value of one parameter depends on the 
value of ar.other and vice versa. So an attempt to optimize one parameter, 
keeping the other fixed, produces no significant change in that parameter. 
This would seem to indicate the parameter has been optimized even though 
it may be far from its optimum value. 
1.4.2 The Gradient Methods 
1.4.2.1 Determination of Minima 
An energy surface is made up of points which represent the energy 
of a molecule, in a given nuclear configuration. Points of interest on 
a surface are points where the gradient, i.e. the derivative of the 
energy with respect to the nuclear coordinates, is zero, such as minima 
and transition states. These two types of stationary points differ from 
one another in that the matrix of second derivatives of the energy, with 
respect to the bond lengths and angles to be determined, has one negative 
eigenvalue for transition states and all positive eigenvalues for minima. 
9 
To determine a minimum,the gradients of the energy, with respect 
to the parameters to be determined, are found. These gradients are 
then used, together with a quasi-Newton 25 algorithm, to produce new 
values for the parameters being optimized. The gradients are then 
recalculated and the process repeated. A minimum has been reached when 
the gradients become zero. Using this gradient method to determine 
minima is usually much faster than the axial iteration technique. 
However, the method can have difficulty in locating the true minimum 
when the potential energy surface is very flat. 
1.4.2.2 Determination of Transition States 
The algorithm for finding minima does not only look for a point 
of zero gradient but also checks that the energy of a new structure is 
below that of a previous structure. In this way a minimum is most 
likely to be determined. Another approach then has to be used for 
determining transition states. An algorithm based on a Newton-Raphson 
approach 26 is then used, which locates points of zero gradient whether 
they be minima, transition states or maxima. The matrix of second 
derivatives is continually checked to make sure it has one negative 
eigenvalue. If it does not, another algorithm26 forces the structure 
to a point where the force constant matrix does have one negative eigen-
value, and the Newton-Raphson algorithm then looks for a place of zero 
gradient in this region. The unfortunate thing about determining 
transition states is that it is exceedingly time consuming. 
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1.5 CONFIGURATION INTERACTION (CI) 
In configuration interaction, the total wave function is written 
as a linear combination of configurations, as in equation 1.8: 
~!OTAL = I c .. ~- 1. 8 · 
1 Jl J J 
where ~!OTAL is the total wave . function made up of the various configura-
1 
tions, ~-, and c .. is the coefficient determining the contribution of the J Jl 
j-th configuration to the i-th total wave function. Usually only 
wT
1
0TAL 
15 I found, corresponding to the lowest energy solution. To 
determine c .. , equation 1.9 is solved: Jl 
H' c' = c' E 1.9 
where H' is the matrix whose elements are given by equation 1.10: 
H~. = f ~- H ~- dl 1.10 lJ 1 J 
c' is the matrix of c .. 'sand Eis the matrix of the energies of the Jl 
total wave functions. Equation 1.9 is derived from the condition that 
~!OTAL should be stationary with respect to small variations of the 
i 
C . . 1 S. Jl 
1.6 POPULATION ANALYSIS 
Having produced a wave function, it is often convenient to have 
some way of dividing up the electrons between the basis functions. 
Mulliken population analysis 27 provides one method for doing this. It 
should be noted that population analysis is not a quantum mechanically 
unique concept. The analysis gives the number of electrons in a basis 
function or shared bet,veen two basis functions. Hence by summing over 
the basis functions on an atom, it is possible to get the gross or total 
11 
electron population for that atom. By summing over the electrons shared 
between the basis functions of two atoms, it is possible to obtain 
overlap populations, which are a measure of the bond order between two 
atoms. By only surruning over the electrons in the TI or o basis functions 
it is possible to obtain TI or o total populations and overlap populations. 
1. 7 PERTIJRBATION MOLECULAR ORBITAL (PMO) THEORY 
1.7.1 Theory 
In perturbation molecular orbital theory28 ' 29 , we consider the 
interaction of the molecular orbitals of a system A with the molecular 
orbitals of a system B. Usually we are only interested in one or two 
orbital interactions, rather than the complete set of interactions that 
takes place when A interacts with B. 
When two orbitals, W1 and W2, interact they form two new orbitals 
+ 
,,,-
o/ = 1.11 
To find the energy of this new orbital the secular determinant, equation 
1.12, has to be solved 30 : 
= 0 1.12 
where€ 1s the energy to be determined, S12 is the overlap integral 
J 
between ~ 1 and Wi, €1 and E2 are the energies of w1 and W2 respectively, 
and H12 1s the integral involving W1, w2 and the Hamiltonian. 
12 
+ The solutions to 1.12 are c and c and are given by 
where 1.13 
It is possible to distinguish several types of orbital interactions and 
these are discussed in Sections 1. 7.2 - 1.7.5. 
1.7.2 Four Electrons 1n Two Interacting Orbitals 
The energy change occurring when two orbitals, that are doubly 
occupied, interact, is given by: 
1.15 
i.e. oc = 1.16 
It is found that 2 H12S12 1s usually larger in magnitude than (E:1 + E:2)S(z 
and negative. Thus the energy change predicted by equation 1.16 is 
positive 28 • 
1.7.3 Two Electrons, One 1n Each of the Interacting Orbitals 
The energy change of the electrons when two singly-occupied 
orbitals intera~t is: 
+ 2c - E1 - E:2 1.17 
Equation 1.18 is not terribly helpful in its present form. It can be 
simplified for systems where ~ 1 and ~2 have the same energy. In such 
cases, equation 1.14 becomes: 
2 
T2 = (2 H12 - 2 E:1S12) 1.19 
1.e. 1.20 
If equation 1.20 is put into equation 1.18, then the energy change 
becomes: 
1.e. 1.21 
Equation 1.21 predicts a negative energy change for the interacting 
orbitals, as H12 is larger in magnitude than E1S1 2 and negative 28 • 
1.7.4 A Doubly-Occupied Orbital Interacts With 
a Vacant Orbital of Much Higher Energy 
13 
In this case it is assumed that the energy of the doubly-occupied 
orbital changes very little on interaction (i.e. E ~ E1). · So equation 
1.12 becomes 31 : 
= 0 
2 
1.e. (E1 - E) (E2 - E1) - (H12 - S12E1) = 0 
Now the change in energy on interaction is: 
So 1.23 becomes: 
2 
OE= 2(H12 - S12E1) 
E1 - E2 
1.22 
1.23 
1.24 
1.25 
Provided the energy of ~2 does not approach that of ~1 too closely, 
equation 1.25 shows that the closer two orbitals are in energy, the 
greater the energy change will be when they interact. 
1.7.5 A Doubly-Occupied Orbital Interacts With 
a Vacant Orbital of the Same Energy 
14 
Equation 1.25 breaks down when the interacting orbitals are 
degenerate or near-degenerate, because it was assumed that the energy 
of the lower orbital, after interaction, was close to that of the lower 
energy orbital in the unperturbed system. The energy change on inter-
action of two degenerate orbitals 1s: 
cS 2 c-+ 2 E: = c.. - E:1 1.26 
Substituting equation 1.13 into equation 1.26 we have: 
1.27 
Equation 1.27 is like equation 1.18 and hence ~an be reduced to 
equation 1.21: 
1.21 
1.7.6 The Significance of the Calculated Energy Changes 
The important conclusions regarding energy changes accompanying 
orbital interactions are as follows: 
(i) When two doubly-occupied orbitals interact, the energy change 1s 
unfavourable. 
(ii) When two degenerate singly-occupied orbitals interact or a 
doubly-occupied orbital interacts with a degenerate vacant orbital the 
energy change is favourable. 
(iii) When a doubly-occupied orbital interacts with a vacant orbital, 
the interaction becomes more favourable as the orbitals approach one 
another in energy. 
1. 8 FOURIER REPRESENTATION OF I 1TERNAL ROTATIO 
POTENTIAL FU CTIONS 
15 
The energy change associated with the rotation of groups at one 
end of a bond, with respect to groups at the other end , may be described 
by a Fourier series, equation 1 . 28: 
(¢) = ~ V1 (1 - cos ¢) + ~ V2 (1 - cos 2¢) + ~ V3 (1 - cos 3¢) ... 
1.28 
In equation 1.28, V(<P) is the potential function describing internal 
rotation, Vi, V2 and V3 are the potential constants and <Pis the dihedral 
angle describing the rotation. It is defined in Fig. 1.1. 
H 
H 
H 
Fig. 1.1 - Definition of the dihedral angl~ ¢ , describing internal 
rotation. 
It is customary to truncate the series after the third term 32, 
since in several instances the fourth and subsequent terms have been 
found to be small in comparison 33 . 
Splitting the potential function up into three terms helps in 
understanding the factors that contribute to the total potential 34 . 
The first term on the right-hand-side of equation 1.28 can usually be 
associated ~ith dipole interactions, the second ~ith hyperconjugative 
interactions, and the third with the repulsion between closed-shell 
bond orbitals. 
1.9 GEOMETRIC MODEL 
16 
In certain systems studied in this thesis it was convenient not 
to carry out geometry optimization. In these cases a set of model para-
meters called standard bond lengths and angles 35 ' 36 were used. 
1.10 UNITS, CONVERSION FACTORS AND ACCURACY 
Throughout this thesis 'total energy' is the sum of the nuclear 
repulsion energy plus the electronic energy of a species. It is usually 
expressed in atomic uni ts (a. u.) which are Hartrees. When making com--
parison with experimental quantities, a conversion factor from Hartrees 
-1) to kilojoules per mole is needed, 2625.5 is used (1 a.u. = 2625.5 kJ mol · 
Much experimental information is in kilocalories per mole. To convert 
_1 
this to kilojoules per mole, a factor of 4.184 is used (1 kcal mol = 
-1 4.184 kJ mol ). Quantities calculated from the total energies will 
be expressed in kilojoules per mole, and will generally be quoted to 
-1 the nearest 0.1 kJ mol . 
In designating structural parameters, ingstroms are used for 
bond lengths and degrees for bond angles. Unless otherwise stated, all 
calculated bond lengths are expected to be within 0.001 Rngstroms of 
their minimum energy values and all bond angles within 0.1°. 
The notation ST0-3G/ST0-3G means the energy of a system with the 
ST0-3G basis set at the optimum ST0-3G structure. 4-31G/4-31G has a 
similar meaning, while 4-31G/ST0-3G means the energy with the 4-31G 
basis set at the optimum ST0-3G structure. 
C H A P T E R 2 
THE OXOCARBONS AND THEIR PARENT ACIDS 
1 
2.1 I TRODUCTIO 
Huckel's "4n + 2" rule has been used to predict and r ationalize 
aromaticity in a wide range of organic molecules. However, it is not 
the only rule for defining aromatic compounds and ions; West 37 ha s 
pointed out a class of organic ions with (2n + 2) TI-electrons which also 
possess aromatic character. These ions are the polycarbonyl s or 
oxocarbons C O 2 - (n = 3-6) shown in Fig. 2 .1. 
n n 
0 
Fig. 2.1. 
0 ,0 
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The oxocarbons CO 2 - (n = 3-6). 
n n 
The larger members of the series, the rhodizonate (1) and the 
croconate (~) ions, have been known for a long time 38 ' 39 • Only more 
recently have the smaller members, namely the squarate CZ) and the 
deltate (1) dianions, been synthesised 40 ' 41 • A variety of techniques 
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have been employed to elucidate the structures of the oxocarbon series 42 - 44 • 
Most results, but not all 43 ' 44 , lead to the conclusion that the ions 
have Dnh synunetry. Acidity measurements of the parent, CO H2, acids n n 
indicate that, compared with other organic molecules, they are very 
There have been numerous previous theoretical studies of the 
oxocarbon anions 43 b, 5 o- 62 , but only one of these 62 , dealing with the 
structure of C4 04 2 -, used an ab initio approach. Cignitti 53 found for 
C50 5 2 - a triplet or a singlet ground state depending on the parameter-
ization used in his calculations. Subsequent CI studies 54 ' 56 favoured 
a singlet as the ground state. Calculations have also been carried out 
on the neutral species CO 52 ' 55 and on the parent acids 55160161 ' 63 ' 64 • 
n n ' 
Again, only one of these previous studies has been of the ab i nitio type 6 4 . 
In this chapter, the results are presented of a systematic 
ab initio molecular orbital study of the neutral oxocarbons CO (n = 3-6) 
n n 
and the oxocarbon dianions CO 2 - (n = 3-6). Also presented are the 
n n 
results of calculations on the parent acids of the first two members 
of the series. 
2.2 METHOD AND RESULTS 
2.2.1 Geometri es and Energies 
All calculations were carried out with the closed-shell SCF 
procedure. The possibility of triplet ground states for CO 2 - (n = 3-6) 
n n 
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was not considered, in the light of the calculations on CO (n = 3-6) 
n n 
(see Section 2.3.1). Dnh synunetry was assigned to the cnon and Cn0n 2 -
oxocarbons and the AIT was used to optimize the structures, under that 
synunetry constraint. Optimized geometries are given in Table 2.6 and 
the corresponding total energies in Table 2.1, together with previously 
2-published data on C404 . To see whether the Dnh structures are true 
minima, gradient optimizations were carried out on C C30 3 and C30 3 2 -. s 
They both converged to a o3h structure. 
TABLE 2.1 
TOTAL ENERGIES OF THE OXOCARBONS CO AND CO z- (n = 3-6) 
n n n n 
Molecule ST0-3G/ST0-3G 4-31G/ST0-3G 4-31G/4-31G 
C303 -333.55352 -337.50781 -337.51108 
C303 2 - -333.07658 -337.45118 -337.45144 
C404 -444.86442 -450.11752 -450.11847 
C404 2- -444.40495 -450.09525 -450.09751 
CsOs -556.12005 
CsOs 2- -555.67501 
C606 -667.33929 
C606 2- -666.89737 
three important conformations of the hydroxyl groups. These are cis/cis, 
cis/trans and t~ans/trans. Figure 2.6 displays these structures for 
deltic acid. Figure 2.7 shows the cis/trans conformer of squaric acid. 
Deltic acid was optimized by the AIT, with c 2v symmetry constraints for 
the cis/cis and trans/trans conformers, and Cs for the cis/trans conformer. 
The gradient method was employed to optimize the squaric acid structures, 
with c 2v symmetry assigned to the cis/cis and trans/trans isomers, and 
C to the cis/trans isomer. Total energies and relative energies of 
s 
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the acid conformers are given 1n Table 2.2, and the structures in Tabl es 
2.8 and 2.9. We note that there has been a previous ST0-3G study of 
deltic acid 64 • 
TABLE 2.2 
TOTAL ENERGIES AND RELATIVE ENERGIES FOR CONFORMATIONS OF 
SQUARIC AND DELTIC ACIDS 
Molecule ST0-3G/ST0-3G 4-31G/ST0-3G Total Relative Total Relative 
C303H2 cis/cis -334.75173 0 -338.71865 0 
cis/trans -334.75056 3.1 -338.71718 3.9 
trans/trans -334.74571 15.8 -338.70913 25.0 
C404H2 cis/cis -446.03938 1.2 -451.31367 0.2 
cis/trans -446.03985 0 -451.31376 0 
trans/trans -446.03411 15.1 -451.30167 31.7 
2.2.2 Population Analysis 
Parameters derived from a Mulliken population analysis of the 
ST0-3G wave functions, are given in Tables 2.3 and 2.4 for CO (n = 3-6) 
n n 
and the lowest energy conformers of deltic and squaric acid. 
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TABLE 2.3 
PARAMETERS DERIVED FROM MULLIKEN POPULATION ANALYSIS OF CO AND CO 2-
n n n n 
Gross Population 'TT-Population 'TT-Overlap Molecule population 0 C 0 C between C & 0 
co 8.199 5.801 1.432 0.568 0. 341 
C303 8.155 5.845 1.101 0.899 0.336 
C404 8.158 5.842 1.086 0.914 0.336 
CsOs 8.152 5.848 1.065 0.935 0.330 
CGOG 8.151 5.849 1.057 0.943 0.328 
C303 2- 8.587 6.080 1. 683 0.984 0.150 
C404 2- 8.503 5.997 1.524 0.976 0.200 
CsOs 2- 8.435 5.965 1.417 0.983 0.223 
CGOG 2- 8.387 5.947 1.346 0.987 0.237 
TABLE 2.4 
PARAM[TERS DERIVED FROM MULLIKEN POPULATION ANALYSIS OF THE 
LOWEST ENERGY CONFORMERS OF DELTIC AND SQUARIC ACID 
Del tic Acid Squaric Acid 
Atom Gross 'TT- Atom Gross 'TT-
(a) population population (b) population population 
C1 5.795 0.901 C1 5.817 0.896 
02 8.287 1.377 C2 5.806 0.902 
C3 5.936 0.965 03 8.218 1.187 
04 8.249 1.896 04 8.204 1.171 
Hs 0.774 0 Cs 5.948 1.039 
CG 5.920 1.002 
07 8.271 1.907 
Os 8.258 1.895 
H9 0.779 0 
H 1 o 0.779 0 
(a) Atoms are defined in Fig . 2.6 
(b) Atoms are defined in Fig. 2.7 
2. 3 DISCUSS IO 1 
2.3.1 Electronic Structures of the Oxocarbons 
Cignitti 53 pointed out that the ground state of C5 0 5 2 - was 
predicted to be a singlet or a triplet, depending on the parameteriza-
tion used 1n his semi-empirical Pariser-Parr-Pople SCF calculations. 
To investigate whether we would expect a triplet ground state in our 
ab initio calculations for any of the charged oxocarbons, we have 
examined the TI-electronic structure of C6 0 6 with PMO theory. 
considered to be made up of two concentric rings, one of carbon atoms 
and the other of oxygen at oms, then the TI-orbitals of the C6 05 system 
can be formed from the TI-orbitals of the C6 ring and the 05 ring. The 
orbital interactions of the C6 and 0 6 rings are determined by symmetry 
and given diagrammatically in Fig. 2.2. 
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Fig. 2.2. Th TI -orbitals of C6 0 6 constructed from C6 and 05 TI-orbitals . 
24 
The orbital orderings for the TI-orbitals of the lower homologs , C 0 
n n 
(n = 3-5) may be derived by deleting the appropriate orbitals from the 
C6 and 06 rings (Fig. 2.2), to give the C and O rings, and by also n n 
deleting all orbitals arising from them in th e C60 6 system (as also 
given in Fig. 2.2). The first six orbitals of the C606 sys tem (Fig. 2 .2) 
are in-phase combinations of the orbitals of the C6 fragment and 0 6 
fragment. The last six orbitals are out-of-phase combinations of these 
orbitals. This ordering arises because of the stronger interaction 
between p-orbitals on carbon and oxygen (formally a double bond) than 
between the p-orbitals on carbon and carbon (formally a single bond). 
In particular, orbital 6 which is C-0 bonding and C-C antibonding lies 
lower in energy than orbital 7 which is C-0 antibonding and C-C bonding. 
This is shown in Fig. 2.3. All neutral oxocarbons can be expected to 
have an orbital of a type similar to that of orbital 7 as the lowes t 
unoccupied molecular orbital. The extra two electrons in the dianion 
are accommodated in this orbital. ST0-3G wave functions of the neutral 
oxocarbons have this orbital as their first vacant orbital, and for the 
4-31G wave functions of C30 3 and (404 this orbital has a negative orbital 
eigenvalue, indicating powerful electron acceptor ability. 
0 
0 0 
0 0 0 
6 7 
0 0 
Fig. 2 .3. The 6-th and 7-th TI -orbitals of o6h C606 . 
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2.3.2 Geometric Structures of the Oxocarbons 
Experimental bond lengths for the oxocarbons are given 1n Table 
2.5 and may be compared with the theoretical values given in Table 2.6. 
There does not appear to be a crystal structure for the most recently 
prepared oxocarbon dianion, the deltate ion. Tables 2.5 and 2.6 
both show that the C-C lengths are about the same for the squarate, 
croconate and rhodozonate ions. The calculations seem to indicate, at 
2-both the ST0-3G and 4-31G levels, that the C-C lengths for C30 3 are 
considerably shorter than for the other dianions. The C-0 lengths also 
show an anomaly for the deltate ion, being longer than for the other 
members of the series. 
TABLE 2.5 
EXPERIMENTAL BOND LE GTI--IS OF THE OXOCARBON ANIONS 
CO 2 - (n = 4-6) 
n n 
Ion C-C C-0 Ref. 
C404 2- 1.469 1.259 66 
2- 1.46 1.25 43a CsOs 
2- 1.457 1.262 43b CsOs 
CGOG 2- 1.488 1.213 65 
TABLE 2 . 6 
THEORETICAL BOD LENGTHS FOR THE Dnh STRUCTURES OF 
CO AND CO 2 - (n = 3-6) 
n n n n 
Molecule ST0-3G C-C C-0 
4-31G 
C-C C-0 
C303 1.518 1.210 1 . 530 1.184 
(303 2- 1.420 1.299 1.416 1.291 
C404 1.556 1.213 1.530 1.192 
(404 2- 1.491 1.269 1.466 1.259 
CsOs 1.547 1.221 
CsOs 2- 1.495 1.265 
C606 1.548 1.224 
C606 2 - 1.503 1.261 
It is tempting to account for the short C-C and long C-0 bonds by 
resonance structures of the type shown in Fig. 2.4. 
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Fig. 2.4. Possible resonance structures for the stabilization of 
de 1 ta+e. ~ni 
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However, related structures can be written for C404 2 - which does not 
have any particularly short C-C and long C-0 bonds. Cyclopropenones 64 ' 67 
have similarly short C-C bonds, which are usually accounted for by 
resonance structures which make the ring aromatic. However, the C-C 
lengths are probably due to the combination of short C-C bonds found 1n 
three-membered rings and the short C-C bonds found between planar tri-
coord inate carbon atoms. 
Mulliken population analysis (Table 2.3) shows that the only oxo-
carbon with a negative charge on carbon is the deltate ion. This 
indicates that the small deltate 10n has more trouble in dispersing its 
charge than the other oxocarbons, as would be expected. One way it can 
relieve charge repulsion is to increase the carbon-oxygen bond length. 
Thus it has a surprisingly long C-0 length. 
4-31G calculations of the neutral oxocarbons C30 3 and C404 show 
they have similar C-C lengths. The C-0 lengths are also similar. The 
ST0-3G calculations tend to be in conflict with this result for the C-C 
lengths. As in the case of the charged oxocarbons, the C-C and C-0 
lengths in CsOs and C606 are very similar. Perhaps the most surprising 
observation concerning these oxocarbons is the length of the C-C bond. 
It might have been expected that conjugation between the carbonyl groups 
would have shortened the C-C lengths, from the value in ethane 17 
(ST0-3G optimum C-C length in o3d ethane is 1.538). However, like 1n 
the acyclic glyoxal 68 (C-C length in ST0-3G optimumcis glyoxal is 1.541), 
very little conjugation appears to take place. 
2.3.3 Stabiliti es of the Oxocarbons 
The rhodizonate dianion undergoes elimination of a CO fragment 
to give the croconate dianion 69 , but the croconate dianion does not 
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appear to so readily undergo a similar elimination. In order to obtain 
theoretical measures of the stability of the oxocarbons, and in 
particular to try to determine whether the most stable member of the 
oxocarbon series is the five-membered ring, we have looked at a series 
of reactions, 2.1-2.4, involving the neutral and charged oxocarbons. 
CO -+ n CO 
n n 
C 0 
n n 
n = 3-6 
n = 3-6 
CO -+ C O + CO n = 4-6 
n n (n-1) (n-1) 
C 0 
n n 
TABLE 2.7 
n = 4-6 
CALCULATED ENERGY CHANGES FOR REACTIONS 2.l-2.4(a) 
Molecule 
CsOs 
2.1 
-323.0 
(-383.3) (b) 
-98.1 
(-238.8) 
-18.9 
-35.2 
Reaction 
2.2 2.3 
290.2 
(245.1) 
560.4 
(491.1) 
677.5 
669.4 
224.9 
(144.5) 
79.2 
-16.3 
2.4 
270.2 
(246. O) 
117.1 
-8.1 
(a) The eneryies for CO are ST0-3G/ST0-3G = -111.22545 
Hartrees 7 and 4-31G/4-31G = -112.55236 Hartrees 51 • 
2-For C202 ST0-3G/ST0 -3G = - 221 . 74061 Hartrees and 
4-31G/4-31G =-224.80574 Hartrees 68 • 
(b) 4-31G/4-31G values in brackets . 
2.1 
2.2 
2.3 
2.4 
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The results are given 1n Table 2.7. Calculated energies for reaction 
2.1 show that all the neutral oxocarbons are higher 1n energy than the 
constituent carbon monoxide molecules, separated to infinity. For the 
five-membered ring, this energy difference is the smallest. Table 2.7 
shows that reaction 2.2 is very unfavourabie; nevertheless, it indicates 
the five-membered ring to be the most stable ring. The energy changes 
for reactions 2.3 and 2.4 show that it is energetically favourable to 
lose carbon monoxide from a six-membered ring to give a five-membered 
ring (negative energy change), but not energetically favourable to lose 
carbon monoxide from any of the other rings to give the next smallest 
ring (positive energy changes). Table 2.7 seems to indicate that the 
five-membered ring is the most stable ring with respect to reactions 
that involve dissociation to carbon monoxide. The population analysis 
shows that the positive overlap between adjacent carbon monoxide 
fragments, in the CO and CO 2 - rings (n = 3-6), is greatest at the 
n n n n 
five-membered ring. Hence it 1s most difficult to remove CO from these 
systems. 
Gradient optimization of C30 3 under a C symmetry constraint s 
showed that the o3h structure is stable with respect to intramolecular 
rearrangement or dissociation. The calculated energy changes for reac-
tion 2.1 indicate that the CO (n = 3-6) molecules lie high in energy 
n n 
relative to the 3eparated carbon monoxide fragments. However, if the 
result for C30 3 can be generalized, it should be possible to prepare 
the CO (n = 3-6) molecules. The orbital correlation diagram for C30 3 n n 
dissociating to C202 and CO, by way of a c2v transition state, is given 
1n fig. 2.5. The 7b2 orbital is an in-plane TI * orbital of the leaving 
carbon monoxide group. In C30 3 it is intimately involved with ring 
bonding. Hence, if dissociation took place, an excited state carbon 
monoxide molecule would be obtained. 
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Fig . 2 .5. Idealized orbital correlation diagram for the dissociation 
of C30 3 to CO and C202, by way of a c2v transition state. 
The orbitals of D3h C30 3 are classified under c2
v symmetry. 
Only the lowest 12 a-orbitals (neglec ting core and oxygen 
2s orbitals) ar shoh11. 
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Thus the process is symmetry forbidden. Similar rJng bonding orbitals, 
involving in-plane n* orbitals of CO groups , can be found for the other 
neutral oxocarbons , indicating that dissociation 1s unlikely. It 1s 
noted that hydrated forms of the CO (n = 4-6) are known 69 . 
n n 
2.3.4 Deltic and Squaric Acids 
Fitzpatrick and Fanning 64 have studied cis/cis deltic acid. They 
concluded, from previous work, that the hydroxyl groups should be cis 
to the oxygen of the carbonyl group, so that the hydroxyl groups can 
hydrogen bond to it. However, two hydrogen bonds can also be obtained 
in the cis/trans conformer. 
TABLE 2.8 
THEORETICAL STRUCTURAL PARAMETERS OF THE DELTIC ACID CONFORMERS 
Parameter Ca) cis/ cis/ trans/ 
ClS trans trans 
C1-02 1.215 1.214 1.213 
C1-C3 1.445 1.448 1.445 
C1-C1+ 1.445 1.443 1.445 
C3-C4 1.332 1.332 1.334 
C3-0s 1.370 1.372 1.371 
C1+-C6 1.370 1.368 1.371 
Os-H1 0.990 0.990 0.992 
OG-Ha 0.990 0.992 0.992 
02-C1-C3 152.56 151.70 152.52 
02-C1-C1+ 152.56 153.42 152.52 
C1-C3-0s 153. 2 154.2 148.1 
C1-C1+-06 153.2 148.1 148.1 
C3-0s-H1 105.2 105.2 105.8 
C1+-0G-Ha 105.2 105.3 105.8 
(a) Parameters are defined 1n Fig. 2. 6. 
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Fig . 2 . 6. The confor mers of del t ic acid . Do tted l i nes i ndicat e 
hydrogen bonds . (Corresponding confo rmer s exis t for 
squaric acid.) 
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Table 2.2 shows that, in fact, cis/cis and cis/trans deltic ac i d 
are close in energy. For squaric acid, the cis/cis and cis/trans con-
formers are even closer in energy, with the cis/trans just being more 
stable. The difference in geometries between our deltic acid and that 
of Fitzpatrick et al.is due to a more complete geometry optimization on 
our part. 
TABLE 2.9 
THEORETICAL STRUCTURAL PARAMETERS OF TI-IE SQUARIC ACID CONFORMERS 
Parameter Ca) cis/ cis/ trans/ 
cis trans trans 
C1-C2 1.564 1.565 1.568 
C1-03 1.209 1.210 1.208 
C2-04 1.209 1.208 1.208 
C1-Cs 1.521 1.520 1.522 
C2-CG 1.521 1.524 1.522 
Cs-CG 1. 344 1.343 1.342 
Cs-01 1.378 1.382 1. 380 
CG-08 1.378 1.376 1.380 
01-H9 0.990 0.989 0.991 
Oa -H1 o 0.990 0.990 0.991 
C2-C1-03 138.1 138.3 137.6 
C1-C2-04 138.1 137.2 137.6 
C2-C1-Cs 85.86 85.82 85.75 
C1-C2-CG 85.86 85.79 85.75 
C1-Cs-01 133.4 134.5 128.3 
C2-CG-Oa 133.4 129.2 128.3 
Cs-01-H9 105.1 105.3 106.0 
CG -Oa -H1 o 105.1 105.3 106.0 
(a) Parameters are defined in Fig. 2. 7. 
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Fig. 2.7. Cis/trans squar1c acid. 
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The crystal structure of squar1c acid has been determined on 
several occasions 71 - 73 . These structures reveal two forms, a room 
temperature form and a high temperature form. The high temperature form 
is very interesting in that the structure has a C4 -axis. It appears 
that the intermolecular hydrogen bonding is so strong as to change the 
structure of the acid to a much higher symmetry. The room temperature 
form, having C symmetry, differs from our calculated C structure in 
s s 
having C-C distances which are closer, in length, to each other, and 
C-0 distances which are also much more similar to each other. Again, 
this is probably due to intermolecular hydrogen bonding. 
In solution deltic acid is a weaker acid than squaric acid 4 5 . 
To test if this is Jikely to be true in the gas phase as well, the 
energy change for reaction 2 . 5 has been calculated. 
2 . 5 
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- 1 The ST0-3G/ST0-3G energy change for this reaction is -105.7 kJ mol , 
while the 4-31G/ST0-3G energy is -128.5 kJ mol- 1 • These numbers confirm 
that squaric acid is a stronger acid than deltic acid. 
2.4 CONCLUSIONS 
Neutral oxocarbons appear to be stable molecules, with a highly 
electrophilic nature. Their C-C and C = O lengths show little sign of 
conjugation, being close to the C-C length in ethane and C = O length 
in formaldehyde. Synthesis of the neutral oxocarbons should be possible 
under aprotic oxidising conditions. Theory and experiment indicate 
that the squarate, croconate and rhodizonate ions have similar C-C 
and C-0 lengths to each other. Calculations with the ST0-3G and 4-31G 
basis sets show that the deltate dianion has shorter C-C and longer C-0 
lengths than the other charged oxocarbons. The charged oxocarbons 
all have longer C-0 and shorter C-C distances than their neutral counter-
parts. 
Both deltic and squar1c acid have cis/cis and cis/trans isomers 
which are close in energy. Comparison of the calculated cis/trans 
structure of squaric acid with the experimental room temperature crystal 
structure, indicates distortion in the experimental structure due to 
hydrogen bonding. 
C H A P T E R 3 
INTERNAL ROTATION IN 
1,2-DISUBSTITUTED ETHANES 
37 
3.1 INTRODUCTION 
The study of internal rotation in 1,2-disubstituted ethanes has 
been extensive 7 l• -a 8 • Most of this work predicts stable conformations 
which are gauche or trans. However, all these studies have been per-
formed on ethanes with electronegative (e.g. halogens) or electroneutral 
(e.g. methyl) substituents. No research has been carried out on the 
effect of electropositive (e.g. lithium) substituents on internal rota-
tion in 1,2-disubstituted ethanes. In the case of organo-lithium com-
pounds, it might be expected that the polar nature of the carbon-lithium 
bond would have a pronounced effect on the preferred conformation of the 
molecule. By using previously reported data for XCH 2 -CH 2 Y (X,Y = H, CH 3 
and F) and the calculations reported here on lithioethanes, a general 
picture of conformational behaviour in 1,2-disubstituted ethanes is 
presented. 
3.2 METHOD AND RESULTS 
Closed-shell SCF calculations, with the 4-31G and 5-21G basis 
sets, were used to determine the energy of the 0°, 60°, 120° and 180° 
conformations of LiCH 2 -CH 2 Li, LiCH 2 -CH 2 F and CH 3 CH 2 -CH 2 Li. The angles 
refer to the dihedral angle XCCY (¢) shown in Fig. 1.1. Standard geo-
metrical parameters were used for all structures, as our interest 1s 1n 
the general features of the rotational potentials rather than detailed 
results. Results reported previously for XCH 2 -CH 2 Y (X,Y = H,CH 3 and 
F) 36 , 88 , 89 are used to generalize the conclusions presented here. 
The energies obtained in these calculations are given in Table 
3.1 and were fitted to the Fourier series (see Section 1.8), equation 3.1, 
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V(¢) = t V1(l - cos¢) + t V2(l - cos 2¢) + t V3(l - cos 3¢) 3.1 
yielding the potential constants Vi, V2 and V3. These are given in 
Table 3.2 along with those of related systems. From the potential 
constants, the stationary points of V(¢) were determined. Single energy 
calculations were then performed at these stationary points, and the 
results are included in Table 3.1. 
TABLE 3.1 
CALCULATED TOTAL ENERGIES AND RELATIVE ENERGIES 
FOR CONFORMATIONS OF DISUBSTITUTED ETHANES, XCH2-CH2Y 
Molecule Dihedral Energy Angle(¢) Total Relative 
CH3CH2-CH2Li 0.0 -124.89974 0.0 
56.9 -124.90402 -11.2 
60.0 -124.90402 -11.2 
118.8 -124.89839 + 3.5 
120.0 -124.89839 + 3.5 
180.0 -124.90416 -11.6 
LiCH 2-CH2F 0.0 -184.67196 0.0 
60.0 -184.66543 +17.1 
113.4 -184.65444 +46.0 
120.0 -184.65461 +45.S 
180.0 -184.66456 +19.4 
LiCH 2 -CH 2 Li 0.0 - 92.70326 0.0 
60.0 - 92.72046 -45.2 
94.0 - 92.72394 -54.3 
109.2 - 92.72408 -54.7 
120.0 - 92.72450 -55.8 
180.0 - 92.73034 -71.1 
(a) 
TABLE 3.2 
CALCULATED POTENTIAL CONSTANTS [V., kJ mol- 1] 
1 
FOR 1,2-DISUBST ITUTED ETHANES 
Molecule V1 V2 V3 
CH3-CH3 (a) 0.0 0.0 -13.63 
CH3-CH2CH3 (a) 0.0 0.0 -15.46 
CH 3-CH2F (a) 0.0 0.0 -15.18 
CH3-CH2Li(b) 0.0 0.0 -13.78 
CH3CH2-CH2CH3 (c) -13.34 -5.99 -16.15 
CH3CH2-CH2F (c) -2.01 -2.54 -19.54 
CH3CH2-CH2Li +2.12 +2.61 -13.72 
FCH2-CH 2F (c) 
-19.59 -11.39 -1 7 .12 
LiCH2-CH 2F +31.88 +28.84 -12.47 
LiCH2-CH2Li -54.47 -19.89 -16.63 
From Ref. 89· 
' 
(b) From Ref. 36· 
' 
(c) From 
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Ref. 88 
The potential functions V (¢) = t V (1 - cos n¢) and V(¢) are plotted 
n n 
To gain insight into how the substituents are interacting with 
each other, the energy changes for reactions of the type 3.2 have been 
calculated. These are called 1,3 interaction energies and the results 
are shown in Table 3.3. 
3.2 
3.3 DISCUSSION 
The calculations presented here represent three types of conform-
ational behaviour. 
. 
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3.3.1 1-Lithiopropane 
CH 3CH 2-CH2Li represents a class of behaviour where at least one 
of the substituents is electroneutral (i.e. the methyl group). In this 
class, the conformational behaviour is dominated by the V3 term of the 
potential function. Previously reported examples of this class are 
CH 3 CH2-CH2F 88 and CH 3 CH2-CH2CH3 88 • Steric interactions of the methyl 
groups in butane however, mean that the V1 term is large for this mole-
cule and hence the potential function is no longer dominated by the V3 
term. Figure 3.1 shows clearly that the overall potential function for 
CH 3CH2-CH2Li follows the V3 (¢) term. The sign and magnitude of the V3 
term are very similar to those of ethane and lithioethane, representing 
repulsion between closed-shell vicinal bond pairs of electrons 90 , 91 • 
Dominance of the total potential V(¢) by the V3 (¢) component 
means the minima of V(¢) are close the minima of V3 (¢). For lithio-
propane, these occur at¢= 57° and at¢= 180c. The energy barrier at 
¢ = 0° separating the gauche isomers is 11.2 kJ mol- 1 and the barrier 
separating the gauche isomers from the trans isomer, at¢= 118.8°, is 
14.7 kJ mol- 1 • The energy difference between the two minima is very 
small, being 0.4 kJ mol- 1 • 
3.3.2 l-Fluoro-2-Lithioethane 
The second type of conformational behaviour is represented by 
FCH2-CH2Li. Here the V3 term is the minor term in the rotational 
potential, both V1 and V2 being larger in magnitude and positive in 
sign. As a result, a minimum in the potential curve no longer occurs 
at -60°, but is replaced by one at the cis configuration(¢ = 0°). A 
second minimum also occurs at the trans configuration. 
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90° 180° 270° 360c 
CCCLi DIHEDRAL ANGLE (¢) 
Fig. 3.1. The potential function, V(¢), and the Fourier components, 
\' () = t V (1 - cos n¢) , describing internal rotation in n n 
4 2 
The V3 term 1s slightly smaller than in ethane, but still reflects 
the repulsion between the eclipsing single bonds. 
A positive value of the V2 constant shows a preference for the 
cis or trans conformers rather than the orthogonal conformer (i.e. 
¢ = 90°). The large value of V2 (Table 3.2) suggests that hypcTcon-
jugative stabilization, shown 1n Fig. 3.2, is very important. 
Li F Li+ F-
\ I 
C C 4 ~ C C, 
' 1 , ~ , ' ,, ' I ' 'HH' ~ H H 
H H H H 
Fig. 3.2. Hyperconjugative stabilization 1n LiCH 2 CH 2 F . 
This type of interaction cannot take place in the ¢ = 90° conformation 
and is most efficient 1n the cis or trans conformations. 
An alternative approach to rationalizing the positive V2 1s 
found by applying perturbation molecular orbital (P10) theory. A methyl 
group has two sets of degenerate orbitals 9 2 at the minimal basis set 
level . These are shown in Fig. 3.3. If the unique hydrogen, i.e. the 
uppermost hydrogen of 3.3(b) and (c), 1s substituted, orbitals 3.3(a) 
and (d) are unchanged in energy to a first approximation; but the 
energy of 3.3(b) and (c) will change. If the hydrogen is replaced by 
an electropositive group or atom, the energy of orbitals 3.3 (b) and (c) 
will go up . Also, the bonding orbital, 3 . 3(b), Kill be more localized 
on the carbon and the antibonding orbital, 3.3(c), will be more localized 
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h b . 93 on t e su st1tuent . This is shown in 3.3(b') and (c'). If, however, 
the unique hydrogen is replaced by an electronegative group or atom, the 
energy of orbitals 3.3(b) and (c) will go down. The orbital 3.3(b), ill 
be more localized on the substituent and orbital 3.3(c) will be more 
localized on carbon. Therefore orbitals 3.3(b) and (c) become 3.3(b") 
and (c") for electronegative substi tuent s 93 . 
cd > <C > cd>--;;p 
---
(0) 
ELECTR OPOSITIVE X 
"A 
er 
- ·- cd> 
,, 
CC ) 
ELECTRONEGATIVE Y 
Fig. 3.3. The degenerate orbitals of a methyl group and the effect of 
electropositive (X) and electronegative (Y) substituents . 
\\'hen two substituted methyl groups are interacting, as in a 1,2-
disubstituted ethane, the interaction of the orbitals of the two methyl 
groups is different for different conformations. Figure 3.4 shows the 
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main stabilizing interactions in the¢= 0° and¢= 90° conformations. 
These interactions are determined by symmetry; only orbitals of the 
same symmetry interact . Orbitals 3.3(b) and (c) are symmetric with 
respect to the plane of the paper, while orbitals 3.3(a) and (d) are 
antisynunetric with respect to the plane. Substitution in this case does 
not alter the symmetry of an orbital, but rotation does. So in the 
¢ = 0° conformation, orbitals of the LiCH 2 group interact with orbitals 
of corresponding symmetry in the CH2F group. However, on rotation to 
¢ = 90° the allowed orbital interactions change. The energy difference 
between the orbitals involved in stabilizing interactions is now greater 
and hence, according to equation 1.25, the energy of stabilization is 
less. Thus¢= 0° is preferred over¢= 90°, and V2 is positive. 
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Fig. 3.4. Stabilizing interactions 1n LiCH 2CH 2F. Orbital labels are 
the same as in Fig. 3.3. 
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The po i t iv c a lu c of V1 shows a preference for ¢ = 0° rather 
than 180°. Thi s can be rationalized as a favourable alignment of the 
dipoles on the tho methyl fragments (Fig. 3.5). 
Fig. 3.5 . Dipole alignment 1n LiCH 2CH 2F. 
The dipole approximation will certainly have broken down over 
the distances involved in FCH 2-CH2Li. However, it will be the leading 
term in a multipolar description of the interaction of the two sub-
stituted methyl groups and hence may be used to rationalize the V1 term. 
In the case of LiCH 2-CH 2F, there is the possibility of a donor-acceptor 
interaction bet\\·een the fluorine and the 1 i thium shown in Fig. 3. 6. 
This adds to the positive magnitude of V1 • 
DONOR 
Fig . 3. 6 . Donor-a ceptor interactions 1n LiCH 2CH 2F. 
A plot of the potential function for LiCH 2-CH 2F 1s shown in 
Fig. 3.7. The energy required to rotate from the trans conformer to 
the cis conformer is 26.6 kJ mol- 1 , the trans conformer being 19.4 kJ 
mol- 1 above the cis. It is noted that LiCH 2CH 2 F has been prepared 
but not isolated 94 . 
3.3.3 1,2-Dilithioethane 
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1,2-Dilithioethane 1s typical of the third class of behaviour, 
where V1 and V2 are large and negative (Fig. 3.8). The dominance of 
the V1 term favours a m1n1mum at¢= 180°; however a flattening of the 
curve 1s found 1n the 95°-110° region. Additional calculations indicate 
that, 1n fact, no m1n1mum exists in this region. However, the 4-31G 
basis set (and presumably S-21G) overestimates dipole interactions, 
and therefore the interaction of the two carbon lithium dipoles, in 
these calculations, would tend to artificially favour trans rather than 
gauche conformers. ST0-3G calculations indicate a shallow minimum 1n 
the gauche region. 
The V3 constant 1s slightly larger than the corresponding constant 
for CH3CH2-CH2Li and CH3-CH2Li, representing a greater preference for 
staggered rather than eclipsed bonds. The negative value of V2 may be 
rationalized by the fact that the hyperconjugative interaction shown in 
Fig. 3.9 is very unfavourable. Fig. 3.10 shows a more favourable type 
of hyperconjugation. 
50 
40 
::- 30 
I 
0 
E 
-=> 20 
.:.:: 
-
>-
(!) 
c:: 
w 
z 
w 
10 
0 
-10 
\ 
\ 
/ .. 
. "· / \ 
I \ 
\ .. / " 
'-·· 
47 
V(rp) 
90° 180° 270° 360° 
LiCCF DIHEDRAL ANGLE (¢) 
Fig . 3. 7 . The poten ial function \" (. ), and the Fourier components, 
( ) = ~ \ (1 - cos n :) describing internal rotation in n n 
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LiCCLi DIHEDRAL ANGLE (cp) 
Fig . 3 . 8 . The potential function, V(¢), and the Fourier components, 
( ) = 4- \ (1 - cos n¢) , describing internal rot a tion in n n 
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Li Li Li+ Li-
\ I 
,C C .. • C C, ,, 
' 
, , 
,' ,, ,, ,, 
' 'HH ' 
,, 
H H H H H H 
Fig . 3 . 9. Unfavourable hyperconjugation in LiCH 2CH 2Li . 
Li 
,H Li+ H-\ ' ' ,' 
,C C Li • .. C C~Li , ,, ' ,, ,, 
' ,, 
,, ,, ,, 
H 'H H H H H 
Fig . 3.10. Favourable h)~erconjugation in LiCH 2CH2Li. 
As in FCH2-CH2Li, V2 can also be rationalized in terms of PMO 
theory . If v-;e use orbitals ~.3(a), (b'), (c ') and (d) of the substituted 
methyl group, and th en interact two sets of these to give LiCH2-CH2Li, 
we have the stabilizing in eracLions sho,m in Fig. 3 . 11. 
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Fig. 3.11. Stabilizing orbital interactions 1n LiCH2-CH2Li. 
In the ¢= 0° configuration, the 3.3(b') orbital, of one LiCH 2 group 
interacts with the 3.3(c') orbital of the other, while in the¢= 90° 
configuration the 3.3(b') orbital of one LiCH 2 group interacts, on 
symmetry grounds , with the 3.3(d) orbital of the other. The reduced 
energy difference between the interacting orbitals in the¢= 90° con-
figuration over that in the ¢ = 0° configuration, means greater stabil-
ization according to equation 1.25 in the 
V2 1s negative. 
= 90° configuration. Hence 
V1 is consistent with the interaction of the two carbon-lithium 
dipoles, as shown in Fig. 3 .1 2. 1,2-Dilithioethane has been prepared 95 • 
Fig. 3.12. Dipole interactions 1n LiCH 2-CH 2Li. 
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It is interesting to compare the results of the calculations on 
FCH 2CH 2F and LiCH 2CH 2Li. Both V3 constants are of comparable magnitude, 
being slightly larger than in ethane itself (Table 3.2). For both 
molecules, V1 and V2 are negative and fairly large. This will result 
in stable gauche or trans conformers. It has already been stated that 
the 4-31G (5-21G for lithium) basis sets do not predict a gauche con-
former for LiCH2CH2Li, though this may be an artifact of the basis sets. 
For FCH 2CH2F, experimental results suggest a preferred gauche 
conformer 96 - 98 , though estimates of the gauche-trans energy difference 
vary96 - 98 . Overestimation of the dipole moments of the C-F bonds lead 
to the prediction that the most stable conformer is trans, when the 
split-valence basis sets are used. A similar effect is noted for the 
related system, 1,2-difluoroethylene, where experimentally cis is more 
stable than trans, but calculations with the 4-31G basis set predict 
trans to be lower in energy. 
The negative values of V2 for both LiCH2CH2Li and FCH2CH2F 
indicate a hyperconjugative ability of hydrogen both to accept and 
donate electronic charge. Fig. 3.13 shows the potential of FCH2CH 2F. 
3.3.S 1,3-Interaction En ergi~s 
The 1,3-interaction energies, given in Table 3.3, incorporate 
energy differences associated with conformational change. Nevertheless, 
they give a qualitative feel for the interactions between the substituen t 
groups. Not unexpectedly, the two carbon-lithium bonds in LiCH 2CH 2Li, 
interact unfavourably. For LiCH 2CH 2F the interaction is very strong 
and favourable, and for CH 3 CH 2CH 2Li the interaction is very weak. 
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Fig . 3.13. The potential function, V(¢), and the Fourier componen t s, 
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These results resemble those obtained for FCH 2 CH 2 F (unfavourable inter-
TABLE 3.3 
CALCULATED 1,3-INTERACTION ENERGIES FOR 
1,2-DISUBSTITUTED ETHANES 
Molecule Interaction 
energy 
+ 2.4 
+50.6 
-17.9 
3.4 CONCLUSIONS 
The conforinational behaviour of 1,2-disubstituted ethanes falls 
into three categories. These categories are based on the signs and 
magnitudes of the constants of the Fourier series used to represent the 
internal rotational potential of the molecule. 
In category one, the third term in the Fourier series is the most 
important one. This happens when one or both of the substituents is 
electroneutral. Minima in the potential function occur near¢= 60° 
and at¢= 180°. 
Category two has both the first and second terms of the Fourier 
series as the most important terms. These terms are negative and predict 
minima at the trans conformation(¢= 180°), and at a gauche conforma-
tion with¢ greater than 60°. This occurs when both substituents are 
electropositive or electronegative . 
The final category has the first two terms as the most important 
terms of the Fourier series. However, unlike category two they are both 
positive, g1v1ng m1n1ma at¢= 0° and¢= 180°. This occurs when one 
of the substituents is electronegative and one electropositive. 
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C H A P T E R 4 
INTERNAL ROTATION IN 
1,4-DISUBSTITUTED BUT-2-YNES 
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4.1 INTRODUCTION 
The rotation of substituted methyl groups at either end of a 
single bond has been well studied (e.g. Chapter 3). However, rotation 
of substituted methyl groups at either end of an acetylenic linkage has 
not received so much attention. Originally it was thought that the 
rotation would be completely free 100 ; however, long range forces are 
known to be significant over the distances between the two groups, so 
free rotation is unlikely. For dimethylacetylene the barrier to 
internal rotation appears to be about 0.05 kJ mol- 1 101 - 105 • Microwave 
studies 106 on l-chlorobut-2-yne indicate a barrier to internal rotation 
smaller than 0.4 kJ mol- 1 , while Raman and infrared spectra appear to 
be consistent with free rotation 107 • Both gas-phase dipole moment 108 
and electron diffraction 109 studies of 1,4-dichlorobut-2-yne have 
suggested that the barrier to rotation is less than 0.4 kJ mol- 1 • 
However, a study of l,4-dibromobut-2-yne 110 showed a potential barrier 
of about 3 kJ mol- 1 at the trans conformation with respect to the pre-
ferred gauche-like conformation. 
Theoretical investigations of internal rotation 1n but-2-yne, at 
the ab initio level, have been performed previously 33 ' 111 ' 112 and have 
produced a barrier in the range of O - 0.03 kJ mol- 1 • 
4.2 METHOD AND RESULTS 
Chapter 3 brought to attention the fact that the 4-31G and S-21G 
basis sets overestimate dipole moments. Nevertheless, it is important 
to have flexible basis sets when describing internal rotation, so they 
are used 1n this study. As in Chapter 3 our interest is in the general 
features of the rotational potential functions rather than detailed 
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results; therefore standard geometries were used in this study! For 
monosubstituted but-2-ynes , XCH 2 C = CCH 3 , calculations were performed 
for eclipsed(¢= 0°) and staggered (¢ = 60°) conformations (¢ is defined 
in Fig. 1.1). For the disubstituted but-2-ynes, XCH 2 C = CCH2Y calcula-
tions were carried out on conformations with¢= 0°, 60°, 120° and 180°. 
The computed energies were fitted to the Fourier series, equation 
4.1 (see section 1.8), and the potential constants V1, V2 and V3 
calculated: 
V(¢) = t V1(l - cos¢) + t V2(l - cos 2¢) + t V3(l - cos 3¢) 4.1 
These constants were then used in the determination of the stationary 
points in the potential function V( ¢). At the more important stationary 
points, single energy calculations were performed. 
Calculated energies are listed in Table 4.1 and potential constants 
in Table 4.2. Also included in Table 4.2 are the potential constants 
for the corresponding substituted ethanes. 
Plots of the potential functions, V(¢), are shown in Figs. 4.6, 
4.7 and 4.8 for XCH2C = CCH2Y (X,Y = Li,F), together with the 
contributions from the first and second terms of the Fourier series 
(equation 4.1). 
TABLE 4.1 
CALCULATED TOTAL ENERGIES AND RELATIVE ENERGIES FOR THE 
CONFORMATIONS OF THE BUT-2-YNES, X CH2C = C CH2Y 
Molecule Dihedral Energy 
angle(¢) Total Relative 
CH3C - CCH3 0.0 
-154.68866 0.0 --
60.0 
-154.68865 +0.03 
CH3C - CCH 2CH3 0.0 
-193.66574 0.0 --
60.0 -193.66572 +0.05 
CH3C - CCH2F 0.0 
-253.40793 0.0 --
60.0 
-253.40792 +0.03 
CH3C = CCH2Li 0.0 
-161.52117 0.0 
60.0 
-161.52116 +0.03 
CH3CH2C = CCH2CH3 0.0 -232.64281 0.0 
60.0 
-232.64281 0.00 
120.0 
-232.64284 
-0.08 
180.0 
-232.64283 
-0.05 
CH3CH2C - CCH2 F 0.0 -292.38512 0.0 --
60.0 
-292.38507 +O .13 
120.0 
-292.38503 +0.24 
180.0 
-292.38499 +0.34 
CH3CH2C - CCH2Li 0.0 
-200.49840 0.0 --
60.0 
-200.49835 +O .13 
120.0 
-200.49843 
-0.08 
180.0 
-200.49848 
-0.21 
FCH 2C = CCH2F 0.0 -352.12338 0.0 
60.0 -352.12468 
-3.41 
103.7 
-352.12541 
-5.33 
120.0 
-352.12531 
-5.07 
180.0 
-352.12461 -3.23 
LiCH 2C - CCH 2Li 0.0 -168.33997 0.0 --
60.0 
-168.34353 -9.35 
113.9 
-168.34598 -15.78 
120.0 
-168.34596 -15.73 
180.0 
-168.34 497 -13.13 
LiCH 2C - CCH 2F 0.0 -260.24854 0.0 --
60.0 -260.24585 +7.06 
102.4 
-260.24445 +10.74 
120.0 
-260.24467 +10.16 
180.0 
-260.24607 +6.48 
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TABLE 4.2 
CALCULATED POTENTIAL CONSTANTS V. (kJ mol- 1 ) FOR 
l 
1,4-DISUBSTITUTED BIJT-2-YNES AND 1,2-DISUBSTITUTED ETHANES 
Molecule 
CH 3C = CCH3 
CH3 - CH3 (a) 
CH 3C = CCH2CH3 
(a) CH3 - CH2CH3 
CH3C = CCH2F 
CH3 - CH2F (a) 
CH3C = CCH2Li 
CH3 - CH2Li (b) 
CH3CH2C = CCH2CH3 
(c) CH3CH2 - CH2CH3 
CH 3CH 2C = CCH2F 
(c) CH3CH2 - CH2F 
CH 3CH 2C = CCH2Li 
CH3CH2 - CH2Li(b) 
FCH2C = CCH 2F 
FCH2 - CH 2F(c) 
LiCH2C = CCH 2Li 
LiCH2 - CH 2Li (b) 
LiCH 2C = CCH2F 
LiCH 2 - CH 2F(b) 
0 
0 
0 
0 
0 
0 
0 
0 
- 0.07 
-13.34 
+ 0.31 
- 2.01 
- 0.29 
+ 2.12 
- 3.25 
-19.59 
-13.01 
-54.47 
+ 6.40 
+31.88 
0 
0 
0 
0 
0 
0 
0 
0 
- 0.02 
- 5.99 
+ 0.03 
- 2.54 
+ 0 .17 
+ 2.61 
- 3.50 
-11.39 
- 7.59 
-19.89 
+ 7.15 
+28.84 
+ 0.03 
-13.63 
+ 0.04 
-15.46 
+ 0.04 
-15.18 
+ 0.03 
-13.78 
+ 0.04 
-16.15 
+ 0.03 
-19.54 
+ 0.08 
-13.72 
+ 0.02 
-17.12 
- 0.12 
-16.63 
+ 0 .10 
-12.47 
(a) Ref. 89; (b) See Chapter 3; (c) See Ref. 88 
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4.3 DISCUSSION 
4;3.1 Possible Types of Interaction 
Two types of interaction may be considered in determining the 
conformational preference of but-2-ynes. These are (1) long-range 
interactions between the XCH 2 and CH 2Y groups, and (2) interactions 
which are dependent on overlap between orbitals localized on adjacent 
groups. 
4.3.2 The V1 Constants 
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The dipole of the XCH 2 group interacting with the dipole of the 
CH 2Y group, at the other end of the molecule, appears to be the main 
contribution to the V1 term. The separation of the groups is sufficiently 
large that the dipole-dipole interaction is likely to be the only 
significant multipolar interaction, unlike the case of the corresponding 
ethanes. Equation 4.2 gives the dipolar contribution to V1 : 
µ 1 (XCH2) µ1 (YCH2) 
2TI E o R 3 
4.2 
where µ l. is the component of the dipole perpendicular to the CC = CC 
axis and R is the separation of the dipoles. Further support for V1 
being solely dipole determined comes from the fact that the ratios of 
are approximately 4:1:-2, together with the fact that the theoretical 
dipole moments of FCH 3 and LiCH 3 are in the ratio 1:-2. 
In 1,2-disubstituted ethanes, there is a possibility of steric 
repulsion bet\een substituents or some other direct interaction, such as 
a donor-acceptor interaction of the type shown for l-fluoro-2-lithioethane 
(see Fig. 3.6), which can contribute directly to V1 • 
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In 1,4-disubstituted but-2-ynes the large distances between substituents 
suggest that this type of contribution to V1 is small. 
4.3.3 The V2 Constants 
4.3.3.1 Development of an Approach to Rationalize V2 
Through-space multipolar interactions account quite well for V1 
constants, but appear not to account for V2 constants. The angular 
dependences of dipole-dipole and dipole-quadrupole forces are not the 
same as~ V2(l - cos 2¢) so they cannot contribute to this term. The 
size of the quadrupole moment of methyl fluoride, measured relative to 
its centre of mass 113 , is so small as to indicate it is not the main 
contributor to the V2 term, via quadrupole-quadrupole interactions. 
It seems best to try to interpret V2 in terms of orbital inter-
' 
actions beLween the two fragments XCH 2C = C and CH 2Y. Following the 
line of argument introduced in Chapter 3 for interpreting V2 in 1,2-
disubstituted ethanes, we note that the CH 3C = C group has four sets of 
degenerate orbitals, at the minimal basis set level. As in the methyl 
group, one orbital of each degenerate pair contains a unique hydrogen. 
Substitution of this hydrogen leads to a splitting of the degeneracy. 
For an electropositive substituent the energy of the orbital that 
contained the unique hydrogen is raised, leaving the other orbital 
unaffected, to a first approximation. For an electronegative substituent 
the orbital that contained the unique hydrogen decreases in energy, 
leaving the other orbital of the degenerate pair unaffected. This is 
shown in Fig. 4.1. 
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(Ct) 
(d) (c) (d) (d) 
( c") 
7T 2 *' 
7T1 * 7T 2 * 7T 1 * 7T2 * 
7T2*" 
7T 2 ' 
7T 1 7T2 7T l 7T l 
7f 2 II 
(b ') 
(a) (b) (a) (a) 
(b") 
CH3C - C XCH2C = C XCH2C = C --
X electropositive y electronegative 
Fig. 4.1. The influence of electropositive substituents X and electro-
negative substituents Yon the energies of the degenerate 
orbitals of the CH 3C = C group. 
The (a), (b), (c) and (d) orbitals of diagram 4.1 are carbon-hydrogen 
centred orbital,, and are very similar to the corresponding orbitals 
3.3(a), (b), ( c) and (d) of the methyl group, discussed in Chapter 3. 
Orbit a 1 s 7T 1 , 7T 2 , 7T l * and 1T 2* are the TI -orbitals of the triple bond and 
as such are only moderately affected by substitution of one of the 
hydrogens of t he CH3C = C gr oup. The behav iour of V2 can be divided 
into three classes. 
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4.3.3.2 Both Subs tituents El ectronegative or Electropositive 
In this class, which includes 1,4-difluorobut-2-yne and 1,4-
dilithiobut-2-yne, the V2 constant is relatively large and negative 
(cf. the corresponding 1,2-disubstituted ethanes). Orbital interaction 
diagram, Fig. 4.2, shows the main stabilizing interactions between the 
FCH2C - C and CH2F fragments which determine the sign of V2 of 
The orbital ordering for CH 2F is taken from Chapter 3. 
(d) -
(c")--
> 
I 
I 
\ I 
\ I 
Tf2*"-- \I ,, 
I \ 
Tr1 -t+' ', 
\ 
(a) -H-
(b")+t-
FCH2C = C 
¢ = 
(d) 
( c") 
'-H- (a) 
-tt- (b") 
CH2F 
oo 
(d) -
(c")--
, 
Tf 2 *"--, , , 
,, 
,, 
(d) 
( C ") 
Tf1 -+l-' '' 
' 
' Tf 2" -+t- '4+- (a) 
-tt- (b'') 
(a) -t+-
(b")-H-
FCH2C = C CH2F 
¢ = 90° 
Fig. 4.2. Stabilizing orbital interactions in FCH 2C - CCH 2F. 
labels are as in Fig. 4.1 and Fig. 3.3 
Orbital 
The allowed orbital interactions are determined by symmetry, the symmetr y 
of the orbitals be ing similar to the symmetry of the orbitals of the 
methyl group, described in section 3.3.2. The energy separation of the 
interacting orbitals is reduced in the ¢ = 90° configuration over what 
it is in the¢= 0° configuration, thus according to equation 1.25, 
the¢= 90° configuration is preferred. V2 is thus negative. 
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The sign of the V2 constant could also have been rationalized by 
resonance forms of t he type shown in Fig. 4.3. If the two C-F bonds 
are made t o lie in the same plane this typ of resonance puts positive 
charge on f l uorin e , which is destabilizing . Hence the preferred con-
forma t ion is¢= 90°. 
. .. 
H+ 
, C=C=C=C,~F 
,' ~~ H H H 
Fig . 4 . 3 . H}~erconjugat ive stabilization in FCH 2C - CCH2F . 
Argumen t s simi l ar to those used in this section may be used to 
rationalize the V2 cons t ant in 1,4-dilithiobut-2-yne. 
4 . 3 . 3 . 3 One Substituent Electropositive 
and One Electronegative 
This class is characterized by a large positive V2 . Only a few 
mo l ecules belong t o t his category, exemplified by l-fluoro-2-lithiobut-
2-yne . The or bi t al i nt er actions that account for the sign of the V2 
cons t ant are shown in Fig . 4.4 (dotted lines ) . 
(c')-
(d) -
; 
--, ; 
' ; 
", 
+f- ;" ', 
(b I)-#-
(a) -++ 
' 
(d) 
; -- (c") 
; 
; 
' 
' '-++- (a) 
-t+- (b") 
cp = 00 
(c')-
(d) --
'TT2 * '--' 
TI 1 * 
' 
/ 
' / 
> 
/ ' 
/ ' 
/ 
/ 
/ 
/ 
/- (d) 
(c") 
-tt- / ', 
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' 
' 
'-H- (a) 
+t- (b") 
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Fig. 4 . 4 . Stabilizing orbital interactions in FCH 2 C - CCH 2 Li . Orbital 
labels are as in Fig. 4 . 1 and Fig. 3.3. 
In the cp = 0° conformer, the strongly interacting orbitals are 
closer 1n energy than in the cp = 90° conformer, hence cp = 0° is the 
preferred conformer . Thus V2 is positive . 
An alternative rationalization of V2 can be obtained from reson-
ance arguments of the t ype sho"TI in Fig. 4.5. Resonance forms of this 
type, with cp = 90°, would place positive charge on hydrogen. Though 
this is not terribly destabilizing it is not as favourabl e as putting 
positive charge on lithium, hence V2 is positive. 
F Li \ I 
C-C=C-C ,, ~, 
H'. \'H 
H H 
• , C==C=C==C , 
H'" ~ H H H 
Fig. 4.5. Hyperconjugati e stabilization 1n FCH2 C - CCH 2 Li . 
4.3.3.4 Either or Both Substituents Electroneutral 
small splittings of the degenerate orbitals because of the electro-
neutrality of the methyl group. This means they have very small V2 
constants. 
4.3.4 The V3 Constants 
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Table 4.2 shows that the V3 constants are very small, bordering 
on the limit of computational accuracy and being one hundred to one 
thousand times smaller in magnitude than the corresponding ethane con-
stants. This indicates that the exchange repulsion between vicinal 
bond orbitals is greatly reduced. Multipolar interactions 1n the but-2-
ynes seem large enough to account for the magnitude of the V3 coefficients, 
given in Table 4.2, but generally give the wrong sign. The main 
electrostatic contribution to the V3 term of but-2-yne is the Q3 3 com-
f h 1 . 1 c Q _ IC-3 s ) " 3 . 3 8 3 i k¢ ponent o tee ectric octupo e moment 33 = 64n ~ ek rk sin k e . 
This is the sum over all molecular charges ek with a function that 
describes the third moment of the group's charge distribution). This 
interaction contributes to V3 as in equation 4.3: 
V~CT 
(Q3 3 + q; 3) 2 
= - 4.3 
7 E: 0 R7 
Other through-space forces are expected to fall away much more rapidly 
than R7 so they cannot cancel out the effect of the Q33 interaction. 
It seems that specific orbital interactions need to be invoked to 
account for the positive sign of the V3 constant in but-2-yne. It 
appears that an in-phase combination of the degenerate orbitals of the 
two methyl groups, interact with the TI-orbitals of the triple bond to 
produce an eclipsed conformation. 
4.3.5 Comments on Individual Calculations 
4.3.5.1 But-2-yne, Pent-2-yne, l-Fluorobut-2-yne and 
l-Lithiobut-2-yne 
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Monosubstituted but-2-ynes, like the corresponding ethanes, have 
as the leading term in the Fourier series~ V3 (1 - cos 3¢). The cal-
culated values of the V3 constants lie on the border of computational 
accuracy; however, the preference for eclipsed conformations can be 
attributed to orbital interactions between then-orbitals of the triple 
bond and the orbitals derived from the degenerate orbitals of the CH 3 
groups. 
4.3.5.2 Hex-3-yne, l-Fluoropent-2-yne and 
l-Lithiopent-2-yne 
For these molecules, V1 is small because it is largely determined 
by dipole-dipole interactions and the CH 3 - CH2 bond is non-polar. 
Hence the~ V1(l - cos¢) term does not make a large contribution to 
V(¢). The electroneutrality of the methyl group means that, as a sub-
stituent, it does not produce a large splitting in the degenerate orbitals 
of the CH 3 C2 group, of the type shown in Fig. 4.1. Thus V2 is small. 
Our results for these molecules indicate that there will be almost free 
rotation about the C - C = C - C axis. It is interesting that 
l-fluoropent-2-yne and l-lithiopent-2-yne are predicted to have minima 
for eclipsed conformations (i.e.¢= 0°). 
4.3.5.3 1,4-Difluorobut-2-yne and 1,4-Dilithiobut-2-yne 
The large negative V1 constants are consistent with the dipole 
interactions of the two LiCH2 or FCH 2 groups . Orbital interactions 
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of the type shown in Fig. 4.2 account for a significant V2 • These two 
. ··'"' 
constants appear to control the conformational behaviour of these 
molecules. The size of the constants is such as to indicate that large 
barriers to internal rotation will exist. 1,4-Difluorobut-2-yne can be 
expected to have stable conformers at¢= -100° and¢= -260°. These 
are separated by an energy barrier of 2.1 kJ mol- 1 at the trans conformer 
and 5.3 kJ mol- 1 at the cis conformer. This result supports the work 
of Ellestad and Kveseth 110 on the conformational preference in 
1,4-dibromobut-2-yne and contradicts the work of Morino et al. 108 • 
Figures 4.6 and 4.7 show the potential functions for FCH 2 C = CCH2F and 
4.3.5.4 l-Fluoro-4-lithiobut-2-yne 
The large opposing dipoles of the F-CH2 and Li-CH 2 groups mean 
that the V1 constant is large and, as the dipoles oppose each other, 
positive. V2 is also large and positive because of the large splitting 
of the degenerate orbitals of the type shown in Fig. 4.4. Thus l-fluoro-
4-lithiobut-2-yne is expected to have stable cis and trans conformers. 
The rotational potential is shown in Fig. 4.8. 
4.4 CONCLUSIO S 
Rotational barriers are small in monosubstituted but-2-ynes, as 
they are also in 1,4-disubstituted but-2-ynes when one of the substituents 
is electroneutral. 
When both the substituents in 1,4-disubstituted but-2-ynes are 
electroposit ive or electronegative pronounced conformational preference 
can be expected. Unlike the 1,2-disubstituted ethanes the minima only 
occur for near-orthogonal conformations¢> 90° and¢< 270°. 
If one substituent is electropositive and one electronegative in the 
1,4-disubstituted but-2-ynes, then stable conformers at¢= 0° and 
¢ = 180° can be expected. 
For all but-2-ynes studied, the V3 term 1s very small. 
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C H A P T E R S 
METHANE- AND BENZENEDIAZONIUM IONS: 
PROTOTYPES FOR ALIPHATIC AND AROMATIC DIAZONIUM IONS 
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5.1 INTRODUCTION 
Over the past century or so a considerable amount of work has 
been carried out on diazonium ions 114 - 121 • However, very little is 
known about their physical properties, especially their structures and 
heats of formation. No structural information appears to be available 
for aliphatic diazonium ions and the only accurate heat of formation, 
for any diazonium ion, is that of the methanedia zonium ion 122 ' 123 • This 
lack of experimental information leaves unanswered many questions about 
diazonium ions . One particularly interesting reaction of diazonium ions, 
is the reaction where the nitrogens of the diazonium group change place. 
There has been some controversy as to the exact nature of the transition 
state for this process. 
Most previous theoretical work on diazonium ions has been limited 
to semi-empirical methods, and then usually to the benzenediazonium 
ion 124 - 136 • The most interesting of these studies are the ones by 
Van Dine and Hoffmann 135 and Castenmiller and Buck 136 • An ab initio 
study has been carried out on the protonation of diazomethane, by 
Niemeyer 137 • However, he only performed single energy calculations on 
the methanediazonium ion. Other ab initio studies have been carried 
out by Dill et al. 138 , Dill et aZ . 139 and Schleyer et al. 140 on the 
benzenediazonium ion and related systems. In the first two 138 ' 139 , 
the effect of substitution on the stability of the phenyl cation and 
the benzenediazonium ion was studied. In the third study 4-31G calcula-
tions were carried out on our optimized ST0-3G structures. 
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5.2 METHOD AND RESULTS 
5.2.1 Methanediazonium Ion 
Geometry optimization by the gradient method was carried out on 
the open,l,and bridged,~~ and~~' methanediazonium ions, with both the 
ST0-3G and 4-31G basis sets. The geometries were subject to the follow-
ing constraints: c3v symmetry for 1 and C5 symmetry for~~ and~~· 
Also, in 2a the carbon was constrained to lie over the centre of the 
nitrogen-nitrogen triple bond. The C-N bond length is only expected to 
be accurate to 0.02 R in 2a and 2b, because of the shallow nature of 
the potential for the stretching of C-N bond in these ions. The results 
are shown in Fig. 5.1. Also shown in Fig. 5.1 are the previously 
reported data for nitrogen, 4, and the methyl cation, 3 17 ' 141, together 
with the 4-31G optimized geometry of the N2 molecule. 
In urder to study the rearrangement involving the interchange of 
the nitrogen atoms in CH 3 N2+, a calculation of the transition state was 
carried out with the ST0-3G basis set, subject to a C symmetry 
s 
constraint. Figure 5.4 displays the results. Table 5.1 presents the 
energies of the various methanediazonium ions studied. Charge dis-
tributions, derived from the Mulliken population analysis with the 
ST0-3G wave functions, for the methanediazonium ions and the methyl 
cation are given in Fig. S.S. 
5.2.2 Benzenedia zonium Ion 
The structures of the open 5 and bridged 6 forms of the benzene-
- -
diazonium ion were calculated by the gradient method, subject to a c
2
v 
symmetry constraint, and assuming a carbon-hydrogen distance of 1.083 ~ 
(the value in ST0-3G optimized benzene 142 ). A gradient optimization of 
the phenyl cation 7 was also carried out, with a c2v symmetry constraint 
TABLE 5.1 
CALCULATED TOTAL ENERGIES OF THE METHANEDIAZONIUM IONS AND RELATED SYSTEMS 
Ion ST0-3G/ST0-3G 4-31G/ST0-3G 4-31G/4-31G 
+ 
-146.36238 -147.96257 -147.97476 CH 3N2 (open) 1 
CH 3N2+ (bridged) 2a -146.28787 -147.89875 -147.92993 
....,...., 
CH 3N2+ (bridged) 2b -146.28787 -147.89886 -147.92993 
....,...., 
CH3N2+ (transition state) 2c -146.28785 -147.89865 
....,...., 
CH 3+ 3 - 38.77948 - 39.17129 - 39.17512 
...., 
N2 4 -107.50065 -108.74688 -108.75422 
'-I 
(]'\ 
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and the same carbon-hydrogen bond lengths as 1n the ben zenediazonium 
ion. Resultant s tructures are shown in Fig. 5.7. The phenyl cation 
structure is more fully optimized than that reported previously by Dill 
et al. 143 • The Mulliken charge distributions and TI-orbital populations, 
for the open (5) and bridged (6) diazonium ions and the phenyl cation 
-
(7) are given in Figs. 5.9 and 5.10. 
In order to study the rearrangement that interchanges the two 
nitrogens of the diazonium group, a transition state has been calculated 
(8'). Due to the size of the system, a complete reso]ution of the 
transition state would be a slow process if all geometric parameters 
were included in the calculation. Therefore, to simplify the problem, 
a model ring was assumed, which had all the carbons arranged in a 
regular hexagon with a separation of 1.40 R, and had carbon-hydrogen 
bond lengths of 1.083 R. All bond angles were 120°. The nitrogen 
fragment was allowed complete freedom, e;:cept that it had to lie in a 
plane perpendicular to the ring plane and bisecting the ring. To allow 
a reasonable comparison with the open and bridged benzenediazonium ions, 
they were reoptimized using the same model ring yielding structures 5' 
and 6'. Figure 5.12 gives the results. ST0-3G energies of the bridged 
and open benzenediazonium ions and the phenyl cation are given in Table 5.2. 
TABLE 5.2 
CALCULATED TOTAL ENERGIES FOR THE BENZE EDIAZONIUM 
ION AND THE PHENYL CATION 
CGHsN2 + (open) Optimized ~ -334.56007 
Model ~~ -334.55623 
CGHsN2 + (bridged) Optimized 6 
-
-334.50543 
~lodel 6' -334.50009 
+ (transition state) CGHsN2 8' -334.48313 
+ (a) CGHs Optimized 7 -226.98878 
-Model 7 I -226.94415 
(a) The 4-31G/ST0-3G energy is -229.42540 
H / 1-109 
H "",,,, ( I · 0 7 6) H 
HCH = 119 l~C,..,-,,(i I 0 
(119 ·9) /•\ (1 ·076) 
H 104 .7 
1-100\ (105 ·6) 
(1 ·077)t\ (±) __ 
,,C N N 
~,"J I · 5 5 7 I· I 3 9 H ,,,, ( I · 5 I 3 ) ( I · 0 7 9 ) 
H 
1·108 
H (1 ·076) 
H/// , / ,,,H 
//// ,,,' I · I I 0 
2 .118 1/ ~ \\ 8= 103·5(90 ·9) (2·867)1 , 4>=97 ·6(90 ·5) 
H CH= 118 · 0 ///C ,,, (I · o 7 6) 
(120 ·1) /•\ 
/ : \ 
2 ·118 1: \ 8=104 ·5(88 ·7 ) 
(2 ·866) / , 4>=96 ·4 (92 ·7 ) 
I '+' \ 
I ~ \ 
N N 
I · 155 
(1 ·087) 
2a 
( C5 , see caption) 
H 
1·120 (±) 
(1 -01yc~ 
H H 
3 
( D3h) 
I t+' \ 
I ~ \ 
N N 
I· 155 
(1·087) 
2b 
(Cs) 
N N 
1·134 
(1 ·085) 
4 
(Dooh) 
Fig. 5.1 . The ST0-3G and 4-31G (in brackets) optimized structures for 
the open and bridged methanediazonium ions, methyl cation 
and nitrogen molecule . 8 r efers to the angle between the 
CH2 (the hydrogens are the non-unique ones) plane and a 
line perpendicular to t he nitrogen axis and passing through 
carbon, ¢ is the angle between this per pendicular line and 
the unique C-H bond. 
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5.2.3 The Dissociation Energies 
The calculated energy changes for reac tion 5.1 are given 1n 
Table 5.3. This reaction measures the strength of the carbon-nitrogen 
bond, and is thus a measure of the stabil i ty of the ion with r espect to 
loss of nitrogen. 
+ + R-N2 ~ R + N2 5.1 
5.3 DISCUSSION 
5.3.1 Methanediazoniurn Ion 
No experimental structural data are available on the methane-
diazoniurn ion or related systems. Therefore a comparison with an 
experimental structure is not possible. By comparing the ST0-3G and 
4-31G results, given in Fig. 5.1, it appears that the ST0-3G basis set 
may be lacking in its ability to describe the C-N bond. Perhaps the 
most surprising thing about the open methanediazonium (1) is the length 
of the N = N bond. In both the optimum ST0-3G and 4-31G structures it 
is very close to the optimum values for the nitrogen molecule with the 
corresponding basis sets (Fig. 5.1). A rationalization of this result 
can be obtained from PMO arguments. If the methanediazonium ion is 
considered as a methyl cation interacting with a nitrogen molecule, 
then the vacant orbital of the methyl cation can accept electrons from 
the lone pair orbital on the nitrog en molecule. This does not greatly 
alter the nitrogen -n itrogen bond l ength , because the lone pair orb ital 
is essentially non-bonding . Figure 5.2 shows this diagrammatica lly. 
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\ 
\ 
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' 
' 
' 
' 
\,+ ,,' 
' .. """ 
' 
' 
' 
' 
' \+ , , : t;; ( 0 I ) @>e-----e<i[) 
c<E) 
+ Fig.5.2. Orbital interactions describing the C-N bond 1n CH 3N2 • 
The bridged structures 2a and 2b are connected by a rotat ion of 
0 
the methyl group, and the small energy difference between the t wo 1s 
typical of a sixfold barrier. Despite the large nitrogen-carbon dis-
tance, the nitrogen-nitrogen bond length is longer than in the open 
diazonium 10n. This appears to be due to the fact that the vacant 
p-orbital of the methyl cation can interact with several bonding orbitals 
of the N2 fragment. The cation then withdraws charge from these bonding 
orbitals, which causes lengthening of the nitrogen-nitrogen bond (Fig . 5.3). 
Differences 1n geometry between the ST0-3G and 4-31G bridged 
structures suggest an inability of the ST0-3G basi s set to describe 
long bonds. 
Table 5.3 gives the bonding energy of nitrogen to the methyl 
cation as 215.9 kJ mol- 1 at the ST0-3G/ST0 -3G level, 116.6 kJ mol- 1 a t 
the 4-31G/ST0-3G level and 119.3 kJ mol- 1 at the 4 - 31Gl ~-31G l eve l. An 
experimental value calculated, using 933 kJ mol- 1 for the heat of 
formatio n of CH 3 1 2 + 1 22 and 1092 kJ mol- 1 for th e heat of formation of 
+144 - 1 CH 3 , is 15 9 kJ mo 1 . 
H 
H't/H 
® 
81 
N==N 
Fig. 5.3. The stabilizing orbital interactions in the bridged methane-
diazonium ion. 
TABLE 5.3 
THE CALCULATED ENERGY CHANGES (kJ mol- 1 ) 
+ + FOR R-N2 ~ R + N2 
Ion ST0-3G/ 4-31G/ 4-31G/ 
ST0-3G ST0-3G 4-31G 
CH3 + (a) ( open) 1 215.9 116.6 119.3 2 
-
+ (bridged) CH3 2 2a 20.3 
-51.0 1.5 
C5Hs 2 
+ ( open) s 185.S 
+ C5Hs 2 (bridged) 6 42.0 
(a) Experimental value is about 159 kJ mol- 1 from data 
in r ferences 122 and 144. 
The best value for the dissociation energy of the bridged diazonium ion 
is 1.5 kJ mol- 1 • The energy difference between the bridged and open 
forms of the methanediazoniwn ion is 117.7 kJ mol- 1 at the 4-31G/4-31G 
level. The differences in geometry between the transition state 2c 
(Fig. 5.4) and the other bridged structures, 2a and 2b ar small, 
~~ 
indicating that the bridging methyl group in the transition state 1s 
almost equidistant from the two nitrogen atoms . 
HH,,~~-109 H 
\~10 HCH=119 ·1 
I•\ 
I : \ 
I \ 
2 ·129 1 '2 · 103 I \ 
I r.p \ 
I \:!:J \ 
N N 
8=104·3 
4>=97·0 
Fig. 5.4 . The ST0-3G transition state for the interchange of the two 
nitrogen atoms. For definitions of 8 and¢ see the caption 
of Fig. 5.1. 
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As the geometry differences between 2a and 2c are small, they are about 
equal in energy, thus 11 7 . 7 kJ mol- 1 is an estimate of the activation 
energy for the nitrogen rearrangement reaction with the 4-31G basis set. 
A similar rearrangement in an isoelectronic system, CH 3, C ~ CH 3CN, 1s 
predicted, by a calculation with a double-zeta basis set 145 ' 146 , to 
require 251 kJ mol- 1 activation energy compared with an experimental 
value of 159 kJ mol- 1 147 . The transition state, with the double zeta 
basis set is predicted to be a bridged structure. This suggests that 
the calculated activation energy for the nitrogen rearrangement in 
+ CH3 2 may also be too high. 
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H~/H /~t +0·084 
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2a 
+0·258 
H 
I 
+0·198 
H 
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+0·115 +0 · 102 
2c 
Fig. S.S. + + Mulliken charge distributions for CH3 2 and CH3 · 
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The charge distributions, given 1n Fig. 5. 5 , show +0.41 of an 
electronic charge on N2 and +0 . 59 on CH 3 , in th e open mcthanediazonium 
10n . In the bridged forms, 2 has a charg e of +0.22 of an electron and 
CH 3 + 0 . 78 . Thus, during rearrangement there is a build up of charge 
on the CH 3 fragment, a result predicted by Van Dine and Hoffmann 135 . 
5 . 3 . 2 Benzenediazonium Ion 
Of the experimen t al X-ray structures available for the benzene-
diazonium ion 148 - 150 and relat ed systems, the one by Ramming of benzene-
diazonium ch lor ide appear s t o be t he best 150 • This structure is shown 
in Fig . 5 . 6 . 
119 ·8 
(0 ·7) V 
1·385 
) 
12 I · 7 ( (0·009)(±) 
(0 ·7) / N=--==--=N 
124·8 1·097 
1·376 1·374 (0 ·006) (0 ·008) (0 ·6 ) (0·008) 
1·383 
(0 ·010) 
Fig . 5.6 . The X- r ay crys t al structure of the ben zenedia zonium ion 
(parameter errors are in brackets). 
Both theory and experiment predict a slight increase 1n the = N bond 
length (0 . 009 ~ theoretically (Fig. 5.7) and 0.003 ~ experimentally) 
over its value in the nitrogen molecule 15 1 . The carbon-nitrogen bond 
length is similar to other carbon-nitrogen lengths in partially 
conjugated molecules. ST0-3G gives very similar ring angles to the 
experimental values . 
1·383 
1·370 
125 ·9 
{/ 
(±) 
1·469 N-1.-14-3 N 
1·399 
~ 105 ·5 
1· 352 
1·415 
Fig . 5 . 7 . The ST0-3G optimized open (~) and bridged (~) ben zene-
diazonium ions and the phenyl cation (7). 
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However, bond lengths in the ring appear not to be well reproduced. 
The pattern of alternation of the ring bonds 1s different for theory 
and experiment, though the theoretical ordering does lie within the 
experimental error of the X-ray results. 
Rationalization of the ring structure and the N = N length can 
l 6 
+ be obtained by considering the orbital interactions of the CGHs group 
and the N2 group. These are shown in Fig. 5.8. The main interaction 
1s A. It occurs between two sigma orbitals, namely the vacant orbital 
+ 
on CGHs , which is basically localized on the carbon without a hydro gen , 
and the lone pair orbital of the nitrogen molecule. The other inter-
actions Band C can be expected to be weaker. Nevertheless, interaction 
B will cause charge to flow from the ring on to the nitrogen molecule. 
This will mean that the antibonding and bonding interactions of the 
~{9 orbital of CGHs+ will be less important, causing a shortening of 
bonds which are antibonding in ~{9 , and a lengthening of those that are 
bonding. The charge flowing into the~~ orbital of N2 will cause length-
ening of the nitrogen-nitrogen bond as this orbital 1s antibonding 
between the two nitrogens. Interaction C will reinforce the effects of 
interaction B. The loss of bonding electrons from the~~ orbital of N2 
will cause lengthening of the N2 bond, while the orbital receiving 
p + . 
electrons, the ~23 of CGHs , will shorten bonds that connect C2 and C3, 
and Cs and CG, but will lengthen bonds that connect C1 and C2, C1 and 
CG, C3and C4 and C4 and Cs, thus reinforcing the effect of electron loss 
p + from the ~19 orbital of C6 Hs . 
If we consider the benzenediazonium ion as a benzene substituted 
by the N2+ substituent, then N2 + is an extremely powerful electron-
Kithdrawing substituent. The population analysis (5.9 and 5.10) shoKs 
that it is a much more powerful o - and TI -electron acceptor than a large 
number of other substituents examined in a previous ST0-3G study of 
substituted benzenes 1 s 2 . 
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Fig . 5.8. The orbital interactions describing the open benzene-
diazoniurn ion (5). 
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Fig . 5.9. Charge distributions for the phenyl cation (7) and the 
open (5) and bridged (6) benzenediazoniwn ions. 
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Fig . 5 . 10 . TI -orbital populations of the phenyl cation (7) and the open 
(5) and bridged (6) benzenediazonium ions. 
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In that study, the population analysis gave the withdrawal of sigma 
electrons from the ring of 0.215 by fluorine and 0.227 by nitro, com-
+ pared to 0.532 by N2 . Nitroso and nitro were the strongest TI-electron 
+ acceptors, accepting 0.037 and 0.031 respectively, compared to 0.106 by N2 . 
A comparison of the bridged benzenediazonium ion and bridged 
methanediazonium ion, reveals a much tighter complex for the former 
(Figs.5.1 and 5.7). The main orbital interactions describing the 
complex are given in Fig. 5.11. The principle interaction is between 
~ii, the vacant a-orbital of the phenyl cation, and~~' a TI-orbital of 
the nitrogen molecule. This interaction causes charge to flow from a 
nitrogen bonding orbital to the electron-deficient carbon atom. This 
causes a decrease in the C6-C1-C2 angle and a lengthening of the N = N 
bond. The interaction between ~t and~~ causes charge to be lost from 
the ring. This goes into an orbital that is antibonding between 
nitrogen and nitrogen, thus lengthening the N = N bond. p As the ~19 
orbital was involved in orbital interactions in the open benzene-
diazonium ion, we expect a similar effect for electron loss, as took 
place in that case. This is indeed observed: bonds that are anti-
bonding for this orbital are shortened and those that are bonding are 
lengthened. 
Table 5.3 shows that despite the fact that the C-N bond is 
shorter in the ~pen benzenediazonium (5) than the open methanediazonium 
-
ion (1), the energy required to break the bond is larger. This is 
possibly due to the fact that the methyl cation is less stable than the 
phenyl cation. 
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Fig . 5 .11. The main stabilizing orbital interactions in the bridged 
benzenediazonium ion (6) . 
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5.3 . 3 The Nitrogen Rearrangement 
The rearrangement that interchanges the positions of the nitrogens 
has aroused considerable interest in th e literature , and is therefore 
worthy of study. Initial calculations involving interpolation of the 
geometric parameters of th e optimized open and bridged benzenediazonium 
ions revealed a structure of higher energy than the bridged ion. 
(±) 
--N-N L.-____ ___, 
1·449 1·144 
5' 
1 ·639 --N L----~1<::® JJJ 1 216 
...... N 
6' 
,....N 
2-113 // Ill 
.------.--;-e)--,· ~<:~!_ii 1173 
173 ·0 1·685 
a' 
Fig. 5.12. Model optimized open (5 ' ), bridged (6') and transition 
state (8 ' ) benzenediazoniwn ions. 
The model optimized calculations (Fig . 5.1 2) confirm that there is a 
high energy species, which is a transition state, and that the open and 
bridged benzenediazonium ions are minima . This is in agreement with the 
MI D0/3 study of Castenmiller and Buck 136 . The charge distribution of 
8 ' is very similar to 5 ' implying the transition state is likely to be 
closer to the open form~~ than the bridged form 6', in contrast to the 
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Hammond postulate 153 . The model calculations give the transition state 
as 44.5 kJ mol- 1 above the model bridged benzenediazonium ion 6', and 
191.9 kJ mol- 1 above the model open benzenediazonium ion 5'. The fact 
--
that the transition state is predicted to be of higher energy than the 
energy required to split nitrogen off the optimized benzenediazonium 
ion 5, is a result of the model used. The binding energy of nitrogen to 
the phenyl cation, 1n the optimized open benzenediazonium 10n 5, is only 
In the light of the results for the methanediazonium ion, the 
binding energy of 185.5 kJ mol- 1 is probably overestimated by 40-60 kJ 
mol- 1 • Also, the energy difference between 5' and 8' is probably over-
estimated by 40-60 kJ mol- 1 because of the ability of single-determinant 
wave functions to describe equilibrium structures better than transition 
states. Thus dissociation (Table 5.3) requires about the same energy 
as rearrangement via the transition statt, 8' (Fig. 5.12). Direct com-
parison of the transition state with model C6H5 + and nitrogen is not 
possible, because the model is very bad for C6H5 +. The difference 
between the energies of the model and optimized structures in Table 5.2 
show this. Experimental evidence 120 ' 154 - 161 shows that both rearrange-
ment and dissociation take place in solution. Indeed, our transition 
state is very similar to that which experiment suggests. The view 120 ' 156 - 161 
1s that the bond bet\een carbon and the closest nitrogen 1s very weak 
1n the transition state, and that the other nitrogen is not bonded to 
the ring at all. Previously, the bridged diazonium ion had been 
suggested as a possibility for the transition state. It appears however, 
to be a high energy minimum and therefore it is not surprising that 
it has not been isolated. It should be noted that in contrast to the 
gas phase, dissociation 1n solution is likely to require an additional 
activation barrier. 
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5.4 CONCLUSIONS 
The open form of the methanediazonium ion 1s predicted to be a 
stable ion with an N = N length close to that of the nitrogen molecule. 
Likewise, the open form of the benzenediazonium ion is predicted to be 
stable, with a shorter C-N length than in the methanediazonium 10n. 
Again, the N - N length is close to what it is in the nitrogen molecule. 
Despite the fa.ct that the C-N bond in the methanediazoniurn ion is longer 
than in the benzenediazonium ion, the C-N bond strength is greater in 
the rnethanediazonium ion. This is attributed to the lower stability 
In the methanediazonium ion the nitrogen rearrangement is 
predicted to go by a symmetric or near symmetric transition state. In 
contrast the nitrogen rearrangement in the benzenediazonium ion has an 
asymmetric transition state, the symmetric structure being a high 
energy m1n1mum. The N2 + substituent is predicted to be a powerful 
a- and TI-electron acceptor. 
C H A P T E R 6 
ALIPHATIC DIAZONIUM IONS 
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6.1 INTRODUCTION 
A large amount of chemical information on aromatic diazonium ions 
is available 119 ' 120 . However, this contrasts sharply with our limited 
knowledge of aliphatic diazonium ions 121 . There are no X-ray structures 
of aliphatic diazonium ions and very little energetic data 122 ' 123 ' 162 . 
The main reaction of aliphatic diazonium ions appears to be the loss of 
nitrogen to give carbonium ions 116 . This easy loss of nitrogen indicates 
that the C-N bond is very weak. It is of interest, therefore, to 
determine the factors that are responsible for the weakness of this C-N 
bond. 
In order to obtain information on the structures, energetics and 
bonding of aliphatic diazonium ions, ab initio molecular orbital calcul-
ations have been carried out on a variety of substituted diazonium ions. 
To make it possible to determine the strength of the carbon-nitrogen bond, 
calculations have been performed on the parent carbonium ions as well. 
6.2 METHOD AND RESULTS 
6.2.1 Geometries and Energies 
The size of some of the systems studied often precluded full 
geometry optimization, so certain assumptions had to be made to simplify 
the large systems. CLi. 3 + d C ( ) + . . d d an CN 3 were optimize un er D3h 
symmetry, and the results of the ST0-3G optimizations are shown in 
Figs. 6.1, 6.3 and 6.6. + Diazonium ions of the type CX 3N2 (X = Li, F, 
CH3 and CN) were assigned c3v symmetry, with the extra constraints of 
+ + linear N = C-C groups for (CN) 3 CN2 , and for (CH 3 ) 3 CN 2 , of standard 
methyl groups and the staggering of groups around the C-C bonds. 
9 7 
Figs. 6.1, 6.3, 6.5 and 6.6 show the results of the ST0-3G optimizations . 
. + + The long C-N bonds 1n CF 3N2 and (CH 3) 3CN 2 are expected to be accurate 
to within ±0.02 R. + For the !_-butyl cation, (CH 3) 3C , standard me thyl 
groups were us ed. These were orientated as shown in Fig. 6.5. This 
orientation was used because it corresponds to the orientation of the 
methyl groups in the corresponding diazonium ion. 
to have standard CCF angles and a perpendicular orientation of the CH 2 
group with respect to the CF 3 group. The same model was used for 
+ CF3CH2N2 except that staggering of groups at either end of the C-C bond 
was imposed on the system. + CF3CH2 has been studied previously with 
respect to rotation around the C-C bond 163 . The barrier was found to 
be small. 
The (CHO)CH2N2+ ion has been studied previously 164 . It appears 
+ not to be the lowest energy isomer of C2H3N20, but as our interest is 
in diazoniuw ions, we have considered the cis and trans diazonium ion 
isomers only. Structures resulting from gradient optimizations are shown 
in Fig. 6.7. Also shown in Fig. 6.7 is the perpendicular 2-oxoethyl 
cation [(CHO)CH2+]. The perpendicular configuration was chosen since 
it is the configuration that is obtained when the (CHO)CH2N2+ ion dis-
sociates to (CHO)CH2+ and nitrogen. Energies obtained from the 
optimizations of the various diazonium ions are given in Table 6.2, and 
I 
of the corresponding parent cations in Table 6.1, together with 
+ + + + previously reported data for CH 3 , HC 2 , C2 H3 and CH 3N2 • Charge dis-
tributions derived from the Mulliken population analysis of the ST0-3G 
wave functions for the carbonium ions and dia zon iurn ions are given in 
Tables 6.3 and 6.4. 
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TABLE 6.1 
TOTAL ENERGIES OF CARBONIUM IONS 
Total Energy 
Ion ST0-3G/ST0-3G 4-31G/ST0-3G 
CH 3 + - 38.77948 - 39.17129 141 
CF 3 
+ 
-331.22939 -335.31034 
+ 
CLi3 
- 59.17576 - 59.87464 
CF 3CH 2 
+ 
-369.73508 -374.29934 
+ (CH 3) 3C -154.63536 -156.21044 
(CN)3C+ 
-310.38696 
(CHO)CH 2 + -150.01061 -151.69829 
HC 2 
+ 
- 74.80630 - 75.60705 17 
+ 
- 76.97753 17 C2H3 - 76.16540 
TABLE 6.2 
TOTAL ENERGIES OF DIAZONIUM IONS 
Total Energy 
Ion ST0-3G/ST0-3G 4-31G/ST0-3G 
+ CH 3N2 -146.36238 -147.96257 
+ CF 3N2 -438.74693 -444.07608 
+ 
CLi 3 2 -166.69580 -168 .6449 1 
+ CF 3CH2N2 -477.31119 -483.10527 
+ (CH 3) 3CN 2 -262.14580 -264.93889 
(CN) 3CN 2 + -417.89441 
(CHO) CH 2 + . 2 (cis) -257.58221 - 260 .49369 
(CHO) CH 2 + 2 (trans) - 257 .57648 - 260 . 48538 
HC2N2 + -182. 46335 -184.49669 
C2H 3N2 
+ 
-183.72647 -185. 75225 
TABLE 6.3 
ASPECTS OF TIIE MULLIKEN POPULATION ANALYSIS FOR THE 
CARBONJUM IONS DERIVED FROM THE ST0-3G WAVE FUNCTIONS 
Charge 2p(C+) 
Ion on 
carbon(a) orbital b population ( ) 
CH3 + 0.225 0.000 
+ 0.798 0.642 CF 3 
+ CLi3 0.073 0.000 
CF3CH2 + 0.226 0.029 
(CH3) 3C + 0.327 0.210 
(CN) 3C + 0.285 0.557 
(CHO)CH2 + 0.238 0.038 
(a) The carbon referred to lS the "carbonium" 
carbon. 
(b) The p-orbital referred to is the formally 
vacant orbital of the carbonium carbon. 
TABLE 6.4 
CHARGE DISTRIBUTIONS DERIVED FROM THE MULLIKEN POPULATION 
ANALYSIS OF THE ST0-3G WAVE FUNCTIONS FOR DIAZONIUM IONS 
Ion Calculated charge distributions 
+ CX2YN2 N[terminal] N C y X 
CH3N2 + 0.322 0.089 -0.004 0 .198 0 .198 
CF3N2 + 0.152 -0.069 0.793 0.041 0.041 
CLi 3N2+ 0.037 0.026 -0.048 0.328 0.328 
CF3CH2N2 + 0.326 0.080 0.026 0.179 0.194 
(CH 3) 3CN 2 + 0.223 0.028 0.263 0.162 0 .162 
(CN)3CN2 + 0.311 0.055 0.283 0.117 0.117 
(CHO)CH2N2+(cis) 0.315 0.083 0. 040 0.191 0.185 
+ (CHO)CH2N2 (trans) 0.311 0.078 0.042 0.197 0 .187 
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TABLE 6.5 
CALCULATION OF BINDING E ERGIES OF DIAZONIUM IONS(a) 
Molecul e 
+ CH3N2 
+ CF3N2 
(CN) 3CN2 + 
(CHO) CH2N2 + ( cis) 
ST0-3G/ 
ST0-3G 
215.9(b) 
44.4 
51.0 
198.3 
25.5 
18.0 
186.0 
171.2 
410.6 
158.6(c) 
4-31G/ 
ST0-3G 
116.7(b) 
49.4 
61.5 
155.2 
48.5 
127.4 
105.6 
374.8 
73.2(c) 
(a) Energy changes for reactions RN2+ ~ R+ + N2. 
(b) An experimental value is 159 kJ mol- 1 cal-
culated from data in references 122 and 144. 
(c) An experimental value is 113 kJ mol- 1 cal-
culated from data in references 123 and 169. 
6.2.2 The C-N Bond Strength 
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In order to measure the strength of tht C-N bond, the energy 
changes for reaction 6.1 have been calculated. The results of the cal-
culations are given in Table 6.5. 
6.1 
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6.2.3 A Method of Calculating Heats of Formation 
The lack of thermodynamic data for diazonium ions has encouraged 
us to calculate heats of formation for a few simple ions. If we wish to 
+ determine the heat of formation of a diazonium ion RN 2 , we examine 
reaction 6.2: 
6.2 
Since good heats of formation of CH 3N2 + and CH 3+ are available 122 ' 144 , 
and as the energy change for reaction 6.2 can be calculated, then it will 
be possible to calculate the heat of formation of RN 2 +, provided the 
experimental heat of formation of R+ is known. In addition, since 
reaction 6.2 is an isodesmic reaction, the calculated energy change 
should be reasonable. The results of the calculations are given in 
Table 6.6. 
6.3 DISCUSSION 
The CLi3+ cation is electronically similar to the methyl cation 
1n that it has only 3 occupied valence-shell orbitals. These are a 
carbon 2s orbital. and a degenerate pair of orbitals based on the in-plane 
p-orbitals of carbon interacting with the valence-orbitals of lithium. 
The C-Li bond lengths lie between the ST0-3G value in CH 2 Ltof 2.085 2171 
and the ST0-3G value in C2 Li 6 of 1.883 2172 . Table 6.3 shows that the 
electron-donating ability of lithiwn is such as to nearly neutralize the 
charge on carbon, implying a stable carbonium ion due to charge dispersal. 
Li Li I 1·982 
1·953 \ 1·415 + +c N .. ,\~ N / ""-u 1·154 Li Li l 107·6 
Li 
Fig. 6.1. ST0-3G optimized structures for the trilithiomethyl cation 
and trilithiomethanediazonium 10n. 
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In Chapter 5, the C-N bond in diazonium ions was postulated as involving 
charge donation from t he nitrogen lone pair into the vacant orbital of 
the carbonium ion . Applying similar arguments to CLi 3N;, we might 
expect to obtain similar bond lengths for the C-N and N = N lengths as 
were obtained for CH 3N;, since CLi; and CH; are isoelectronic in the 
valence shell. However , t he C-N bond length is considerably shorter 1n 
CLi 3 N;. This implies that there must be additional interactions 
between the nitrogen group and the carbonium 10n. The degenerate pair 
of a-orbitals of CLi; can donate charge into the n*-orbitals of the 
nitrogen group, lengthening the N = N bond and shortening the C-N bond. 
Charge donation of this type is more likely to take place in CLi 3 N2+ 
than CH 3N2+ because of the electron-donating nature of lithium. Figure 
6.2 shows the important orbital interactions. In Chapter 5 it was con-
cluded that the strength of the C-N bond was dependent on the stability 
of the parent carbonium ion. Thus the C-N bond in CLi 3 N2+ is very weak, 
despite its short length, as CLi 3+ is a highly stabili zed ion. 
' 
/ 
/ 
/ 
' 
' 
\ 
\ 
C . + + Fig . 6.2. Important orbital interactions 1n L1 3N2 and CF3N2 . 
6.3.2 + + CF 3 and CF3N2 
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The carbon-fluorine bond lengths in CF 3+ (1.292 ~) are between 
the lengths of those in CF 4 of 1.366 ~ 173 and that in CH 2F+ of 1.265 ~ 17 . 
The short bond may be attributed to charge donation from the lone pair 
+ 
on fluorine into the 2p(C) orbital of the carbon. However, as there are 
three such interactions in CF 3+ there will be charge repulsion between 
the donated lone pairs, lengthening the C-F bonds from what the C-F bond 
length is in CH2F+. Table 6.3 clearly shows that fluorine is a powerful 
TI-donor, each fluorine donating ~ . 2 of an electron. The population 
analysis re eals that, despite this donation, there 1s a considerable 
positive charge on the carbon due to th e a -electron withdrawing effect 
of fluorine. 
F 
+ 
N N 
1·135 
Fig . 6. 3. ST0-3G optimi zed structures for the trifluoromethyl cation 
and trifluoromethanedia:onium ion. 
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In the diazoniwn ion itself the length of the C-N bond is such as 
+ to cause only minor changes in the CF 3 fra~nent and the N2 fragment from 
their structures when fully separated. This long bond can be accounted 
for by assuming that the nitrogen lone pair cannot donate charge into 
the carbon 2p(C+) orbital, because fluorine has already done so. Figure 
6.2 shows the destabilizing interaction between the filled orbitals. 
The population analysis in Table 6.4 reveals an overall negative charge 
on the nitrogen nearest the carbonium ion. It is tempting to attribute 
this to an ion-induced dipole interaction. However, this is not the only · 
major interaction as the ion-quadrupole interaction is only marginally 
smaller. A simple model gives 25 kJ mol- 1 (using the nitrogen polariz-
ability from reference 174) for the ion-induced dipole interaction and 
20 kJ mol- 1 (using the nitrogen quadrupole from reference 175) for the 
ion-quadrupole interaction. These two interactions account for most of 
the binding energy of nitrogen to the CF 3 + cation (Table 6.5), but com-
pletely neglect other interactions such as dispersive interactions and 
charge transfer. + + The results for CF 3N2 suggest that if the 2p(C )-
orbital population of the parent carbonium ion is large, then long weak 
C-N bonds will be obtained for diazonium ions. 
6.3.3 
Perhaps the most interesting aspect of the calculated structure 
of the CF3CH2+ 10n is the surprisingly long C-C bond (Fig. 6.4) of 1.630 R. 
This is close to the ST0-3G optimized C-C value in staggered CF 3-CF 3 of 
1.624 R166 , which can be compared to an experimental value of 1.545 R176 • 
This indicates the C-C length in CF 3CH 2 + is likely to be overes timated 
by the ST0-3G basis set. . + Substituting hydrogen by a CF 3 group in CH3 
seems to have very little effect on the carboniwn carbon. The bonds 
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around it remain near planar and the 2p(C )-orbital populat i on is small. 
We wou l d therefore expect a relatively short C-
i on. This is indeed found , the C-N bond length being close to the C-N 
bond length in CH 3N2+ (Fig. 5.1) . The low population of the p-orbital 
of t he carbonium ion makes it possible for the lone pair orbital on 
ni t rogen to donate charge into this near vacant orbital without sign-
ificant charge repulsion, thus leading to a short C-N bond. Theo- and 
TI-electr on withdrawing properties of t he CF 3 group will destabilize the 
carbonium ion centre , making it energetically favourable to bind nitrogen. 
Table 6 . 5 gives this binding energy as 155 . 2 kJ mol- 1 at the 4-31G/ST0-3G 
level . We no t e t hat CF 3 CH 2 2 + has been prepared 177 and is reasonably 
s t able , in keeping wi t h our calculations . 
119·9 .H , , -
~\~,:. c-H 
30 C 1-120 
+ 
I 
I 
I 
F H ,' 
1·364\ 136·8 ::~H 
~r1-102 
, \ C 1--6-14-~-C 
F ·/ 107.3 x.559 
f 179·~lN+ 
~\\\1-140 
N 
H-C-H = 118·0 
H-C-H = 112-8 
Fig. 6 . 4 . ST0-3G optimized structures for the 2,2 2-trifluoroethyl 
cation and 2,2,2-trifluoroethanedia:onium ion. 
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6.3.4 
There have been numerous previous theoretical studies of the 
tertiary butyl cation 163 ' 178 - 184 • In the present study our main interest 
was the stabilizing effect of the methyl groups on the carbonium ion. 
The C-C lengths (Fig. 6.5) lie between those in the ethyl cation and in 
ethane 17 , indicating that there is some hyperconjugative stabilization 
of the positive charge. The population analysis, Table 6.3, supports 
this. Therefore it would be expected that the isobutanediazonium ion 
would have a longer C-N bond than in CH 3N2 + or CF 3 CH 2 N2 +. Indeed, this 
is found to be the case: gradient optimization gives a length of 1.767 R. 
The calculated bond energies are 25.5 kJ rnol- 1 (ST0-3G/ST0-3G) and 
48.5 kJ mol- 1 (4-31G/ST0-3G) (Table 6.5), which seems inconsistent with 
experimental results 185 , where a tertiary diazonium ion appears to have 
been trapped. However, in solution it is likely that there will be an 
additional activation energy to dissociation. In general, our results 
indicate that tertiary aliphatic diazonium ions should readily lose 
nitrogen. 
6.3.5 
+ Mulliken population analysis results for (CN) 3 C (Table 6.3) 
indicate that the cyano group is a powerful TI-e lectron donor. This con-
trasts sharply with the TI-acceptor properties assigned to the cyano 
group in anion 186 and inorganic chemistry 187 . The C-C and C = N lengths 
are longer and shorter respectively than what they are in CH 2 CN+ 188 , 
indicating that there is repulsion between the donated charge from the 
TI-electrons of the cyano groups. The high TI -electron density at the 
central carbon will mean that the tricyanomethanediazonium ion will have 
a long weak C-N bond. AIT optimization yields the length as 1.713 ~. 
I 
1 C. , ; ,,,, ,/C )so-a 
H H ~ t·517 
··,,c;~ J-f ~ 
I 
H 
~OH 1-137 
,,c-----N N 
\ \ 1·767 
+ ' • 
Fig. 6.5 . ST0-3G optimized structures for the t-butyl cation and 
isobutanediazonium ion. 
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The C = and C-C lengths have decreased and increased respectively with 
the addition of nitrogen to the CC ) 3 C + ion. This brings the lengths 
close to what they are in acetoni trile, where the C- C length is 1.487 j 
and the C = ' 1 en g th i s 1 . 1 5 4 j 1 8 8 . This ind i cat es that despite the 1 on g 
C-N single bond, the interaction of the TI -electrons of the cyano group 
with th central carbon atom is quite different from that in the parent 
CC )3C+ cation. 
N 
f II 1-11a 
C 
1·427 
C + 
c/~c 
No/ ~N 
N 
1-16~ 
C 
102~/ 
1·141 / ,./ 
N N--,.7-13---C /1 
,, 
+ 1-4a1 ·c,: .. 
,, ,, . 
. . N c; 
~N 
Fig. 6.6 . ST0-3G optimized structures for the tricyanomethyl cation 
and t ricyanomethanediazonium ion. 
6.3.6 
+ The carbonium ion centre in (CHO)CH 2 resembles closely that of 
+ 
CF3CH2 (Table 6 . 3 and Figs. 6 . 7 and 6 .4). It is expected, therefore, 
that the diazonium groups of CF 3CH2 2+ and (CHO)CH 2N2+ will be similar 
l 08 
to one another figs. 6.7 and 6.4 show this is so. Also, Table 6.5 shows th a t 
the C-N bonds strengths are reasonably similar. 
, 
, 
, 
0 H,' 
1-2oe ~-..!18·4 ~,l'·~~H c , c~o3 H-C-H= 111-1 
"/' j 1·584 \.:\_ I 
1·10~·2 109·0 /{568 
179·2(N 
lllt139 
N 
, 
~ J:i,,' 
1-102\ IIH 137·7 ~-~~H 0 rr"'i-102 H-C-H= 112-0 
1·209/;J 1·577~\,. cjl 121·5 107·3 )\567 
H 
177·5 N I 1-139 
N+ 
109·8 177·2 .H , ; 
1·107 ~ r Yr-,·.-H-~ ' , H-C-H = 116·8 
1_209 /;~ 1·576 C 1-120 
// 121·4 + 
0 
J 09 
Fig. 6.7 . STO-~G optimized structures for 2- oxoethyl cation and cis and 
trans 2-oxoethanediazonium ion. 
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+ A comparison of the cis and trans energies of (CHO)CH 2 2 (Table 6.2) 
reveals the cis isomer has lower energy. This is probably due to the 
donation of charge from the lone pair orbital on oxygen into the vacant 
in-plane TI*-orbital of the N2 group, stabilizing the ci s isomer r elative 
to the trans. 
The shortest C-N bond found for a diazonium ion in this study is 
for the ethynediazonium ion with a length of 1.362 R (Fig. 6.8). This 
very short bond is due to the interactions of the TI -orbitals of th e 
ethyne fragment with the TI*-orbitals of the N2 fragment, and the inter-
action of the TI-orbi tals of N2 with the TI*-orbitals of the ethyne frag-
ment. This is shown diagrammatically in Fig. 6.9. 
H H 
1·093\~
3 13;:!}.oso 
C C 
1·092/J1·321 ~ 
/ 123·9 117 ·6 1·496 
H 181·9 ~ 1·141 
+ ~N 
H 11a-6 H 
1·106"-----Y C 
111·281 
c+ I 1-1os 
H 
+ 
H C-C 
1·112 1·406 
+ 
H-C--C--N-N 
1·090 1·187 1·362 1·148 
fi g . 6 .8. ST0-3G optimi zed structures for the ethenediazonium and 
eth~nediazoniurn ions and corr sponding parent carbonium ions. 
TI* 
... 
' 
' TI* ' -
' --
' 
... 
-
-~ -
-
- ' TI l 1 -f-t-- - ' 
' 
' 
' 
' 
' II II TI 
H-C - C H-C - C N - N N - N - - - - -- - - -
Fig. 6.9. Orbital interactions which cause the short C-N bond in 
These interactions also cause lengthening of the N = N bond and C = C 
bond, as electron density is removed from bonding TI-orbitals and put 
into antibonding TI*-orbitals. 
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The C-N length in the ethenediazonium ion might be expected to 
be fairly long, as there is charge donation from the nitrogen lone pair 
into an orbital with some electronic charge in it already. However, 
the carbon double bond TI-orbital can donate electronic charge into the 
TI*-orbital of the nitrogen triple bond, and the TI-orbital of nitrogen 
can donate charge into the TI*-orbital of the carbon double bond. This 
causes lengthening of the carbon double bond and nitrogen triple bond 
and shortening of the C-N bond. 
6.3.8 Heats of Formation 
The small amount of thermodynamic data available for diazonium 
ions prompted us to calculate heats of formation for these ions from our 
calculations and experimental data. The difference between the ST0-3G 
and 4-31G values for the heat of formation of CF 31 2 + (Table 6 .6) is due 
to the difference between the ST0-3G and 4-31G values for the dissocia-
tion of Gl3N2+ into the methyl cation and nitrogen. As the experimental 
value for this dissociation reaction is approximately half way between 
the ST0-3G and 4-31G calculated values (see Chapter 5), the heat of 
formation of CF 3 N2+ is likely to be approximately half way between 
ST0-3G and 4-31G calculated values , i.e. approximately 376 kJ mol- 1 • 
11 2 
For the other diazonium ions considered,ST0-3G and 4-31G values lie 
reasonably close together (Table 6.6). Indirect estimates of experimental 
. + + heats of formation of C2H 3N2 and C6 H5 N2 are available. These are 
1000 kJ mo l- 1 and 1029 kJ mol- 1 respectively, which are close to our 
results. 
+ R 
CF 3 
+ 
TABLE 6.6 
CALCULATION OF HEATS OF FORJvlATION, 6Hf(RN2+) (kJ mol- 1) FOR 
DIAZONIUM IONS RN2 + 
~H (kJ mol- 1 ) 
+ for reaction 6.2 6Hf (RN2 ) 
6.Hf(R+) ST0-3G/ 4-31G/ ST0-3G/ 4-31G/ 
Value Ref. ST0-3G ST0-3G ST0-3G ST0-3G 
415.5 167 171.6 67.1 428 324 
(CH3) 3C + 698.7 144 190.2 165.0 730 705 
HC2 + 1685.3 168 -194.7 -258.2 1332 1268 
C2H3 + 1112.9 169 57.3 43.5 1011 997 
CGHs + 1129.7 170 30.5 1001 
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6.4 CONCLUSIONS 
The calculations reported here show that saturated aliphatic 
diazoniurn ions have short C-N bonds when the 2p(C+) orbital of the 
parent carboniurn ions has zero or near zero population. ~~en the p-
orbital population is large, long weak C-N bonds are invariably obtained. 
However, if the bond is short, then it is only strong if the parent 
carboniurn ion is not stabilized by charge dispersal. Unsaturated aliphatic 
diazonium ions all have reasonably strong short C-N bonds, due to the 
interaction of the TI-orbitals of the hydrocarbon fragment with the TI-orbitals 
of the N2 fragment. 
C H A P T E R 7 
RESTRICTED-OPEN-SHELL SELF-CONSISTENT-FIELD METHOD 
11 5 
7.1 INTRODUCTIO AD METHOD 
The higher multiplet contamination of UI-IF wave functions is an un-
desirable side effect of UHF SCF calculations. A method of producing 
pure multiplet wave functions is therefore needed. An approach along 
the lines of the RHF method for closed-shell systems 8 runs into trouble, 
because a unitary transformation to diagonalize the matrix of Lagrangian 
multipliers, leaving the wave function unchanged, cannot be found. 
Roothaan 198 has proposed a way to overcome this problem by the use of 
coupling operators. His method, however, treats a partially filled set 
of degenerate orbitals in such a way that the orbitals are maintained 
as irreducible representations of the molecular point group. In some 
cases this maybe an unnecessary constraint on the SCF 199 • Huzinaga 200 
has proposed two methods for carrying out open-shell SCF calculations. 
Practical applications of one of these have been proposed by Hunt et al. 201 , 
Segal 2° 2 , and Binkley et al. 15 • Wave functions obtained by the Hunt or 
Segal methods do not have sufficient conditions imposed on them to 
produce stationary points on the energy surface, while the method 
proposed by Binkley et al. does. 
Binkley et al . partitioned the space defined by the molecular 
orbitals into doubly-occupied orbitals (D), singly-occupied orbitals (S) 
and empty orbitals (E). Since a unitary transformation of either the D 
orbitals or the S orbitals among themselves leaves the wave function 
unchanged 203 , there is no need to determine the exact nature of each 
orbital. However, the energy should be stationary with respect to the 
trivial mixing between D and E, or Sand E, or D and S subspaces. 
According to Slater's rules 204 the energy of a single determinant 
wave function, of an open-shell system with all unpaired electrons of 
the same spin, 1s given by: 
7.1 
ti 
where H = f iJ; H \JJ dT nn n n 
J = [pq I GI pq] pq 
K = [pq!Glqp] pq 
[pq IG lrs] = ff \JJ (l)\JJ (2)(1/r12)\JJ (l)\JJ (2)dT1dT2 p q r s 
In the above equations \JJ (x = p,q,n,r ors) is either a doubly or 
X 
" singly-occupied orbital and H the one-electron Hamiltonian. 
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The mixing of the D-E subspaces can be represented by \JJ + E \JJ, 
p m 
where \JJP is a doubly-occupied orbital, \J)m is an empty orbital and Eis 
small. If the energy is to be stationary with respect to this mixing 
c)E 
then dE must be zero. Thus, substituting the mixed orbital into 7.1, 
we obtain: 
D " S 
E = 2 L H .. + 2 f(\JJ + E\J) )H (\JJ +E \JJ )dT1 + E Hkk 
i;lp 11 p m p m k 
D D D D 
+ L L (2 J .. - K .. ) + r (2 J. - K. ) + r (2 J . - K .) 
i!p j;lp lJ lJ i!p 1p 1p jlp PJ PJ 
117 
where J J K and K (x = i,j,k or p) are integrals involving the px' xp' px xp 
mixed orbital~ + E: ~ • p m 
The stationary condition leads to 
" 8E 0 d [2 f (~ + E: ~m)H (~p + E: ~ )d-ri] dE: -
- dE: p m 
d D D 
+- [ I: (2 J. - K. ) + I: (2 J . - K .) + (2 J - K ) dE: i;lp lp lp PJ PJ pp pp j;lp 
s 
+ I:(2 Jpk - Kpk)], k 
(i.e. all terms not containing E: differentiate to zero). 
The first term of equation 7.2 is 
7.2 
The above expression gives after differentiation and letting E: ~ 0, 
II ti 
2[f(~ H ~ + ~ H ~ )d-r1], 
m p p m 
II 
= 2[2 f ~ H ~ d-r1] = 4 H 
m p mp 7.4 
The second term in square brackets of equation 7.2, requires the deriva-
tives of the J . and K . integrals: 
PJ PJ 
JPJ. = ff(~ + E: 1J}) (l)t/J. (2) !GI(~ + E: ~) (l)~.(2)dT1dT2 p m J p m J 
Differentiating the above and taking E: ~ 0 gives 
8J . 
d~J = ff( t/J (l) ~ . (2) !GI~ (l)~. (2) + ~ (l) ~ . (2) !GI~ (l) ~ . (2))dT1dT2, 
m J p J p J m J 
= 2.[mj!Glpj] 7.5 
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where J J K and K (x = i,J.,k or p) are integrals involving the px' xp' px xp 
mixed orbital tµ + € tµ . p m 
The stationary condition leads to 
" 8E 0 d [2 J (tµ + ( tµm)H (tµp + ( tµ ) dT i) as - - d( p m 
d D D 
+- [ I: (2 J. - K. ) + I: (2 J . - K .) + (2 J - K ) d( irp ip ip PJ PJ pp pp jrp 
s 
+ I:(2 Jpk - Kpk)], 
k 
(i.e. all terms not containing€ differentiate to zero). 
The first term of equation 7.2 is 
7.2 
d " " " " 
= 2 ~ [f(r ~ Htµ + € tµ H € ~ + ~ H € ~ + ~ H ~ )dT1] 7.3 
a€ m p m m p m p p 
The above expression gives after differentiation and letting r ~ 0, 
II II 
2[/(tµ H ~ +~H tµ )dT1], 
m p p m 
" = 2(2 J tµ Htµ dT1] = 4 H 
m p mp 7.4 
The second term in square brackets of equation 7.2, requires the deriva-
tives of the J . and K . integrals: 
PJ PJ 
JPJ. = ff( tµ + € tµ) (l) tµ . (2) !GI (tµ + € tµ) (l) tµ .(2)dT1dT2 p m J p m J 
Differentiating the above and taking r ~ 0 gives 
8J . 
d~J = ff( tµ (l) tµ .( 2) jGjtµ (l)tµ.(2) + tµ (l) tµ .(2) jGjtµ (l) tµ. (2))dT1dT2, 
m J p J p J m J 
= 2.[mjjG jpj] 7.5 
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In a similar manner 
K . = ff( tJ; + £ tjJ ) (l) tJ; . (2) jGjtJ;. (1) (tµ + £ tJ; ) (2)dT1 dT2 
PJ p m J J p m 
from which 
c)K. 
c)~J = ff[ tJ; (l) tJ; .(2) jGj tJ;.( l) tJ; (2) + tJ; (l) tJ; .(2) jGjtJ;.(1)1J; (2)]d-r1dT2 , p J J m m J J p 
= 2[mj jGjjp] 
Similarly for J pp 
c)J 
~P......_P = 1_ ff(tJ; + £ tJ; ) (1) (tJ; + s 1J; ) (2) !GI (1J; + E 1J; ) (1) (1J; + E tJ; ) (2) dE d£ p m p m p m p m 
dT1dT2 
= 4[mpjGjpp] 7.7 
= K. 8 , equation 7.2 can be written as, 
JP 
c)E a " ~ - 0 = ~ [2 f(1J; + E 1µ )(l)H (tjJ + £ tjJ )(l)dT1] 
o~ ac: p m p m 
a D S 
+ ~ [2 E (2 J. - K .) + J + E(2 J k - Kpk)] 7.8 
oE ifp pi pl pp k p 
If we substitute expressions 7.4, 7.5, 7.6 and 7.7 into 7.8, we obtain 
D c)E 
0 = 4 H + 2 dE - mp E (2.2[mijGjpi] - 2[mijGjip]) + 4[mpjG!pp] 
ifp 
s 
+ E(2.2[mk!Glpk] - 2[mk!Glkp]) 
k 
D 
= H + E(2[mi!Glpi] - [mijGlip ]) 
mp l 
s 
+ E([mk!Gjpk] - t [mkjGjkp]) 
k 
7.9 
119 
Equation 7.9 is the equation given by Binkley et al. 15 as the condition 
for the energy to be stationary with respect to the mixing of the D-E 
subspaces. 
For the energy to be stationary with respect to the m1x1ng of S-E 
subspaces a similar process to the procedure outlined above for the non-
mixing of the D-E subspaces 1s followed. An orbital of the form ljJ + s ,,, q 'rm 
is used, where ljJ 1s a singly-occupied orbital, ljJ is an empty orbital q m 
ands is small. The one-electron part of the energy can be differentiated 
to give an equation similar to 7.4 without the multiplication factor 2 
(i.e. 2 H ) . The two-electron part of the energy will also differentiate 
mq 
in a similar manner to that outlined above, except expressions 7.5, 7.6 
and 7.7 will have w replaced by ljJ . Thus the condition for the energy p q 
to be stationary with respect to S-E m1x1ng 1s: 
D S 
= 2 H + !~[E (2 J. - K. ) + t E (J O - K 0 ) mq o~ 1 1q 1q £/q qN qN 
Substituting for the two-electron integrals 1n the above gives: 
or 
D 
= 2 H + E (2.2[milGlqi] - 2[mi!Gliq]) 
mq 
H 
mq 
l 
s 
+ E (2[m£1Glq£] - 2[m£1G!£q]) 
£,lq 
D 
+ E 
l 
s 
(2[milGlqi] - [milGliq]) 
+ E ([m£1Glq£] - [mt!Gl£q]) 
£ 
7.10 
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Following the procedure for the energy to be stationary with 
respect to subspace mixing outlined above , ~ 1s replaced by ~ + E ~ . 
p p q 
However,this destroys orbital orthogonality [i.e.!(~ + E ~ )~ dT ! 0]. 
p q q 
To overcome this problem the singly-occupied orbital, ~ , is repl aced 
q 
by~ - E ~ . Thus: q p 
The derivatives of the integrals involving the orbitals ~ + E ~ and 
p q 
~ - E ~ of the energy expression 7.1 will be similar to the derivatives q p 
given in equations 7.4, 7.5, 7.6 and 7.7. The only difficulty occurs 
with the fourth term of equation 7.1 which involves both doubly and 
singly occupied orbitals. This term may be written as: 
D S D S 
I I (2 Jik - Kik) + I (2 J. - K. ) + I (2 Jpk - K ) 
i!p k!q i!p 1q 1q k!q pk 
+ (2 J - K ) 7 .11 pq pq 
On differentiating, the first term of 7.11 vanishes. The integrals of 
the second and third terms differentiate to expressions like those in 
equations 7.5 and 7.6. The final term of expression 7.11 differentiates 
to give, by comparison with 7.7: 
(2(2[pq lGlqq] - 2[pplGlpq]) - (2[pq jGlqq] - 2(ppjGjpq])] 
= 4[qqjG jpq] - 4[ppjGjqp] - 2[qqjG!qp] - 2[ppjGjpq] 7.12 
Thus the deri ·ati e of expression 7.11 1s: 
D S 
- I (4[pi lGjqi ] - 2[pijGjiq]) + L (4(qk jGlpk] - 2[qk!Gjkp]) 
1 k 
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Following the procedure for the energy to be stationary with 
respect to subspace mixing outlined above,~ 1s replaced by~ + £ ~ . 
p p q 
However,this destroys orbital orthogonality [i.e. !(~ + £ ~ )~ dT i OJ. 
p q q 
To overcome this problem the singly-occupied orbital,~, is replaced 
q 
by~ - £ ~. Thus: q p 
The derivatives of the integrals involving the orbitals~ + £ ~ and 
p q 
~ - £ ~ of the energy expression 7.1 will be similar to the derivatives q p 
given in equations 7.4, 7.5, 7.6 and 7.7. The only difficulty occurs 
with the fourth term of equation 7.1 which involves both doubly and 
singly occupied orbitals. This term may be written as: 
D S D S 
L L (2 Jik - Kik) + L (2 J. - K. ) + I: (2 Jpk - K ) 
i;p k!q i!p iq iq k#q pk 
+ (2 J - K ) 7 .11 pq pq 
On differentiating, the first term of 7.11 vanishes. The integrals of 
the second and third terms differentiate to expressions like those in 
equations 7.5 and 7.6. The final term of expression 7.11 differentiates 
to give, by comparison with 7.7: 
[2(2[pq!Glqq] - 2[pp!Glpq]) - (2(pq!Glqq] - 2(pp!Glpq])] 
= 4(qq!Glpq] - 4(ppjG!qp] - 2(qq!Gjqp] - 2(pp!Glpq] 7.12 
Thus the derivative of expression 7.11 1s: 
D S 
- E (4[pi!Glqi] - 2(pi!Gjiq]) + L (4(qkjGjpk] - 2(qkjGjkp]) 
1 k 
So for a stationary value of the energy with respect to D-S subspace 
m1x1ng the following must hold: 
aE D 4 H + E (8[qijGjpi] - 4[qi!Gjip]) d( - qp 
1 
s 
+ E (4 [qk IG !Pk] - 2[qkjGjkp]) 
k 
D 
- 2 H - [I:(4 [pi jG jqi] - 2[pi!Gjiq]) pq 
1 
s 
+ E (2[pkjGjqk] - 2(pkjG!kq])] = 0 7.13 
k 
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A practical application of the three conditions, equations 7.9, 
7.10 and 7.13 has been outlined by Binkley et aZ. 15 • In their approach 
they define Fack type matrices: 
H
11 
+ I: Pp {(µv/Ao) - ~(µ>Jvo)} + I: P,s {(µv/Ao) 
µv AO AO AO AO 
- ~(µ)Jvo)} 7.14a 
FSE = H
11 
+ LP? { (µV/AO) - ~(µA/VO)} + LP? { (µV/AO) 
µv µv AO AO AO AO 
7.14b 
- (µ).Jvo) } 
FDS = H
11 
+ I: Pp { (µv/Ao) - ~(µ:\/vo )} + I: P? (µv/)..o) 
µv µv AO AO AO AO 
7.14c 
II 
where His the matrix of one-electron integrals in terms of the basis 
f . D S d d d . t . is d unctions, P and P are the ouble an single ens1ty ma rices an 
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Implicjt in equations 7.14a-c is the relationship: 
7.14d 
This result (7.14d) has been pointed out by Hillier and Saunders 205 • 
The procedure used to produce a wave function is to form one of 
the matrices given in equations 7.14a-c. This matrix is then transformed 
h . b 201 c· FDE h b FSE tote appropriate su spaces i.e. tote D-E su spaces, to 
the S-E subspaces and FDS to the D-S subspaces) and diagonalized. The 
resulting vectors are then back transformed 202 to give a new set of 
molecular orbital coefficients. These molecular orbital coefficients 
are then used in the formation and transformation of one of the other 
Fock matrices. Diagonalization of this matrix and back transformation 
of the resulting eigenvectors yields another set of molecular orbital 
coefficients. These are then used to form the third Fock matrix, which 
is treated in a similar manner to the other two Fock matrices. If the 
molecular orbital coefficients have not changed by much, when compared 
to a previous set, the calculation is terminated; otherwise, the first 
matrix is reformed and the process repeated. 
Equation 7.14d provides a method whereby the time consuming 
process of forming the two electron part of one of the Fock matrices can 
be avoided. Unfortunately, the use of FSE and FDE means that the most 
up-to-date set of molecular orbital coefficiej1ts are not utilized in 
f . FDS orming . This may have the effect of increasing the number of itera-
tions needed by the SCF calculation to converge. 
Before it can be determined whether it will require more itera-
tions to reach self-consistent-field using equation 7.14d rather than 
7.14c a convergence criterion is needed. The closed-shell SCF method of 
Gaussian 70 has a convergence criterion that the root-mean-square (RMS) 
change in two successive density matrices should be less than 0.5 x 10- 4 • 
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This -4 alue should give the energy accurate to within 0.1 x 10 a.u. To 
determine what RMS change in the density matrices 1s needed, for the 
open-shell SCF method described here, to give the energy accurate to 
within 0.1 x 10- 4 , a few calculations were carried out on hydrocarbon 
radicals. The results are shown in Table 7.1. 
a 
TABLE 7.1 
THE CONVERGENCE FOR A FEW SMALL HYDROCARBON RADICALS 
NEEDED TO PRODUCE 11-fE ENERGY ACCURATE TO WITHIN 0.1 x 10- 4 A.U. 
Radical Convergence Ca) 
CH 5.3 X 10- 4 
CH3 5.5 X 10- 4 
C2H3 4.2 X 10- 4 
C2Hs 2.2 X 10- 4 
RMS change 1n delisity matrices obtained from successive iterations. 
The data in Table 7.1 indicate that 1.0 x 10- 4 would be a good conver-
gence criterion; however, to allow for less well behaved cases 0.5 x 10- 4 
1s taken. 
The question of whether the use of equation 7.14d instead of 
equation 7.14c will significantly alter the rate of convergence of an 
SCF calculation can now be answered. Table 7.2 presents the number of 
iterations for the SCF calculation to converge, forming FDS by 7.14c 
and 7.14d, for a few hydrocarbon radicals. Table 7.2 clearly shows that 
the approximation for FDS (equation 7.14d) does not significantly 
increase the number of cycles. On the other hand, a calculation on the 
standard phenyl radical indicated that this approximation would save 
possibly as much as 25% of the computation time in a single cycle, 
because of the reduction in the time required to form the Fock matrices. 
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TABLE 7. 2 
COMPARISON OF THE NUMBER OF ITERATI O S NEEDED TO OBTAIN CONVERGENCE OF A. 
SCF CALCULATION CORRESP01 DI G TO TWO DIFFERENT ALGORITHMS USED TC FORt,J FDS 
Formation of FDS by : 
Radical 7 .14c 7.14d 
CH 5 5 
CH3 7 9 
C2H3 10 11 
C2H5 8 8 
7.2 TESTI NG OF THE PROGRAMME 
The results of some of our calculations on small molecules are 
compared to those of Binkley et al. 15 in Table 7.3, and Baird et al . 20 6 
in Table 7.4. 
TABLE 7.3 
A COMPARISON OF ST0-3G ENERGIES CALCULATE D IN THE PRESENT WORK 
WITII THOSE OF BI NKLEY ET AL . 15 
Total Ener gy (a.u.) 
Radical Pre sent Work Binkl ey et al. 
CH -37.76910 -37.76910 
CH3 -39.07322 -39.07321 
C2H3 -76.41141 -76.41139 
C2H5 -77.65919 -77.65916 
TABLE 7.4 
A COMPARISON OF ST0-3G ENERGIES CALCULATED IN 11-IE PRESENT WORK 
WITH THOSE OF BAIRD ET AL. 206 
Total Energy (a.u.) 
Radical Present Work Baird et al. 
N02 -201 . 27687 -201.27679 
NF2 -249.74057 -249.7404 
+ NH2 - 54 . 54242 - 54.54242 
12 5 
Both Tables 7.4 and 7.5 show that the programme gives essentially the 
same results as the other calculations. 
7 . 3 KOOPMANS' TI-IEOREM 9 AND THE 
EIGENVALUES OF THE FOCK MATRICES 
Koopmans' theorem equates the eigenvalue of an orbital, obtained 
from the diagonalization of a Fock matrix 8 , to the negative of the ion-
ization potential of an electron in that orbital. 
To prove Koopmans' theorem, for a closed-shell system, we require 
. n-1 En n the energy change associated with ionization, 1.e. E - , where E 
n-1 is the energy of the closed-shell system with n electrons and E is the 
energy of the ionized species: 
D D D 
En 
= 2 I: H .. + I: I: (2 J .. K .. ) 11 . . iJ lJ 1 l J 
7.15 
n-1 D D D D E = 2 I: H .. + H + I: L (2 J .. - K .. ) + I: (2 J. - K. ) 
i!p 11 pp i!p jtp lJ lJ i!p 1p lp 
7 .16 
D 
Hence I: (2 J . - K . ) 
PJ PJ 
7 .17 
J 
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In order to relate equation 7.17 to the eigenvalues, we use equation 1.5: 
FC = SCE 1.5 
which, on premultiplication by CT yields: 
since the orbitals are orthogonal (i.e. CTSC = I). 
From the definition of F, the p-th diagonal matrix element of 
CTFC is: 
D 
F = H + L (2 J . - K .) 
PP PP J PJ PJ 
7.19 
and this is equal to the negative of 7.17. Thus: 
In deriving Koopmans' theorem 9 three assumptions were made 207 . 
Firstly, it was assumed that the orbitals do not change on ionization of 
the closed-shell species . In practice the loss of the potential of one 
electron is likely to cause reorganization of all the other electrons in 
the system, and thus lower the energy of the ionized species. Secondly, 
it was assumed that relativistic effects are the same in both ionized 
and unionized species. This is probably a good approximation for 
valence-shell oruitals, but not for the inner orbitals of the heavy 
elements. Lastly, it was assumed that the correlation energy is the 
same for the closed- and open-shell species. This is unlikely to be trus: 
because the unionized species has fewer electrons. 
For open- shell species, two types of ionization can take place. 
One involves the loss of an electron from an open-shell orbital and the 
other from a closed-shell orbital. If ionization occurs from a singly-
n-1 
occupied orbital, the new energy 1s given by ES , if from a doubly-
n-1 
occupied orbital then E0 . 
n The energy of th e unionized species with n el ectrons 1s E0 , where: 
D s D D 
E~ = 2 I: H .. + I: Hkk + I: E (2 J .. 11 lJ 1 k 1 J 
D S 
- Kij) + f ~ (2 Jik - Kik) 
s s 
+ ~ E E (Jk£ - Kk£) 
k £ 
7.1 
If an electron is removed from an open-shell orbital~, then: 
q 
n-1 D s D D D s 
ES = 2 E H .. + L Hkk + E E (2 J .. - K .. ) + E I: (2 Jik - Kik) 11 k!q lJ lJ k;tq l 1 J l 
s s 
+ ~ E I: (Jk£ - Kk£) 7.20 
k;tq £;tq 
or if an electron 1s removed from a closed-shell orbital,~, then: p 
n-1 D S+l D D 
ED = 2 I: H .. + E Hkk + E E (2 J .. K .. ) 
i;tp 11 k i;tp jfp J_J lJ 7.21 
D S+l S+l S+l 
+ L I: (2 Jik - Kik) + ~ I: E (Jk£ - Kk£) 
i;tp k k £ 
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From these equations (7.1, 7.20 and 7.21), we obtain the energy changes 
upon ionization: 
n-1 D s n H I: (2 J. - K. ) I: (Jkq - Kkq) 7.22 ES - Eo - - -qq 1q 1q k l 
n-1 D s n H L (2 J - K . ) E J k 7.23 ED - Eo = -pp PJ PJ k p J 
An expression for the eigenvalues of the Fock-type matrices, 1n 
terms of molecular integrals, is now needed for comparison with the 
ionization energies given by equations 7.22 and 7.23. If C is the p 
column vector of the molecular orbital coefficients of the doubly-occupi ed 
orbital~ then: p 
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D S 
= H + E (2 J . - K .) + E J k' 
PP J PJ PJ k P 7.24 
or if C are the molecular orbital coefficients of an open-shell orbital q 
lJ) , then: q 
D S 
= H + L (2 J . - K .) + L (Jqk - Kqk) qq J qJ qJ k 7.25 
Equations 7.24 and 7.25 are the eigenvalues of the relevant transformed 
Pock matrix. Equations 7.22 and 7.25, and 7.23 and 7.24 demonstrate that 
the eigenvalues of the transformed FDS and FSE Fock matrices can be used 
in a Koopmans' sense. A similar result has been obtained by Hillier and 
Saunders 205 , and Dodds and McWeeney 208 • 
7.4 ORTHOGONALIZATION OF THE MOLECULAR ORBITALS 
In the course of a geometry optimization it is common to use the 
molecular orbitals from the previous structure as an initial guess for 
the SCF calculation of the new structure. The molecular orbitals how-
ever, are not orthogonal for the new structure. For Roothaan's closed-
shell SCF method 8 this does not matter, as orthogonality is implicit in 
the SCF procedure. For the RHF open-shell pr0cedure 15 , it is important 
to commence with orthogonal orbitals, so if the orbitals from a previous 
SCF calculation are to be used, they will require orthogonalization. 
If we denote the molecular orbital coefficients from the previous 
SCF wave function by Co and the overlap matrix of the basis functions 
by So, then: 
T Co So Co= I 7.26 
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If SN is the overlap matrix of the basis functions in the new geometry 
and CN is the desired set of orthogonal molecular orbitals, then a 
transformation Tis needed such that: 
Now 
Substituting for CN we obtain: 
T (T Co) SN T Co= I 
7.27 
By comparing equations 7.26 and 7.27 we see that: 
TT S T = So N 
T = -t SN 
1/ 
~ So 
Hence, to orthogonalize the old set of molecular orbital 
-t t coefficients for a new geometry , the transformation SN ~ must be 
applied. The time taken to form T, is probably more than offset by the 
smaller number of cycles of the SCF procedure usually required, if an 
initial guess of this type is used. 
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8.1 INTRODUCTION 
Jahn and Teller 209 have shown that the incomplete filling of a 
degenerate set of orbitals, in a non-linear molecule, leads to a dis-
tortion of that molecule to lower symmetry. The distortion is such 
that it removes this degeneracy. When a set of degenerate orbitals 1s 
incompletely filled, it is possible to assign the electrons to the 
orbitals in several ways . Thus any wave function describing the system 
would have to take several electronic configurations into account The 
D3h cyclopropenyl radical has a partially filled set of degenerate 
orbitals. In this case they are a pair of TI-orbitals with one electron 
shared between them . To determine the nature of the energy surface for 
the Jahn-Teller distortions in this system the following study was 
undertaken. 
8.2 TI-IEORY 
The Hamiltonian, H, for the cyclopropenyl radical can be 
expanded in a Taylor series about the Hamiltonian, Ho, for the D3h 
structure: 
' 1 '' H =Ho+ L H. S. + 21 ~ L H .. S.S. J J J l J lJ l J 
8.1 
' where S. are synunetry displacements of the nuclei, H. the first deriv-
J J 
" atives of H with respect to S. evaluated at zero displacement, and H .. 
J lJ 
the second derivatives of H with respect to S. and S. evaluated at zero 
1 J 
displacem nt. The Hamiltonian expansion 1s truncated after the second 
term, as our interest is in first and second order effects. 
The degenerate TI -orbitals, containing one electron, of the 
cyclopropenyl radical are shown in Fig. 8.1. 
13:? 
Fig. 8.1. The degenerate (partially filled) TI-orbitals of C3H3 • The 
D3h (and c2v) point group labels are given for each orbital. 
If we denote the electronic wave functions associated with the occupa-
tion of the 2b1 orbital as \J' 1 and the electronic wave function associa ted 
with the occupation of the la 2 orbital as l!' 2, then the total electronic 
wave function is c1l!'1 + c 2l!'2 = \J'. c 1 and c 2 are chosen according to 
the variation principle and to normalize \J'. The energy ( E) of \J' is: 
' 
= <c1l!'1 + c2~2IH0 + H 8.2 
I II 
where H is collectively the second term of equation 8.1 and H the 
third term. Expanding out equation 8.2 we obtain: 
I 
E = <c1l!'1 + c2l!'2IHalc1 l!' 1 + c2 l!'2> + <c1l!'1 + c 2l!'2IH lc1l!'1 + c2l!'2> 
II 
+ <c1l!'1 + c2l!'2IH lc1l!'1 + c2l!' 2> 8.3 
Group theory can be used to eliminate some of the integrals in 
this expression. An integral will be non-zero only if the integrands 
contain the totally synunetric irreducible representation of the D3h 
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point group. Ho belongs to the totally syrrunetric irreducible represent-
ation, thus for the integral, <o/1 !Ho lo/2>, to be non-zero, the product 
function o/ 1 • ~ 2 must contain the totally symmetric irreducible 
representation . Now the functions o/ 1 and ~2 form a basis for the E 
II 
representation, and their products span the representations given by 
II II f f f 
E x E = A1 + E + A2. This product refers to all the possible 
2 2 
product functions: o/1, o/2, o/1o/2 and o/ 2o/ 1, from which the component 
' irreducible representations can be projected out. We find that A1 1s 
2 2 , 2 2 
represented by o/1 + o/2, E by the partner functions o/1 - o/ 2 and o/ 1 . o/2, 
' and A2 by o/ 1 • o/2 - o/2 . o/ 1 (= O). From this we see that the product 
' function o/ 1 . o/ 2 belongs to the E representation. Hence the symmetry 
' ' ' of the integrand in <o/1 !Ho jo/2> is A1 • E = E, and 1s therefore zero. 
equation 8.3, can 1n a similar manner be shown to be non-zero as would 
be expected. o/ 1 and o/2 are degenerate functions and thus have the sariie 
energy, Eo. The first term of equation 8.3 can then be written as 
2 2 
c1Eo + c2Eo = E0 , hence equation 8.3 becomes: 
' E = Eo + <c1o/1 + c2o/2IH lc1o/1 + c2o/2> 
II 
+ <c1o/1 + c2o/2IH lc1o/1 + c2o/2> 8.4 
We now determine \hich integrals of the second term of the right 
hand side of 8.4 are zero. The integrals have 
(p,q = 1,2). It has been shown that if o/ = o/ 
p q 
aH 
1 the form <o/ j-,:;---5 o/ > p O • q 
J 
then the irreducible 
' ' representations spanned by the product functions are E and A1 and if 
I 3H I 
~p I o/q then the r epresentation spanned is E . Thus~ must have A1 
I J 
or E symmetr) for the integrals to be non-zero. As the symmetry of 
3
3
:. is the same as S. then the displacement S. must have A~ or E' 
J J J 
symmetry. However, if the D3h ring has been optimized, the contribution 
1 34 
from A1 will be zero , since the ring 1s stationary with respect to such 
I 
distortions. Thus only E displacements need be considered. A set of 
E displacements are shown in Fig. 8 . 2. 
I 
Fig. 8 . 2 . The E symmetry displacements with the corresponding c
2
v 
(in brackets) point group labels. 
These are normalized Herzberg displacement coordinates 210 in contrast 
to those used by Davidson and Borden 211 , and Liehr 21 ~ 
The integrals <~ 1;; I~> (p,q = 1,2) can be further simplified p j q 
by considering which integrands contain the totally symmetric irreducible 
' representation. The irreducible representations spanned by this 
II II I f f 
integral are E x E x E = (A 1 + E) ' ' ' ' ' E = E + A1 + E + A2, but we 
2 2 
find that only the functions ~1S1 , ~ 2S1 and ~1 . ~ 2 S2 contribute to the 
totally symmetric irreducible representation, thus only the integrals 
I 8H I I 8H I I 8H I <~1 as 1 ~1>, <~2 851 ~2> and <~1 852 ~2> need be considered for the 
linear displacement term of equation 8.4. 
For the first-order Jahn-Teller effect, we have determined that 
the E displacements of Fig. 8 . 2 are important . It will be assumed, 
therefore, that these make a ma3or contribution to the second-order 
effect and all other displacements a negligible contribution. 
Next , we consider t he integra l s involved in the second-order 
32H J ahn-Tel l er effect. The i ntegra l s have the form <~pl as. as . j\l'q> 
. . a2H i J (p,q,1,J = 1 , 2), where as . as . has t he same synunetry as Si Sj. Again , 
l J 
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exam1n1ng those i nt egrands con t ain i ng the totall y symmetric representa-
tion, the i ntegr a l s a2 H a
2H a2H a2H 
<\l' 1 l-2 l\l' 1>, <\l'2 l~l\l'2 >, <\l' 1 las 1as 2 l\l'2 >, <\l' 1 l -:i s2 l\l'1> 
82 H 
as 1 as 1 u 2 
and <\l'2 l-2 l\l'2> as 2 
ar e found to be non- zero. 
The form of the ener gy change associat ed with the distortions 
will now be investiga t ed. Equation 8.4 is: 
E = E0 + 6E 
where ' " 6E = <c1\l'1 + c2\l'2IH + H lc1 \l' 1 + c2\l'2> 
Now 8.5 
' " 
= <c1f1 + c2\l'2IH + H lc1\l'! + c2 f 2> 8.6 
Application of the variation principle to 8.6 gives: 
I II 
<f1 IH + H l\l'1> - 6E, 
= 0 8.7 
' " <f2 IH + H l\l' 2> - 6E 
' " In deriving th i s det er minant we have used the fact that <\l' 1 jH + H l\l'2> = 
t II 
<\l'2IH + H l\l' 1>. Rewriting equation 8.7 as, 
a - 6E b 
= 0 8.8a 
b c - 6E 
we obtain 
6E = (c + a) ± l (c + a)
2 
- 4 (ac - b 2 ) 8.8b 
2 
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where ' It a= <~1 !H + H !'±' 1> 
' It b = <~1 IH + H ,~2> 
' " C = <~2IH + H l'±'2> 
If we write 
8.9 
8 .10 
b = S2k7 + S1S2ks 8.11 
where k1 = <'±'1 I ;H 1~1> S1 
82H k2 = <'±'1 l-2 !'±'1> 8S 1 
82H k3 = <'!'1 l-2 !'±'1> 8S2 
k4 = <'±'2 l~l'±'2> 8S1 
82H ks = <'±'2 l-2 !'±'2> as 1 
82H kG = <'±'2 l-2 !'±'2> as 2 
k7 = <'!'1 I ddH l'±'2> S2 
we have 8 unknowns (i.e. k1 - k 8 ), some of which may be eliminated by 
synunetry arguments. For example, 
1.e. 
8H 
'!'1 . '!'1 + '!'2 . ~2 is totally symmetric but~- is not, thus the above as1 
integral is zero, i.e. 
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In a similar manner 
J ('¥ l '¥ l) a
2H k2 + ks = + as i2 dT 
J ('¥ 12 '¥/) a
2H 
k3 + k6 = + as} dT 
yielding, 
k2 + ks - k3 - k6 = !('¥l + '¥/) a
2H a2H 
C as 12 asl ) d-r 
a2H a2H 
' ('¥ i2 + '¥ z2) lS totally symmetric, but 
as1 2 - as/ lS E ' hence 
8.12 
Also, 
8.13 
Equations 8.12 and 8.13 give, after addition, 
and after subtraction 
The relationships between the k's when substituted into 8.9, 8.10 and 
8.11 yield 
8.14 
8 .15 
8.16 
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In a similar manner 
J ('¥ l '¥/) 8
2 H 
k2 + ks = + as i2 dT 
J ('¥ i2 '¥{) 8
2H 
k3 + k6 = + 
as} dT 
yielding, 
k2 + ks - k3 - k6 = J ('¥ 12 '¥/) 8
2H 82 H 
+ C as 12 asl ) d-r 
32H c) 2 H 
' ('¥ i2 + '¥{) lS totally symmetric, but 
8S1
2 - asz2 lS E ' hence 
k2 + ks - k3 - k6 = 0 8.12 
Also, 
8.13 
Equations 8.12 and 8.13 give, after addition, 
and after subtraction 
The relationships between the k's when substituted into 8.9, 8.10 and 
8.11 yield 
a = S 1 k 1 + ~ S i2 k2 + ~ S l k 3 8.14 
8.15 
8 .16 
Furth ermore , the integrals should be invariant to a 120° rotation 
( c) 
(d)211 
Thus ' " b = <'1 IH + H 1,2> 
Substituting 8.17(c) and (d) into 8.16 yields: 
+ sl 
Comparing the coefficients of S1 and S2 we get 
i.e. k7 
and l3 ks = 4 
i.e. ks 
= 
13 (- - k1 4 
-k1 
13 13 (- - k2 + - k3)t 4 4 
= (k2 - k3)t 
8.17 
8.18 
8.19 
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Using all the relationships between the k's and the following useful 
factorization 
si2k. + sik. J l = t (k. + k.) (Sf + sl) + t (k. - k.) (S i2 J l J l 
I f 
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and letting t (k3 + k2) = k2 and t (k2 - k3) = k 3 we finally obtain: 
f I 
C = - kl S l + ~ k 2 ( S f + S l ) - t k 3 ( S f - S l) 
' b =-k1S2 + k3 S1S2 
We recall that equation 8.8b is 
6E = (c + a) 
2 
+ l(c + a) 2 - (4 ac - b2) 
2 
Substituting equation 8.8b with 8.20 a-c yields: 
If we change to polar coordinates 62 = " 2 Sf + S2 , S1 
S2 = 6 cos 8 we obtain 
I 62 +~ 14 kf + k3 2 6 2 6E = t k2 - 4 k1k3 6 sin 2 
8.20a 
8.20b 
8.20c 
= 6 sin 8 and 
38 8.21 
If 6 is kept at a constant value, the function, 6E, depends 
solely on the sin 38 term. This term gives 6E six stationary points, 
three equivalent minima and three equivalent saddle points. An examin-
ation of Davidson and Borden's 211 first-order wave function shows that 
at 8 = 90° it is f 2 and at 8 = 270° it is f 1. As both points (i.e. 
8 = 90° and 8 = 270°) are stationary points and only one of them can 
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be a minimum, the energy difference between ~ 1 and ~2 should give an 
estimate of the activation energy for the interconversion of equivalent 
minima. It 1s noted that at 8 = 90° and 8 = 270° the displacement is 
pure S1 • This means that the minima and the saddle points have c2v 
symmetry (i.e. the displacement S1 has c2v synunetry). To determine if 
~1 or ~2 is the minimum requires numerical calculations such calcula-
tions are reported in Chapter 9. 
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9.1 INTRODUCTION 
In the previous chapter it was shown that the cyclopropenyl 
radical will distort from D3h synunetry to c2v synunetry. The distortion 
does not have to stop at c2v syrnrnetry since higher-order Jahn-Teller 
effects can distort the radical to still lower synunetry. In order to 
determine the symmetry of the cyclopropenyl radical, and which electronic 
configuration is the minimum on the energy surface (see Chapter 8) and 
which is the transition state, this study was undertaken. Previous 
theoretical calculations 211 ' 213 - 219 have usually assumed c2v synunetry 
or produced conflicting results as to whether or not the cyclopropenyl 
radical has an absolute minimum at a c2v structure. Figure 9.1 shows 
the possible distorted structures. A Huckel molecular orbital study214 
gave stabilization energies for the distorted structures compared with 
the o3h structure, which depended on the parameterization used. 
Shanshal 21 ~, studied the radical with MIND0/1 and MIND0/2. MIND0/1 
predicted a structure resembling 4 to be of lowest energy, while MIND0/2 
predicted 2 to be most stable. An ab initio study by Ha et aZ. 216 con-
cluded that a species like 3 was the lowest energy fonn. INDO calcula-
tions213 have produced a similar conclusion. Baird 217 , using the ST0-3G 
and 4-31G basis sets and Roothaan's open-shell SCF method 198 , found 
that 6 and 7 were very close in energy. Furthermore, he found that 4 
was favoured over 7 by 91 kJ mol- 1 with the ST0-3G basis set, and by 
66 kJ mol- 1 with the 4-31G basis set. C DO calculations 218 predicted 3 as 
a transition state for the interconversion of equivalent forms of 2. 
-
Davidson and Borden 211 only considered distortions to c2v symmetry, 
but indicated lo\er symmetry structures were likely. Bischof 219 , in a 
UHF-MIND0/3 study, produced agreement with Cirelli's 213 interpretation 
of the esr spectrum of the C3H3 radical, namely that 3 was a minimum. 
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Fig . 9.1. Possible stru tures for the cyclopropenyl radical. The 
point group symmetry of th radical is also given, as well 
as the symm try of the electronic state. 
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9.2 METHOD AND RESULTS 
For each electronic configuration ~ 1 and ~2 , the geometry of the 
cyclopropenyl radical was optimized under o3h, c2v' Cs and c2 symmetry 
constraints, by the axial iteration technique, using the RHF open-shell 
SCF procedure 15 . ~ 1 is the single-determinant wave function with the 
2b 1 orbital as the open-shell orbital (see Fig. 8 .1, Chapter 8). 
Similarly, ~2 is the single determinant wave function with the la2 
orbital of Fig . 8.1 occupied. The ST0-3G and 4-31G basis sets were 
used in these optimizations, and a carbon-hydrogen bond length of 1.08 ~ 
was assumed throughout. A similar approach to that outlined above was 
also followed using the UHF 14 procedure with the ST0-3G basis set. 
To overcome some of the basis set limitations and inadequacies 
in single-determinant SCF theory a configuration interaction (CI) 
approach was employed. In this approach the wave function was written 
as a linear combination of doublet states, the doublet states being 
derived from configurations ~ 1 and ~2 plus all single excitations from 
these two, excluding the inner three orbitals. It is noted that the 
" 2b1 orbital of the degenerate pair of E TI -orbitals is bonding for one 
carbon-carbon bond and anti-bonding for the other two while the la2 
" orbital of the E pair of orbitals is anti-bonding for one C-C bond 
and non-bonding for the other two. Structures with one short bond and 
tio long bonds, therefore, will be referred to as ethylenic and 
structures with one long bond and two intermediate bonds will be 
referred to as allylic . Table 9 .1 lists the number of configurations 
used in the CI for the ethylenic and allylic structures. The orbitals 
used for the CI were optimum for the ion C3H3 + . Table 9.2 gives the 
calculated structures and Table 9 . 3 the total energies for the calcula-
tions. 
TABLE 9.1 
THE NUMBER OF CONFIGURATIONS USED IN THE CI EXPANSIO 
Molecular ST0-3G 4-31G 
symmetry Ethylenic Allylic Ethylenic Allylic 
03h 
(a) 75 75 227 226 
C 102 102 321 318 
s 
C2 102 102 319 320 
(a) Before carrying out the CI on the o3h structure, 
the degenerate SCF orbitals were transformed so as 
to have at least c2v symmetry. 
Fig. 9.2. Geometric parameters describing the structure of the 
cyclopropenyl radical. 
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TABLE 9 . 2 
THE CALCULATED STRUCTURES OF THE CYCLOPROPENYL RADICAL 
Struc- State ture 
1 
2 
3 
4 2 ' A 
7 
2 II 
A 
s 
6 
Parameter 
(a) 
r 1=r2 
ST0-3G 
UHF RHF 
1.398 1.397 
1.421 1.395 
1.458 1.455 
1.301 1.302 
148.9 149.0 
1.377 
1.500 
151.1 
1.467 
1.295 
4 7. 4 
0.0 
147.7 
1.390 
1.507 
5.9 
34.1 
147.0 
1.458 
1.301 
0.0 
148.9 
1.392 
1.499 
34.8 
152.5 
1.352 
1.485 
150.7 
1.467 
1.294 
47.7 
0.2 
147.7 
1.351 
1.4~1 
5.7 
29.4 
145.7 
1.455 
1.302 
0.0 
149.0 
1.360 
1.479 
28.7 
151.9 
4-31G 
RHF 
1.398 
1.396 
1.459 
1.306 
148.9 
1.352 
1.500 
151.4 
1.471 
1.299 
44.8 
-0.4 
147.9 
1.357 
1.503 
4.7 
24.8 
147.9 
1.459 
1.306 
0.0 
148.9 
1.357 
1.492 
25.0 
152.2 
CI 
ST0-3G 4-31G(b) 
1.405 
1.405 
1.464 
1.308 
46.4 
0.0 
148.6 
1.360 
1.502 
3.9 
28.0 
147.6 
1.367 
1.492 
27. 6 
152.7 
(1.397) 
(1.397) 
(1.471) 
(1.299) 
(44.8) 
(-0.4) 
(147.9) 
(1. 357) 
(1.503) 
C 4. 7) 
(24.8) 
(147.9) 
(1.357) 
(1.492) 
(25. O) 
(152.2) 
(a) Bond lengths in jngstroms, bond angles 1n degrees. Geometric para-
meters are defined in Fig. 9.2. 
(b) Calculations use the 4-31G structure, except for the D3h structure. 
(c) The corresponding c2v symmetry labels are given so that the two 
deg enerate states may be differentiated. 
L 
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9.3 DISCUSSION 
Both the UHF and RHF SCF methods predict different energies for 
the ~1 and ~2 configurations in the D3h structure but do not agree as 
to which has lowest energy. This prediction, of non-equivalence of 
degenerate states, has been noted before, in single-determinant calcula-
tions on singlet D3h trimethylene
199 and in some studies on carbenes 220 ' 221 . 
A possible reason why the UHF calculations have the ~2 configuration 
below ~1 is that it is due to contamination from the quartet state 
I ... lb 12b 1la2 I (assigning the orbitals their c2v symmetry labels). 
This is borne out by the expectation value of the spin squared operator 
which is 1.12 compared with that for a pure doublet of 0.75, and also 
by the long carbon-carbon bond length (1.421 R). In the Huckel approx-
imation the quartet has zero TI -bond order, leading to long carbon-
carbon bonds, thus when it mixes with the doublet wave function it 
lengthens the C-C bonds. The ethylenic configuration has S2 = 0.76, 
indicating an almost pure doublet state. The RHF SCF results give the 
ethylenic configuration below the allylic one 1n energy. Davidson and 
Borden 211 attributed this to the mixing of the b 1 orbital (C 2v class-
" " ification) of the E representation with the a 2 orbital which is allowed 
under the effective c2v symmetry of the SCF. The a2 orbital (C 2v 
II 
classification) of the E representation cannot mix with any other 
orbital, being the first of its kind under c2v classification. 
The quartet contamination of the UHF allylic wave functions 
occurs in the c2v, c2 and Cs structures also. Therefore, direct com-
parisons of the energies of the UHF ethylenic \ave functions with the 
UHF allylic wave functions is not possible .. n indirect method of 
comparison would be to calculate the energy difference between a D3h 
structure and the corresponding lower symmetry structure, and compare 
-14 8 
this energy difference with a similarly calculated energy difference 
for the other electronic state. In this way the effect of quart et 
contamination is reduced. A comparison of the energy differences (6E) 
in Table 9.3 for the ST0-3G UHF and RHF calculations confirms that this 
is a reasonable approach and shows that the ethylenic structure is the 
minimum on the energy surface. 
TABLE 9.3 
CALCULATED TOTAL ENERGIES (E, HARTREES) AND RELATIVE ENERGIES 
(6E, kJ mol- 1)(a) FOR THE CYCLOPROPENYL RADICAL 
Struc- State Para- ST0-3G 4-31G CI ture meter UHF RHF RHF ST0-3G 
2E " 1 E -113.71431 -113.71091 -114.97358 -113.75195 
"' ( 2 B 1) 6E 0 0 0 0 
2 2 B1 E -113.73601 -113.73170 -114.98871 
6E - 56.9 - 54.6 - 39.7 
2A ' 4 E -113.75957 -113.75827 -115.00646 -113.78517 
6E -118.8 -124.3 - 86.3 - 87.2 
5 2 B1 E -113.73601 -113.73170 -114.98871 
6E - 56.9 - 54.6 - 39.7 
2E II 1 E -113.73783 -113.70327 -114.96842 -113.75195 
(2 A2) 6E 0 0 0 0 
3 2A2 E -113.74853 -113.71680 -114.97963 
6E - 28.1 - 35.5 - 29.4 
6 2A E -113.76030 -113.72352 -114.98319 -113.77071 
6E - 59.0 - 53.2 - 38.8 - 49.3 
7 2 II A E -113.76066 -113.72562 -114.98289 -113.77213 
6E - 59.9 - 58. 7 - 38.0 - 53.0 
(a) Energies relative to the corresponding component of 1 . 
-
It appears that the UIIF procedure overestimates the stability of 7 
relative to 4 by possibly as much as 89 kJ mol- 1 • 
4-31G 
-115.00448 
0 
-115.02 959 
- 65.9 
-115.0 0448 
0 
-115.0 2025 
- 41.4 
-115. 02039 
- 41. 8 
.. 
I, 
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The RHF calculations show, at both the ST0-3G and 4-31G levels, 
that the ethylenic structure 4 is the most stable. An attempt to 
optimize S resulted in structure 2. Presumably the distortion of 2 
would destroy the TI-bond too much and hence is energetically unfavour-
able. Structures 6 and 7 are very close in energy as noted by Baird 217 • 
It is not clear, even at the CI level, which is the preferred geometry. 
The RHF calculations, with the ST0-3G basis set, give the energy 
difference between the ethylenic and allylic forms of the radical as 
85.7 kJ mol- 1 and with the 4-31G basis set as 61.1 kJ mol- 1 • The diff-
erence between these numbers would, perhaps, indicate that calculations 
with polarization functions would be useful. 
The CI calculations yield similar structures to the RHF open-
shell SCF results, the slightly longer C-C bonds in some cases not being 
unexpected as CI does generally tend to lengthen bonds. As the orbitals 
used for the configuration interaction are optimum for C3H3+ and not 
for the radical, it is hard to judge the exact significance of the 
calculated energy differences. For the allylic structures the relative 
energies, determined by CI and given in Table 9.3, are close to those 
determined by single-configuration calculations. However, the CI 
relative energies of the ethylenic structures differ considerably from 
those of the single-configuration calculations. It appears that this 
may be partly due to a basis set effect, i.e. the RHF ST0-3G energy 
difference and the ST0-3G CI energy difference differ by nearly twice 
as much as the corresponding 4-31G values (Table 9.3). However, there 
appears to be a CI effect as well, which brings the ethylenic and allylic 
structures closer in energy, 24.2 kJ mol- 1 being the energy difference 
with the 4-31G basis set. This is an estimate of the activation energy 
required to interconvert two equivalent ethylenic structures on the 
/ 
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Jahn-Tell er surface. Cirelli et al. 213 interpreted their experimental 
results for the esr spectrum of the C3ll 3 radical in terms of structure 
3 being a minimum and interconverting via structure 2. Borden, however, 
has questioned this interpretation 222 . 
9.4 CONCLUSIONS 
The cyclopropenyl radical has the ethylenic structure (4) as the 
lowest energy structure. Interconversion of equivalent ethylenic 
structures may proceed via an allylic-type transition state with c5 (~) 
or C2CZ) symmetry. Use of the UHF method to study the relative energies 
of different electronic states of a molecule can give misleading 
results. 
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