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Abstract 
As part of the natural evolution and continued optimisation of their designs, current and 
future magnetic recording heads, used and proposed in technologies such as perpendicular 
recording, shingled magnetic recording and two-dimensional magnetic recording, often 
exhibit asymmetry in their structure. They consist of two semi-infinite poles separated by 
a gap (where the recording field is produced), with an inner gap faces inclined at an angle.  
Modelling of the fields from asymmetrical structures is complex, and no explicit solutions 
are currently available (only implicit conformal mapping solutions are available for 
rational inclination angles).  Moreover, there is limited understanding on the correlation 
between the gap corner angle and the magnitude, distribution and wavelength response 
of these head structures.  This research was therefore set out to investigate approximate 
analytical and semi-analytical methods for modelling the magnetic potentials and fields 
of two-dimensional symmetrical and asymmetrical magnetic recording heads, and deliver 
a quantitative understanding of the behaviour of the potentials and fields as functions of 
gap corner angles.  The accuracy of the derived expressions (written in terms of the 
normalised root-mean-square deviation) was assessed by comparison to exact available 
solutions for limited cases, and to finite-element calculations on Comsol Multiphysics.    
Two analytical methods were derived to approximately model the fields from two-
dimensional heads with tilted gap corners in the presence and absence of a soft magnetic 
underlayer (SUL): in the first method, the potential near a single, two-dimensional corner 
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held at a constant potential is derived exactly through solution of Laplace's equation for 
the scalar potential in polar coordinates.  Then through appropriate choice of enclosing 
boundary conditions, the potentials and fields of two corners at equal and opposite 
potentials and displaced from each other by a distance equal to the gap length were 
superposed to map the potential and field for asymmetrical and symmetrical heads.  For 
asymmetrical heads, the superposition approximation provided good agreement to finite-
element calculations for the limited range of exterior corner angles 0 from 0 (right-
angled corner) to 45, due to the mismatch of surface charge densities on both poles for 
this geometry.  For symmetrical head structures, the superposition approximation was 
found to yield remarkable agreement to exact solutions for all gap corner orientations 
from 0 (right-angled head) to 90 ("thin" gap head). 
In the second method derived in this research for modelling asymmetrical heads involved 
using a rational function approximation with free parameters to model the surface 
potential of asymmetrical heads.  The free parameters and their functional dependence on 
corner angle were determined through fitting to finite-element calculations, enabling the 
derivation of analytical expressions for the magnetic fields that are in good agreement 
with exact solutions for all corner angels (0 to 90). 
To complement the two approximate methods for modelling the fields from asymmetrical 
and symmetrical heads, a new general approach based on the sine integral transform was 
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derived to model the reaction of soft underlayers on the surface potential or field of any 
two-dimensional head structure, for sufficiently close head-to-underlayer separations.  
This method produces an infinite series of correction terms whose coefficients are 
functions of the head-to-underlayer separation and gap corner angle, that are added to the 
surface potential or field in the absence of an underlayer.  This new approach 
demonstrated good agreement with finite-element calculations for sufficiently close head-
to-underlayer separations, and with the classical Green's functions solutions for 
increasing separations.       
Using the derived analytical method and explicit expressions in this work, an 
understanding of the nature of the magnetic fields and their spectra as functions of the 
gap corner angles is gained.  This understanding and analytical theory will benefit the 
modelling, design and optimisation of high performance magnetic recording heads.  
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Chapter 1: Introduction to Magnetic Recording 
 
1.1 Magnetic Recording 
The hard disk drive (HDD) can be also called rigid disk files or direct access storage 
devices (DASD). HDD industry is slightly more than half a century old, the six decades 
of this industry have experienced many excellent and triumphant technological 
innovations. It took creativity and hard work of many scientists and engineers to transfer 
from the earliest HDD of 1956 to the current status. Therefore, a historical development 
of the HDD introduced for comparison to the disk drives we see these days. The 
introduction of recording densities on rigid disk media at these levels has of course, meant 
a dramatic reduction in the size of an actual bit and a dramatic increase in the track density 
on the surface of the disk, these changes are shown in Figure 1.1 where bit sizes extending 
out to 100 Gbits/in2 are represented.  
 
 
Figure 1.1 Time line, magnetic disk-drive projects at IBM San Jose in the 1950s [1]. 
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The twenty first century is considered as the generation of HDD developments and aims 
to raise both linear density and track density to achieve the lowest cost per megabyte and 
faster access time.  
The last four decades is considered as a revelation of the phenomenal increase in the 
storage capacity of HDDs [2]. All HDDs store the data as tiny areas of either positive or 
negative magnetisations in the magnetic storage disks to represent “bits” of information.  
The bits are written closely-spaced to form circular “tracks” on the rotating disk. Many 
such concentric tracks cover the surfaces of the disks. There are millions of bits on each 
track and many tens of thousands of tracks on each disk surface. The total storage capacity 
of a HDD depends directly on how small the recorded area can made, and the smaller the 
bits-the greater the storage capacity [3].  
The term ‘Areal Density’ refers to the amount of data that can be stored on one-inch 
square of the magnetic storage material. It’s usually represented in billions of bits per 
square inch on a hard drive platter. Areal density growth-rate is a frequently quoted 
measure of the rate of advance of the technology. In recent years the growth-rate has 
slowed down (see Figure 1.2) because of fundamental limits in magnetic recording [4] 
which will be reviewed later in this chapter.  
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Figure 1.2 Bit areal density progress in magnetic hard disk drive [5]. 
 
The 1990s can be considered as the fastest period in bit areal density progress, mainly 
due to the introduction of thin-film head technology and magnetoresistive sensors for 
readouts. As indicated in Figure 1.2, the first hard disk drive (RAMAC) supported an 
areal density of 2000 bits/in2 only. HDD areal densities are projected to climb to a 
maximum 1.8 T bit/in2 platter by 2016, from 744 GB/in2 in 2011 [6]. The current products 
of HDD reached more than 1Tb/in2 areal densities, and likely to increase into 2Tb/in2 
within the next 3 years [6, 7]. This 60-100% growth rate in storage capacity was supported 
by development of thin-film high energy media and advancements in digital recording 
channels [9]. In order to support the increased demands in storage capacities, the current 
development of hard-disk drive technologies has been continuing to push the areal density 
by at least 30 - 40% annually, moreover, the transition to perpendicular magnetic 
recording (PMR) from longitudinal magnetic recording (LMR) made a significant 
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contribution to the hard-disk technology and continued increases in their storage capacity 
[10]. Nevertheless, there is a fundamental limit on the current technology such as thermal 
stability [11], which will be outlined later in this chapter. 
 
1.2 LMR and PMR 
Longitudinal magnetic recording used to be the main recording method in HDDs for over 
50 years since the first released HDD by IBM [2]. The storage capacity of the first HDD 
was 5MB at a recording density of 2kBits/in2 [12]. In longitudinal recording, the 
magnetisation is in the plane of the disk medium and lying parallel and anti-parallel to 
the direction of the moving disk (see Figure 1.3). The inductive write element records 
data in horizontal magnetisation patterns. The magnetoresistive (MR) readout element is 
used to sense the stray magnetic fields from the transition between regions of opposite 
magnetisation to produce the readout voltage [13]. 
 
Figure 1.3 Schematic drawing of a longitudinal recording system. B is the bit length, W 
is the track width and t is the medium thickness. d is the flying height of the head above 
the medium [14]. 
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Traditionally, the areal density can be increased by simply reducing the size of the data 
bit on the medium and scale down the recording heads. However, there are limits on how 
small the bit length can be made due to the thermal stabilities as will be discussed later. 
Thus, an improved medium with high coercivity is required. However, there is the 
problem of writing on such media with ring-type heads due to the fact that the maximum 
write field for longitudinal recording heads is limited to around 2πMs Gauss (SI units), 
where Ms is the saturation magnetisation of the heads material. Hence, longitudinal 
recording recorded an approximately 100Gb/in2 as the highest areal density achievable 
[15]. To overcome these problems, perpendicular magnetic recording has been introduced 
and implemented in HDDs.  
 
 
Figure 1.4 Perpendicular magnetic recording system with a SUL and single-pole head [16]. 
 
Perpendicular magnetic recording was proposed for the first time about three decades ago 
by Professor Shun-ichi Iwasaki [13]. However, another separate research effort on 
perpendicular recording development started much earlier by Rey Johnson in 1952 [1]. 
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As illustrated in Figure 1.4, in perpendicular recording the easy axis of the recording 
medium is perpendicular to the disk surface; hence, the orientation of the magnetisation 
is pointing either “up” or “down” [17]. In the perpendicular recording mode, a single pole 
head (SPH) is used for writing along with a double-layer recording medium consisting of 
a “hard” perpendicular magnetic layer and a “soft” magnetic underlayer (SUL). The 
purpose of the soft underlayer is to “close” the path for the magnetic flux generated in the 
coil of the recording head and to increase the perpendicular magnetic recording field by 
approximately a factor of two i.e. to almost 4πMs [13]. 
 
PMR offers the following advantages compared to LMR: 
 The single-pole type write head is used in PMR which doubles the field produced 
by a ring-type head [14, 15], where a higher write field would increase the write 
efficiency [20] and increases the storage density. 
 The thermal stability of the magnetised regions or bits in PMR is more than in 
LMR [21].  
 The adjacent bits are placed side by side rather than end-to-end and therefore there 
is reduction in medium demagnetising fields and increase in linear density [22]. 
 The added Soft magnetic Underlayer (SUL) offers a larger effective write field 
and field gradient which can increase the data storage significantly [11, 18, 19]. 
 
1.3 Fundamental limits of magnetic recording 
Data on a magnetic recording medium are stored as spatial variations of the magnetisation 
[16]. To achieve the highest areal densities, it is necessary to use a magnetic recording 
configuration capable of writing over a small number of grains and a signal processing 
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system capable of recovering the data reliably from each bit that is recorded on these 
small grains. Simple scaling argument shows that thermal stability of the medium will 
become the primary physical concern at very high areal densities. Thermal stability 
indicates the lower limit of the grain size in the recording system. Grains’ sizes smaller 
than this limit are unstable and likely to switch the magnetisation within a shorter time 
than the desired time-scale for data storage [13]. 
 
 
Figure 1.5 The concept of superparamagnetic limit due to random magnetic field fluctuation [25]. 
  
The concept of this superparamagnetic behaviour, as illustrated above in Figure 1.5 has 
been explained by Nѐel, in 1949 [26]. The stable magnetisation direction of a uniaxial 
grain can be switched to other with the assistance of thermal energy to surmount an energy 
barrier Eb. The energy barrier is dependent on the quantity KUV  for a single grain, where 
KU is represented the magnetic anisotropy energy per unit volume and V is the grain 
volume [10, 23]. According to statistical physics, even for a relatively large value of KU 
(compared to the characteristic thermal energy density) because of the thermal 
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fluctuations there is a finite probability for the grain to reverse its magnetic moment, as 
given by the following expression [24]: 
 
 ݂±= ଴݂݁ݔ݌(− ܧ௕ ±ܭ஻ܶ ) 
 (1.1) 
 
where f0 is a characteristic frequency in the range from 109 to 1012 Hz, KB is Boltzmann’s 
constant, T is the temperature, Eb=KuV is the energy barrier between the two energy states 
and the subscripts “+” and “-” represents the magnetisation directions. For a medium to 
be thermally stable the ratio of KuV/KBT should be substantially greater than 40, [24] i.e.: 
 
 ܭ௎ܸܭ஻ܶ ≫ 40 
 (1.2) 
 
This defines the minimum grain volume required to produce a stable bit:  
 
 ܸ ≫ 40ܭ஻ܶܭ௎  
 
(1.3) 
 
Thus when using small grains to achieve higher areal densities, the anisotropy energy 
density Ku should be increased in order to sustain thermal stability. However, the write 
head needs to be able to write onto the high anisotropy medium. Therefore, perpendicular 
recording is perfectly suited for writing on such high anisotropy media due to the strong 
write fields that can be generated (up to 4ߨMs) by the single-pole/soft underlayer 
arrangement. The use of higher anisotropy materials allows higher areal densities without 
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compromising thermal stability of the recording data [24], however at the expense of 
writability using existing recording head materials.  
 
1.4 Current efforts to overcome the fundamental limits of magnetic 
recording 
To overcome the thermal stability and writability challenges, a number of alternative 
storage techniques were investigated by researchers. Among key alternative technologies 
to conventional perpendicular magnetic recording are: 
 
1.4.1 Heat-Assisted Magnetic Recording (HAMR) 
This approach utilised laser annealing to reduce the magnetic anisotropy of the recording 
medium. Thus, the switching field, which is the value of the field required to switch the 
magnetic state of the medium, is significantly reduced and the write head field becomes 
sufficient to reverse the magnetisation as shown in Figure 1.6. After heating, the medium 
is quickly cooled back to ambient temperature to complete the write process [20, 21, 22]. 
 
 
Figure 1.6 Heat-Assisted Magnetic Recording [23]. 
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1.4.2 Bit Patterned Media (BPM) 
This involves patterning the magnetic recording medium into islands of nanometer sized 
in order to store one bit of information for each island (See Figure 1.7) [30].  Due to shape 
anisotropy or interlayer exchange coupling, the thermal stability for individual island is 
reserved and reformed to close patterned which is achieve higher areal densities.  
 
 
Figure 1.7 Patterned Media Magnetic Recording [12]. 
 
 
1.4.3 Microwave Assisted Magnetic Recording (MAMR) 
Another possible technique is used fields significantly below the media coercivity during 
writing process to achieve a higher areal densities [31]. This is known as “microwave 
assisted magnetic recording” where the information can be recorded with a write field that 
normally would be too small to cause the reversal as illustrated in Figure 1.8. 
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Figure 1.8 Schamatic of Microwave Assisted Magnetic Recording (MAMR) [32]. 
 
These alternative techniques require fundamental changes in the recording head and 
storage media configurations and are currently under intense investigation.   
 
1.4.4 Shingled Magnetic Recording (SMR) 
SMR is considered as a powerful technology that augments conventional magnetic 
recording by writing overlapping tracks without separating guard bands, just like 
shingling bricks on a house roof as illustrated in Figure 1.9.  Placing tracks closer together 
increases the track density and therefore in general the areal density [33].  This approach 
is based on existing conventional recording technology, however changes to the write 
heads (tilted, corner heads with appropriate shielding [34] and [35] and coding schemes 
are needed to increase the field gradients and reduce corner fringing fields to write 
narrower tracks with less cross-track interference. Moreover, writing and erasure of 
individual tracks is no longer possible and block write/erase is instead used following the 
approach used in solid-state drives.    
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Figure 1.9 Shingled Magnetic Recording-Writing Process [36]. 
 
1.4.5 Two Dimensional Magnetic Recording (TDMR)  
This approach has recently been proposed as promising technique for ultra-high densities 
towards 10 Tbits/in2 [37]. The ultimate goal of TDMR is to record one bit of information 
per grain of a continuous recording medium and combines two important techniques: 
Shingled Magnetic Recording (SMR) and 2-D readback and signal-processing as shown 
in Figure 1.10 [23].  However, TDMR was predicted to yield recording densities of 10 
Tb/in2, a limit that can be reached provided that the writing and read-back processes have 
a high resolution and low noise [12].  TDMR uses conventional media to extend recording 
densities and thus avoids the challenges associated with Bit Patterned Media (BPM), or 
Heat/Microwave Assisted Magnetic Recording [30]. 
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Figure 1.10 Schematic shows TDMR combining shingled write recording (SWR) and 2-D 
readback and signal-processing [23]. 
 
The ability to write or address individual grains or a small volume in the recording 
medium requires new recording head designs. Corner-type recording heads have been 
suggested for shingled and two-dimensional magnetic recording [31, 32, 33]. The design 
of the apex of these heads and associated shielding can be exploited to produce focused 
fields and high field gradients over small volumes of the recording medium to achieve 
higher areal densities.  
 
1.5 Magnetic Recording Heads  
The previous overview of magnetic recording technology makes clear the fundamental 
role of the recording head in defining the shape and extent of the recorded magnetic 'bits' 
in the storage medium, and therefore the attainable areal storage density in bits per square 
metre.  There is a wide variety of magnetic recording head geometries, with specific 
configurations optimised for particular recording modes (for example with the use of 
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shields).  Nevertheless all of these configurations are derived from three main geometries 
based on the magnetic fringing fields they produce, which include the ring head, single-
pole head and finite-pole thin-film head [40]. It is vital to understand and analyse the 
effects of the head shape on the generated recording field distributions in order to study 
the performance of any combination of head and medium in magnetic recording. Thus, in 
order to gain a fundamental understanding of digital magnetic recording heads, a brief 
description for the common magnetic recording heads will be presented next. 
 
1.5.1 The Ring head (RH) 
The conventional longitudinal recording head is the ring head which consists of two 
relatively long poles of opposite polarity separated by a narrow gap of length g, where 
the fringing recording fields are produced. The magnitudes and distributions of the 
magnetic fields are functions of the gap length and separation from the head surface.  The 
ring head is mainly used for longitudinal recording, and the magnetic transitions in the 
medium are normally written near the trailing edge (relative to the movement direction 
of the head/medium) of the gap corner where the field gradients are near their maximum.  
This head may also be used for PMR combined with a single layered media due to its 
easy implementation.  However, this type of head has lower vertical head field strength 
and gradient at compared to the single pole type (SPT) head [41]. Numerous 
investigations for an improvement in perpendicular magnetic recording by using a ring-
type head, Iwasaki, and Ouchi’s  study which is used CO double layer media to obtain 
higher recording resolution along with a very thin semi-hard back layer with high 
saturation moment. This study demonstrates a  dramatic increase of reproducing output 
over a wide density region, while the recording sensitivity was also improved [42]. Wilton 
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derived an accurate Fourier coefficients, this mathematical study demonstrated the effect 
of the presence an underlayer on the magnetic field [43], Figure 1.11 illustrate the ring 
head geometries with underlayer.  
 
Figure 1.11 Perpendicular recording head geometries, the ring head with underlayer [43]. 
 
1.5.2 Single pole head (SPH) 
In a conventional LMR head, the magnetic field is generated from a thin non-magnetic 
gap in the ring head, and it has a higher longitudinal component than a perpendicular 
component. In PMR, the medium has magnetisation oriented in the up-down direction. 
To achieve efficient writing, a PMR head needs to generate fields having the 
perpendicular component higher than the longitudinal component, which is normally 
achieved through the inclusion of a high permeability, soft magnetic underlayer (SUL) 
located beneath the recording medium and at a distance t from the head (See Figure 1.12).  
This SUL then forms part of the 'magnetic circuit' of the SPH and provides a normal (to 
the medium surface) flux path and therefore higher perpendicular fields and field 
t 
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gradients in the PMR mode [44, 24]. The magnetic field strength and distribution in a 
single pole head (SPH) depend on at least two geometric factors: pole width 2L and the 
distance between pole head and underlayer t, due to the presence of a highly permeable 
underlayer [45].  A number of designs have been proposed to improve the performance 
of single pole heads, through using shield which include monopole type [46], trailing 
shielded type [12, 41] , and wraparound type heads [48] (See Figure 1.13).  
 
 
Figure 1.12 SPH system, with a semi-infinite pole of width 2L and at potential U0 lies a distance t 
from an infinite plane at zero potential [49]. 
 
 
Figure 1.13 Single pole writing head type: (a) monopole structure, (b) trailing shield structure, and 
(c) wraparound structure [46].  
t 
37 
 
1.5.3 Thin-film head (TFH) 
Recording head manufacturers adopted the thin-film techniques used in the 
semiconductor and electronics industry due to its excellent control over critical head 
dimensions to produce magnetic heads with finer dimensions and realise higher storage 
capacities. Thin-film heads are normally characterised by finite pole and gap lengths; 
Figure 1.14 illustrates the general structure of a non-symmetrical thin-film head, where g 
is represents the gap length, and, L head length, L1 = 2P1 + g and L2 = 2P2 + g where P1 
and P2 are the lengths of the left-hand and right-hand poles respectively. Thin-film heads 
commonly fabricated using SENDUST (AlFeSi) and Permalloy. The SENDUST offers a 
mechanical hardness, so that it’s used as pole tips, while the Permalloy used due to their 
low coercivity and high permeability. All current (mechanical) hard disk drives employ 
thin-film heads. 
 
 
Figure 1.14 Schematic of Thin-film head (TFH), with gap length g, ±U are the potential, and P1 and 
P2 are the lengths of the left-hand and right-hand poles respectively [50]. 
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1.6 Project aim and objectives 
With the continued demand for increases in the storage capacity of hard disk drives and 
the research and development of the emerging new routes for overcoming the 
fundamental limitations of conventional magnetic recording (in heads and media), 
necessitated changes in the geometry of magnetic recordings from the right-angled 
structures (including shielded structures) shown in the previous section to tapered and 
inclined or 'tilted' symmetrical and asymmetrical structures. For example, asymmetric 
heads as illustrated in Figure 1.15 were proposed as means of increasing the recording 
resolution for the longitudinal and perpendicular recording modes due to the increased 
field gradients near the acute pole corner in the gap region of this geometry [39].  
 
 
Figure 1.15 Two-dimensional geometry of the asymmetrical head, with gap length g and exterior 
corner inclination angle .  The poles are assumed to have infinite permeability with potentials U0, 
at a distance d from a soft magnetic underlayer (SUL) held at zero potential.  To model two-
dimensional heads without an underlayer, the SUL is removed with d  . 
x
y

2
g 2g
U0 U0
0
u = 0
d
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Primarily as the asymmetry changes the pole corner charge redistributes towards one 
corner thus reducing the ‘effective’ gap length, g, of the head to resolve shorter recorded 
magnetic patterns on the recording medium.  More recently, asymmetric ring-type head 
structures are emerging as part of corner-type head designs for shingled and two-
dimensional magnetic recording [34] which is suggested the head design for shingled 
magnetic recording to reach the predicted areal density 2-3 Tbit/in2. An investigation of 
asymmetric head design and corner shield design has been published which aims to obtain 
larger recording fields and higher field gradients using the FEM as shown in Figure 1.16 
[38]. Victora et. al, concluded that using asymmetrical heads increases the potential to 
advance magnetic recording into the multiple Tbits/in2 regime [37].  
 
Figure 1.16 The main pole tip, trailing and side shields. Field data were taken along the track 
center, adjacent track center and cross track lines [34]. 
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The previous studies on asymmetrical heads are numeric, except the conformal mapping 
studies which is provide an explicit solution for the fields of an infinitely permeable 
asymmetrical finite-pole-tip ring head geometry as illustrated in Figure 1.17 [51]. 
 
Figure 1.17 An infinitely permeable asymmetrical finite-pole-tip ring head geometry [51]. 
 
Another study discussed the effect of the saturation on head field distribution, writability 
and reading efficiency for large inclination angles of asymmetrical ring head geometry as 
shown in Figure 1.18 [52]. 
 
Figure 1.18 Two Dimensional model of an asymmetric ring head [52]. 
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A third research is demonstrated that using asymmetric heads without an underlayer with 
large inclination (See Figure 1.19) which has a good effect which led to increase bit 
density recording [39]. 
 
Figure 1.19 Asymmetric ring head without an underlayer [39]. 
 
However, the conventional ring head (symmetric) with a soft underlayer is efficient for 
perpendicular recording [42, 43], an inclined corner ring head with an underlayer is highly 
suitable candidate for extending density perpendicular recording head as presented 
previously in Figure 1.15 [55].  
 
Mapping of the magnetic fields of conventional magnetic recording heads such as the ring 
head and single pole head, with right-angled corners, received considerable attention 
throughout the history of magnetic recording starting from the 1950s with the works of 
Westmijze [56] and Karlqvist [57] on the solution of Laplace's equation in two-
dimensions for the ring head. This was followed by extensive theoretical developments 
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to model the fields from such head structures analytically with more accuracy that were 
instrumental to explicitly understand the dependence of the field magnitudes and 
distributions on the critical dimensions of the heads, and to enable the optimisation of 
head designs for high capacity and high data rate magnetic data storage.  The newer 
recording head structures and those proposed for future recoding concepts such as corner-
type heads, involve tapering of the poles and symmetrical and asymmetrical tilted gap 
corners.  The magnetic fields from these structures were mainly modelled numerically or 
through conformal mapping which requires numerical inversion. There are currently 
neither explicit nor approximate expressions for the potential and fields for asymmetrical 
magnetic recording heads. Therefore the explicit functional dependence of the 
corresponding magnetic fields’ magnitude, gradient, and wavelength response on the 
head parameters (such as , g and d) is not well understood.  The difficulty in deriving 
explicit solutions for the potentials and fields of asymmetrical heads arises from the fact 
that this geometry does not conform to conventional coordinate systems, for which formal 
methods of solution can be applied. It is therefore the aim of this thesis to map the 
magnetic fields of two-dimensional symmetrical and asymmetrical magnetic heads with 
tilted corner angles analytically.   
 
This project’s objectives hence include: 
 Carry out extensive literature search and review of analytical methods of field 
mapping of two-dimensional magnetic recording heads.  
 Develop new theoretical approaches based on the above research to model the 
magnetic fields from two-dimensional heads with tilted gap corners. 
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 Evaluate the accuracy of these new theoretical approaches by comparison to exact 
analytical solutions for certain limits, and to finite-element simulations. 
 Study the limitations of the newly developed models and their applicability. 
Significant portions of this project were dedicated to producing mathematical models of 
corner-type heads, and deriving approximate analytical solutions for the fields from 
symmetrical and asymmetrical heads without a soft magnetic underlayer once, and when 
the underlayer is presents.  
 
1.7 Outline of the thesis 
In this thesis, chapter 2 will review the mathematical methods employed for mapping the 
potentials and fields of static, two-dimensional magnetic recording heads. The focus in 
this chapter is on the approaches that yield exact solutions for the potential and fields for 
two dimensional magnetic recording heads, where the thickness or depth of the head is 
assumed much larger than the other dimensions in the head.  The finite-element method 
is also briefly described as an important numerical tool for assessing the accuracy of the 
derived expressions. 
In chapter 3, the magnetic potential near a two-dimensional corner is derived exactly.  
The method of superposition of two corner potentials is then employed, as the first novel 
theoretical modelling approach, to derive approximate expressions for the magnetic 
potential and fields of asymmetrical heads in the absence of a soft magnetic underlayer 
(SUL). The approximate expressions for the fields are compared to finite-element 
calculations to assess the validity of the derived analytical expression and estimate their 
error.  
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The superposition-based theoretical approach for asymmetrical heads derived in chapter 
3 is extended in chapter 4 to include the presence of a SUL. This is achieved through the 
use of the appropriate Green's function with the derived surface potential/field, the 
outcomes for modelling the inclusion of a SUL in the magnetic circuit are compared with 
finite-element calculations and the error is estimated.   
The second developed theoretical approach for modelling asymmetrical magnetic heads 
is detailed in Chapter 5, and is based on fitting to numerical finite-element calculations. 
This chapter also details a generalised theoretical treatment for the reaction of the 
underlayer on the surface potential for any two-dimensional head structure using a 
translated Fourier series.  The calculated potentials and fields are also compared to 
available exact solutions for limiting case and to finite-element simulations to estimate 
the accuracy of these developed theoretical approaches.  
 
The superposition-based theoretical approach for asymmetrical heads derived in chapter 
3 and 4 is extended to calculate the potential/fields for symmetrical head geometry in the 
case of the absence and presence of a SUL. Conclusions and the future works will be 
drawn in Chapter 7. 
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Chapter 2: Mathematical Methods and Review of Analytical 
Solutions of Magnetic Potentials and Fields from Magnetic 
Recording Heads 
 
2.1 Introduction 
This chapter will review the mathematical methods employed for mapping the potentials 
and fields of magnetic recording heads. The focus is on the approaches that yield exact 
solutions for the potentials and fields of two-dimensional magnetic recording heads, 
where the thickness or depth is assumed much larger than the other dimensions in the 
head (such as the gap length and head-to-underlayer separation).  These methods will 
form the basis for the approaches adopted in this work to arrive at analytical expressions 
for the field and potentials from asymmetrical and symmetrical heads later in chapters 3, 
4, 5, and 6. The Finite-element method will be utilised as a benchmark to validate the 
derived analytical expressions for the potentials and fields later in the thesis. 
 
This chapter will start by describing the fundamental partial differential equations for 
modelling the static magnetic potentials and fields of magnetic heads. The mathematical 
methods which were used extensively for modelling the potentials and fields of magnetic 
recording heads are then described, including the Fourier transform, the Fourier series 
and method of superposition. Semi-analytical and numerical techniques were also used 
for modelling complex head structures, and these include conformal mapping and the 
finite-element method. These methods are reviewed and discussed with emphasis on the 
ring-type head for illustration and due to its relevance to the asymmetrical head (or 
generalised symmetrical head with tilted corner angles), which is the focus of this thesis.  
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2.2 Physical and mathematical background 
The magnetic fields are generated by the movement of the charge either as an electric 
current flowing through a circuit or within the atoms of magnetic materials due to an 
unbalance in the spins of the electrons.  Starting with Maxwell’s equations, the static or 
magnetostatic field can be described by [58] :  
 
 ∇ × ܪഥ = ܬ ̅ (2.1) 
 
 ∇ × ܤത = 0 (2.2) 
 
where ܪഥ is the magnetic field, ܬ ̅is the current density and ܤത  is magnetic flux density. In 
the absence of current sources, (2.1) becomes ∇ × ܪഥ = 0 which allows the introduction 
of the scalar magnetic potential φ  
 
 ܪഥ = −∇φ (2.3) 
 
Since ܤത = μܪഥ where µ is permeability then (2.2) may be written as:  
 
 ∇ ∙ μܪഥ =  ∇ ∙ (−μ∇φ) = 0 (2.4) 
 
Assuming a linear magnetic medium (which is applicable to non-saturated magnetic 
heads) where µ is constant, then (2.4) reproduces Laplace’s equation for the scalar 
magnetic potential:  
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 ∇ଶφ = 0 (2.5) 
 
Solution of Laplace’s equation subject to the appropriate boundary conditions enable the 
determination of the magnetic fields from (2.3).  
Magnetic recording head material normally exhibits very high permeability, thus 
producing equipotentials inside the head core, allowing the boundaries to be described 
using constant (surface) potentials. Deviation from this behaviour occurs when the 
permeability changes value inside the core, due to head saturation for example. In this 
case the vector magnetic potential approach must be utilised for modelling the potentials 
and fields of magnetic heads [59]. Nevertheless, when the permeability becomes constant, 
the vector potential formulation reduces to a Laplace’s equation for the normal vector 
potential in two-dimensions. In this case, the magnetic fields are derived from the curl of 
the potential with the field source defined as a surface current density [54]. The fields 
derived in this manner are identical to those derived using the scalar potential, but are 
only convenient to use when a surface field distribution is known.  
In this thesis, the focus is on the solution of Laplace’s equation for the scalar magnetic 
potential where it is assumed that the head cores have infinite permeability with constant 
pole potentials. Laplace’s equation in two-dimensions for the Cartesian, and Polar 
coordinate systems are given by:  
 
 ∇ଶݑ ≡ ߲ଶݑ߲ݔଶ + 
߲ଶݑ
߲ݕଶ = 0 
 
(2.6) 
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 ∇ଶݑ ≡
1
ߩ
߲
߲ߩ ൬ߩ
߲ݑ
߲ߩ൰ +
1
ߩଶ
߲ଶݑ
߲∅ଶ = 0 
 
(2.7) 
Equation (2.6) is used for modelling the fields from magnetic head structures with 
surfaces to conform to the Cartesian coordinate system, while (2.7) is used to model the 
potential of tilted head configurations. 
 
2.3 Methods of solution of 2D Laplace’s equation 
As indicated in chapter 1, evaluating the performance of any magnetic recording head 
geometry requires knowledge of the field magnitudes and distributions. There are two 
main approaches for field mapping based on the methods of solution of the relevant partial 
differential equations: an analytical approach, and the semi-analytical and/or numerical 
approach.  The analytical methods include the use of the Fourier series and Fourier 
integral/transform to arrive at exact and explicit solutions where possible [4, 5, 6]. The 
other semi-analytical and numerical approaches involve the use of Conformal mapping 
[7, 8, 9, 10], which yields implicit solutions and require numerical inversion, and the use 
of finite-elements.  These methods will be reviewed in this chapter with focus on the two-
dimensional ring head as an example and since exact solutions are possible for this 
geometry.  Nevertheless, these methods are general and will be adapted in subsequent 
chapters of this thesis to model symmetrical and asymmetrical head structures. 
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2.3.1 The Fourier Transform Method 
The Fourier transform is one of fundamental importance in a broad range of applications, 
including solution of the ordinary and partial differential equations, quantum mechanics, 
signal and image processing, control theory, and probability, to name but a few [64]. In 
modelling the potential and fields of semi-infinite magnetic recording heads, the Fourier 
transform is extensively used to reduce Laplace’s equation in two-dimensions to a more 
manageable ordinary differential equation describing the variation of potential or field 
above the head surface [3].  
The Fourier transform has different definitions, the most often used expression in field 
mapping is the spatial Fourier transform, which for the spatial function ݃(ݔ) is defined 
as: 
 
 ܩ(݇) = න ݃(ݔ)݁ି௜௞௫݀ݔ
ஶ
ିஶ
 
 
(2.8) 
 
where k is the wavenumber which is defined as ݇ = ଶగఒ , where λ is the wavelength.  
The corresponding inverse Fourier transform is: 
 
 ݃(ݔ) = 12ߨ න ܩ(݇)݁௜௞௫݀݇
ஶ
ିஶ
 
 
(2.9) 
   
Some of the useful properties and relations of the Fourier transform that will be used in 
this thesis are listed in Table 2.1. In addition and of particular importance is the 
convolution property of two functions:  
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 ݂(ݔ) ∗ ݃(ݔ) ≡ න ݂(́ݔ)݃(́ݔ − ݔ)݀́ݔ  ிሳ்ሰ  ܨ(݇). ܩ(݇) 
ஶ
ିஶ
 
 
(2.10) 
 
which is the product of their Fourier transforms. Another useful relation called Parseval's 
theorem which indicates that the total energy of a function is the same whether it is 
expressed in the real space (x) or in the Fourier space (k) [64]: 
 
 න |݃(ݔ)|ଶ݀ݔ =  12ߨ න |ܩ(݇)|ଶ݀݇
ஶ
ିஶ
ஶ
ିஶ
 
 
(2.11) 
   
Table 2.1 Some properties and relations of Fourier transform space [24] 
 
 Function Fourier transform 
Differentiation ߲݂(ݔ)/߲ݔ ݅݇ܨ(݇) 
Translation ݂(ݔ − ܽ) ݁ି௜௞௔ ܨ(݇) 
Modulation ݁௜௞బ௫ ݂(ݔ) ܨ(݇ − ݇଴) 
Convolution ݂(ݔ) ∗ ݃(ݔ) ܨ(݇)ܩ(݇) 
Multiplication ݂(ݔ)݃(ݔ) ܨ(݇) ∗ ܩ(݇) 
 
In next section the Fourier transform is used to solve Laplace’s equation for the scalar 
magnetic potential and derive the corresponding head fields. 
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2.3.1.1 Fourier Transform of Laplace’s equation 
The static distribution of magnetic fields from magnetic recording heads is determined 
from the solution of Laplace’s equation for the scalar potential, which is then used to 
obtain the magnetic field by evaluating the gradient of the potential. 
 
Starting with the two-dimensional (x-y plane) Laplace’s equation defined as: 
 
 ߲ଶݑ(ݔ, ݕ)
߲ݔଶ +  
߲ଶݑ(ݔ, ݕ)
߲ݕଶ  = 0  
(2.12) 
 
and applying the Fourier transform with respect to x and applying the differentiation 
property in Table 2.1, yields the ordinary differential equation: 
 
 ݇ଶݑ(݇, ݕ) +  ߲ଶݑ(݇, ݕ)߲ݕଶ = 0  
 
(2.13) 
 
where ݑ(݇, ݕ) = ׬  ݑ(ݔ, ݕ)ஶିஶ ݁ି௜௞  ݀ݔ, denotes the Fourier transform of the potential 
with respect to ݔ. 
The general solution of the ordinary differential equation in (2.13) can be written as: 
 
 ݑ(݇, ݕ) = ܣ(݇)݁௞௬ +  ܤ(݇)݁ି௞௬ (2.14) 
     
The coefficients A and B are determined according to the appropriate boundary 
conditions. The potential and fields are derived next for a ring head geometry without a 
soft magnetic underlayer (SUL), and then when an underlayer is present. 
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2.3.1.2 Fourier Transform for ring-type heads without underlayer 
 
 
Figure 2.1 Schematic of (a) semi-infinite ring head and (b) the assumed (approximate) magnetic 
potential at surface of the head following Karlqvist [14]. 
 
The ring-type head illustrated in Figure 2.1 represents the earliest and most common 
recording head geometries in magnetic recording.  This head model is based on the 
following assumptions [3]: 
1. The head thickness (in the z direction) is much larger than the other critical head 
dimensions (such as the gap length g and head separation y). 
2. The pole pieces are infinitely permeable and therefore each has a constant 
magnetic potential distribution U0 on the pole faces  
3. The pole pieces have perfectly rectangular (90) gap corners. 
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4. The pole pieces extend to infinity in the negative y direction. 
Applying the boundary conditions indicated in Figure 2.1 to the general solution in (2.14) 
with an assumed surface potential distribution u(k,0) at y=0, and vanishing potential as 
ݕ → ∞, yields:  
 
 ݑ(݇, ݕ) = ݑ(݇, 0)݁ି|௞|௬     , ݕ > 0 (2.15) 
    
The free space potential u(x,y) beyond the head surface can be obtained by taking the 
inverse Fourier transform of u(k,y) in (2.15): 
ݑ(ݔ, ݕ) = ܨܶିଵ[ݑ(݇, ݕ) ] = ܨܶିଵ[ݑ(݇, 0)݁ି|௞|௬ ]. Which, may be written as a 
convolution:  
 
 ݑ(ݔ, ݕ) =  ݑ(ݔ, 0) ∗  ܨܶିଵ[݁ି|௞|௬] = ݑ௦(ݔ) ݕߨ(ݔଶ + ݕଶ) (2.16) 
 
where ݑ௦(ݔ)  ≡ ݑ(ݔ, 0) is surface magnetic potential at ݕ = 0, and the second term on 
the right-hand of (2.16) represents the Green function for this semi-infinite geometry 
beyond the head surface. Writing the convolution integral yield the potential everywhere 
as function of the surface potential ݑ௦(́ݔ): 
 
 ݑ(ݔ, ݕ) = ݕߨ න
ݑ௦(́ݔ)(ݔ − ́ݔ)ଶ + ݕଶ ݀́ݔ
ஶ
ିஶ  (2.17) 
 
This is a general description that applies to the magnetic potentials and fields beyond the 
surface of a semi-infinite two-dimensional structure [65].  The success and accuracy of 
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this approach depends on the accurate description of the surface potential ݑ௦(́ݔ), if 
known. The most commonly used surface potential approximation, known as Karlqvist 
head approximation, is described next. 
   
I. Karlqvist Approximation 
In the Karlqvist approximation the potential in the gap at y = 0 is assumed to follow the 
linear potential variation between the two parallel, inner faces of the poles deep in the gap 
as indicated in Figure 2.1(b) and described by: 
 
 
ݑ௦(ݔ) =  
ە۔
ۓ −ܷ଴ ݂݋ݎ ݔ ≥ ݃/2−2ܷ଴ݔ݃ ݂݋ݎ |ݔ| ≤ ݃/2ܷ଴ ݂݋ݎ ݔ ≤ −݃/2
 
 
(2.18) 
 
Substituting the surface potential in (2.17) and integrating provides the potential 
everywhere as:  
 
ݑ(ݔ, ݕ) = − 2ܷ଴ߨ݃ ൥ቀݔ +
݃
2ቁ tanିଵ ൭
ݔ + ௚ଶݕ ൱ − ቀݔ −
݃
2ቁ tanିଵ ൭
ݔ − ௚ଶݕ ൱
−  ݕ2 ܮ݊
(ݔ + ௚ଶ)ଶ + ݕଶ(ݔ − ௚ଶ)ଶ + ݕଶ൩ 
 
(2.19) 
 
The field components Hx and Hy can now be determined from the gradient of the potential 
in (2.19) and are given by: 
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 ܪ௫(ݔ, ݕ) =  − ߲ݑ߲ݔ =  
2ܷ଴ߨ݃ ൥tanିଵ ൭
ݔ + ௚ଶݕ ൱ − tanିଵ ൭
ݔ − ௚ଶݕ ൱൩ 
 
(2.20) 
   
 ܪ௬(ݔ, ݕ) =  − ߲ݑ߲ݕ = − 
ܷ଴ߨ݃ ln
(ݔ + ௚ଶ)ଶ + ݕଶ(ݔ − ௚ଶ)ଶ + ݕଶ 
 
(2.21) 
     
These fields are plotted in Figure 2.2.  The ݔ field component is ‘bell’ shaped and has 
even symmetry with a maximum at the gap centre for y/g > 0.2 (See Figure 2.2 (a)), while 
the ݕ component exhibits odd symmetry with maxima near the gap corners for y/g > 0.2 
and vanishes at the gap centre (See Figure 2.2(b)). 
 
 
0
0.2
0.4
0.6
0.8
1.0
-3.0 -1.5 0 1.5 3.0
y/g=0.5 (y=0.5, g=1)y/g=0.1 (y=0.1, g=1)y/g=0.05 (y=0.05, g=1)y/g=1 (y=0.5, g=0.5)y/g=0.2 (y=0.1, g=0.5)
x/g(a)
Hea
d fi
eld 
H x(
x,y)
 /H 0
56 
 
 
Figure 2.2 Plot of the (a) x-field components (b) y-field components for the Karlqvist 
approximation (2.20) and (2.21) normalised by deep gap field H0 = 2U0/g for different 
flying height-to-gap length ratios. 
 
Figure 2.2 demonstrates the effect of gap length on both x, and y-field components, where 
increasing gap length with small y (small flying height-to-gap length ratio) maximise the 
field magnitudes at the gap centre for the horizontal field components. On the other hand, 
it’s maximise the vertical field components magnitudes near the gap corners.  
 
Next, the narrow gap case for the ring head is discussed which represents the special case 
from the classical ring type head geometry (Karlqvist Head). 
 
II. Narrow Gap Head 
At large separations from the head surface or when the gap length is very small compared 
to other dimensions in the system (for example the head to medium separation), then the 
Karlqvist surface potential approximation reduces to the step function description: 
-1.0
-0.5
0
0.5
1.0
-4 -2 0 2 4
y/g=0.5 (y=0.5, g=1)y/g=0.05 (y=0.05, g=1)y/g=0.2 (y=0.1, g=0.5)y/g=1 (y=0.5, g=0.5)y/g=0.1 (y=0.05, g=0.5)
x/g(b)
Hea
d fi
eld 
H y(
x,y)
 /H 0
57 
 
 ݑ(ݔ, 0) =  ൜−ܷ଴ ݂݋ݎ  ݔ ≥ ݃/2ܷ଴ ݂݋ݎ  ݔ ≤ −݃/2 
 
 
(2.22) 
 
Figure 2.3 Schematic of Narrow gap head and magnetic potential  
 
By substituting the surface potential from (2.22) in (2.17) and carrying out the integration 
over the head surface yields the potential: 
 
 ݑ(ݔ, ݕ) =  2ܷ௢ߨ tanିଵ ൬
ݔ
ݕ൰ 
 
(2.23) 
 
This can be also obtained by expanding (2.19) to a first order Taylor expansion for small 
gap length g.  The field components ܪ௫ and ܪ௬  are easily derived from the gradient of 
(2.23) and are given by: 
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 ܪ௫ =  −2ܷ଴ݕߨ(ݔଶ + ݕଶ) (2.24) 
        
 ܪ௬ =  2ܷ଴ݔߨ(ݔଶ + ݕଶ) (2.25) 
   
These fields are plotted in Figure 2.4, and exhibit the same features as the Karlqvist, 
finite-gap approximation fields, but now the field distributions are narrower in the gap 
region due to the small gap, far field approximation.  
 
 
Figure 2.4 Schematic shows field components for the far-field approximation (2.24) and 
(2.25). The fields are plotted for fixed y/g, but the shapes shown are invariant with 
separation since the x-axis can be scaled by x/g. 
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Above section discussed the use of the Fourier transform for solving Laplace’s equation 
for the Karlqvist head without an underlayer (keeper). In the next section the same 
problem is discussed but in the case when the underlayer is present. 
 
2.3.1.3 The Fourier Transform of the ring heads with underlayer 
Figure 2.5 represent an idealised model of a ring head with a soft underlayer. The head 
poles are assumed to have infinite width and extend to infinity in the negative y direction. 
The head poles' permeability is assumed to be infinite, with potentials +U0 and –U0 and 
separated by gap g.  The underlayer is located at a distance y = d from the head surface 
and held at zero potential. The magnetic potential U0 satisfies Laplace’s equation in the 
region below the underlayer and exterior to the two poles. 
 
Figure 2.5 Two-dimensional geometry of the Ring head with underlayer, with gap length g, 
the poles are assumed to have infinite permeability and therefore with equipotential ±U0, at a 
distance d from a soft magnetic underlayer (SUL) held at zero potential. 
 
In the case when the underlayer is present, the following boundary conditions must be 
considered to determine the coefficients of the general solution in (2.14): 
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(i) u = u(x,0) at y = 0 
(ii) u = 0 at y = d 
Applying the above boundary conditions to equation (2.14) yields the particular transform 
solution:  
 
 ݑ(݇, ݕ) = ݑ(݇, 0) ݏ݅݊ℎ (݇(݀ − ݕ))ݏ݅݊ℎ (݇݀)  
 
(2.26) 
 
where ݕ ≤ ݀. The x and y components of the magnetic field are then evaluated using the 
potential gradient: 
 
 ܪഥ(ݔ, ݕ) = − ൬߲ݑ߲ݔ ̅ݔ +
߲ݑ
߲ݕ ݕത൰ 
 
(2.27) 
 
Using the surface fields rather than potentials to determine the magnetic fields directly is 
easier mathematically with the convolution integrals evaluated only over the gap region.  
  
The Fourier transform of field can be written as [25]:  
 
 ܪഥ(ݔ, ݕ) = − ൬݆݇ݑ(݇, ݕ)̅ݔ + ߲ݑ(݇, y)߲ݕ ݕത൰ 
 
(2.28) 
 
Taking the inverse Fourier transform and invoking the convolution theorem yields the x- 
component of the magnetic field as [66].  
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 ܪ௫(ݔ, ݕ) =  −߲ݑ߲ݔ = 
  ' ')/)'(cosh()/cos( )0,'(2 )/sin( x x dxdxxdy xHd dy   
 
 
(2.29) 
 
While the y-component was found to be: 
 
 ܪ௬(ݔ, ݕ) =  −߲ݑ߲ݕ = 
                      ' ')/)'(cosh()/cos( )/)'(sinh()0,'(21 x x dxdxxdy dxxxHd    
 
 
(2.30) 
 
where ܪ௫(̀ݔ, 0) is the horizontal surface field.  
 
Equations (2.29) and (2.30) are general formulae that allow the determination of the 
magnetic fields in the presence of an underlayer when the surface potential or field is 
known.  These equations will be used later in the thesis to determine the fields for 
asymmetrical heads.  
 
In the case of the Karlqvist linear potential in (2.18), the surface field is simply the x-
derivative of the potential and is given by:  
 
ܪ௫(̀ݔ, 0) =  2ܷ଴݃ =  ܪ଴ 
 
(2.31) 
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where H0 is the x-component of the deep-gap which needs to be scaled to the appropriate 
surface field at y=0. 
 
By substituting (2.31) in (2.29) and (2.30) and evaluating the integrals over the gap region 
(since the field is zero over the pole regions) provides the magnetic field components as:  
 
ܪ௫ = ܪ଴ߨ ቈݐܽ݊ିଵ ቈܿ݋ݐ ቀ
ߨݕ
2݀ቁ ݐܽ݊ℎ ቆ
ߨ(݃ − 2ݔ)
4݀ ቇ቉
− ݐܽ݊ିଵ ൤ܿ݋ݐ ቀߨݕ2݀ቁ ݐܽ݊ℎ ൬
ߨ(݃ + 2ݔ)
4݀ ൰൨቉ 
 
(2.32) 
 
ܪ௬ = −݀ଶܪ଴2ߨ ቈ ݈݊ ቈܿ݋ݐ ቀ
ߨݕ
݀ ቁ − ܿ݋ݏℎ ቆ
ߨ(݃ − 2ݔ)
2݀ ቇ቉
+ ݈݊ ൤ܿ݋ݐ ቀߨݕ݀ ቁ − ܿ݋ݏℎ ൬
ߨ(݃ + 2ݔ)
2݀ ൰൨቉ 
 
(2.33) 
 
The horizontal and vertical field components in (2.32) and (2.32) are plotted in Figure 2.6 
for different head to underlayer spacings (d/g=1, 0.5, and 0.25), and at separations 
y/d=0.05 and 0.1 from the head surface.  Figure 2.6 illustrates a decrease in the amplitude 
of Hx and increase in Hy with reduction in the head-to-underlayer separation d, thus 
demonstrating the effect of the underlayer in enhancing the y-component of the magnetic 
field and explaining its advantage in perpendicular recording.  Beyond the head corners 
and over the pole regions, Hy tends to a constant magnitude that again depends only on 
the ratio of d/g as demonstrated in Figure 2.6(b).  This dependence can be easily derived 
from (2.30) by evaluating the limit x , thus reducing the convolution integral to 
 2/ 2/' ')0,'(2/1 g gx x dxxHd .  Substitution of Hx = H0 and integration yields the constant 
normalised field Hy/ H0 ≈ ±g/2d. 
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Figure 2.6 (a) x-component (b) y-component field distributions for the ring head in the presence of 
an underlayer at head separations y/g=0.05 (solid lines) and y/g=0.1 (dashed lines) using the 
equations (2.32) and (2.33). 
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It is important to emphasise that the Green's function formulation in (2.29) and (2.30) is 
based on the functional description of the head surface field or potential in the absence of 
the SUL.  Thus this formulation does not take into account the role of the underlayer on 
modifying the surface potential or field, and is thus expected to become more accurate 
with increasing the head-to-underlayer separations in the range d/g > 0.5.  This limitation 
will be addressed later in the Chapter 5 using a Fourier integral technique.  
The Fourier transform technique has been discussed to solve the magnetic problem for 
ring-type head including the head without underlayer, and then when the underlayer is 
present.  As previously indicated, the applicability and accuracy of this approach is 
dependent on the availability of an accurate description of the surface potential or field 
for the given head geometry.  Thus in the case of the Karlqvist linear gap approximation, 
the calculated potential and fields using this technique are only accurate for sufficiently 
large separations from the head surface.  This is because this approximation only accounts 
for the contribution of the magnetic charger on the inner (parallel) surfaces of the gap, 
and ignores the contribution of surface charges on the pole faces and near the corners at 
y = 0.  Moreover, this method of mapping the head magnetic fields does not take into 
account the reaction of a SUL on the surface potential or field.   
The next section will focus on the Fourier series method for evaluating the potential and 
fields for the ring head.  This method does not require any functional description of the 
surface potential and field and is therefore more exact, but at the expense of mathematical 
complexity.  
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2.3.2 The Fourier series techniques  
The methods of the Fourier series has been used for the first time in magnetic recording 
head problems by Fan in 1960 to calculate the head field distribution of a single pole head 
with an underlayer [60] and a ring head [67]. The Fourier method has been used since 
obtain exact analytical solutions for various head configurations. The infinite series 
solution to Laplace's equation permits each of the head's dimensions to be taken into 
account and provides an explicit expression which is relatively easy to apply to design 
work [68]. Fan’s analyses [67] have been a subject of further investigations which are 
providing a closed-form expressions for the integrals contain in the Fan equations for the 
magnetic field near a recording head [69]. Fan’s coefficients were evaluated by Huang 
and Deng for the ring head and single-pole-type (SPT) head of different gap widths/pole 
thicknesses [70]. Also, the magnetic fields that are generated by both the ring and single-
pole recording heads are examined mathematically providing accurate Fourier 
coefficients by Wilton [49]. 
 
2.3.2.1 Fourier series analysis for ring head without soft Underlayer 
It is necessary that the solution obtained for the potential obeys Laplace’s equation for 
the two dimensional case as defined in equation (2.12), and also that it satisfies the 
boundary conditions that the pole faces are equipotential surfaces at ±ܷ଴. Starting with 
Laplace's equation in (2.12) and applying variable separation leads to the general solution:  
 
 ݑ(ݔ, ݕ) = (ܣ݁௞௬ +  ܤ݁ି௞௬)(ܥ ݏ݅݊(݇ݔ) + ܦܿ݋ݏ(݇ݔ)) + ܧݔ (2.34) 
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Figure 2.7 Ring head model, with gap length g, the poles are assumed to have infinite permeability 
and therefore with equipotential ±U0 [1]. 
 
Now, according to Figure 2.7 the potential is solved in two regions: 
  
I.  Solution of potential in the gap region (region A): 
 
The boundary conditions in this region are formulated as: 
 
 (i)         At ݔ = 0, ݑ = 0 
(݅݅)         ݕ → −∞, ݑ = ௫௎బ௚/ଶ −݃/2 < ݔ < ݃/2 
 (iii)      At ݔ = ± ௚ଶ , ݑ = ±ܷ଴ 
 
(2.35) 
 
Applying condition (i) on the general solution of (2.33) yields: 
 
 0 = ܦ. (ܣ݁௞௬ +  ܤ݁ି௞௬) (2.36) 
 
This will leads to D=0. Thus (2.34) becomes: 
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 ݑ୅(ݔ, ݕ) = ݏ݅݊(݇ݔ). (ܨ݁௞௬ +  ܩ݁ି௞௬) + ܧݔ (2.37) 
 
where F=AC and G=BC  
Applying the second condition gives: 
 
 ܧݔ =  ݔܷ଴݃/2 − ݏ݅݊(݇ݔ). ܩ݁ି௞௬ 
 
(2.38) 
 
Substituting back into (2.37) and rearranging yields: 
 
 ݑ஺(ݔ, ݕ) = ݔܷ଴݃/2 + ݏ݅݊(݇ݔ). ܨ݁௞௬ 
 
(2.39) 
 
Using (iii) in (2.35) leads to: 
 
 0 = ݏ݅݊(݇. ݃/2). ܨ݁௞௬ (2.40) 
 
Solving for k yields:  
݇ = ଶ௡గࢍ   where n= 1, 2, 3… 
Substituting for k in (2.39) and summing for all n and replacing F=An gives an expression 
for the potential inside the gap in terms of An as: 
 
ݑ஺(ݔ, ݕ) =   ௫௎బ௚/ଶ + ∑ ܣ௡ஶ௡ୀଵ ݏ݅݊ ቀଶ௡గ௚ ݔቁ ݁(
మ೙ഏ೒ )௬        ݕ < 0−݃/2 ≤ ݔ ≤ ݃/2 (2.41) 
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II. Solution of potential beyond the pole faces (region C): 
The boundary conditions in this region are formulated as: 
 
 (i) At ݔ = 0, ݑ = 0 
(ii) As, ݕ → +∞, ݑ → 0  
 
(2.42) 
 
Applying the first condition in (2.42) yields: 
 
 0 = ܦ. (ܣ݁௞௬ +  ܤ݁ି௞௬) (2.43) 
 
whose solution is D=0. Hence, (2.43) becomes 
 
 ݑܥ(ݔ, ݕ) = ݏ݅݊(݇ݔ). ൫ܨ݁݇ݕ +  ܩ݁−݇ݕ൯ + ܧݔ (2.44) 
 
Applying (ii) in (2.42) gives: 
 
 ܧݔ = −ݏ݅݊(݇ݔ). ܨ݁௞௬ (2.45) 
 
for which E=0 is the solution. Then (2.44) becomes: 
 
 ݑܥ(ݔ, ݕ) = ݏ݅݊(݇ݔ). ܩ݁−݇ݕ (2.46) 
 
Letting G=C(k) and integrating over all k gives the potential beyond the pole pieces in 
terms of C(k): 
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 ݑ஼(ݔ, ݕ) =  ׬ ܥ(݇) ݏ݅݊(݇ݔ) ݁ି௞௬ஶ௞ୀ଴ ݀݇         ݕ > 0−݃/2 ≤ ݔ ≤ ݃/2 (2.47) 
     
The coefficients ܣ௡ and ܥ(݇) are determined from the continuity of the potentials and 
normal fields in both regions at the interface y=0, and from application of the orthogonal 
property of the Fourier series.  
 
By requiring that the potentials (2.41) and (2.47) are matching at ݕ = 0 , we obtain  
 
 න ܥ(݇) ݏ݅݊(݇ݔ)ஶ௞ୀ଴ ݀݇ =  
ݔ ଴ܷ݃/2 + ෍ ܣ௡
ஶ
௡ୀଵ
ݏ݅݊ ൬2݊ߨ݃ ݔ൰  0 < ݔ < ݃/2
ݑ଴ ݃/2 < ݔ < ∞
 
 
(2.48) 
 
To find C(k), apply the Fourier sine transform, with k as a parameter, defined by: 
 
 න ݏ݅݊(݇ݔ) . ݂(ݔ)݀ݔ
ஶ
௫ୀ଴
 
 
(2.49) 
 
on both sides of (2.48) and employ the following identities: 
 
 න ݏ݅݊(݇ݔ) ݏ݅݊(݇ݔ) ݀ݔ
ஶ
௫ୀ଴
=  ߨ2 ߜ(݇ − ߪ) 
 
(2.50) 
 
 
න ߜ(݇ − ߪ)݂(݇)݀݇
ஶ
௫ୀ଴
=  ݂(ߪ) 
 
 
(2.51) 
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 න ݏ݅݊(ߪݔ) ݀ݔ
ஶ
௫ୀ଴
= ߨߜ(ߪ) + 1ߪ 
 
(2.52) 
 
where ߜ(ߪ) is the Dirac Delta function defined as [71]: 
 
ߜ(ߪ) =  ቄ 0 ߪ ≠ 0∞ ߪ = 0 
 
 ߨ
2 ܥ(ߪ) =  
ܷ଴
(௚ଶ) 
ݏ݅݊ (ߪ ௚ଶ)ߪଶ +  
݃
2  ෍
(−1)௡ ݊ܣ௡ ݏ݅݊ (ߪ ௚ଶ)(ߪ ௚ଶ)ଶ − (݊ߨ)ଶ
ஶ
௡ୀଵ
 
 
(2.53) 
 
To evaluate An, differentiate the potential in regions A and C given by equations (2.41) 
and (2.47) with respect to y and force them to match at y=0, ie: 
 
 ෍ ݊ߨ(݃/2) ܣ௡
ஶ
௡ୀଵ
ݏ݅݊ ൬2݊ߨ݃ ݔ൰ = − න ݇ ܥ(݇). ݏ݅݊(݇ݔ)
ஶ
௞ୀ଴ ݀݇ 
 
(2.54) 
 
which is defined over 0 < ݔ < ݃/2. To reduce the left-hand side of equation (2.54), 
multiply both side by ݏ݅݊(ଶ௠గ௫௚ ), where m is an integer, and integrate over x from 0 to 
g/2: 
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 ෍ ݊ܣ௡ ቆsin ((݉ − ݊)ߨ)(݉ − ݊) −  
sin ((݉ + ݊)ߨ)
(݉ + ݊) ቇ
ஶ
௡ୀଵ
= − g2 ݉ߨ(−1)௠ න
݇ܥ(݇). ݏ݅݊ (݇ ௚ଶ)(݇ ௚ଶ)ଶ − (݉ߨ)ଶ ݀݇
ஶ
௞ୀ଴
 
 
(2.55) 
 
In the case n≠m the summation of n on the left-hand side vanishes and hence the 
summation with respect to n has no contribution. On the other hand, for the n=m case, we 
obtain:  
  
 ܣ௠2 =
݃
2 (−1)௠ାଵ න
݇ܥ(݇). ݏ݅݊ (ߪ ௚ଶ)(ߪ ௚ଶ)ଶ − (݉ߨ)ଶ ݀݇
ஶ
௞ୀ଴
 
 
(2.56) 
 
Apply the substitution ݇ = ሖ݇ / (݃/2) to simplify the analysis and eliminating C(k) using 
(2.53) produces: 
 
 (−1)௠ାଵܮ௠ = ߨ4
ܣ௠ܷ0 + ߨ ෍
ܣ௡ܷ݋  ݊(−1)௡ା௠
ஶ
௡ୀଵ
 ܮ௠௡ 
 
(2.57) 
 
where  ܮ௠ =  ׬ ୱ୧୬మ (௞ሖ )௞ሖ [௞ሖ మି(௠గ)మ] ݀ ሖ݇ஶ௞ୀ଴ =  ିଵଶ(௠గ)మ [ߛ + ln(2݉ߨ) − ܥ݅(2݉ߨ)] 
 
and ܮ௠௡ =  ቐ
ିଵ
ଶ௠ ܵ݅(2݉ߨ)ଵ
ଶగమ(௡మି௠మ) ቂln ቀ௠௡ ቁ − ܥ݅(2݉ߨ) + ܥ݅(2݊ߨ)ቃ
              ݉ = ݊                ݉ ≠ ݊ 
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ߛ= Euler constant = 0.5772156649…, Ci and Si are cosine and sine integrals respectively. 
They are defined by [72]: 
 
 ܥ݅(2݉ߨ) =  − න ܿ݋ݏ (ݔ)ݔ  ݀ݔ
ஶ
௫ୀଶ௠గ
 
 
(2.58) 
 
 ܵ݅(2݉ߨ) =  න ݏ݅݊ (ݔ)ݔ  ݀ݔ
ଶ௠గ
௫ୀ଴
 
 
(2.59) 
 
Equation (2.34) is effectively an infinite set of linear algebraic equations of the from 
Huang and Deng [70], and Wilton [49]: 
 
 ࡭࢞ = ࢈ (2.60) 
 
where ݔ௠ = ܣ௠/ܷ଴ with  
 
 ܣ௠ = (−1)௡ା௠ ݊ߨܮ௠௡ +  ቊ
ߨ
4 ݉ = ݊0 ݉ ≠ ݊ 
 
(2.61) 
 
 ܾ௠ = (−1)௠ାଵܮ௠ (2.62) 
 
Equations (2.60)-(2.62) were solved approximately using LU decomposition [73] by 
truncating the series with N = 2000. The computed values agree with the coefficient 
published by Huang and Deng [70] and up to 6 decimal places with the more accurate 
computations of Wilton [49]. 
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Wilton et al. (1990) derived an explicit method to determine the harmonic coefficients of 
Fan’s Fourier solution, by matching Fan’s solution in the gap region [67], with an 
expanded conformal mapping solution for the potential of a ring head from Westmijze 
[56]. Table 2.2 shows the first ten normalised coefficients ܣሖ , where ܣሖ௡ = ܣ௡/ܷ଴. 
 
Table 2.2 The first ten terms of the Fourier series coefficient ࡭࢔ᇱ = ࡭࢔/ ࢁ૙ [61]. 
n ࡭࢔ᇱ  ࡭ሖ ࢔ (Correct to 8 d.p.) 
1 −2݁ିଶ/ߨ -0.08615712 
2 5݁ିସ/ߨ 0.02915024 
3 −58݁ି଺/3ߨ -0.01525422 
4 539݁ି଼/6ߨ 0.00959250 
5 −6934݁ିଵ଴/12ߨ -0.00668033 
6 38081݁ିଵଶ/15ߨ 0.00496516 
7 −918970݁ିଵସ/63ߨ -0.00386090 
8 109167851݁ିଵ଺/1260ߨ 0.00310358 
9 −166282598݁ିଵ଼/315ߨ -0.00255909 
10 9303339907݁ିଶ଴/2835ߨ 0.00215301 
 
Figure 2.8 shows the accurate surface potential using (2.37) and the coefficients ܣሖ௡ from 
Table 2.1 compared with the approximate surface potential provided by Karlqvist 
representing the zeroth order term in (2.37). 
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Figure 2.8 Schematic shows the accurate surface potential using the elements of An/U0 those 
are provided by Table2.2 (dashed line), with linear Karlqvist surface (solid line). 
 
Substituting of the surface potential (2.41) (or (2.47)) into the Green’s function 
convolution in (2.17) and integrating yields  
 
ܪ௫(ݔ, ݕ) =  −ܪ଴ߨ ൥ݐܽ݊ିଵ ൭
௚
ଶ + ݔݕ ൱ + ݐܽ݊ିଵ ൭
௚
ଶ − ݔݕ ൱൩ 
   − 1(௚ଶ) ෍ 2݊(−1)
௡ܣ௡
ஶ
௡ୀଵ
න ݇ ݏ݅݊(
௞௚
ଶ )  ܿ݋ݏ(݇ݔ)݇ଶ − (2݊ߨ/݃)ଶ
ஶ
௞ୀ଴
݁ି௞௬݀݇ 
 
(2.63) 
 
for the x-component of the magnetic field, and  
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ܪ௬(ݔ, ݕ) =  ܪ଴2ߨ ݈݊ ൥
ݕଶ + (௚ଶ + ݔ)ଶݕଶ + (௚ଶ − ݔ)ଶ൩ 
+ 1(௚ଶ) ෍ 2݊(−1)
௡ܣ௡
ஶ
௡ୀଵ
න ݇ ݏ݅݊(
௞௚
ଶ )  ݏ݅݊(݇ݔ)݇ଶ − (2݊ߨ/݃)ଶ
ஶ
௞ୀ଴
݁ି௞௬݀݇ 
 
(2.64) 
 
for the y-component of the magnetic field, where ܪ଴ = ଶ௎బ௚ . 
 
It’s clear that the first terms on the left hand side of both Hx and Hy in (2.63) and (2.64) 
are the Karlqvist field approximations which are defined in (2.20) and (2.21). The 
additional terms in (2.63) and (2.64) can be considered as correction terms to the Karlqvist 
approximation. The integrals in (2.63) and (2.64) were determined by Baird [69] in terms 
of the complex exponential integral.  The x and y field components for Fan’s equation 
have been computed and plotted in Figure 2.9 at different spacings from the head surface.  
This figure shows that the amplitude of the magnetic fields increases in the gap corner 
regions closer to the head surface (due to increased charge density near the corners).  
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 Figure 2.9 Plot of (a) longitudinal and (b) vertical field components as calculated using Fan’s 
equations for different spacing-to-gap length ratios with n=20. 
 
The estimated percentage error of the difference between results given by Fan in (2.63) 
and (2.64) and the Karlqvist approximations in (2.20) and (2.21) decreases with the 
subsequent increase in the ratio y/g as illustrated in Figure 2.10 for Hx, and Hy 
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components.  This again illustrates that the Karlqvist approximation is only valid for 
sufficiently large distances from the head surface, since it does not include the 
contribution of surface charges (which are included in the Fourier series solution). 
 
 
Figure 2.10 Comparison between Fan (solid line) and Karlqvist (dashed line) (a) longitudinal (b) 
vertical fields for different flying height-to-gap length ratios. 
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In order to bridge the gap between the simple and approximate field model of Karlqvist's 
linear gap potential and the Fourier based infinite series solution, Ruigrok presented an 
accurate approximation by superposing half the constant Karlqvist surface field and half 
the surface field of the thin-gap head [22, 23]:  
 
 
ܪ௫(ݔ, 0) ≈ ܷ଴݃ ۉ
ۇ1 + 2ߨට1 − (ଶ௫௚ )ଶی
ۊ 
 
(2.65) 
 
The surface potential u(x,0) in this case is produced easily by integrating (2.65) with 
respect to x, which is given by:  
 
 ݑ(ݔ, 0)
ܷ =
ݔ
݃ +
1
ߨ ݏ݅݊ିଵ(
2ݔ
݃ ) 
 
(2.66) 
 
The surface potential in (2.66) is plotted along with Fan’s Fourier series solution and 
Karlqvist approximation for comparison. The error between Fan and Ruigrok’s 
approximations for the surface potential was less than 2%, which demonstrates the 
validity of Ruigrok's superposition assumption as illustrated in Figure 2.11.  
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Figure 2.11: Surface potential evaluated using Ruigrok ‘thin-pole’ approximation compared with 
Fan and Karlqvist head surface potentials. 
 
The horizontal and vertical field components can be evaluated by substituting (2.65) in 
(2.17) and integrating exactly to yield: 
 
ܪ௫(ݔ, ݕ) =  −ܪ଴2ߨ ൥tanିଵ ൭
௚
ଶ + ݔݕ ൱ +  tanିଵ ൭
௚
ଶ − ݔݕ ൱൩ 
− ݃ܪ଴2√2ߨ
ۖە
۔
ۖۓቈට[ݔଶ − ݕଶ − ቀ௚ଶቁ
ଶ]ଶ + 4ݔଶݕଶ −  ݔଶ + ݕଶ + (݃/2)ଶ቉
ଵ/ଶ
ට[ݔଶ + ݕଶ − ቀ௚ଶቁ
ଶ]ଶ + 4ݕଶ(݃/2)ଶ ۙۖ
ۘ
ۖۗ 
 
 
 
(2.67) 
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ܪ௬(ݔ, ݕ) =  ܪ଴4ߨ ݈݊ ൥
ݕଶ + (௚ଶ + ݔ)ଶݕଶ + (௚ଶ − ݔ)ଶ൩ 
+ ݏ݃݊(ݔ) ݃ܪ଴2√2ߨ
ۖە
۔
ۖۓቈට[ݔଶ − ݕଶ − ቀ௚ଶቁ
ଶ]ଶ + 4ݔଶݕଶ +  ݔଶ − ݕଶ − (݃/2)ଶ቉
ଵ/ଶ
ට[ݔଶ + ݕଶ − ቀ௚ଶቁ
ଶ]ଶ + 4ݕଶ(݃/2)ଶ ۙۖ
ۘ
ۖۗ 
 
 
 
(2.68) 
 
Equations (2.67) and (2.68) are plotted along with Fan’s exact Fourier series solution and 
Karlqvist's approximation for y/g=0.05 in Figure (2.12).  
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Figure 2.12 (a) Hx and (b) Hy from Ruigrok’s ‘thin-gap’ approximation compared with 
corresponding Fan and Karlqvist fields for y/g=0.05. 
 
Figure 2.12 shows a very good agreement between Ruigrok's approximation and Fan’s 
analysis, where the percentage root mean square error is about 2% for both horizontal and 
vertical field components. The success of Ruigrok's approximation is in realising that the 
added fraction of the thin-gap surface field/potential is equivalent to adding, to the 
Karlqvist approximation, the contribution of the charge density due to the head pole 
surfaces at y = 0, which was missing in the Karlqvist approximation.  
Next, the Fourier series method will be applied to formulate the potential and the field for 
the ring head in the presence of an underlayer (or keeper).  
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2.3.2.2 Fourier series analysis for ring head with soft underlayer 
 
As discussed in the previous section, the magnetic fields for the ring type heads have been 
studied by several researchers, using different methods including the Fourier series 
analysis. In 1980, Iwasaki [45] proposed the idea of improving the single-pole head 
performance for perpendicular recording by adding a highly permeable, soft underlayer 
(SUL). It was shown that the existence of the SUL leads to doubling of the vertical field 
component [3, 7, 25]. Iwasaki’s idea has been extended by many authors to include the 
ring-type head for perpendicular recording. Fields from ring-type heads with an 
underlayer were theoretically studied using conformal mapping [4, 5], the Fourier integral 
method [54], and finite-difference method [76]. The ring-type head has been analysed by 
Wilton in [43] under the same assumptions listed in section (2.3.1.2), where they 
considered the two-dimensional model in Figure 2.5. This section applies the Fourier 
series method for the solution for the symmetric ring-type head following Wilton [43].  
The magnetic potential satisfies Laplace’s equation in the “T-shaped” region exterior to 
the poles and the infinitely permeable underlayer shown in Figure 2.5. The area exterior 
to the pole pieces and the underlayer is divided into two regions A and C (See Figure 2.5). 
In a practical system, the recording medium would pass through region C only.  
Using the method of separation of variables which are leads directly to general solution 
defined in (2.33) and according to Figure 2.5 the potential is solved in two regions as 
shown below: 
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I. Solution of potential in the gap region (region A): 
 
 At  ݔ = 0, ݑ = 0 
ݕ → −∞, ݑ = ௫௨బ௚/ଶ   −݃/2 < ݔ < ݃/2 
At    ݔ = ± ௚ଶ , ݑ = ±ݑ଴ 
 
(2.69) 
 
Applying the boundary condition (2.45) in region A gives the potential as[43]: 
 
 ݑ஺(ݔ, ݕ) =   ݔݑ଴݃/2 + ෍ ܣ௡
ஶ
௡ୀଵ
ݏ݅݊ ൬2݊ߨ݃ ݔ൰ ݁(
మ೙ഏ೒ )௬  
 
(2.70) 
 
For n=1,2,3,…  
Equation (2.70) is exactly the same as (2.41) which represents the potential in the gap 
region for a ring head without underlayer. 
 
II. Solution of potential beyond the pole faces (region C): 
 
 At ݔ = 0, ݑ = 0 
As, ݕ → ݀, ݑ → 0  
 
(2.71) 
    
In region C the potential above the pole pieces and below the underlayer subject to the 
boundary conditions in (2.71) is given by [43]: 
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 ݑ஼(ݔ, ݕ) =  න ܥ(݇) ݏ݅݊ ൬݇ݔ݃ ൰ ݏ݅݊ℎ ൬
݇(݀ − ݕ)
݃ ൰
ஶ
௞ୀ଴ ݀݇ 
 
(2.72) 
     
Finding the coefficients ܥ(݇) and ܣ௡ in (2.70) and (2.72) is the next required step in order 
to evaluate the potential and then the fields. Wilton (1991) [43] solved the magnetic field 
for a ring head with an underlayer present using Fourier analysis and provided explicit 
Fourier coefficients for different values of d. The An coefficients have been determined 
by matching the derivatives of both ݑ஺(ݔ, ݕ), and ݑ஼(ݔ, ݕ) with respect to y along the 
interval (-g/2, g/2) at y=0.  The orthogonality properties of the sine function is then used 
to determine the coefficients An which are computed from an N = 40 system and provided 
in Table 2.3 for a range of g/d [43]. 
 
Table 2.3 Coefficients A/U0 computed from an N = 40 system [43]. 
g/d 1 0.75 0.5 0.25 0.1 0.25 
A1/U0 -0.1322 -0.1144 -0.0996 -0.0896 -0.0866 -0.0861 A2/U0 0.0412 0.0366 0.0327 0.0300 0.0292 0.0291 A3/U0 -0.0209 -0.0187 -0.0169 -0.0156 -0.0153 -0.0125 A4/U0 0.0129 0.0116 0.0105 0.0098 0.0096 0.0095 A5/U0 -0.0089 -0.0080 -0.0073 -0.0068 -0.0067 -0.0066 A6/U0 066 0.0059 0.0054 0.0051 0.0049 0.0049 
 
The horizontal and vertical components above the head surface (region C) were 
determined from the gradient of the potential as follows:  
 
 ܪ஼௫(ݔ, ݕ) =  − ߲ݑ஼(ݔ, ݕ)߲ݔ =  −
−2ݑ଴ߨ݃ ܬ଴ −  ෍ ܣ௡
2݊
݃  (−1)௡ܬ௡
ஶ
௡ୀଵ
  (2.73) 
 
85 
 
where  
 
 ܬ௡ =   න ݇ sin ݇ cos ݇ݔ/݃݇ଶ − (݊ߨ)ଶ
sinh ݇(݀ − ݕ)/݃
sinh ݇݀/݃
ஶ
௞ୀ଴ ݀݇ 
(2.74) 
and 
 
 ܪ஼௬(ݔ, ݕ) =  − ߲ݑ஼(ݔ, ݕ)߲ݕ =  −
2ݑ଴ߨ݃ ܭ଴ − ෍ ܣ௡
2݊
݃  (−1)௡ܭ௡
ஶ
௡ୀଵ
  (2.75) 
 
where  
 
 ܭ௡ =   න ݇ sin ݇ sin ݇ݔ/݃݇ଶ − (݊ߨ)ଶ
cosh ݇(݀ − ݕ)/݃
sinh ݇݀/݃
ஶ
௞ୀ଴ ݀݇ 
(2.76) 
 
The magnetic fields in region C are of particular interest where the recording medium 
passes through the area exterior to the pole pieces for writing. Jn and Kn in (2.74) and 
(2.76) respectively cannot be integrated exactly and require numerical integration. When 
g/d increases towards infinity, the integrations for Jn and Kn will approach the 
corresponding integral for the ring head without underlayer [30, 6]. Figure (2.13) 
illustrates the both horizontal and vertical field components given by Wilton [43] for a 
range of a ratio g/d where the magnetic field has been normalised by the deep gap field 
Hg = U0/g, while the distances have been normalised by the full gap width G = 2g. 
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Figure 2.13 Horizontal and vertical magnetic field of a ring head with an underlayer, y/d=0.5 [43]. 
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2.3.3 The Superposition Method 
The familiar concept of superposition is an influential mathematical technique for 
analysing certain types of complex problems in many science and technology fields. The 
principle of superposition states that problem solutions can be added together to obtain 
composite solutions [32, 32]. This technique was applied for mapping 2D and 3D fields 
of magnetic recording heads.  One of the particular advantages of this method is that it 
enables modelling of finite-pole width, finite-track width head structures in a simple 
manner. The reasons and characteristics of utilising the superposition technic in magnetic 
recording analysing has been discussed by Tjaden [80], in addition to presenting some 
experimental results using a large-scale simulation model. Lindholm in [79] determined 
the spatial frequency response of ring-type reproduce heads with finite depth and finite 
pole length assumptions. The same author is also demonstrated the spatial frequency 
response of reproducing of heads with infinite depth, but finite pole length [81]. Lindholm 
continue his research of superposition by giving a closed form of field solution for 3D 
finite gap, infinite length heads of either semi-infinite or zero track width [82]. Okuda et. 
al., 1988 [83] have been developed a simple analytical model for a 3D head field for a 
single-pole perpendicular recording head with a underlayer [83]. Due to the aim of this 
thesis, which is mapping the magnetic fields of two-dimensional symmetrical and 
asymmetrical magnetic heads, the scope will be on the 2D case only. The study of the 3D 
fields of magnetic recording heads case will be left for future studies. 
 
2.3.3.1 Modelling 2-Dimensional fields 
As indicated above, Lindholm in [81] utilised the superposition method on the general 
finite-pole width, finite-depth geometry as illustrated in Figures 2.14 and 2.15.  In these 
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figures, the coordinate system is chosen in which the y axis is the vertical axis of 
symmetry and the x axis coincides with the top surface of the head. The track width, and 
permeability are considered to be infinite, while the gap length g and head depth b are 
finite.  The pole length is p = (b - g)/2. Lindholm used the following three head types to 
utilise in the superposition of potentials for thin film head:   
1. Gapped, Infinite Pole Head: g≠0,  
2. Parallel plate head: for this case p=0, so that g=b. 
3. Gapless, Finite Pole Head: g=0, p and d are finite, with p=b. 
The gap potential evaluated from the gapped head (type 1) as shown in 2.14 and 2.15 (a) 
to be added to the potential of the parallel plate head (type 2) as illustrated in 2.13 and 
2.14 (b). Next step is subtracting the resulting potentials above from the potential in the 
gapless head defined in type 3.  
 
Figure 2.14 Superposition of zero depth heads to obtain ‘patch’ [81] 
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Figure 2.15 Superposition of infinite depth and patch heads to obtain finite depth head with 
rectangular pole pieces [81] 
 
The previous superposition analysis yields computationally simple formulae which are 
compared with frequency response deduced by analogy from electrostatic experiments.  
 
In chapter 3, for the first time, detailed and comprehensive derivations based on the 
principle of superposition for the magnetic scalar potentials and fields from two separated 
asymmetrical poles (asymmetrical head) without soft magnetic underlayer (SUL) are 
provided, while the case when the soft magnetic underlayer (SUL) is present covered in 
chapter 4. 
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2.3.4 Conformal mapping technique 
Conformal mapping, also called conformal transformation, or angle-preserving 
transformation is a mathematical technique used to convert (or map) one mathematical 
problem and solution into another. This method has been a topic of theoretical interest 
and a useful implementation for solving boundary value problems of classical potential 
theory for more than 100 years. Introduction books to this field have been given by Gaier 
[84] and Henrici [85], and the book by Driscoll and Trefethen [86] on Schwarz-
Christoffel mapping, in addition to a review paper by Wegmann [87] where review more 
recent work and applications of conformal mapping. Modern computers and advanced 
computer aided design software tools nowadays enable the solution of many fully three 
dimensional problems.  Nevertheless, the interest in conformal mapping technique 
continues especially in two dimensional methods [88].  
 
2.3.4.1 Conformal mapping method for magnetic recording heads 
The methods of conformal mapping were employed by several researchers to calculate 
the exact head fields implicitly for two-dimensional idealised models of magnetic 
recording heads, including: 
 Gapped heads [41, 20, 42] 
 Symmetric ring heads, without underlayer [42, 20, 4, 43, 41], and with underlayer 
[4, 5].  
 Symmetrical thin-film heads, without underlayer [91]. 
 Single pole heads [45, 46], and infinitely thin single pole heads [94]. 
 Asymmetric ring heads without underlayer [48, 49], and with underlayer  [50 ,51]. 
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 Asymmetric thin film heads [97], and symmetric and asymmetric polygonal thin 
film heads [98]. 
The conformal mapping method has the following limitations:  
1. Conformal mapping method gives the solution in terms of x, and y as functions of 
the magnitude of potential or head fields, rather than provides an explicit expression 
for the potential and field. Therefore, it requires a numerical inversion to evaluate the 
potential or head field which is more complex [62]. 
 
2. This method is just valid for 2D head structures [89]. 
 
2.3.5 The Finite-elements method 
The Finite-element method (FEM) can be considered as a general numerical solution tool 
for partial differential equations in science and engineering. Historically, the popularity 
of the FEM took place simultaneously with the development of digital computers in the 
early of 1950s. However, interest in approximate solutions of field equations dates as far 
back in time as the development of the classical field theories (e.g. elasticity, electro-
magnetism) themselves. The work of Lord Rayleigh (1870) and W. Ritz (1909) on 
vibrational methods and the weighted-residual approach taken by B. G. Galerkin (1915) 
and others form the theoretical framework to the finite element method. 
Basically, the FEM involves modelling of multiplication in a virtual environment, for the 
purpose of finding and solving for the dependent variable. The basic idea is that the 
modelled entity is broken down into domains and subdomains, and the occupying space 
is discretised using simple geometrical elements for each (e.g. triangles), commonly 
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referred to as finite elements. The unknown function, u say, is represented within each 
element by an interpolating polynomial which is continuous along with its derivatives to 
a specified order within the element [71]. For instance, Figure 2.16 illustrate the classical 
Karlqvist head design broken down into a triangular mesh. For each element, an 
approximated solution is produced by a linear interpolation of the values of potential at 
the three vertices of the triangle. The linear algebra problem is formed by minimizing a 
measure of the error between the exact differential equation and the approximate 
differential equation as written in terms of the linear trial functions [99].  Algorithms exist 
that allow the resulting linear algebra problem to be solved, usually in a short amount of 
time [71]. One of the biggest advantages of the FEM is transforming the problem from a 
complex but small, and difficult problem into a relatively easy but big to solve problem.  
There are many available software packages that implement the finite element method for 
solving partial differential equation such as: Abaqus [100], COMSOL Multiphysics [57, 
58], CST Studio Suite [103], Finite Element Method Magnetics [99]. The research in this 
thesis used COMSOL Multiphysics® that has a number of advantages including: ease of 
use in terms of defining the problems, boundary conditions, and postprocessing, and 
flexibility and robustness in meshing and solving complex geometries using a variety of 
numerical solvers [102]. Finally, it is capable of modelling coupled, multiphysics 
problems involving many partial differential equations simultaneously.  
 
2.3.5.1 Modelling a ring head using a PDE Mode 
This is a simple example that illustrates the steps that were used for modelling the 
potential and fields of magnetic recording heads used in this research and thesis.  In order 
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to build a two-dimensional model of the most classical head (Karlqvist Head), the 
following steps were followed: 
 
Step 1: Choosing the suitable Partial Differential Equation (PDE) Mode, where many 
classical PDEs can be considered. In the case of the magnetic recording head, Laplace’s 
equation in 2D is considered here. 
 
Step 2: Drawing objects, draw the boundary ߲Ω. The domain should be closed and simply 
connected, i.e., the boundary cannot intersect itself. The interest area is under the poles, 
and specifically contain the corners and the gap between the both poles. The pole length, 
and the distance between the poles and the bounded frame under have been set as 10 times 
larger than gap length to prevent any possible other corner fields interacting with the gap 
field.  
 
Step 3: Identifying boundary conditions, the aim is to set constant potentials, u=r, at the 
boundary.  This type of boundary condition is called a Dirichlet boundary condition. The 
potential for each poles as shown in Figure 2.16 was set as ±1, and 0 for the outer bounded 
area.  
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Figure 2.16 FEM for Karlqvist head design. 
 
Step 4: Initializing mesh, the default mesh resolves the geometry by creating a denser 
mesh in areas with high curvature. This is clearly visible under and between the poles, 
where the mesh is denser than in the parts with a less pronounced curvature. There is an 
option to refine mesh for all meshed region, or for a specific region which is very useful 
to examine the solution in particular region. 
 
Step 5: After doing steps 1- 4, the problem is ready to be solved and plotted easily by 
choosing a number of the available predefined quantities, such as: u for the potential, ux 
for the x-component of the magnetic field, uy for the y-component of the magnetic field, 
and other options. The solution data can be exported into text files, and then used as a 
bench mark for comparison with the result from the approximated method in this thesis. 
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2.4 Root Mean Square Deviation (RMSD)  
In this thesis, the closeness of the approximate potential and field models to the more 
accurate finite-element calculations is estimated using the absolute root-mean-square 
deviation (RMSD), defined as: 
 
    Nn nn ff1 2ˆN1RMSD  
 
(2.77) 
 
where nfˆ  is the approximated model value, fn is the finite-element data and the 
summation is taken over N data points.  The RMSD is a global, absolute measure with 
the same units as the potential or fields used in the estimation, with lower values 
indicating less deviation from the accurate finite-element simulations.  The RMSD will 
therefore be normalised by the extrema in the potential or field magnitudes to estimate 
the percentage deviation [59, 60]. 
 
2.5 Summary 
This chapter reviewed the mathematical methods used for mapping the magnetic 
potentials and fields of two-dimensional magnetic recording heads.  The analytical 
methods reviewed include: the Fourier transform and Fourier series methods. While the 
semi-analytically and numerical methods reviewed include:  conformal mapping, and the 
finite-element method. However, the numerical methods may have presented a preference 
in terms of speed, and flexibility to work on more complex configurations, neither gives 
a convenient representation of the solution for further calculation or for parameter 
investigation. The analytical methods provide an explicit or at least closed-form 
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representation of the solution, even though in the form of an infinite series as in Fourier 
series method. In summary, this chapter has covered:  
 Laplace's equation derivation for the magnetic potential. 
 The Fourier transform technique for calculating fields from 2D structures using 
an assumed surface potential. 
 The Fourier series method. 
 Analytical solutions for the ring head without and with underlayer have been 
presented. 
 The concepts of the Superposition technique for 2D, with a review of previous 
studies of this method, applied to recording heads. 
 Conformal mapping technique for magnetic recording heads, with a review of the 
previously published work. 
 The Finite-elements method and the using of COMSOL Multiphysics software 
package. 
 The absolute root-mean-square deviation (RMSD) definition, and how it is used 
to examine the closeness of the approximate potential and field models to the more 
accurate finite-element calculations. 
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Chapter 3: Modelling Asymmetric Magnetic Recording Heads 
Without an Underlayer Using Superposition 
 
3.1 Introduction 
As discussed in chapter 1, the magnetic head is an integral part of a magnetic recording 
system.  The head geometry and dimensions determine the magnitude and distribution of 
the fringing gap fields and their gradients, therefore affecting the size and shape of the 
recorded magnetisation pattern in the magnetic medium during recording, and the 
resolving performance of the head in readout [106].  The design of magnetic heads 
therefore has direct impact on the achievable storage density of magnetic recording 
systems. 
 
Conventional two-dimensional magnetic heads, including the ring-type, finite-pole thin-
film and single pole head structures have symmetrical pole geometry and produce mostly 
symmetrical fringing fields in the gap or pole corner regions as illustrated in chapter 2 for 
the ring head.  Asymmetric heads differ by rotating, in parallel, the pole corners in the 
gap region through exterior angle 0 (0=  గଶ -1) as indicated in two-dimensions in Figure 
3.1, where the x-axis is the direction along the head/medium motion, and the y-axis is 
normal to the head surface. In this two-dimensional geometry, the head depth along the z 
direction is assumed larger in extent compared to the gap length g.   
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Figure 3.1 Two-dimensional geometry of the asymmetrical head, with gap length g and 
exterior corner inclination angle0.  The poles are assumed to have infinite permeability 
with potentials U0. 
 
The significance of the asymmetrical head shown in Figure 3.1 arises from the increased 
magnetic charge density in the acute head corner [58].  This leads to an increase in the 
magnitude of the magnetic fields in this region and narrowing of their distributions as will 
be shown later in this chapter.  Asymmetric heads were therefore proposed for increasing 
the recording resolution in longitudinal and perpendicular recording due to the increased 
field gradients near the acute pole corner in the gap region [39].  Asymmetrical heads 
were also suggested as a method of increasing the readout resolution of ring-type 
inductive heads and develop ‘gap-null free’ heads [95], primarily through the natural 
reduction in the ‘effective’ gap length of the head with the increase in 0 enabling shorter 
recorded magnetisation patterns in the recording medium to be resolved by the head. 
Asymmetric head designs were also incorporated in perpendicular heads with tapering in 
both the main pole and side shields to increase the recording fields and their gradients and 
to reduce side fringing [5, 6].  These tapered single-pole head structures with tapered 
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shields, incorporating the asymmetric gapped geometry, were also investigated as part of 
corner-type head designs for high-resolution, two-dimensional magnetic recording [37]. 
 
There are currently neither explicit nor approximate expressions for the potential and 
fields for asymmetrical magnetic recording heads. Therefore the explicit functional 
dependence of the corresponding magnetic fields’ magnitude, gradient, and wavelength 
response on the head parameters (such as , g and d) is not well understood.  The difficulty 
in deriving explicit solutions for the potentials and fields of asymmetrical heads arises 
from the fact that this geometry does not conform to conventional coordinate systems, for 
which formal methods of solution can be applied. Implicit, conformal mapping solutions 
were previously derived exactly for asymmetrical heads, but only for limited (rational) 
corner angles [8, 9]. Conformal mapping solutions require numerical inversion to 
explicitly determine the vector fields in the space surrounding the head surface, and are 
thus not practical to use in head design and optimisation studies, nor in more complex 
simulations of the record and readout processes.  This chapter provides a detailed 
investigation of one method of deriving analytical expressions for the magnetic scalar 
potential and fields for asymmetrical magnetic recording heads without an underlayer, 
that is based on superposition of single corner structure solutions for any exterior corner 
inclination angle 0 (0 to 90). The case when the soft magnetic underlayer (SUL) is 
present will be covered in the next chapters.   
 
To study the validity of the approximate models and estimate the errors in the 
approximations, Laplace’s equation was solved in two dimensions numerically using 
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finite-element on Comsol Multiphysics.  The geometry and boundary conditions used 
in the finite-element simulations follows from Figure 3.1, with the simulation space 
terminated by zero potential planes at very large distances from the gap region to model 
semi-infinite head structures. Adaptive and progressive mesh refinement was employed 
to increase the mesh resolution in the (tilted) corner regions for accuracy and convergence 
of the solution.  The closeness of the approximate potential and field models to the more 
accurate finite-element calculations is estimated using the absolute root-mean-square 
deviation (RMSD) which is defined in equation (2.16) in chapter 2 normalised by the 
extrema in the potential or field magnitudes to estimate the percentage deviation. 
 
Increasing the exterior angle 0 increases the magnetic field in the acute head corner, 
leading to saturation in that corner.  Pole corner saturation in tilted corners will be 
discussed in the discussion chapter of this thesis. 
 
In section 3.2 of this chapter, Laplace's equation is solved exactly for the scalar magnetic 
potential near a single two-dimensional corner in polar coordinates Section in 3.4 will 
evaluate the error involved in the superposition approximations by drawing upon 
comparisons with finite-element calculations and exact available solutions (for some 
corner angles). 
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3.2 Potential near a two-dimensional corner  
The focus here will be on the solution of Laplace’s equation in Polar coordinates as 
defined in (2.7).  The use of Polar coordinates is due to the tilted inner (gap) surfaces of 
the 2D asymmetrical head structure that are identified through polar angle .  
 
Laplace’s equation in 2D is repeated here for convenience:  
 
 01)(1 2
2
2   uu  (3.1) 
 
where 22 yx   and ߠ = ݐܽ݊ିଵ(௬௫).  Using the method of separation of variables, 
the general solution to Laplace’s equation in (3.2) for small distances near the corner can 
be shown to be: 
 
 ))sin()cos((),( 0  kBkAau k   (3.2) 
 
where 0a , k, A, and B are constants to be determined from application of boundary 
conditions.  The boundary conditions are applied next to derive solutions for a left and a 
right corner structures to represent the poles of the asymmetrical head.  These solutions 
will then be superposed to arrive at an approximate solution for the asymmetrical head.   
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3.2.1 The potential for the left pole 
 
Figure 3.2 The geometry of the left pole and associated boundary conditions. 
 
From Figure (3.2), the boundary conditions can be formulated as: 
 
 ݑ௅ = −ܷ଴ for ߠ = ߨ for all ߩ > 0 (3.3) 
 
 ݑ௅ = −ܷ଴ for ߠ = −ߠ଴ for all ߩ > 0 (3.4) 
 
 ݑ௅ = ݂(ߠ) for −ߠ଴ ≤  ߠ ≤ ߨ  at ߩ = ߩ଴ (3.5) 
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where ଴ =  గଶ  − ଵ 
 ݑ௅ = ܷ଴ for ߩ → 0 (near field) (3.6) 
 
Application of the outlined boundary conditions yields the particular solution as: 
 
 ݑ௅ = ܷ଴ + ߩ௞ܤ ݏ݅݊(݇ߠ − ݇ߨ) (3.7) 
 
Applying the boundary condition in (3.4) allows the determination of the eigen values: 
 
 ݇ = ݊ߨߠ଴ + ߨ (3.8) 
 
Adding all solutions in equation (3.7)  
 
 ݑ௅ = ܷ଴ + ෍ ܣ௠
ஶ
௠ୀଵ
ߩ೘ഀ ݏ݅݊ ൬݉(ߠ − ߨ)ߙ ൰ (3.9) 
 
where ߙ = గఏబାగ 
Applying boundary condition (3.5) to (3.9) gives: 
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 ݂(ߠ) = ܷ଴ + ෍ ܣ௠
ஶ
௠ୀଵ
ߩ଴
೘ഀ ݏ݅݊ ቆ݉(ߠ − ߨ)ߙ ቇ (3.10) 
 
To determine the coefficients Am, the potential is assumed to vanish at ߩ =  ߩ଴  so that 
݂(ߠ) = 0. Thus using the orthogonal property of the Fourier series [71] by multiply both 
sides by ݏ݅݊ ቀ௡(ఏିగ)ఈ ቁ and integrating over −ߠ଴ < ߠ < ߨ yields: 
 
 
−ܷ଴ න ݏ݅݊ ቆ݊(ߠ − ߨ)ߙ ቇ ݀ߠ
గ
ିఏబ
 
         =  ෍ ܣ௠
ஶ
௠ୀଵ
ߩ଴
೘ഀ න ݏ݅݊ ቆ݊(ߠ − ߨ)ߙ ቇ
గ
ିఏబ
ݏ݅݊ ቆ݉(ߠ − ߨ)ߙ ቇ  ݀ߠ 
(3.11) 
 
The term on the left hand side of (3.11) can be evaluated as:  
 
 −ܷ଴ න ݏ݅݊ ቆ݊(ߨ − ߠ)ߙ ቇ
గ
ିఏబ
݀ߠ = −ܷ଴ߙ݊  ((−1)௡ − 1) (3.12) 
 
The term on the right hand side of (3.11) can be evaluated as: 
 
 න ݏ݅݊ ൬݊(ߨ − ߠ)ߙ ൰
గ
ିఏబ
ݏ݅݊ ൬݉(ߨ − ߠ)ߙ ൰  ݀ߠ ൝
= 0         ݂݅ ݉ ≠ ݊
    = ߙ(ߨ − ߠ଴)2 ݂݅ ݊ = ݉
 (3.13) 
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Substituting (3.12) and (3.13) into (3.11) yields:  
 
 −ܷ଴ߙ݊  ((−1)௡ − 1) = ෍ ܣ௠
ஶ
௠ୀଵ
ߩ଴
೘ഀ  ߙ(ߨ − ߠ଴)2  (3.14) 
 
Thus the coefficients Am are given by: 
 
 ܣ௠ =  −2ܷ଴ ((−1)௡ − 1)݊ߨ ߩ଴
೘ഀ
൞
= 0         ݂݅ ݊  ݁ݒ݁݊
    = 4ܷ଴݊ߨ ߩ଴
೘ഀ
݂݅ ݊  ݋݀݀  (3.15) 
 
Then, the potential can be written as: 
 
 ݑ௅ = ܷ଴ + 4ܷ଴ߨ ෍
ߩ೘ഀ
   ݉ ߩ଴
೘ഀ
ஶ
௠ୀଵ
sin ൬݉(ߠ − ߨ)ߙ ൰ (3.16) 
 
Equation (3.16) can be re-written in the form:  
 
 ݑ௅ = ܷ଴ + 4ܷ଴ߨ ෍
1
݉ 
ஶ
௠ୀଵ
( ߩߩ଴)
೘ഀ sin ൬݉(ߠ − ߨ)ߙ ൰ (3.17) 
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By setting ܲ = ( ఘఘబ)ఈ  and ܼ = (ఏିగ)ఈ , equation (3.17) becomes:  
 
 ݑ௅ = ܷ଴ + 4ܷ଴ߨ ෍
ܲଶ௠ିଵ
(2݉ − 1)
ஶ
௠ୀଵ
ݏ݅݊((2݉ − 1)ܼ) (3.18) 
 
The summation in (3.18) can be evaluated exactly as follows:  
 
 ෍ ܲଶ௞ିଵ ݏ݅݊((2݇ − 1)(ܼ))(2݇ − 1)
ஶ
௠ୀଵ
=  12 ݐܽ݊ିଵ(
2ܲ ݏ݅݊(ݔ)
1 − ܲଶ ) (3.19) 
 
Substituting back in (3.18) gives:  
 ݑ௅ = ܷ଴ + 2ܷ଴ߨ ݐܽ݊ିଵ ቌ
2( ఘఘబ)ఈ ݏ݅݊ ቀ(ఏିగ)ఈ ቁ
1 − ( ఘఘబ)
మഀ
ቍ (3.20) 
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3.2.2 The potential for the right pole 
 
Figure 3.3 The geometry of the right pole and associated boundary conditions. 
 
From Figure (3.3), the boundary conditions can be written as: 
 
 ݑோ = ܷ଴ for ߠ = 0, for ߩ > 0 (3.21) 
 
 ݑோ = ܷ଴ for ߠ = 2ߨ − ߠ଴, for ߩ > 0 (3.22) 
 
 ݑோ = ݂(ߠ) for 0 < ߠ < 2ߨ − ߠ଴, ߩ = ߩ଴ (3.23) 
where ଴ =  గଶ  − ଵ 
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Applying the boundary condition (3.21) in (3.2) yields 
 
 ݑோ = ܷ଴ + ෍ ܤ௠
ஶ
௠ୀଵ
ߩ೘ഁ sin ൬݉ ߠߚ൰ (3.24) 
where ߚ = గଶగିఏబ 
 
Application of the boundary condition in (3.22) gives: 
 
 ݂(ߠ) = ܷ଴ + ෍ ܤ௠
ஶ
௠ୀଵ
ߩ೘ഁ sin ൬݉ ߠߚ൰ (3.25) 
 
To determine the coefficients Am, the potential is assumed to vanish at ߩ =  ߩ଴  so that 
݂(ߠ) = 0. Thus using the orthogonal property of the Fourier series [71] by multiplying 
both sides by ݏ݅݊ ቀ݊ ఏఉቁ and integrating over 0 ≤ ߠ ≤ ߚ yields: 
 
 −ܷ଴ න ݏ݅݊ ൬݊ ߠߚ൰ ݀ߠ
ఈ
଴
= ෍ ܤ௠
ஶ
௠ୀଵ
ߩ೘ഁ න ݏ݅݊ ൬݊ ߠߚ൰ ݏ݅݊ ൬݉
ߠ
ߚ൰ ݀ߠ
ఈ
଴
 (3.26) 
 
Carrying out the integrations following the previous section, the coefficients Bm were 
found to be: 
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 ܤ௡ =  −2ܷ଴݊ߨ ߩ଴
೙ഁ
 (1 − (−1)௡) = ൞
0 ݓℎ݁݊ ݊ ݁ݒ݁݊−4ܷ଴
݊ߨ ߩ଴
೙ഁ
ݓℎ݁݊ ݊ ݋݀݀  (3.27) 
 
Thus the potential for the right pole (corner) now becomes:  
 
 ݑோ = ܷ଴ − 2ܷ଴ߨ ෍
(1 − (−1)௠)
݉ 
ஶ
௠ୀଵ
( ߩߩ଴)
೘ഁ sin ൬݉ ߠߚ൰ (3.28) 
 
By setting  ܲ = ( ఘఘబ)ఉ  and  ܼ =  ఏఉ equation (3.28) is re-written as:  
 
 ݑோ = ܷ଴ − 4ܷ଴ߨ ෍
ܲଶ௠ିଵ
(2݉ − 1)
ஶ
௠ୀଵ
sin((2݉ − 1)ܼ) (3.29) 
 
The summation in (3.29) can be evaluated exactly as follows [108] :  
 
 ෍ ܲଶ௞ିଵ sin൫(2݇ − 1)(ܼ)൯(2݇ − 1)
ஶ
௠ୀଵ
=  12 ݐܽ݊ିଵ ቆ
2ܲ sin(ݔ)
1 − ܲଶ ቇ (3.30) 
 
Using equation (3.30) in (3.29) gives the solution for the right corner:  
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 ݑோ = ܷ଴ − 2ܷ଴ߨ ݐܽ݊ିଵ ൮
2( ఘఘబ)ఉ sin ቀఏఉቁ
1 − ( ఘఘబ)
మഁ
൲ (3.31) 
 
3.3 Superposition of corner potentials 
The two modelled corners in the previous section can be conceptually used to model the 
two semi-infinite poles of a gapped head structure.  This can be achieved by translating 
each corner from the origin by a distance along the x-axis equivalent to half of the head 
gap length.  In this case, the potential of the gapped head structure may be determined 
from the superposition of the potential at each corner.  Deriving the surface potential of 
the gapped head structure this way, it may then be possible to determine the potential and 
fields everywhere beyond the head surface by substituting this surface potential into the 
appropriate Green's function defined in chapter 2 and carrying out the convolution. 
Since the focus here is on the potential and fields near corners, then for sufficiently small 
distances, ߩ, near the corner only the first term in the potential series solution can be used 
to simplify the expressions for the corner potentials [58].  
The superposition of the potential at each corner is evaluated for full series solution form, 
and first term for symmetrical head (0=0o) using the equations (3.31) and (3.20) as shown 
in Figure 3.4, which is also compared with the potential of Thin-film head.  
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Figure 3.4 Superposition potential Symmetrical head plots.  
 
Figure 3.4 shown a very good agreement between the full series term and the first term 
in the Fourier series solution of the corner potential therefore provides sufficient accuracy 
for modelling potentials and fields near corners.  Moreover and as will be shown later in 
this chapter, the first term solution allows the derivation of exact and closed-form 
solutions for the magnetic fields from asymmetrical heads.  Hence the surface potentials 
of the corners are written using only the first terms in their Fourier series solution in (3.9) 
and (3.24), which will be used throughout this thesis and are given by:  
 
 ))(sin(0   AUuL  (3.32) 
 
 )sin(0  BUuR   (3.33) 
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where 
0
  , and 02 
  . 
In addition to translating the two corners by ±g/2 to model the gapped head structure, 
another important requirement for the valid application of superposition is that the surface 
potential of one corner vanishes at the other corner.  This is to prevent disturbing the 
constant potentials of the corner surfaces (held at ±U0).   Thus the coefficients A and B 
for each pole corner are determined by stipulating that the potential at a distance g from 
each corner is zero, which yields:  
 
 ))(sin( 0 


gUA  (3.34) 
 
 )sin(0 
 gUB  (3.35) 
 
The surface potential for each corner is then given by:  
 
 )sin(2/0 gxAUu L   (3.36) 
 
 )sin(2/0 gxBUu R   (3.37) 
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Superposing the surface potentials of the translated corners provides the following 
approximation for the surface p otential of the gapped head: 
 
 ݑ௅ାோ =  −ܷ଴ − ܣ ቚ݃2 + ݔቚ
ఈ sin(ߙߨ) + ܷ଴ − ܤ ቚ݃2 − ݔቚ
ఉ sin (ߚߨ) (3.38) 
 
where 2/2/ gxg  . 
The purpose of evaluating the surface potential at y = 0 is so that it can be convolved with 
the appropriate two-dimensional Green's function to evaluate the potential and fields 
everywhere beyond the head surface.  In this case, evaluation of the convolution involves 
integration along the surfaces of the two poles and over the gap region.  Thus it would be 
simpler to work with surface fields rather than surface potentials when convolving with 
Green's functions since the integration is only over the gap region (surface fields along 
the poles are zero).  Thus the focus henceforth in this chapter is on using the surface fields.  
The horizontal component of the surface field is determined from the gradient of the 
surface potential:  
 
 dx
du
dx
duxH LRsx )0,(  (3.39) 
 
Substituting the surface potentials (3.38) yields the surface field:  
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 ܪ௫௦ =  −ܣߙ ቚݔ + ݃2ቚ
ఈିଵ ݏ݅݊(ߙߨ) + ܤߚ ቚݔ − ݃2ቚ
ఉିଵ ݏ݅݊ (ߚߨ) (3.40) 
  
3.3.1 Horizontal and Vertical field components  
The magnetic fields everywhere beyond the head surface can be determined using the 
Green’s function solution of Laplace's equation as defined in (2.14) convolved with the 
prescribed surface field )0,(xHsx   at y = 0 [65]: 
 
    xdyxx xHyyxH
sxx 22)(
)0,(),(   (3.41) 
 
    xdyxx xxxHyxH sxy 22)( )()0,(1),(   (3.42) 
 
Here, the complex representation is used to evaluate the x and y field components to 
simplify the mathematical treatments in an effective manner. Since,  
 
 


 jyxxjyxxjyxx y 1121)( 22  (3.43) 
 
then (3.41) can be written as:  
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 





 

  


*)0,()0,(
2
1),( xdjyxx
xHxdjyxx
xHyxH sxsxx   (3.44) 
 
where 
*)0,( 

 
 xdjyxx xH
sx is the complex conjugate and hence, 
 
 

 
  xdjyxx xHyxH
sxx
)0,(Imag1),(   (3.45) 
 
Similarly, since  
 
 


 

jyxxjyxxyxx
xx 11
2
1
)(
)(
22  (3.46) 
 
Then,  
 
 

 
  xdjyxx xHyxH
sxy
)0,(Real1),(   (3.47) 
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Using (3.40) in (3.45) gives,  
 
 

   II BAyxH x )(sin)(sinImag),(  (3.48) 
 
where 
 xdjyxx
gxg
g
I 




1
2
2
2

  (3.49) 
 
 xdjyxx
gxg
g
I 




1
2
2
2

  (3.50) 
       
Similarly, the y-component of the field can be written as:  
 
 

   II BAyxH y )(sin)(sinReal),(  (3.51) 
 
In order to evaluate Iα and Iβ in (3.49) and (3.50) respectively, the Hurwitz–Lerch Zeta 
function has been used, which is defined as [109]: 
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 Φ(ݖ, ݏ, ܽ) = 1Γ(ݏ) න
ݐ௦ିଵ ݁ି௔௧
1 − ݖ݁ି௧
ஶ
଴
 ݀ݐ (3.52) 
 
where, )(s is the Gamma function.  When s = 1, the Zeta function becomes: 
 
 ߔ(ݖ, 1, ܽ) = න ݁
ି௔௧
1 − ݖ݁ି௧
ஶ
଴
 ݀ݐ (3.53) 
 
The integral Iα in (3.49) can be evaluated by using the substitution 2
gtx    to 
yield: 
 dtztt
gI
1
1
0 
   (3.54) 
where jyxgz  21 . Similarly, using the substitution 2gtx   to evaluate Iβ in 
(3.50) gives:  
 dtztt
gI
2
1
0 
   (3.55) 
where jyxgz  22 . 
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The integrals Iα and Iβ were determined using Mathematica ®, and can be written in 
terms of the Hypergeometric function 2F1 [109] as:  
     )sin(,1;, 1111 11211  
 


 zzggz zFzzgI  (3.56) 
 
     )sin(,1;, 1222 21222  

 


 zzggz zFzzgI  (3.57) 
 
Equations (3.48) and (3.51) are used next to evaluate and plot the fields beyond the 
surface of asymmetrical heads. 
 
3.4 Results  
 
3.4.1 Surface potential 
The surface potential derived from superposition in (3.38) is plotted in Figure 3.5 (dashed 
lines) for a number of exterior corner angles and compared with the accurate finite-
element calculations using COMSOL Multiphysics® (solid lines). 
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Figure 3.5 Calculated gap surface potential for a range of different corner angles 0≤ 0 ≤60 
using finite-element solution of Laplace’s equation (solid lines). The dashed lines are the 
approximate surface potential calculated using (3.38). 
 
Figure 3.6 shows the calculated RMSD between the approximate gap potential in (3.38) 
and the finite-element calculations, normalised by the maximum change of potential in 
the gap (2U0) as a function of the interior corner angle (0).  It can be seen that the RMSD 
increases almost linearly with increasing inclination angle. 
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Figure 3.6 The RMSD between the superposition of approximate gap potential in (3.38) and 
the finite-element calculations by COMSUL Multiphysics®. 
 
Figure 3.5 shows excellent agreement between the surface potential calculated using 
superposition and the finite-element/exact solutions [67] when 0 = 0o (right-angled, 
symmetrical head), with RMSD ~ 0.5%. With increasing 0, Figures 3.6 and 3.7 illustrate 
that the superposition approximation continues to provide good/acceptable agreement 
with the calculated gap surface potential from finite-element in the range of 0 ≤ 0 ≤ 30 
with maximum RMSD of ~ 27%.  The error in the superposition-based approximation 
increases dramatically for 0 greater than 30. The increase of RMSD in potential in 
Figure 3.7 provides an indication of the range of 0 for which the superposition process 
provides an acceptable accuracy, and next the RMSD in magnetic field will provide 
another qualifier.  
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3.4.2 Magnetic Fields 
Equations (3.48) and (3.51) are used to evaluate the fields everywhere beyond the head 
surface using the surface field expression in (3.38) based on superposition. The 
normalised x and y field components of the approximate fields at different spacings from 
the head surface and H0= 2U0/g is the x-component of the deep-gap field are plotted as 
dashed lines in the following figures and compared with the finite-element calculations 
obtained using COMSOL Multiphysics® and indicated with solid lines. The normalised 
(by the peak field) RSMD is used to estimate the percentage differences between the 
approximation and the finite-element calculations.  
 
For the right angled head with 0= 0, the x and y field components at different spacings 
from the head surface are shown in Figure 3.7.  This figure shows that the fields are 
symmetrical with almost perfect agreement between the theoretical, superposition-based 
calculations, and the finite-element solution where the RMSD is less than 1% (see Table 
3.1).  This figure again demonstrates that the superposition method provides an accurate 
description of the potential and fields for symmetrical heads.  Table 3.1 shows the RMSD 
between the superposition of the normalised x and y field components and the finite-
element calculations for 0= 0o.  This table also shows that the y field component in the 
approximation agrees more to the finite-element data. 
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Figure 3.7 (a) Normalised x-component (b) y-component field distribution for the symmetrical 
head for interior corner angle 0=0o at y/g=0.05, 0.1, and 0.5 (calculated using finite-element 
(solid lines) and using the approximate models in equations (3.48) and (3.51) (dashed lines)). 
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Table 3.1 RMSD percentages between the superposition of the normalised x and y components of 
fields and the finite-element calculations for 0= 0o 
 
y/g % RMSD for Hx % RMSD for Hy 0.05 0.96 0.38 0.1 0.53 0.28 0.5 0.37 0.26 
 
The x and y field distributions for 0= 5 in the asymmetric head at different spacing from 
the head surface are shown in Figure 3.8.  In here the fields are becoming asymmetric 
with increasing fields in the right corner. The agreement between the approximations 
(dashed lines) and the finite-element calculations using COMSOL Multiphysics® (solid 
lines) is very good. The y component of the head field reflects the magnetic charge 
distribution normal to the head surface, and therefore increases near the right (acute) 
corner. The calculated deviations of the approximate x and y field components are 
illustrated in Table 3.2, where again the y field component in the approximation agrees 
more to the finite-element data. Table 3.2 demonstrates very good agreement between the 
approximation model and the FEM.  In general, the error in the approximate fields 
decreases for increases in head spacing (y/g  0.5). 
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Figure 3.8 (a) Normalised x-component (b) y-component field distributions for the 
asymmetrical head for interior corner angle 0=5o at y/g=0.05, 0.1, and 0.5 (calculated using 
finite-element (solid lines) and using the approximate models in equations (3.48) and (3.51) 
(dashed lines)). 
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Table 3.2 RMSD percentages between the superposition of the normalised x and y components of 
fields and the finite-element calculations for 0= 5o 
 
y/g % RMSD for Hx % RMSD for Hy 0.05 4.06 1.96 0.1 3.56 2.10 0.5 2.09 1.78 
 
For 0= 30, the x and y field components are shown in Figure 3.9 illustrating the 
continued increase in head field magnitudes near the right corner. The agreement between 
the approximation (dashed lines) and the finite-element calculations (solid lines) is 
decreased as shown in Table 3.3, following the increased deviation exhibited in the 
surface potential with angle illustrated in the previous section.  Moreover and following 
the observations for the previous corner angles, the approximation shows better 
agreement to the finite-element data for the y field component (see Table 3.3). 
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Figure 3.9 (a) Normalised x-component (b) y-component field distributions for the asymmetrical 
head for interior corner angle 0=30o at y/g=0.05, 0.1, and 0.5 (calculated using finite-element (solid 
lines) and using the approximate models in equations (3.48) and (3.51) (dashed lines)). 
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Table 3.3: RMSD percentages between the superposition of the normalised x and y components of 
fields and the finite-element calculations for 0= 30o 
 
y/g % RMSD for Hx % RMSD for Hy 0.05 18.89 11.98 0.1 19.68 13.15 0.5 13.08 11.16 
 
The x and y field components for 0= 45 in the asymmetric head at different spacing from 
the head surface are shown in Figure 3.10. The agreement between the approximations 
(dashed lines) and the finite-element calculations using COMSOL Multiphysics® (solid 
lines) is acceptable. The calculated deviation of the approximate x and y field components 
is illustrated in Table 3.4 that shows an increasing error between the superposition-based 
approximation and the FEM calculations.  Moreover, and in line with previous 
calculations at smaller angles, the approximate Hy exhibit less RMSD than Hx. In general, 
the left corner still shows very good agreement for both the vertical and horizontal 
components. 
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Figure 3.10 (a) Normalised x-component (b) y-component field distributions for the asymmetrical head 
for interior corner angle 0=45o at y/g=0.05, 0.1, and 0.5 (calculated using finite-element (solid lines) and 
using the approximate models in equations (3.48) and (3.51) (dashed lines)). 
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Table 3.4: RMSD percentages between the superposition of the normalised x and y components of 
fields and the finite-element calculations for 0= 45o 
 
y/g % RMSD for Hx % RMSD for Hy 0.05 26.14 19.21 0.1 28.15 21.19 0.5 22.05 18.36 
 
The x and y field components for 0= 60 in the asymmetric head at different spacings 
from the head surface are shown in Figure 3.11, which shows further increases in the field 
magnitudes near the left corner. The agreement between the approximate model (dashed 
lines) and the finite-element calculations (solid lines) is still very good at the right corner, 
while there is more disagreement near the left corner. The calculated deviations of the 
approximate x and y field components are listed in Table 3.5, showing percentage 
deviations approaching 40%. 
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Figure 3.11 (a) Normalised x-component (b) y-component field distributions for the 
asymmetrical head for interior corner angle 0=60o at y/g=0.05, 0.1, and 0.5 (calculated using 
finite-element (solid lines) and using the approximate models in equations (3.48) and (3.51) 
(dashed lines)). 
 
Table 3.5: RMSD percentages between the superposition of the normalised x and y components of 
fields and the finite-element calculations for 0= 60o. 
 
y/g % RMSD for Hx % RMSD for Hy 0.05 33.82 29.23 0.1 38.39 33.11 0.5 38.63 30.10  
Therefore, the validity of the model will be not considered for 0> 45o 
Figure 3.12 plots the calculated RMSD between the calculated x and y field components 
using the approximations defined in (3.48) and (3.51) and the finite-element calculations 
as a function of the exterior corner angle 0. These plots confirm the increase in the error 
in the superposition approximation with increasing asymmetry in the head structure 
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(increasing exterior corner angle), particularly for corner angles 0> 30.  As illustrated in 
the field plots, the largest disagreement between the approximate fields and finite-element 
calculations is mainly localised near the obtuse head corner.   
 
 
Figure 3.12 The RMSD for (a) x component (b) y field components distribution between the 
approximation method calculations and the finite-element calculations. 
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This may be explained by the increased charge density and concentration near the acute 
(right) pole corner of the head, which is well described by the single corner model 
developed in this work.  This in turn led to the increase in field magnitudes near that 
corner and consistent good agreement with the finite-element calculations with continued 
increase in exterior angle 0. On the other hand, the surface charge distribution near the 
left (obtuse) corner becomes more spread out over the surface with increasing 0, which 
is not captured sufficiently by the existing model which takes account the surface charge 
contribution up to one gap length from the corner edge.  This unequal charge distribution 
in the superposition model for the asymmetrical head leads to the error observed in the 
potential and field calculations.  This matter will be elaborated on in more detail in the 
discussion chapter of this thesis. 
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Chapter 4: Modelling Asymmetric Magnetic Recording Heads 
with Soft Underlayer Using Superposition 
 
The scalar magnetic potential for a single corner was derived in the previous chapter.  
Superposition was then applied to add the contribution of the magnetic polarisation of 
two corners to model the surface potential and magnetic fields of two-dimensional, 
asymmetrical gapped head structures in the absence of a soft underlayer (SUL).  As 
indicated in chapter 2, the presence of a SUL leads to an increase in the vertical 
component of the magnetic field, which is exploited mainly in perpendicular recording 
[53]. For two-dimensional gapped head structures with right-angled corners, the magnetic 
potentials and fields in the presence of a SUL are modelled mainly by convolving the 
approximate linear gap surface potential with the appropriate Green's function as 
indicated in chapter 2 [54].  Exact solutions to Laplace's equation for this problem were 
derived by Wilton [110] in the form of an infinite Fourier series that required the solution 
of an infinite system of equations to determine the Fourier coefficients. Implicit 
conformal mapping solutions were also derived for this geometry [53, 54], which require 
numerical inversion. 
For the asymmetrical gapped head structure with a SUL, only a conformal mapping 
solution has been derived in literature [55].  Thus there are currently no exact or 
approximate explicit solutions for the potentials and fields for this asymmetrical geometry 
with an underlayer.  In this chapter the surface potentials or fields for asymmetric heads 
derived from superposition in chapter are convolved with the Green’s function solution 
of Laplace’s equation in the presence of an underlayer (derived in Chapter 2). The error 
involved in this method of approximation is estimated using the RMS deviation from 
exact solutions using the finite-element method. 
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4.1 Magnetic fields using convolution of surface potentials/fields with 
Green's functions 
 
4.1.1 Mathematical description 
 
Figure 4.1 Two-dimensional asymmetrical ring head geometry, with gap length g and 
exterior corner inclination angle0 (૙ = ࣊૛ − ૚).  The poles are assumed to have infinite 
permeability with potentials U0, at a distance d from a soft magnetic underlayer (SUL) 
held at zero potential. 
 
Figure 4.1 shows an asymmetrical head with underlayer where the pole pieces are 
assumed to be infinitely permeable with constant potentials ±U0 separated by a semi-
infinite gap of width g at a distance d from an infinite permeability underlayer held at 
zero potential. The magnetic potential satisfies Laplace’s equation in the exterior region 
to the poles and the infinitely permeable underlayer. 
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From Figure 4.1, the potential between the head and underlayer is subject to the following 
boundary conditions: 
 
 ݑ = −ܷ଴  for ݔ ≤ −݃/2, at y=0   (4.1) 
  
 ݑ = ܷ଴  for ݔ ≥ ݃/2, at y=0   (4.2) 
  
 ݑ = 0 at ݕ = ݀   (4.3) 
  
As shown in chapter 2, the general solution to Laplace's equation for the magnetic 
potential when the potential is known along the head surface is given by [57]: 
 
 ݑ௥(ݔ, ݕ) =  12݀ sin (
ߨݕ
݀ ) න
ݑ(́ݔ, 0)
cosh ቀ(௫́ି௫)గௗ ቁ − cos ቀగ௬ௗ ቁ
 ݀́ݔ
ஶ
ିஶ
 (4.4) 
 
 
for 0<y<d. The surface potential ݑ(́ݔ, 0) in (4.6) for asymmetrical heads with underlayer 
is not known theoretically or experimentally in literature, so the surface potential in the 
absence of the SUL is normally used instead. The corresponding two-dimensional field 
components are then obtained from the gradient of the potential: 
  
 
ܪ௫௥(ݔ, ݕ) =  −߲ݑ߲ݔ = 
  ' ')/)'(cosh()/cos( )0,'(2 )/sin( x
rx dxdxxdy
xH
d
dy   
(4.5) 
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ܪ௬௥(ݔ, ݕ) =  −߲ݑ߲ݕ  
   ' ')/)'(cosh()/cos( )/)'(sinh()0,'(21 x
rx dxdxxdy
dxxxH
d    
(4.6) 
 
 
As discussed in chapter 2, it is normally easier to work with the magnetic fields using 
equations (4.5) and (4.6) since the integrals are only evaluated over the gap length (the 
surface fields are zero over the head poles).  Nevertheless, equations (4.5) and (4.6) can 
only be integrated exactly for limited functional descriptions of the surface potential/field; 
in particular the case of linear gap potential (or constant surface field) allows the 
derivation of an exact solution for the magnetic fields between the head surface and SUL.  
Otherwise it is not possible to evaluate these integrals analytically. 
The effect of the infinite permeability, zero potential underlayer is to produce an image 
of the magnetic head with equal but opposite magnetic surface charge/scalar potential that 
is placed at a distance 2d from the original head surface as illustrated in Figure 4.1.  Thus 
the magnetic scalar potential or field between the original head surface and underlayer 
(i.e. 0 < y < d) may be determined from the algebraic sum (superposition) of the magnetic 
potentials or fields from the original head (without an underlayer) and its image.  This 
superposition process must also take into account the infinite number of images created 
in turn by the surfaces of the head and its image placed at multiples of 2d.  The 
contribution of the infinite set of images is already taken into account in the Green's 
function formulation in (4.5) and (4.6).  This can be illustrated by writing the Green's 
functions in the form of infinite series using [108]: 
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    n xndy ndydydx dyd 22)2( )2(1)/cos()/cosh( )/sin(21    (4.7) 
 
 
   n xndy xdydx dxd 22)2(1)/cos()/cosh( )/sinh(21    (4.8) 
 
 
where xxx  ' .  Thus the head magnetic fields in the presence of a SUL can be written 
as the superposition of multiple images from heads without a SUL as (following equations 
(3.48) and (3.51) in chapter 2: 
 
   n xSULx ndyxHyxH )2,(),(  (4.9) 
 
 
   n ySULy ndyxHyxH )2,(),(  (4.10) 
 
  
Equations (4.9) and (4.10) can thus be used to determine the head magnetic fields in the 
presence of a SUL if the magnetic fields without an underlayer are available analytically 
or numerically.  However the accuracy of this approach is limited by the accuracy of the 
analytical expression or numerical values of the magnetic fields Hx and Hy.  Moreover, 
large number of images must be evaluated in the above summation when the head-to-
underlayer separation is reduced (when d/g < 0.5 approximately).  As a result, it would 
be more accurate to use the convolution integrals in (4.5) and (4.6), which account for an 
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infinite set of image fields, to evaluate the magnetic fields in the presence of an underlayer 
numerically with little numerical overhead using the Matlab’s ‘quadgk’ function 
(adaptive Gauss-Kronrod quadrature). 
 
It is also important to note that equations (4.4) - (4.6) describe an infinite set of field 
reflections between two parallel surfaces [54]; one at y = d (underlayer) and the other at 
y = 0 with a prescribed surface potential/field.  Thus these expressions and the 
corresponding potentials and fields do not take into account the presence of a gap and the 
reaction of the underlayer on modifying the gap surface potential.  As a result, the derived 
solutions using the surface potentials/fields in absence of a SUL used in equations (4.4) - 
(4.6) are expected to be accurate for only increasing separations between the head surface 
and underlayer (approximately d/g> 0.5 as will be shown in chapter 5).  In Chapter 5, a 
new general method based on the sine integral transform is derived that allows to model 
the reaction of a SUL on the surface potential of any head structure, thus providing 
sufficient accuracy for closer head-to-underlayer separations d/g< 0.5. 
 
The x and y field components are calculated next using the surface field of the 
asymmetrical head derived using superposition in (3.40), to estimate the error in the 
approximate calculations and as functions of the head-to-underlayer parameters.  
 
4.2 Results 
In the following, the calculated magnetic fields using equations (4.5) and (4.6) (dashed 
lines) are normalised by the deep gap field for the right angled head (H0= 2U0/g) and the 
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integrations are carried out using the Matlab quaderature function quadgk.  The calculated 
fields are compared with finite-element solutions (solid lines) of Laplace's equation for 
the same head geometry in Comsol Multiphysics. 
 
For the right angled head with 0= 0, the x and y field components at a spacing y/g = 0.1 
from the head surface and for three different head-to-underlayer distances are shown in 
Figure 4.2.  This figure shows that the fields are symmetrical with very good agreement 
between the theoretical, superposition-based calculations (dashed lines), and the finite-
element solution.  This figure also shows that the error in the theoretical approximations 
reduces with increasing d/g> 0.5. Table 4.1 shows the RMSD between the superposition 
of the normalised x and y field components and the finite-element calculations for 0= 0o.  
This table also shows that the y field component in the approximation agrees more to the 
finite-element data. 
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Figure 4.2 (a) Normalised x field component, and (b) y field component for the asymmetrical head 
in the presence of a SUL for inclination angle 0=0o, calculated at a distance y/d = 0.1 from the head 
surface. Solid lines are the finite-element calculations, and the dashed lines are from the 
approximate theoretical model in (4.5) and (4.6).  
 
 
Table 4.1 Percentage RMSD between the normalised theoretical and exact (finite-element) x and y 
field components and the finite-element calculations for 0= 0o  
 
 % RMSD for Hx % RMSD for Hy d/g=1 1.78 2.71 d/g=0.5 5.05 6.15 d/g=0.25 12.38 11.64 
 
For 0= 30, the x and y field components are shown in Figure 4.3 illustrating the 
continued increase in head field magnitudes near the right (acute) corner due to increased 
charge density near that corner. This figure also illustrates the increased deviation 
between the theoretical fields (dashed lines) and exact fields calculated using finite-
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elements (solid lines).  This increase in RMSD with increasing 0 is shown in Table 4.2 
and in line with the increase in error in the surface potential approximation without a SUL 
(based on superposition) with increasing corner exterior angle for asymmetrical heads 
(see Chapter 3). Moreover and following the observations for the previous corner angles, 
the approximation shows better agreement to the finite-element data for the y field 
component (see Table 4.2). 
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Table 4.2 Percentage RMSD between the normalised theoretical and exact (finite-element) x and y 
field components and the finite-element calculations for 0= 30o 
 
 % RMSD for Hx % RMSD for Hy d/g=1 8.03 4.74 d/g=0.5 8.19 8.54 d/g=0.25 17.69 13.63  
 
The x and y field components for 0= 45 in the asymmetric head with an underlayer are 
shown in Figure 4.4. The agreement between the approximations (dashed lines) and the 
finite-element calculations (solid lines) continues to decrease as expected following the 
error in the surface potential approximation using superposition. The calculated 
 
Figure 4.3 (a) Normalised x field component, and (b) y field component for the asymmetrical 
head in the presence of a SUL for inclination angle 0=30o, calculated at a distance y/d = 0.1 
from the head surface. Solid lines are the finite-element calculations, and the dashed lines are 
from the approximate theoretical model in (4.5) and (4.6). 
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deviations of the approximate x and y field components is illustrated in Table 4.3 that 
shows the increasing RMSD between the superposition-based approximation and the 
FEM calculations.  Moreover and in line with previous calculations at smaller angles, the 
approximate Hy exhibit less RMSD than Hx. 
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Table 4.3 Percentage RMSD between the normalised theoretical and exact (finite-element) x and y 
field components and the finite-element calculations for 0= 45o 
 
 % RMSD for Hx % RMSD for Hy d/g=1 11.09 5.51 d/g=0.5 19.74 9.76 d/g=0.25 22.39 15.32 
 
 
The x and y field components for 0= 60 in the asymmetric head when the soft underlayer 
is present and located at three different spacings d/g= 0.25, 0.5 and 1 are shown in Figure 
4.5, which illustrates further deviation between the approximate solutions (dashed lines) 
 
Figure 4.4 (a) Normalised x field components, and (b) y field components for the asymmetrical 
head in the presence of a SUL for inclination angle 0=45o, calculated at a distance y/d = 0.1 
from the head surface. Solid lines are the finite-element calculations, and the dashed lines are 
from the approximate theoretical model in (4.5) and (4.6). 
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and exact finite-element calculations (solid lines). The calculated deviations of the 
approximate x and y field components are listed in Table 4.4, showing percentage 
deviations approaching 30%for Hx and about 22% for Hy. 
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Table 4.4 Percentage RMSD between the normalised theoretical and exact (finite-element) x and y 
field components and the finite-element calculations for 0= 60o 
 
 % RMSD for Hx % RMSD for Hy d/g=1 13.94 10.07 
d/g=0.5 17.47 12.47 
d/g=0.25 32.99 22.96 
 
 
 
Figure 4.5 (a) Normalised x field components, and (b) y field components for the asymmetrical 
head in the presence of a SUL for inclination angle 0=60o, calculated at a distance y/d = 0.1 
from the head surface. Solid lines are the finite-element calculations, and the dashed lines are 
from the approximate theoretical model in (4.5) and (4.6). 
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Figure 4.6 The RMSD for field (a) x-components (b) y-components between the approximation method calculations and the finite-element calculations at y/g=0.1 for head-to-underlayer distances d/g=0.25, 0.5, and 1. 
0
10
20
30
40
0 10 20 30 40 50 60
d/g=0.25d/g=0.5d/g=1
0 (deg)(a)
Nor
mal
ised
 RM
SD 
for 
H x 
(%)
 
0
5
10
15
20
25
0 10 20 30 40 50 60
d/g=0.5d/g=1d/g=0.25
0 ( deg)(b)
Nor
mal
ised
 RM
SD 
H y (
%) 
148 
 
The RMSD or error in the approximate field calculations as functions of the corner angle 
is summarised in Figure 4.6. This figure along with the field plots in Figures 4.2 - 4.5 
illustrate the increased error in the approximation with increasing corner angle. The 
discrepancy between approximate field and finite-element calculations in the gap region 
is caused by using the surface field approximation (based on superposition) for the head 
without underlayer.  Figure 4.5 also illustrates the reduction in the error of the 
approximation for increased head-to-underlayer separations d/g > 0.5. More generally, 
figure 4.5 shows that there is less error in the vertical field approximation Hy compared 
to the horizontal field component Hx. 
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Chapter 5: Magnetic Potential and Fields of 2D Asymmetrical 
Magnetic Recording Heads Based on Fitting to Finite-Element 
Calculations 
   
5.1 Introduction 
In deriving the magnetic potential and fields of two-dimensional asymmetrical magnetic 
recording heads in chapters 3 and 4, the method of superposition of single corner 
potentials and fields was utilised.  This superposition-based approach provided a plausible 
analytical model of the scalar magnetic surface potential of asymmetrical heads, but its 
accuracy degrades with reducing the interior gap corner angle of the head.  This limits the 
applicability of the superposition based model to asymmetrical heads with modest degree 
of asymmetry. In this chapter, a detailed and comprehensive investigation is carried out 
on another method of modelling the magnetic scalar potential and fields from 
asymmetrical heads with and without a soft magnetic underlayer (SUL) for any exterior 
corner inclination angle  (0 to 90).  
 
The method adopted for the derivation here assumes a plausible rational function 
approximation for the surface potential in the gap region with adjustable coefficients that 
are determined from fitting to finite-element numerical solutions of Laplace's equation 
for the asymmetrical head, following the approach of Szczech et. al. [111].  This 
simplified rational function approximation is then convolved with the appropriate Green’s 
functions to determine the potential and fields everywhere beyond the head surface.  
150 
 
In the presence of a SUL, a new general and approximate theory, based on the integral 
transform method, is derived for any two-dimensional head structure to approximate the 
reaction of the high permeability underlayer on the known head surface potential in the 
absence of the underlayer.  This modified surface potential is then convolved with the 
two-dimensional Green’s function for the head/underlayer combination to determine the 
fields everywhere beyond the head surface.  The Fourier transform of the asymmetrical 
head surface field, in the presence and absence of a SUL, is also derived exactly to study 
the effect of corner angle inclination on the wavelength response of asymmetrical heads.   
 
The developed analytical expressions for the surface potential and fields are general and 
can be easily combined through superposition to derive the fields of more complex 
asymmetrical head structures (such as shielded single-pole heads) with multiple gaps, and 
incorporated into studies and simulations of the recording and readout processes without 
much processing overhead. 
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This chapter will begin with the derivation of the rational function approximation for the 
surface potential for two-dimensional asymmetrical heads in the absence of a SUL. The 
surface potential is then used along with the two-dimensional Green’s functions derived 
in chapter 2 to arrive at expressions for the magnetic fields beyond the head surface. The 
Fourier transform of the surface fields is derived to explore the effect of asymmetry on 
the wavelength content of the fields.  The translated sine transform is later defined and 
applied to derive an expression describing the reaction of an underlayer on any general, 
functional description of a surface potential in the absence of an underlayer, and then 
applied to the asymmetrical head to predict the potential and fields. Finally, the Fourier 
transform of the surface fields in the presence of an underlayer is derived to explore the 
effect of asymmetry on the wavelength content of the fields.  The validity of the 
 
Figure 5.1 Two-dimensional geometry of the asymmetrical head, with gap length g and 
exterior corner inclination angle .  The poles are assumed to have infinite permeability with 
potentials U0, at a distance d from a soft magnetic underlayer (SUL) held at zero potential.  
To model two-dimensional heads without an underlayer, the SUL is removed with d. 
x
y

2
g 2g
U0 U0
0
u = 0
d
152 
 
approximate magnetic potential and field models, their limitations and improvements are 
discussed in the relevant sections of the chapter. 
 
5.2 Surface potential, and magnetic fields for asymmetrical magnetic 
recording heads without underlayer 
 
5.2.1 Surface potential approximations 
In this section an approximate expression is derived for the surface magnetic potential for 
asymmetrical heads without a SUL. This will be later convolved with the Green’s 
function for the magnetic head geometry to determine the fields everywhere beyond the 
head surface.  
 
The gap surface potential for an asymmetrical head calculated using finite-elements is 
shown Figure 5.2 for a number of exterior corner angles .  For right-angled corners ( = 
0), the gap potential is symmetrical with increasing gradient (and therefore fields) near 
the gap corners at g/2 [106].  Increasing  increases the asymmetry in the potential due 
to the increased magnetic surface charge density in the acute corner at x = g/2, and shifts 
the zero-crossing of the potential towards this corner.  This displacement of the potential 
zero-crossing leads to a reduction in the effective gap length of the head.  In the limit 
where  90, the effective gap length reduces to zero towards the right corner with a 
step change in the surface potential at x = g/2, leading to the narrow gap or far field 
potential distribution [54]. 
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Figure 5.2 Calculated gap surface potential using finite-elements (solid lines) and the 
approximate surface potential in (5.2) and (5.3) (dashed lines) for different corner angles.  
The dotted straight lines highlight the approximate hyperbolic locus of the asymmetrical 
potential, and were used as guides to derive the rational function approximation for the 
potential. 
 
The surface gap potential determined by finite-elements in Figure 5.2 may be 
characterised by both: (i) a shift in the zero-crossing, x0, of the potential, and (ii) scaling 
of the potential magnitude and gradient near the origin, with changes in exterior corner 
angle .  This surface gap potential approximately traces a hyperbola joining the two 
intersecting straight dashed lines indicated in Figure 5.2 (shown for  = 75 as an 
example).  Thus, the gap surface potential may be described using the following rational 
function: 
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The constants a, b and c were determined by requiring that the potential satisfies the 
conditions u = U0 at x = g/2, and that the potential vanishes at x = x0 where x0 is a 
function of .  This yields the following approximate surface potential:    
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



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2
2/ x 
)0,(
0
02
00
0
U
gxgxxg
xxUg gUxu  (5.2) 
 
The potential in (5.2) is continuous and differentiable over the gap length, therefore 
satisfying the continuity requirement of the potential and fields in the gap.  When  = 
0(and x0 = 0) the head is symmetrical, and the gap potential in (5.2) reduces to the linear 
(Karlqvist) approximation [57].  As  90 (and x0 = g/2), equation (5.2) produces a step 
function change in the potential along the head surface at x = g/2 to model the narrow gap 
head. 
 
The dependence of the shift in the zero-crossing of the gap potential, x0, on corner angle 
 was determined from the finite-element calculations and is shown in Figure5.3 (open 
circles).  The tangent function was found to provide the best least-squares fit to this 
dependence using the following fitting parameters:  
 
 )462.0tan(564.00 gx 2/0 0 gx  , 2/0    (5.3) 
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Equation (5.3) is illustrated in Figure5.3 (solid line) with a very small absolute RMS 
deviation of 3.7110-4 from the finite-element data.  Therefore (5.3) will be used 
subsequently in this analysis for the determination of x0 for a given corner angle . 
 
 
Figure 5.3 Dependence of the zero-crossing shift of the gap potential, x0, on the corner angle , 
determined from the finite-element solution of Laplace’s equation (circles).  The solid line shows 
the least-squares fitting to the finite-element data using the tangent function with best fit 
parameters: x0/g = 0.564 tan(0.462). 
 
The approximate surface gap potential in (5.2) is plotted in Figure 5.2 (dashed lines) using 
the calculated values of x0 from (5.3), showing good agreement with the finite-element 
potential for different values of .  Figure 5.4 shows the RMSD between the approximate 
potential and finite-element calculations, normalised by the maximum change in the gap 
potential (2U0), as a function of exterior corner angle.  For small , the RMSD is 3.3% 
which is consistent with the error in the Karlqvist approximation for symmetrical heads.  
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The RMSD reduces (and therefore accuracy increases) with increasing  and correctly 
vanishes as  90 (narrow gap limit).  Another advantage of the surface potential 
approximation in (5.2) is that it enables the derivation of exact, and relatively simple, 
closed-form solutions for the potential and fields everywhere beyond the head surface as 
illustrated later in this chapter. 
 
 
Figure 5.4 The RMSD between the approximate gap potential in (5.2) and the finite-element 
calculations, normalised by maximum change of potential in the gap (2U0), as a function of the 
exterior corner angle .  This plot shows the increase in accuracy of the rational function 
approximation for the surface potential with increasing . 
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5.2.2 Head magnetic fields 
The magnetic surface potentials derived in the previous section will now be convolved 
with the Green’s function for the asymmetrical head to determine the potential and fields 
everywhere beyond the head surface.  Determining the magnetic fields directly using the 
surface fields rather than potentials, however, is easier mathematically as previously 
indicated with the convolution integrals evaluated only over the gap region (since the 
surface fields vanish over the infinitely permeable poles).  This is the approach adopted 
in this section.  Extensive use will be made of the Fourier transform, its inverse and the 
Green's functions solutions of Laplace's equation defined and derived in Chapter 2.   
 
For the asymmetrical head considered in this work, the magnetic field along the head 
surface is determined from the gradient of the surface potential in (5.2) which is given 
by: 
 
 202
2020 )4/(
)4/(
2
)0,()0,( xxg
xggU
x
xuxH x 
  (5.4) 
 
Substituting (5.4) into (2.41), and integrating over the gap length yields exactly the x-
component of the magnetic field everywhere beyond the head surface as: 
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while substituting (5.4) into (3.42) yields exactly the y-component of the magnetic field 
as: 
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where: 
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are the normalised field components for the symmetrical (right-angled) head with linear 
gap potential (Karlqvist approximations), and H0 = 2U0/g is the x-component of the deep-
gap field.  The first terms on the right-hand-side of (5.5) and (5.6) describe the increase 
in surface charge density on the right corner with increasing exterior angle , and 
correctly yield the narrow gap fields as  90o (and x0g/2).  Similarly, equations (5.5) 
and (5.6) correctly reduce to the Karlqvist field approximations when the head is 
symmetrical at  = 0o (and hence x0 = 0).  Moreover, examination of equations (5.5) and 
(5.6) reveal that the fields of asymmetrical heads (in the absence of an underlayer) may 
approximately be constructed from a weighted sum of the x and y components of the 
magnetic fields of the symmetrical (right-angled) head and the narrow gap head, where 
the weights are functions of the exterior corner angle . 
 
The x and y field components for the asymmetrical head are plotted in Figure 5.5 for 
different corner angles at y/g = 0.05, calculated using equations (5.5) and (5.6) (dashed 
lines) and compared with the finite-element calculations from Comsol Multiphysics 
(solid lines).  Figure 5.5 shows the increase in asymmetry in both Hx and Hy with 
increasing , resulting from the increase in surface charge density and potential gradient 
near the acute corner of the head (x = g/2) with increasing .  The increased asymmetry 
leads to reduction in the effective head gap length towards the right corner (x0g/2), 
consequently causing the increase in the magnitude of the fields and narrowing of their 
distributions in this region.     
 
The approximate fields calculated using (5.5) and (5.6) correctly capture the asymmetry 
in the magnetic fields and dependence of both magnitude and distribution on exterior 
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corner angle  as illustrated in Figure 5.5 (dashed lines), with some deviation from the 
finite-element calculations near the centre of the gap and corners for small values of .  
 
Table 5.1 RMSD percentages between the normalised x and y components fields and the finite-
element calculations for a range of inclination angles 
 
 % RMSD for Hx % RMSD for Hy 15o 9.00 5.00 
45o 6.00 4.50 
75o 1.70 1.70 
 
This reduction of error in the approximate fields with increasing  is consistent with the 
reduction in the error of the derived surface potential in (5.2) with increasing  as 
illustrated in Figure 5.4.  The largest RMS deviation at small value of  is in line with the 
accuracy expected of the linear (Karlqvist) gap potential approximation for symmetrical 
heads where the contribution of the magnetic charges on the pole surfaces is 
underestimated [72].   
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Figure 5.5 (a) Normalised x-component of the magnetic field, and (b) normalised y-component of 
the magnetic field for the asymmetrical head for different exterior corner angles , calculated using 
finite-elements (solid lines) and using the approximate models in equations (5.5) and (5.6) (dashed 
lines).  The fields were calculated in close proximity to the head surface at y/g = 0.05. 
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At increasing distances from the head surface, the magnetic fields decrease in amplitude 
and their distributions broaden as illustrated in Figure 5.6.  The increase in y/g is 
accompanied by increased agreement between the approximate fields calculated using 
(5.5) and (5.6) and the finite-element calculations as demonstrated in Figure 5.6, for  = 
45 as a representative example.  The normalised RMSD between the approximate and 
exact (finite-element) Hx is 6% for y/g = 0.05 and reduces to 1.6% for y/g = 0.5.  Similarly, 
the normalised RMSD for Hy continues the decrease with increasing  at 4.5% for y/g = 
0.05, and down to 1% for y/g = 0.5. 
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Figure 5.6 (a) Normalised x field component, and (b) y field component for the asymmetrical head 
for exterior corner angle  = 45, calculated using finite-elements (solid lines) and using the 
approximate models in equations (5.5) and (5.6) (dashed lines) for increasing spacing y/g from the 
head surface. 
 
5.2.3 Fourier transform of surface fields 
The magnetic fields everywhere beyond the head surface were determined in Section 
5.2.2 from the convolution of the head surface field with the Green’s function for the two-
dimensional geometry indicated in Figure 5.1.  The wavelength content of the magnetic 
fields is primarily determined by the Fourier transform of the surface field, before being 
filtered by spacing losses when moving away from the head surface.  Thus the surface 
field transform provides details on the wavelength content of the magnetic fields without 
any spacing losses, and will be determined next for the asymmetrical head without 
underlayer.  These surface field transforms are also valuable for the numerical evaluation 
of the magnetic fields using the inverse Fourier transform. 
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The x-component of the magnetic field along the surface of the asymmetrical head is 
derived from the gradient of the potential in (5.2) and is given by: 
 
 202
20202
)4/(
)4/(
4)0,( xxg
xgHgxH x 
  (5.7) 
 
The surface field in (5.7) reveals the two connected characteristics of the surface potential 
and fields for asymmetrical heads: namely the shift of the zero-crossing of the potential 
and therefore field locations with the change in corner angle  (through x0), and the 
scaling of x-axis by x0 which affects the magnitude and the width of the distribution of 
the fields with the change in .  Both of these effects contribute to the reduction of 
effective gap length and narrowing of field distributions towards the acute head corner, 
as illustrated previously.   
Evaluating the Fourier transform of the surface field in (5.7) yields:  
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where Ei is the exponential integral function [112].  The Fourier transform in (5.8) is 
complex due to the asymmetrical nature of the fields.  Figure 5.7 shows the calculated 
magnitude of the Fourier transform in (5.8) for different exterior corner angles.  At  = 
0, the spectrum is the well-known Sinc function describing the Fourier transform of the 
constant (Karlqvist) surface field over the gap region, with nulls at exact multiples of the 
gap length.  Increasing the exterior angle  reduces the effective gap length of the head 
and narrows the field spatial distribution, therefore increasing the magnitude of the 
spectrum at shorter wavelengths (higher k), and diluting the gap nulls.  The broadening 
of the spectrum continues with increasing  until the narrow gap (or far field) limit is 
attained at  = 90, corresponding to infinitely small gap length and infinitely narrow 
surface field distribution, which is represented by the constant spectrum in Figure 5.7.   
  
 
Figure 5.7 Normalised head surface field transform as a function of exterior corner angle .  The 
solid lines show the spectra of symmetrical heads including the Karlqvist head ( = 0) and the 
narrow gap head ( = 90). 
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5.3 Surface potential, and magnetic fields for asymmetrical magnetic 
recording heads with underlayer 
 
5.3.1 Modelling the reaction of the underlayer 
The presence of a SUL modifies the magnetic circuit of the head and the distribution of 
the head surface potential [65].  The reaction of the underlayer on the surface potential 
for an asymmetrical head with  = 45 is illustrated in Figure 5.8, calculated using finite-
elements (solid lines) for different head-to-underlayer spacings.  This figure shows that 
the effect the underlayer is more prominent for small head-to-underlayer separations d/g 
< 0.5, resulting in the reduction of the surface potential and its gradient in the gap central 
region, while increasing the potential gradient near the gap corners.  With increasing the 
head-to-underlayer separation to values of d/g > 0.5, the surface potential rapidly 
approaches the surface potential without an underlayer.  The same behaviour applies to 
other exterior corner angles, with the added displacement of the zero-crossing of the 
potential towards the acute corner with increasing , as previously described for the case 
without an underlayer.  
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Figure 5.8 Normalised surface potential for an asymmetrical head with corner angle of 45 in the 
presence of a SUL, calculated using finite-elements (solid lines) and using the Fourier integral 
transform approximation in this chapter (dashed lines).  The surface potential without a SUL, 
calculated using finite-elements, is shown for comparison. 
 
Modelling the reaction of the underlayer on the head surface potential is complex due to 
the presence of finite-boundaries in this problem.  Theoretical developments commonly 
use the surface potential or surface field of magnetic heads in the absence of the 
underlayer, as an approximation, along with the appropriate Green’s functions to 
determine the potential and fields everywhere beyond the head surface (for example [54]).  
It will be shown in this chapter that this approximation is only valid for head-to-
underlayer separations of d/g> 0.5.  The only satisfactory theoretical treatment available 
to this boundary value problem is for symmetrical, right-angled corner heads, and 
involved solutions in the form of infinite Fourier series [43].  The coefficients of the 
Fourier series solution are determined implicitly from the numerically intensive solution 
of a truncated, infinite system of linear equations with terms requiring numerical 
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integration.  The study of the authors in [43] also highlighted that the approximation of 
using the surface potential or field in the absence of the underlayer represent only the 
first-order term of the complete and accurate solution for this problem.  For asymmetrical 
heads, only a conformal mapping solution was derived for rational corner angles [55], 
which also requires numerical inversion.  In here, a simplified and explicit general 
theoretical treatment of this boundary value problem is presented to determine the effect 
of an underlayer on the surface potential of an arbitrary head structure, requiring only the 
functional description of the surface potential in the absence of the underlayer. 
 
The theoretical treatment starts by assuming the simplified, two-region, boundary value 
problem shown in Figure 5.9 to represent the gap region of a general magnetic head (in 
region 1) at close proximity d to a SUL beyond the head surface (region 2).  This model 
is similar to the ‘slot’ approximation proposed in [66] for the symmetrical ring-head, but 
generalised here to model any gapped head structure.  To simplify the mathematical 
development and to a very good approximation for small head-to-underlayer separations, 
the potential on either side of the gap corners is assumed to vary linearly between the 
head and underlayer, and vanishes at the SUL surface (y = d) as indicated in Figure 5.9.     
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Figure 5.9 Theoretical boundary value problem of the gap region for a general magnetic head with 
arbitrary surface potential distribution a distance d from a SUL, used to derive a closed form 
distribution of the resulting surface potential in response to the SUL.  Region 1 represents the 
magnetic head gap/surface, and Region 2 is the area beyond the head surface. 
 
Solving Laplace’s equation through variable separation in Region 2 (beyond the head 
surface) subject to the boundary conditions indicated in Figure 5.9, yields the following 
Fourier series solution for the potential in the presence of an underlayer: 
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where the eigenvalues gmm /   satisfy the boundary conditions, and eigenfunctions 
 )2/(sin gxm   were chosen to include translation along the x-axis to account for even 
and odd harmonics in the solution to describe the asymmetry in potential.   
 
x
y
2
g 2g0
u = 0
d

  10 dyU  
 10 dyU
Region 1
Region 2
ru1
ru2
170 
 
In Region 1, the magnetic head potential is assumed to have the general Fourier series 
solution: 
 
    11 )2/(sin),(),( m ymmr megxAyxuyxu  2/2/ gxg   (5.10) 
 
where ),( yxu  is the head potential distribution in the absence of the underlayer, 
satisfying the boundary conditions indicated in Figure 5.9 at the head surface.  The 
second, translated Sine series term in (5.10) models the reaction of the underlayer and 
represents a series of correction terms to the potential ),( yxu , with coefficients Am that 
are functions of the corner angle  and head-to-underlayer separation d.  Again, the 
translated eigenfunctions are chosen to model the asymmetry in the potential and, together 
with the eigenvalues gmm /  , satisfy the boundary conditions at the interface y = 0.  
The assumed y-dependence in the Fourier series term in (5.10) follows the exponential 
decay of fields and potentials expected inside two-dimensional permeable head 
structures.   
 
The coefficient Am and Bm in (5.9) and (5.10) are determined by forcing continuity of 
the potentials (i.e. ́ݑଵ௥ = ́ݑଶ௥) and normal fields (i.e. −߲́ݑଵ௥/߲ݕ = −߲́ݑଶ௥/߲ݕ) at the 
interface y = 0.  Multiplying the two continuity equations by  )2/(sin gxn   and 
integrating over the gap length g/2, noting the orthogonality of the translated Sine 
function: 
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yields two algebraic equations, which can be solved exactly to reveal the following 
Fourier coefficients: 
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where the overlines indicate integral transforms defined by: 
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v is the integral transform of the linear gap potential term at y = 0, that evaluates exactly 
to: 
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To maintain consistency with the geometry in Figure 5.9, yu  /  in (5.11), and (5.12) is 
determined from the Fourier integral transform of Laplace’s equation as detailed in the 
Appendix A.  This provides the integral transform of the derivative of the surface potential 
as: 
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which upon substitution in (5.11), and (5.12) yields the simplified Fourier coefficients: 
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  dg vvugB nn  2  (5.18) 
 
This completes the formal solution of the boundary value problem described in Figure 
5.9.  The closed-form, explicit Fourier series representation of the potentials in (5.9) and 
(5.10) and their coefficients in (5.17), and (5.18) can be used to model the surface 
potential and fields of general two-dimensional head structures.  Moreover, the potentials 
in (5.9) or (5.10) evaluated at y = 0 along with the coefficient in (5.17), and (5.18) 
correctly produce the surface potential in the absence of the underlayer in (5.2) as d.  
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The Fourier coefficients in (5.17), and (5.18) are functions of the head-to-underlayer 
separation d, the exterior corner angle  (through x0), and head gap length g.  
Determination of these coefficients requires only knowledge of the surface potential 
distribution in the absence of an underlayer, which is readily available.   
 
For the asymmetrical head considered here, the surface potential in the presence of the 
underlayer can now be determined by substituting )0,()0,( xuxu   from (5.2) into (5.9) 
(or (5.10)) and evaluating the series coefficients in (5.17), and (5.18).  The integral 
transform of the surface potential of the asymmetrical head (needed for the evaluation of 
the coefficients) can be integrated exactly in (5.13) and is given by: 
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where 00 2/)2/( xxgg n   , 00 2/)2/( xxgg n   , v  is defined in (5.15), and 
Si and Ci are the sine and cosine integrals respectively [112].   
 
Figure 5.8 illustrates the calculated surface potential for the asymmetrical head with an 
underlayer for corner angle  = 45 using (5.9) (or equally (5.10)) (dashed lines) for 
different head-to-underlayer separations.  There is very good agreement between the 
approximate potential calculated using (5.9) or (5.10) and the finite-element calculations 
in Figure 5.8, with maximum normalised RMSD of about 2.8%, that is consistent for 
other head corner angles.  The rate of convergence of the Fourier coefficients in (5.17), 
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and (5.18) depends on the head-to-underlayer separation d, and on the corner angle .  For 
head-to-underlayer separations of d/g 0.5, the coefficients converge rapidly and 20 terms 
(coefficients) were found sufficient, for any , in evaluating the surface potential in (5.9) 
(or equally (5.10)).  More terms are necessary for head-to-underlayer separation of d/g< 
0.5, with up to 40 terms needed for the evaluation of the surface potential at d/g = 0.1 in 
Figure 5.8.  The number of required series terms can increase with increasing corner 
inclination , to correctly sample larger gradients (short wavelength behaviour) in the 
potential and fields at the acute corner.   
 
5.3.2 Head magnetic fields 
In previous section, the magnetic surface potentials is derived, these will be used next 
convolved with the Green’s function for the asymmetrical head to determine the potential 
and fields everywhere beyond the head surface using the surface fields. 
 
In the presence of a SUL, the particular solution of Laplace’s equation as defined in (2.14) 
subject to a prescribed potential ur (function of the head-to-underlayer spacing d and 
corner angle ) at y = 0, and a vanishing potential at the surface of the underlayer (y = d), 
was defined previously in chapter 2 in (2.26). 
 
Thereafter, the superscript ‘r’ will be used to indicate potentials and fields in the presence 
of a SUL.  Following the analysis of the previous section, it is more convenient 
mathematically to work with magnetic fields rather than potentials, and therefore the 
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gradient of the potential in (5.10) is taken to produce the Fourier transform of the 
magnetic fields: 
 
 )sinh(
))(sinh()0,(),( kd
dykkHykH rxrx   (5.20) 
 
 )sinh(
))(cosh()0,(),( kd
dykkjHykH rxry   (5.21) 
 
where )0,(kH rx  is the surface field transform. Evaluating the inverse Fourier transforms 
of (5.20), and (5.21) using the convolution property of Fourier transforms yields the 
convolution integrals defined in chapter 2 in (2.29) and (2.30). 
 
The field expressions in (2.29), and (2.30) account for the infinite reflections of the 
magnetic fields between the high permeability head surface and underlayer [54], and the 
effect of the gap and the reaction of the underlayer on the surface field are included in the 
surface field )0,(xH rx .  For the asymmetrical head considered here, the surface field 
)0,(xH rx  can be derived from the gradient of the potential in (5.11) (or equally (5.9), and 
(5.10)).  Choosing (5.9) due to the mathematical simplicity of the first linear term in the 
expression, and evaluating the derivative with respect to x yields the surface field: 
 
   1 20 )1))(2/(cos()0,( m dmmmrx mgxBHxH 
 2/2/ gxg   
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where H0 = 2U0/g, and the coefficient Bm are given explicitly in (5.18).  It is possible to 
integrate (2.29), and (2.30) exactly using the surface field distribution in (5.22), however 
the solution is intractable and in terms of the hypergeometric series function.  The 
magnetic fields in (2.29), and (2.30) can be numerically evaluated more conveniently and 
quickly using the inverse Fast Fourier Transform from equations (2.29), and (2.30).  
Alternatively, and in this chapter, the fields in (2.29), and (2.30) were more easily 
integrated numerically over the gap length using the surface field in (5.22).   
 
Figure 5.10 shows the magnetic fields for the asymmetrical head for different degrees of 
corner asymmetry with head-to-underlayer separation d/g = 0.2, calculated at a head 
spacing y/g = 0.1 using finite elements (straight lines) and the theoretical models in (2.29), 
(2.30) and (5.22) (dashed lines).  The presence of the soft underlayer enhances Hy at the 
expense of Hx, with Hx confined to the pole corners as indicated in Figure 5.10(a).  
Following a similar pattern to the head fields without an underlayer, the increase in the 
exterior corner angle  increases the asymmetry in the magnetic fields in general, and 
particularly increases the magnitude of Hx near the acute corner (at x = g/2).  With 
increases in , the zero-crossing in Hy shifts towards the right corner as shown in Figure 
5.10(b) following the shift in the surface potential.  Beyond the head corners and over the 
pole regions, Hy tends to a constant magnitude that depends only on the ratio of d/g as 
demonstrated in Figure 5.10(b).  This dependence can be easily derived from (2.30) by 
evaluating the limit x , thus reducing the convolution integral to 
  2/ 2/' ')0,'(2/1 g gx rx dxxHd .  Substitution of (5.22) and integration yields the constant 
normalised field dgHH ry 2// 0   (i.e. Hy over the head poles is determined by the first, 
long wavelength, term of the surface field in (5.22)).  
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Figure 5.10 (a) Normalised x field component, and (b) y field component for the asymmetrical head 
in the presence of a SUL for different corner angles , calculated for a head-to-underlayer 
separation d/g = 0.2 at distance y/d = 0.1 from the head surface.  Solid lines are the finite-element 
calculations, and the dashed lines are from the theoretical model in (2.29), and (2.30) and using the 
surface field distribution from (5.22).  The calculated y-component of the magnetic field tends 
correctly to the normalised field value of   ࡴ࢟࢘ / ࡴ૙ ≈ ±ࢍ/૛ࢊ =±2.5 over the pole regions (  x  g/2). 
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Table 5.2 RMSD percentages between the normalised x and y components fields and the finite-
element calculations for a range of inclination angles 
 
 % RMSD for ࡴ࢞࢘ % RMSD for ࡴ࢟࢘  15o 2.50 0.70 
45o 4.50 1.50 
75o 7.00 4.40 
 
The deviation of the approximate field models from the accurate finite-element 
calculations in Figure 5.10 is mainly confined to the central region of the gap.  This is 
where the surface potential in (5.9) or (5.10), derived based on the approximate boundary 
value problem described in Figure 5.9, predict a lower surface potential gradient (see 
Figure 5.8) and therefore fields in that region compared to the finite-element solution.   
The dependence of the magnetic fields on the head-to-underlayer separation is depicted 
in Figure 5.11 for a fixed corner angle  = 45.  For small d/g< 0.5, rxH  is confined and 
has maxima near the head corners as indicated in Figure 5.11(a).  Increasing the head-to-
underlayer separation enhances the magnitude of rxH  at the acute pole corner, and 
beyond d/g> 0.5 causes only modest changes to the magnetic fields as they become 
comparable to the fields without an underlayer.  The normalised RMS derivation between 
the approximation in Hx and finite-element calculations starts at 5% for d/g = 0.2, and 
reduces to 4% with increased head-to-underlayer spacing at d/g = 1.  For increasing values 
of d/g> 0.5, ryH  decreases in amplitude, and the fields beyond the pole corners fall to 
zero following the behaviour of the fields in the absence of the underlayer as indicated in 
Figure 5.11(b).  The RMS deviation between the approximate and exact ryH  fields in this 
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case is 1.5% at d/g = 0.2 and increases to 2.7% for d/g = 1 in line with the previously 
estimated RMS deviation values in the absence of the underlayer. 
 
 
 
Figure 5.11 (a) Normalised x field component, and (b) y field component for the asymmetrical head 
in the presence of a SUL, for exterior corner angle  = 45.  Solid lines are for the finite-element 
calculations, and the dashed lines are from the theoretical model in (2.29), and (2.30) and using the 
surface field from (5.22). 
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5.3.3 Fourier transform of surface fields 
For the case when an SUL is present, the magnetic fields everywhere beyond the head 
surface were determined in Section 5.3.2.  The equations (2.29) and (2.30) show that the 
wavelength content of the magnetic fields is primarily determined by the Fourier 
transform of the surface field, before being filtered by spacing losses when moving away 
from the head surface. 
The presence of a soft underlayer causes an enhancement of ryH , making it of practical 
importance for magnetic recording.  Nevertheless, the x-component of the surface field 
)0,(kH rx  still decides the surface wavelength spectrum of ryH  as indicated by equation 
(5.21).  Convolving )0,(kH rx  with the low-pass filter term 1/tanh(kd) in (5.21) further 
enhances the short wavelengths in the spectrum therefore increasing the magnitude of 
ryH  over the head poles with reduction in head-to-underlayer separation d as shown in 
Figure 5.10(b).  )0,(kH rx  can be determined from the gradient of (5.9) (or equally (5.10)) 
at y = 0.  For mathematical convenience, the surface field in (5.22) will be used again, 
with Fourier transform given by: 
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The surface field spectrum in (5.23) follows the same dependence on exterior corner angle 
 as that indicated in Figure 5.7 in the absence of an underlayer, and will not be illustrated 
here.  Specifically, the width and therefore wavelength content of the spectrum in (5.23) 
also increases with increasing ,  due to the reduction in effective gap and narrowing of 
field distributions.  The effect of the head-to-underlayer spacing on head surface 
transform in (5.23) is illustrated in Figure 5.12 for  = 45.   Reducing the head-to-
underlayer separation results in displacement of the gap-nulls toward larger wavelengths 
(smaller k) and increases in the amplitude of the ripples in the spectrum.  This behaviour 
persists for all other corner angles. 
 
 
Figure 5.12 Normalised head surface field transforms for an asymmetrical head for  = 45 at 
different head-to-underlayer spacings. 
 
  
0
0.2
0.4
0.6
0.8
1.0
0 1 2 3 4 5 6 7
d/g = 0.1d/g = 0.5No underlayer
= 45
g / 
H xr
(k,0
)  /
 H 0
182 
 
Chapter 6: Modelling Symmetric Magnetic Recording Heads 
With and Without an Underlayer Using Superposition of 
Corner Potentials 
 
6.1 Introduction 
 
In chapter 3 of this thesis, the scalar magnetic potential near a single two-dimensional 
corner was derived exactly.  It was also shown in this chapter that it is possible to model 
two-dimensional asymmetrical heads by including the contribution of two corners 
separated from each other by a distance equal to the gap length, and held at equal and 
opposite potentials, through superposition.  The derived approximate potentials and 
corresponding fields demonstrated good agreement with exact solutions and finite-
element calculations.  However, it was found in chapters 3 and 4 (in the presence of a 
SUL) that the error in this approximation increases with increasing head asymmetry, 
indicating that the increased error is associated with the increased mismatch between the 
charge density distributions on each of the head poles.  This can be understood by 
inspection of Figure 3.1 as an example, where the left (obtuse) pole surfaces have less 
charge concentration near the corner compared to the right (acute) pole surfaces, over the 
same extent of the pole surfaces (which is taken in this thesis to be equal to the gap length 
i.e.  = g).  This observation suggests that the method of superposition would be more 
applicable if the magnetic charge density or charge concentration is equal on both pole 
surfaces, which happens in the case of symmetrical head structures as shown in Figure 
6.1. 
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Figure 6.1 Two-dimensional geometry of the symmetrical head, with gap length g and exterior 
corner inclination angle0.  The poles are assumed to have infinite permeability with potentials U0, 
at a distance d from a soft magnetic underlayer (SUL) held at zero potential.  To model two-
dimensional heads without an underlayer, the SUL is removed with d  . 
 
In this chapter, the potential and field expressions derived in chapters 3 and 4 for 
asymmetrical heads in the absence and presence of a SUL respectively, are utilised to 
evaluate the surface potential and fields of two-dimensional symmetrical magnetic 
recording heads for a range of exterior corner inclination angle 0 (0 to 90) as indicated 
in Figure 6.1.  This is to investigate the applicability of the method of superposition of 
corner potentials to asymmetrical structures and estimate the error in this approximation. 
 
6.2 Surface potential 
Following chapter 3, the gap surface potential is derived, to a good approximation, from 
the superposition of the first terms in the Fourier series solution of corner potentials as 
indicated by equations (3.36) and (3.37).  The surface potential is thus given by: 
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and the corresponding surface field (from the gradient of the surface potential above) is: 
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The gap surface potential for the symmetrical head shown in Figure 6.1 calculated using 
equation (6.1) is shown Figure 6.2 for a range of exterior corner angles 0, compared with 
the finite-element calculations using COMSOL Multiphysics®. The gap potential for all 
considered angles are symmetrical with increasing gradient (and therefore fields) near the 
gap corners at g/2 [106] as 0 increases (See Figure 6.2).  
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Figure 6.2 Calculated gap surface potential using finite-elements (solid lines) and the approximate 
surface potential in (6.1) (dashed lines) for a range of inclination angles 0o ≤ 0 ≤ 90o.    
 
Figure 6.2 shows excellent agreement between the surface potential calculated using 
superposition and the finite-element/exact solutions [67], with RMSD of 0.5% when 
when 0 = 0o (right-angled corners) and increasing to maximum of less than 4% for 0 = 
90o as indicated in Figure 6.3.  These results provide clear evidence of the validity of the 
superposition of corners approximation particularly in modelling the potentials and fields 
of symmetrical structures.   
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Figure 6.3 The RMSD between the approximate gap potential in (6.1) and the finite-element 
calculations, normalised by maximum change of potential in the gap (2U0), as a function of the 
exterior corner angle 0.   
 
6.3 Magnetic fields for symmetrical head without SUL 
The magnetic surface potential for the symmetrical head plotted above and given by 
equation (6.1) is now convolved with the Green’s function for the two-dimensional, semi-
infinite head geometry in equations (3.41) and (3.42) to determine the potential and fields 
everywhere beyond the head surface.  The magnetic fields are normalised by the deep gap 
field for the right-angled head (H0 = 2U0/g) and compared with exact solutions and finite-
element calculations using Comsol Multiphysics®. 
The normalised x and y field components at y/g = 0.1 are plotted in Figure 6.4, where only 
half the field curves are displayed due to symmetry. 
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Figure 6.4 (a) Normalised x-component and (b) y-component field distribution for the symmetrical 
head for different interior corner angles at y/g=0.1 calculated using finite-element (solid lines) and 
using the superposition of corner potentials (dashed lines)). 
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In here the magnetic fields continue their symmetrical behaviour with increasing 
magnitude in the corner regions as 0 increases, in line with dependence of the potential 
spatial distribution on 0 illustrated in Figure 6.2. The agreement between the 
approximations (dashed lines) and the finite-element calculations using COMSOL 
Multiphysics® (solid lines) is excellent. The calculated deviations of the approximate x 
and y field components from the exact calculations are illustrated in Table 6.1, where the 
y field component in the approximation agrees more to the finite-element data. Table 6.1. 
In general, the error in the approximate fields decreases for decreases in 0, with 
maximum RMSD of less than (3.8% for Hx and 2% for Hy) for 0 = 90. 
 
Table 6.1 Percentage RMSD between the theoretical x and y field components and the finite-
element calculations at y/g=0.1. 
 
0 % RMSD for Hx % RMSD for Hy 0o 0.53 0.28 5o 1.12 0.58 30o 2.84 1.52 45o 3.32 1.79 60o 3.52 1.87 90o 3.72 1.92 
 
Closer to the head surface at y/g=0.05, the magnetic fields using the superposition of 
surface potentials/fields are plotted in Figure 6.5 and again demonstrate excellent 
agreement with the exact calculated fields. This agreement is illustrated in the RMSD 
values tabulated in Table 6.2 for different values of corner angles, with maximum value 
not exceeding 4%. Moreover and following the observations for the previous head 
separation, the approximation shows better agreement to the finite-element data for the y 
field component. 
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Figure 6.5 (a) Normalised x-component and (b) y-component field distributions for the symmetrical 
head for different interior corner angles at y/g=0.05 calculated using finite-element (solid lines) and 
using the superposition of corner potentials (dashed lines)). 
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Table 6.2 Percentage RMSD between the theoretical x and y field components and the finite-
element calculations at y/g=0.05. 
 
0 % RMSD for Hx % RMSD for Hy 0o 0.96 0.37 5o 1.39 0.62 30o 3.18 1.55 45o 3.64 1.81 60o 3.78 1.89 90o 3.84 1.81 
 
The RMSD or error in the approximate field calculations as functions of the corner angle 
for x and y field components calculations at y/g=0.1, and 0.05 is summarised in Figure 
6.6.  
 
 Figure 6.6 The RMSD for field (a) x-components (b) y-components between the 
approximation method calculations and the finite-element calculations at y/g=0.1 (solid lines) and at 
y/g=0.05 (dashed lines).  
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6.4 Magnetic fields for symmetrical head with SUL 
The magnetic surface potentials plotted for symmetrical head without underlayer above 
is now convolved with the Green’s function for the semi-infinite two-dimensional 
geometry in the presence of an underlayer given by equations (4.5) and (4.6). This is to 
evaluate the fields everywhere beyond the head surface using the surface field expression 
in (6.2) based on superposition 0  0  90.  
The convolution integrations in (4.5) and (4.6) are carried out using the Matlab 
quaderature function quadgk then plotted as dashed lines in the following figures and 
compared with finite-element calculations obtained using COMSOL Multiphysics® and 
indicated with solid lines. The normalised (by the peak field values) RSMD is used to 
estimate the percentage differences between the approximation and the finite-element 
calculations.  
 
For the right angled head with 0= 0, the x and y field components at a spacing of y/g = 
0.1 from the head surface and head-to-underlayer distance d/g=1 are shown in Figure 6.7 
for a range of inclination angles 0o≤ 0 ≤ 90o.  At this head-to-underlayer separation, the 
convolution integrations using the surface fields for the head without an underlayer are 
accurate as described in chapter 4, allowing focus on studying the error in the 
superposition approximation rather than on the Green's function solution.   This figure 
shows that the fields are symmetrical with very good agreement between the theoretical, 
superposition-based calculations (dashed lines), and the finite-element solution (solid 
lines) with increasing magnitude towards the gap corners with increasing 0.  Table 6.3 
shows the RMSD between the superposition of the normalised x and y field components 
and the finite-element calculations, and indicates that the errors in the theoretical 
approximations do not exceed 2.8% for Hy and 5% for Hx. This table also shows that the 
y field component in the approximation agrees more to the finite-element data. 
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Figure 6.7 (a) Normalised x-component and (b) y-component field distributions for the symmetrical 
head for different interior corner angles at y/g=0.1 calculated using finite-element (solid lines) and 
using the superposition of corner potentials (dashed lines)). 
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Table 6.3 Percentage RMSD between the theoretical x and y field components and the finite-
element calculations at y/g=0.1. 
 
0 % RMSD for Hx % RMSD for Hy 0o 1.85 0.81 5o 2.90 1.29 30o 4.07 1.84 45o 4.47 2.03 60o 4.72 2.18 80o 4.61 2.17 90o 4.59 2.15 
 
 
The calculations are repeated for y/g=0.05 and the x and y field components for head-to-
underlayer separation of d/g=1 are shown in Figure 6.8.  This figure again shows that the 
fields are symmetrical with excellent agreement between the theory and numerical 
calculations. Table 6.4 shows the RMSD between the approximation of the normalised x 
and y field components and the finite-element calculations. This table also shows that the 
errors between the y field component in the approximation and the finite-element has not 
reached 2.3%, while the x field component shows an increasing disagreement with 
increasing 0. 
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Figure 6.8 (a) Normalised x-component and (b) y-component field distribution for the symmetrical 
head for different interior corner angles at y/g=0.05 calculated using finite-element (solid lines) and 
using the superposition of corner potentials (dashed lines)). 
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Table 6.4 Percentage RMSD between the theoretical x and y field components and the finite-
element calculations at y/g=0.05. 
 
0 % RMSD for Hx % RMSD for Hy 0o 2.23 0.91 5o 3.23 1.36 30o 4.43 1.95 45o 4.78 2.16 60o 4.97 2.29 80o 4.75 2.27 90o 4.74 2.26 
 
The RMSD or error in the approximate field calculations as functions of the corner angle 
for x and y field components calculations at y/g=0.1, and 0.05 for head-to-underlayer 
distances d/g=1 is summarised in Figure 6.9. 
 
 
Figure 6.9 The RMSD for field (a) x-components (b) y-components between the approximation 
method calculations and the finite-element calculations at y/g=0.1 (solid lines) and at y/g=0.05 
(dashed lines) for head-to-underlayer distances d/g=1. 
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Chapter 7: Conclusions and future work  
 
To meet the ever increasing demand for information storage, recent advances in 
recording technologies have focused on the question of ‘How to increase the areal 
densities of HDD storage?’ using such methods as Heat Assisted Magnetic Recording, 
Patterned Media, Shingled and Two-Dimensional Magnetic Recording.  Due to the 
highly competitive race between HDD developers, efforts to develop and increase 
magnetic recording capacities and the aim of reaching higher areal density will 
continue. 
The magnetic head is considered an effective and important part of magnetic 
recording systems, where its geometry and dimensions determine the magnitude and 
distribution of the fringing gap fields and their gradients. Hence, the design of 
magnetic heads has a direct impact on the achievable storage density of magnetic 
recording systems. As part of the natural evolution of magnetic recording head 
technology and optimisation of their geometry and dimensions (including shielding), 
asymmetrical head structures appeared as good candidates to increase the recording 
resolution in longitudinal and perpendicular recording.  This can be understood by 
examining the magnetic surface charge density near a single corner which is equal to 
the normal component of the surface field H, and hence  duH / /1 nM   
where n is the vector normal to surface.  Using the first term in the series expansion 
of the potential near a corner in Chapter 3 for simplicity and evaluating along one of 
the surfaces yields a surface charge density 12/3 0     nM , where  is the distance 
from the corner apex.  For increasing 0 > 0, the exponent in the surface charge 
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density is negative and sufficiently large to maintain the charge density concentration 
near the acute corner.  This leads to increased field gradients near the acute pole corner 
in the gap region to further enhance the recording resolution of magnetic heads. While 
conventional two-dimensional magnetic heads, including the ring-type, finite-pole 
thin-film and single pole head structures mostly produce symmetrical fringing fields 
in the gap or pole corner regions. 
 
While the field theory of conventional, right-angled symmetrical head structures is 
well established and enjoyed considerable success since the early 1950s, an analytical 
field theory of asymmetrical heads or symmetrical heads with tilted gap corners in 
general is lacking.  The aim of this research is therefore to develop mathematical 
methods that enable the analytical modelling of the magnetic scalar potentials and 
magnetic fields from general symmetrical and asymmetrical magnetic recording 
heads with tilted gap corners, in the absence and presence of a soft magnetic 
underlayer.  Thus providing, where possible, relatively simple closed-form solutions 
for the magnetic potentials and fields, that can be used in more detailed numerical 
simulations of the magnetic recording and readout processes with little computational 
overhead, and to understand the operation and help in the design of high performance 
magnetic recording heads. 
 
The main assumptions used in this research is that the head structures are two-
dimensional and semi-infinite (along the pole faces and through the thickness).  This 
also follows the assumption that the head gap length is much shorter than other 
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dimensions in the head.  The modelled potentials and fields are determined through 
solution of Laplace's equation, and therefore are static boundary value problems, and 
the magnetisation switching dynamics in the head are ignored.  With inclined gap 
corners, the effect of corner saturation is expected to become more important.  
Saturation of corner regions reduces the permeability in these regions, leading to 
increases in the effect head gap length and increases in head separation due to the loss 
of the magnetic material in the gap corner regions.  These effects cause degradation 
in the gradients of writing fields and performance of recording heads, particularly for 
small head to medium separations.  Pole corner saturation in symmetrical and 
asymmetrical heads is beyond the scope of study, and was examined numerically 
using finite-elements in [52], by examining and comparing the fields from low 
saturation, asymmetrical MnZn heads modelled in two-dimensions with infinite 
permeability cores (assumption used in this work), and with linear and non-linear B-
H core characteristics.  Saturation was induced with a magnetomotive force 
corresponding to a deep-gap field greater than half the saturation magnetisation of the 
core material [113].  Their study showed that while the distributions of the magnetic 
fields from these different models are very similar, severe saturation occurred for 
inclination angles 0 > 45 in the linear and non-linear head material models, causing 
large reductions in the magnitude of the fields near the acute corner of the head (when 
compared to the infinite permeability model).  With higher saturation core material 
and careful control over the core magnetic fields, it is expected that the theory 
presented in this work would be applicable to two-dimensional heads with a wider 
range of exterior corner angles of 0> 45. 
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7.1 Conclusions and Contribution to Knowledge 
The aim of this project was to develop mathematical methods and model corner-type 
heads, and derive approximate solutions for the fields from symmetrical and 
asymmetrical heads without a SUL, and with a SUL.  Two methods were developed 
in this thesis to provide analytical solutions to this boundary value problem: in the 
first approach, the potential near a corner was derived exactly (explicitly), followed 
by application of superposition of the potentials and fields of two corners at equal but 
opposite magnetic potential and displaced from each other by a distance equal to the 
gap length to model symmetrical and asymmetrical heads fields. The second 
developed method uses a rational function to approximate the surface potential of 
asymmetrical head with adjustable parameters which were determined from fitting to 
finite-element simulations.  The rational function approximation enabled the 
derivation of exact and closed-form solutions for the fields from asymmetrical head 
at any gap corner orientation.  To overcome the limitations of current methods of 
modelling the effect of soft magnetic underlayers, a new theory based on the sine 
integral transform was developed in this thesis.  This theory models the reaction of a 
soft magnetic underlayer on the surface potential and fields of any two-dimensional 
head structure, requiring only the surface potential or field in the absence of an 
underlayer as input, which is readily available. Through this theoretical framework 
and analysis, this research also delivers a quantitative understanding of magnetic 
fields produced by tilted gap corner heads (asymmetrical and symmetrical) and their 
correlation to the corner angles.  
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7.1.1 Superposition Technique  
In chapter 3 of this thesis, the magnetic scalar potential near a corner was derived 
exactly from solution of Laplace's equation in polar coordinates.  At sufficiently close 
distances from the corner, the first term in the series expansion of the solution was 
taken to very good approximation, and superposition of the potentials of two corners 
was used to derive approximate, closed-form analytical expressions for the potential 
and fields from asymmetrical two dimensional heads structures in the absence of a 
soft underlayer.  The results show a very good agreement to finite-element 
calculations on Comsol Multiphysics (estimated using the normalised root-mean-
square deviation (RMSD)), confirming the validity of the superposition 
approximation to the range of exterior corner angles 0o<0< 45o with maximum 
RMSD of 28% for Hx, and 21% for Hy.  Further increases in the exterior corner angle 
increases the mismatch between the magnetic charge density distributions on both 
head pole surfaces considered in the approximation, and leading to large deviation 
and error in this approximation.  In general, it was found that the y component of the 
magnetic field evaluated using superposition show more agreement to the finite-
element/exact solutions. 
 
The derived surface potential and field was also convolved with the Green's function 
corresponding to the two-dimensional semi-infinite geometry bounded by two 
parallel planes corresponding to the head surface and a zero potential soft magnetic 
underlayer.  This convolution accounts for the contribution of infinite number of 
images fields from the high permeability surfaces/image planes in this structure (or in 
other words an infinite number reflected fields between the two parallel planes).  The 
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magnetic fields for asymmetrical and symmetrical heads in the presence of a SUL 
where therefore calculated in chapters 4 and 6, and their agreement with finite-
element simulations were consistent with the calculations in chapter 3 without the 
underlayer for the range of exterior gap corner angles 0o<0< 45o.  This convolution 
integration does not model the reaction of the underlayer on the surface 
potential/fields used in the solution (normally for structures without an underlayer) 
and therefore was found to be valid for head-to-underlayer separations d/g > 0.5. 
 
In chapter 6, the method of superposition of corner potential/fields was applied to 
two-dimensional symmetrical heads, and derived surface potential was in excellent 
agreement with exact solutions and with finite-element calculations for all range of 
exterior corner angles 0o< 0< 90o with maximum RMSD of 5%, in presence and 
absence of an underlayer.  This remarkable agreement may be explained by the equal 
amount of magnetic surface charge density contribution from both pole corners in the 
superposition process.  Moreover, this also indicates that, within the range of corner 
angles above, that the charge density contribution within one gap length from each 
corner is sufficient to accurately model the magnetic potentials and fields near 
corners.   
 
7.1.2 Rational function approximation 
Chapter 5 was concerned with the detailed theoretical derivation of relatively simple 
closed-form approximations for the scalar magnetic surface potential and fields from 
two-dimensional asymmetrical magnetic heads and their Fourier transforms, 
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applicable to any arbitrary corner inclination angle.  A rational mathematical function 
with adjustable coefficients was used to approximate the surface potential of 
asymmetrical heads.  The adjustable coefficients describe the shift in the zero-
crossing of the surface potential and change in curvature with corner angle.  The 
adjustable coefficients were determined with high accuracy by fitting to finite-
element calculations.  The corresponding rational function approximation was found 
to reduce to the linear gap surface approximation for right-angled corners (with 
maximum error), and increases in accuracy with increasing asymmetry.  Convolving 
this rational function approximation with the Green's function for two-dimensional 
semi-infinite structures without an underlayer, yielded closed-form solutions for the 
magnetic fields in the form of the superposition of horizontal and vertical Karlqvist 
field components, in addition to narrow gap head field components accounting for the 
reduction in the effective head gap length with increasing asymmetry towards the 
acute gap corner.  Following the surface potential approximation, the accuracy of the 
derived expressions for the magnetic fields increase with increasing asymmetry, as 
confirmed by comparison to finite-element calculations.   
 
7.1.3 Modelling the reaction of the underlayer 
A new general theory based on the translated Sine Fourier series was developed to 
model and study the reaction of a soft magnetic underlayer (SUL) on the surface 
potential of any magnetic head structure and for d/g < 0.5, and applied to 
asymmetrical head structures.  The input to this model is a mathematical description 
of the surface potential or field of any two-dimensional head structure in the absence 
of an underlayer, which is readily available.  The reaction of underlayer is then 
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determined as an infinite sine series of correction terms to the supplied surface 
potential/field without an underlayer, whose coefficients are determined exactly and 
are functions of the head-to-underlayer separation and gap corner angle.  The 
corrected surface potential/field for the reaction of the underlayer were then 
convolved numerically with the Green's function description for the underlayer to 
calculate the magnetic fields, which were in very good agreement with finite-element 
calculations particularly for head-to-underlayer separations d/g < 0.5.  For increase 
underlayer separations, the set of correction terms tend to a small and negligible value, 
and the calculated fields are in agreement with the Green's function analysis in chapter 
4.   
 
7.1.4 Analysis of magnetic fields from tilted gap heads 
The theory developed in this thesis provides quantitative understanding of the 
behaviour of the magnetic fields from two-dimensional gapped head structures with 
tilted gap corners.  In asymmetrical heads, the zero-crossing of the surface gap 
potential shifts towards the acute pole corner with increase in its gradient near that 
corner.  This leads to reduction in the effective head gap length towards the acute 
corner with increasing magnitude and gradient of the magnetic fields and narrowing 
of their distributions in this region.  The narrowing of the effective gap length in this 
case increases the spatial bandwidth of the head and increasing its resolution (hence 
the suggestion of using such heads for high density inductive readout in the past 
[114]).  The presence of an underlayer in asymmetrical heads has small effect on the 
zero-crossing of the surface potential but further reduces its gradient in the gap central 
region and enhances it in the acute gap corner region.  This leads to further increases 
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in the magnitude and gradient of the magnetic fields in the acute corner region (in 
particular the y-component of the magnetic field), and reduction of their magnitude 
and gradient towards the gap centre.   
 
With equal contributions of surface charge densities in symmetrical heads, the surface 
potential was found to decrease in gradient in the central gap region, with increasing 
gradient towards the gap corners.  This increase in field gradient increases the 
magnitude of the magnetic fields and their gradients in the gap regions.  At the same 
time, the increase in gradient of surface potential at the corners increases the effective 
head gap length, leading to reductions in the field magnitudes in the gap region and 
reduction in the wavelength content of the head.  Nevertheless, it was found that the 
above changes in surface potential and corresponding magnetic fields are modest as 
the gap corner angle spans the whole range of angles 0o< 0< 90o.  This may go some 
way in explaining the success of the simplified head fields theories (such as 
Karlqvist's) in modelling a wide range of practical symmetrical magnetic recording 
head structures and closely predicting their experimental performances despite the 
varying manufacturing conditions and their tolerances that lead to non-ideal or 
symmetrical head geometries. 
 
7.2 Future Work 
The analyses of asymmetrical head geometry can be also extended to produce 
mathematical models of more complex, shielded corner-type heads with multiple gaps 
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(analytically and numerically), and optimise the shielded head design to maximise 
field gradients.  
Due to the remarkable success of the superposition method for predicting the 
potentials and field of symmetrical heads, it would be interesting to investigate the 
applicability of this approach to other symmetrical head structures such as the parallel 
plate head, the tilted plate head and the tilted pole head structures. 
With inclined gap corners, the effect of corner saturation on the produced magnetic 
fields becomes very important, and corner saturation in this case must be characterised 
as a function of gap corner angle.  This can be carried out by solving a vector potential 
boundary value problem, with non-linear B-H characteristics described using a 
functional dependence of the permeability of the core material on driving fields [113].  
The simulations must be carried out for a range of gap corner angles and deviations 
from the linear behaviour can be used to characterise the fields required for the onset 
of saturation as a fraction of the core material saturation magnetisation. 
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Appendices  
 
A. Solution of Laplace’s equation using the translated Sine transform 
 
Laplace’s equation in two-dimensions for the scalar magnetic potential u for the geometry 
shown in Figure 5.9 in the absence of the underlayer (i.e. d  ) is given by: 
 
02
2
2
2 


y
u
x
u  
 
Taking the translated Sine integral transform of Laplace’s equation, defined for u(x,y) as: 
 
  
2/
2/
)2/(sin),(),( g
gx
nn dxgxyxuyu   
 
and applying successive integration by parts, observing the boundary conditions indicated 
in Figure 5.9 with eignvalues gnn /  , reduces Laplace’s equation to the ordinary 
differential equation: 
 
  0222   vuyu n      (A.1) 
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where the eigenvalues gnn /   and eigenfunctions ))2/(sin( gxn   satisfy the 
boundary conditions shown in Figure 5.9, and allow asymmetrical description of u  (x,0) 
in the transform.  v is the integral transform of the linear gap potential at y = 0, and is 
defined by:   
 
  
2/
2/
0 )2/(sin2)0,( g
gx nn
dxgxg
xUv   
 
The general solution to (A.1) is given by: 
 
vDeCeyu yyn nn   ),(     (A.2) 
 
where C and D are the constants of the integration.  Application of the boundary 
conditions that u   vanishes as y  , with prescribed surface potential )0,( nu   at y = 0 
yields the particular solution of (A.2) as: 
   vevuyu ynn n   )0,(),(     (A.3) 
 
The normal derivative of the integral transform of the potential is therefore given by: 
 
  ynnn nevuy yu   )0,(),(     (A.4) 
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Mustafa M. Aziz, Ammar I. Edress, and C. David Wright, ‘Approximate Expressions for 
the Magnetic Potential and Fields of Two-Dimensional’, Asymmetrical Magnetic 
Recording Heads’. IEEE Trans. Magn. vol.52, no.2, pp. 1-12, Feb. 2016. 
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C. Conference attended 
 
International Conference on Advances in Applied Mathematics and Mathematical 
Physics:  Aug. 2014, in Istanbul, Yildiz Technical University of Istanbul, Turkey to 
present the poster ‘Magnetic Fields from Asymmetrical Magnetic Recording Heads’. 
This poster has been selected as the best poster in the conference.  
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