The paper suggests a preconditioning type method for fast solving of elliptic equations with oscillating quasiperiodic coe cients A ε speci ed by the small parameter ε > . We use an iteration method generated by an elliptic operator, associated with a certain simpli ed (e.g., homogenized) problem. On each step of this procedure it is required to solve an auxiliary elliptic boundary value problem with non-oscillating coe cients, where typically the coe cients are smooth or piecewise constant. All the information related to complicated coe cients of the original di erential problem is encompasses in the linear functional, which forms the right hand side of the auxiliary problem. For this reason, inversion of the original operator associated with oscillating coe cients is avoided. The only operation required instead is multiplication of it on a vector (vector function), which can be e ciently performed due to the low QTT-rank tensor operations with the rank parameter controlled by the given precision δ > independent on the parameter ε. We prove that solutions generated by the iteration method converge to the solution of the original problem provided that the parameter of the iteration algorithm has been properly selected. Moreover, we deduce two-sided a posteriori error estimates that do not use A − ε and enable us to compute guaranteed bounds of the distance to the exact solution of the original problem for any step of the iteration process. For a wide class of oscillating coe cients, we obtain sharp QTT rank estimates for the sti ness matrix in tensor representation. In practice, this leads to the logarithmic complexity scaling of the approximation and solution process in both the FEM grid-size, and the frequency parameter /ε. Numerical tests in 1D con rm the logarithmic complexity O(| log ε|) of the proposed method applied to a class of complicated highly-oscillating coe cients.
Introduction
Partial di erential equations with oscillating coe cients often arise in various models in natural sciences, including quantum chemistry and material sciences, as well as in engineering applications. Numerical analysis of problems with periodical coe cients is often performed by geometric homogenization methods, which provide e cient approximations of structures with very large amount of cells of periodicity (see, e.g., [1-3, 5, 7] ). We consider a wider class of problems where either the amount of cells is signi cant but not large enough to ignore modelling errors generated by homogenized models or periodicity has a more complicated form. Numerical analysis of such problems is faced with several challenging problems. The main three of them are as follows: (a) creation of a robust numerical method able to construct a sequence converging to the exact solution by means of using nite element approximations on regular (quasiregular) meshes; (b) guaranteed a posteriori estimates of the distance between the exact solution of a boundary value problem with highly oscillating coe cients and an approximation; (c) construction an e cient solver based on suitable preconditioning of the respective discrete system.
In this paper, we suggest an approach that solves (a)-(c) for a class of elliptic problems with quasiperiodic coe cients. We discuss the basic ideas with the paradigm of the model second-order elliptic problem, but it is clear that they can be extended to many other elliptic and parabolic type equations with quasiperiodic coe cients. We consider the problem
where f ∈ L (Ω), Ω = ( , ) d (d = , , ) , with the homogeneous Dirichlet boundary conditions, where a small parameter ε > is a small parameter characterizing oscillations, and A ε (x) is a matrix with quasiperiodic coe cients. We assume that A ε ∈ L ∞ (Ω, d×d sym ) (here and later on d×d sym denotes the set of symmetric d × d-matrices) and λ
Here λ ε ⊖ is a positive constant, so that the problem is well posed and the corresponding generalized solution u ε ∈ H (Ω) is de ned by the relation a ε (u ε , w) = (f, w) Ω ∈ H (Ω)
( 1 The entries of A ε may depend on x in a very complicated way, see some examples depicted in Fig. 1 . Therefore, problem (1.1) may be very di cult from the viewpoint of quantitative analysis. The level of complexity can be roughly estimated by the parameters := λ ε ⊖ /λ ε ⊕ and ε. If both of them are very small, then serious di culties will arise in approximation methods and in numerical solution of the corresponding linear systems (which may have very large dimensions and huge condition numbers). For such type problems, getting guaranteed and e cient a posteriori error estimates may be a highly di cult problem as well.
Our goal is to justify a numerical method for computing successful approximations of u ε which is based on solving a simpler problem associated with the bilinear form a (u, w) = ∫ Ω A ∇u ⋅ ∇w dx. The coe cients of the matrix A are much more regular than the coe cients of A ε and do not have rapid oscillations. It is assumed that A satis es the condition
with positive constants λ ⊖ and λ ⊕ . Then, there exist positive constants λ and λ such that
(1.5)
The homogenization theory suggests a suitable form of a (u, w) for perfectly periodical structures, where Ω is a collection of self-similar cells Π ε i , i = , , . . . , L and the cell size ε is very small (in comparison with the diamΩ). In this case, for any x ∈ Π ε i the matrix is de ned by the relation A ε (x) :=Â(y) ∈ L ∞ (Π, d×d sym ), where y = (x − ζ i )/ε, ζ i is the 'cell centre', and y is the Cartesian coordinate system associated with the 'reference' cellΠ. An approximation of u ε is constructed by a special procedure. First, for k = , , . . . , d we nd the solutions
which satisfy the the periodic boundary conditions and the mean value condition Then, we de ne the matrix A = {|Â ( I − ∇N)|}Π , where
where a (u , w) := ∫ Ω A ∇u ⋅ ∇wdx. This problem is much simpler than the original one. The function u approximates u ε in a weak sense (see, e.g., [2]),
In order to obtain a strongly convergent sequence, the homogenization theory suggests to use approximations with a correction, namely,
where ψ ε := min{ , ε dist(x, ∂Ω)} is a cuto function. Then, optimal a priori convergence rates for the error u ε − w ε can be proved (see e.g., [2] Remark 5.13, [3] and [7] 
The resultant error estimate reads
The reconstruction of the ux A ε ∇ u ε with the same convergence rate ε, requires solving another periodic problem for the operator curl A − curl.
In general, the correction techniques discussed above may be rather costly and the respective convergence estimates usually require additional assumptions concerning regularity of homogenized solutions. It uses solutions of boundary value problems on the cellΠ (e.g., (1.6)), which often can be found only approximately and require analysis of e ects generated by approximation errors and their in uence on the accuracy of a , u , w ε , etc. It should be also noted that the homogenization method provides accurate approximations only for su ciently small ε (this fact follows from the a priori estimate (1.8)). The question on how to e ciently compute accurate approximations if ε is small but not 'very small' remains open. One possible answer is suggested below.
The approach considered in the paper is applicable to a much wider class of problems than problems with periodically oscillating coe cients. It is valid for quasi-periodic structures (e.g. of the type presented in Fig. 1 , or periodic systems with defects, see [11] ), where homogenization theory cannot be used (see examples in Section 5). The structures of this type arise in various models in natural sciences and engineering applications (see, e.g., [10, 11] for applications in electronic structure calculations), so that getting e cient approximations with guaranteed error bounds is an important problem.
We present a new computational strategy, which is intended to compute e ciently approximate solutions of boundary value problems with periodic and quasi-periodic structures in domains composed of few tensor-product subdomains. This approach is based on the representation (approximation) of all vectors and matrices involved in the computational scheme in the so-called quantized TT (QTT) format [12] such that all matrix-vector operations are implemented approximately via adaptive control the QTT rank parameters. This method allows us to achieve the desired tolerance level regardless of the cell size ε, i.e., it does not have limitations of the type (1.8). Under certain assumptions on the tensor structure in coe cients and right-hand side the numerical cost can be estimated by O(| log q ε|), where the constant q > does not depend on ε.
In short, the main ideas behind this approach are as follows. We use a simpli ed model with much simpler matrix A as the basis of the iteration algorithm (2.6). If A ε is de ned by a perfectly regular and highly oscillating structure, then setting A by (1.7) is one possible option. However, there are other options and the choice of A is restricted only by the convergence conditions stated in Theorem 2.1. In other words, we can use any matrix A with simpli ed or averaged coe cients that coarsely approximate the coe cients of A ε if it provides contraction of the operator T de ned by (2.1). In more complicated cases, we can combine averaging, smoothing, and homogenization in di erent parts of the domain in dependence of the structure and frequency of oscillations. The possible choice of A is depicted in Fig. 1 by red lines (see also examples in Fig. 2 and the discussion in Section 4.4).
The structure of A de nes the value contraction factor q, which is explicitly estimated a priori. Setting a collection of simpli ed problems, one can a priori nd the problem with minimal q (this amounts solving a simple optimization problem). Next, on each step of the iteration algorithm we have guaranteed two-sided a posteriori error estimates that control the distance to the exact solution (see Section 3).
It is important to outline that all steps of the iteration procedure and error estimates do not require inversion of the matrix generated by the original (complicated) di erential operator. This matrix is involved only in multiplication procedures, which can be performed very fast and under in the small storage costs due to QTT tensor operations. This technique is introduced in Section 4, which considers the low-rank quantized tensor approximations [12] arising in the framework of our tensor-based computational scheme. We describe the QTT based preconditioned iteration and present the explicit QTT rank estimates for some particular classes of equation coe cients in 1D. We end up with numerical illustrations demonstrating the fast convergence of preconditioned iteration (geometric convergence rate), as well as the logarithmic scaling of CPU computational time in the grid-size N = L . Finally we note that solving di erential equations with complicated and rapidly changing coe cients often require special methods and approximations on distorted meshes (see, e.g., [15] [16] [17] and references therein). We believe that modi cations of our approach can be also helpful for these cases.
The iteration method . Convergence
We apply the general iteration method (see, e.g., [6] ) in order to solve (1.1) with the help of a simpler problem generated by
is well posed. Evidently, (2.1) de nes a linear bounded operator T : V → V (Tv = u), which is contractive provided that ρ is properly selected. Indeed, we select two arbitrary functions v , v ∈ V and set u :
In view of (2.2), the di erence of images is subject to the relation
where q (ρ) := − ρλ + ρ c ⊕ and c ⊕ is the constant in the estimate
is smaller than and (2.4) yields the contraction estimate ‖η ‖ ⩽ q(ρ) ‖e‖ . Well known results in the theory of xed points (e.g., see [27] ) yield the following result.
Theorem 2.1. For any u ∈ V and ρ ∈ ( , ρ * ) the sequence {u k } of functions satisfying the relation
.
Estimates of the contraction parameter
For ρ = ρ * we nd the contraction factor
we get a coarse estimate of the constant c ⊕ and conclude that
However, in general the contraction factor can be better than in (2.8). Indeed, the value of ρ in (2.4) depends on the quantity max x∈Ω | (ρ, x, A , A ε )|, where
If A is given, then the best ρ * > satis es the condition
In view of this fact, we obtain a criterium for selecting the best A (x) among a certain collection A of 'simple' (e.g., polynomial or piecewise constant) structures: nd ρ * > and A * ∈ A such that
In the right-hand side of (2.10) we have a matrix optimization problem. Solving it leads to the best simpli ed matrix A and optimal ρ * . It is worth outlining that this relatively simple problem does not require solutions of some auxiliary boundary value problems and can be done before iterative computations based on (2.6). Particular case. Let A = a and A ε = a ε . In this case, (2.8) means that ρ * should be selected such that
where h := max x∈Ω h(x) and h := min x∈Ω h(x). We nd that ρ * = /(h + h) and Let a ε be a function oscillating around a certain 'mean' function a . We assume that maximal relative deviation of a from a ε does not exceed δ,
The parameter δ := µ ⊖ + µ ⊕ characterizes the scale of deviations. Since max x∈Ω a ε /a ⩽ + µ ⊕ , and min x∈Ω a ε /a = − µ ⊖ , we nd that
This formula shows that the method can be very e cient if δ is small, i.e., if a ε oscillates around a with a relatively small amplitude.
. Discrete setting
Theorem (2.1) is applicable to the case where the problem is solved on a nite dimensional subspace V h ∈ V associated with a mesh T h . Let u ,h solve the problem
By repeating the same arguments as before, we conclude that {u k,h } tends to the xed point u ε,h of (2.13) provided that ρ < ρ * . Obviously, u ε,h satis es the relation
We see that u ε,h is the Galerkin approximation of u ε on V h and obtain the a priori error estimate
which shows that approximations converge to u ε,h with the geometric rate. From the practical point of view it is more important to have an estimate of ‖u k,h − u ε ‖ . In the next section we will obtain such estimates. Now we discuss matrix equations that follow from (2.13) and compare them with the equations generated by a 'straightforward' approach applied to (1.3). Let {φ i }, i = , , . . . , N, be a system of linearly independent trial functions and V h = Span{φ i }. We de ne the vector f := {f i }, f i = (f, φ i ) Ω , and two matrices ε := {a ε (φ i , φ j )} and := {a (φ i , φ j )}. In particular, we can use piecewise a ne basis functions in V h ⊂ H (Ω) associated with the uniform tensor-product Cartesian grid. Denoting the ne grid size by h = /(N + ), where N is the number of grid points in each spatial direction, the total problem size is estimated by N d . For ease of exposition we assume that each scaled unit cell of univariate size O(ε) includes equal number n of grid points.
Direct computation of u ε,h requires solving the algebraic problem
with a sparse sti ness matrix ε . Here v ε ∈ ℝ N d is the vector of nodal values that de ne u ε,h . The main bottleneck of the above computational scheme is due to the matrix size in the Galerkin system (2.16). Indeed, the univariate mesh parameter N is of the order of N = O(n /ε), where n is the mesh parameter that ensures the su cient resolution of all data in the cell of length ε. In general, this parameter also depends on another structural parameter . Hence accurate approximations require huge values of N so that the numerical complexity of the direct solver for the system (2.16) scales polynomially in the frequency parameter ( /ε) d .
Homogenization methods introduce a model simpli cation providing indirect O( ε)-approximation to the solution of (2.16). This method avoids inversion of ε and leads to the problem (1.7), which can be solved on subspaces of much lower dimension. Iteration scheme (2.13) suggests another way to avoid inversion of A ε . The basic iteration algorithm on the full nite element space (exact arithmetics) starts with v = − f and computes v k+ , k = , , , . . . , by solving the problem
We can rewrite (2.17) in the form
, which shows that (2.17) is equivalent to the iteration method applied to the preconditioned system
It is worth awaiting that in many cases (at least for periodic or almost periodic coe cients with small ε) the above selection of v with ( generated by the homogenized problem (1.7) or another suitable simpli ed matrix) will provide a good starting approximation to procedure (2.17). This fact was indeed con rmed in various numerical tests which show that such a constructed v is a good initial guess for the iteration method.
Iteration (2.17) involves only one operation with ε : multiplication by the vector v k . If entries of the matrix ε are generated by oscillating functions having low rank approximation in the so-called quantized tensor representations (QTT) [12] , then (2.17) can be solved fairly easily by QTT-based tensor type methods applied to the properly transformed linear system (see Section 4). The approximate tensor arithmetics makes performing the iterations inexpensive. Thus, we obtain a new computational approach for a rather wide class of problems with periodic and quasi-periodic coe cients that allows to solve equation (2.16) by iteration (2.17) with the required precision at the cost that scales only logarithmically in ε.
Error control
For the control of approximation errors we use a posteriori estimates of the functional type (see [21, 22] and the references therein). They provide guaranteed and fully computable bounds of errors for any conforming approximation within the framework of a uni ed procedure, which does not require special features of approximations (e.g., exact satisfaction of the Galerkin orthogonality condition) or special features of the exact solution (e.g., extra regularity). Such estimates are robust and convenient for problems with complicated coe cients (see, e.g., [23] ), where the above mentioned conditions are di cult to guaranty. We recall that for any approximation v ∈ V of problem (1.1) we have the following estimate of the error e := u ε − v:
where ‖e‖ ε = a ε (e, e), y is an arbitrary vector function in H(Ω, div) and C Ω is the Friedrich constant.
Properties of such error majorants are well studied (see, e.g., [22] ). We know that M ⊕ (v, y) vanishes if and only if v = u ε and y = p ε := A ε ∇u ε . Moreover, for any v ∈ H (Ω) the functional M ⊕ (v, p ε ) coincides with the error and the integrand of M ⊕ (v, p ε ) shows the distribution of local errors. Numerous tests performed for di erent boundary value problems have con rmed practical e ciency of this and other error majorants derived for various problems. It was shown that M ⊕ is a guaranteed and e cient majorant of the global error and a good indicator of local errors if the exact ux is replaced by a certain numerical reconstruction p h (in our case instead of p ε we use p h,ε ). There are many di erent ways to obtain suitable reconstructions (e.g., see [18] for a systematic discussion of computational aspects of this error estimation method).
Error majorants can be e ciently used for the evaluation of modelling errors (see [24, 25] ). In particular, if we set y = A ∇u , then (3.1) implies a simple estimate of the modelling error caused by simpli cation of coe cients:
However, for problems with highly oscillating coe cients the general majorant (3.1) has a substantial drawback: it contains a norm generated by A − ε . In our analysis we try to avoid all the operations related to this most complicated matrix except multiplication by a vector (which can be performed by tensor type methods). Hence, the goal is to modify general a posteriori estimates in accordance with this principle. We consider one step of the iteration method, where the function v ∈ V generates u = Tv ∈ V . For a contractive mapping T we know that (see [20, 22] ):
Here v is known, but u = Tv is generally unknown and we need to use some approximation u instead. It is easy to see that
where the function η := u − v is known. The estimates (3.3) and (3.4) would be fully computable if we nd a computable majorant of the norm ‖ u − u‖ . We note that
(3.5) Then for any y ∈ H(Ω, div) and w ∈ V , we have
Using the notation τ := y − ρA ε ∇v, we obtain
We note that
Indeed, set y = A ∇(u − v) + ρA ε ∇v. Then, τ = A ∇(u − v), div y + ρf = , and the rst term of the majorant is equal to ‖u − u‖ . Hence, the estimate has no gap. Now we apply these relations to the step k of (2.6). Set v = u k,h (approximation computed at step k using a mesh T k h ). Then u = Tu k,h is the exact solution of (3.5), which we do not know. Instead we have a function u = u k+ ,h computed on the mesh T k+ h (it may coincide with the previous mesh T k h or be a new one constructed by, e.g., a re nement procedure). The function η = η k+ := u k+ ,h − u k,h is known. By (3.3) and (3.4) we obtain
Here y is any vector function in H(Ω, div). Certainly, getting minimal values of the majorant require a suitable numerical reconstruction of the exact ux of problem (2.6), which is q k = A ∇u k+ − σ k , where σ k = (A − ρA ε )∇u k,h is known. Since the coe cients of A are regular and do not oscillate, reconstructions of such a ux can be done by well known methods (see, e.g., [18, 22] and the literature cited in these books). We do not discuss this question in detail because it will be the matter of a special publication focused on multidimensional problems. If d = (related to the numerical tests below), then the ux is easy to reconstruct. In this case problem (1.1) is (a ε u ὔ ε ) ὔ +f = and the simpli ed problem is (a u ὔ ) ὔ +f = . We set y = ρ (−g(x) +c) (where g(x) = ∫ x f dx) and de ne the constant c by minimizing the rst term of M(u k+ ,h , u k,h , y). We have τ = ρ(c − g(x) − a ε u ὔ k ) and need to nd c minimizing the quantity
Since ∫ η ὔ k+ dx = , the problem is reduced to minimization of the second term and the best c satis es the
We see that the majorant is fully computable. Moreover, if the sequence {u k,h } converges to u ε in V, then ‖η k+ ‖ → . Hence the rst and the last terms of the above integral tend to zero. Also,
. does not depend on k. Therefore, the second term also tends to zero and we conclude that the majorant (3.8) tends to zero. to the error.
Tensor-based preconditioned iterative scheme
The main concept of our tensor-based approach is the direct iterative solution of the initial large algebraic system (2.16) in the form of preconditioned iteration (2.17) by using low-parametric data formats, exploiting certain redundancy in the grid-based representation of matrices and vectors involved. This is realized, rst, by transformation of the 'low-dimensional' FEM-Galerkin equation to the equivalent system posed in the high dimensional quantized tensor space, and then by solving this system iteratively using the low-rank QTT tensor approximation [12] to the Galerkin sti ness matrix, the preconditioner and all vectors involved. This allows to compute the numerical approximation to the exact solution discretized on a ne grid up to the chosen precision δ > , adapted to the mesh-resolution but independent on the frequency parameter /ε.
The approach is well adapted to fast QTT-based tensor approximation method, what is natural to await because the QTT tensors t well the intrinsic features of FEM discretizations to functions and operators generated via periodic and quasi-periodic geometric structures [9] [10] [11] [12] . The numerical cost of the rank-structured iteration can be bounded by O(| log ε| q ) provided that rank parameters remain small.
. QTT tensor representation of function related vectors and matrices
In this section we present a brief overview of QTT tensor approximation method [12] which is the base for the construction of the presented tensor-based computational scheme. We refer to surveys on commonly used low-rank representations of discrete functions and operators [13, 14, 26] .
The QTT-type approximation of an N-vector with N = q L , L ∈ ℕ (usually q = ) allows to reduce the asymptotic storage cost to O(log N) [12] . The QTT rank decomposition applies to a tensor obtained by the q-adic folding (reshaping) of the target long vector to an L-dimensional q × ⋅ ⋅ ⋅ × q data array considered in the L-dimensional quantized tensor space. As the basic result, in [12] it was shown that for a large class of function related vectors (tensors) such a procedure allows the low-rank representation of their quantized L-dimensional image, thus reducing the representation complexity to the logarithmic scale O(log N).
In particular, a vector
where for xed i, we have y(j) := x(i), and j ν = j ν (i), ν = , . . . , L, is de ned via q-coding, j ν − = C − +ν , such that the coe cients C − +ν are found from the q-adic representation of i − ,
We suppose that the quantized image for certain N-vector (i.e. an element of L-dimensional quantized tensor space ℚ q,L with L = log q N) can be e ectively represented (approximated) in the low-rank canonical or TT format. For the given QTT-rank parameters {r k } (k = , . . . , L− ) the number of representation parameters in the QTT approximation can be estimated by
providing log-volume scaling in the size of initial vector, N. The optimal choice of the base q is shown to be q = or q = [12], however the numerical realizations are usually implemented by using binary coding, i.e. for q = . (D) For a function f with the QTT-rank r modulated by another function g with the QTT-rank r (say, step-type function, plain wave, polynomial) the QTT rank of a product f g is bounded by a multiple of r and r ; (E) QTT rank for the periodic ampli cation of a reference function on a unit cell to a rectangular lattice is of the same order as that for the reference function [10] .
Concerning the matrix case, it was found in [19] by numerical tests that in some cases the dyadic reshaping of an N × N matrix with N = L may lead to a small TT-rank of the resultant matrix rearranged to the tensor form. The explicit low-rank QTT representations for a class of discrete multidimensional matrices mapping the space ℚ ,L into itself were proven in [8], see also [13] . In our applications the concept for the construction of fast numerical methods is based on the ε-independent low-rank QTT approximation of all function-related vectors and operator-related matrices involved in the computational scheme. This allows to reduce the numerical costs to the logarithmic scale in the grid-size, i.e. of order O(| log ε| q ). The critical issue concerns with QTT approximation of the FEMGalerkin matrix ε generated by the highly oscillating or/and jumping di usion coe cient, and of the respective 'homogenized' preconditioner .
. The Galerkin FEM scheme
For further discussion we choose the Galerkin FEM with N piecewise-linear hat functions {φ i } in the physical domain Ω = [ , ], constructed on a ne uniform grid with the step size h = /(N + ), which is a small fraction of ε, and nodes x i = hi, i = , . . . , N. For ease of notation we further denote a ε (x) = A ε (x), then the entries of the exact sti ness matrix
To simplify the approximation procedure, we may assume that the coe cient remains constant at each spatial interval [x i− , x i ], which corresponds to the evaluation of the scalar product above via the midpoint quadrature rule. It is known that this quadrature yields the approximation order O h , the same as the piecewise-linear discretization of the solution.
We introduce the coe cient vector a = [a i ] ∈ ℝ N , a i = a ε (x i− / ), i = , . . . , N, then the resulting tridiagonal matrix takes the form,
QTT tensor representation of the system matrix
In this section we discuss the low-rank QTT representations of the Galerkin matrices approximating elliptic operators with variable coe cients in 1D. In particular, we construct the QTT representation of arising three-diagonal sti ness matrices by using the related results in [4, 8] . The approach can be extended to ddimensional equations de ned on the lattice-type geometries. We let N = L and represent the indices in physical space in the binary coding
to consider the QTT decomposition of vectors and matrices involved in the discrete problem. Then the coefcient vector a = [a i ] in (4.2) can be represented in the rank-r QTT form as an L-dimensional tensor, where r = (r , . . . , r L− ):
( 4.3)
The QTT cores of the matrix [a] can be written similarly, recalling that the vector is turned to the diagonal matrix without changing the TT ranks. Speci cally, the matrix [a] can be brought into the QTT format by using the shift matrices and their explicit rank-2 QTT representation. Let us denote by = [s i,i ὔ ] ∈ ℝ N×N the upper shift matrix given by
and notice that this matrix has exact rank-QTT representation [8] . Then it holds
with the maximal QTT ranks estimate r ( [a]) ⩽ r(a), controlled by the QTT rank of the coe cients vector a. The representativity of the sti ness matrix in low-rank formats can be summarized as follows [4, 8] . .
Main assumptions and the construction of preconditioner
In the following numerical tests we have chosen the homogenized elliptic operator de ned by the coe cient a (x) as the preconditioner.
In the case of exotic coe cients, the construction of 'homogenized' coe cient may depend on the shape of the initial equation coe cient a ε (x). We de ne the preconditioning operator via the generalized averaging procedure
where a + (x) and a − (x) are chosen as majorants and minorants of a ε (x), respectively. The examples of such a construction are given in Fig. 1a and 1b, and in Fig. 2 , where the coe cient a (x) is colored in red. The estimate on the condition number of the preconditioned matrix is given by the following simple lemma.
Lemma 4.1. We de ne q(x) := (a + (x) − a (x))/ a (x), then the condition number of the preconditioned matrix
The main assumptions for applicability of the presented tensor method are the following: 
Assumptions (A)-(C) are satis ed in all numerical examples presented in the following.
The tensor iterative scheme with QTT rank truncation is described as follows. We choose the threshold parameter δ > , and denote by T δ the tensor operation producing almost the best QTT δ-approximation to the target rank-structured tensor. Then the exact iteration (2.17) on the full nite element space is modi ed as follows: Starts with v = − f presented as the low QTT rank tensor and then compute v k+ , k = , , , . . . , via x-point iteration performed in the quantized tensor space ℚ ,L and accomplished with δ-rank truncation,
Condition (C) ensures the geometric convergence rate for the PCG, Preconditioned Steepest Descent (PSD) and others accelerated preconditioned iterations performed in the tensor format (4.5).
Taking into account assumptions (A)-(C), we arrive at the e cient preconditioned iterative solver for the initial FEM system of equations (2.16) discretized on nest grid of size h that resolves all local peculiarities in the matrix coe cients, i.e. ε ≈ n h. The natural choice of the rank truncation parameter might be δ = O(h ). Summary 4.2. Our model reduction approach introduces ε-adapted tensor structured approximation to the initial PDE and to the corresponding preconditioner (in turn, based on certain averaging of the oscillating coe cient) that has low-parametric representation as the QTT tensor and ts well the almost periodic structure in the coe cients and in the solution, uniformly in the frequency parameter /ε. Under certain assumptions on the quality of the quantized tensor approximation to the input data and the solution, the numerical complexity can be reduced to the logarithmic scale, O(| log ε| q ).
Numerics: iterative solver of logarithmic complexity . Description of problem classes
We consider several classes of oscillating or/and jumping coe cients. Our example of the ideal periodic problem is described by the family of di usion coe cients
where the frequency ω ∈ ℝ (i.e. ε = /ω) may be chosen as an arbitrarily large constant (see Fig. 2a ). In this case the rank-QTT representation of the coe cients vector, see Proposition 4.1, (B), was suggested in [12] . The second class of 'modulated periodic' coe cients is de ned by
where the modulating function g(x) > should be chosen in such a way that the rank of the QTT approximation to the corresponding function related vector representation of g(x) remains small. In case of modulated periodic coe cients the QTT rank of the modulated function A ε (x) is bounded by the product of QTT-ranks for the modulator and oscillator, that is the well known property of Hadamard product of tensors, see Proposition 4.1, (D). For the particular choice of the modulator g(x) given by a multi-step function (see Fig. 2b ) the QTT-ranks are exactly . In this case Theorem 4.1 ensures that the QTT rank of the resultant equation coe cient a does not exceed . -steps coef. . , ( ) . , ( ) . , ( ) . , ( ) . , ( ) . . C + sin (ωx) . , ( ) . , ( ) . , ( ) . , ( ) . , ( ) . . C + sin(ωx )
. , ( ) . , ( ) . , ( ) . , ( ) . , ( ) . .
The third class is described by 'exotic' oscillators which may have nonlinear highly oscillating behaviour and could not be treated by the conventional homogenization methods. The coe cient is given by In the general case of 'exotic' oscillators (5.3) the explicit QTT-rank bounds are unknown, however, in most examples considered so far the numerical tests indicate (see, e.g., Table 1 ) the existence of low-rank QTT approximations with high accuracy (numerical justi cation). The rigorous QTT approximation analysis is possible for some special classes of oscillating functions, see Proposition 4.1, the previous analysis for (5.2) and [9] .
. Numerics and comments
In the following numerical tests we use the simple preconditioner matrix corresponding to the constant coe cient a de ned by the mean value of the initial highly-oscillating function a ε , i.e. a = {|a ε |}. In this case is just the scaled 1D Laplacian. We apply the Preconditioned Steepest Descent (PSD) iteration with the QTT-rank truncation up to given δ > to solve the preconditioned system of linear equations represented in the high-dimensional quantized tensor space. In all the experiments conducted here we specify the rank truncation tolerance by δ = − . The frequency ω = /ε was parametrized in the form ω = πK, with the particular choice K = . The numerical results with smaller or larger frequency parameter K demonstrated the similar features.
We observe the uniform geometric convergence of PSD iteration for each of three examples considered above (see Table 1 and Fig. 3) . Moreover, results in Table 1 indicate the only logarithmic grows of CPU time per iteration with respect to the grid-size N. A posteriori error control indicates the convergence up to − in the H -norm on the nest grid.
The exact solution u ε is calculated with the approximation error of the same order δ (independently of ε) that improves dramatically the approximation error of the homogenized solution. We notice that in all cases presented in Table 1 Though the di erence between exact and homogenized solutions may be of order O( ε) (see Fig. 4 ), the residual remains to be large, no convergence in higher derivatives is observed as ε → .
In the case of modulated periodic coe cients (see Figs. 2b and 2c ) the standard homogenization theory does not provide the convergence even in the limit of small parameter ε.
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