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Важным шагом к совершенствова-нию технологии обслуживания устройств железнодорожной ин-
фраструктуры является организация сис-
тем непрерывного мониторинга и функци-
онального диагностирования составляю-
щих их элементов . Благодаря использова-
нию таких систем становится возможным 
прогнозирование технического состояния, 
а также фиксация предотказных состояний 
объектов диагностирования в процессе 
непосредственного выполнения ими своих 
функций .
Среди первых систем непрерывного 
мониторинга и функционального диагно-
стирования на железных дорогах страны 
получили известность аппаратно-про-
граммные средства диспетчерского конт-
роля устройств железнодорожной автома-
тики и телемеханики [1–3] . Такие системы 
возникли в конце 90-х годов прошлого 
века . Уровень автоматизации анализа дан-
ных и прогнозирования технического со-
стояния у них оказался достаточно высок 
[4, 5] .
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Гораздо хуже обстоит дело с системами 
непрерывного мониторинга других объек-
тов железнодорожной инфраструктуры – 
хозяйств пути и энергоснабжения . В отли-
чие от систем мониторинга объектов же-
лезнодорожной автоматики, где в основ-
ном контролируются электрические 
параметры устройств, для объектов пути, 
электрификации и энергоснабжения в ка-
честве диагностических параметров высту-
пают менее однородные показатели: тем-
пература, давление, механическое усилие, 
ускорение и т . д . Кроме того, нельзя не от-
метить тот факт, что диагностируемые 
устройства автоматики, как правило, либо 
централизованы (расположены на одном 
посту), либо же расположены «точечно», 
на некотором расстоянии друг от друга 
(например, переездная автоматика или 
проходные светофоры автоблокировки) . 
Это упрощает процедуру их мониторинга . 
А объекты верхнего строения пути и кон-
тактной подвески относятся к географиче-
ски распределенным объектам, достигаю-
щим больших длин . И отсюда возникают 
объективные сложности .
Обратим внимание на железнодорож-
ную контактную подвеску [6] . Данный 
объект функционирует в непростых кли-
матических условиях, подвержен ветровым 
нагрузкам, снегопадам, перепадам темпе-
ратур, а также непосредственно восприни-
мает давление пантографа при движении 
электровоза . На долю контактной подвески 
приходится свыше 75 % отказов объектов 
контактной сети [7] . Первые реально дей-
ствующие системы непрерывного монито-
ринга контактной подвески появились 
в России лишь к концу первого десятилетия 
XXI века . В частности, подобной системой 
оснастили несколько анкерных участков 
в створе на линии скоростного сообщения 
Санкт-Петербург–Москва [14] . К началу 
2016 года была собрана обширная стати-
стика, содержащая результаты вибродиаг-
ностики, тензометрических измерений и 
наблюдения температур, позволяющая 
ранжировать события, в том числе выде-
лять некоторые отказы и предотказы эле-
ментов контактной подвески [15–17] .
1. СТРУКТУРНАЯ СХЕМА СИСТЕМЫ
Система непрерывного мониторинга 
железнодорожной контактной подвески 
имеет иерархическую структуру, образо-
ванную несколькими функциональными 
уровнями (рис . 1) [19] .
Нижний уровень образован диагности-
ческими приборами, размещаемыми в рай-
оне тросов компенсаторов на изолирующих 
вставках, а также в районе средней анке-
ровки . Поскольку диагностические прибо-
ры расположены на открытом воздухе, 
к ним предъявлены жесткие требования по 
эксплуатации, в том числе разработана 
подсистема автономного питания на осно-
ве солнечных батарей и литиевых аккуму-
ляторов . Подсистема уникальна и позво-
ляет снабжать прибор энергией до 10 лет 
без замены батарей, при этом в отличие от 
систем непрерывного мониторинга авто-
матики не требует проводов питания .
В диагностическом приборе, выполнен-
ном в жестком корпусе, на печатной плате 
располагается микроконтроллер, здесь же 
смонтирован ряд датчиков (вибродиагно-
стики и температуры); к плате через спе-
циализированные разъемы подключаются 
Рис. 1. Структурная схема системы 
непрерывного мониторинга 
контактной подвески.
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Рис. 1. Структурная схема системы непрерывного мониторинга 
контактной подвески.
Важной с ставляющей системы непрерывного мониторинга контактной 
подвески служит у икальное программное обеспечение, являющееся ее 
интеллектуальной основой и выполняющее функции обработки 
диагн стической информации, ее передачи и вывода конечному пользов телю. 
Без программных средств система представляла бы собой набор 
диагностических приборов, каналообразующего оборудования и компьютерной 
техники. 
2. П граммные средства
2.1. Структура 
Программные средства подсистемы п редачи сообщений и верхнего 
уровня обработки и тображения результатов мониторинга являются ядром 
самой системы непрерывного мониторинга и функционального 
ди гностирования.
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внешние датчики (например, датчик меха-
нического усилия) . Микроконтроллер 
производит первичную обработку диагно-
стической информации и передает ее по 
радиоканалу с выделенной частотой 
868,7 МГц в концентратор линейного по-
ста, расположенный на близлежащей стан-
ции . Уровень связи –  второй в иерархии, 
используется собственный протокол пере-
дачи данных . Подобный канал для средств 
непрерывного мониторинга применён 
в ОАО «РЖД» впервые . Особенности сети 
передачи данных изложены в [20] .
Верхний уровень иерархии –  концент-
ратор линейного поста, а также концент-
раторы центральных постов и ситуацион-
ных центров мониторинга . На этом уровне 
расположены автоматизированные рабо-
чие места (АРМ) диспетчеров дистанций 
электрификации и энергоснабжения, 
а также технологов центров мониторинга 
и руководящего персонала . Здесь диагно-
стическая информация в обработанном 
и удобном для восприятия виде передается 
конечному пользователю .
Важной составляющей системы непре-
рывного мониторинга контактной подве-
ски служит уникальное программное 
обеспечение, являющееся ее интеллекту-
альной основой и выполняющее функции 
обработки диагностической информации, 
ее передачи и вывода конечному пользова-
телю . Без программных средств система 
представляла бы собой набор диагности-
ческих приборов, каналообразующего 
оборудования и компьютерной техники .
2. ПРОГРАММНЫЕ СРЕДСТВА
2.1. Модульные уровни
Программные средства подсистемы 
передачи сообщений и верхнего уровня 
обработки и отображения результатов мо-
ниторинга являются ядром самой системы 
непрерывного мониторинга и функцио-
нального диагностирования .
Все разработанное программное обес-
печение не использует специальных ком-
мерческих платформ и модулей, требую-
щих отдельного лицензирования . Сервер-
ное программное обеспечение может быть 
развернуто на большинстве дистрибутивов 
свободной операционной системы Linux, 
в том числе собранных и сертифицирован-
ных в России . В качестве баз данных воз-
можны как коммерческие программные 
продукты, так и свободно распространяе-
мые типа MySQL или PostgreSQL россий-
ской сборки .
Программная часть системы монито-
ринга построена по технологии клиент-
сервер и состоит из набора программных 
модулей, которые условно делятся на две 
категории:
1 . Программное обеспечение нижнего 
уровня для сбора и передачи диагностиче-
ской информации и управления устройст-
вами системы .
2 . Программное обеспечение верхнего 
уровня для защищенного хранения инфор-
мации и организации доступа к данным 
внешних пользователей .
Программное обеспечение нижнего 
уровня включает в себя программные сред-
ства концентратора информации для сбора 
сообщений с датчиков по радиоканалу или 
по проводным каналам и сервер приема 
и обработки сообщений от концентраторов 
информации .
Серверная система нижнего уровня 
обеспечивает передачу данных отраслевого 
назначения ОАО «РЖД», а также хранение 
получаемой информации на выделенных 
серверах . Сам протокол передачи данных 
был специально разработан под задачи 
систем мониторинга, позволяет организо-
вывать сеть передачи с автоматически ре-
конфигурируемой топологией, решает за-
дачу оптимизации работы системы мони-
торинга, в том числе даёт минимизировать 
энергопотребление датчиков и максималь-
но увеличить скорость передачи сообще-
ний без отключения абонентов [20] . В этом 
его ключевое отличие от известных про-
мышленных сетей «LoRaWAN» и «Стриж» 
[21, 22] .
Сервер непосредственно поддерживает 
взаимодействие со всеми устройствами 
в системе мониторинга, а также осуществ-
ляет процедуру самодиагностики (контро-
лирует все подключенные устройства), 
удаленную настройку и управление устрой-
ствами .
Выделим особенности разработанного 
программного обеспечения нижнего уровня:
– специализированный протокол для 
взаимодействия со всеми компонентами 
системы, в том числе устройствами, поль-
зующимися радиоканалом;
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– подсистема логирования всех данных;
– подсистема экспорта данных во внеш-
ние БД;
– интегрированная система обновления 
программного обеспечения подключенных 
устройств .
Программное обеспечение верхнего 
уровня включает в себя базу данных SQL 
и автоматизированные рабочие места ди-
спетчеров службы электрификации и энер-
госнабжения (АРМ системы мониторинга) . 
База данных SQL, представляющая собой 
защищенное хранилище всей информации 
о самой системе, а также о состоянии 
контролируемых устройств в любой момент 
времени . Сервер с базой данных обеспечи-
вает хранение и доступ к информации для 
пользователей системы: диспетчеров, ме-
хаников, руководителей различных уров-
ней . В настоящее время реализовано взаи-
модействие с двумя широко используемы-
ми базами данных: MS SQL Server и MySQL, 
система также в случае необходимости 
адаптируется к базе данных PostgreSQL . 
АРМ существуют локально или доступны 
через облако . АРМ мониторинга предо-
ставляет доступ к данным для дежурного 
дистанции электрификации и энергоснаб-
жения, а также диспетчера центра монито-
ринга и диагностирования . Автоматизиро-
ванные рабочие места предоставляют 
полный набор функций, облегчающих труд 
не только работникам энергоснабжения, 
но и администраторам вычислительных 
средств . Функции АРМ для конкретного 
пользователя могут отличаться в зависимо-
сти от его прав и решаемых задач . Типовое 
технологическое окно пользователя про-
граммы представлено на рис . 2 .
К особенностям разработанного про-
граммного обеспечения верхнего уровня 
относятся:
1) Для администраторов:
– автоматическая система развертыва-
ния программного обеспечения;
– автоматическая система обновления 
программного обеспечения;
– администрирование пользователей 
системы;
– администрирование порогов сраба-
тывания системы для различных классов 
событий (доступ только у специальных 
лиц, изменения только по согласованию 
с руководством железной дороги);
– мониторинг действий пользователей 
в системе .
2) Для пользователей:
– авторизация;
– отображение событий в реальном 
режиме времени;
– отображение данных в табличном или 
графическом виде;
– построение отчетов по заданию поль-
зователя;
– просмотр содержимого архива собы-
тий в любой промежуток времени;
– диагностирование состояния компо-
нентов самой системы;
– звуковые и графические уведомления;
– протоколирование действий пользо-
вателя;
– доступ к технической документации 
участков контроля встроенными средства-
ми программного обеспечения .
Общая схема модулей программного 
обеспечения верхнего уровня представлена 
на рис . 3 .
2.2. Главное технологическое окно про-
граммной оболочки
Рассмотрим типовой режим работы 
программной оболочки АРМ системы мо-
ниторинга . Все устройства действуют 
в штатном режиме, критических событий 
нет . Объектами мониторинга в порядке 
Рис. 2. Главное 
технологическое окно АРМ 
мониторинга.
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укрупнения являются: опора, анкерный 
участок, зона обслуживания (ЭЧК), ди-
станция электрификации и энергоснабже-
ния (ЭЧ), дорога (рис . 2) .
Для возможности вывода диагностиче-
ской информации разработана собствен-
ная система условных обозначений . Лини-
ями показан весь участок контактной 
подвески, оборудованный системой непре-
рывного мониторинга . В виде черных 
квадратов, соединенных линиями с основ-
ным участком объекта диагностирования, 
показаны опоры контактной сети и их 
номера по каждому из путей, в непосред-
ственной близости от которых установлены 
диагностические приборы . Каждый анкер-
ный участок изображен в виде овала с со-
ответствующей его номеру римской циф-
рой . Черные квадраты, относящиеся 
к опорам, равномерно распределены 
между всеми анкерными участками: по три 
опоры . Две крайние опоры участка и опора 
в районе средней анкеровки .
Таким образом, системой оборудован 
участок железнодорожной линии, включа-
ющий в себя 36 анкерных участков по 
шесть диагностических приборов на ка-
ждом . Сами диагностические приборы на 
схеме не обозначаются, в случае наступле-
ния события показываются только объекты 
контактной сети, на которые осуществлено 
воздействие: это может быть сам анкерный 
участок и отдельно компенсирующие 
устройства . На схеме они показаны услов-
но серыми треугольниками, разделенными 
пополам (верхняя часть соответствует гру-
зам компенсатора на несущем тросе, а ниж-
няя –  компенсатора на контактном прово-
де) .
Все виды сообщений в системе мони-
торинга фиксируются в зоне их вывода 
(нижняя часть экрана на технологическом 
окне рис . 2) . Новые сообщения всегда до-
бавляются в начало списка, при этом сам 
список сдвигается вниз .
Основная и оперативная информация 
выводятся прямо на мнемосхему, то есть 
при наступлении события объект, где оно 
произошло, подсвечивается заданным 
цветом (по умолчанию желтым или крас-
ным в зависимости от уровня опасности – 
желтый соответствует предотказному со-
стоянию, а красный –  отказу) . Подсветка 
происходит на всех видимых уровнях ие-
рархии . Также при возникновении тревож-
ного события (отказа или предотказа) 
звучит ежесекундный звуковой сигнал . Над 
мигающим блоком события обозначается 
его время и дата . Если событий несколько, 
то указываются дата и время последнего из 
них . До того времени, как пользователь не 
подтвердит просмотр события, оно будет 
продолжать мигать установленным для 
него цветом . Пользователь может сделать 
отметку о просмотре события, но до его 
квитирования оно продолжит быть выде-
ленным соответствующим цветом . Собы-
тие считается полностью разрешенным 
тогда, когда пользователь подтверждает его 
просмотр и исполнение действий по нему .
В зависимости от настроек системы по 
параметрам выводимых пользователю со-
бытий при их наступлении происходят 
различные действия .
Журнал 
действий 
пользователей
Логирование
событий 
 в системе
Модуль 
авторизации
Система 
уведомлений
Построение 
отчетов
Консоль 
администратора
Сервер баз данных
Сервер сообщений
Архив 
документации
Рис. 3. Структура модулей 
программного обеспечения 
верхнего уровня.
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Первое событие условно названо «со-
бытий нет» . Это штатный режим системы 
мониторинга при исправности всех датчи-
ков диагностических приборов (рис . 2) . На 
мнемосхеме зеленым цветом обозначаются 
объекты диагностирования, которые осна-
щены системой мониторинга . Сама схема 
отображения может содержать произволь-
ное количество уровней и быть детализи-
рована до каждого датчика при необходи-
мости .
Второе событие –  «обнаружение отка-
за» . Оно фиксируется при наличии собы-
тий с критическим уровнем нагрузки на 
контактную подвеску (обрыв несущего или 
контактного тросов) . Цвет фона объекта 
мониторинга меняется на красный . В тех-
нологической ячейке вместо имени объек-
та появляется текст «обрыв» . Информация 
о событии автоматически всплывает на 
экране монитора АРМ: она добавляется 
вверх списка событий, а также отобража-
ется на графической схеме контролируе-
мого участка . Через динамик воспроизво-
дится звук для привлечения внимания 
пользователя (рис . 4) .
Третьим событием системы является 
«обнаружение обрыва жилы троса» (фак-
тически это не обрыв, но повышение на-
грузки, например, сильный удар токопри-
емника) . Информация, как и о событии 
предыдущего вида, добавляется вверх 
списка событий, а через динамик воспро-
изводится звук для привлечения внимания 
пользователя . Цвет фона объекта монито-
ринга меняется на оранжевый . В ячейке 
вместо имени объекта будет написан текст 
«жила» .
Четвертое событие связано с «обнару-
жением сильного воздействия на контакт-
ную подвеску» (фактически это тоже не 
обрыв троса или жил, но повышение на-
грузки, например, сильный удар токопри-
ёмником) . Аналогично информация дан-
ного типа добавляется вверх списка собы-
тий, а через динамик подается звуковой 
сигнал . Цвет фона объекта мониторинга 
меняется на желтый . В ячейку вместо име-
ни объекта записывается «удар» .
Любое сообщение о событии содержит 
следующую информацию:
–  идентификатор события в системе 
(его уникальный номер), заключаемый 
в квадратные скобки;
– время наступления события;
– тип события (проследование поезда, 
критическая нагрузка и т . д .);
– наименование сработавшего датчика;
– место установки датчика (например, 
номер опоры) .
После наступления событий с уровня-
ми выше нормального (штатного режима 
действия устройств) пользователю необ-
ходимо отработать событие, проверить 
данные по событиям, зафиксировать 
предпринятые действия, затем может 
быть выключена звуковая и световая ин-
дикация на данном участке . После кви-
тирования события цветовой режим 
вернется в цвета «по умолчанию» до на-
ступления следующих критических собы-
тий в системе .
2.3. Работа с архивными данными
АРМ содержит встроенные функции 
построения отчетов по произошедшим 
событиям . Для этого предназначен раздел 
«Архив событий» . При его активизации 
запускается специальный модуль . Отчет 
может быть напечатан и экспортирован 
в Microsoft Excel встроенными средствами . 
Он содержит следующие поля:
– «#» уровень события, по умолчанию 
от нуля до трех (чем больше цифра, тем 
больше «тревожность» события);
– «Уровень тревоги» (текстовое поле 
с описанием типа события);
– «Датчик» (имя, с которого поступил 
сигнал);
–  «Место» (где произведена установка 
датчика; как правило, место совпадает 
с номером опоры контактной сети);
– «Дата» (наступления события по ча-
сам сервера базы данных);
–  «Время» (наступления события с точ-
ностью до тысячных долей секунды по 
часам сервера базы данных);
– «Продолжительность» (воздействия 
на контактную подсевку в секундах);
– «X» (максимальное значение ускоре-
ния движения вибродатчика по оси X);
– «Y» (максимальное значение ускоре-
ния движения вибродатчика по оси Y);
– «Z» (максимальное значение ускоре-
ния движения вибродатчика по оси Z) .
Модуль работы с отчётами включает 
стандартные механизмы для фильтрации 
и группировки данных, аналогичные стан-
дартным средствам электронных таблиц . 
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Например, все события можно сгруппиро-
вать по датам и показать только события 
с конкретной опоры контактной сети . Для 
этого следует перетащить в заголовок таб-
лицы заголовок столбца, по которому не-
обходимо сгруппировать данные, а при 
фильтрации нужно навести курсор мыши 
на нужный столбец или задействовать 
фильтр по выборке данных (рис . 5) .
Для более детального изучения причин 
событий предназначен специальный ре-
жим просмотра по всем данным, по объек-
там диагностирования и устройствам . Сам 
отчет имеет встроенные средства вывода на 
печать и средства экспорта во все распро-
страненные форматы данных .
В связи с расширением функционала 
системы сейчас проводится модернизация 
программного обеспечения нижнего 
и верхнего уровней для поддержки работы 
с новыми задачами мониторинга:
– непрерывный мониторинг усилия 
натяжения тросов контактной подвески;
– непрерывный мониторинг угла уста-
новки опор контактной сети .
Кроме того, модернизируются диагно-
стические функции и методы отображения 
данных для новых направлений мониторин-
га . Разработаны специальный язык и сред-
ства описания мнемосхем для отображения 
данных как на экране персонального ком-
пьютера, так и на видеостенах центров мо-
ниторинга . Подсистемы хранения данных, 
подсистема отображения мнемосхем и ото-
бражения событий построены таким обра-
зом, что позволяют дать любые сведения по 
мониторингу как для задач энергоснабже-
ния, так и задач других хозяйств .
ЗАКЛЮЧЕНИЕ
Недостаточно просто получить диагно-
стическую информацию, важно провести ее 
Рис. 4. Главное 
технологическое окно 
АРМ мониторинга при 
обнаружении обрыва 
жилы несущего троса.
13 
 
Диспетчер
Сеть передачи данных ОАО «РЖД»
Концентратор
Обрыв троса
Датчик (фиксация аварии)
Сообщение об аварии
Индикация и звуковой 
сигнал у диспетчера
Сообщение об аварии и контроль 
остальных датчиков
Рис. 4. Главное технологическое окно АРМ мониторинга при 
обнаружении обрыва жилы несущего троса.
2.3. Работа с архивными данными
АРМ содержит встроенные функции построения отчетов по 
произошедшим событиям. Для этого предназначен раздел «Архив событий».
При его активизации запускается специальный модуль. Отчет может быть 
напечатан и экспортирован в Microsoft Excel встроенными средствами.  Он
содержит следующие поля:
− «#» уровень события, по умолчанию от нуля до трех (чем больше 
цифра, тем больше «тревожность» события);
− «Уровень тревоги» (текстовое поле с описанием типа события);
− «Датчик» (имя, с которого поступил сигнал);
− «Место» (где произведена установка датчика; как правило, место 
совпадает с номером опоры контактной сети);
− «Дата» (наступления события по часам сервера базы данных);
Рис. 5. Технологическое 
окно архива событий.
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первичную обработку, осуществить переда-
чу данных на центральный пост, а также 
вывести ее в удобном и понятном виде 
пользователю . Именно такими важными 
свойствами и обладает разработанная про-
граммная оболочка нижнего и верхнего 
уровней системы непрерывного монито-
ринга железнодорожной контактной под-
вески .
Использование программных средств 
системы мониторинга позволяет техниче-
скому персоналу дистанций электрифика-
ции и энергоснабжения оперативно реаги-
ровать на появление неисправностей 
(возникновение предотказов и отказов), 
а также своевременно вырабатывать реко-
мендации исполнителям, обслуживающим 
контактную подвеску . Все это в совокуп-
ности с имеющимися мероприятиями по 
техническому обслуживанию и ремонтам 
помогает улучшить работу нерезервируе-
мых объектов контактной подвески и спо-
собствует повышению надежности и без-
опасности перевозочного процесса .
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Background.An important step towards 
improving the technology of servicing rail infrastructure 
devices is the organization of continuous monitoring 
systems and functional diagnostics of their constituent 
elements. Due to the use of such systems, it becomes 
possible to predict the technical state, as well as to 
fix the non-destructive states of diagnostic objects in 
the process of directly performing their functions.
Among the first systems of continuous monitoring 
and functional diagnostics on the country’s railways, 
the hardware and software of the dispatch control of 
railway automation and telemechanics devices 
became known [1–3]. Such systems arose in the late 
90-ies of the last century. The level of automation of 
data analysis and technical condition forecasting 
proved to be quite high [4, 5].
The case with systems for the continuous 
monitoring of other railway infrastructure facilities–
track economy and power supply, is much worse. 
Unlike the monitoring systems for railway automation 
facilities, where electrical parameters of devices are 
mainly controlled, less uniform parameters are used 
for the objects of track, electrification and power 
supply as diagnostic parameters: temperature, 
pressure, mechanical force, acceleration, etc. In 
addition, it should be noted that the diagnosed 
automatic devices are usually either centralized 
(located in the same post), or they are located 
«point-by-point», at a certain distance from each 
other (for example, railway crossing automatics or 
through-pass traffic lights of automatic blocking). 
This simplifies the procedure of their monitoring. And 
the objects of track superstructure and contact 
suspension belong to the geographically distributed 
objects, reaching large lengths. And from here there 
are objective difficulties.
Let’s pay attention to the railway contact 
suspension [6]. This facility operates in difficult 
climatic conditions, is subject to wind loads, snowfalls, 
temperature changes, and also directly perceives the 
pressure of the pantograph during the movement of 
an electric locomotive. The share of the contact 
suspension accounts for more than 75 % of the 
failures of the objects of the contact network [7]. The 
first real operating systems for continuous monitoring 
of the contact suspension appeared in Russia only 
towards the end of the first decade of the 21st century. 
In particular, several anchor sections in the alignment 
on St. Petersburg–Moscow high-speed line were 
equipped with this system [14]. By the beginning of 
2016, extensive statistics were collected, containing 
the results of vibration diagnostics, tensometric 
measurements and temperatures, which allows to 
rank events, including to highlight some failures and 
pre-stresses of elements of the contact suspension 
[15–17].
Objective. The objective of the authors is to 
consider different software tools for contact 
suspension monitoring.
Methods. The authors use general scientific and 
engineering methods, graph construct ion, 
comparative analysis.
Results.
1. Block diagram of the system
The system of continuous monitoring of railway 
contact suspension has a hierarchical structure, 
formed by several functional levels (Pic.1) [19].
The lower level is formed by diagnostic devices 
placed in the area of  compensator cables on insulating 
inserts, as well as in the middle anchorage area. Since 
diagnostic devices are located in the open air, they 
are subjected to stringent operational requirements, 
including a subsystem of autonomous power supply 
based on solar batteries and lithium batteries. The 
subsystem is unique and allows the device to be 
supplied with energy for up to 10 years without 
changing the batteries, while, unlike continuous 
monitoring systems, the automation does not require 
power wires.
In the diagnostic tool, made in a rigid hull, the 
microcontroller is located on the printed circuit board; 
here a number of sensors (vibration diagnostics and 
temperatures) are mounted; external boards (for 
example, a mechanical force sensor) are connected 
to the card via dedicated connectors. The 
microcontroller performs the primary processing of 
diagnostic information and transmits it over the radio 
channel with a dedicated frequency of 868,7 MHz to 
the line-hub concentrator located at a nearby station. 
The communication layer is the second in the 
hierarchy, and its own data transfer protocol is used. 
A similar channel for continuous monitoring facilities 
is used for the first time by JSC Russian Railways. 
Features of the data transmission network are 
described in [20].
The upper level of the hierarchy is the line-hub 
concentrator, as well as the concentrators of the 
central posts and situational monitoring centers. At 
this level there are automated work places (AWP) for 
dispatchers of electrification and power supply 
distances, as well as technologists of monitoring 
centers and management personnel. Here, the 
diagnostic information in a processed and user-
friendly form is transmitted to the end user.
An important component of the system of 
continuous monitoring of the contact suspension is 
unique software, which is its intellectual basis and 
performs the functions of processing diagnostic 
information, its transmission and output to the end 
user. Without software, the system would be a set of 
diagnostic devices, channel-forming equipment and 
computer equipment.
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2. Software tools
2.1. Modular levels
The software of the subsystem for transmitting 
messages and the upper level of processing and 
displaying the results of monitoring are the core of the 
system of continuous monitoring and functional 
diagnostics.
All developed software does not use special 
commercial platforms and modules that require 
separate licensing. Server software can be deployed 
on most distributions of the free operating system 
Linux, including those collected and certified in 
Russia. As a database, both commercial software 
products and freely distributed MySQL or PostgreSQL 
of the Russian assembly are possible.
The software part of the monitoring system is built 
on client-server technology and consists of a set of 
software modules that are conditionally divided into 
two categories:
1. Lower-level software for collecting and 
transmitting diagnostic information and controlling 
system devices.
2. Upper-level software for secure storage of 
information and data access for external users.
The lower level software includes information 
concentrator software for collecting messages from 
sensors via radio or wired channels and a server for 
receiving and processing messages from information 
concentrators.
The lower-level  server system provides 
transmission of industry data to JSC Russian 
Railways, as well as storage of the information 
received on dedicated servers. The data transfer 
protocol itself was specially designed for monitoring 
system tasks, allows organizing a transmission 
network with an automatically reconfigurable 
topology, solves the problem of optimizing the 
monitoring system, including minimizing the energy 
consumption of sensors and maximizing the speed 
of message transmission without disconnecting 
subscribers [20]. This is its key difference from the 
well-known industrial networks «LoRaWAN» and 
«Strizh» [21, 22].
The server directly supports interaction with all 
devices in the monitoring system, and also performs 
a self-diagnostic procedure (monitors all connected 
devices), remote configuration and control of devices.
Let’s highlight the features of the developed 
software of the lower level:
– a specialized protocol for interaction with all 
components of the system, including devices using 
the radio channel;
– subsystem for logging all data;
– subsystem of data export to external databases;
– an integrated software update system for 
connected devices.
The upper-level software includes an SQL database 
and automated work places for dispatchers of the 
electrification and power supply service (AWS monitoring 
system). The SQL database, which is a secure repository 
of all information about the system itself, as well as the 
status of monitored devices at any one time. The server 
with the database provides storage and access to 
information for users of the system: dispatchers, 
mechanics, managers of various levels. Currently, 
interaction with two widely used databases is 
implemented: MS SQL Server and MySQL, the system 
also adapts to the PostgreSQL database if necessary. 
AWS exist locally or are accessible through the cloud. 
AWS monitoring provides access to data for the standby 
distance of electrification and power supply, as well as 
the dispatcher of the monitoring and diagnostic center. 
Automated workstations provide a full set of functions 
that facilitate the work not only for energy workers, but 
also for computer administrators. The functions of AWS 
for a particular user may differ depending on his rights 
and tasks. A typical technological window of the user of 
the program is shown in Pic. 2.
The features of the developed software of the 
upper level include:
1) For administrators:
– automatic system for software deployment;
– automated software update system;
– administration of system users;
–  administration of thresholds for system 
operation for various classes of events (access only 
to special persons, changes only in coordination with 
the railway authorities);
– monitoring of user actions in the system.
2) For users:
Pic. 1. Structural diagram of the system of continuous monitoring of the contact suspension.
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– authorization;
– display of events in real time mode;
– displaying data in tabular or graphical form;
– reporting on the order of the user;
– viewing the contents of the event archive in any 
time interval;
– diagnosis of the components of the system 
itself;
– sound and graphic notifications;
– logging of user actions;
– access to technical documentation of control 
areas with built-in software.
The general scheme of upper-level software 
modules is shown in Pic. 3.
2.2. The main technological window of the 
software shell
Let’s consider the typical mode of operation of 
the program shell of the AWS monitoring system. All 
devices operate in normal mode, no critical events. 
The monitoring objects in the order of consolidation 
Pic. 2. The main technological window of AWS monitoring.
Pic. 3. Structure of software modules of the upper level.
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are: a support, an anchor section, a service area 
(ECHK), a distance of electrification and power supply 
(ECH), a road (Pic. 2).
To enable the output of diagnostic information, 
we have developed our own notation system. The lines 
show the entire section of the contact suspension 
equipped with a continuous monitoring system. In the 
form of black squares connected by lines to the main 
site of the diagnostic object, the contact network 
supports and their numbers are shown along each of 
the paths in close proximity to which diagnostic 
devices are installed. Each anchorage is depicted in 
the form of an oval with the corresponding Roman 
numeral. Black squares, referring to the supports, are 
evenly distributed between all the anchorage areas: 
in three supports. Two extreme supports of the site 
and support in the middle anchorage area.
Thus, the system is equipped with a section of the 
railway line, which includes 36 anchor sections with 
six diagnostic devices on each. The diagnostic devices 
themselves are not indicated on the diagram; in case 
of event occurence, only the objects of the contact 
network are exposed, which are affected: it can be 
the anchor section itself and the effects on the 
compensating devices. In the diagram they are shown 
by conventionally gray triangles, divided in half (the 
upper part corresponds to the weights of the 
compensator on the supporting cable, and the lower 
one to the contact wire).
All types of messages in the monitoring system 
are fixed in the zone of their output (the lower part of 
the screen on the technological window of Pic. 2). 
New messages are always added to the top of the list, 
while the list itself is shifted down.
The basic and operational information is output 
directly to the mnemonic diagram, that is, when an 
event occurs, the object where it occurred is 
highlighted with the specified color (default is yellow 
or red, depending on the level of danger –  yellow 
corresponds to the pre-fault state, and red –  to 
failure). Highlighting occurs at all visible levels of the 
hierarchy. Also, when an alarm event (failure or pre-
failure) occurs, a second beep sounds. Above the 
flashing block of the event, its time and date are 
indicated. If there are several events, then the date 
and time of the last one are indicated. Until the user 
confirms viewing the event, it will continue to flash the 
color set for it. The user can make a note about viewing 
the event, but before acknowledging it, it will continue 
to be highlighted in the corresponding color. An event 
is considered fully resolved when the user confirms 
that it has been viewed and acted on.
Depending on the system settings, various actions 
take place according to the parameters of the events 
output to the user when they occur.
The first event is conditionally called «no events». 
This is the normal mode of the monitoring system 
when all the sensors of the diagnostic devices are in 
good order (Pic. 2). On the mnemonic diagram, green 
objects denote diagnostic objects that are equipped 
with a monitoring system. The display circuit itself can 
contain an arbitrary number of levels and be detailed 
to each sensor, if necessary.
The second event is «failure detection». It is fixed in 
the presence of events with a critical load level on the 
contact suspension (breakage of the carrier or contact 
cables). The background color of the monitoring object 
changes to red. In the technological cell, the text «break» 
appears instead of the object name. Information about 
the event automatically pops up on the monitor of the 
workstation: it is added to the top of the list of events, 
and also displayed on the graphic diagram of the 
monitored area. Through the speaker, a sound is played 
to attract the attention of the user (Pic. 4).
The third event of the system is «detection of wire 
breakage» (in fact this is not a break, but an increase 
in load, for example, a strong impact of a current 
collector). The information, as well as the event of the 
previous view, is added to the top of the list of events, 
and a sound is played through the speaker to attract 
the user’s attention. The background color of the 
monitoring object changes to orange. In the cell, 
instead of the name of the object, the text «vein» will 
be written.
The fourth event is connected with «detection of a 
strong impact on the contact suspension» (in fact this 
is also not a break of the cable or veins, but an increase 
in load, for example, a strong impact from a current 
Pic. 4. The main technological window of AWS monitoring system when a wire strand break is detected.
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collector). Similarly, information of this type is added 
to the top of the list of events, and an audio signal is 
sent through the speaker. The background color of the 
monitoring object changes to yellow. In the cell, instead 
of the name of the object, an «impact» is recorded.
Any event message contains the following 
information:
–  the identifier of the event in the system (its 
unique number), enclosed in square brackets;
– time of occurrence of the event;
– type of event (train passage, critical loads, etc.);
– name of the activated sensor;
– location of the sensor (for example, the support 
number).
After the occurrence of events with levels above 
the normal (normal mode of operation of the devices), 
the user needs to work out the event, check the event 
data, record the actions taken, and then the sound 
and light indication in this section can be turned off. 
After acknowledging the event, the color mode will 
return to the «default» colors until the next critical 
events occur in the system.
2.3. Working with archive data
The AWP contains built-in functions for generating 
reports on the events that occurred. For this purpose 
the section «Events archive» is intended. When it is 
activated, a special module is launched. The report 
can be printed and exported to Microsoft Excel by 
built-in tools. It contains the following fields:
– «#» event level, by default from zero to three 
(the larger is the number, the greater is the «anxiety» 
of the event);
– «Alarm level» (text field with description of the 
type of event);
– «Sensor» (the name from which the signal was 
received);
–  «Place» (where the sensor was installed, as a 
rule, the place coincides with the number of the 
support of the contact network);
– «Date» (occurrence of an event according to 
the clock of the database server);
–  «Time» (the occurrence of an event, accurate 
to thousandths of a second according to the clock of 
the database server);
– «Duration» (of impact on contact suspension in 
seconds);
– «X» (the maximum acceleration value of the 
vibration sensor movement along the X axis);
– «Y» (the maximum acceleration value of the 
vibration sensor movement along the Y axis);
– «Z» (maximum acceleration value of the 
vibration sensor movement along the Z axis).
The reporting module includes standard mechanisms 
for filtering and grouping data, similar to standard 
spreadsheet tools. For example, all events can be 
grouped by date and only events from a specific contact 
network support can be shown. To do this, to drag the 
header of the column to which you want to group the data 
into the table header, and when during filtering, to move 
the mouse cursor over the desired column or activate the 
filter from the data selection (Pic. 5).
For a more detailed study of the causes of events, 
a special viewing mode is used for all data, for 
diagnostic objects and devices. The report itself has 
built-in print output and export tools to all common 
data formats.
In connection with the expansion of the system’s 
functionality, the lower and upper level software is 
being upgraded to support work with new monitoring 
tasks:
– continuous monitoring of tension force of the 
cables of contact suspension;
– continuous monitoring of the angle of installation 
of the contact network supports.
In addition, the diagnostic functions and methods 
for displaying data for new areas of monitoring are 
being modernized. A special language and means of 
describing mnemonic diagrams for displaying data 
both on the screen of a personal computer and on 
video walls of monitoring centers have been 
developed. The storage subsystems, the mnemonic 
display subsystem, and event displays are constructed 
in such a way that they allow to give any monitoring 
information for both power supply tasks and tasks of 
other economies.
Conclusion. It is not enough just to get diagnostic 
information, it is important to perform its initial 
processing, to transfer data to a central post, and to 
bring it in a user-friendly and understandable form. It 
is such important properties that the developed 
software shell of the lower and upper levels of the 
system of continuous monitoring of the railway contact 
suspension possesses.
The use of the software of the monitoring system 
allows the technical personnel of electrification and 
power supply distances to react promptly to the 
occurrence of malfunctions (the occurrence of pre-
failures and failures), and also to make timely 
recommendations to the performers who service the 
contact suspension. All this, together with the existing 
maintenance and repair activities, helps improve the 
operation of non-reserved contact suspension 
objects and contribute to improving the reliability and 
safety of the transportation process.
Pic. 5. Technological window of the 
archive of events.
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