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a b s t r a c t
The functional autoregressive process has become a useful tool in the analysis of functional
time series data. It is defined by the equation Xn+1 = 9Xn+εn+1, in which the observations
Xn and errors εn are curves, and 9 is an operator. To ensure meaningful inference and
prediction based on thismodel, it is important to verify that the operator9 does not change
with time. We propose a method for testing the constancy of 9 against a change-point
alternative which uses the functional principal component analysis. The test statistic is
constructed to have awell-known asymptotic distribution, but the asymptotic justification
of the procedure is very delicate. We develop a new truncation approach which together
with Mensov’s inequality can be used in other problems of functional time series analysis.
The estimation of the principal components introduces asymptotically non-negligible
terms, which however cancel because of the special form of our test statistic (CUSUM type).
The test is implemented using the R package fda, and its finite sample performance is
examined by application to credit card transaction data.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Functional data analysis (FDA) has enjoyed increased popularity over the last decade due to its applicability to problems
which are difficult to cast into a framework of scalar or vector observations. Even if such standard approaches are available,
the functional approach often leads to a more natural and parsimonious description of the data, and to more accurate
inference and prediction. The monograph of Ramsay and Silverman [1] has become a standard reference to the ideas and
tools of FDA. To name a few recent applications of FDA which illustrate its advantages alluded to above, we cite [2–4], and
the recent monograph of Ferraty and Vieu [5].
Functional time series (FTS) arise when a long record {X(t), t ∈ [0, T ]}, in which t is, at least conceptually, a continuous
(real) index, can be naturally split into segments of equal, say unit, length.We then set Xn(t) = X(n−1+ t), t ∈ [0, 1], n =
1, 2, . . .N = T . The data are then the curves Xn(·), n = 1, 2, . . .N . Seven consecutive FTS observations are shown in Fig. 1,
the whole time series is described and analyzed in Section 4.
The simplest model for a FTS is the ARH(1) model of Bosq [6], which extends to the functional setting the usual AR(1)
model. Despite its conceptual simplicity, it is a very flexiblemodeling andpredictive tool because the autoregressive operator
acts on a Hilbert space whose elements can exhibit any degree of nonlinearity. Thus, even though ARH(1) is a linear model
in a function space, it is highly nonlinear for individual scalar records. Various nonparametric estimation and prediction
methods for the ARH(1) model have been put forward, and it has found numerous applications, see [7–12], among others.
In contrast to functional data derived from designed experiments, for FTS it is important to verify if a single model can
be used for the whole record. Conditions may change with time, leading to a break in the stochastic structure of the data.
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Fig. 1. Seven observations (days) of a functional time series derived from credit card transaction data. The vertical dotted lines separate days.
Failure to take such change points into account leads to erroneous inference. In this paper, we propose a test of the stability
of the ARH(1) model against a change point alternative. This problem can be stated formally as follows. We observe the
random functions {Xn(t), t ∈ [0, 1], n = 1, 2, . . .N} and assume that they follow the model
Xn+1 = ΨnXn + εn+1, n = 1, 2, . . . ,N, (1.1)
with independent identically distributed (iid) mean zero innovations εn ∈ L2([0, 1]). Precise conditions on the operatorsΨn
are formulated in Section 2. We want to test
H0 : Ψ1 = Ψ2 = · · · = ΨN
against the alternative
HA : there is 1 ≤ k∗ < N : Ψ1 = · · · = Ψk∗ 6= Ψk∗+1 = · · · = ΨN .
Under H0, the common operator is denoted by Ψ .
The test statistic is based on the differences of the sample autocovariances of projections of the functional observations
on estimated principal components (PC’s). The limit distribution can be derived by replacing the estimated PC’s by their
population counterparts and using a functional central limit theorem for ergodic sequences. But in the functional setting,
this replacement introduces asymptotically nonnegligible terms, see Section 7, which cancel because of the special form of
the test statistic (see also [13]). The estimated PC’s are determined only up to a sign, and our statistic is invariant to these
random signs, see Section 4. Finally, to show that the remaining terms due to the estimation of the PC’s are asymptotically
negligible, we develop a new technique which involves the truncation at lag O(logN) of the moving average representation
of the ARH(1) process (Lemma 7.2), a blocking technique that utilizes this truncation (Lemma 7.3) and Mensov’s inequality
(Lemma 7.7). We hope that these tools will prove useful in other inference problems related to the functional ARH(1)
model.
A somewhat related problem is studied in [14] who considered two populations, admitting the PCA’s:
Xi,p(t) = µp(t)+
∑
1≤`<∞
ηi,p,`φp,`(t), p = 1, 2.
Benko et al. [14] developed a bootstrap test for checking if the elements of the two decompositions are the same. In our
setting, we do not have a specific partition into two sets. The change can occur at any point, and we want to test if it occurs
or not. We do not test for the change in the structure of the PC’s of iid observations, but in the dependence structure of a
FTS.
Testing for a change point in the mean function of iid functional observation is considered in [15]. An informal way of
testing the stability of the ARH(1) model by a visual examination of the scores is performed in [12]. Laukaitis [16] studies
the residuals εˆn+1 = Xn+1 − Ψˆ Xn in a Hilbert Space, and argues that they could be used for change-point detection.
The paper is organized as follows. Section 2 introduces the relevant notation and assumptions. The testing procedure is
described and heuristically justified in Section 3. Its application and finite sample performance is examined in Section 4.
Asymptotic justification is presented in Section 5, with the proofs developed in Sections 6 and 7.
2. Preliminaries
To focus attention, we assume that all random functions are defined on the interval [0, 1], but our theory remains valid if
it is replaced by a compact subset of a Euclidean space. To lighten the notation, we do not indicate the limits of integration,
i.e. we use
∫
f (t)dt to denote
∫ 1
0 f (t)dt .
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The following assumption formalizes the structure of the observations under the null hypothesis.
Assumption 2.1. The functional observations Xn ∈ L2([0, 1]) satisfy
Xn+1 = Ψ Xn + εn+1, n = 0, 1, . . . ,N − 1, (2.1)
where Ψ is an integral operator with the kernel ψ(t, s) satisfying∫ ∫
ψ2(s, t)dsdt < 1, (2.2)
and the iid mean zero innovations εn ∈ L2([0, 1]) satisfy
E‖εn‖4 = E
[∫
ε2n(t)dt
]2
<∞. (2.3)
Eq. (2.1) can be written more explicitly as
Xn+1(t) =
∫
ψ(t, s)Xn(s)ds+ εn+1(t), t, s ∈ [0, 1]. (2.4)
Assumption 2.1 ensures that (2.4) has a unique strictly stationary solution {Xn(t), t ∈ [0, 1]}with finite fourth moment in
L2([0, 1]) such that εn+1 is independent of Xn, Xn−1, . . ., see Chapter 3 of [6]. In our context it is not enough to assume that
the noise sequence is a weak white noise with finite second moment. We need the assumptions of independence and finite
fourth moment to be able to use the estimation results developed in Chapter 4 of [6] and other CLT type results.
If Assumption 2.1 holds, we can define the covariance operator
C(x) = E[〈Xn, x〉 Xn], x ∈ L2([0, 1])
whose eigenfunctions vj and eigenvalues λj are defined by
C(vj) = λjvj, j ≥ 1.
The eigenfunctions vj form an orthonormal basis of L2([0, 1]).
The empirical covariance operator is defined by
Cˆ(x) = 1
N
N∑
n=1
〈Xn, x〉 Xn, x ∈ L2([0, 1]).
and its eigenelements by
Cˆ(vˆj) = λˆjvˆj, j = 1, 2, . . .N.
Since the operators C and Cˆ are symmetric and nonnegative definite, the eigenvalues λj and λˆj are nonnegative.
In order to develop an asymptotic justification for our procedure,we need a bound on the distance between the estimated
eigenelements λˆj, vˆj and their population counterparts λj, vj. If the eigenspace corresponding to the eigenvalue λk is one
dimensional, then formulas (4.39) and (4.49) of [6] imply, with cˆk =
〈
vˆk, vk
〉
,
lim sup
N→∞
NE‖λk − λˆk‖2 <∞, lim sup
N→∞
NE‖vk − cˆkvˆk‖2 <∞. (2.5)
(Note that n before the expected value is missing in formula (4.49) of [6], cf. formulas (4.17) and (4.44) of that monograph.)
For this reason, we impose the following additional assumption.
Assumption 2.2. The eigenvalues of the covariance operator C satisfy
λ1 > λ2 > · · · > λp > λp+1.
3. Testing procedure
In this section, we describe the idea of the test and explain its practical application. The requisite asymptotic theory is
presented in Section 5.
The idea is to check if the action of Ψ on the span of the p most important principal components of the observations
X1, X2, . . . , XN changes at some unknown time point i. If there is no change in the autoregressive operator Ψ , the functions
Ψ vj, j = 1, 2, . . . , p, remain constant. Since Ψ vj = ∑` 〈Ψ vj, v`〉 v`, this is the case, to a good approximation, if the
coefficients
〈
Ψ vj, v`
〉
, ` ≤ p remain constant. Direct verification shows that under H0,
〈
Ψ vj, v`
〉 = λ−1j 〈Rvj, v`〉where
Rx = E[〈Xn, x〉 Xn+1]
is the lag-1 autocovariance operator. Thus, the constancy of Ψ is approximately equivalent to the constancy of the products〈
Rvj, v`
〉
, j, ` = 1, 2, . . . , p.
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The restriction to the action of Ψ on the span of vj, j,= 1, 2, . . . , p, means that the test will not detect changes on the
orthogonal complement of this space. Typically p is chosen so that the empirical counterparts vˆj, j,= 1, 2, . . . , p, explain a
large percentage of the variability of the data and their linear combinations approximate the data very closely, see Chapter
8 of [1]. We therefore view a change in the action of Ψ on vj, j > p, as not relevant. This restriction quantifies the intuition
that very small changes cannot be detected. Another point to note is that since
〈
Rvj, v`
〉 = λj 〈Ψ vj, v`〉, a change in Ψ may
be obscured by a change in the eigenfunctions λj, thus potentially reducing power. Nevertheless, the test introduced below
is effective in practical settings, and its large sample properties are tractable.
To devise a test against the alternative of a change-point, we must first estimate these products from observations
X1, X2, . . . , Xk, then from observations Xk+1, Xk+2, . . . , XN , and compare the resulting estimates. To achieve it, we define
p-dimensional projections
Xi = [Xi1, . . . , Xip]T, Xˆi = [Xˆi1, . . . , Xˆip]T
by
Xij =
〈
Xi, vj
〉 = ∫ Xi(t)vj(t)dt, Xˆij = 〈Xi, vˆj〉 = ∫ Xi(t)vˆj(t)dt
and p× pmatrices
Rk = 1k
∑
2≤i≤k
Xi−1XTi , R
∗
N−k =
1
N − k
∑
k<i≤N
Xi−1XTi ;
Rˆk = 1k
∑
2≤i≤k
Xˆi−1Xˆ
T
i , Rˆ
∗
N−k =
1
N − k
∑
k<i≤N
Xˆi−1Xˆ
T
i .
Observe that by the ergodic theorem, as k→∞,
Rk(j, `) = 1k
∑
2≤i≤k
〈
Xi−1, vj
〉 〈Xi, v`〉 a.s.→ E[〈Xn−1, vj〉 〈Xn, v`〉] = 〈Rvj, v`〉 .
Thus the matrices Rk and R∗N−k approximate the matrix [〈Rvj, v`〉, j, ` = 1, 2, . . . , p] based, correspondingly, on the
observations before and after time k, and so it is appealing to base the test on their difference. The matrices Rk and R∗N−k
cannot however be computed from the data because the population principal components vj are unknown. Thus, we would
like to replace them by their empirical counterparts Rˆk and Rˆ
∗
N−k. This is however a delicate point because it cannot be
guaranteed that vˆj is close to vj. Relation (2.5) means that cˆjvˆj is close to vj. Consequently, the (j, `) entry of Rˆk must be
multiplied by cˆjcˆ` in order to approximate the (j, `) entry of Rk. The random signs cˆj and cˆ` are unknown, so a test statistic
must be constructed in such away that they donot appear in it. This is not amere technical point.Workingwith theRpackage
fda, we have noticed that changing just a fewobservations can flip the curves vˆj. Moreover, for datawith complexmultiscale
features, arising, for example, in transient geophysical processes, see e.g. [17,18], the interpretation of the empirical principal
components is difficult, and their sign is unstable from sample to sample.
We now describe how to construct a number of test statistics which do not depend on the signs cˆj and cˆ`, and postpone
the rigorous verification to Section 5.
Denote
Yi(j, `) =
〈
Xi−1, vj
〉 〈Xi, v`〉 , Yˆi(j, `) = 〈Xi−1, vˆj〉 〈Xi, vˆ`〉 (3.1)
and consider the column vectors of length p2:
Yi = [Yi(1, 1), . . . , Yi(1, p), Yi(2, 1), . . . , Yi(2, p), . . . , Yi(p, 1), . . . , Yi(p, p)]T;
Yˆi = [Yˆi(1, 1), . . . , Yˆi(1, p), Yˆi(2, 1), . . . , Yˆi(2, p), . . . , Yˆi(p, 1), . . . , Yˆi(p, p)]T.
Define further
Zk =
∑
2≤i≤k
Yi, Z∗N−k =
∑
k<i≤N
Yi;
Zˆk =
∑
2≤i≤k
Yˆi, Zˆ
∗
N−k =
∑
k<i≤N
Yˆi.
Since the Xi follow a functional AR(1)model, the vectors Yi form aweakly dependent stationary sequence, and so, as k→∞,
√
k
[
1
k
∑
2≤i≤k
Yi − E Yk
]
d→ N(0,D), (3.2)
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where D is the p2 × p2 long run covariance matrix defined by
D = E[(Y0 − EY0)(Y0 − EY0)T] + 2
∑
1≤h<∞
E[(Y0 − EY0)(Yh − EYh)T]. (3.3)
Relation (3.2), and the corresponding relation for the sum over k < i ≤ N , can be rewritten as
Zk − kEYN ≈ N(0, kD), Z∗N−k − (N − k)EYN ≈ N(0, (N − k)D).
Denoting by {WD(t), t ≥ 0} a p2-dimensional Brownian motion with covariance matrix D, we have, in fact,
Zk − kEYN ≈ WD(k), Z∗N−k − (N − k)EYN ≈ WD(N)−WD(k). (3.4)
By (3.4), under H0 we have,
1
k
Zk − 1N − kZ
∗
N−k ≈
1
k
WD(k)− 1N − k (WD(N)−WD(k))
= 1
k(N − k) [NWD(k)− kWD(k)− kWD(N)+ kWD(k)]
= N
k(N − k)
[
WD(k)− kNWD(N)
]
.
Denote
UN(k) = k(N − k)N
(
1
k
Zk − 1N − kZ
∗
N−k
)
. (3.5)
The above calculation shows that
UN(k) ≈ WD(k)− kNWD(N).
Comparing covariances, we see that
1
N
[
WD(k)− kNWD(N)
]T
D−1
[
WD(k)− kNWD(N)
]
, 1 ≤ k ≤ N,
has the same distribution as∑
1≤m≤p2
B2m(k/N), 1 ≤ k ≤ N, (3.6)
where the Bm(·) are independent standard Brownian bridges on [0, 1]. Consequently, any functional of
GN(k) = 1N UN(k)
TD−1UN(k), 1 ≤ k ≤ N, (3.7)
can be approximated by the corresponding functional of (3.6).
Asymptotic theory for functionals of the process
∑
1≤m≤d B2m(u), u ∈ [0, 1], including weighted sums and maximally
selected statistics, is well-known, see e.g. [19,20], and goes back to [21]. A Cramér–von–Mises type functional Kd :=∫ 1
0
∑
1≤m≤d B2m(u)du leads to tests with good finite sample properties, and so we focus on it in the following, but clearly
other functionals can be used as well, see e.g. [22] for more examples.
To implement the test, we need to estimate the matrix D in (3.3). The estimation of the long run covariance matrix is one
of the most extensively studied topics in time series analysis and econometrics, see e.g. [23–25] for recent approaches and
references. Any reasonablemethod can be used, but for concreteness, we focus on the popular and simple Bartlett estimator,
and explain how to adapt it to the change point problem.
Denote by
γ̂h(k) =
1
k
∑
1≤i≤k−h
(
Yˆi − 1k
∑
1≤i≤k
Yˆi
)(
Yˆi+h − 1k
∑
1≤i≤k
Yˆi
)T
and
γ̂∗h(N − k) =
1
N − k
∑
k<i≤N−h
(
Yˆi − 1N − k
∑
k<i≤N−h
Yˆi
)(
Yˆi+h − 1N − k
∑
k<i≤N−h
Yˆi
)T
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the lag h p2 × p2 autocovariance matrices computed, respectively, from the first k and the last N − k observations. The
corresponding Bartlett estimators of D are then
D̂k = γ̂0(k)+ 2
∑
1≤h≤q
(
1− h
q+ 1
)
γ̂h(k) (3.8)
and
D̂∗N−k = γ̂∗0(N − k)+ 2
∑
1≤h≤q
(
1− h
q+ 1
)
γ̂∗h(N − k). (3.9)
The sequence GN(k) (3.7) is approximated by the sequence
GˆN(k) = 1N UˆN(k)
T
[
k
N
D̂k +
(
1− k
N
)
D̂∗N−k
]−1
UˆN(k), (3.10)
where
UˆN(k) = k(N − k)N
(
1
k
Zˆk − 1N − k Zˆ
∗
N−k
)
. (3.11)
Using the weighted sum of the estimators D̂k and D̂∗N−k in (3.10) has been shown in different settings to lead to better power
than using just D̂N , see [26,27].
Defining the critical value c(α, d) by P(Kd > c(α, d)) = α, and
IˆN = 1N
N∑
k=1
GˆN(k), (3.12)
the test rejects if IˆN > c(α, p2) The critical values c(α, d) can be computed using an analytic formula derived by Kiefer [21],
but simulating the trajectories of Bm(·) produces critical values which lead to tests with better finite sample properties. The
c(α, d) obtained via simulation are tabulated [15] for d ≤ 30.
It is possible to develop a rigorous theory for the behavior of the test under the alternative, but the analysis becomes
even more technical and would take up space. We therefore outline only the essential arguments which explain why and
when the test is consistent.
First we introduce the following notation: Let k∗ = [nθ ], 0 < θ < 1, be the time of change. The kernel changes from ψ
to ψ∗ which satisfies∫∫
(ψ∗(s, t))2dsdt < 1.
One can show that as N →∞,∫∫
(CˆN(x, y)− C¯(x, y))2dxdy P→ 0,
where
CˆN(x, y) = 1N
∑
1≤i≤n
Xi(x)Xi(y)
and
C¯(x, y) = θE[X0(x)X0(y)] + (1− θ) lim
N→∞ E[XN(x)XN(y)].
The kernel C¯(x, y) is symmetric, positive-definite and Hilbert–Schmidt with eigenvalues and eigenfunctions λ¯i and v¯i.
One can show that as N →∞, ‖vˆi − v¯i‖ and |λˆi − λ¯i| tend to 0 in probability.
An application of the ergodic theorem yields that for all 0 ≤ u ≤ θ,
1
N
∑
1≤i≤Nu
〈Xi−1, vˆj〉〈Xi, vˆ`〉 → u
∫∫
R(t, s)v¯j(t)v¯`(s)dtds a.s.,
where R(t, s) = E[X1(t)X2(s)].
Under the alternative, Xk∗+1, Xk∗+2, . . . , XN , XN+1, . . . is not stationary (Xk∗ is not the stationary initial value), but because∫∫
(ψ∗(s, t))2dsdt < 1 the effect ofXk∗ is dying out exponentially fast and the elements ofXk∗+m are very close to a stationary
solution ifm is large. So carefully applying the ergodic theorem again, we obtain for all θ ≤ u ≤ 1,
1
N
∑
Nu≤i≤N
〈Xi−1, vˆj〉〈Xi, vˆ`〉 P→ (1− u)
∫∫
R∗(t, s)v¯j(t)v¯`(s)dtds,
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Fig. 2. Five weeks of the original time series of Yn . Vertical dotted line separate days.
Fig. 3. Five weeks of the differenced time series of Xn .
where R∗(t, s) = limN→∞ EXN(t)XN+1(s). This means that we have consistency if for at least one (j, `)∫∫
R(t, s)v¯j(t)v¯`(s)dtds 6=
∫
R∗(t, s)v¯j(t)v¯`(s)dtds,
i.e. if R and R∗ are different on the space spanned by {v¯j(t)v¯`(s), 1 ≤ j, ` ≤ p}.
We conclude this section with a summary of the practical implementation of the test procedure:
(1) Find p so large that
∑p
j=1 λˆj/
∑N
j=1 λˆj > 0.9, but not greater than 5.
(2) Compute IˆN (3.12).
(3) Choose a significance level α and find the critical value c(α, d)with d = p2 from the table in [15].
(4) Reject H0 if IˆN > c(α, p2).
In step (1), p cannot be too large because it is then difficult to estimate D. In step (2) good results are obtained if in (3.10)
k
N D̂k +
(
1− kN
)
D̂∗N−k is replaced by D̂N , the computations are then much faster.
4. Application to credit card transactions data
In this section we report the results of a small simulation study that examined the finite sample performance of our
test. Calculations were performed using the R package fda. We worked with a data set studied in [9] which consist of
detailed records of transactions made with credit cards issued by Vilnius Bank, Lithuania. The functional time series we
study is the count Yn(t) of transactions in a one minute interval starting at minute t on day n = 1, 2, . . . , 200. The first 35
functional observations are displayed in Fig. 2. To remove weekly seasonality and nonzero mean, the data was differenced
at (functional) lag 7, to give Xn(t) = Yn+7(t)− Yn(t), n = 1, . . . , 193, shown in Fig. 3. The functional data Xn are used in the
following. A characteristic pattern of an AR(1) process with clusters of positive and negative observations is clearly seen.
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Table 1
Empirical size (in percent).
p = 2 p = 3 p = 4
10% 5% 1% 10% 5% 1% 10% 5% 1%
N = 50 9.4 3.4 0.3 11.9 5.9 0.4 6.2 1.9 0.0
N = 100 9.7 3.6 0.6 9.9 5.0 1.0 7.2 2.3 0.5
N = 200 8.1 3.8 0.5 10.3 4.8 0.8 6.3 2.8 0.3
Fig. 4. Bootstrap realizations under alternatives.
Table 2
Empirical power (in percent) for a change occurring at k∗ = N/2, and ψˆ changing to cψˆ for c = 0.3 (in parentheses c = 0.6).
p = 2 p = 3
10% 5% 1% 10% 5% 1%
N = 50 46.1 (30.9) 28.3 (16.5) 6.3 (1.7) 23.1 (15.9) 10.4 (5.6) 0.3 (0.1)
N = 100 82.5 (58.1) 67.7 (44.3) 33.5 (16.7) 64.4 (46.9) 46.9 (28.8) 18.2 (7.8)
N = 200 98.7 (91.6) 95.8 (81.6) 82.3 (52.8) 96.3 (82.8) 90.4 (67.4) 65.6 (34.9)
Applied to these data, our test does not reject the null hypothesis, indicating that a functional AR(1) model is appropriate
for the Xn. This is in agreement with the conclusions of Laukaitis and Rackauskas [9] and Gabrys and Kokoszka [28].
In the following, we use the curves Xn to generate functional AR(1) processes which will allow us to assess the finite
sample performance of our test in a realistic setting. To do it, we estimate the kernelψ(·, ·) using the function linmod, see
[29] (we omit the details of regularization). Then, residual functions are computed as εˆn(t) = Xn+1(t) − Ψˆ Xn+1(t), n =
1, . . . , 193. Drawing these residuals with replacement, we can simulate functional AR(1) series of any length via
Zm(t) =
∫
ψˆ(t, s)Zm−1(s)ds+ ε∗m(t), m = 1, 2, . . . ,N,
where the ε∗m(·) are the bootstrap draws of the εˆn(·). If we change the kernelψ(·, ·) at some point, we can assess the power
of the test. To remove the initialization effect, the first ’’burn-in’’ 100 simulated functional observations were removed. The
empirical rejection rates reported below are based on one thousand replications. To implement the test we have to estimate
the long run covariance matrix D (3.3). We used the code of Hansen [30] with some modifications.
Table 1 shows empirical sizes for several values of p and N . The test becomes conservative as p increases. This is because
the critical values increase in proportion to p2, but only the first few principal components explain most of the variance.
The same phenomenon was observed in [28,17]. To save space, we report the empirical power only for p = 2 and p = 3;
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for p = 4 the power is about 30% lower than for p = 3. We introduced a change at half length by multiplying ψˆ(·, ·) by
c = 0.1, 0.3, 0.6, sample realizations for N = 200 are shown in Fig. 4. The change is not readily seen by eye, especially
for c = 0.6. For c = 0.1, the second half of the series looks more like white noise, and the power is correspondingly very
close to 100%, and so is not reported. Table 2 shows that the power increases with the sample size N , and is satisfactory for
N = 200, supporting the claim the the ARH(1) model is suitable for the whole credit card transaction record.
5. Asymptotic results
In order to develop an asymptotic theory, we must verify that the test statistic does not change if the principal
components vˆj are replaced by cˆjvˆj, as only the latter converge to the population principal components vj. For this purpose,
it is convenient to introduce a p× p diagonal matrix Cp and a p2 × p2 diagonal matrixM defined by
Cp =

cˆ1
cˆ2
. . .
cˆp
 , M = Cp ⊗ Cp,
where⊗ denotes the Kronecker product, see e.g. [31]. For example, if p = 2
M =
cˆ1cˆ1 cˆ1cˆ2 cˆ2cˆ1
cˆ2cˆ2
 .
Replacing vˆj by cˆjvˆj implies replacing the vectors Yˆi byM Yˆi, which in turn implies replacing UˆN(k) byMUˆN(k), while D̂k and
D̂∗N−k are replaced, respectively, by MD̂kMT and MD̂
∗
N−kMT. Since M2 is a p2 × p2 identity matrix, it follows that the Gˆ(k)
(3.10) are invariant to the signs of the vˆj. To develop asymptotic arguments, we can thus work with quantities cˆj
〈
Xi, vˆj
〉
in
place of the actual scores
〈
Xi, vˆj
〉
.
Recall the definition (3.10) of Gˆ(k) and introduce the process
QˆN(u) = GˆN([Nu]), u ∈ [0, 1].
Recall also the definition of the Bartlett estimators (3.8) and (3.9), and introduce the following assumption of the rate of
growth of the bandwidth q = q(N).
Assumption 5.1. Suppose q(N) is nondecreasing and satisfies
sup
k≥0
q(2k+1)
q(2k)
<∞ (5.1)
and
q(N)→∞ and q(N)(logN)4 = O(N). (5.2)
The following theorem shows that the test procedure described in Section 3 has asymptotically correct size.
Theorem 5.1. Under Assumptions 2.1, 2.2 and 5.1,
QˆN(u)→
∑
1≤m≤p2
B2m(u) in D([0, 1]),
where {Bm(u), u ∈ [0, 1]}, 1 ≤ m ≤ p2, are iid Brownian bridges.
As we discussed in the previous section, the proof of Theorem 5.1 is split into two steps. The first step, Proposition 5.1 is
the weak convergence of the process QN(u) = GN([Nu]), u ∈ [0, 1], where GN is defined by (3.7). This is the CUSUM process
based on the projections on population eigenfunctions of the covariance operator. In the second step, Proposition 5.2, it is
shown that the estimation of the eigenfunctions and eigenvalues has only asymptotically negligible effect. The second step
is more delicate, relies on the special structure of the process QN , a truncation and blocking technique, and an application of
Mensov’s inequality.
Proposition 5.1. Under Assumption 2.1,
QN(u)→
∑
1≤m≤p2
B2m(u) in D([0, 1]),
where QN(u) = GN([Nu]), u ∈ [0, 1], and GN is defined by (3.7).
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Proposition 5.2. Under Assumptions 2.1 and 2.2,
N−1/2 max
2≤k≤N
∥∥∥MUˆN(k)− UN(k)∥∥∥ P→ 0.
Propositions 5.1 and 5.2 are proven, respectively, in Sections 6 and 7. Using them, it is easy to prove Theorem 5.1.
Proof of Theorem 5.1. Recall that QN(u) = GN([Nu]), u ∈ [0, 1], where GN is defined by (3.7). By Proposition 5.1,
QN(u)→∑1≤m≤p2 B2m(u) in D([0, 1]). To complete the proof, we must show that
max
2≤k≤N
|GˆN(k)− GN(k)| P→ 0. (5.3)
Relation (5.3) will follow once we have verified that
N−1/2 max
2≤k≤N
∥∥∥MUˆN(k)− UN(k)∥∥∥ P→ 0 (5.4)
and
max
2≤k≤N
∥∥∥∥∥
[
k
N
D̂k +
(
1− k
N
)
D̂∗N−k
]−1
− D−1
∥∥∥∥∥ P→ 0. (5.5)
Relation (5.4) is stated as Proposition 5.2. To prove (5.5), we use Theorem A.1 and Remark A.1 of [32] which imply that
under Assumption 5.1, D̂k and D̂∗N−k converge almost surely to D. Recall that if a sequence ζn converges to zero a.s., then
max1≤n≤N |ζn| P→ 0, as N →∞. Therefore, sup1<u<1 ‖uD̂[Nu] − uD‖ P→ 0 and sup1<u<1 ‖(1− u)̂D∗N−[Nu] − (1− u)D‖ P→ 0,
and so
sup
1<u<1
‖uD̂[Nu] + (1− u)̂D∗N−[Nu] − D‖ P→ 0.
Since the inverse is a continuous map, (5.5) follows. 
6. Proof of Proposition 5.1
Proposition 5.1 follows from Proposition 6.1 because by (6.1),
QN(u)→ [WD(u)− uWD(1)]TD−1[WD(u)− uWD(1)] in D([0, 1])
and a direct computation shows that the Gaussian vectors-valued processes {D−1/2[WD(u) − uW(u)], u ∈ [0, 1]} and
{[B1(u), . . . , Bp2(u)]T, u ∈ [0, 1]} have equal covariance functions. Recall thatWD(·), introduced in Section 3, is a Gaussian
process with EWD(u) = 0 and E
[
WD(u)WTD(s)
] = Dmin(u, s), u, s ∈ [0, 1].
Proposition 6.1. If Assumption 2.1 holds, then
N−1/2
(
Z[Nu] − EZ[Nu]
)→ WD(u), in Dp2([0, 1]). (6.1)
Proof. Denote Zk(j, `) =∑2≤i≤k Yi(j, `). To prove the proposition, it is enough to establish the convergence in D([0, 1]) of
all linear combinations, namely
N−1/2
p∑
j,`=1
θ(j, `)
(
Z[Nu](j, `)− EZ[Nu](j, `)
) d→ Wθ,D(u),
where {Wθ,D(u), u ∈ [0, 1]} is a Brownian motion with variance
E
[
W 2θ,D(u)
] = u p∑
j,`=1
p∑
j′,`′=1
θ(j, `)θ(j′, `′)D(j, `; j′, `′).
To reduce the notational burden, we focus on just one component, i.e. we want to show that
N−1/2
∑
2≤i≤[Nu]
[Yi(j, `)− EYi(j, `)] d→ WD(i,j)(u). (6.2)
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(WD(i,j)(u) is defined by setting θ(i′, j′) = δi′ iδj′j where δ·· is the Kronecker delta.) Convergence (6.2) (in D([0, 1])) follows
essentially from Theorem 19.1 of [33]; we must verify that the sequence {Yi(j, `)} is stationary and ergodic and that
∞∑
i=1
|Cov(Y0(j, `), Yi(j, `))| <∞. (6.3)
Relation (6.3) is established in Lemma 6.1. Ergodicity follows from the representation
Yi(j, `) =
〈
Xi−1, vj
〉
[〈Ψ Xi−1, v`〉 + 〈εi, v`〉]
= 〈Xi−1, vj〉 〈Xi−1,Ψ Tv`〉+ 〈Xi−1, vj〉 〈εi,Ψ Tv`〉
and Theorem3.1 of [6] (moving average representation of Xk) and Theorem36.4 of [34] (a function of shifts of an iid sequence
forms an ergodic sequence). 
Now we establish (6.3).
Lemma 6.1. Under Assumption 2.1, the Yi(j, `) defined by (3.1) satisfy∑
1≤i<∞
|Cov(Y1(j, `), Yi(m, n))| <∞.
Proof. Since
Yi(j, `) =
〈
Xi−1, vj
〉 〈
Xi−1,Ψ Tv`
〉+ 〈Xi−1, vj〉 〈εi,Ψ Tv`〉 ,
Cov(Y1(j, `), Yi(m, n)) = C1(i)+ C2(i)+ C3(i)+ C4(i),
where
C1(i) = Cov
(〈
X0, vj
〉 〈
X0,Ψ Tv`
〉
, 〈Xi−1, vm〉
〈
Xi−1,Ψ Tvn
〉) ;
C2(i) = Cov
(〈
X0, vj
〉 〈
X0,Ψ Tv`
〉
, 〈Xi−1, vm〉
〈
εi,Ψ
Tvn
〉) ;
C3(i) = Cov
(〈
X0, vj
〉 〈
ε1,Ψ
Tv`
〉
, 〈Xi−1, vm〉
〈
Xi−1,Ψ Tvn
〉) ;
C4(i) = Cov
(〈
X0, vj
〉 〈
ε1,Ψ
Tv`
〉
, 〈Xi−1, vm〉
〈
εi,Ψ
Tvn
〉)
.
It is easy to see that C2(i) = C4(i) = 0, for i > 1, so it remains to find an absolutely convergent bounds on C1(i) and
C3(i). We focus on the term C1(i), the argument for C3(i) being similar. Consider arbitrary x, y, u, v ∈ L2([0, 1]). Since
Xk = Ψ kX0 +∑k−1j=0 Ψ jεk−j,
Cov (〈X0, x〉 〈X0, y〉 , 〈Xk, u〉 〈Xk, v〉) = Cov
(〈X0, x〉 〈X0, y〉 , 〈Ψ kX0, u〉 〈Ψ kX0, v〉) .
Consequently
|Cov (〈X0, x〉 〈X0, y〉 , 〈Xk, u〉 〈Xk, v〉)|
≤ E ∣∣〈X0, x〉 〈X0, y〉 〈Ψ kX0, u〉 〈Ψ kX0, v〉∣∣+ E |〈X0, x〉 〈X0, y〉| E |〈Xk, u〉 〈Xk, v〉|
≤ ‖Ψ ‖2k
{
E‖X0‖4 +
[
E‖X0‖2
]2} ‖x‖ ‖y‖ ‖u‖ ‖v‖.
Therefore
|C1(i)| ≤ ‖Ψ ‖2(i−1)
{
E‖X0‖4 +
[
E‖X0‖2
]2} ‖vj‖‖v`‖ ‖Ψ Tvm‖ ‖Ψ Tvn‖ ≤ 2‖Ψ ‖2iE‖X0‖4. 
7. Proof of Proposition 5.2
Denote r(t, s) = E[X1(t)X2(s)] and
Rˆ(j, `) =
∫∫
r(t, s)uˆ(t, s)dtds,
where
uˆ(t, s) = vj(t)v`(s)− cˆjvˆj(t)cˆ`vˆ`(s), 0 < s, t < 1. (7.1)
Proof of Proposition 5.2. The component ofMUˆN(k) − UN(k) corresponding to the product of the jth and the `th score is
equal to
k(N − k)
N
{
1
k
[
cˆjcˆ`Zˆk(j, `)− Zk(j, `)− kRˆ(j, `)
]
− 1
N − k
[
cˆjcˆ`Zˆ∗N−k(j, `)− Z∗N−k(j, `)− (N − k)Rˆ(j, `)
]}
.
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Thus the claim will follow once we have verified that
N−1/2 max
2≤k≤N
[
cˆjcˆ`Zˆk(j, `)− Zk(j, `)− kRˆ(j, `)
]
P→ 0 (7.2)
and
N−1/2 max
2≤k≤N
[
cˆjcˆ`Zˆ∗N−k(j, `)− Z∗N−k(j, `)− (N − k)Rˆ(j, `)
]
P→ 0. (7.3)
Since the above two relations are verified in the same way, we will show only the verification of (7.2).
Observe that
Zk(j, `) =
∫∫ ∑
2≤i≤k
Xi−1(t)Xi(s)vj(t)v`(s)dtds
and
cˆjcˆ`Zˆk(j, `) =
∫∫ ∑
2≤i≤k
Xi−1(t)Xi(s)cˆjvˆj(t)cˆ`vˆ`(s)dtds.
Therefore
Zk(j, `)− cˆjcˆ`Zˆk(j, `) =
∫∫ ∑
2≤i≤k
[Xi−1(t)Xi(s)− r(t, s)]vj(t)v`(s)dtds
−
∫∫ ∑
2≤i≤k
[Xi−1(t)Xi(s)− r(t, s)]cˆjvˆj(t)cˆ`vˆ`(s)dtds+ (k− 1)
∫ ∫
r(t, s)[vj(t)v`(s)− cˆjvˆj(t)cˆ`vˆ`(s)]dtds
=
∫∫ ∑
2≤i≤k
[Xi−1(t)Xi(s)− r(t, s)]uˆ(t, s)dtds+ (k− 1)Rˆ(j, `).
As Rˆ(j, `) = OP(1), to prove (7.2), it thus remains to show that
max
2≤k≤N
∣∣∣∣∣
∫∫ ∑
2≤i≤k
[Xi−1(t)Xi(s)− r(t, s)]uˆ(t, s)dtds
∣∣∣∣∣ = oP(N1/2). (7.4)
Since ∫∫ ∣∣∣∣∣∑
1≤i≤k
[Xi−1(t)Xi(s)− r(t, s)]
∣∣∣∣∣ ∣∣uˆ(t, s)∣∣ dtds
≤
∫∫ ∣∣∣∣∣∑
1≤i≤k
[Xi−1(t)Xi(s)− r(t, s)]
∣∣∣∣∣
2
dtds
1/2 (∫∫ ∣∣uˆ(t, s)∣∣2 dtds)1/2 ,
(7.4) follows from Lemmas 7.1 and 7.2. 
Lemma 7.1. The function uˆ ∈ L2([0, 1]2) defined by (7.1) satisfies
‖uˆ‖ =
(∫∫
[uˆ(t, s)]2dtds
)1/2
= OP(N−1/2).
Proof. Since∣∣vj(t)v`(s)− cˆjvˆj(t)cˆ`vˆ`(s)∣∣2 ≤ 2v2j (t)[v`(s)− cˆjvˆ`(s)]2 + 2vˆ2` (s)[vj(t)− cˆ`vˆj(t)]2
and vj and vˆ` have unit norm in L2([0, 1]), ‖uˆ‖2 ≤ 2
{‖v` − cˆ`vˆ`‖2 + ‖vj − cˆjvˆj‖2} . Consequently, by (2.5), there is a
constant K such that E‖uˆ‖2 ≤ KN−1. 
Lemma 7.2. Under Assumption 2.1,
N−1 max
2≤k≤N
∫∫ [∑
2≤i≤k
[Xi−1(t)Xi(s)− r(t, s)]
]2
dtds
1/2 P→ 0.
364 L. Horváth et al. / Journal of Multivariate Analysis 101 (2010) 352–367
Proof. By Theorem 3.1 of [6],
Xk =
∞∑
j=0
Ψ jεk−j, (7.5)
where the series converges in the L2 norm and almost surely. For c > 0 to be determined later, introduce the truncated
series
Xk,N =
c logN∑
j=0
Ψ jεk−j. (7.6)
We will use the decomposition
Xi−1(t)Xi(s)− r(t, s) = Xi−1(t)Xi(s)− Xi−1,N(t)Xi,N(s)+
[
Xi−1,N(t)Xi,N(s)− rN(t, s)
]+ [rN(t, s)− r(t, s)],
where
rN(t, s) = E[Xi−1,N(t)Xi,N(s)]. (7.7)
Introduce also the functions
Vi,N(t, s) = Xi−1(t)Xi(s)− Xi−1,N(t)Xi,N(s) (7.8)
and
Ui,N(t, s) = Xi−1,N(t)Xi,N(s). (7.9)
To prove the lemma, it suffices to show that
N−1E max
2≤k≤N
∥∥∥∥∥∑
2≤i≤k
Vi,N
∥∥∥∥∥→ 0, (7.10)
N−1E max
2≤k≤N
∥∥∥∥∥∑
2≤i≤k
[Ui,N − rN ]
∥∥∥∥∥→ 0 (7.11)
and
‖rN − r‖ → 0. (7.12)
In (7.10), (7.11), (7.12), the norm is taken in the space L2([0, 1]2).
By Lemma 7.3,
E max
2≤k≤N
∥∥∥∥∥∑
2≤i≤k
Vi,N
∥∥∥∥∥ ≤ KN2−κ , (7.13)
for some K and any κ > 0, provided c is sufficiently large, so (7.10) follows. Relations (7.11) and (7.12) follow, respectively,
from Lemmas 7.4 and 7.5. 
Lemma 7.3. For c > 0 define Xk,N = Xk,N,c by (7.6). Consider the function Vi,N(t, s) defined by (7.8). Then for any κ > 0, there
is c so large that
E‖Vi,N‖ = E
{∫∫
V 2i,N(t, s)dtds
}1/2
≤ KN−κ
for some constant K .
Proof. Observe that
‖Vi,N‖2 =
∫∫
[Xi−1(t)Xi(s)− Xi−1,N(t)Xi,N(s)]2dtds
=
∫∫
[Xi−1(t)(Xi(s)− Xi,N(s))+ Xi,N(s)(Xi−1(t)− Xi−1,N(t))]2dtds
≤ 2
{∫
X2i−1(t)dt
∫
(Xi(s)− Xi,N(s))2ds+
∫
X2i,N(s)ds
∫
(Xi−1(t)− Xi−1,N(t))2dt
}
= 2 {‖Xi−1‖2‖Xi − Xi,N‖2 + ‖Xi,N‖2‖Xi−1 − Xi−1,N‖2}
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Define r > 0 by ‖Ψ ‖ = e−r . Then
E‖Xk − Xk,N‖ ≤
∑
j>c logN
‖Ψ ‖jE‖ε0‖ ≤ (1− e−r)−1N−crE‖ε0‖,
and the claim follows. 
Lemma 7.4. The functions Ui,N ∈ L2([0, 1]2) defined by (7.9) satisfy
E max
2≤k≤N
∥∥∥∥∥∑
2≤i≤k
[
Ui,N − EUi,N
]∥∥∥∥∥ ≤ KN1/2(logN)3/2,
where K is a constant and the norm is in the space L2([0, 1]2).
Proof. Set
U∗i,N(t, s) = Ui,N(t, s)− EUi,N(t, s).
Letm = c logN and assume without loss of generality thatm is an integer. We will work with the decomposition∑
1≤i≤k
U∗i,N = S1(k)+ S2(k)+ · · · + Sm(k).
The idea is that S1(k) is the sum of (available) U∗1,N , U
∗
1+m,N , . . ., S2(k) of U
∗
2,N , U
∗
2+m,N , . . ., etc. Formally, for 1 ≤ k ≤ N and
1 ≤ j ≤ m, define
Sj(k) =

[k/m]∑
`=1
U∗(`−1)m+j,N + U∗m[k/m]+j,N , if k/m is not an integer
k/m∑
`=1
U∗(`−1)m+j,N , if k/m is an integer.
(7.14)
By (7.6) and (7.9), for any fixed j, Sj(k) is a sum of independent identically distributed random functions in L2([0, 1]2). Since∥∥∑
1≤i≤k U
∗
i,N
∥∥ ≤∑mj=1 ∥∥Sj(k)∥∥ ,∥∥∥∥∥∑
1≤i≤k
U∗i,N
∥∥∥∥∥
2
≤ m
m∑
j=1
∥∥Sj(k)∥∥2 . (7.15)
By (7.15) and Lemma 7.6, we obtain E
∥∥∑
1≤i≤k U
∗
i,N
∥∥2 ≤ Cmk,where C is a constant which does not depend on N . Since U∗i,N
is a stationary sequence, this bound implies that for all K < L,
E
∥∥∥∥∥∑
K≤i≤L
U∗i,N
∥∥∥∥∥
2
≤ Cm(L− K). (7.16)
Relation (7.16) together with the Mensov inequality (Lemma 7.7) imply that
E max
1≤k≤N
∥∥∥∥∥∑
1≤i≤k
U∗i,N
∥∥∥∥∥
2
≤ Cm(logN)2N. (7.17)
Recall thatm = O(logN), to obtain the claim of the lemma. 
Lemma 7.5. Recall the functions r(t, s) = E[Xi−1(t)Xi(s)] and rN(t, s) (7.7). Then
‖r − rN‖2 =
∫∫
|r(t, s)− rN(t, s)|2 dtds = O(N−2rc),
where r > 0 is defined by ‖Ψ ‖ = e−r .
Proof. For ease of notation setm = c logN and observe that
rN(t, s) = E
[
m∑
j=0
Ψ jεi−1−j(t)
m∑
`=0
Ψ `εi−`(t)
]
=
m∑
j=0
E
[
Ψ jεi−1−j(t)Ψ j+1εi−1−j(t)
]
.
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Using an analogous expansion of r(t, s), we obtain
‖r − rN‖2 =
∫∫ ∣∣∣∣∣∑
j>m
E[Ψ jε−j(t)Ψ j+1ε−j(s)]
∣∣∣∣∣
2
dtds
=
∑
j,`>m
E
∫∫
[Ψ jε−j(t)Ψ j+1ε−j(s)Ψ `ε−l(t)Ψ `+1ε−`(s)]dtds
=
∑
j,`>m
E
[∫
Ψ jε−j(t)Ψ lε−`(t)dt
∫
Ψ j+1ε−j(s)Ψ `+1ε−`(s)ds
]
≤
∑
j,`>m
E
[‖Ψ jε−j‖ ‖Ψ `ε−`‖ ‖Ψ j+1ε−j‖ ‖Ψ `+1ε−`‖]
≤
∑
j,`>m
‖Ψ ‖2j+1‖Ψ ‖2`+1E‖ε0‖4 ≤ K‖Ψ ‖4m. 
The following two lemmas are used in the proof of Lemma 7.4.
Lemma 7.6. The functions Sj(k) ∈ L2([0, 1]2) defined by (7.14) satisfy
E‖Sj(k)‖2 ≤ Ck/m, 1 ≤ j ≤ m,
where C is a constant which does not depend on N.
Proof. To lighten the notation, suppose k/m = n is an integer. By stationarity of the Xi,N ,
E‖Sj(k)‖2 = E
∫∫ ∣∣∣∣∣ n∑
`=1
U∗(`−1)m+j,N(t, s)
∣∣∣∣∣
2
dtds = E
∫∫ ∣∣∣∣∣ n∑
`=1
U∗(`−1)m,N(t, s)
∣∣∣∣∣
2
dtds
does not depend on j. By construction, the U∗(`−1)m,N(t, s) are mean zero and U
∗
(`−1)m,N(t, s) is independent of U
∗
(`′−1)m,N(t, s)
if l′ 6= `. Therefore
E‖Sj(k)‖2 =
∫∫ n∑
`=1
E
[
U∗2(`−1)m,N(t, s)
]
dtds = n
∫∫
E
[
U∗21,N(t, s)
]
dtds.
It thus remains to show that
∫∫
E
[
U∗21,N(t, s)
]
dtds is bounded by a constant which does not depend on N .
Observe that∫∫
E
[
U∗21,N(t, s)
]
dtds ≤
∫∫
E
[
X20,N(t)X
2
1,N(s)
]
dtds
= E
(∫
X20,N(t)dt
)(∫
X21,N(s)ds
)
≤ E
(∫
X20,N(t)dt
)2
= E‖X0,N‖4.
Settingm = c logN , we get
E‖X0,N‖4 = E
∥∥∥∥∥ m∑
j=0
Ψ jε−j
∥∥∥∥∥
4
≤ E
(
m∑
j=0
‖Ψ ‖j‖ε−j‖
)4
=
m∑
j1=0
m∑
j2=0
m∑
j3=0
m∑
j4=0
‖Ψ ‖j1‖Ψ ‖j2‖Ψ ‖j3‖Ψ ‖j4E [‖ε−j1‖ ‖ε−j2‖ ‖ε−j3‖ ‖ε−j4‖]
≤
(
m∑
j=0
‖Ψ ‖j
)4
E‖ε0‖4 ≤ (1− ‖Ψ ‖)−4E‖ε0‖4. 
Lemma 7.7 (Mensov Inequality). Let ξ1, ξ2, . . . be arbitrary Hilbert space valued random variables. If for any K < L
E
∥∥∥∥∥ L∑
i=K+1
ξi
∥∥∥∥∥
2
≤ C(L− K) (7.18)
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then, for any b,
E max
1≤k≤N
∥∥∥∥∥ k+b∑
i=1+b
ξi
∥∥∥∥∥
2
≤ C[log(2N)]2N. (7.19)
Proof. The proof is practically the same as for real-valued random variables ξi, see [35], and so is omitted. 
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