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Cap´ıtulo 1
Planteamiento del Problema
Los modelos computacionales de tejido card´ıaco han generado gran cantidad de informa-
cio´n acerca de la complejidad de las interacciones entre las propiedades de la membrana
y la heterogeneidad estructural del corazo´n. La fortaleza de los modelos computacio-
nales, radica en que proporcionan una plataforma versa´til para que los investigadores
puedan interpretar datos experimentales y realizar nuevas predicciones sobre hipo´tesis
que no son observables o comprobables usando las te´cnicas experimentales actuales [1].
En la cl´ınica, hacen incursio´n los modelos matema´ticos ya que permiten el desarrollo
de te´cnicas especializadas y la utilizacio´n de robots (cirug´ıa laparosco´pica, daVinci Ro-
botic assisted Heart Surgery) en cirug´ıa asistida. El uso de modelos electro-anato´micos
ha permitido tambie´n el estudio de fa´rmacos (medicamentos) y su efectividad frente a
patolog´ıas bien identificadas.
Los modelos computacionales de tejido cardiaco esta´n basados en la solucio´n de siste-
mas de ecuaciones diferenciales parciales y ordinarias no lineales las cuales despue´s de
aplicarles algu´n me´todo de discretizacio´n (diferencias finitas, elementos finitos) para su
solucio´n resultan en un conjunto de operaciones entre matrices del orden de millones
lo cual se traduce en programas con tiempos de ejecucio´n elevados, en los cuales el
desempen˜o de los algoritmos es menor comparado con su versio´n paralela [2].
Se han establecido diversas te´cnicas computacionales para disminuir los tiempos de eje-
cucio´n que van desde el disen˜o de nuevos algoritmos que disminuyan la complejidad,
hasta la utilizacio´n de arquitecturas paralelas que permitan dividir el trabajo a realizar-
se entre distintos procesadores, lo cual se traduce en la disminucio´n de los tiempos de
ejecucio´n.
En la de´cada de 1980, aparecen entonces las Unidades de Procesamiento Gra´fico GPU
(Graphics Processing Units) [3], las cuales cuentan con cientos o miles de procesadores
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que son aprovechados para disminuir los tiempos de ejecucio´n de los algoritmos. La
utilizacio´n de estos procesadores (GPU), que se encuentran en las tarjetas gra´ficas, se
debe hacer a trave´s de frameworks especializados que permitan acceder a los recursos
computacionales que all´ı residen.
Desde el an˜o 2007 existen dos opciones, CUDA (Compute Unified Device Architecture) y
OpenCL (Open Computing Language), las cuales partiendo del principio de paralelismo
de Datos, logran explotar al ma´ximo la capacidad de co´mputo existente en estos disposi-
tivos. CUDA como herramienta para realizar paralelizacio´n de algoritmos, es altamente
utilizada en el campo de la computacio´n cient´ıfica, [4] [5] ya que nVidia cuenta con una
l´ınea de tarjetas gra´ficas conocidas como Tesla, entre otras orientadas a diversos campos,
que son utilizadas en la gran mayor´ıa de centros de supercomputacio´n en el mundo y
adema´s cuenta con una gran comunidad de desarrolladores [6] que han hecho de CUDA
la herramienta primordial para realizar aceleracio´n de algoritmos.
Se plantea realizar el proceso de implementacio´n del modelo celular para aur´ıcula hu-
mana en dos dimensiones planteado por Courtemanche [7] utilizando CUDA como fra-
mework de trabajo para programar Unidades de Procesamiento Gra´fico (GPU) y una
estrategia de visualizacio´n de datos cient´ıficos usando Paraview [8].
Cap´ıtulo 2
Justificacio´n
Desde el an˜o 2007 con la invencio´n de CUDA, ha aumentado la utilizacio´n de herra-
mientas de co´mputo que permitan realizar procesamiento de datos de una forma ra´pida
y precisa. En el campo de la computacio´n cient´ıfica este es un hecho que se puede evi-
denciar en los cientos de centros de supercomputacio´n que se encuentran en el listado
top500 [5] y green500 [9], tambie´n se puede evidenciar una tendencia cada vez mayor
a construir procesadores multi-nu´cleo, lo que permite al usuario final contar con gran
capacidad de co´mputo en los equipos de escritorio [10] [11] [12].
La prediccio´n del clima, el movimiento de part´ıculas, el ana´lisis de ima´genes, la biolog´ıa
computacional, el ana´lisis de mercados, son algunos de los temas que pueden aprovechar
el poder computacional de plataformas que cuentan con cientos o miles de procesadores.
En este orden de ideas existe un a´rea de creciente intere´s en el pa´ıs y en la regio´n, en
donde se pueden ver iniciativas como BIOS [13], que plantea hacer frente a los problemas
de procesamiento e investigacio´n en estas a´reas tema´ticas, adicionalmente se pueden
mencionar los esfuerzos del grupo GITIR de la Universidad de Caldas y del Grupo de
Automa´tica de la Universidad Tecnolo´gica de Pereira.
La biolog´ıa computacional, es la utilizacio´n de las ciencias de la computacio´n, estad´ıstica
y matema´ticas para la solucio´n de problemas biolo´gicos [14]. Generalmente los problemas
a solucionar en este campo cient´ıfico necesitan de algoritmos y hardware que permitan
su aceleracio´n para obtener resultados en tiempos menores [12] [15]. El modelo cardiaco
es un ejemplo de un problema que puede resolverse desde la o´ptica de la computacio´n
cient´ıfica, como se plantea en Alya Red [16], e´ste es un campo de aplicacio´n que implica
la solucio´n de diversos sistemas de ecuaciones diferenciales, lo que resulta en operaciones
matriciales de gran escala [17].
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El comportamiento del corazo´n generalmente es modelado utilizando dos enfoques [17],
un modelo ele´ctrico y un modelo meca´nico, el presente proyecto busca la implementacio´n
de un modelo netamente ele´ctrico [18] [7] apoyado en la investigacio´n realizada por [19],
donde se estudie la posibilidad de realizar un proceso de optimizacio´n de tiempos de
ejecucio´n utilizando Unidades de Procesamiento Gra´fico (GPU).
La paralelizacio´n de este tipo de algoritmos permitira´ en primera instancia comprobar
que la utilizacio´n de procesadores masivamente paralelos es u´til en este tipo de investiga-
ciones, tambie´n en el campo me´dico a futuro ser´ıa posible realizar modelos computacio-
nales de corazo´n por individuos, permitiendo as´ı la construccio´n de corazones in-silico
que representen a pacientes particulares y evitar as´ı generalizaciones en los tratamientos.
Esto ser´ıa posible si los tiempos de simulacio´n decrementan, buscando llegar como meta
a simulaciones en tiempo real.
Adicionalmente, los resultados obtenidos en estas investigaciones generan gran cantidad
de datos que representan la manera en la cua´l se distribuye el potencial ele´ctrico sobre
el tejido cardiaco, en este punto es donde se construira´ una estrategia de visualizacio´n
de datos cient´ıficos que permita tener mayor claridad de este feno´meno. E´sta estrategia
permitira´ la visualizacio´n de los datos mientras el proceso de ca´lculo computacional esta
siendo llevado a cabo.
Las investigaciones en Colombia en este tipo de proyectos se han dado desde el punto de
vista electrofisiolo´gico en la Universidad de Caldas y en la Universidad de Antioquia, sin
embargo no hay reportes donde se mencione la utilizacio´n de procesadores masivamente
paralelos, como las GPU, para atacar el problema de procesamiento, y disminuir tiempos
de simulacio´n.
Finalmente la implementacio´n de dicho modelo espera ayudar a los me´dicos en la expe-
rimentacio´n de fa´rmacos y en el diagno´stico de enfermedades que afecten el corazo´n de
los pacientes.
Cap´ıtulo 3
Objetivos
3.1. Objetivo General
Implementar algoritmos eficientes para la propagacio´n del potencial ele´ctrico en un te-
jido 2D utilizando CUDA como framework para programar Unidades de Procesamiento
Gra´fico (GPU)
3.2. Objetivos Espec´ıficos
Determinar el me´todo de discretizacio´n espacial de las ecuaciones diferenciales que
rigen la propagacio´n del potencial ele´ctrico.
Implementar y simular la propagacio´n del potencial de accio´n en un arreglo de
ce´lulas card´ıacas en 1D y 2D a trave´s de CUDA.
Implementar un esquema de visualizacio´n cient´ıfica en tiempo de ejecucio´n utili-
zando Paraview.
Evaluar el desempen˜o del modelo construido en C y CUDA.
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Metodolog´ıa Seguida en el
Proyecto
El desarrollo de la investigacio´n fue realizado desde un punto de vista incremental, en
primera instancia un conocimiento ba´sico de conceptos de electrofisiolog´ıa card´ıaca fue
necesario, en este paso se hizo un levantamiento de informacio´n sobre el modelo ele´ctrico
de aur´ıcula de Courtemanche et al. [7].
Una vez se comprendio´ de manera ba´sica y apoyados en los expertos en el a´rea, se
procedio´ a la construccio´n del algoritmo que simula una ce´lula auricular utilizando C
como lenguaje de programacio´n, e´sta eleccio´n se hizo debido a que era necesario pensar
en lenguajes compilados que permitieran garantizar tiempos de ejecucio´n bajos. Una vez
el modelo programado se finalizo´, se determino´ con el director del proyecto que fuera
evaluado por e´l mismo y por el Phd. Carlos Alberto Ruiz, quienes dieron fe de que el
modelo generaba los potenciales de accio´n acordes al modelo implementado.
Una vez el modelo fue programado, se procedio´ a construir un algoritmo que enlazara un
conjunto de ce´lulas card´ıacas formando una fibra, esto puede verse en la figura 5.12, lo
que permitio´ evaluar la capacidad de propagacio´n de potencial de accio´n del modelo de
Courtemanche implementado, se utilizo´ el me´todo de diferencias finitas para solucionar
el problema desde el punto de vista espacial y Crank-Nicholson para solucionar el modelo
temporal.
Despue´s de la construccio´n del modelo de propagacio´n en 1D, se construyo´ el modelo en
2D, lo que permitio´ la simulacio´n de un tejido de aur´ıcula y evaluar como puede verse
en las figuras del cap´ıtulo de resultados, que el modelo fue bien implementado.
Al finalizar la construccio´n del tejido, se procedio´ a realizar el proceso de implementa-
cio´n del modelo en 2D sobre arquitecturas masivamente paralelas, en este proyecto se
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utilizo´ una GPU. Como puede verse de nuevo en los resultados, las comparativas per-
mitieron definir que la implementacio´n usando CUDA fue sustancialmente superior al
compara´rsele con la versio´n en CPU. Se utilizo´ una librer´ıa avanzada como ArrayFire
[20] para la solucio´n espacial del modelo, de igual manera algunos kernels propios fueron
adicionados a la implementacio´n.
Finalmente una estrategia de visualizacio´n de datos fue implementada, en este caso se
utilizo´ Paraview Catalyst [8] [21] para realizar e´sta tarea. El proceso de visualizacio´n
en tiempo de ejecucio´n (in-situ) fue implementado a trave´s de Paraview Catalyst que
permite tener un nodo de co´mputo realizando el proceso de renderizado, mientras otro
nodo se encarga de realizar el proceso de ejecucio´n del modelo del tejido. Un script en
python que usa Paraview-Catalyst fue desarrollado en e´sta fase para que ambos nodos
pudieran comunicarse.
Cap´ıtulo 5
Marco Teo´rico
Desde el an˜o 2007, cuando nVidia creo´ CUDA (Compute Unified Device Architecture)
[6], se ha iniciado un proceso de estudio e investigacio´n en el a´rea de la computacio´n
cient´ıfica sin precedentes, ya que gracias a la gran penetracio´n de las tarjetas gra´ficas en
el mercado se puede contar con dispositivos de gran capacidad de co´mputo en equipos
de escritorio.
La evolucio´n de las GPUs ha pasado por la creacio´n de distintas arquitecturas, cada una
superando en recursos a su predecesor. A continuacio´n se mencionara´n algunas de las
arquitecturas existentes.
5.1. Arquitectura G80
Cuando nVidia lanzo´ al mercado la tarjeta GeForce 8800 se conocio´ entonces la arqui-
tectura G80, la cual era la primera GPU en el mercado que utilizaba una arquitectura
unificada que ejecuta los ve´rtices, la geometr´ıa, los p´ıxeles y los programas de compu-
tacio´n, adema´s se basa en un modelo de instrucciones conocido como SIMT (Single
Instruction Multiple Threads) el cual ejecuta mu´ltiples hilos de manera independiente
y al mismo tiempo utilizando una sola instruccio´n. Esta GPU soporta lenguaje C, lo
que hace que los programadores no tengan que aprender otro lenguaje y opera de forma
integral con una precisio´n de 32 bits para operaciones de punto flotante ajusta´ndose al
esta´ndar IEEE 754 [22].
En la Figura 5.1 se muestra un esquema completo de la arquitectura G80. E´sta ar-
quitectura de nVidia comenzo´ su desarrollo a mediados de 2002, publicando su versio´n
definitiva en los u´ltimos meses de 2006 conocida como GT200. El objetivo ba´sico de la
mejora de las capacidades de procesamiento gra´fico llevo´ a:
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Incremento de forma significativa de las prestaciones con respecto a la u´ltima
generacio´n de GPUs.
Aumento de la capacidad de ca´lculo de punto flotante por parte de la GPU, con la
vista puesta en la introduccio´n definitiva de este tipo de procesadores en el a´mbito
de la computacio´n general.
Adicio´n de nuevos elementos al pipeline cla´sico, para cumplir las caracter´ısticas
definidas por Microsoft en DirectX 10.
Figura 5.1: Arquitectura G80
Una ventaja en esta arquitectura es la posibilidad de equilibrar la carga entre los distintos
procesadores, los cuales se pueden asignar a una tarea u otra dependiendo del trabajo a
realizar. Como desventaja se puede considerar la mayor complejidad de los procesadores
y su no especificidad en un tipo de problemas.
5.2. Architectura Fermi
La arquitectura Fermi ver figura 5.2 dio un salto importante en la arquitectura de las
GPU. G80 era una visio´n general de una arquitectura unificada y paralela. La arqui-
tectura GT200 extendio´ el rendimiento y la funcionalidad de la arquitectura G80. Esta
arquitectura emplea un enfoque completamente nuevo a la hora de disen˜ar la GPU. Las
a´reas principales en las que centraron fueron [22]:
Mejora del rendimiento de precisio´n doble. El rendimiento en Operaciones de punto
flotante aumento 10 veces en comparacio´n con el rendimiento de una CPU.
Jerarqu´ıa de memoria Cache. Cuando un algoritmo paralelo no puede utilizar
memoria compartida los usuarios pueden tener acceso a una jerarqu´ıa de memoria
cache´ real.
Marco Teo´rico 10
Ma´s memoria compartida. Lo programadores CUDA tuvieron acceso a ma´s de
16KB de memoria compartida.
Cambios de Contexto. Se puede realizar cambios de contexto ma´s ra´pidos entre
las aplicaciones, gra´ficos y ca´lculos.
Operaciones ma´s Ra´pidas. Se obtiene mayor rapidez de lectura y escritura de las
operaciones de algoritmos paralelos.
Figura 5.2: Arquitectura Fermi
La arquitectura Fermi es modular, cuya base son los SM (Streaming Multiprocessors),
los que son arreglos de unidades de co´mputo entre las que tenemos: procesadores de
Shaders, unidades de textura, motores de teselado, entre otras. A su vez, los SM esta´n
organizados en arrays de 2 o 4 SMs, los que son denominados GPC (Graphic Processing
Cluster), 1 o ma´s GPCs agrupados conforman un GPU basado en la arquitectura Fermi.
5.3. Arquitectura Kepler
A medida que aumenta la demanda del alto rendimiento en la computacio´n paralela
desde muchos a´mbitos de la ciencia como la medicina, la ingenier´ıa y finanzas; nVidia
sigue innovando para satisfacer esta demanda con nuevas arquitecturas de GPUs que son
extraordinariamente poderosas. Las GPUs de nVidia van redefiniendo y acelerando sus
capacidades en a´reas como las simulaciones bioqu´ımicas, procesamiento de sen˜ales, finan-
zas, ingenier´ıa asistida por computador, dina´mica de fluidos computacionales y ana´lisis
de datos. La arquitectura Kepler GK110 GPU ayudara´ a resolver la mayor parte de pro-
blemas informa´ticos al ofrecer mucha ma´s potencia de procesamiento en comparacio´n
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a las arquitecturas anteriores proporcionando nuevos me´todos para optimizar y aumen-
tar la carga de trabajo de ejecucio´n en paralelo revolucionando la computacio´n de alto
rendimiento [23].
El objetivo de Kepler es ser mucho mejor en rendimiento. GK110 no solo supera a
la arquitectura Fermi en potencia sino que tambie´n consume menos energ´ıa y genera
menos calor. Una arquitectura Kepler GK110 incluye 15 unidades y seis controladores
de memoria SMX de 64-bits. Las principales caracter´ısticas de esta arquitectura son:
Una nueva arquitectura de procesador SMX.
Un subsistema de memoria, que ofrece capacidades adicionales de almacenamien-
to en cache´, ma´s ancho banda a nivel de la jerarqu´ıa, y una DRAM totalmente
redisen˜ada.
Soporte de hardware en todo el disen˜o para permitir nuevas capacidades del modelo
de programacio´n.
5.4. Arquitectura Maxwell
La nueva arquitectura de nVidia, lanzada en febrero de 2014, conocida como Maxwell,
es una arquitectura de GPU que busca una mejora sustancial en el consumo de potencia
compara´ndola directamente con su predecesora Kepler, existen dos tarjetas gra´ficas de
e´ste tipo en el mercado la GeForce GTX 750 Ti y Geforce GTX 750.
5.4.1. Multiprocesadores ma´s Eficientes
Los arquitectos de Maxwell vieron un gran potencial y una gran capacidad de mejora
de la arquitectura Kepler ver Figura 5.3, de tal manera que buscaron dar un gran
salto en la construccio´n de una nueva arquitectura que cuenta con Gestio´n Mejorada de
Instrucciones, Aumento de Ocupacio´n para Co´digo Existente y Latencia de Instrucciones
Aritme´ticas Reducida [24].
5.4.2. Memoria Compartida Dedicada y de Mayor Taman˜o
A diferencia de la arquitectura Kepler, Maxwell aprovechara´ las cache´s de nivel uno y
las cache´s de texturas para construir una sola unidad con mayor capacidad y mayor
velocidad de acceso.
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Figura 5.3: Mejoras de Eficiencia Energe´tica Arquitectura Maxwell
5.4.3. Operaciones Ato´micas en Memoria Compartida ma´s Ra´pidas
Maxwell posee Operaciones Ato´micas de Memoria Compartida de 32 y 64 bits de enteros
de manera nativa, y tambie´n para realizar operacion CAS (Compare-and-Swap).
5.4.4. Soporte de Paralelismo Dina´mico
La arquitectura Maxwell tendra´ el soporte de paralelismo dina´mico incluso para los chips
de las lineas de bajo costo de nVidia.
5.5. Arquitectura Pascal
La arquitectura Pascal es la u´ltima de las creaciones de nVidia, su construccio´n esta´
basada en un total de 15.3 billones de transistores, cuenta con un nuevo esquema de
interconexio´n peer-to-peer y GPU-to-CPU que buscan disminuir la latencia entre host y
device, nuevas tecnolog´ıas para simplificar las tareas de programacio´n y adicionalmente
una eficiencia en el consumo de potencia sin precedentes [25].
Las principales caracter´ısticas de la arquitectura Pascal P100 son:
5.5.1. Desempen˜o Extremo Para Computacio´n de Altas Prestaciones
y Aprendizaje Profundo
La arquitectura Tesla P100 fue construida para entregar un desempen˜o excepcional para
aplicaciones extremadamente demandantes, ver figura 5.4, en este orden de ideas registra
lo siguiente:
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5.3 TFLOPS de desempen˜o en operaciones de precisio´n doble (FP64)
10.6 TFLOPS de precisio´n simple (FP32)
21.2 TFLOPS de desempen˜o half-precision (FP16)
Figura 5.4: La arquitectura Tesla P100 supera generaciones anteriores
Adicionalmente a las numerosas a´reas en las que la computacio´n de alto desempen˜o tiene
aplicacio´n, nVidia ha tenido en cuenta el creciente intere´s investigativo en Aprendizaje
Profundo (Deep Learning). Las GPUs de nVidia en la actualidad se encuentran en el
estado del arte en el entrenamiento de redes neuronales profundas (Deep Neural Net-
works) e Inteligencia Artificial. Se han obtenido mejoras en desempen˜o de 10X y hasta
20x comparado con CPUs [25].
5.5.2. NVLink : Ancho de Banda Extraordinario en conectividad para
Multi-GPU y GPU-to-CPU
El crecimiento de la computacio´n cient´ıfica y su uso a trave´s de aceleradoras como las
GPUs, se han construido diversos sistemas multi-GPU, desde estaciones de trabajo hasta
servidores e incluso supercomputadores. Muchas configuraciones de sistemas de 4-GPU
y 8-GPU esta´n siendo utilizados para resolver problemas cada vez ma´s complicados.
Debido a esto los sistemas que utilizan buses PCIe de tercera generacio´n han empezado
a convertirse en cuellos de botella.
Este problema se ha solucionado en la presente generacio´n de GPUs de nVidia a trave´s
de la creacio´n de una nueva interface de interconexio´n de alta velocidad conocida como
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nVLink, esta interface de comunicacio´n mejora a los buses PCIe en un factor de 5x
llegando a velocidades de transferencia entre GPUs de hasta 160 Gigabytes/segundo.
En la figura 5.5 se puede ver la topolog´ıa utilizada.
Figura 5.5: Bus nVLink conectando 8 GPUs
5.5.3. HBM2 Arquitectura de Memoria de GPU de Alta Velocidad
La arquitectura Tesla P100 es la primera arquitectura GPU del mundo que soporta el
uso de memoria HBM2. Este tipo de memoria ofrece tres veces (3x) ma´s ancho de banda
que la GPU Maxwell GM200. Esto permite a la arquitectura P100 hacer frente a la gran
cantidad de conjuntos de datos que se procesan, mejorando la eficiencia y el throughput,
y a su vez reduciendo la frecuencia de transferencias desde la memoria del sistema.
La memoria HBM2 es memoria apilada y se encuentra localizada sobre el mismo package
f´ısico que la GPU, esto ocasiona considerables mejoras de espacio al compararse con la
memoria GDDR5, esto permite la construccio´n de servidores GPU mucho ma´s densos.
5.5.4. Modelo de Programacio´n Simplificada para Desarrolladores con
Memoria Unificada y Compute Preemption
La memoria unificada es un avance para la computacio´n con GPUs de nVidia incluida en
la arquitectura Pascal GP100. Este avance provee´ un u´nico espacio de memoria virtual
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para CPU y GPU y reduce la curva de aprendizaje sobre arquitecturas heteroge´neas. Los
programadores ya no necesitan preocuparse sobre gestionar los datos entre dos sistemas
de memoria virtual diferente.
Otra caracter´ıstica importante de Pascal radica en el uso de Compute Preemption,
e´sta caracter´ıstica permite que las tareas de co´mputo sean interrumpidas a nivel de
instrucciones y no a nivel de bloque de hilos como en Maxwell y Kepler; de esta manera se
garantiza que las aplicaciones no monopolicen el sistema o superen tiempos de ejecucio´n
establecidos.
5.6. Bioelectricidad
La bioelectricidad es la disciplina que estudia los feno´menos ele´ctricos que ocurren en
los tejidos biolo´gicos. Su objeto de estudio es:
El comportamiento del tejido excitable y sus fuentes ele´ctricas.
Los efectos de las fuentes bioele´ctricas dentro de un volumen conductor.
Respuesta de las ce´lulas excitables a los campos ele´ctricos y magne´ticos.
Las propiedades ele´ctricas intr´ınsecas de los tejidos asociadas con la biof´ısica de
membranas y su comportamiento en torno a movilidad de electrolitos.
De este modo se puede plantear a la electro-fisiolog´ıa cardiaca, como una rama de la
bioelectricidad, la cual se encarga de estudiar el comportamiento ele´ctrico del corazo´n.
En general, la cantidad de sangre que el corazo´n bombea por el cuerpo cada minuto,
es una funcio´n de cua´nta sangre el corazo´n expulsa con cada latido, asociado con su
frecuencia respectiva. Muchos factores trabajan en conjunto para regular la frecuencia
cardiaca. Una comprensio´n profunda de los mecanismos normales de activacio´n ele´ctrica
cardiaca y factores modificantes son necesarios para comprender los estados de una
enfermedad y su tratamiento apropiado [26].
5.6.1. Membranas, Iones y corrientes
La actividad ele´ctrica cardiaca es determinada por el potencial, o diferencia de voltaje
entre los entornos externos e internos de una ce´lula, ver [27]. Esta diferencia de poten-
cial existe debido a que la membrana celular cardiaca es selectivamente permeable. Esta
membrana esta´ compuesta de una bi-capa de l´ıpidos en la cual esta´n situadas prote´ınas
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especializadas que forman canales que permiten el paso de ciertos iones pseudo aleato-
riamente o en algunos casos siguiendo distribuciones tipo Poisson o cadenas de Markov
entre los espacios intra y extra celulares. Este paso de iones desde y hacia el exterior de
la ce´lula son los que permiten la creacio´n del potencial de accio´n, el cual se puede definir
como una funcio´n no lineal de voltaje que representa el proceso conjunto de despolariza-
cio´n-repolarizacio´n celular cardiaca en la figura 5.6 se puede ver un potencial de accio´n
comu´n y en 5.7 puede verse una descripcio´n un poco ma´s detallada de los potenciales
de accio´n en todo el sistema de conduccio´n y finalmente su integracio´n por peso para
conformar el electrocardiograma.
Figura 5.6: Potencial de accio´n de una ce´lula comu´n
Figura 5.7: Relacio´n de Potenciales de Accio´n a ECG. Imagen tomada de Netter
Images
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5.6.2. Modelo celular
El primer modelo matema´tico para describir el potencial de accio´n en la membrana
celular fue el desarrollado por Hodking y Huxley(H-H) en 1952 y fue obtenido a partir
de un axo´n de calamar gigante, este modelo es usado como base en la mayor´ıa de los
modelos de membrana celular card´ıaca. [28] [19]. Su forma general esta´ dada por la
ecuacio´n 5.1.
Iion = gion · x · (Vm − Eion) (5.1)
Una breve historia de los modelos celulares card´ıacos se encuentra en la tesis doctoral
de Felipe Alonso Atienza[28]:
“En 1962, Denis Noble publico´ el primer modelo matema´tico de ce´lula card´ıaca,en
el que se describ´ıa el potencial de accio´n de las fibras de Purkinje, a partir
de la adaptacio´n de las ecuaciones del modelo H-H. Posteriormente, en 1975,
McAllister et al. mejoraron el modelo de Noble mediante la incorporacio´n, en
forma de nuevas corrientes io´nicas, de nuevas evidencias experimentales so-
bre las propiedades de la membrana celular. Seguidamente, Beeler y Reuter
desarrollaron en 1977 el primer modelo de miocito ventricular, reformulado
por Luo y Rudy en 1991. Caracter´ısticas importantes del tejido card´ıaco, co-
mo la bombas io´nicas y la concentracio´n de cargas, no se tuvieron en cuenta
hasta el desarrollo de los modelos de Difrancesco y Noble(para las ce´lulas de
Purkinje), y Luo y Rudy los incorporar´ıan en posteriores versiones revisadas
de su modelo de miocito ventricular. Si bien la mayor parte de los modelos
celulares card´ıacos estaban dirigidos representar el comportamiento de las
ce´lulas ventriculares, unos pocos modelos fueron desarrollados tambie´n para
las ce´lulas auriculares. Las ce´lulas del nodo sinoauricular fueron las primeras
ce´lulas auriculares en ser descritas matema´ticamente. En 1998, Nygren et al.
publicaron un modelo de miocito auricular, reformulado un an˜o despues por
Courtemanche et al.”
El modelo utilizado en este proyecto es el de Courtemanche-Ramirez-Nattel (CRN98)
[7].
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5.6.3. Modelo Bidominio
El desarrollo del modelo bidominio [29] y [30] permite hacer una descripcio´n del flujo
de corriente ele´ctrica en el tejido cardiaco. La estructura real de los miocitos interconec-
tados y las fibras musculares pudo abstraerse en dos dominios continuos. Un dominio
intracelular que representa a los miocitos y uniones gap y uno extracelular que represen-
ta los dema´s componentes del tejido. Cada uno de los dominios es caracterizado por una
conductividad ele´ctrica que es mayor a lo largo de las fibras y cambia de regio´n a regio´n.
Ambos dominios esta´n acoplados ele´ctricamente u´nicamente a trave´s de la membrana
celular [19].
La teor´ıa de bidominio permitio´ entonces la aparicio´n de tres consecuencias importantes,
primero creo una base teo´rica que permitio´n durante de´cadas representar la actividad
cardiaca. Por otra parte, permitio´ la simulacio´n a trave´s de la aplicacio´n de est´ımulos
internos y externos. Y finalmente, nuevos modelo de corazon fueron construidos [31].
5.6.4. Ecuacio´n del Cable
Las ce´lulas card´ıacas pueden ser consideradas como un cilindro cuyo eje mide aproxima-
damente 0.1 mm y tienen un radio de 10 a 30 µm. Por otra parte, la fibra de Purkinje es
una fibra delgada que se puede ver como un cilindro circular recto y uniforme. Tales es-
tructuras pueden ser modeladas por un cable semi-infinito, con una superficie membranal
que tiene propiedades resistivas, capacitivas y una conductividad axial o´hmica.
Para entender este modelo se utiliza la ecuacio´n del cable. Para tal efecto, se considera
una ce´lula como una pieza cil´ındrica larga con una membrana que envuelve el citoplasma.
Se supone que el potencial a lo largo de su extensio´n depende solamente de la variable
de longitud, y no de las variables radiales o angulares. Esto permite que el cable pueda
ser analizado en una sola dimensio´n, esta suposicio´n se conoce como hipo´tesis de nu´cleo
de conduccio´n [19].
Para la formulacio´n del modelo se divide el cable en un nu´mero finito de trozos cortos de
longitude 4x, todos de igual potencial. En cada seccio´n del cable se balancean todas las
corrientes y so´lo aparecen dos tipos de corriente, la corriente axial y la corriente a trave´s
de la membrana (corriente trasmembrana). La corriente axial tiene dos componentes,
una intracelular y otra extracelular, en ambos casos se consideran o´hmicas. Por la ley
de Ohm, ver 5.8
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Figura 5.8: Corriente en una seccio´n del cable. Fuente [19]
Una vez se define el vector de campo ele´ctrico como:
E = −∇φi (5.2)
En donde:
∇ = δ
δx1
iˆ+
δ
δx2
jˆ +
δ
δx3
kˆ (5.3)
y φi es una funcio´n escalar para el potencial dentro del cable (o el potencial intracelular,
de ah´ı el sub´ındice i). Por la ley de Ohm, el vector de flujo J(µA/cm2), el cual representa
la densidad de corriente dentro del cable, es proporcional al vector del campo ele´ctrico
que se ve en la figura 5.8
J = D · E = −D · ∇φi (5.4)
Y segu´n el procedimiento que se puede ver en [19], se obtiene la ecuacio´n del cable 5.5:
∇ · J = −Sv(CmdVm
dt
+ Iion) (5.5)
5.6.5. Ecuaciones Bidominio
El bidominio es una estructura que define un modelo del tejido cardiaco consistiendo
de dos dominios que se interpenetran representando las ce´lulas cardiacas y el espacio
que las rodea [19]. Los dos espacios tienen diferentes propiedades ele´ctricas, por tanto
se forma un medio aniso´tropo.
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Aplicando la ley de Ohm a la ecuacio´n 5.4, a estos dos dominios resulta:
Ji = Di∇φi (5.6)
Je = De∇φe (5.7)
Donde Ji y Je son las densidades de corriente intra y extra celular, Di y De son tenso-
res de conductividad anisotro´pica, partiendo de las ecuaciones 5.6 y 5.7 y siguiendo el
procedimiento en [19] se obtiene:
∇ · (Di∇Vm) +∇ · (Di∇φe) = Sv(CmdVm
dt
+ Iion) (5.8)
∇ · ((Di +De)∇φe) = −∇ · (Di∇Vm) (5.9)
Las ecuaciones 5.8 y 5.9 son conocidas como las ecuaciones bidominio del tejido auricu-
lar. Las variables desconocidas Vm y φe var´ıan espacialmente en el dominio del problema,
es decir toda la aur´ıcula humana y son ecuaciones diferenciales. Por su parte la corriente
Iion, es una funcio´n de Vm y representa una coleccio´n de corrientes detalladas de membra-
na que para este proyecto corresponden a las planteadas en el modelo de Courtemanche
[7].
5.6.6. Modelo auricular de Courtemanche (CRN98)
Los mecanismos io´nicos que son fundamentales en muchas propiedades importantes del
potencial de accio´n de la aur´ıcula humana han sido poco estudiados. Usando formu-
laciones espec´ıficas de las corrientes de K+, Na+ y Ca2+ sobre datos experimentales
obtenidos desde miocitos humanos, en conjunto con representaciones de intercambio y
otras corrientes, Marc Courtemanche, Rafael J. Ramirez y Stanley Nattel desarrollaron
un modelo matema´tico del potencial de Accio´n ver figura 5.9.
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Figura 5.9: Representacio´n esquema´tica del Modelo de Courtemanche
Este modelo matema´tico fue construido utilizando el formalismo de Hodgkin-Huxley
[32] utilizado como base del trabajo cla´sico de Luo y Rudy de miocitos de cobayas
[33] que a su vez estuvo sustentado en la investigacio´n realizada por Beeler-Reuter [34].
Courtemanche efectivamente desarrollo´ un modelo funcional del potencial de accio´n cuya
meta principal fue que pudiera ser utilizado para comprobar el funcionamiento de las
ce´lulas ante condiciones que previamente no hab´ıan sido probadas [35].
El modelo CRN98 de ce´lulas auriculares humanas fue publicado en 1998 por Marc Cour-
temanche, Rafael J. Ramı´rez y Stanley Nattel, quienes tomaron como base el modelo
Luo y Rudy de ce´lulas ventriculares de cobaya(Cavia porcellus) de 1994[28].
La membrana celular se modela como un condensador conectado en paralelo con resis-
tencias variables y fuentes de voltaje, ver figura 5.10).
La variacio´n del potencial de membrana esta dado por la siguiente ecuacio´n:[7]
∂V
∂t
=
−(Iion + Ist)
Cm
(5.10)
donde Iion es la corriente io´nica total, Ist es la corriente de est´ımulo y Cm es la capaci-
tancia de la membrana. E´ste modelo posee 21 variables, expresiones para 12 corrientes
transmembrana y manejo de calcio intracelular, se basa en estudios de corriente ra´pida
de sodio Na+ (INa) en humanos, la corriente transitoria de salida K
+ (Ito), corriente
rectificadora retardada ultra ra´pida de potasio K+ (Ikr), corriente rectificadora lenta de
potasio K+ (Iks), corriente rectificadora de entrada de K
+ (Ikl) y para el resto de las
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Figura 5.10: Circuito equivalente de la membrana celular. Imagen tomada de ”Algo-
ritmos para Ecuaciones de Reaccio´n Difusio´n Aplicados a Electrofisiolog´ıa” [36]
corrientes y el manejo de calcio intracelular se basa en el estudio previo de Luo y Rudy
[33], en el que se describe el comportamiento de las ce´lulas ventriculares de un corazo´n
de cobaya.
La corriente io´nica total (suma de todas las corrientes de Na+ ,Ca2+ y K+) esta´ dada
por:
Iion = INa + IK1 + Ito + IKur + IKr + IKs + ICa,L + Ip,Ca
+ INa,K + INaCa + Ib,Na + Ib,Ca
(5.11)
La Figura 5.11 muestra la representacio´n esquema´tica de las corrientes, bombas e inter-
cambiadores incluidos en el modelo CRN98.
Figura 5.11: Representacio´n esquema´tica. Imagen tomada de ”Ionic Mechanisms Un-
derlying Human Atrial Action Potential Properties: Insights from a Mathematical Mo-
del” [7]
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Las corrientes se definen mediante funciones dependientes del potencial de membrana
(V ), del potencial de equilibrio para el io´n en cuestio´n (Ei , i = Na
+ , Ca2+ , K+ ), y del
estado de las compuertas de activacio´n e inactivacio´n correspondientes a cada corriente.
[19], [37], [38]
5.6.6.1. Propagacio´n del Potencial de Accio´n
El tejido card´ıaco esta´ constituido por fibras musculares, formadas por ce´lulas de forma
aproximadamente cil´ındrica de unos 100 um de longitud y de 10 a 15 um de dia´metro
[39] [40].
Una propiedad importante del tejido card´ıaco es la propagacio´n ce´lula a ce´lula del im-
pulso ele´ctrico. Los medios intracelulares de ce´lulas vecinas esta´n directamente interco-
nectados a trave´s de gap junctions. Cuando se le aplica a una ce´lula un est´ımulo ele´ctrico
supraumbral, se activa la corriente entrante ra´pida de sodio ver figura 5.12, paso 1, au-
mentando su potencial intracelular. La diferencia de potencial resultante entre el medio
intracelular de la ce´lula recie´n excitada y su ce´lula vecina genera una corriente ele´ctrica
que circula a trave´s del gap junction ver Figura 5.12, paso 2, elevando consecuentemente
el potencial interno de la ce´lula vecina. Cuando el potencial del medio interno supera el
potencial umbral, la ce´lula se excita ver Figura 5.12, paso 3 y repite el mismo proceso
con sus ce´lulas ma´s cercanas, propagando as´ı el potencial de accio´n de una ce´lula a otra
ver Figura 5.12, paso 4. [39] [40] [28]
Figura 5.12: Propagacio´n de un impulso. Imagen tomada de ”A Biophysical Model of
Atrial Fibrillation and Electrograms: Formulation, Validation and Applications” [39]
En una fibra solo existe una direccio´n de propagacio´n, pero en un tejido el est´ımulo se
puede propagar en direccio´n longitudinal y transversal. La velocidad longitudinal es del
orden de 3 a 5 veces ma´s ra´pida que la velocidad transversal, esta propiedad es conocida
como anisotrop´ıa [28]. En el presente proyecto se asume que el tejido es isotro´pico, por
lo tanto ambas velocidades tienen igual valor.
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5.6.6.2. Propagacio´n del Potencial de Accio´n en 2D - Tejido
El tejido card´ıaco se modela como una malla de ce´lulas interconectadas por medio de
gap juctions [41]. En la Figura 5.13 RL y RT representan los gap junctions.
Figura 5.13: Malla de ce´lulas. Imagen tomada de ”Modelizacio´n y Evaluacio´n de
Factores que Favorecen las Arritmias Auriculares y su Tratamiento Mediante Te´cnicas
Quiru´rgicas. Estudio de Simulacio´n” [40]
La ecuacio´n que describe la propagacio´n del PA en un tejido bidimensional (2D) es la
siguiente [42][41]:
∂V
∂t
=
−(Jion)
C
+Dx
∂2V
∂x2
+Dy
∂2V
∂y2
(5.12)
Jion =
Iion + Ist
AreaTransversal
(5.13)
Di =
1
ρiSvC
, i = x, y (5.14)
Donde Iion es la corriente io´nica total [pA], Ist es la corriente de estimulacio´n [pA], Jion
es la densidad de corriente [pA/cm2], D es el coeficiente de difusio´n [cm2/ms], Dx y Dy
son los coeficientes de difusio´n [cm2/ms] en direccio´n longitudinal(x) y transversal(y) ,
Sv es la relacio´n superficie-volumen de un cilindro [cm−1], ρx y ρy son las resistividades
intracelulares [Ωcm] en direccio´n longitudinal y transversal, y C es la capacitancia por
unidad de a´rea [pF/cm2].
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La ecuacio´n 5.12 considera las dos direcciones de propagacio´n: longitudinal (x) y trans-
versal (y). [43]
5.7. Paraview
Paraview es una aplicacio´n de co´digo abierto tipo GNU public mantenida por Kitware,
esta aplicacio´n permite la construccio´n de visualizaciones cient´ıficas de gran calidad
utilizando un enfoque interactivo o tambie´n a trave´s de tareas batch, esta´ basada en la
librer´ıa de visualizacio´n VTK (Visualization ToolKit) [44]. Paraview fue constru´ıda para
la visualizacio´n de conjuntos de datos extremadamente grandes, de hecho su arquitectura
de disen˜o fue pensada para funcionar en entornos de clusters computacionales [8]. En la
Figura 5.14 se puede ver un ejemplo de visualizacio´n cient´ıfica usando Paraview. Y en
la figura 5.15 se puede ver la arquitectura conceptual que usa Paraview para realizar el
proceso de renderizado de escenas.
Figura 5.14: Ejemplo de visualizacio´n cient´ıfica usando Paraview
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Figura 5.15: Arquitectura Conceptual Paraview
5.7.1. Paraview Catalyst
Debido a las capacidades de co´mputo actuales, al crecimiento de los supercomputadores
y a la utilizacio´n de arquitecturas masivamente paralelas, como las GPU, Kitware a
trave´s de Paraview ha creado un mo´dulo, llamado Catalyst, que realiza la visualizacio´n
de datos in-situ, lo que permite que los usuarios e investigadores vayan visualizando los
resultados de su simulacio´n en tiempo de ejecucio´n. Esta herramienta permite que las
visualizaciones sean realizadas una vez los datos esta´n listos para ser presentados a los
cient´ıficos [21]. El modelo de trabajo de Catalyst puede verse en la Figura 5.16.
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Figura 5.16: Visualizacio´n de datos usando Paraview desde el punto de vista del
Usuario
Cap´ıtulo 6
Estado del Arte
Desde el 2007 se han realizado diversas investigaciones en el campo de simulacio´n car-
diaca, apareciendo un creciente intere´s en su implementacio´n utilizando sistemas he-
teroge´neos. En la actualidad y debido al gran impacto generado por la computacio´n
cient´ıfica usando GPUs, se ha iniciado un campo de gran intere´s en cuanto a la acelera-
cio´n de algoritmos que permitan comprender el comportamiento del corazo´n.
6.1. Simulacio´n de Modelos Card´ıacos sobre Sistemas de
Co´mputo Heteroge´neos
La complejidad de los sistemas de ecuaciones diferenciales que envuelven la solucio´n
del modelo ele´ctrico cardiaco, ha ocasionado la aparicio´n de diversos esfuerzos para
disminuir la carga computacional que este tipo de problemas contiene, en el an˜o 2008
Orovio [45] plantea un modelo de ventr´ıculo conocido como Minimal Ventricular a trave´s
del cua´l se propone modelar el potencial de accio´n del ventr´ıculo utilizando un total de
12 ecuaciones diferenciales, en la misma l´ınea existen diversos me´todos nume´ricos que
intentan disminuir la complejidad computacional para acelerar el proceso de simulacio´n
desde el punto de vista de la complejidad computacional, ya en 1978 Rush y Larsen
lanzan un me´todo nume´rico para atacar este problema como puede verse en [46] y en
el an˜o 2009 Sundnes et al. construyen una extensio´n de segundo orden del me´todo de
Rush y Larsen para resolver las ecuaciones dina´micas de membrana como se ve en [47]
y tambie´n como lo mencionan Perego y Veneziani en [48], estos me´todos generalmente
funcionan siempre y cuando se cumplan un conjunto de condiciones en cuanto a la
actualizacio´n de las variables, y a la modificacio´n dina´mica del paso de tiempo y del
mallado espacial realizado.
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En el an˜o 2012 se presenta el que ser´ıa el primer trabajo que simula ondas espirales
utilizando un modelo cardiaco basado en microestructura del tejido y un modelo com-
plejo de miocito, todo lo anterior ejecuta´ndose sobre unidades de procesamiento gra´fico
(GPU ) segu´n [49], e´ste trabajo es ejecutado sobre un Clu´ster de 8 nodos cada uno con
dos GPUs y simulando 1cm2 de tejido card´ıaco por un per´ıodo de 10ms, el tiempo to-
mado para la simulacio´n fue de 1302 segundos. Durante el mismo an˜o Nimmagadda et
al. en su art´ıculo [50] establece una simulacio´n de una malla de 256X256X256 ce´lulas
por 350ms utilizando el modelo de Ten Tusscher [51] y sobre un cluster con un total de
4 GPU en un tiempo de co´mputo de 664 segundos.
Durante el 2013 Marcotte et al. [52] plantean una implementacio´n del modelo de Oro-
vio [45], en el cual establecen la simulacio´n de ventr´ıculo en 2D utilizando OpenCL.
Ya en el 2014 Garcia-Molla et al. [53] construyen una implementacio´n del modelo de
Courtemanche con un total de 163000 ce´lulas utilizando un taman˜o de paso temporal
adaptativo para el cual una simulacio´n de 300ms se toma alrededor de 53.6 segundos en
completarse.
En el 2015 Xia et al. [54] plantean la simulacio´n en 3D de un modelo de aur´ıcula de
Oveja utilizando sistemas con GPU Tesla K40, en este caso una aceleracio´n de 200X fue
reportada. En este mismo an˜o Chunxi [55] implementa un modelo celular de aur´ıcula
con un total de 500 ce´lulas sobre una GPU GTX550i de nVidia y reporta un tiempo de
ejecucio´n de 20 segundos.
Es clara la tendencia a la utilizacio´n de sistemas de co´mputo heteroge´neos, esto con el
fin de disminuir los tiempos de ejecucio´n, y que las simulaciones empiecen a ser u´tiles
en el campo cl´ınico.
En Colombia, se han realizado esfuerzos en cuanto al modelado cardiaco, sin embargo no
se han encontrado reportes sobre la utilizacio´n de Unidades de Procesamiento Gra´fico
para acelerar los tiempos de ejecucio´n de este tipo de simulaciones, razo´n por la cua´l
la investigacio´n aqu´ı expuesta representa un nuevo campo de estudio nacional que per-
mite la articulacio´n de grupos de investigacio´n como Sirius (Universidad Tecnolo´gica
de Pereira) y GITIR (Universidad de Caldas), los cuales au´nan esfuerzos en pro de la
consolidacio´n de redes de investigacio´n que articulen el conocimiento en computacio´n de
alto desempen˜o y modelado card´ıaco.
6.2. Visualizacio´n in-situ
Las tendencias actuales de procesamiento sobre GPUs, al igual que la necesidad de tener
adecuadas visualizaciones de los procesos de simulacio´n han permitido que se inicien
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investigaciones en el a´rea de visualizacio´n in-situ.
En 2009 Reumann et al. [56] plantean la realizacio´n de un proceso de visualizacio´n en
sistemas de supercomputacio´n, muestran la posibilidad de aprovechar todos los nodos
en el sistema para ayudarse en el proceso de generacio´n de ima´genes a partir de un
modelo (renderizado), crean una herramienta conocida como SPVN (Scalable Parallel
Visualization Networking).
En el an˜o 2010 Kanthasamy en su tesis de maestr´ıa [57] muestra un enfoque de visua-
lizacio´n paralela oﬄine de un conjunto de datos resultado de un proceso de simulacio´n
card´ıaca. En 2011 Rivi et al. [58] en su art´ıculo de revisio´n muestra dos herramientas
para realizar visualizacio´n in-situ, una a trave´s de un plugin utilizando Paraview en el
campo de astrof´ısica y otra utilizando la herramienta Visit para una simulacio´n cerebral.
Moreland et al. en 2015 y 2016 [59] [60] empiezan una nueva tendencia en los procesos
de visualizacio´n, en este caso la idea es aprovechar que los procesos de simulacio´n son
realizados en sistemas HPC totalmente Heteroge´neos y en gran medida utilizando co-
procesadores; de e´ste modo se muestra un enfoque a trave´s del cual se intenta realizar
la visualizacio´n aprovechando las GPUs sobre las cuales en algunos casos tambie´n es
realizado el procesamiento de la simulacio´n.
6.3. Alya Red
Desde el an˜o 2012 el Centro de Supercomputacio´n de Barcelona ha estado trabajando
de manera conjunta con diversas instituciones a nivel mundial para la construccio´n de
un modelo computacional cardiaco desde el punto de vista f´ısico, meca´nico y biolo´gico.
Su objetivo es desarrollar un modelo computacional para simular el funcionamiento del
corazo´n humano y esta´ siendo desarrollado por un equipo multidisciplinar que implica
a me´dicos, bioingenieros e investigadores en supercomputacio´n y en imagen me´dica.
Actualmente, gracias a Alya Red, los cient´ıficos que forman parte del proyecto pueden
simular modelos ventriculares procedentes de geometr´ıas reales.
Otro objetivo es crear una nueva herramienta para ayudar a comprender mejor el fun-
cionamiento del sistema cardiovascular a me´dicos de investigacio´n cl´ınica y farmace´uti-
ca. Esta herramienta sera´ una infraestructura tecnolo´gica de simulacio´n vinculada a la
computacio´n de altas prestaciones (HPC, por las siglas en ingle´s de High Performance
Computing) [17].
Cap´ıtulo 7
Implementacio´n Modelo Ele´ctrico
de Courtemanche
A las ecuaciones 5.13 en 1D y 5.12 en 2D, se les aplica el me´todo de diferencias finitas
para obtener un sistema de ecuaciones de la forma AX = B, posteriormente este sistema
de ecuaciones es resuelto con Armadillo en el algoritmo secuencial y ArrayFire [20] en
la versio´n paralela. El coeficiente de difusio´n D es necesario para construir la matriz A
y el vector B.
El co´digo fuente de la implementacio´n se encuentra disponible en github1.
7.1. D - Coeficiente de difusio´n
D =
1
ρSvC
(7.1)
Donde ρ es la resistividad intracelular [Ωcm], Sv es la relacio´n superficie volumen [1/cm]
y C es la capacitancia por unidad de area [pF/cm2].
Los valores que fueron usados para calcular D esta´n basados en [7] y [40] segu´n muestra
la tabla 7.1.
1Enlace del repositorio con el co´digo fuente https://github.com/kala855/paravis
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r radio de ce´lula auricular 0.0008 cm
h longitud de ce´lula auricular 0.01 cm
ρ resistividad intracelular 200 Ωcm
Cm Capacitancia 100 uF
tabla 7.1: Valores necesarios para calcular D
Para calcular la relacio´n superficie-volumen se considera que una ce´lula tiene forma
cil´ındrica, por lo tanto su a´rea y volumen son los siguientes.
Area = 2pirh, V olumen = pir2h (7.2)
De 7.2 se obtiene:
Sv =
Area
V olumen
=
2pirh
pir2h
=
2
r
(7.3)
El a´rea transversal de la ce´lula es :
areaTransversal = pir2 = pi ∗ (0,0008cm)2 = 0,000002cm2 (7.4)
La capacitancia por unidad de a´rea es la siguiente:
C = Cm/areaTransversal = 100pF/0,000002cm2 = 49735803,412pF/cm2 (7.5)
Con C = 49735803,412pF/cm2 y Sv = 20,0008cm , la ecuacio´n 7.1 tiene los siguientes
valores:
D =
1
ρSvC
=
1
ρ2rC
=
r
2ρC
=
0,0008cm
(2)(200Ωcm)(49735803,412pF/cm2)
(7.6)
D =
0,0008cm
(2)(200Ωcm)(49735803,412x10−12F )
=
0,0008cm
(2)(200Ωcm)(49735803,412x10−12F/cm2
(7.7)
Las unidades del coeficiente de difusio´n D son [cm2/ms], para llegar a e´stas es necesario
convertir Faradios(F) a segundos(s)/ohms(Ω). Para lograr esto se parte de la siguiente
ecuacio´n de corriente en un condensador:
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I = C
∂V
∂t
(7.8)
Donde de I es corriente en amperios (A), C es capacitancia en faradios (F ), V es el
voltaje en voltios (V ) y t tiempo en segundos (s).
[A] = [F ]
[V ]
[s]
(7.9)
De la ecuacio´n 7.9
[s] = [F ]
[V ]
[A]
(7.10)
Por ley de Ohm se tiene que R = VI , [Ω] =
[V ]
[A]
[s] = [F ][Ω] (7.11)
Por lo tanto un faradio se puede expresar como:
[F ] =
[s]
[Ω]
(7.12)
Teniendo en cuenta la ecuacio´n 7.12, la ecuacio´n 7.7 se puede expresar como:
D =
0,0008cm
(2)(200Ωcm)(49735803,412x10−12F )
=
0,0008cm
(2)(200Ωcm)(49735803,412x10−12 sΩ)
(7.13)
D =
0,0008cm
(2)(200Ωcm)(49735803,412x10−9msΩ )
= 0,00004
cm2
ms
(7.14)
7.2. Representacio´n matema´tica de la propagacio´n del PA
en un tejido
La ecuacio´n diferencial que modela la propagacio´n del potencial de accio´n en un tejido
es la siguiente:
∂V
∂t
−Dx∂
2V
∂x2
−Dy ∂
2V
∂y2
= −Jion
C
(7.15)
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Con las siguientes condiciones 2:
V 0x,y = −81,2 Condicio´n inicial
∂V
∂x
= 0 Condicio´n de borde Neumann
El me´todo de solucio´n a esta ecuacio´n de derivadas parciales mediante diferencias finitas
es muy similar al abordado en una dimensio´n en [61], de donde tambie´n se toma el
proceso de representacio´n matema´tica en un tejido, so´lo se diferencia en algunos aspectos
relacionados a los bordes y a la representacio´n de la discretizacio´n del dominio espacial.
7.2.1. Seleccio´n de la malla del dominio
En el dominio del tiempo se selecciona una malla igual a como se realizo´ en el caso
de una fibra, en cambio para la malla del dominio espacial, se discretiza en intervalos
iguales tanto en x como en y.
En la figura 7.1 se resalta la importancia de los puntos azules ya que estos son los bordes
que delimitan el problema, adicionalmente se toman como para´metros de simulacio´n
4x = 0,02cm, 4y = 0,02cm y un taman˜o de malla por defecto de 165 ∗ 165 ce´lulas, los
para´metros definidos para la simulacio´n fueron tomados de investigaciones realizada en
[19], [52], [50].
Figura 7.1: Discretizacio´n espacial del tejido. Fuente [61]
2Se usara´ la siguiente notacio´n V tx,y para indicar en la parte inferior el espacio y en la parte superior
el tiempo.
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7.2.2. Sustitucio´n de las derivadas parciales
Luego de tener definida la malla de los dominios, se sustituyen las derivadas parcia-
les, al igual que en una fibra se sustituye la derivada parcial de la funcio´n respecto al
tiempo con diferencias progresivas y las derivadas parciales respecto al espacio se apro-
ximan siguiendo el esquema algor´ıtmico de Crank-Nicholson, quedando la ecuacio´n de
la siguiente manera:
V n+1i,j − V ni,j
4t −Dx
(
V ni+1,j − 2V ni,j + V ni−1,j
24x2 +
V n+1i+1,j − 2V n+1i,j + V n+1i−1,j
24x2
)
−
Dy
(
V ni,j−1 − 2V ni,j + V ni,j+1
24y2 +
V n+1i,j−1 − 2V n+1i,j + V n+1i,j+1
24y2
)
= −Jion
C
Factorizando, se obtiene:
V n+1i,j − V ni,j
4t −
Dx
24x2
(
V ni+1,j − 2V ni,j + V ni−1,j + V n+1i+1,j − 2V n+1i,j + V n+1i−1,j
)
−
Dy
24y2
(
V ni,j−1 − 2V ni,j + V ni,j+1 + V n+1i,j−1 − 2V n+1i,j + V n+1i,j+1
)
= −Jion
C
Se multiplica cada miembro de la ecuacio´n por 4t y se realiza el siguiente cambio de
variable Sx =
4tDx
24x2 y Sy =
4tDy
24x2
V n+1i,j − V ni,j−Sx
(
V ni+1,j − 2V ni,j + V ni−1,j + V n+1i+1,j − 2V n+1i,j + V n+1i−1,j
)
−
Sy
(
V ni,j−1 − 2V ni,j + V ni,j+1 + V n+1i,j−1 − 2V n+1i,j + V n+1i,j+1
)
= −Jion
C
4t
Se expande la ecuacio´n, se agrupan los te´rminos semejantes y se dejan al lado derecho
todos los te´rminos conocidos y al lado izquierdo todos los te´rminos desconocidos:
− SyV n+1i,j−1 − SxV n+1i−1,j + (1 + 2Sx + 2Sy)V n+1i,j − SxV n+1i+1,j − SyV n+1i,j+1 =
SxV
n
i−1,j + (1− 2Sx − 2Sy)V ni,j + SxV ni+1,j + SyV ni,j−1 + SyV ni,j+1 −
Jion
C
4t
(7.16)
Esta ecuacio´n se escribe mejor en forma matricial creando una matriz A con los coeficien-
tes de los te´rminos del lado izquierdo, un vector columna con los te´rminos desconocidos
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X y un vector columna con los te´rminos conocidos que representan el lado derecho B y
as´ı obtener un sistema de la forma AX = B pero antes es necesario representar la matriz
de puntos en x y en y como un vector esto se logra aplanando la matriz estableciendo
las filas de forma consecutiva como puede verse en la figura 7.2.
Figura 7.2: Representacion de una Matriz en 2D como un Vector. Imagen Tomada
del Libro ”Programming Massively Parallel Processors”[62]
La construccio´n de estas matrices son algo mas complicadas que en 1D debido al trata-
miento de los bordes y a la representacio´n de la matriz espacial como un vector.
Para la Matriz A este ser´ıa el esquema:
A=

1 0 · · · 0 0 0 0 0 0 0 0 · · · 0 0
0 1 · · · 0 0 0 0 0 0 0 0 · · · 0 0
...
...
0 0 −Sy · · · −Sx (1 + 2Sx+ 2Sy) −Sx · · · −Sy 0 0 0 0
0 0 0 −Sy · · · −Sx (1 + 2Sx+ 2Sy) −Sx · · · −Sy 0 0 0
...
...
...
...
0 0 · · · 0 0 0 0 0 0 0 0 · · · 1 0
0 0 · · · 0 0 0 0 0 0 0 0 · · · 0 1

No´tese que en este caso se tiene una matriz con cinco diagonales a diferencia de la matriz
A en una dimensio´n que tiene tres, otro aspecto caracter´ıstico es que sus diagonales no
son completamente consecutivas.
El vector solucio´n X esta´ dado por la forma:
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X =

V n+11,1
V n+11,2
...
V n+1i,j
V n+1i,j+1
...
V n+1c,b−1
V n+1c,b

El vector B esta´ constituido por los valores del lado derecho de la ecuacio´n los cuales
son valores conocidos, su esquema puede verse en la siguiente ecuacio´n.
B =

2rV n0 + (1− 2r)V n1 + rV n2 − f(x, t)4t
rV n1 + (1− 2r)V n2 + rV n3 − f(x, t)4t
rV n2 + (1− 2r)V n3 + rV n4 − f(x, t)4t
...
rV nN−1 + (1− 2r)V nN + 2rV nN+1 − f(x, t)4t

Cap´ıtulo 8
Implementacio´n del Modelo
Usando CUDA
Para la implementacio´n de Modelo computacional se construyeron dos algoritmos, el
primero fue desarrollado utilizando la librer´ıa Armadillo de C++ [63], todo el co´digo
es accesible a trave´s de github1, cabe aclarar que la implementacio´n en CPU aprovecha
todos los nu´cleos presentes en el procesador.
Por otro lado se realizo´ la implementacio´n del Modelo de Courtemanche [7] sobre GPU,
en este caso se utilizo´ C++, CUDA [6] y Arrayfire [20]. Se aprovecha la capacidad de
co´mputo de la GPU para acelerar la versio´n constru´ıda sobre CPU.
8.1. Funciones Kernel Construidas en CUDA
La implementacio´n realizada en CUDA fue construida a partir de la versio´n secuencial,
normalmente este tipo de algoritmos de solucio´n de sistemas de ecuaciones diferenciales
tienen un ciclo sobre el cual se evoluciona el modelo temporalmente, ese ciclo no fue
paralelizado, sin embargo la solucio´n espacial del problema si es altamente paralelizable,
en este caso se construyeron las siguientes funciones kernel:
Se implemento´ una funcio´n kernel en CUDA que aprovecha la totalidad de proce-
sadores presentes en la GPU. Esta funcio´n llamada d update B permite realizar el
ca´lculo del vector resultado B en cada paso de tiempo.
1Enlace del repositorio con el co´digo fuente https://github.com/kala855/paravis
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Una funcio´n d copy voltage fue implementada para actualizar los valores de voltaje
sobre cada una de las ce´lulas presentes en la malla de simulacio´n. Esta actualizacio´n
es realizada de manera paralela.
Funciones de inicializacio´n de datos init d prevv y init d B fueron construidas para
asignar valores iniciales a los voltajes y a las soluciones de cada una de las ce´lulas
simuladas.
Se aprovecho´ la utilizacio´n de clases sobre la GPU, concepto que viene utiliza´ndose
actualmente en arquitecturas masivamente paralelas de este tipo y que permite extender
el poder de lenguajes como C++ a entornos de super-computacio´n. De esta forma se
tienen instanciados objetos de tipo ce´lula sobre la GPU y all´ı se construyeron tambie´n
todos los me´todos que permiten la actualizacio´n de las diferentes corrientes presentes en
el modelo de Courtemanche [7]. Para lograr esto se construyo´ un conjunto de funciones
kernel en un archivo de cabecera diferente con su respectivo codigo fuente cell.cu y
cell.cuh, esta implementacio´n es una propuesta propia del proyecto desarrollado.
Todas las funciones pueden ser consultadas en repositorio2
8.2. Solucio´n del sistema de Ecuaciones AX=B
Como bien es conocido, la solucio´n de un sistema de ecuaciones de la forma AX = B ha
sido un problema altamente estudiado, diferentes me´todos han sido creados para obtener
la solucio´n del vector X, en este desarrollo este vector es el potencial de accio´n de cada
una de las ce´lulas presentes en la malla de simulacio´n.
Dado que el taman˜o de la matriz A es gigante, para una simulacio´n de 165X165 ce´lulas
e´sta matriz es de 27225∗27225, se encuentra que gran parte del tiempo de procesamiento
es consumido por la solucio´n de este sistema.
Se plantea entonces que este proceso sea solucionado por algu´n solver existente que
permita facilitar el ca´lculo y que adema´s aproveche la capacidad de co´mputo presente
en las GPU, en el presente proyecto fue utilizado ArrayFire [20].
Adicionalmente el algoritmo realiza llamados a la solucio´n del sistema de ecuaciones en
cada paso de tiempo, esto hizo que se realizara una factorizacio´n LU sobre la matriz A,
cuyos valores no cambian durante todo el proceso de simulacio´n, y con esta factorizacio´n
se trabajara´ dentro de la evolucio´n temporal de la solucio´n. De esta forma se garantiza
2Repositorio https://github.com/kala855/paravis/blob/master/src/atriumModel/visual/simulation2D-
CN.cu
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una disminucio´n de la complejidad computacional en el solver de ArrayFire ya que la
Factorizacio´n LU so´lo es realizada una vez y posteriormente se sigue trabajando con
esta descomposicio´n en el resto de ejecucio´n del algoritmo, ver figura 8.1.
Figura 8.1: Diagrama de Flujo Implementacio´n.
Cap´ıtulo 9
Arquitectura de visualizacio´n
El proceso de visualizacio´n de los resultados fue construido a trave´s de la herramienta
Paraview [8], [21]. La idea que se llevo´ a cabo permite que mientras el algoritmo se
encuentra en ejecucio´n en un sistema de co´mputo, en otro pueda realizarse el proceso
de renderizado lo que garantiza un tiempo de simulacio´n menor y que las gra´ficas que
se visualicen sean de mayor calidad.
A continuacio´n puede verse el disen˜o conceptual de la arquitectura utilizada para realizar
el proceso de visualizacio´n en tiempo de ejecucio´n:
Figura 9.1: Arquitectura de Visualizacio´n. Fuente el autor
La figura 9.1 muestra los dos nodos de co´mputo, uno de los cuales posee una tarjeta
Tesla K40C que es utilizada para el proceso netamente de ca´lculo, y otro nodo que posee
una tarjeta Titan X el cual es utilizado en el proceso de renderizado y visualizacio´n
de los datos, ambos nodos deben tener instalado Paraview-Catalyst, el cual permite
realizar el proceso de visualizacio´n in-situ. Llama la atencio´n la utilizacio´n de Python,
esto es porque Paraview-Catalyst permite invocar un script de comunicacio´n y creacio´n
de objetos VTK (Visualization ToolKit) que posteriormente sera´n visualizados sobre el
nodo elegido para tal fin [44].
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La arquitectura de conexio´n es cliente-servidor, en este caso el nodo servidor es donde
se realiza el proceso de ca´lculo y el nodo cliente es el equipo donde se realiza el proceso
de visualizacio´n. El esquema de conexio´n es sencillo, lo u´nico que debe hacerse en el
cliente es ejecutar Paraview con soporte de Catalyst e indicarle que se va a conectar a
una fuente de datos que ser´ıa el nodo de ca´lculo, por su parte el script en Python define
el cliente o conjunto de clientes que realizara´n el proceso de renderizado a trave´s de la
herramienta de Paraview, el co´digo puede verificarse en el repositorio1 del proyecto .
1Repositorio https://github.com/kala855/paravis/blob/master/src/atriumModel/pythonScripts/nuevoTest.py
Cap´ıtulo 10
Resultados Obtenidos
A continuacio´n se presentara´n un conjunto de pruebas del modelo, la idea es ver los tiem-
pos de ejecucio´n obtenidos, la aceleracio´n conseguida y finalmente el comportamiento
del modelo implementado con diferentes tipos de est´ımulos.
Como primera parte, el potencial de accio´n obtenido con el modelo de Courtemanche
implementado, para una ce´lula individual y para una ce´lula extra´ıda de la malla, se
puede ver en las figuras 10.1 y 10.2, ambas implementaciones tienen un paso de tiempo
de 0.025ms, y la graficacio´n de los datos se realiza cada 10 pasos de tiempo:
Figura 10.1: Potencial de Accio´n de una ce´lula de la Malla con un BCL=1200ms y
una duracio´n del est´ımulo de 2ms
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Figura 10.2: Potencial de Accio´n de una ce´lula de la Malla con un BCL=1200ms y
una duracio´n de est´ımulo de 2ms
Como puede verse en la figura 10.1 y 10.2, el modelo para una ce´lula es fiel a lo expuesto
por Courtemanche-Ramirez-Nattel en [7], tanto para el modelo individual como para
el modelo a nivel de la malla, de igual manera al visualizar un conjunto de 3 ce´lulas
diferentes se encuentra la figura 10.3 en este caso para el modelo en una sola dimensio´n,
adicionalmente si se compara con la figura 10.4 que simula 5 ce´lulas de la malla se puede
ver que el modelo continu´a manteniendo la forma de Potencial y los valores de voltaje
en fase de despolarizacio´n definidos por Courtemanche.
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Figura 10.3: Potencial de Accio´n de 3 ce´lulas de una Fibra con un BCL=1200ms y
una duracio´n del est´ımulo de 2ms
Figura 10.4: Potencial de Accio´n de 5 ce´lulas de la Malla con un BCL=1200ms y una
duracio´n del est´ımulo de 2ms
A continuacio´n son presentados los tiempos de ejecucio´n del algoritmo paralelizado en
CPU utilizando 8 hilos de procesador ver figura 10.5 y el tiempo de ejecucio´n del algo-
ritmo implementado sobre la GPU ver figura 10.6.
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Figura 10.5: Tiempo de Ejecucio´n algoritmo CPU
Figura 10.6: Tiempo de Ejecucio´n algoritmo GPU
Como puede verse en las figuras 10.5 y 10.6 los tiempos de ejecucio´n difieren bastante,
siendo mucho menores los tiempos tomados por el algoritmo implementado en GPU para
solucionar el modelo. Se toma como ma´ximo taman˜o de malla el de 50x50 porque daba
un resultado en tiempos razonables para la implementacio´n en CPU.
En la figura 10.7 se ve la gra´fica de aceleracio´n del modelo implementado, es importante
aclarar que se esta´n simulando 300ms de BCL de tejido aur´ıcular, con una discretizacio´n
espacial igual a 0.02cm y una discretizacio´n temporal de 0.025s.
De la gra´fica puede obtenerse que en efecto la ma´xima aceleracio´n del algoritmo que pudo
registrarse fue de 240X, para una malla de 50X50 ce´lulas, circunstancia que teo´ricamente
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Figura 10.7: Aceleracio´n obtenida por el Algoritmo Implementado
se esperaba si se tiene en cuenta la cantidad de nu´cleos prosentes en una tarjeta como
la Tesla K40C, y que la solucio´n del sistema de ecuaciones AX = B es altamente
paralelizable.
En la figura 10.8 se ve la propagacio´n del potencial de accio´n sobre una malla de 165x165
ce´lulas cuando es excitada la tercera fila de ce´lulas del tejido, se esta´ simulando un
BCL = 1200ms, se pueden observar cuatro frentes de onda que muestran su comporta-
miento en cuatro diferentes pasos de tiempo.
Figura 10.8: Simulacio´n de una malla de 165x165, cuando se excita una fila de ce´lulas
del tejido
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La figura 10.9 muestra el proceso de simulacio´n cuando se estimula inicialmente la co-
lumna de ce´lulas central del modelo, tambie´n son cuatro frentes de onda en diferentes
pasos de tiempo.
Figura 10.9: Simulacio´n de una malla de 130x130 ce´lulas, cuando se excita una co-
lumna
Finalmente en la generacio´n de est´ımulos se prueba como se ve en la figura 10.10, una
estimulacio´n de un recta´ngulo de ce´lulas, en 4 diferentes pasos de tiempo.
Figura 10.10: Simulacio´n de una malla de 165x165 ce´lulas, cuando se excita un re-
cuadro de ce´lulas
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Tambie´n fue realizado un proceso de comparativa entre los tiempos de ejecucio´n del
algoritmo paralelizado en CUDA y el mismo algoritmo con el proceso de visualizacio´n
activado, e´sta informacio´n puede consultarse en la figura 10.11.
Figura 10.11: Comparativa de tiempos entre la versio´n en CUDA sin Visualizacio´n y
con Visualizacio´n
E´sta u´ltima gra´fica permite establecer que el proceso de visualizacio´n no impacta sig-
nificativamente el desempen˜o del algoritmo, la afectacio´n se da por un valor constante
promedio de 4.2 segundos que se le suma a cada uno de los tiempos de la versio´n en
CUDA sin visualizacio´n.
Finalmente tambie´n se puede observar una gra´fica de utilizacio´n de memoria de la GPU,
ver figura 10.12.
Figura 10.12: Consumo de memoria de la GPU de acuerdo al taman˜o de Malla
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Como resultados adicionales del proceso de investigacio´n se obtuvieron los siguientes
productos:
Tesis de Pregrado sobre Simulacio´n Ele´ctrica cardiaca de los Estudiantes Ivan
Dar´ıo Valencia y Daniel Felipe Mar´ın.
Po´ster sobre simulacio´n de una fibra auricular en el XXVI Congreso Colombiano
de Cardiolog´ıa y Cirug´ıa Cardiovascular .
Po´ster Internacional sobre Aceleracio´n de un Modelo de Simulacio´n Ele´ctrica Car-
diaca utilizando GPUs en el GPU Technology Conference en San Diego-California.
Ponencia en el 11 Congreso Colombiano de Computacio´n sobre implementacio´n
del modelo de Courtemanche sobre unidades de Procesamiento Gra´fico.
Repositorio abierto en GitHub que contiene el co´digo fuente en su totalidad y que
puede ser utilizado para futuras investigaciones
Cap´ıtulo 11
Conclusiones y Trabajos Futuros
El proceso de investigacio´n permitio´ en primera instancia la construccio´n de un modelo
ele´ctrico celular cardiaco en dos dimensiones que sera´ utilizado como herramienta de
simulacio´n de patolog´ıas me´dicas como se menciona en [64], esto gracias al contacto que
se obtuvo con el me´dico cardio´logo internista Eduardo Ramirez a trave´s del doctor Oscar
Henao, con quien se esta´ implementando un modelo de Nodo Sinusal para evaluar las
consecuencias que tiene el marcapasos natural del corazo´n sobre tejido auricular.
El algoritmo en CPU del modelo de Courtemanche fue constru´ıdo utilizando armadillo
como librer´ıa matema´tica y de paralelizacio´n en CPU, dicho modelo fue comparado en
desempen˜o con la implementacio´n en GPU construida utilizando CUDA y ArrayFire
como solver del sistema de ecuaciones lineales, ambas implementaciones pueden ser con-
sultadas en el repositorio abierto en GitHub del proyecto. La aceleracio´n obtenida como
pudo verse en la figura 10.7 muestra un excelente rendimiento comparado con la versio´n
paralelizada sobre una sola CPU utilizando todos sus cores. Es importante anotar que
a futuro la idea es que el proyecto pueda ejecutarse sobre diferentes nodos de co´mputo
cada uno de los cuales podr´ıa contar con co-procesadores masivamente paralelos.
Se construyo´ un esquema de visualizacio´n en tiempo de ejecucio´n del modelo de Cour-
temanche utilizando Paraview-Catalyst como herramienta de visualizacio´n in-situ, e´ste
esquema podra´ ser utilizado para el proceso de visualizacio´n de simulaciones ma´s com-
plejas aprovechando ya no solo 2 nodos sino pudiendo escalar a un clu´ster con mayor
cantidad de elementos de procesamiento. Adicionalmente y de acuerdo a la investigacio´n
desarrollada en [60] y [59] los procesos de visualizacio´n podra´n ser implementados de
mejor manera a partir de la utilizacio´n de una librer´ıa que se encuentra au´n en desarrollo
como lo es VTK-M, o aprovechando directamente las GPUs para realizar el proceso de
renderizado mientras el ca´lculo es realizado.
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La figura 10.12 muestra un problema de complejidad espacial debido al taman˜o de la
matriz A, este problema sera´ atacado a futuro a traves de la utilizacio´n y construccio´n
de algoritmos que permitan trabajar con matrices dispersas.
La implementacio´n de un modelo auricular y ventricular en 3D queda como objetivo a
desarrollarse en procesos investigativos futuros, al igual que sus procesos de visualizacio´n
y respectiva aceleracio´n utilizando arquitecturas masivamente paralelas, el algoritmo
debe implementarse con mallas no estructuradas y con un metodo nume´rico diferente
como Elementos Finitos (FEM).
Constrastando con los objetivos especificos planteados para el desarrollo del proyecto,
puede encontrarse entonces que cada uno de ellos fue alcanzado, los productos resultado
de cada uno puede verificarse en el repositorio del proyecto, y adicionalmente como parte
del contenido del presente documento.
Estudiar los conceptos ba´sicos de bioelectricidad relacionados con la formacio´n de
potenciales ele´ctricos cardiacos. El resultado de este objetivo puede verse durante
la definicio´n del marco teo´rico y estado del arte del presente documento.
Estudiar el modelo ele´ctrico de Courtemanche y la visualizacio´n en tiempo de
ejecucio´n. Este objetivo se hace tangible en la medida en que su comprensio´n se
ve a trave´s de la documentacio´n del estado del arte en el tema de visualizacio´n
realizado.
Implementar en lenguaje C (secuencial) el modelo ele´ctrico ba´sico de Courteman-
che de una ce´lula card´ıaca. Este modelo se encuentra desarrollado en el repositorio
de Github.
Construir un arreglo de ce´lulas card´ıacas en 2D para simular la propagacio´n del
potencial de accio´n utilizando el modelo del cable o el monodominio en lenguaje
C (Secuencial), aplicando el me´todo de diferencias finitas. Como es claro en el
documento se realiza el proceso de desarrollo matema´tico de este proceso, adi-
cionalmente el repositorio en Github del proyecto contiene el co´digo fuente que
muestra el desarrollo de e´ste objetivo.
Implementar y simular la propagacio´n del potencial de accio´n en un arreglo de
ce´lulas card´ıacas en 2D aplicando el me´todo de diferencias finitas a trave´s de
CUDA. Se construye para este objetivo un programa de co´mputo que muestra la
utilizacio´n de CUDA y Arrayfire para la paralelizacio´n del modelo auricular de
Courtemanche. El co´digo fuente se encuentra en Github.
Implementar un esquema de visualizacio´n cient´ıfica en tiempo de ejecucio´n utilizan-
do Paraview. El esquema de visualizacio´n en tiempo de ejecucio´n es desarrollado a
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trave´s de la utilizacio´n de Paraview, Python, C y CUDA. El co´digo de la aplicacio´n
puede verse en el repositorio de Github.
Evaluar el desempen˜o del modelo construido en C y CUDA. Se construyen gra´ficas
de tiempos y de aceleracio´n comparativos entre ambas implementaciones, e´stas
pueden verse en el desarrollo del trabajo.
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