In this brief announcement we summarize our results concerning distributed algorithms for LP-type problems in the well-known gossip model. LP-type problems include many important classes of problems such as (integer) linear programming, geometric problems like smallest enclosing ball and polytope distance, and set problems like hitting set and set cover. In the gossip model, a node can only push information to or pull information from nodes chosen uniformly at random. Protocols for the gossip model are usually very practical due to their fast convergence, their simplicity, and their stability under stress and disruptions. Our algorithms are very efficient (logarithmic rounds or better with just polylogarithmic communication work per node per round) whenever the combinatorial dimension of the given LP-type problem is constant, even if the size of the given LP-type problem is polynomially large in the number of nodes.
LP-TYPE PROBLEMS
LP-type problems were defined by Sharir and Welzl as problems characterized by a tuple (H , f ) where H is a finite set and f : 2 H → T is a function that maps subsets from H to values in a totally ordered set (T , ≤) containing −∞. The function f is required to satisfy two conditions:
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for all proper subsets B ′ of B is called a basis of H . An optimal basis is a basis B with
The maximum cardinality of a basis is called the (combinatorial) dimension of (H , f ) and denoted by dim(H , f ).
Clarkson proposed a very elegant randomized algorithm for solving LP-type problems that can easily be transformed into a distributed algorithm with expected runtime O(d log 2 n) if |H | = n and n nodes are available that are interconnected by a hypercube, for example, because in that case every round of the algorithm can be executed in O(log n) communication rounds w.h.p. 1 . However, it has been completely open so far whether it is also possible to construct a distributed algorithm for LP-type problems with an expected runtime of O(d log n) (either with a variant of Clarkson's algorithm or a different approach). We show that this is possible when running certain variants of Clarkson's algorithm in the gossip model, even if H has a polynomial size.
NETWORK MODEL
We assume that we are given a fixed node set of size n consisting of the nodes v 1 , . . . , v n . In our paper, we do not require the nodes to have (unique) IDs. Moreover, we assume the standard synchronous message passing model, i.e., the nodes operate in synchronous (communication) rounds, and all messages sent (or requested) in round i will be received at the beginning of round i + 1.
In the (uniform) gossip model, a node can only send or receive messages via random push and pull operations. In a push operation, it can send a message to a node chosen uniformly at random while in a pull operation, it can ask a node chosen uniformly at random to send it a message. We will restrict the message size (i.e., its number of bits) to O(log n). A node may execute multiple push and pull operations in parallel in a round. The number of push and pull operations executed by it in a single round is called its (communication) work.
OUR RESULTS
Next we summarize our results. For the details and related work see [1] . We assume that initially H is randomly distributed among the nodes. This is easy to achieve in the gossip model if this is not the case (for example, each node initially represents its own point for the smallest enclosing ball problem) by performing a push operation on each element. The nodes are assumed to know f , and we require the nodes to have a constant factor estimate of log n for the algorithms to provide a correct output, w.h.p., but they may not have any information about |H |. For simplicity, we also assume that the nodes know d. If not, they may perform a binary search on d (by restarting the algorithm with 2d if it takes too long for some d), which does not affect our bounds below since they depend at least linearly on d, and thus the additional overhead for exponentially increasing values of d amounts to the same time.
We usually assume that the dimension d of the given LP-type problem is a constant (i.e., independent of n), though our proofs and results would also be true for non-constant d (as long as d is sufficiently small compared to n). For the lightly loaded case (i.e., |H | = O(n log n)) we can prove the following theorem.
Theorem 3.1. For any LP-type problem (H , f ) satisfying |H | = O(n log n), the Low-Load Clarkson Algorithm finds an optimal solution in O(d log n) rounds with maximum work O(d 2 + log n) per round, w.h.p.
At a high level, the Low-Load Clarkson Algorithm is similar to the original Clarkson algorithm, but sampling a random multiset and termination detection are more complex now, and a filtering approach is needed to keep the number of elements of H in each node low at all times so that the work is low. In Section 3, we then consider the highly loaded case and prove the following theorem. Theorem 3.2. For any LP-type problem (H , f ) with |H | = ω(n log n) and |H | = poly(n), the High-Load Clarkson Algorithm finds an optimal solution in O(d log n) rounds with maximum work O(d log n) per round, w.h.p. If we allow a maximum work of O(d log 1+ϵ n) per round, for any constant ϵ > 0, the runtime reduces to O(d log(n)/log log(n)), w.h.p.
Note that as long as we only allow the nodes to spend polylogarithmic work per round, a trivial lower bound on the runtime when using Clarkson's approach is Ω(log(n)/log log(n)) since in o(log(n)/log log(n)) rounds an element in H can only be spread to n o(1) nodes, so the probability of fetching it under the gossip model is minute.
The reason why we designed different algorithms for the lightly loaded and highly loaded cases is that the Low-Load Clarkson Algorithm is much more efficient than the High-Load Clarkson Algorithm concerning internal computations. Also, it is better concerning the work for the lightly loaded case, but its work does not scale well with an increasing |H |. The main innovation for Theorem 3.2 is that we come up with a Chernoff-style bound for |V | that holds for all LP-type problems. Gärtner and Welzl also provided a Chernoff-style bound on |V | for LP-type problems, but their proof only works for LP-type problems that are regular (i.e., for all R ⊆ H with |R| ≥ d, all optimal bases of R have a size of exactly d) and non-degenerate (i.e., every R ⊂ H with |R| ≥ d has a unique optimal basis). While regularity can be enforced in the non-degenerate case, it is not known so far how to make a general LP-type problem non-degenerate without substantially changing its structure (though for most of the applications considered so far for LP-type problems, slight perturbations of the input would solve this problem). Since the duplication approach of Clarkson's algorithm generates degenerate instances, their Chernoff-style bound therefore cannot be used here.
Finally, we will study two LP-type problems that can potentially have a very high combinatorial dimension even though the size of an optimal basis might just be a constant: the hitting set problem and the set cover problem.
Let X = {1, . . . , n} be a set of elements and S be a collection of subsets of X . A subset H ⊆ X is called a hitting set of S if for all S ∈ S, S ∩ H ∅. In the hitting set problem we are given (X , S), and the goal is to find a hitting set of minimum size.
First of all, it is easy to verify that (X , f ), where f (U ) for any subset U of X denotes the number of sets in S intersected by U , satisfies the monotonicity and locality conditions, so (X , f ) is an LP-type problem. However, its combinatorial dimension might be much larger than the size of a minimum hitting set. Nevertheless, we present a distributed gossip-based algorithm that is able to find an approximate solution efficiently.
We assume that every node knows S so that it can locally evaluate f . Note that knowing S may not necessarily mean that every node knows X because the sets might just be defined implicitly w.r.t. X , e.g., the sets S ∈ S might represent polygons in some 2-dimensional space. Also, initially, the points in X are randomly distributed among the nodes. Under these assumptions, we can show the following theorem. Finally, let us review the set cover problem. Again, let X = {1, . . . , n} be a set of elements and S be a collection of subsets of X , where we assume here that S ∈S S = X . A set C ⊆ S is called a set cover of X if S ∈ C S = X . In the (simple form of the) set cover problem we are given (X , S), and the goal is to find a set cover of minimum size, i.e., a minimum number of sets.
It is easy to verify that (S, f ), where f (U ) for any subset U of S denotes the number of elements in X covered by U , satisfies the monotonicity and locality conditions, so (S, f ) is an LP-type problem.
We assume that every node knows X so that it can locally evaluate f , and initially the elements in S are randomly distributed among the nodes. Note that even though some set might contain many elements in X , we will assume here that every S ∈ S has a compact representation (like a polygon) so that it can be sent in one message.
We can then use our Hitting Set Algorithm to solve any set cover problem with the same bounds as in Theorem 3.3, because there is a well-known equivalent formulation as a hitting set problem: Given that S = {S 1 , . . . , S s }, let Y = {1, . . . , s} and M = {M 1 , . . . , M n }, where M i = {j ∈ {1, . . . , s} | i ∈ S j }. Then a set cover in (X , S) corresponds to a hitting set in (Y , M).
