Abstract. Using Burgers' equation with mixed Neumann-Dirichlet boundary conditions, we highlight a problem that can arise in the numerical approximation of nonlinear dynamical systems on computers with a finite precision floating point number system. We describe the dynamical system generated by Burgers' equation with mixed boundary conditions, summarize some of its properties and analyze the equilibrium states for finite dimensional dynamical systems that are generated by numerical approximations of this system. It is important to note that there are two fundamental differences between Burgers' equation with mixed Neumann-Dirichlet boundary conditions and Burgers' equation with both Dirichlet boundary conditions. First, Burgers' equation with homogenous mixed boundary conditions on a finite interval cannot be linearized by the Cole-Hopf transformation. Thus, on finite intervals Burgers' equation with a homogenous Neumann boundary condition is truly nonlinear. Second, the nonlinear term in Burgers' equation with a homogenous Neumann boundary condition is not conservative. This structure plays a key role in understanding the complex dynamics generated by Burgers' equation with a Neumann boundary condition and how this structure impacts numerical approximations. The key point is that, regardless of the particular numerical scheme, finite precision arithmetic will always lead to numerically generated equilibrium states that do not correspond to equilibrium states of the Burgers' equation. In this paper we establish the existence and stability properties of these numerical stationary solutions and employ a bifurcation analysis to provide a detailed mathematical explanation of why numerical schemes fail to capture the correct asymptotic dynamics. We extend the results in [E. Allen, J.A. Burns, D.S. Gilliam, J. Hill and V.I. Shubov, Math. Comput. Modelling 35 (2002) 1165-1195 and prove that the effect of finite precision arithmetic persists in generating a nonzero numerical false solution to the stationary Burgers' problem. Thus, we show that the results obtained in [E. Allen, J.A. Burns, D.S. Gilliam, J. Hill and V.I. Shubov, Math. Comput. Modelling 35 (2002) 1165-1195 are not dependent on a specific time marching scheme, but are generic to all convergent numerical approximations of Burgers' equation.
Introduction
As noted in the classic 1982 paper by Fletcher [26] , Burgers' equation is often used as a test case for numerical methods to illustrate accuracy and convergence of a particular scheme. This is still true today as illustrated by the recent references (see [23, 32, 35, 38, 44, 48] and the references therein). It is interesting to note that although Burgers' equation has served as a great test case for numerous numerical algorithms, almost all papers along this line use Burgers' equation with Dirichlet boundary conditions. Also, Burgers' equation provides an excellent model problem to test conceptual flow control methods (see [4, 8, 9, 11, 12, 17, 20, 42] ) and it was first noted in these studies that Burgers' equation on finite intervals with Neumann boundary conditions raised some interesting new numerical questions. Neuman boundary control for fluid flows has been considered by several researchers over the past twenty years [33] (also see [27, 34] ). As noted by Fursikov [27] , Neumann boundary control is known to cause a "local singularity" of the state at the boundary location and hence can lead to theoretical and computational challenges. In 1993 Burns and Marrekchi (see [13, 42] ) were investigating a Neumann boundary control for Burgers' equation when they encountered some unexpected numerical problems. In particular, they observed that every "standard" numerical method (finite elements, finite differences, modal expansion, etc.) always produced false asymptotic results. In particular, they demonstrated that a theoretically convergent numerical scheme can generate numerical steady state solutions that do not correspond to steady state solutions of the boundary value problem. Moreover, these numerically generated equilibria can (and often do) produce large errors in time marching schemes. These observations sparked a number of papers studying the dynamics and long time behavior of the controlled Burgers' equation with various Neumann and Robin boundary conditions (see [4, 6, 10, 15, 16, 18, 19, 21, 22, 41, 43] ).
In [2, 3] it was shown that finite precision arithmetic (i.e. computing on a finite precision machine) could cause large numerical errors even when using "convergent numerical schemes." It is important to note that the problem is caused by finite precision arithmetic and is not due to "super-sensitivity" considered in [31, 40] . In this paper we extend the results in [2] and show directly that the effect of finite precision arithmetic persists in generating nonzero numerical false solutions to the stationary Burgers' problem. Thus, the results obtained in [2] are not dependent on a specific time marching scheme. The importance of this analysis is to show that extreme care is required when using numerical methods to simulate the long time behavior of nonlinear convectiondiffusion systems on a finite precision machine. The long time behavior of a nonlinear dynamical system is best described in terms of invariant sets such as equilibria, limit sets and attractors. To illustrate the role that finite precision arithmetic can play in the approximation of nonlinear convection-diffusion systems, we focus on a case where the Burgers' equation has a single equilibrium which is the global attractor for the dynamical system. We conduct a bifurcation analysis of this system to provide a detailed mathematical explanation for the existence and stability properties of the numerical stationary solution for the Burgers' problem. Numerical results are given to illustrate the ideas and some open questions are discussed.
Burgers' equation with mixed boundary conditions
We consider the viscous Burgers' equation on the fixed finite interval [0, 1] with Neumann boundary condition at x = 0 and Dirichlet condition at x = 1. Note that Burgers' equation with a single Neumann boundary condition cannot be linearized by the Cole-Hopf transformation (see [20, 43] ). In particular, the Cole-Hopf transformation applied to Burgers' equation on a finite interval with a nonhomogeneous Neumann boundary condition fails to produce a well-posed linear equation (see [43] ). Thus, Burgers' equation with a Neumann boundary condition is fundamentally a nonlinear system. We focus on two problems for this nonlinear system. The first is the time dependent initial boundary value problem and the second is the corresponding time independent (steady state) boundary value problem.
The system is governed by the viscous Burgers' equation
and boundary conditions
The corresponding steady state (equilibrium) problem is defined by
with boundary conditions
Remark 2.1. Before discussing the properties of the dynamical system generated by this system, we make a few comments concerning Burgers' equation with various boundary conditions.
1. It was shown in [22, 41] that for the case of Dirichlet boundary conditions at both ends, Burgers' equation generates a dissipative dynamical system on L 2 (a, b), the zero function is the unique equilibrium and is the global attractor for this dynamical system (also see [47] ). In particular, all solutions to the system (2.1)−(2.3) converge to zero as t −→ +∞ in the L 2 (a, b) norm. In addition, for t > 0 it follows that z(·, t) ∈ H 1 (a, b) and z(·, t) H 1 (0,1) −→ 0 as t −→ +∞. A very simple proof of this result is given in [21] using the classical Hopf-Cole transformation. 2. In the case with Neumann boundary conditions at both ends, Burgers' equation still generates a dynamical system on L 2 (a, b) but the dynamical system is not dissipative (see Cor. 3.3 in [41] ). Indeed, every constant function is an equilibrium solution so there cannot be a bounded global absorbing ball. Nevertheless, in the paper [22] (also see the book [51] ) it is proven that for any initial condition the corresponding solution converges uniformly, for x in [0, 1], to a constant function. The constant of course depends on the initial condition. Moreover, when the initial function is asymmetric, i.e. the initial data satisfies ϕ( [a, b] one can show that this constant must be zero (see [2, 14] ). The proof of existence of the globally defined dynamical system is significantly more complicated due to the Neumann boundary conditions. In particular one cannot use the Hopf-Cole transformation in this case. 3. Burgers' equation with mixed boundary conditions lies somewhere in between the situations described in the two cases above. Due to the Neumann boundary condition at x = 0 one encounters the same technical difficulties that arise in item 2. Namely, one is not able to obtain a global absorbing ball. On the other hand, because of the Dirichlet condition at x = 1, one can establish the following result for Burgers' equation with mixed boundary conditions.
We shall make use of the following result which follows as a special case of Theorem 2.4 in [51] .
The following results provide the existence and stability of a globally defined dynamical system which is generated by Burgers' equation with mixed boundary conditions in (2.1)-(2.3) above. 
(c) The only equilibrium for this system is z = 0 which is globally asymptotically stable in
Proof of Theorem 2.3. The proof of parts (a) and (b) of Theorem 2.3 can be obtained by mimicking, almost line for line, the proofs given in [20] where the authors consider Burgers' equation with Robin boundary conditions. The only part of Theorem 2.3 that cannot be found directly in [20] is the proof of part (c). A simple calculation provides the general solution to (2.4) as
where c 0 and c 1 are arbitrary constants. Thus, equilibrium solutions of (2.1) (i.e., functions satisfying (2.4)-(2.5)) are given by the two parameter family of functions defined in (2.8) above. In order that v satisfy the Dirichlet condition at x = 1 we need c 1 = 1. Consequently, we need only to consider functions h(·) defined by
The derivative of h(·) defined by (2.9) is given by 10) which cannot vanish at x = 0 (unless c 0 = 0). Thus, the only stationary solution to the Burgers' problem (2.4), i.e., satisfying homogeneous Neumann boundary condition at x = 0 and Dirichlet condition at x = 1 is the zero function. The proof of asymptotic stability follows from an argument obtained by employing a maximum principle together with the uniform Gronwall inequality. For this result one can show that the solutions are bounded in H 1 (0, 1) norm for all t > t 0 > 0. Applying (2.6) from Lemma 2.2 above completes the proof. Figure 1 . One goal of this paper is to provide a complete analysis of this problem and show that this behavior is generic for the Burgers' equation with a Neumann boundary condition. Moreover, this behavior is not due to sensitivity (see [31, 40, 49] ) nor metastability (see [1, 7, 24, 25, [28] [29] [30] 45] ). It is a consequence of finite precision arithmetic and can be understood through a bifurcation analysis of a nonhomogeneous Neumann boundary condition.
Consider now h(·) defined by (2.9) with small ν and/or large c 0 . Observe for example that for a fixed ν =ν 
Recall that 2 −1022 is the smallest double precision floating point value that retains the full 53 bit accuracy. In the IEEE 754 standard [36] , 2 −1022 is also the smallest positive representable normal number in double precision. However, for example in MATLAB, positive floating point denormal numbers as small as 2 −1074 are represented. We will use the notation RP to denote the smallest representable positive nonzero floating point number in the computational environment. For MATLAB, for example, RP = 2 −1074 . The important observation is that on a computer with finite precision arithmetic, if α < RP, then α would be set equal to zero. In particular, for each ν =ν and any sufficiently small positive number α, the nonzero function h(x) given in (2.9) and satisfying (2.12) is a nonzero solution of the stationary Burgers' problem
Thus, while the only stationary solution of time dependent Burgers' problem (2.1) with boundary condition (2.3) is the zero function, the time dependent system
possesses nonzero stationary solutions defined by the system (2.13)-(2.14) and explicitly given by (2.9) where the constant c 0 is selected to satisfy (2.12). We next turn to the relationship between the various parameters ν, c 0 and α. As it turns out there is an interesting bifurcation process that takes place that depends on these parameters. In order to keep the notation as simple as possible and to state the results in a concise form, we introduce two new parameters denoted by β and R. Let R be defined by
where V c0 2 . It is helpful to think of R as a "Reynolds number", ν as "dynamic viscosity" and V as a "characteristic velocity", where characteristic distance and density are 1. The parameter β is defined by
The significance of β is that h (1) = −β 2 which will be useful in the shooting method presented in Section 5.1. Note also that
Moreover, the condition that
is the same as 2ν
Thus, R depends implicitly on α and we shall make use of this dependency to conduct a bifurcation analysis of the system (2.15)−(2.18). The main significance of R is that it simplifies the form of the stationary solution h(·) given in (2.9). This simplification aids in the presentation of the bifurcation analysis presented in Section 3 below. Understanding the properties of the steady state problem (2.13)−(2.14) is essential to explaining the behavior of numerical approximations to Burgers' system (2.1)-(2.3) with a Neumann boundary condition. In the next section, it is shown that for α > 0 sufficiently small, there are two nonzero solutions to the steady state problem (2.13)−(2.14). One of these equilibrium solutions is "small", stable and converges to zero as α −→ 0. The other equilibrium is "large", unstable and its norm approaches +∞ as α −→ 0.
Bifurcation analysis
Before addressing the bifurcation problem for the dynamical system (2.15)−(2.18), we provide a simple example to illustrate the type of bifurcation we expect to see for the Burgers' equation with "small" nonhomogeneous Neumann boundary condition (5.14).
A simple motivating example
The Logistic equation is a fundamental model in population dynamics and is useful in the present investigation as an example exhibiting a type of saddle node bifurcation that we observe for the Burgers problem (2.15)−(2.18). Let p(t) denote the population of an organism at time t, with growth rate r = 1 and carrying capacity 1/K. The Logistic equation is given by dp(t) and the dynamics of this equation are completely determined by the two equilibria at p = 0 and p = 1/K. Namely, for any (positive) initial condition, as t tends to infinity the population p(t) tends to the carrying capacity 1/K. On the other hand, the Logistic equation with a constant harvesting rate α ≥ 0 can be written as dp
and the equilibria are determined by −Kp
Note that for (1−4αK) > 0 there are two distinct equilibria, while for (1−4αK) = 0 there is a single equilibrium and for (1 − 4αK) < 0 all the equilibria disappear. For a fixed K there are two equilibria when α < 1/(4K) (i.e., when (1 − 4αK) > 0), only the zero equilibrium when α = 1/(4K) and the equilibria disappear for α > 1/(4K). Setting
) and the equilibrium for 0 ≤ α < 1/(4K) are given in Figure 2 above.
Notice that as α tends to 1/(4K) the parabola decreases and the two equilibria coalesce to a single point at α = 1/(4K) and then disappear altogether for α > 1/(4K) (see Fig. 3 ).
As we shall show below, a similar bifurcation occurs for the dynamical system generated by Burgers' equation (2.15)−(2.18) with respect to the parameter α ≥ 0 that occurs in the nonhomogeneous Neumann boundary condition (5.14). However, unlike the previous example the two equilibrium "diverge" as α −→ 0 and the small equilibrium converges to the stable zero equilibrium. Moreover, understanding this bifurcation is the key to understanding the role that finite precision computing plays in producing erroneous long term behavior of numerical approximations.
Bifurcation analysis for Burgers' equation
Recall that the parameter R = R(ν, V ) is defined by
where V c0 2 . Thus, the stationary solution h(·) to (2.13)-(2.14) is explicitly given by (2.9)-(2.12) as
Moreover,
and since
If we take the square root of both sides we arrive at a simple formula that can be used to analyze the the bifurcation process. In particular, note that
and hence R sech(R) = α/2ν. (3.6) Remark 3.1. To fully grasp the role that finite precision arithmetic plays in producing erroneous solutions to the Burgers' system (2.1)-(2.3), it is important to observe that in a floating point number system it is possible for a number α to be taken as zero while √ α is not zero in the floating point system. In order to highlight this point later, for a fixed ν we define
and consider the equation
Observe that for all ν, the maximum of F (R, ν) occurs at the maximum of f (R) = R sech(R) and f has a single critical point R * at the root of
It follows that max
The key point here is that although the maximum value max R F (R, ν) depends on ν, the location of this maximum occurs when R * ≈ 1.1997. In Figure 4 we fix ν = 1/10 and note that the maximum of F (R, ν) occurs at R * with value F (1.1997, 1/10) ≈ 0.2964. In Figure 4 we have plotted the graph of F (R) along with the lines at heights corresponding to fixed values of √ α given by [0.35, 0.2964, 0.2, 0.1]. These plots demonstrate that the equation F (R) = √ α provides a standard saddle node bifurcation in that for √ α large there are no roots, for exactly one value of α, corresponding to R * a single root appears and for all smaller values of α there are two roots, R L and R R with R L < R R . Furthermore, as α > 0 decreases to zero the two solutions R L and R R satisfy R L → 0 and R R → ∞, respectively.
Thus, for any fixed ν and for α > 0 small enough, equation (3.8) has two roots R L and R R and corresponding to these roots we obtain two (stationary) solutions to system (2.13)-(2.14) which are explicitly given by (2.9). In particular we have the two steady state solutions
respectively.
In Figures 5 and 6 below we provide bifurcation diagrams for this problem as a function of α for fixed ν = 1/10. In the next section we discuss the stability of these equilibrium and show that the upper branch corresponds to an unstable equilibrium while the lower branch is stable.
Stability of the equilibria
In this section we consider the question of stability or instability of the equilibria h L (·) and h R (·) defined above. We show that the linearization about h L (·) has all negative eigenvalues so it is stable while the linearization about h R (·) has one positive eigenvalue and all other eigenvalues are negative eigenvalues.
For a given R, let h(·) be defined by (3.3). Set z(x, t) = h(x) + δζ(x, t) and we find that, to first order in δ, the function ζ satisfies
Consider the linear differential operator
and the associated eigenvalue problem
This problem is not in self-adjoint form and it is convenient to transform it into self-adjoint form. Applying the standard Liouville transformation (details are provided in the Appendix) we obtain the following equivalent self-adjoint eigenvalue problem:
where k (R) = R tanh (R) and
Consider now the two cases where Before we prove this result we recall some well known facts:
of a regular Sturm-Liouville problem are simple (multiplicity one) and can be ordered in the form
3. The eigenfunction ϕ 1 (·) associated with the first eigenvalue is not zero on the interval [0, 1).
Proof of Theorem 4.2.
We show that, there exists an R 0 < R * so that for all R < R 0 all eigenvalues of the Sturm-Liouville problem (4.5)-(4.6) are negative by showing that λ 1 < 0. Let ψ 1 (·) denote the eigenfunction associated with λ 1 . Hence
Multiplying both sides of this equation by ψ 1 (x) and integrating we obtain
where ·, · denotes the standard inner product on L 2 (0, 1). Integrating by parts in the first term and applying the boundary conditions (4.6) at x = 0 and x = 1 yields
Using the fact that [
or equivalently,
It is easy to show that
Indeed, (1 − R tanh(R)) is 1 at R = 0 and monotone decreasing on (0, R * ). Now we examine the term − q(·)ψ 1 (·), ψ 1 (·) . Note that we can assume without loss of generality that ψ 1 (x) > 0 for all 0 ≤ x < 1 and that the function q(·) can be estimated. In order to investigate the function q(x) = q(x, R) = R 2 1 − 2 sech 2 (R (1 − x) ) we fix R. As x varies from 0 to 1 the function sech 2 (R (1 − x) ) decreases monotonically from sech 2 (R) to 1. Therefore, for R near zero sech 2 (R) is near 1 and given > 0 there exists R > 0 so that for all R < R we have (1 − ) < sech 2 (R) < 1. Thus, if R < R and 0 ≤ x ≤ 1, then
Consequently, we have that for all 0 < R < R and 0 ≤ x ≤ 1,
which implies
In other words, for R < R we have
Combining the estimate (4.12) with (4.8) and noting that
Here on the third step we have used the fact that
Thus we conclude that for R < R
Finally, an elementary computation shows that −1 + R tanh(R) + R 2 < 0 for all R < 0.73485. Consequently, if we select R 0 = min{R , 0.73485} then for all R < R 0 we have λ 1 < 0 and this completes the proof. Consider the case where R ≥ R * . If R = R * > 0, then it follows from (3.9) that R * tanh(R * ) = 1 and the Sturm-Liouville problem has zero as a simple eigenvalue with all other eigenvalues negative. To investigate the case where R > R * , we set λ = ν −1 λ, so that the eigenvalue problem in λ is independent of ν. Thus, we can easily approximate the eigenvalues λ and the associated eigenfunctions for the Sturm-Liouville problem (4.5)-(4.6). The first five (ν independent) eigenvalues λ are listed in the following Figure 7 provides a graphical display of the values of the first eigenvalue λ 1 for both R L and R R for a sequence of values of α. We denote these by λ R (1) and λ L (1), respectively. In Figure 7 we plotted the values of the eigenvalues for ν = 1/10 and for values of α between 0 and 0.1. This gives a graphical depiction of the bifurcation diagram. Notice that for other values of ν the eigenvalues given in Figure 7 are only scaled since λ j = ν λ j . Consequently, we have the following result. The analysis above provides a clear picture of the dynamical system generated by Burgers' equation with mixed boundary conditions (2.15)−(2.18) where the Neumann boundary condition (5.14) is parameterized by α ≥ 0. At α = 0 zero is the only equilibrium state, it is asymptotically stable and all solutions converge to zero. However, as soon as α becomes positive (say α = RP) two equilibria appear. The "small" state h L (·) is stable and the "large" state h R (·) is unstable. Moreover, the linearization about h R (·) has a one dimensional unstable manifold. Consequently, numerical methods that are designed to solve the problem with the zero Neumann boundary condition α = 0 when implemented on a finite precision machine where α = RP are in fact approximating the more complex dynamical system (2.15)−(2.18). As we show in the next section, this property can, and often does, lead to erroneous numerical results regardless of the numerical algorithm used to simulate the system.
Numerical solution
We now consider the numerical solution of the stationary Burgers' problem (2.4)−(2.5) with homogeneous Neumann condition at x = 0 and homogeneous Dirichlet condition at x = 1. We know from the above analysis that the only solution to this problem is zero. The main objective of this section is to show that an accurate numerical procedure produces a sequence of iterates that can converge to a non-zero "numerical" solution which is actually a solution of the parameterized steady state system (2.13)−(2.14) with α sufficiently small. The point is that the iterative method provides a sequence of functions that converge to a function of the form (2.9) for which the numerical value of α in (2.12) is zero in the floating point number system of the computer. We begin with a shooting method for the problem (2.4)−(2.5).
A shooting method
In order to apply the shooting method it is more natural to reformulate the problem in terms of the following initial-value problem:
where −β 2 is to be computed so that v x (0) = v x (0; β) = 0. Specifically, −β 2 is an initial guess for the slope and (5.1) is solved from x = 1 to x = 0. After solving (5.1) from x = 1 to x = 0, the slope −β 2 is adjusted so that G(β) v x (0; β) decreases to zero. Assuming that the initial value problem (5.1) is solved exactly, then
solves (5.1) with an initial guess of slope −β 2 and v x (x) = v x (x, β) satisfies
where v x (0; β) = −β 2 . Thus, we define G(β) v x (0; β) so that
It follows that the shooting procedure, with exact initial-value solver, reduces to finding an algorithm to compute β so that G(β) = v x (0; β) = −β 2 sech 2 β ν −1 /2 = 0. Then, the solution to (5.1) is equal to v(x; β * ) where β * is a value such that G(β * ) = 0. We now consider the problem of finding β so that
Clearly the only solution to this equation is β = 0. Nevertheless, we solve the problem G(β) = 0 using Newton's method. Note that
and therefore Newton's method is defined by the iterations
and simplifying (5.8) yields
On a digital computer we work within a finite floating point number system, F. Let ø denote the base for a computer system and t the number of digits. Proof of Lemma 5.1. Denote by β the value of β at which G(β) achieves its maximum value. Notice that this is the value of β at which G (β) = 0 and using this formula a simple computation (see Fig. 8 ) shows that for every fixed ν there is a single critical point β. In view of the previous result, there are two cases to consider when analyzing the Newton iteration (5.8) and these are determined by whether the initial value β 0 satisfies β 0 < β or β 0 > β. Thus, we have the following result. and note that
G(β) = max
Consequently, g has a vertical asymptote at γ = 1. An analysis of the graph of g(γ) shows that it is always decreasing and for 1 < γ < ∞ we have g(γ) > 1.
Recall from (5.8) that
and hence it follows that
Thus,
which contradicts the assumption that the β j are bounded. Therefore, we must have that β j → ∞ as j → ∞.
Case 2: β 0 < β Again, without loss of generality we assume that β 0 is small enough so that
and it follows that for all β ≤ β 0
To see why this holds, note that β < β 0 implies γ(β) < γ(β 0 ) < 1/2 so that γ(β) < 1 as well. Therefore, if 0 < γ(β) < 1, then
and it follows that 1 2
Thus, we have
and with the assumption on β 0 it follows that
and this completes the proof.
Remark 5.3.
It is important to emphasize that the previous convergence results assumes (like all limiting analysis) one is using exact arithmetic. However, once the algorithm is run on a computer with a floating point number system F as described above, the iterations will stop as soon as
which is set equal to zero in F but it is not zero in exact arithmetic. This feature of computing on a computer with a floating point number system is exactly the reason for the erroneous numerical results produced by numerical algorithms for the Burger's system with Neumann boundary conditions. Although a (theoretically) convergent numerical algorithm is designed to solve the Burgers' system (2.1)-(2.3) with homogenous Neumann boundary condition z x (0, t) = 0, on a computer with a floating point number system the numerical method produces approximate solutions to the time dependent system
This error is amplified for long time solutions and for the solution of the steady state system which should be zero.
Example 5.4.
We use an iterative shooting scheme to solve the initial value problem (5.1),
As an example we have set ν = 1/500 and in this example we will consider the Newton iterations for small and large values of the initial value β 0 . The calculations were carried out using Matlab using both single and double precision. The simulations show that the iterations terminate at precisely the predicted values. If β L = 1.4725e-23, then we obtain the corresponding numerical stationary solution h L (x) depicted in Figure 10 .
Similarly, for β 0 = 1 we obtain the iterates If β R = 3.4186, then we obtain the corresponding numerical stationary solution h R (x) depicted in Figure 11 .
For the double precision case, if β 0 = 0.02, then we have the values for the iterates are given in the Table  below . Also for the double precision case, if β L = 1.2365e-162, we obtain the corresponding numerical stationary solution h L (x) depicted in Figure 12 . Observe that in this case we obtain a solution which appears to be identically zero (in double precision arithmetic).
Similarly, for β 0 = 1 we obtain the iterates With a value of β R = 23.812 we obtain the corresponding numerical stationary solution h R (x) depicted in Figure 13 .
This example clearly illustrates the role that a floating point number system has in producing erroneous solutions as predicted by Theorem 5.2 above. We turn now addressing erroneous long time solutions observed in numerous papers over the past twenty years for Burgers' equation with various Neumann and Robin boundary conditions (see [2, 3, 6, 10, 13, 14, 16, 19, 21, 22, [41] [42] [43] 46] ).
Crank-Nicolson method
As shown above, the time-dependent Burgers' problem (2.15)−(2.18) with nonhomogeneous Neumann boundary condition z x (0, t) = α for sufficiently small α > 0 has two equilibrium solutions defined by the system (2.13)-(2.14) and explicitly given by (2.9) where the constant c 0 is selected to satisfy (2.12). In particular, for 0 < α 1 these solutions have the form h(x) = 2νR tanh (R (1 − x) ) , (5.16) where
2 . On the other hand, for α = 0 the only equilibrium solution is the zero function and by Lemma 2.2 and Theorem 2.3 above, for any initial condition ϕ(·) solutions to (2.1)−(2.3) must converge to zero as t −→ +∞. However, it has been observed that most standard numerical methods developed for Burgers' equation fail to capture the correct long time behavior of this dynamical system (see [2, 3, 6, 10, 13, 14, 16, 19, 21, 22, [41] [42] [43] 46] ). Again, we show that this phenomenon is caused when theoretically convergent numerical schemes are implemented on a finite precision machine.
In particular, returning to problem (2.1)−(2.3) we have 20) and the corresponding time independent Burgers' problem is
Recall that the only solution to this later problem is the zero function. One possible numerical method for solving the time independent Burgers' problem (5.21)−(5.22) would be to solve the time dependent Since we have shown that the unique equilibriumφ(·) = 0 is stable and all solutions converge uniformly tô ϕ(·) = 0, one would expect that the converged numerical solution would approximate the equilibrium solution ϕ(·) = 0. As noted above, this does not always happen and in fact a converged numerical solution can be orders of magnitude away fromφ(·) = 0. We shall use the well known and convergent Crank-Nicolson scheme to explain why this happens.
The Crank-Nicolson scheme is a standard and generally stable finite-difference method for solving diffusion problems and similar partial differential equations. For Burgers' equations (5.17)−(5.20), the Crank-Nicolson scheme has the standard form: 24) with initial and boundary values The first discrete equilibrium solution, z e,1 , exactly satisfies the Burgers' problem (5.17)− (5.20) at the discrete set of spatial points. However, the second discrete equilibrium solution, z e,2 , is not an approximation to the stationary Burgers' problem. For one thing, z e,2 depends on the spatial discretization (i.e., h or more precisely on N ) so adjusting h changes the solution. In addition, as N increases the discrete equilibrium z e,2 approaches infinity so it is not an approximation to a solution of the stationary Burgers' problem (5.21)−(5.22). Since, z e,2 depends on the spatial discretization (i.e., h) as N is increased, rather than obtaining a more accurate approximation of a fixed function, we obtain a totally different discrete solution.
On the other hand, for a fixed N , if the Crank-Nicolson method converges as t increases (i.e., as j → ∞ in (5.23)), then it must converge to an equilibrium solution at the nodal points. So, if the Crank-Nicolson method converges for this Burgers' problem as j → ∞, then the numerical solution must converge to either z e,1 or z e,2 . We note in addition, it was shown in [2] that the zero equilibrium solution, z e,1 , is stable. In a manner similar to the presentation in [2] , it can also be shown that the non-zero equilibrium solution, z e,2 , is unstable. ). Letting, for example, N = 500, 750 or 1000 and Δt = 0.00001, 0.00005, 0.0001 or 0.0002, the computational results are essentially identical. In these calculations, the computed solutions do not change after time greater than t = 0.01. The computational solution has converged, i.e., the computations have converged in double precision arithmetic. Most importantly they are not converging to zero. The computed solutions are displayed in Figure 15 for times of 4, 6, 8, and 10, specifically when N = 500 and Δt = 0.0001. The computed solution is displayed in Figure 15 for times of 4, 6, 8, 10 . and the value of the computed solution at x = 0 produces either h(0) = 1.5200000.
Given the computational results, it may be incorrectly inferred that the equilibrium solution to this problem is the one shown in Figure 15 as it is known that convergence is only obtained for this problem when the exact equilibrium solution is approached. The example thus illustrates that incorrect conclusions may possibly be made from computational results involving finite precision arithmetic.
The computational solution of this second problem is converging but to the equilibrium solution of the Burgers' problem (2.15)−(2.18) which is denoted by h R (x) and defined in (3.12). Indeed, let us first recall that in double precision arithmetic α = 2 −1074 is the smallest positive nonzero number and α = 2 −1075 is set equal to zero. On the other hand √ α = 2 −1075/2 is a nonzero number so we can solve the equation In this example we have set ν = 1/50 which gives R R = 377.584 and What is important about (5.5) is that Crank-Nicolson scheme for α = 0 is converging in finite precision arithmetic to an incorrect solution. Indeed, we know that in exact arithmetic Crank-Nicolson cannot converge for this problem unless it is converging to the correct (zero) solution. The key difference is having to deal and compute with finite precision arithmetic.
Concluding remarks
In this paper we have attempted to clarify an apparent numerical anomaly which the authors first observed many years ago for Burgers' equation with Neumann boundary conditions. We believe that this anomaly is important for the scientific computing community to keep in mind. This is especially true since the vast majority of scientific computing is performed using double precision floating point arithmetic. In addition, computational results are often not tested for errors due to finite precision arithmetic. It is precisely the floating point number system on a computer that allows this strange behavior to take place and produces erroneous solutions. It is an interesting side comment that this anomaly was discovered during investigations of control problems for conservation laws where the control enters through a Neumann boundary condition. Perhaps this is one reason this phenomenon was not previously observed in the computational science community since most numerical work on Burgers' equation focused on Dirichlet boundary conditions. Also, this is clearly a case where experimentation with computational mathematics (see [5] ) has lead to a fundamental understanding of how computing on a finite precision machine can produce incorrect results even with theoretically convergent schemes. Finally, we note that we have investigated the stability properties of a Galerkin based numerical algorithm with similar results and conducted a rigorous sensitivity analysis of the problem (2.15)−(2.18) with respect to the parameter α. The sensitivity analysis clearly shows that phenomenon discussed in this paper is due purely to computing in finite precision arithmetic and not "super-sensitivity". These results will appear in a future paper.
Appendix: Liouville transformation and reduction to Sturm-Liouville form
To this end we let η = exp 
