We apply the recently introduced generalized tree-structured (GTS) model to the analysis and forecast of stock market diversity. Diversity is a measure of capital concentration across a market that plays a central role in the search for arbitrage. The GTS model allows for different conditional mean and volatility regimes that are directly related to the behavior of macroeconomic fundamentals through a binary threshold construction. Testing on US market data, we collect empirical evidence of the model's strong potential in estimating and forecasting diversity accurately in comparison with other standard approaches. In addition, the GTS model allows for the construction of very simple portfolio strategies that systematically beat the standard cap-weighted S&P500 index.
Introduction
The no-arbitrage hypothesis is central to modern mathematical finance. Examples of arbitrage in the literature in fact bear no resemblance to actual equity markets, so it seems that arbitrage has been thought to occur only in very unusual circumstances. Nevertheless, an innocuous enough assumption such as the impossibility of capital to concentrate in a single stock would imply that arbitrage is possible. This assumption is related to the concept of diversity.
The concept of market diversity was introduced in recent research by R. Fernholz in relation to his work on equity markets (for an overview, see Fernholz 1999 Fernholz , 2001 Fernholz , 2002 Fernholz and Garvy 1999; Fernholz et al. 1998) . Diversity is a measure of capital concentration across a market. It is higher when capital is spread more evenly across the stocks in the market and lower when capital is concentrated over a few large stocks. If we know the cap-weights of each individual stock in the market and the market's diversity, it is possible to construct a diversity-weighted portfolio. As this portfolio will be slightly less exposed to the larger stocks than the standard cap-weighted index, it is likely to underperform the market in times of decreasing diversity and to outperform it in times of increasing diversity. If we assume that no single company is allowed to dominate the entire market in terms of relative capitalization, then the diversity-weighted portfolio will outperform the market over a sufficiently long time-horizon. In fact, the relative logarithmic performance of the diversity-weighted portfolio is given by the sum of the change in market diversity plus a positive drift. Since diversity is bounded, the drift will dominate in the long run. Diversity therefore can play an important role in the search for arbitrage in financial markets.
In the real world, portfolio strategies are assessed in time intervals ranging from 3 months to 5 years. A portfolio manager desiring to exploit the arbitrage opportunities given by the diversity-weighted portfolio must therefore be able to predict the monthly changes in market diversity in some way. Changes in diversity explain more than half of the annual variations in relative equity manager performance (see Fernholz and Garvy 1999) . It is well known that managers are reluctant to concentrate as much capital in the largest stocks as occurs in the cap-weighted indices, causing their returns to be strongly correlated with changes in diversity. If the relationship between managers' relative performances and changes in diversity continues to hold in the future, then a prediction of change in market diversity could be used to determine the allocation of assets between index managers and active managers, with more assets invested with active managers in periods of increasing diversity and more assets indexed in periods of declining diversity.
But how can changes in market diversity be forecast? It is intuitively clear that changes in diversity have somehow to be related to the economic activity of the market. Different studies in the literature provide empirical evidence that classic asset pricing factors can be useful in determining the economic characteristics of the stock market. For instance, macro variables for inflation and real activity, financial variables (interest rates, spreads, volatilities) or Fama and French benchmark portfolios and risk factors (see, for example, French 1993 or 1996) may be reasonable variables to predict changes in diversity. Indeed, when market diversity contracts, capital concentrates. Hence big stocks become bigger and small stocks smaller. Since Fama and French portfolios are the classic explanatory factors of all market large/small cap effects, it is natural to consider them as closely related to changes in diversity. Moreover, empirical evidence suggests that diversity dynamics are likely driven by a mean reverting process and that points of high, respectively low, diversity can be described by different criteria, implying that different regimes may explain changes in diversity.
Our analysis of diversity time series dynamics therefore uses the generalized tree-structured (GTS) model first introduced by Audrino and Bühlmann (2001) and generalized by Audrino and Trojani (2003) . The GTS model allows for different conditional mean and volatility regimes constructed in a very simple way. Moreover, since GTS regimes are determined by multivariate thresholds on lagged values of some relevant endogenous (for example, changes in diversity themselves) and exogenous (for example, macroeconomic indicators for real activity and inflation) variables, the GTS model can tie the behavior of diversity dynamics to macroeconomic fundamentals.
In our study, we collected empirical evidence for the existence of more than one volatility regime driving the diversity process. In particular, we found that the most relevant predictors in the GTS model are the well-known Fama and French benchmark portfolios constructed using equities with high book-to-market. This result has confirmed our first impression that these kinds of macroeconomic variables are closely related to diversity.
In addition to a number of in-sample estimation contributions, useful for understanding the dynamics of the diversity process better, our study also investigated the accuracy of the GTS model in forecasting out-of-sample diversity. Note that accurate forecasts of the direction diversity will take are particularly important in developing reliable portfolio strategies. First, we provided statistical empirical evidence for the strong predictive potential of the GTS model in comparison to alternative approaches. Second, we implemented a portfolio strategy based on the diversity direction forecasts from the GTS model. We tested our strategy on US market data and compared its profitability to that of the cap-weighted and diversity-weighted S&P500 portfolios. We provided empirical evidence of the potential of our strategy in terms of gross and net cumulative returns and, as far as statistical tests are concerned, in terms of differences among rolling 1-year Sharpe ratios.
The rest of the paper is organized as follows. A review of the theory on stock market diversity is presented in Sect. 2. Section 3 presents our GTS model and the corresponding estimation procedure. The empirical in-sample results for the time series of monthly US diversity data are summarized in Sect. 4. The out-of-sample performance of the models is tested in Sect. 5. Section 6 presents and applies our diversity-based portfolio strategy to US market data. Section 7 concludes the paper.
Stock market diversity
Suppose that X 1 , . . . , X n , with n > 1, are a family of continuous positive semimartingales representing the total capitalizations of each of the stocks in an equity market. These processes satisfy a number of conditions that do not concern us here, but which can be found, for example, in Fernholz (2002) . We define the covariance processes σ i j for the stocks to satisfy
where X i , X j is the cross variation process of X i and X j . The total capitalization of the market at time t ≥ 0 is given by
so Z μ is also a continuous positive semimartingale. The processes
for i = 1, . . . , n, represent the weights or proportions of each of the stocks in the market. These market weights are usually referred to as capitalization weights (or cap weights) since they represent the proportion of the total market capitalization that resides in each stock. It is not difficult to show that the dynamics of the market capitalization satisfy
Process μ = (μ 1 , . . . , μ n ) is called the market portfolio and Z μ (t) represents its value at time t ≥ 0. In general, a bounded process π = (π 1 , . . . , π n ) is a portfolio process if for all t ≥ 0, π 1 (t) + · · · + π n (t) = 1. The processes π i are called the weight processes for the portfolio, and represent the relative proportion of the portfolio invested in each of the stocks. The portfolio value process Z π satisfies
If the value of portfolio π at time t = 0 is Z π (0), then Z π (t) represents the value of the portfolio at time t ≥ 0. For details on these processes, see Fernholz (2002) . Let n be the n-dimensional simplex
Let S be a positive C 2 function defined on a neighborhood of n such that for all i, x i ∂ i log S(x) is bounded on n . Then S generates the portfolio π with weights
for t ∈ [0, T ] and i = 1, . . . , n. In this case we have
where , the drift process, is locally of bounded variation. It takes a.s. the form (for t ∈ [0, T ])
where τ i j (t) denotes the relative covariance term (see Fernholz 2002, Theorem 3.1.5) . We define a measure of diversity D p by
with p a real number satisfying 0 < p < 1. This function generates the portfolio with weights
for i = 1, . . . , n, and drift process
Portfolio π is called a diversity-weighted portfolio. Note that in information theory (see Renyi 1961) the normalized logarithm of diversity is called Renyi entropy. When p → 0 it converges towards the usual Shannon entropy measure
All these concentration measures express different flavors of the information content hidden in portfolio weights.
The drift process in (7) can be shown to be strictly increasing (see Fernholz 2002) . In this case, if the value of D p (μ(t)) has not decreased after a given period of time has elapsed, then (6) shows that the diversity-weighted portfolio π will have higher returns than the market portfolio μ over that period. Hence, changes in the market diversity, D p (μ(t)), are of vital importance to the investment performance of the diversity-weighted portfolio π. Here we shall show how these changes can be predicted.
Model description and estimation
This section outlines the model used to estimate and predict the log-diversity time series log D p (μ 1 (t), . . . , μ n (t)), t ≥ 0, introduced in Sect. 2 and briefly reviews the model selection procedure that can be applied to it.
Starting point
Let us denote the series of log-diversity log D p (μ 1 (t), . . . , μ n (t)) by D t where for the sake of simplicity we drop the dependence of diversity from p and the portfolio μ. For estimation purposes, we discretize the stochastic differential of the diversity dD t in (6)
where E[ε t | t−1 ] = 0 and t−1 is the information set up to time t − 1. Such a discretization serves to approximate the true diversity process. We assume that the dynamics of the diversity changes follow
for some functions g(·) ∈ R and f (·) ∈ R + , and for a sequence (z t ) t=0,1,2,... of independent identically distributed innovations with zero mean and unit variance. The model (10), (11) is a general (nonparametric) model for the diversity (log−) changes D t . As we saw in the Introduction, it is important to allow the relevant conditioning information set t−1 to be as broad as possible to obtain reliable conditional first and second moment estimates. For this reason, we set
. .} is the whole past history of the (log-) diversity series and x ex t−1 is a vector of all other relevant exogenous variables that are used for prediction. In particular, we consider as relevant exogenous factors past values of some macroeconomic variables such as indices for real activity and inflation. In addition, we also consider term structure variables, the well-known Fama and French risk factors and benchmark portfolios constructed considering different sizes and boot-to-market, and five Fama and French industry portfolios as predictors. More details on all such variables are given in Sect. 4.1. In particular, note that the dependence of μ t on h t−1 allows for a (possibly nonlinear) conditional mean effect of volatility. Similarly, the dependence of h t onD t−1 , h t−1 and x ex t−1 allows for a broad variety of asymmetric volatility patterns in reaction to past market and macroeconomic information.
The general model (10) proposed in this paper nests several classical models found in the literature. For instance, one quickly spots that Bollerslev's AR(1)-GARCH(1, 1) model is encompassed by (10), (11). In fact, the conditional mean function is parameterized by
where a and b are unknown parameters to be estimated. Similarly, the conditional variance is parameterized by
where α 0 , α 1 and β are the unknown parameters. Clearly, the recursive definition of the GARCH(1, 1) model implies that the conditional variance depends on the entire history of the data and t−1 = {D t−1 }.
A second classical model encompassed by (10) is the generalized regimeswitching (GRS) model proposed by Gray (1996) . In Gray's two-regime GRS model, assuming conditional normality within each regime, the conditional mean function is given by
and the variance of changes in diversity by
where p t,1 denotes the conditional probability to be in regime 1 at time t given the past historyD t−1 , i.e., p t,1 = P[S t = 1 | t−1 ], and S t is the unobserved regime at time t. μ t,i and h t,i , i = 1, 2, denote the regime-dependent conditional means and variances. t−1 = {D t−1 } does not contain S t or lagged values of S t . In (14) and (15) the regime's dependent conditional mean functions are parameterized by AR(1) models and the regime's dependent conditional variances by GARCH(1, 1) models. Note that Gray's model, despite being of the general form (10), is not encompassed in (11), since conditional means and variances are functions also of unobservable ex-ante probabilities (and not only of an observable information set t−1 ). In this study, we use the GTS-GARCH model introduced by Audrino and Trojani (2003) to analyze changes in diversity. The GTS model is a parametric model for (11) which allows for flexibility in the conditional mean and variance functions g and f and which is still computationally manageable when applied to real data examples. More details on the model are given in the next section.
The GTS model
Analogous to the models introduced in Sect. 3.1, the GTS model parameterizes the conditional mean μ t (θ ) = g θ ( t−1 ) and conditional variance h t (θ ) = f θ ( t−1 ) by means of some parametric threshold functions and an unknown parameter vector θ .
The basic idea of the GTS model introduced by Audrino and Bühlmann (2001) and generalized by Audrino and Trojani (2003) is in the spirit of a sieve approximation of g and f by means of piecewise linear functions. This model partitions the domains of g and f in a finite sequence of regimes (or cells) using a binary tree construction. For any given regime we specify a regime's dependent AR-GARCH type structure for conditional means and volatilities. The additional information deriving from the exogenous variables is used to determine the optimal thresholds. The parametric GTS model considered is given by
where the conditional mean and variance functional forms g θ and f θ are constructed using a binary tree-structured model that involves a partition P of the state
Given a partition cell R j , we describe the dynamics of D t on this cell with a local AR(1)-GARCH(1, 1) model. This leads to functions for μ t (θ ) and h t (θ ) that depend on (1) the set of parameters of any local AR(1)-GARCH(1, 1) model in the GTS-GARCH model and (2) the structure of partition P. More precisely, we have:
where θ = (a j , b j , α 0, j , α 1, j , β j ; j = 1, . . . , k). Clearly, k = 1 implies Bollerslev's AR(1)-GARCH(1, 1) model specified in (12) and (13). For k ≥ 2 we obtain a richer class of threshold models, where k also indicates the number of model regimes. 1 In (17), (18), we model h t (θ ) by means of a threshold GARCH function f θ and μ t (θ ) by means of a threshold regime's dependent mean-reverting function g θ . We incorporate in the threshold definitions behind f θ and g θ the joint impact of D t−1 , D t−2 , ε t−1 , h t−1 and all other relevant exogenous variables of interest.
Note that the GTS model (16)-(18) is for some important aspects different from the GRS model (14), (15) proposed by Gray (1996) . First of all, in our approach regimes are determined by multivariate tree-structured thresholds. Second, in contrast to regime-switching models the optimal number of regimes is estimated endogenously during the procedure and not given a priori. Third, the GTS model being of a threshold type, it allows for a perfect regime-classification of the observed data.
The estimation procedure
The negative log-likelihood 2 of the GTS model (16) is given by
where p Z (·) denotes the density function of the distribution of the standardized innovation z t and n 2 = { 2 , . . . , n }. Therefore, for any given partition P, the GTS model (16)-(18) can be estimated by means of (pseudo) maximum likelihood.
1 Within this framework, the conditional mean and variance could have an even more general parameterization. However, the parameterization adopted here represents a good tradeoff between flexibility and computational feasibility. 2 The log-likelihood is always considered conditionally on 1 and on some reasonable starting value h 1 (θ).
The choice between different partition structures (i.e., the selection of the optimal threshold functions) involves a model choice procedure for non-nested hypotheses.
More precisely, the flexible procedure for the estimation of the GTS model described by Audrino and Bühlmann (2001) is based on the following two steps. 1. For any given partition P the estimation of θ is performed by (pseudo) maximum likelihood based on a Gaussian (pseudo) log likelihood 3 and the parametric forms (17) and (18) for g θ and f θ . 2. Model selection of the optimal threshold function (i.e., the optimal partition P) is performed via a tree-structured partial search in order to avoid a computationally impracticable exhaustive search. Within any data-determined tree structure the optimal model is selected finally according to the Bayesian-Schwarz Information Criterion (BIC) for predictive accuracy. For all details about the estimation procedure applied to the GTS model we refer the reader to Audrino and Bühlmann (2001) and Audrino and Trojani (2003) .
Data and in-sample estimation results

Data
The data used in this study are the monthly changes in (log−) diversity log D p (μ (1) (t), . . . , μ (m) (t)) of the S&P500 Index, already analyzed by Fernholz (2002) , where parameter p was chosen to be 0.76. Bear in mind that parameter p can be selected anywhere between 0 and 1. The flexibility in the choice of this parameter is an issue that has to be further analyzed. The value p = 0.76 was chosen, since with this value of p, the diversity-weighted version of the S&P500 Index retains characteristics common to other well-known large-stock indices such as the given (capitalization weighted) S&P500 of Russell 1000. These characteristics are, first, that the Index holds a representative selection of large companies; second, that the selection and weighting of the securities in the Index are objectively established; and third, that the portfolio turnover is minimal.
The data spans the time period between January 1960 and December 2001, for a total of 504 observations. Figure 1 plots the data as well as the monthly changes in the diversity process. Table 1 presents some sample statistics. Figure 1 illustrates well the changes in the diversity process that occurred, for example, during the Nifty-Fifty period (first half of the 1970s) or the months after the October 1987 stock market crash and the months around the March 2000 stock market crash. The volatility of the monthly changes associated with such particular events is striking. Table 1 shows that the mean change and skewness in the diversity series are both close to zero. The AR(1) term is found to be significant and the correlation between D t and D t−1 is negative.
To take advantage of any additional information included in the yield curve, we downloaded the 1-month US Treasury bill rates and the 60-month zero coupon bond rates from the Fama CRSP discount bond files. Some sample statistics for such yields, as well as for the spread between long-and short-term rates, are summarized in Table 2 . As expected, the average yield curve is upward sloping. The 1 month yield is from the Fama CRSP Treasury bill files. The 60 month yield is annual zero coupon bond yields from the Fama CRSP bond files. Spread refers to the difference between long and short-term interest rates. The inflation measures CPI and PPI refer to CPI inflation and PPI (Finished Goods) inflation, respectively. We calculate the inflation measure at time t using log(P t /P t−12 ) where P t is the (seasonal adjusted) inflation index. The real activity measures HELP, IP and UE refer to the Index of Help Wanted Advertising in Newspapers, the (seasonal adjusted) growth rate in industrial production and the unemployment rate, respectively. The growth rate in industrial production is calculated using log(I t /I t−12 ) where I t is the (seasonal adjusted) industrial production index. S&P500 refers to S&P500 monthly log-returns. The sample period is January 1960 to December 2001, for a total of 504 observations yields are highly autocorrelated, with increasing autocorrelation for the long-term interest rates. The 60-month yield levels show mild excess kurtosis and positive skewness.
We also use additional macroeconomic variables as conditioning predictors in our GTS model, since we believe that they can substantially improve estimation and forecast. We divide the macroeconomic variables into two main groups. The first group consists of two inflation measures which are based on the CPI and the PPI of finished goods. The second group contains variables that capture real activity: the index of Help Wanted Advertising in Newspapers (HELP), unemployment (UE) and the growth rate of industrial production (IP). In addition, we also consider monthly log-returns of the S&P500 Index. All the macroeconomic data have been downloaded from Datastream International for the time period under investigation. This list of variables includes most variables that have been used in the macro literature. Among these variables, CPI and HELP are traditionally thought of as leading indicators of inflation and real activity, respectively. We also consider as a predictor a binary variable equal to 1 in case of observations belonging to a contraction period according to the NBER cycles of expansions and contractions. As we have already seen in the Introduction, such macroeconomic variables can be associated with particular features of the diversity process. Summary statistics of these variables are reported in Table 1 .
Finally, we have also downloaded from K. French's web site the time series of the following monthly returns of Fama and French portfolios:
1. six benchmark portfolios constructed considering different sizes and book-tomarket (big (B) and small (S) size, and high (H), neutral (M) and low (L) book-to-market); 2. three risk factors: the excess return on the market minus the 1-month Treasury bill (Rm−Rf), the average return on three small portfolios minus the aver-age return on the big portfolios (SMB) and the average return on two value portfolios minus the average returns on two growth portfolios (HML); 3. five industry portfolios.
We believe that such factors can be of great importance in predicting the changes in diversity. In fact, when diversity grows, market capitalization spreads out across more stocks. In this situation large caps have a tendency to earn more than small caps. Hence, factors that explain large/small cap effects, like Fama and French portfolios, may also be useful in explaining changes in diversity. As expected, regressing the time series of changes in diversity using as predictors the six contemporary Fama and French benchmark portfolios we obtain an R 2 of more than 85%. Similarly, regressing the changes in diversity using the three contemporary Fama and French risk factors we get an R 2 of about 80%. Summary statistics of these variables are reported in Table 2 .
Portfolios characterized by high book-to-market show the highest means. This feature has already been observed by De Bondt and Thaler (1987) and may be related to the fact that a small book-to-market value corresponds to excessive optimism regarding the future profitability of the firm. Moreover, as already observed in other empirical studies, small stocks have a tendency to have higher long-term returns than large stocks. In French (1993, 1996) , this result is interpreted as a consequence of the fact that small firms, or firms with high book-to-market are riskier and, therefore, must obtain a higher long-term return. Some sort of positive autocorrelation (such as an AR(1) term) is observed for the three small-size portfolios (and consequently also for the SMB and HML risk factors) similar to Conrad and Kaul (1988) and Lo and MacKinlay (1988) . All Fama and French factors and portfolios show excess kurtosis, and most are negatively skewed. Note also that the mean of the industry portfolios for the time period under investigation is about 1%.
Estimation results
In this section, we summarize the results of the analysis of the changes in diversity from a standard AR(1)-GARCH(1, 1) model fit (single regime model) and the GTS model fit described in Sect. 3.2. The classical AR(1)-GARCH(1, 1) model can be used as a benchmark model to test the accuracy of the GTS model. Note that the single-regime model is included in the GTS-GARCH construction as a simple special case. We estimate the GTS model using all the endogenous and exogenous (macroeconomic) variables introduced in the last section as predictors. The parameter estimates as well as some statistics for estimating conditional first and second moments appear in Tables 3 and 4 . Results are computed for the whole time period beginning January 1960 and ending December 2001, for a total of 504 monthly observations. The detailed specification of the models appears below each table. Standard errors for the parameter estimates are computed using a model-based bootstrap from the standardized residuals. See Efron and Tibshirani (1993) for more details. Table 3 reports the estimates for the single regime AR(1)-GARCH(1, 1) model. As expected, the AR(1) parameter is significant at the 1% confidence level. The GARCH effect appears to be important and statistically significant in characterizing the conditional variance dynamics. Both recent volatility and shocks are important factors in determining volatility. The assumption of stationarity (i.e., a + b < 1) The sample period is January 1960 to December 2001, for a total of 504 monthly observations. t-statistics are based on heteroskedastic-consistent standard errors. Asterisks denote significance at the 1% level. AIC and BIC denote the Aikaike and the bayesian-Schwarz information criteria for predictive accuracy. MAE and RMSE are classical mean absolute error and root mean squared error statistics for conditional means (M−) and conditional variances (V−). L B i and L B 2 i denotes the Ljung-Box statistic for serial correlation of residuals and squared residuals out to i lags. p-values are in parentheses. In the AR(1)-GARCH(1, 1) model:
where ε t = D t − μ t , μ t and h t the conditional mean and variance, respectively is not violated, although we observe strong persistence in volatility (a + b near to one). The AR(1)-GARCH(1, 1) model does a good job in modeling the stochastic volatility of the diversity process. The Ljung-Box statistics relating to the squared standardized residuals indicate no significant serial correlation. Table 4 reports the results for the GTS model. We find that the GTS model has three different regimes characterized by different past returns of both the big and small size, high book-to-market Fama and French benchmark portfolios 4 . Among all the predictors considered, Fama and French value benchmark portfolios clearly have the highest predictive power. In each regime we observe different dynamics for the conditional mean and variance.
The first regime is characterized by low past returns of both the big and small size, high book-to-market Fama and French benchmark portfolios. The constant parameter in the conditional mean equation is negative and highly significant. The implied long-run mean (−a 1 /b 1 ) is also negative and equals −7.43%. On average, first lags of changes in diversity classified in regime one are about −0.713% (and a minimal value of −4.839%) with a speed of reversion to the implied long-run mean of about 37 basis points. Consequently, during periods characterized by low past returns of the Fama and French value benchmark portfolios, diversity tends to decrease and the stock market to concentrate with a relatively moderate speed , for a total of 504 monthly observations. Goodness-of-fit statistics are the same as in Table  3 . In the full GTS model:
of reversion. Individual shocks have a small immediate effect on the conditional variance, but are strongly persistent. The second regime is characterized by low past returns of the big size, high book-to-market Fama and French benchmark portfolio and positive past returns of the small size Fama and French value portfolio. In this regime, the AR(1) parameter in the conditional mean equation is found to be statistically significant. The implied long-run mean is positive, equals 0.55% and acts as a reflecting barrier. The speed of the reflection is moderate: when the first lag of the changes in diversity are −1 and 2% the conditional mean change is about −42 and 39 basis points, respectively (note that first lags of changes in diversity classified in the second regime are between −2.213 and 3.788, with a mean value of 0.319). The GARCH parameter is the significant effect in determining volatility. The impact of individual shocks is larger than in regime one, but is less persistent.
The third and last regime is characterized by high past returns of the big size, high book-to-market Fama and French benchmark portfolio. Similar to regime one, the constant parameter in the conditional mean equation is found to be significant. Nevertheless, the conditional mean behaves in the opposite way: the implied long-run mean is positive and extremely high and acts as a an external attractor. The speed of the attraction is high: for a typical value of 3% the conditional mean change is about 60 basis points. In this regime, conditional mean changes are always positive. Consequently, during periods characterized by high past returns of the big size, high book-to-market Fama and French benchmark portfolio, diversity tends to increase rapidly. In this regime, individual shocks have no immediate impact and are also much less persistent than in the first regime.
As expected, the GTS model does a good job in modeling the stochastic volatility of the diversity process. The Ljung-Box statistics relating to the squared standardized residuals indicate no significant serial correlation. Performing a classical likelihood ratio test to judge whether the improvements given by the estimation of the bigger number of parameters in the GTS model over the nested AR(1)-GARCH(1, 1) model are statistically significant, the value of the test statistic is 70.554. As a consequence, the GTS model is strongly preferred to the nested AR(1)-GARCH(1, 1) model, both at the 5 and 1% confidence levels (critical values are 21.026 and 26.217, respectively).
The GTS model also clearly outperforms the classical single regime AR(1)-GARCH(1, 1) model with respect to all performance statistics for estimating conditional first and second moments. The gains range from 4% to more than 15% depending on the performance measure.
The top panel of Fig. 2 contains a plot of the regime classification of the changes in diversity using the GTS model. The bottom panel of Fig. 2 contains a plot of the conditional standard deviation implied by the GTS model. The detailed specification of each regime appears below the figure. Periods of high and low volatility are particularly apparent.
Forecasting results
In this section, we investigate the forecasting power of the GTS model applied to the diversity process. Moreover, we are also interested in testing whether the introduction of multiple regimes leads to over-fitting. This can be determined (1) by performing a series of out-of-sample tests and (2) by computing confidence bound predictions using the Monte Carlo simulation method.
We always compare goodness-of-fit results from a GTS fit with those from (1) a classical single-regime AR(1)-GARCH(1, 1) model and (2) an extended Gray's two-regime generalized regime switching (GRS) model introduced in (14), (15), where the time-varying transition probabilities are also allowed to depend on fur- ther exogenous variables. 5 The second comparison is particularly useful since it allows us to relate the performances of the GTS model with those of an alternative approach for multiple regimes. 5 In particular, we consider the same Gray's two-regime GRS model in (14), (15) but we extend the time-varying transition probabilities P t and Q t in
to be of the form
where N is the standard normal distribution and g t, j ( j = 1, 2) is the density of a Gaussian variable with conditional mean μ t, j and conditional variance h t, j . The chosen extended two-regime GRS specification is the one with the exogenous variable x ex among all the possible candidates minimizing the negative conditional (pseudo) maximum likelihood.
Two out-of-sample tests
In performing the out-of-sample tests, we estimate the parameters of each particular model over an in-sample period and compute the time series of conditional means and variances over a subsequent out-of-sample period, holding the estimated parameters and regime structure fixed. We quantify the goodness-of-fit of the different models for estimating and predicting monthly conditional first and second moments by means of various measures. Since the conditional variance is an expectation of squared innovations to the diversity process, we compare volatility estimates from the different approaches to the actual squared innovations. The difference between volatility estimates and actual squared innovations is computed for the in-sample estimation period and for the out-of-sample backtesting period. This difference is then summarized in the form of root mean squared errors (RMSE), mean absolute errors (MAE) and the R 2 between actual volatility and estimated volatility. Mathematically speaking, we consider
The R 2 measure, in providing a direct measure of the goodness-of-fit of the estimate, differs from the R 2 measure that would be obtained by projecting actual volatility on forecast volatility. It imposes an intercept at zero and a slope of one on such a projection, permitting direct conclusions about a particular estimate rather than about some linear transformation of that estimate.
Since we are also interested in the accuracy of the different models in predicting conditional first moments, we compute classical in-sample and out-of-sample MAE and RMSE statistics for the estimated innovationsˆ t = D t −μ t . We denote these statistics for the conditional mean by M-MAE and M-RMSE. In addition to these performance measures, we also consider the negative log-likelihood computed for the out-of-sample period.
To verify whether differences in the above mentioned performances are statistically significant across the models, we perform a powerful size-controlled comparison of multiple models by means of the so-called model confidence set (MCS), first introduced by Hansen et al. (2003) . Details of the construction of MCS are given in Appendix. Table 5 shows the performance results of two different out-of-sample tests for conditional mean and volatility predictions constructed using the classical singleregime AR(1)-GARCH(1, 1) model, an extended two-regime GRS model, where Corresponding P-values computed using a block-bootstrap procedure are given between parentheses. If the null hypothesis of EPA is rejected, the model with the largest worst performing index value is eliminated the exogenous variable used to estimate transition probabilities is the big size, high book-to-market Fama and French benchmark portfolio, 6 and the GTS model. In Tables 6 and 7 , we report results for the construction of MCS. In particular, we report results for both out-of-sample M-and V-MAE statistics. We report values of two different equal predictive ability (EPA) test statistics (range and semiquadratic) with corresponding p-values in parentheses. In addition, we also report results of the worst performing index computation used to identify the model that would have to be eliminated in case of a rejection of the null-hypothesis of EPA.
In the first test, the models are estimated over the first half of the sample and predictions are made over the second half of the sample. The in-sample estimation period includes the first half of the 1970s (Nifty-Fifty period) and three contraction periods as determined by the NBER. The out-of-sample period begins with the short January 1980 -July 1980 contraction, includes three more recession periods Corresponding P-values computed using a block-bootstrap procedure are given between parentheses. If the null hypothesis of EPA is rejected, the model with the largest worst performing index value is eliminated and the stock market crashes of October 1987 and March 2000. In this experiment, the in-sample and out-of-sample periods are more or less equally volatile (sample variance of the changes in diversity in the two periods is 1.6243 and 1.5133, respectively). The GTS model has two optimal regimes in response to past returns of the big size Fama and French value portfolio. The GTS model clearly outperforms both competitors for predicting conditional variances with respect to all performance measures. The relative gains range between 6 and 45%. Similar results also hold when considering the prediction of conditional first moments, although in this case differences are smaller (GTS model about 1-2% better than alternatives). The second test examines the short-term forecasting ability of the models in estimating the models over the entire sample except for the last 8 years. In this case, the out-of-sample period is significantly more volatile than the in-sample period, principally because of the period before the stock market crash of March 2000 (sample variance of the changes in diversity in the two periods is 1.4281 and 2.1484, respectively). The optimal GTS model has three regimes featuring past returns of the Fama and French Cnsmr and Manuf industry portfolios. Once again, the GTS model clearly outperforms both alternative approaches in predicting accu-rate conditional first and second moments, with relative gains ranging from 4 up to 15% depending on the performance measure. Table 7 shows that such differences are statistically significant for forecasting future conditional variances. In most cases, only the GTS model belongs to the MCS at the 10% or the 5% confidence levels. Differences in M-type statistics are in general not significant (see Table 6 ).
In summary, our two out-of-sample tests give empirical evidence of the forecasting power of the GTS model applied to the time series of changes in diversity, also in comparison to standard alternative competitors.
Forecasting one-period-ahead confidence bounds and diversity direction
As a second check on the forecasting properties of the GTS model we compute oneperiod-ahead 90 and 95% confidence bound predictions for the diversity process. Such confidence bound estimates can be easily computed using the model-based predictions for one-step-ahead conditional means and variances and the quantiles of the standardized filtered innovations. We backtest 1-month-ahead confidence bound predictions using the different models beginning in January 1975, where the model parameters are estimated on all the previous data available (i.e., we compute confidence bounds for the diversity process in January 1980 estimating the model parameters on the period January 1960 -December 1979). To save time, in our GTS estimations we keep the GTS regime-structure listed in Table 4 unchanged.
An illustrative example of 90% confidence bound predictions for the diversity process using the classical AR(1)-GARCH(1, 1) model and the GTS model is shown in Figure 3 . 31/1975 01/31/1980 01/31/1985 01/31/1990 01/31/1995 01/31/2000 Fig. 3 Out-of-sample 1-month-ahead 90% diversity interval estimates. The straight line is the realized US equity market diversity process, based on the data used in Fernholz (2002) . The two dotted lines are the estimated upper and lower diversity quantiles when using the GTS model with regime-structure specified in Table 4 . The two dot-dashed lines are the estimated upper and lower diversity quantiles when using the classical AR(1)-GARCH(1, 1) model. The backtesting period goes from January 1975 to December 2001, for a total of 324 monthly observations All models considered in this paper function quite well in constructing 1-monthahead confidence bound predictions. In particular, when performing standard overall frequency tests for the total number of exceedances 7 (realized values which lie outside the estimated confidence intervals), a rejection of the null hypothesis of unconditional unbiasedness of the estimates never materialized.
As is shown in the next section, computing accurate predictions for the diversity direction (increase or decrease) in the next period is crucial to developing a good trading strategy. For this reason, we search for accurate rules to predict 1-month-ahead diversity directions reasonably well. The first rule is based only on the median of future possible scenarios. We say that if the median of the 1-monthahead diversity scenarios is bigger than today's diversity, diversity has a tendency to increase. On the contrary, if the median of the 1-month-ahead diversity scenarios is lower than or equal to today's diversity, diversity tends to decrease. Based on this rule, we backtest the predicted diversity directions using the realized values. In particular, we compute the probability to forecast correct diversity directions using the GTS model in comparison to the classical AR(1)-GARCH(1, 1) model and the extended GRS model. Results are summarized in Table 8 . Table 8 clearly shows the GTS model potential to predict diversity directions is superior to the standard AR(1)-GARCH(1, 1) model. The extended GRS model is even less accurate than the classical AR(1)-GARCH(1, 1) model. In about 6 out of 10 cases using the GTS model we are able to correctly determine the one-periodahead diversity direction.
We also investigate whether a rule that takes into account other quantiles of the distribution of the future possible diversity values can improve the probability of determining 1-month-ahead diversity directions correctly. Thus, as a second rule we say that if the median of the 1-month-ahead diversity scenarios is bigger than today's diversity and if the lower 5%-quantile of the 1-month-ahead diversity scenarios is nearer to today's diversity than the upper 95%-quantile, diversity tends to increase. Conversely, if the median of the 1-month-ahead diversity scenarios is lower than or equal to today's diversity and if the upper 95%-quantile of the 1-month-ahead diversity scenarios is nearer to today's diversity than the lower 5%-quantile, diversity tends to decrease. The resulting probabilities for a correct prediction of 1-month-ahead diversity directions using the GTS model, the AR(1)-GARCH(1, 1) model and the extended GRS model are summarized in Table 8 . Based on this rule, too, the GTS model clearly outperforms the alternative competitors. Probabilities of detecting the right diversity direction are higher than those from rule 1 (in about 7 out of 10 cases we predict the right direction using the GTS model). Note that rule 2 allows us to make a decision on future diversity direction in about 85% of cases using the GTS model. In the remaining 15% of cases, median and higher/lower quantiles of the 1-month-ahead diversity distribution yield contrasting signals on the future diversity direction.
Probabilities of correctly predicting 1-month-ahead diversity direction are fairly constant among the three optimal regimes estimated in the GTS model. An important finding is that almost all observations for which rule 2 yields no decision regarding the direction future diversity will take are classified in regime 2. In fact, regime 2 is characterized by contrasting past information from the market (i.e., past returns of the Fama and French B.H and S.H benchmark portfolios) that in some cases provides no clear signal as to the future behavior of the diversity process.
Results for 1-month-ahead predictions of diversity directions are shown graphically in Fig. 4 for a GTS estimation. Circles, triangles and squares indicate observations where rule 2 predicts an increase in diversity, a decrease in diversity and does not yield a decision, respectively. Figure 4 illustrates that, using rule 2 and the GTS model, we are able to predict accurately the direction of the diversity process, especially during periods when diversity continues to increase or decrease. Moreover, the direction of the diversity process is particularly well predicted during events like the stock market crash of October 1987, the months before the stock market crash of March 2000 and the contraction period between July 1990 and March 1991.
In this paper we do not provide multi-step-ahead forecasts for the diversity process. The GTS model does not directly yield transition dynamics for the diversity process and for all related exogenous predictor variables. However, multi-stepahead forecasts can be computed in a standard way using simulation and modelbased bootstrap. Note that in such cases we need explicit univariate time-series models for each predictor variable in addition to the GTS model for the diversity process or a general multivariate model for diversity and all the other predictors.
A diversity based trading strategy
In this section we implement a portfolio strategy based on the one-period-ahead diversity direction forecasts introduced above. Once we have diversity direction Fig. 4 Out-of-sample 1-month-ahead predictions of diversity directions using the GTS GARCH model. Decisions are taken according to rule 2. The straight line is the realized US equity market diversity process, based on the data used in Fernholz (2002) . Circles, triangles and squares indicate observations where the rule predicts an increase in diversity, predicts a decrease in diversity and does not yield a decision, respectively. The backtesting period goes from January 1975 to December 2001, for a total of 324 monthly observations forecasts (from rule 2 and the GTS model as explained in the last section) the portfolio strategy is constructed using the following algorithm. We test the profitability of this strategy on monthly US market data. The testing period goes from January 1975 to December 2001. Data for the diversity-weighted S&P500 portfolio are provided by INTECH. Consistent with INTECH portfolio management policies, we estimate the turnover for the diversity-weighted index to about 12% a year (if it is traded every month), but this combines buys and sells, so actually 24% of the value of the portfolio will be traded on average every year. This means that the total cost is 0.24 × 20 = 4.8 bp of trading cost a year. In order to take into account management costs as well, we subtract 4.8 bp annually from the gross performance of the diversity-weighted S&P500 portfolio. This clearly affects the performance of our strategy, too.
To evaluate the performance of this portfolio strategy we compare its cumulated returns as well as annualized volatility and total Sharpe ratio to those of the cap-weighted and diversity-weighted S&P500 portfolios, used as benchmarks. The results are summarized in Table 9 . Surprisingly, a simple switching strategy between two highly correlated market portfolios can drastically increase the returns while showing similar volatility patterns. In particular, the yearly improvement of our strategy over the cap-weighted S&P500 portfolio is about 61 bp. Notice that the corresponding improvement for the diversity-weighted S&P500 portfolio is only about 37 bp.
To gain even more empirical evidence of the benefits of the proposed strategy, we compute rolling 1-year Sharpe ratios beginning January 1976 to the end of the testing period. We perform the statistical t-type and sign-type tests firstly introduced by Diebold and Mariano (1995) and described extensively by Audrino and Bühlmann (2004) on differences of Sharpe ratios using our strategy and the diversity-weighted S&P500 against the standard cap-weighted S&P500 8 . The results are summarized in Table 9 .
The t-type tests yield significant differences at the 5% confidence level only in the comparison between our strategy and the cap-weighted S&P500, favoring the former over the latter. No significant differences in terms of Sharpe ratios are found between the cap-weighted and the diversity-weighted S&P500. This may be just a fact of low power due to non-Gaussian observations. However, the sign-type tests, which are robust against deviations from the Gaussian model, confirm and strengthen this result. In terms of Sharpe ratios, our strategy is significantly better than the cap-weighted S&P500 already at the 1% confidence level. As before, this is not the case when confronting cap-and diversity-weighted S&P500 portfolios.
To end this analysis we would like to make some remarks about the transaction costs involved in our strategy that have not been considered so far. From historical data we estimated the turnover needed to switch from the diversity-weighted to the cap-weighted S&P500 portfolio, and vice versa at about 14% (see, also, Fernholz 2002, p 146; Fernholz et al. 1998) . We multiply this number by the standard 20 bp rate applied by brokerage houses and subtract the resulting cost from the monthly performance of our strategy. The yearly improvement over the capweighted S&P500 portfolio decreases to about 42 bp. Hence, most gains over the cap-weighted S&P500 portfolio remain after considering switching costs.
Conclusions and suggestions for future research
We have shown that monthly changes in market diversity can be modeled by an AR(1)-GARCH(1, 1) process, and that it is possible to forecast the 1-month-ahead change in diversity using this AR-GARCH model along with the GTS model (Audrino and Trojani 2003) . The GTS model used various macroeconomic variables as well as the Fama and French benchmark portfolios as input. This combined model correctly predicted the direction of the next month's change in diversity about 70% of the time. When these predictions were used to switch between cap-weighted and diversity-weighted S&P500 portfolios, the strategy performed about 65 bp better than the cap-weighted S&P 500 alone, and it did so without increasing the risk. Even after reasonable transaction costs were subtracted, the strategy continued to perform significantly better than the standard S&P500 index.
These results show that it is possible to improve the performance of a wellknown index such as the S&P500 significantly by exploiting diversity weighting enhanced by monthly forecasts of changes in diversity. There are other possible applications of diversity forecasting that we have not investigated but that might be the concern of a future study. For example, the possible use of diversity forecasting for asset allocation between indexing and active management would appear to be an area of particular interest. Moreover, the forecasts we have produced here are relatively short term; it would be interesting to develop longer-term diversity forecasts.
where n t=1 U t;model = out-of-sample M-MAE.
We consider also the sign ofD t,wk : 1, . . . , n, w, k = 1, . . . , 3, w < k.
Statistics based on time averages D wk and W wk of D t,wk and W t,wk allow us to investigate whether there is a systematic difference in out-of-sample forecasting power between the different models. Tests based on D t,wk are t-type tests, while tests based on D t,wk are sign-type tests. In a similar way, one can proceed by using a different out-of-sample goodness of fit statistic, like V-MAE, M-MSE or V-MSE.
In our application, we compute tests based on all such statistics and report those for the M-and V-MAE statistics. The MCS is defined as the smallest set of models which, at a given confidence level α, cannot be significantly distinguished on the basis of their forecasting power. The MCS is determined after sequentially trimming the set of candidate models, which in our application consists of the simple AR(1)-GARCH(1, 1) model, the two-regime extended GRS model, and the GTS model. At each step of such a trimming procedure, the null-hypothesis of equal predictive ability (EPA) H 0 : E[D t,wk ] = 0, ∀w, k ∈ M (respectively, H 0 : E[W t,wk ] = 0) is tested for the relevant set of models M at a confidence level α. In a first step, M consists of all models under investigation. If, in the first step, H 0 is rejected, then the worst performing model according to the relevant criterion is eliminated. The test procedure is then repeated for the new set M of surviving models, and it is iterated until the first non rejection of the EPA hypothesis occurs. The set of resulting models is called the model confidence set M α at the given confidence level α. In our application we work with α = 0.05, 0.10.
Our tests of EPA are based on the range statistic T R and the less conservative semi-quadratic statistic T SQ :
where the sum in T SQ is taken over the models in M, D kw = n −1 n t=1 D t,kw , and var(D kw ) is an estimate of var(D kw ) obtained from a block-bootstrap of the series D t,kw , t = 1, . . . , n. Using statistics T R or T SQ , we test the null hypothesis EPA at confidence level α for model set M. If hypothesis EPA is rejected for model set M, we compute a worst performing index, in order to trim the worst performing model from M.
The worst performing index for Model k is computed as the mean across models w = k of statistic D wk . More specifically, it is defined as D k / var(D k ), where D k = mean w =k∈M D kw . As above, our estimate of var(D k ) is based on a blockbootstrap. The model with the highest worst performing index is finally trimmed from M. Consistency of estimates of the (asymptotic) distributions of T R and T SQ can be proved under mild regularity conditions on the bootstrap. For more details, see Hansen et al. (2003) .
