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In this study, we consider how the wave number selection in spherical Couette flow, in the
transition to azimuthal waves after the first instability, occurs in the presence of noise. The outer
sphere was held stationary, while the inner sphere rotational speed was increased linearly from a
subcritical flow to a supercritical one. In a supercritical flow, one of two possible flow states, each
with different azimuthal wave numbers, can appear depending upon the initial and final Reynolds
numbers and the acceleration value. Noise perturbations were added by introducing small
disturbances into the rotational speed signal. With an increasing noise amplitude, a change in the
dominant wave number from m to m 6 1 was found to occur at the same initial and final Reynolds
numbers and acceleration values. The flow velocity measurements were conducted by using laser
Doppler anemometry. Using these results, the role of noise as well as the behaviour of the
amplitudes of the competing modes in their stages of damping and growth were determined.
Published by AIP Publishing. https://doi.org/10.1063/1.5011349
It is well known for many dynamical systems that both
noise and forcing can cause instabilities, shifting of bifur-
cation parameters, or pattern selection in the flow after
the instability. In nature, in spherical flows with rotation,
such as flows in the Earth’s mantle and the atmosphere,
noise and forcing are combined. These flows undergo the
action of non-uniform in time Earth rotation and time
dependent external heating. To estimate quantitatively
the role of noise in the presence of forcing, we carried out
experiments on wave number selection for rotating
spherical flow, when its state changes from subcritical to
a supercritical one. Noise is injected to the flow by rela-
tively small, irregular in time perturbations in the
imposed rotation rate and forcing—by rotation with
acceleration. The obtained results provide insights into
nonlinear interactions and energy exchange between the
competing modes in model flows and can be extended to
other dynamical systems.
I. INTRODUCTION
The occurrence of multiple, coexisting intransitive solu-
tions, either as steady equilibria or more complex, time-
dependent states in the same region of parameter space, is
commonly encountered in strongly nonlinear dynamical sys-
tems, especially those possessing certain spatio-temporal
symmetries. Numerous examples have been reported among
experiments in fluid flow in which the principal mode of
instability is in the form of spatially periodic cells or travel-
ling waves.1–5 After the first instability in Taylor-Couette
flow, for example, multiple stable solutions with different
axial wave numbers can be observed at the same Reynolds
numbers, the state observed depending upon the initial flow
state and the rate of angular acceleration of one of the rotat-
ing boundaries;1,2 the accelerations are determined by the
initial and final Reynolds numbers and the time of transition
between them.
The selection of one from at least two competing linear
modes in spherical Couette flow (SCF)—the flow of viscous
fluid in the gap between concentric spherical boundaries,
induced by their rotation about a common axis—is under
study in this paper. Subcritical SCF is stationary and sym-
metric about the axis of rotation and equatorial plane and
loses its stability with increasing Reynolds number: Re ¼ X
r1
2/, where r1 is the radius of the inner sphere, X is the rota-
tional angular velocity, and  is the kinematic viscosity.
Flow structures caused by the first instability are determined
by the relative gap size or aspect ratio, d¼ (r2 – r1)/r1, where
r2 is the radius of the outer sphere. In shallow layers (for
which the aspect ratio d < 0.24), Taylor vortices6 first
appear as a result of flow instability; vortices are steady for
d > 0.02.7 Taylor vortices can be symmetric about the axis
of rotation, as well as asymmetric about the equatorial
plane.8,9 Asymmetric modes can occur in both hemispheres
and their location typically depends on random effects.8 In
wide gaps (d > 0.42), secondary flow after the first instabil-
ity takes the form of azimuthal waves, which are generally
asymmetric about the equatorial plane and propagate at a
rate dependent upon the inner sphere rotation, and whose
a)Author to whom correspondence should be addressed: maria.gritsevich@
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dominant wave number decreases with increasing gap
size.10–12
The possibility of multiple stable flow states in SCF was
found for the first time in shallow layers.13 It was demon-
strated experimentally14 that secondary flows in thin layers
with 0, 1, and 2 Taylor vortices can appear in each hemi-
sphere, depending upon the final Reynolds numbers and the
acceleration of the inner sphere starting from subcritical
flow, with the outer sphere at rest. One can see in the results
presented14 that, in a certain range of final Reynolds numbers
and rates of acceleration of the inner sphere, it is impossible
to predict the flow state type. It appears that the selection of
the number of Taylor vortices under these conditions was
random.
Multiple flow states are possible also in a wide spherical
gap, for example, at d ¼ 1, which is the configuration under
study in this paper. With this aspect ratio, the stability limit
was found to occur at Rec¼ 460 6 2.10,11 The case d ¼ 1 is
especially interesting for investigation because calculated
marginal stability curves, corresponding to the onset of linear
instability for azimuthal waves with wave numbers m¼ 3
and m¼ 4 [Fig. 1(a)], cross near this gap size.12 It means that
growth rates, k3 and k4 for linear modes m¼ 3 and m¼ 4, are
close, but not equal to each other. Near the threshold of
instability in the case of d ¼ 1 k3 < k4,11 suggesting that an
azimuthal wave with m¼ 4 would be preferred.
Uncertainties are always present in experiments, but with
small noise levels it is found that mode m¼ 4 remains the
preferred azimuthal wave, which is always established under
conditions of quasi-static increases in Reynolds number.10,15
After the first instability, hysteresis between azimuthal wave
numbers, m, was observed in experiments between either a
quasi-static increase in Re (favouring m¼ 4) or a decrease
(favouring m¼ 3). When the final Reynolds number, Refin,
was held constant and lies inside the observed region of hys-
teresis (462<Re< 525), a loss of stability with increasing
acceleration rate or decreasing initial Reynolds number
results in a transition from 0 ! 3 instead of 0 ! 4, where
“0” denotes the basic axisymmetric flow.15
The reasons for multiple flow states appearing under the
action of different initial flow states and accelerations are
well known for certain shallow and deep spherical layers. In
a (Re, torque) bifurcation diagram for a thin layer direct
numerical simulation (DNS) with d ¼ 0.18,16 the “preferred”
2-vortex flow is situated on the same branch as the initial 0-
vortex flow, while the 1-vortex flow position is on another
non-intersecting branch. Imposing rapid accelerations in the
forcing prevents switching between the branches, likely due
to the long growth timescale of linear instability, and in this
case a 0 ! 2 transition occurs.16 When acceleration is slow
and its duration is longer than the linear instability e-folding
timescale, a 0 ! 1 transition takes place. In a wide gap (d
¼ 1) inner sphere acceleration results in a redistribution of
the kinetic energy of the flow in space and time.17 First, the
meridional circulation and azimuthal velocity maxima are
shifted for a short time from the poles towards the equatorial
plane. Second, the meridional component of kinetic energy,
EW, reaches its stationary value earlier than the azimuthal
component, EU, which implies an increase for a short time of
the ratio EW/EU, compared with the steady boundary rota-
tion. Under steady boundary conditions, EW/EU is seen to
increase with d,18,19 together with the wave number after the
first instability decreases. So a short-term increase in the rel-
ative part of the meridional energy during acceleration of the
boundaries can be considered as approximately equivalent to
a short-term virtual increase in the relative gap size. This
interpretation is consistent with the observed change in wave
number from 0! 4 to 0! 3 under the action of an accelera-
tion. It was shown in some range of initial values of Reinit at
small acceleration rates that the preferred mode (m¼ 4) is
the same as for a quasi-static increase in Re, while with
larger acceleration rates the wavenumber selection became
essentially random.15 It was suggested that random wave
number selection, with acceleration values increasing within
a restricted range of initial Re, can be explained by the influ-
ence of noise imposed in the form of deviations of the inner
sphere rotational velocity from given values.17
In experiments and in nature, one generally cannot
observe rotation of mechanical systems without experiencing
at least some deviations from its average value. In nature, for
example, there are well-known rotating neutron stars—
pulsars, which emit radio pulses which are expected to be
synchronized with the stellar rotation and hence highly regu-
lar and periodic (see, for example, Ref. 20). The physical ori-
gin of timing irregularities, which are commonly observed in
the form of noisy, short-term fluctuations in the timing and
amplitude of radio pulses20—remains unclear. Noise in these
pulses is probably indicative of irregularities in the pulsar
rotation rate. Short-term fluctuations are often interpreted as
having been caused by a sudden increase in the angular
velocity of the pulsars associated with “starquakes,” and a
detailed description of the analogy between pulsars and phe-
nomena in SCF can be found in Ref. 21. The rotation of the
Earth itself, as measured by space geodetic techniques, is
also subject to fluctuations of order 0.1 ms on a variety of
timescales, ranging from days to decades and longer.22
These fluctuations both in the length of the day and in the
pole of rotation are generally attributed to changing motions
in the Earth’s atmosphere, oceans, and fluid core and their
mutual angular momentum conserving interactions with the
solid planet. So, there is a need to understand the influence
of irregularities in background rotation on various flow
systems.
For SCF, even if the influence of a constant acceleration
rate is predictable, the response of the system for weak noise
in the rotation rate up to now has been unclear. Of course,
the effect of noise has been well studied for many classes of
dynamical system.23 For example, additive noise can gener-
ate both a small shift in the critical values of a bifurcation
parameter24 and instability in rotating shear flows.25 Noise
injection can also lead to a frequency selection effect26 and
the creation of new states,27 since, in the presence of noise, a
temporally coherent state may appear.28 But up to now only
one experimental work is known where the influence of
external noise on the first and higher instabilities in SCF was
studied.29 It was shown in that study that, in the presence of
small artificial disturbances, introduced into the flow by an
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acoustic transducer, a shift in the critical Reynolds number
of the first instability is small in comparison to its value.
The aim of this study is a detailed experimental investi-
gation of the influence of weak noise perturbations on the
flow state selection in SCF beyond the first instability. In
particular, the case, where the final Reynolds number is
reached following inner sphere acceleration from a subcriti-
cal flow to a supercritical one, is under consideration.
Section II describes the experimental configuration and how
the experiments were run, while Sec. III presents the main
results. The main conclusions are summarised in Sec. IV,
together with a discussion of their significance.
II. RESEARCH METHODS AND MATERIALS
A schematic diagram and a photograph of the experimental
setup are shown in Figs. 1(b) and 1(c). A spherical layer was
formed by two concentric and coaxial spheres, 0.075 and 0.150
m in radii, made from optically transparent acrylic resin. The
aspect ratio of this layer was d ¼ 1. The spherical gap was filled
with transparent silicon oil with a small addition of aluminium
powder (less than 0.002% by volume) with the purpose to visu-
alize the flow structure by the scattered light. The kinematic vis-
cosity of the oil was about ¼ 5  105 m2/s at 22 C. To limit
temperature deviations to within 60.05 C, the spheres were
placed in an optically transparent thermostat filled with circulat-
ing silicon oil. The inner sphere motion was controlled by a ded-
icated signal processor through a DC motor. Instantaneous
values of the inner sphere angular velocity X were obtained by
a standard method as the time derivative of a phase signal, deter-
mined from a rotation speed sensor (HEDS-5540) attached to
the motor shaft. X could be kept constant or changed from ini-
tial to final X values linearly in time with constant angular
acceleration a¼ dX/dt. The control system maintained average
FIG. 1. (a) Contour lines of radial
velocity component in equatorial plane
for azimuthal waves with m¼ 3 and
m¼ 4. The numerical simulations were
done using the code, described in Ref.
34. (b) Scheme of the experimental
setup. (c) Picture of the experimental
setup.
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magnitudes of a and X with an accuracy of 60.05% (one can
present X as a linear dependence on t by least squares fitting
from which the error could be estimated). Some deflections
from average values may be considered as a form of “noise”
in the boundary conditions. As a quantification of the noise









the relative root mean square deviations of X(t) from its mean
value, where K is the length of the time series in numbers of
timesteps. Because the end of damping and subsequent stage of
growth for two competing linear modes occur after Refin is
reached,15 we calculate value of N after the end of the accelera-
tion phase. In our experiments, control settings were able to
maintain X(t) to a precision N less than 0.95% from the pre-
scribed values of X, and this was effectively the minimum level
of noise in these experiments. To investigate the influence of
noise on flow state selection, however, we needed systematically
to increase the noise amplitude. In our experiments, we used the
maximum level of N, caused by imposed artificial disturbances,
which was not more than 1.14%, constrained by technological
features of our setup. Artificially imposed small disturbances
with a controlled amplitude were introduced to the X(t) signal
to increase its rms variability. These disturbances were gener-
ated inside the control system. The aim of this system in the
absence of additional noise is to produce at every time step a
driving signal proportional to the difference between the actual
and specified values of X. When we preset a nonvanishing
amplitude of the imposed noise, the desired value X(t) was
changed by the addition of a uniformly distributed random value
(which could be positive or negative), received from a random
number generator. The amplitude of disturbances in each experi-
ment was proportional to X(t) for a given N and therefore statis-
tically stationary for time intervals with a fixed X(t). The actual
X(t) signals were recorded to a PC for subsequent processing;
X(t) without additional noise and with the maximum amplitude
of additional noise are plotted for comparison in Fig. 2(a). The
corresponding spectra, shown in Fig. 2(b), demonstrate near-
uniform amplitudes in a broad band of frequencies (on both
sides of a peak frequency at 4.5 Hz) and this is an attribute of
“white” noise. The difference between the spectra of X(t) sig-
nals with and without added noise of the largest amplitude
seems to be imperceptible, because in both cases the origin of
the noise is due to the action of the control system. So, the noise
which we use in our experiments looks like white multiplicative
noise, in accordance with its origin and kind of spectrum.
Fluctuations of the azimuthal velocity component were
measured by laser Doppler anemometry using a forward
scattering optical scheme, with the 25 mW HeNe laser and
photo detector placed on different sides of the measurement
volume. The high signal-to-noise ratio for our forward scat-
tering optical arrangement allows us to obtain reliable mea-
surements in both cases, either with one rotating sphere or
with both spheres rotating independently. The LDV mea-
surements and flow structure visualization were conducted
simultaneously, similarly to the experiments described in
Ref. 30. Measurements were carried out near the immobile
outer sphere at a point located at a distance of 0.078 m from
the equatorial plane and 0.105 m from the axis of rotation.
The available range of velocities was from 0.005 to 1 m/s;
the time series were recorded via an AD-converter for further
processing. The data acquisition sampling rate was 19.9 Hz,
while the frequency of the periodic flow after the first insta-
bility with the above-mentioned oil viscosity was 0.32 Hz
(m¼ 3) or 0.43 Hz (m¼ 4). The wave number of the second-
ary flow was obtained by counting the frequency of vortex
transits.
The aim of each experiment was to determine the termi-
nal wave number m of the secondary flow at fixed specified
values of acceleration rate and noise level. Each experiment
was carried out in the following way: first of all, for a chosen
noise amplitude, the stationary flow before the first instabil-
ity with constant Reinit was maintained (for not less than
20 min) and flow velocity measurements were begun. Then
the acceleration of the inner sphere was started (with a linear
in time variation of Re) from Reinit up to Refin, after which
Refin was maintained constant for not less than 30 min.
Secondary flow developed during the time of acceleration
and for some time after its end, resulting in one of the two
possible modes. The established mode cannot be changed
under current experiment conditions. Therefore, the next
experiment in a sequence starts from the very beginning with
newly set values of acceleration rate and noise level.
Increases in Re also corresponded to increases in rmsðXðtÞÞ.
In order to eliminate the influence of a possible “memory
effect” from previous flow states in the working fluid and in
accordance with the methods used in Ref. 31, the inner
sphere was held at rest for not less than 20 min between dif-
ferent runs. When needed, the experiments were repeated to
ensure they led to reproducible results. In our experiments,
flow velocity measurements were carried out with constant
acceleration for the case when acceleration was begun from
Reinit ¼ 100 and was completed at Refin ¼ 500.
The flow state observed is determined by seven dimen-
sional parameters: r1, r2, , Xi, Xf, Dt, and the noise ampli-
tude. In addition to the relative gap size d, Reinit, Refin, and
FIG. 2. X(t)/2p signal with 20s time length (a) and its amplitude spectral
density (b): top [(a) and (b)] N¼ 0.0112, bottom [(a) and (b)] N¼ 0.0095.
Both signals and spectra are separated by shifting along the vertical axes.
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the relative noise amplitude N, we use the dimensionless
inner sphere acceleration




2/ is the radial diffusion time31 and Dt is the time
needed to achieve Refin from Reinit. In presenting the experi-
mental results, we use the dimensionless time s ¼ t/(r12/).
III. RESULTS AND DISCUSSION
First of all, we investigated whether small quasi-
random disturbances in the rotation rate of the inner sphere
affected the selection of the secondary flow mode in the
absence of accelerations. In this sequence of experiments,
Re was increased step by step, giving enough time for any
transition from unsteady to steady-state flow to take place.
In the absence of additional noise, the first transition for
the gap aspect ratio d ¼ 1 was at Rec¼ 460 6 2 and was
free of hysteresis, in contrast to the case for shallow
layers,32 and occurs in accordance with linear instability
theory.10,11 The solution of the linearized Navier-Stokes
equations for this situation11 demonstrates exponential
growth or decay of perturbations, and the real part of the
exponent is the decrement/increment k. In the range of Re
from 460 up to 500, increments of growth for linear mode
k4 (m¼ 4) are greater than the corresponding increments
for linear mode k3 (m¼ 3).11,33 So, when Re increased
quasi-statically (or step by step), secondary flow after the
first instability with m¼ 4 was established. In this experi-
ment, it needed too much time (several hundred inner-
sphere revolutions) to observe the threshold of the first
instability with Re increasing. A more precise method to
define Rec for a Hopf bifurcation, both in experiments and
calculations, was to find the amplitudes of supercritical
oscillations at different values of Re>Rec. It was shown
34
for a wide gap, d ¼ 1.27, for which these amplitudes,
derived by DNS, are proportional to (Re – Rec)
1/2 near the
critical point. This relation allows the estimation of the
value Rec from a parabolic fit. In our case, with d ¼ 1, the
amplitudes of secondary flow oscillations with m¼ 4,
received from LDV measurements, are plotted as a func-
tion of Re in Fig. 3. Even a parabolic approximation based
on just three points shows that, both with and without addi-
tional noise, possible differences in Rec are negligible (for
Re< 466 all points fit onto a solid curve, corresponding to
the case without additional noise).
Now let us consider the influence on the wave number
selection of imposing additional noise in the presence of
acceleration. More interesting is the case with m¼ 3 in the
secondary flow in the absence of additional noise. When
transition from Reinit to Refin through Rec occurs with accel-
eration, the relation between the increments k3 and k4 is
found to change. Thus, results of numerical calculations
show that, with Reinit decreasing
33 or with acceleration
increasing,17 short-term conditions arise which lead to k4
< k3. This is a reason for selection of secondary flow with
m¼ 3, because the flow keeps a memory of its history. We
suggest that the above-mentioned short-term conditions may
be “forgotten” in the presence of additional noise, and a tran-
sition from 0! 4 may be possible under the action of addi-
tional noise instead of transition 0 ! 3. Our suggestion is
consistent with a well known result: in the Lorenz model
with random forcing, it was shown that noise causes an addi-
tional loss of memory.35 Wave numbers m, obtained from
visualization observations at Reinit ¼ 100 and two values of
acceleration, are presented in Fig. 4 as a function of N.
Every point in Fig. 4 represents the result of determining m
obtained in corresponding experiment. It is clearly seen that,
for each acceleration value, an increase in N leads to a
change of preferred mode, namely, from a transition 0 ! 3
to transition 0 ! 4. Moreover, the threshold level of noise
required for the change of m depends on the acceleration
rate.
The data from experiments, such as presented in Fig. 4
and also obtained by means of visualization, are summarized
in Fig. 5. Every point in Fig. 5 is the result of several indepen-
dently executed experiments (as detailed in Sec. II) and
denotes the threshold value of N at which a change from
m¼ 3 to m¼ 4 was found to occur with N increasing at a con-
stant value of dRe/ds. A range of 200–2000 for dRe/ds was
found to be sufficient to investigate the influence of a given
FIG. 3. Amplitudes of secondary flow with m¼ 4: open symbols (solid line
as approximation)—N¼ 0.0095 and dark symbols (dashed line)—N¼ 0.01.
FIG. 4. Wave number m depending on noise level N in the case Reinit ¼ 100.
Triangular symbols correspond to m¼ 3 and square—m¼ 4. Open sym-
bols—dRe/ds ¼ 636 and dark symbols—dRe/ds ¼ 795.
053110-5 Zhilenko et al. Chaos 28, 053110 (2018)
level of noise on the wave number selection. Solid lines repre-
sent cubic spline approximations to the experimental points.
Above each approximation line in Fig. 5, the wave number is
m¼ 4, while under the line, the flow is dominated by m¼ 3.
Each approximation line rises to a local maximum and the
greater the initial Re, the larger the acceleration corresponding
to this maximum. Note that although the approximation
applied in our study cannot pinpoint the exact position of the
maximum, it reveals the general qualitative behavior. Two
consequences may be deduced from these results. First, with
increasing dRe/ds at a large enough constant N level (for
example, 0.0115<N< 0.013 at Reinit¼ 100 shown as closed
symbols in Fig. 5), we observed two changes of m. At small
acceleration rates (dRe/ds < 1000) we observed a change of
m from 4 to 3, while at larger rates (dRe/ds > 1500) we
observed a transition 0! 4 instead of 0! 3. Second, thresh-
old curves were found to depend on Reinit: with increasing
Reinit, the threshold values of dRe/ds became larger. It is inter-
esting to note that these consequences from experimental data
are in agreement with numerical results, obtained earlier
with fixed Refin
17 where, in the Reinit - dRe/ds diagram, the
same sequence of changes to the dominant wave number 4
! 3! 4 was observed with dRe/ds increasing. It is possible
that a velocity field divergence greater than 106 (due to the
controlled inaccuracy of the numerical calculation algorithm)
in the previously mentioned numerical results may be consid-
ered as additional noise. The dependence of thresholds on
acceleration rate for the case Reinit ¼ 100 seems to be asym-
metric about the maximum (Fig. 5). It means that, at a con-
stant and sufficiently small noise level N< 0.011 and dRe/ds
no larger than 2000, there is only one change of dominant
wavenumber from m¼ 4 to m¼ 3 (or one needs to increase
dRe/ds still further to find the other alteration of wavenum-
ber). Just the same results—a 0 ! 3 transition instead of 0
! 4 with dRe/ds increasing—were observed earlier in experi-
ments without additional noise,15 where control settings
provided a smaller minimal N in comparison with the same
quantity used in this work.
The results presented in this study therefore demonstrate
three possible scenarios for wave number selection as a func-
tion of noise amplitude. The first scenario is realized for very
small noise amplitudes, and the wave number m¼ 3 appears
to be independent of acceleration rate. This first scenario was
observed in experiments and calculations,15,17 when acceler-
ation was begun from the state of rest or with very slow flow
(Reinit ¼ 0–10). In the second scenario, for bigger noise
amplitudes, one (from 0! 4 to 0! 3) or two (from 0! 4
to 0 ! 3 at smaller values of dRe/ds and from 0 ! 3 to 0
! 4 at larger values) transitions were found to occur. The
second scenario was revealed with 100<Reinit< 450 as the
result of direct numerical simulations.17 The third scenario,
not observed before, arises with large enough noise ampli-
tudes and resulted in the wave number m¼ 4 appearing inde-
pendently of the acceleration rate. The first and third
scenarios are the simple marginal cases. In the first scenario,
a significant acceleration influence allows one to ignore the
presence of noise; cases where noise takes no action are well
known (see, e.g., Ref. 36) In the third scenario, a large noise
level allows neglect of the influence of prehistory, induced
by acceleration, but this does not contradict the results
obtained in Ref. 35. The most complex is the second scenario
with extreme noise-to-acceleration ratio.
At the left hand ascending part of each approximated
regime boundary in Fig. 5, increasing N leads to an increased
value of dRe/ds necessary to bring about the change from 0
! 4 to 0 ! 3, while at the descending side of the regime
boundary, larger values of dRe/ds lead to a lower threshold
value of N. At the ascending part, increasing dRe/ds leads to
an amplification of the factors favouring a change of pre-
ferred wave number from 4 to 3, as discussed in the introduc-
tion. The descending part may probably be explained as
follows. As was mentioned above, the flow is unsteady both
during acceleration and for some time after its completion.
The quicker the acceleration is, the larger is the full unsteady
time,17 and the less noise amplitude is necessary for a transi-
tion between modes. So, the wave number selection under
action of both acceleration and noise is a complicated prob-
lem, and below we only consider part of it, namely, the influ-
ence of noise at a fixed acceleration value.
To elucidate the role of noise in wave number selection,
the behaviour of the amplitudes of competing modes [A3(s)
for m¼ 3 and A4 (s) for m¼ 4, respectively] during their
stages of damping and growth was examined from time
series of measured flow velocity u(t). A detailed description
of the behaviour of axisymmetric modes under acceleration
was carried out in a series of numerical experiments37 in
cylindrical Taylor-Couette flow. These authors have shown
that, for all linear modes, a short period of decay occurs
before exponential growth begins. Even if the preferred
mode is initially damped faster than some of the others, it
begins to grow before the other modes and its linear growth
rate is larger as well. The same kind of behaviour of the
amplitudes of the non-axisymmetric linear modes—in which
a preferred mode begins to grow earlier than the others—
FIG. 5. Thresholds of wave number alterations: symbols—experiment
results, lines—approximation, open symbols correspond to Reinit ¼ 0, and
closed symbols correspond to Reinit ¼ 100. The area under every line corre-
sponds to the case when 0 ! 3 transition occurs, the area above—to the
case of a 0 ! 4 transition. Sizes of the error bars correspond to the differ-
ence between neighboring N values with different m and error bars range
from 104 to 5104.
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was observed in experiments with an acceleration of the
inner sphere in Ref. 15.
In our experiments, to avoid operating with large noise
levels, measurements were carried out at an acceleration rate
dRe/ds¼ 398 (see Fig. 5). Two methods were used to define
the evolution of modal amplitudes in time. In the first, the
same as in Ref. 15, amplitudes were represented as the ampli-
tudes of corresponding components of the frequency spectrum
obtained via a Fast Fourier Transform (FFT), applied to a
constant-width window moving along the time axis. In the
second method, analogous to Ref. 38, we calculated A3(s) and
A4(s) using the Hilbert Transform (HT). In the latter method,
it is necessary to extract components u3(t) and u4(t) first, cor-
responding to the modes m¼ 3 and m¼ 4, from the whole
original signal u(t). Because of the absence of other peaks,
except for f3 and f4, in the spectrum of u(t) it is sufficient to
use the band-pass filtering with a rectangular window based
on a FFT: ~u(f)¼FFT(u(t)), ui(t)¼FFT1(~u(fi6df)) (i¼ 3, 4),
where fi are known: f3¼ 0.32 Hz and f4¼ 0.43 Hz (Sec. II).
We tested different df values and selected df¼ 0.05 Hz for
both frequencies. We therefore use the case when rectangular
windows for neighboring frequencies f3 and f4 do not intersect
with each other; smaller values of df lead to non-uniform in
time amplitude oscillations for the damped mode, whereas
larger values do not improve the filtering.
For each mode, we define amplitude as the modulus of
the analytical signal
Ai tð Þ ¼ jui tð Þ þ iHTðuiðtÞÞj:
The main difference between the two approaches is that in
using a FFT to obtain the amplitude over a specific interval in
time, we use only part of the time series—a window, and the
result does not depend on the points outside of this window.
In contrast, using the HT method we obtain the time depen-
dence of each amplitude using all the points in the time series.
The resulting amplitudes of linear modes A3(s) and A4(s),
calculated by the first method (via an FFT in consecutive win-
dows), are shown in Fig. 6 as a function of non-dimensional
time s. Data correspond to the threshold for transition (from 0
! 3 to 0 ! 4) with relative noise level N¼ 0.0103. By this
example, it is possible to view the typical evolution of the
main linear modes. During the acceleration time (s¼ 4–6),
amplitudes are observed to rise to local maxima at around
s¼ 4.6, in agreement with the results of numerical simulations
under the action of an acceleration,17 where A3 became larger
than A4. This is followed by a short period when both modes
decay before a transition from damping to growth of both lin-
ear modes and the next significant evolution in time occurs at
constant angular velocity after the end of the initial accelera-
tion. This period of secondary growth also includes a linear
stage. The growth rate of the preferred mode is observed to be
not less than the one for the other mode. The preferred mode
goes on to achieve saturation, after which its amplitude
becomes approximately constant, while the other mode begins
its terminal decay after going through a secondary maximum.
This type of linear mode behaviour is common for all the
imposed noise levels used in our experiments and does not
appear to depend on the data processing method. Such behav-
iour of these linear modes in the presence of noise is in agree-
ment with results obtained earlier from numerical simulations
in cylindrical Taylor-Couette flow37 and other experiments in
SCF.15
Let us consider now how noise activity changes the
interactions of the linear modes. For this, it is necessary to
examine quantitatively the time evolution for the amplitudes
of the preferred (AP) and damped (AD) modes and the mag-
nitudes of their growth rates. The following parameters,
varying depending on noise level, are presented in Fig. 7:
• T1 ¼ tðADminÞ  tðAPminÞ is the time shift between points
APmin and ADmin;
• T2 ¼ tðADmaxÞ  tðAPminÞ is the time shift between the
beginning of preferred mode growth APmin and the maxi-
mum amplitude of damped mode ADmax.
The dependencies of T1 and T2 on noise level N are pre-
sented in Fig. 8. First of all, a good agreement is observed
between results obtained by means of both the first (FFT)
and second (HT) data processing methods; henceforth we
FIG. 6. Evolution in time: X(t)/2p—top line without symbols, u(t)—bottom
line without symbols, A4—line with square symbols, A3—line with triangu-
lar symbols every 5th symbol is plotted, and A4 and A3 are in log scale.
FIG. 7. A3(s) (line with triangular symbols) and A4(s) (line with square sym-
bols), calculated by HT; without additional noise (open symbols) and
N¼ 0.01 (closed symbols); time shift between different N cases is arbitrary.
053110-7 Zhilenko et al. Chaos 28, 053110 (2018)
present the data from the HT method only. The complete
time interval of linear mode interaction is designated as T2,
and increases with noise level growth for N< 0.0103.
However, it then displays a small jump with N around where
there is a change in wave number m from 3 to 4 in the sec-
ondary flow. Similar jumps in the magnitudes of the inferred
increments of linear growth, k3 and k4, were observed near
the noise level that corresponds to a change in m (Fig. 9).
The increment of linear growth, k, was defined as follows.
Every curve A(s), presented using a logarithmic amplitude
scale (e.g., Fig. 7), has a linear part for an interval after
reaching Amin; k is defined as the slope of this part, thus rep-
resenting an estimate of the local growth rate. The smallest
difference between k3 and k4 (Fig. 9) was found at the high-
est noise amplitude (of course, eliminating the area near the
alteration point, where the duration of the linear stage of
growth is minimal, relative to the other cases).
The overall picture of noise action is as follows: in the
presence of the noise the timescale of linear mode interaction,
T2, increases. The larger the noise level the stronger the damp-
ing of both linear modes and hence the smaller the differences
in parameters associated with linear mode interactions—i.e.,
the increments of growth and maximal amplitudes.
IV. CONCLUSIONS
In a series of spherical Couette flow experiments, we
have considered how the selection of one from two possible
wave numbers in the onset of azimuthal waves following the
first instability depends on noise amplitude in the presence
of an acceleration of the inner sphere. We have measured
velocity fluctuations in the case when Reinit¼100, Refin
¼ 500, and dRe/ds¼ 398 and only the noise amplitude was
varied from experiment to experiment (in every experiment
the mean noise amplitude was kept constant). The following
conclusions have been obtained. With noise amplitude
increasing, an alteration from a 0 ! 3 transition to a 0 ! 4
transition was observed. It was shown that the action of the
imposed noise leads to energy transfer from the initially pre-
ferred to the corresponding damped mode, increasing both
its maximum amplitude and increment of growth. The
imposed noise in the forcing also increases the total time-
scale of linear mode interactions, ranging from the beginning
of ultimate growth of the preferred mode to the time when
the damping mode reaches its maximum amplitude.
The sequence of data was obtained by means of flow
visualization at Reinit ¼ 0 and 100. It was revealed that sev-
eral scenarios for wave number transitions as a function of
noise amplitude can be observed with increasing acceleration
rate. At relatively “small” and “large” noise amplitudes, the
favoured wave numbers may remain constant—m¼ 3 in the
first case and m¼ 4 in the second case at any acceleration
rates. The values of “small” and “large” noise amplitudes
were found to be dependent on initial Re number, corre-
sponding to the beginning of the acceleration phase. At inter-
mediate noise levels, one change in wave number (from
transition 0! 4 to 0 ! 3) or two successive changes (from
transition 0 ! 4 to 0 ! 3 and then from 0 ! 3 to 0 ! 4)
were observed with acceleration rate increasing. The greater
the initial value of Re the larger the acceleration rates and
noise amplitudes that corresponded to m alterations. Further
experimental and numerical studies are needed to understand
the reasons behind these effects.
We suppose that investigations of noise action on the
flow state selection are very important not only for their appli-
cation to astrophysical objects, such as pulsars, but also to the
selection of circulation regimes in the atmosphere. In Ref. 39,
for example, a suggestion was made that for a better under-
standing of the selection of such atmospheric circulation
regimes, such as those involving interactions of Rossby waves
and transitions between them, it is necessary to consider state
dependent noise. Theoretical models have been used to esti-
mate the influence of noise action in condensed matter phase
transitions, for which the noise intensity was shown to be a
control parameter:40 a low noise intensity induces a phase
transition towards an ordered state, whereas strong noise plays
a destructive role. Such behavior can be expected to occur
also in pattern formation in fluid flow. In our experiments, the
role of weak and strong noise is not far from the situation
described above if we consider the transition to the mode
FIG. 8. Time intervals T1 (bottom) and T2 (top), open symbols—measured
from FFT calculations, closed symbols—measured from HT calculations,
depending on noise level N. m¼ 3—triangle symbols and m¼ 4—square
symbols.
FIG. 9. Increments of growth for m¼ 3 (triangular symbols) and m¼ 4
(square symbols) depending on noise level N.
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m¼ 3 under the action of acceleration as an “ordered state”:
the strong noise destroys the results of an acceleration in the
boundary conditions and the persistence of the preferred wave
number m¼ 4 is observed. A similar behavior of model sys-
tems, including the case of an imperfect pitchfork bifurcation,
was observed in Ref. 41, where white and multiplicative noise
were shown to suppress solutions that exist in the absence of
noise. Such experimental results on the effects of noisy forc-
ing are not restricted to the case of SCF. Effects on wave num-
ber transitions with increasing acceleration for constant noise
intensity, and with noise intensity increasing at constant accel-
eration, as obtained in our work, were also observed in experi-
ments27 on surface water waves, generated under the action of
sinusoidal forcing. We suspect that other examples of similar
effects of imposing noise perturbations on wave number selec-
tion from multiple stable solutions to nonlinear dynamical sys-
tems in the presence of forcing may also be observed for other
instabilities.
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