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SOMMAIRE 
Ce mémoire a pour but de trouver des estimateurs pour la loi de Pareto sous 
différentes fonctions de perte. Pour ce faire, nous présentons les fonctions de perte 
LINEX, quadratique et normale reflétée modifiée, ainsi que les procédures pour 
calculer les estimateurs sous ces trois fonctions. Nous prenons comme estimateurs 
de départ les estimateurs du maximum de vraisemblance, ainsi que les estimateurs 
des moments. Finalement, nous terminons en comparant les estimateurs obtenus 
à l'aide d'échantillons de jeux de données simulées. 
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MOTS CLÉS EN FRANÇAIS 
Non-admissibilité; distribution de Pareto; estimateur de Bayes; fonction de 
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modifiée; perte espérée. 
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SUMMARY 
This report aims at finding estimators for the Pareto distribution under va-
rious loss functions. To do this, we present the LINEX, quadratic and the modified 
reftected normal loss functions, as weIl as procedures to calculate the estimates 
under these three loss functions. We take as starting values the maximum likeli-
hood estimates and the moments estimators. Finally, we compare the estimators 
obtained with samples of simulated data. 
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Chapitre 1 
INTRODUCTION 
Il Y a un siècle, le rôle de la statistique était de compter des choses. Les 
économistes ont créé un mot pour désigner la science de cette partie de l'éco-
nomie politique, les dénombrements, et l'appellent statistique. Cette vocation de 
compter les choses dont on pouvait se gausser au siècle dernier, a revêtu quelque 
noblesse, depuis qu'on a reconnu combien elle est essentielle à la bonne marche 
des systèmes économiques, et donc des sociétés humaines. Mais en même temps, 
le terme statistique a progressivement désigné un domaine d'activité intellectuelle 
infiniment plus vaste. La première phase d'un traité élémentaire de statistique, 
publié il y a quelques années aux États-Unis, est celle-ci: «La statistique est 
un ensemble de méthodes pour prendre des décisions raisonnables en présence 
d'incertitudes. »(Abraham Wald (1950)). Par quel chemin a-t-elle pu passer des 
dénombrements à la théorie des décisions? On convient généralement de consi-
dérer que la première pierre de la statistique mathématique fut posée par Karl 
Pearson, avec son célèbre mémoire de 1900 dans le Philosophical :\1agazine. En 
réalité, le problème de l'induction statistique avait été posé depuis longtemps, 
dans le mémoire du Révérend Thomas Bayes, publié après sa mort, en 1764, où 
il proposait une solution générale à ce problème. De grands statisticiens tels Karl 
Pearson, Sir Roland Aylmer Fisher et Jerzy Neyman ont échafaudé les principaux 
chapitres de la statistique mathématique; dans les dernières décennies, elle est 
devenue indispensable dans la plupart des domaines d'activités scientifiques, mais 
pour réaliser l'unité de la statistique mathématique, il a fallu attendre l'oeuvre 
d'Abraham Wald, la théorie des fonctions de décision statistique. Le statisticien 
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doit, au vu des observations, prendre une décision. Un problème statistique com-
porte les éléments formels suivants: l'ensemble des observations, X, est l'ensemble 
de tous les points x, qui constituent tous les résultats d'observations possibles a 
priori, pour le phénomène étudié. Les diverses lois de probabilité prises en consi-
dération, F, forment un ensemble D. Ce sont des distributions de probabilité sur 
X. Les décisions possibles d forment l'ensemble D. Dans certains cas, on peut 
être amené à prendre en considération le tirage au sort entre plusieurs décisions, 
avec des probabilités choisies au mieux: cela signifie qu'on prend en considération 
l'ensemble D*, des distributions de probabilité sur D. Le problème posé est de 
choisir une décision d chaque fois qu'on disposera d'observations x, c'est-à-dire de 
choisir une manière de faire correspondre un d à chaque ;1:; une telle application 
de X dans D, constitue ce que Wald appelle une fonction de décision b; notons 
6., l'ensemble des fonctions de décision o. Quelles sont les considérations en vertu 
desquelles on peut être amené à choisir une fonction de décision plutôt qu'une 
autre? Si l'on prend une décision d alors que la loi qui représente le mieux le 
phénomène étudié - la« vraie» loi - est F, alors on encourt certains avantages et 
certains désagréments. Admettons, avec Wald, que ces conséquences peuvent être 
représentées par un nombre, que nous appellerons la« perte» : ce nombre est 
donc une fonction de F et de d, que nous représenterons par W(F, d) (fonction 
de perte). 
Dans certains problèmes de contrôle de la fabrication, ce concept peut être 
rattaché à une perte au sens ordinaire, chiffrée en argent (ce sera quelque chose 
comme l'espérance des divers coûts actualisés, résultat d'une décision de rejet 
ou d'acceptation d'un lot de fabrication). Mais dans la plupart des problèmes 
statistiques, il faut admettre que la fonction de perte représente des inconvénients 
de toute nature. On doit choisir, non pas une décision, mais une fonction de 
décision: la fonction de perte n'est qu'un intermédiaire, et l'on attachera à toute 
fonction de décision b, l'espérance de perte correspondante 
r(F,o) = J W(F, d)dF(x), 
appelée fonction de risque. 
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La considération de la fonction de risque permet-elle de choisir une règle de 
décision? 
Dans ce mémoire, nous présentons différentes fonctions de perte. La fonction 
de perte est utilisée surtout depuis l'introduction de la philosophie de Taguchi 
(1985), par les statisticiens et les économistes. Les travaux de Taguchi dans le 
domaine du contrôle de qualité ont marqué le domaine entier. La fonction de 
perte proposée par Taguchi n'est autre que la mesure de qualité d'un produit. La 
fonction de perte établit une mesure financière de l'insatisfaction de l'utilisateur 
vis-à-vis des performances quand elle dévie de sa valeur visée. Donc la performance 
moyenne et la variance sont des mesures de qualité critiques. 
Traditionnellement, la mesure de la qualité est perçue comme une fonction 
échelon, ce qui veut dire que le produit est soit bon, soit mauvais. Ceci suppose 
que le produit est uniformément bon s'il satisfait les spécifications (plus basse 
et plus haute spécification). Taguchi croit plutôt que le client devient de plus en 
plus insatisfait quand la performance est loin du but. Il a suggéré d'utiliser une 
fonction de perte quadratique pour représenter l'insatisfaction du client avec un 
produit donné. La courbe est centrée sur la valeur ciblée qui donne la meilleure 
performance du point de vue du client. Identifier la meilleure valeur n'est pas 
une tâche facile. Les cibles sont très souvent la meilleure valeur supposée par le 
concepteur. Ceci est donc une conception basée sur l'avis du client et non sur des 
spécifications faites par des ingénieurs. 
En se basant sur l'article de Soliman (2001), nous présentons la fonction de 
perte quadratique, ses estimateurs de vraisemblance et ses estimateurs bayésiens 
associés, reliés à la distribution de Pareto. Ensuite nous présentons la fonction de 
perte Linex et le calcul de ses paramètres. En se basant sur l'article de Spring 
(1996) comme une réponse aux critiques visant la fonction de perte quadratique, 
nous présentons la fonction de perte normale reflétée, laquelle est basée sur la 
fonction de densité normale. (Chapitre 2) 
Enfin, nous présentons un exemple numérique du calcul des estimateurs sous 
chaque fonction de perte, quadratique, Linex et normale reflétée. Nous simulons 
des données et faisons les calculs en utilisant le logiciel MatLab. En utilisant les 
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valeurs des estimateurs nous calculons la fonction de fiabilité et aussi, la fonction 
du taux d'échec. (Chapitre 3) 
Ensuite, nous comparons et choisissons parmi les estimateurs obtenus, le 
meilleur estimateur. 
Également, nous présentons graphiquement la variation des fonctions de fia-
bilité et aussi, des fonctions du taux d'échec. (Chapitre 4) 
Chapitre 2 
THÉORIE DE LA DÉCISION ET FONCTIONS 
DE PERTE 
Dans ce chapitre, nous présentons les principes de base de la théorie de la 
décision. Entre autres, nous expliquons les concepts de fonction de perte et d'es-
timateur bayésien. Ensuite nous présentons différentes fonctions de perte et les 
estimateurs bayésiens associés. 
2.1. CADRE DÉCISIONNEL BAYÉSIEN 
Dans cette section, nous présentons également les fonctions de perte usuelles 
en statistique bayésienne et nous décrivons les fonctions de perte que nous pro-
posons pour notre modèle. 
2.1.1. Concepts et définitions de base 
Nous tenons à mentionner que cette section est inspirée de Robert (2001). Un 
des buts premiers de l'inférence statistique est de fournir des outils de décision. 
Ces outils sont souvent basés sur l'estimation des paramètres d'un certain modèle 
statistique. 
Cependant, il est intéressant de pouvoir analyser l'impact d'une décision sur 
un paramètre par rapport à sa vraie valeur qui est inconue. La théorie de la 
décision nous fournit un cadre pour effectuer ce type d'analyse de validation d'un 
estimateur. Soit e l'espace des paramètres, V l'espace de toutes les décisions 
possibles et SI' espace échantillonnaI. Une règle de décision 6'( x) est une fonction 
de S ---1 V telle que 8 : X ---1 d = 8(x) ; pour chaque observation x on peut prendre 
une décision d. 
Nous allons maintenant voir un ensemble d'axiomes qui assurent l'existence 
de ces fonctions pour l'ensemble des décisions. 
La détermination actuelle de la fonction de perte est souvent difficile, en parti-
culier parce que, en pratique, déterminer les conséquences de chaque action pour 
chaque valeur de e est presque impossible lorsque V ou e sont de grands en-
sembles ou parfois des ensembles avec un nombre infini d'éléments. De plus, dans 
les modèles qualitatifs, il est difficile de quantifier les conséquences de chaque 
décision. 
Comme la détermination de la fonction de perte est subjective pour la déci-
sion, le responsable de la décision incite souvent le statisticien à utiliser les pertes 
classiques, sélectionnées à cause de leur simplicité. De telles pertes sont aussi né-
cessaires pour un traitement théorique de la déduction des procédures optimales, 
quand il n'y a aucune motivation pratique pour le choix d'une fonction de perte 
particulière. Il est toujours mieux de prendre une décision dans un temps fini en 
utilisant un critère approximatif plutôt qu'un temps très grand pour déterminer 
exactement la fonction de perte nécessaire. 
Une base fondamentale de la théorie de la décision bayésienne est l'inférence 
statistique qui devrait commencer avec la détermination rigoureuse de trois fac-
teurs: 
(1) la famille de loi des observations, f(xI8), variable aléatoire continue; 
(2) la distribution a priori des paramètres, 1[(8); 
(3) la perte associée aux décisions, L(8, 
La distribution a priori, la perte et même distribution d'échan-
tillonnage, sont tirées de considérations partiellement subjectives. 
Les critiques les plus fréquentes du paradigme bayésien oublient souvent de 
tenir compte du problème de la construction de la fonction de perte, bien que 
cela puisse être au moins aussi compliqué que la détermination de la distribution 
a priori. En plus, l'existence d'une fonction de perte implique des informations a 
priori sur le modèle qu'une analyse bayésienne pourrait utiliser plus efficacement. 
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Lindley (1985) déclare que la perte et la distribution a priori sont difficiles à 
séparer et devraient être analysées simultanément. Dans certains cas, il est pos-
sible de réduire la classe de fonctions de perte acceptables par des considérations 
d'invariance, par exemple quand le modèle est invariant sous l'action d'un groupe 
de transformations. Ces arguments d'invariance sont également utilisés par les ad-
versaires de l'approche décisionnelle, car ils doivent faire appel à des restrictions 
de l'espace des décisions pour pouvoir justifier leur procédure inférentielle. 
Exemple: Considérons le problème de l'estimation de la moyenne B d'un 
vecteur normal, X rv Nn(B, E), où E est la matrice diagonale connue avec les 
éléments diagonaux a[(l ::; i ::; n). Dans ce cas, 'D = e = Rn, et 6i représente 
une évaluation de Bi, pour n'importe quel i, 1 ::; i ::; n. Si aucun renseignement 
supplémentaire n'est disponible sur le modèle, il semble logique de choisir une 
fonction de perte de la forme 
(2.1.1) 
où L prend son minimum à O. Effectivement, les composantes avec une plus 
grande variance n'ont pas trop de poids quand les erreurs d'estimation (Ji - Bi) 
sont normalisées par ai. Le choix usuel de L est la perte quadratique, c'est-à-dire 
l'erreur d'estimation globale est la somme des erreurs au carré. Il faudrait spécifier 
que les paramétres ne sont pas indépendants. Car s'ils sont indépendants, alors 
la minimisation de la somme des pertes 
donnera le même résultat que l'optimisation individuelle de chacun des para-
mètres et alors, les poids relatifs accordés aux erreurs n'ont aucune importance. 
2.1.2. Utilité et perte 
Du point de vue de la théorie de la décision, le modèle statistique implique 
maintenant trois espaces: X, l'espace des observations, e, l'espace des para-
mètres, et 'D, l'espace des décisions. L'inférence statistique consiste donc à prendre 
.(3). 
une décision d E V concernant e E e au vu d'une observation x EX, x et e étant 
reliés par la loi de la variable aléatoire f(xle). 
La plupart du temps, la décision d sera obtenue ~n évaluant une fonction de 
e, h(e), aussi exactement que possible. 
La théorie de la décision ajoute l'hypothèse supplémentaire que chaque action 
d peut être évaluée et donc conduit à une récompense r, d'utilité U(r) (sous 
l'hypothèse de rationalité des décideurs). Nous représenterons cette utilité par 
U(e, d), pour souligner l'influence de ces deux facteu~uand d'autres facteurs 
aléatoires r interviennent dans U, nous écrirons U(e, d) = E[U(r)J. Donc, U(e, d) 
peut être vue comme mesure de proximité entre l'estimatation proposée d et la 
vraie valeur h( e). Dès que la fonction d'utilité a été construite ( ou approximée), 
nous définissons la fonction de perte correspondante : 
L(e, d) = -U(e, d). 
En général, la fonction de perte doit être non-négative, ce qui implique que 
U(e, d) ~ 0, et donc qu'il n'y a aucune décision avec une utilité infinie. L'existence 
d'une limite inférieure sur L peut être critiquée comme étant trop stricte. 
Il peut aussi être soutenu que, du point de vue statistique, la fonction de perte 
L représente effectivement la perte encourue par une mauvaise évaluation de la 
fonction d'intérêt de e, et donc que même la meilleure évaluation de cette fonction, 
lorsque e est connue, est au mieux une perte nulle. Autrement, il y aurait une 
discontinuité de la fonction de perte qui pourrait même prévenir le choix d'une 
procédure de décision. 
Évidemment, à part les cadres les plus banals, il est généralement impossible 
d'uniformément minimiser la fonction de perte quand e est inconnu. Pour tirer 
un critère de comparaison efficace de la fonction de perte, l'approche fréquentiste 
propose de considérer plutôt la perte moyenne (ou le risque fréquentiste) : 
R(e,8) = Eo[L(e, 8(X))] 
= lx L(e, 8(x))f(xle)dx, 
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où b(x) est la règle de décision, c'est-à-dire l'allocation d'une décision à chaque 
résultat x (les observations x suivent la densité f(xIB)), de l'expérience au hasard. 
La fonction b, de X en 1), est nommée estimateur (alors que la valeur b(x) est 
l'estimé de B). 
Quand il n'y a pas de risque de confusion, on note par 1), l'ensemble des 
estimateurs. Le paradigme fréquentiste compte sur ce critère pour comparer des 
estimateurs et, si possible, choisir le meilleur estimateur, le raisonnement étant 
que les estimateurs sont évalués sur leur performance de longue durée pour toutes 
les valeurs possibles du paramètre B. 
Remarquez pourtant, qu'il y a plusieurs difficultés associées à cette approche: 
(1) L'erreur (la perte) est faite en moyenne sur les différentes valeurs de x 
proportionnellement à la densité f(xIB). Nous ne tirons pas parti de l'ob-
\ 
servation x autrement que par le fait qu'elle provient de la loi f(xIB). Le 
critère de risque évalue des procédures sur leur performance à long terme 
et pas directement pour l'observation donnée, x. Une telle évaluation peut 
être satisfaisante pour le statisticien. 
(2) L'analyse fréquentiste du problème de décision suppose implicitement que 
ce problème sera rencontré à plusieurs reprises, pour l'évaluation de la fré-
quence, pour avoir du sens. En effet, R(B, b) est approximativement la perte 
moyenne sur les répétitions indépendentes et identiquement distribuées de 
la même expérience, selon la loi des grands nombres. 
(3) Pour une procédure b, le risque R(B, b) est une fonction du paramètre 
B. Donc, la comparaison des procédures de décision sera compliquée, sinon 
impossible, d'un point de vue fréquentiste, puisque le critère ne permet pas 
de discriminer entre deux fonctions de risque lorsqu'elles se croisent. Au 
mieux, on pourra chercher s'il existe une décision bo qui minimise R( B, b) 
uniformément en B. 
Contrairement à l'approche fréquentiste, l'approche bayésienne pour la théorie 
de la décision s'intègre sur l'espace e puisque B est inconnue, au lieu de s'inté-
grer sur l'espace X, comme x est connu. Elle compte sur l'espérance de perte a 
11 
posteriori : 
g(7r, dix) = I87r [L(B, d)lx] = le L(B, d)7r(Blx)dB, (2.1.2) 
où 7r(Blx) est la loi a posteriori continue de B donnée par l'expression: 7r(Blx) = 
J j~:II;:~;?d8 et qui prend la moyenne de l'erreur (la perte) selon la distribution a 
posteriori du paramètre B, conditionellement à la valeur x. Étant donné x, l'erreur 
moyenne résultante de la décision d est en effet g(7r, dix). La fonction de perte 
a posteriori est donc une fonction de x mais cette dépendance ne dérange pas, 
contrairement à la dépendance fréquentiste du risque au paramètre parce que x, 
contrairement à B, est connu. 
Étant donné une distribution a priori 7r( B), il est aussi possible de définir le 
risque intégral, qui est le risque fréquentiste moyen sur les valeurs de B selon leur 
distribution a priori: 
r(7r, b) = E*[R(B, b)] = r r L(B, b(x))f(xIB)dx 7r(B)dB. JeI~ (2.1.3) 
L'intérêt de ce dernier concept est qu'il associe un nombre réel avec chaque 
estimateur, pas une fonction de B. Ceci induit donc un ordre total sur l'ensemble 
des estimateurs et donc il permet une comparaison directe des estimateurs. 
Ceci implique qu'en tenant compte de l'information a priori au travers de la loi 
a priori, l'approche bayésienne est suffisamment réductrice (dans un sens positif) 
pour permettre une décision effective. 
De plus, les deux notions présentées sont équivalentes dans le sens ou elles 
mènent à la même décision. 
Théorème 2.1.1. Un estimateur minimisant le risque intégral r( 7r, b) peut être 
obtenu en sélectionnant pour chaque x E X, la valeur b(x) qui minimise la perte 
a posteriori g( 7r( B), blx) puisque,' 
r(7r, b) = lx g(7r, b(x)lx)f(x)dx, 
où f(x) = Je f(xIB)7r(B)dB. 
(2.1.4) 
DÉMONSTRATION. En utilisant la théorème de Fubini nous permettant d'inter-
changer l'ordre des intégrales, nous avons: 
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r(7r, 6) = le lx L(O, 6(x))f(xIO)dx7r(O)dO 
= II L(O, 6(x))f(xIO)7r(O)dOdx 
= r r L(O,6(x))7r(Olx)dOf(x)dx. JxJe 
D 
Ce résultat donne la définition suivante d'un estimateur bayésien. 
Définition 2.1.1. Un estimateur bayésien associé à une distribution a priori 7r 
et une fonction de perte L est un estimateur 611"(x) qui minimise r(7r, 6). Pour 
chaque x E X, il est donné par 611"(x), le minimum d'après le d de (2(7r, dix). La 
valeur r( 7r) = r( 7r, 611") est alors appelée le risque de Bayes. 
Le théorème précédent donne alors le moyen de déterminer des estimateurs 
de Bayes. Le résultat est valide pour les lois propres et les lois impropres, donc 
même si le risque bayésien est infini. Dans le cas d'une loi impropre, on définira 
l'estimateur de Bayes associé, dit estimateur de Bayes généralisé, comme celui 
minimisant, pour chaque x, la perte a posteriori. 
Dans la sous-section suivante, nous étudierons l'optimalité de l'estimateur de 
Bayes du point de vue critère d'optimalité fréquentiste. 
2.2. DEUX CRITÈRES D'OPTIMALITÉ MINIMAXITÉ ET ADMISSIBI-
LITÉ 
Afin de traiter ces deux critères d'optimalité, nous allons définir les estimateurs 
aléatoires, ensuite nous présenterons les critères d'optimalité et nous vérifierons 
que l'estimateur de Bayes est optimal dans le sens de ces critères. 
2.2.1. Estimateurs aléatoires 
Similairement à l'étude de la fonction d'utilité, nous devons inclure, en sus des 
estimateurs classiques, les estimateurs aléatoires. Alors nous étendons l'espace de 
décision D, à l'ensemble des estimateurs aléatoires, D*. Utiliser un estimateur 
aléatoire <5* signifie que l'action est générée selon la distribution avec une densité 
de probablité <5*(x, '), une fois que l'observation x a été prise. La perte d'un 
estimateur <5* est alors définie comme la perte moyenne 
L(e, <5*(x)) = ln L(e, a)<5*(x, a)da, (2.2.1) 
où a est un vecteur de paramètres. Cette extension est nécessaire au traitement 
des notions de minimaxité et d'admissibilité. Bien sûr, ces estimateurs ne sont pas 
utilisables, ne serait-ce que parce qu'ils contredisent le principe de vraisemblance, 
qui donne plusieurs réponses possibles pour la même valeur de x (et donc de 
l(elx) ). 
Les estimateurs aléatoires sont cependant nécessaires du point de vue fré-
quentiste, par exemple, pour la théorie fréquentiste, puisqu'ils donnent accès à 
de:yn'veaux de confiance autrement impossibles à atteindre. L'ensemble V* ap-
parait lors comme une version complète de D. Cependant, la modification de 
l'espace de décision ne change pas la réponse bayésienne, comme montré dans le 
résultat ci-dessous. 
Théorème 2.2.1. Pour toute distribution 7r sur 8, le risque de Bayes sur l'en-
semble des estimateurs aléatoires est le même que le risque de Bayes sur l'en-
semble d'estimateurs non-aléatoires: 
DÉMONSTRATION. Pour tout x E X et pour tout <5* E V*, nous avons : 
le ln L((), a)<5*(x, a)da 7r(()lx)d() 
= r r L(e,a)7r(()lx)d() <5*(x,a)da JDJe 
(2.2.2) 
~ { infa ( L(B, a}rr(Blx)dB b*(x, a)da JD Je 




Le critère de minimaxité introduit ici apparait comme une assurance contre 
le pire cas parce qu'il vise à minimiser l'espérance de perte dans le cas le plus 
défavorable. 
Définition 2.2.1. Le risque minimax associé avec une fonction de perte L est la 
valeur 
(2.2.3) 
(i.e. la borne inférieure d'après le 15 qui appartient à D*, de la borne supérieure 
d'après le B de la fonction de risque) et l'estimateur minimax est tout estimateur 
150 (éventuellement aléatoire) tel que 
supoR(B, 150 ) = R. 
2.2.3. Existence des règles minimax et stratégie maximin 
Une importante difficulté avec la minimaxité est que l'estimateur n'existe pas 
nécessairement. On a des conditions suffisantes pour l'existence, mais en particu-
lier, il existe une stratégie minimax quand 8 est fini et la fonction de perte est 
continue. Plus généralement, l'espace de décision D a été considéré comme étant 
contenu dans un autre espace, ce qui rend l'ensemble des fonctions de risque dans 
cet espace plus grand compact. De ce point de vue et sous certaines conditions, 
il est possible de déterminer les estimateurs minimax quand la fonction de perte 
est continue. Cependant, ces extensions impliquent des techniques topologiques 
trop avancées pour être incluses dans cette thèse. Nous donnons alors seulement 
le résultat suivant (voir Blackwell et Girshick (1954) pour une preuve). 
Théorème 2.2.2. Si D c JRk est un ensemble compact et si L(B, d) est continue 
et convexe sur la variable d pour tout B E 8, alors il existe un estimateur minimax 
non-aléatoire. 
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La restriction aux estimateurs non-aléatoires quand la perte est convexe vient 
de l'inégalité de Jensen puisque 
L(O, 8*) lE.)· [L(O, 8] > L(O, lE.)' (8)). 
Ce résultat est un cas spécial du théorème de Rao-Blackwell (voir Lehmann and 
Casella (1998)). Le résultat suivant souligne la relation entre l'approche bayé-
sienne et le principe minimax. 
Lemme 2.2.1. Le risque bayésien est toujours plus petit que le risque minimax : 
La première valeur est appelée risque maximin et la distribution 7f* telle que 
r(7f*) = R est appelée la distribution la moins favorable, quand elle existe. Ces 
dernières impliquent le plus grand risque de Bayes possible et donc les distribu-
tions les moins intéressantes en terme de performance de perte s'ils ne sont pas 
suggérés par l'information déjà disponible. Ce résultat est logique car l'informa-
tion disponible ne peut qu'améliorer les erreurs d'estimations même dans le pire 
des cas. 
Un cas particulièrement intéressant correspond à la définition suivante. 
Définition 2.2.2. On dit que le problème d'estimation admet une solution quand 
et donc quand 
Lorsque le problème admet une valeur, on peut obtenir des estimateurs mini-
max en calculant les estimateurs de Bayes associés aux distributions a priori les 
moins favorables. En pratique, le lemme suivant permet de donner des conditions 
suffisantes pour la minimaxité. 
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Lemme 2.2.2. Si 60 un estimateur de Bayes en ce qui concerne 7ro et si R(O, 60 ) ::; 
r( 7ro) pour chaque 0 sur le support de 7ro, alors 60 est minimax et 7ro est la distri-
bution la moins favorable. 
Puisque l'estimateur minimax correspond à l'estimateur de Bayes généralisé 
(dans le cas d'un risque bayésien infini, on définira l'estimateur de Bayes associé, 
dit estimateur de Bayes généralisé, comme celui minimisant, pour chaque x, la 
perte a posteriori), il est souvent nécessaire d'utiliser un argument limite pour 
établir la minimaxité, au lieu de calculer directement le risque de Bayes en utili-
sant le lemme précédent. 
Lemme 2.2.3. S'il existe une séquence (7rn) de distributions propres telle que 
l'estimateur généralisé de Bayes 60 satisfait 
R(0,60 ) ::; limn->oor(7rn) < +00 
pour chaque 0 E e, alors 60 est minimax. 
2.2.4. Admissibilité 
Ce deuxième critère fréquentiste inclut un ordonnancement partiel sur D* en 
comparant les risques fréquentistes des estimateurs, R(0,6). 
Définition 2.2.3. Un estimateur 60 est inadmissible s'il existe un estimateur 61 
qui domine 60 , i. e. pour tout 0, 
et pour au moins une valeur 00 du paramètre, 
Sinon, 60 est dit admissible. 
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Ce critère est particulièrement intéressant pour son action réductive. En ef-
fet, théoriquement, les estimateurs inadmissibles ne devraient pas être considérés 
car ils peuvent être uniformément améliorés. L'admissibilité toute seule n'est pas 
suffisante pour valider l'utilisation d'un estimateur. Par exemple, un estimateur 
constant o(x) = eo est généralement admissible. D'un point de vue fréquentiste, 
il est donc important de trouver un estimateur qui satisfait les deux critères, mi-
nimaxité et admissibilité. 
Proposition 2.2.1. S'il existe un estimateur minimax unique, cet estimateur est 
admissible. 
DÉMONSTRATION. Si 0* est le seul estimateur minimax, pour tout estimateur 
8 0\ 
supoR(e,8) > SUpeR(O, 0*). 
Donc 8 ne peut dominer 0*. 
[l 
Quand la fonction de perte L est strictement convexe, elle nous permet d'avoir 
la caractérisation suivante. 
Proposition 2.2.2. Si 00 est admissible avec un risque constant, 00 est l'unique 
estimateur minimax. 
DÉMONSTRATION. Pour 00 E e, on a 
Alors, s'il existe 01 tel que il ::; supeR(e,od < R(Oo, (0), 00 ne peut être admis-
sible. 
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Nous avons montré précédemment que certains estimateurs minimax sont des 
estimateurs bayésiens aussi. L'admissibilité est encore plus reliée au paradigme 
de Bayes dans le sens où, dans la plupart des problèmes statistiques, les estima-
teurs de Bayes « engendrent» la classe des estimateurs admissibles. En effet, ces 
derniers peuvent être exprimés par des estimateurs de Bayes ou des estimateurs 
généralisés de Bayes ou par des limites d'estimateurs de Bayes. Nous donnons ici 
deux propositions importantes. 
Proposition 2.2.3. Si une distribution a priori 1f est strictement positive sur 
8, avec un risque de Bayes fini et la fonction de risque R(O, J) est une fonction 
continue de 0 pour chaque J, l'estimateur de Bayes J'Ir est admissible. (On va noter 
J'Ir, l'estimateur de Bayes associé à la distribution a priori 1f.) 
DÉMONSTRATION. Supposons que J'Ir est inadmissible et soit J' qui domine uni-
formément J'Ir. On a alors pour chaque 0, R( 0, J') :::; R( 0, J'Ir) et dans un ensemble 
ouvert C de 8, R(O, J') < R(O, J'Ir). En intégrant cette inégalité, on obtient: 
ce qui est impossible, parce que le risque bayésien est toujours plus petit que le 
risque minimax (lemme 2.2.1.). 
Proposition 2.2.4. Si l'estimateur de Bayes associé à la distribution a priori 1f 
est unique, alors il est admissible. 
Même si l'estimateur de Bayes n'est pas unique, il est toujours possible de trouver 
au moins un estimateur de Bayes admissible. 
Proposition 2.2.5. Si un estimateur de Bayes, J'Ir, associé avec une distribution 
a priori 1f, est tel que le risque de Bayes 
18 
Nous avons montré précédemment que certains estimateurs minimax sont des 
estimateurs bayésiens aussi. L'admissibilité est encore plus reliée au paradigme 
de Bayes dans le sens où, dans la plupart des problèmes statistiques, les estima-
teurs de Bayes «engendrent» la classe des estimateurs admissibles. En effet, ces 
derniers peuvent être exprimés par des estimateurs de Bayes ou des estimateurs 
généralisés de Bayes ou par des limites d'estimateurs de Bayes. Nous donnons ici 
deux propositions importantes. 
Proposition 2.2.3. Si une distribution a priori 1r est strictement positive sur 
e, avec un risque de Bayes fini et la fonction de risque R((),8) est une fonction 
continue de () pour chaque 8, l'estimateur de Bayes 81f est admissible. (On va noter 
81f , l'estimateur de Bayes associé à la distribution a priori 1r.) 
DÉMONSTRATION. Supposons que 81f est inadmissible et soit 8' qui domine uni-
formément 61f • On a alors pour chaque (), R( (), 6') :5 R( (), 61f ) et dans un ensemble 
ouvert C de e, R((),8') < R((),81f ). En intégrant cette inégalité, on obtient: 
ce qui est impossible, parce que le risque bayésien est toujours plus petit que le 
risque minimax (lemme 2.2.1.). 
D 
Proposition 2.2.4. Si l'estimateur de Bayes associé à la distribution a priori 1r 
est unique, alors il est admissible. 
Même si l'estimateur de Bayes n'est pas unique, il est toujours possible de trouver 
au moins un estimateur de Bayes admissible. 
Proposition 2.2.5. Si un estimateur de Bayes, 61f , associé avec une distribution 
a priori 1r, est tel que le risque de Bayes 
r( 7f) = le R(B, 87r )7f( B)dB 
est fini, alors 87r est admissible. 
2.3. ANALYSE DE LA FONCTION DE PERTE 
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La fonction de perte illustre la relation entre la baisse de performance et les 
coûts que celle-ci entraîne pour le client et la société en généraL On considère 
en effet que tout écart par rapport à la valeur optimale engendre des pertes, car 
le produit n'offre plus les performances optimales. Cette fonction peut aussi être 
utilisée pour définir les spécifications et les tolérances en fonction de l'analyse des 
coûts. 
2.3.1. Fonction de perte quadratique 
Proposée par Legendre (1805) et Gauss (1810), cette perte est sans aucun 
doute le critère d'évaluation le plus commun. 
L(B, d) = (B - df (2.3.1) 
Dans son article de 1810, Gauss a déjà reconnu le caractère aléatoire de la 
perte quadratique et le défendait pour des raisons de simplicité. De telles critiques 
restent valides aujourd'hui. Mais cette perte n'en demeure pas moins utilisée car 
elle donne en général des solutions bayésiennes acceptables, Le. celles fournies par 
une inférence non-décisionnelle fondée sur la densité a posteriori. 
Proposition 2.3.1. L'estimateur de Bayes 87r associé à la distribution a priori 
7f et avec la perte quadratique, est donné par l'espérance a posteriori 
DÉMONSTRATION. E7r[(B - 8)zlx] = E7r[B2Ix]- 28E7r[Blx] + 82. La perte actuelle 
a posteriori atteint un minimum à 87r (x) = E7r[Blx}. D 
Corollaire 2.3.1. L'estimateur de Bayes 87r associé avec 7r et avec la perte qua-
dratique pondérée L(B, 8) = w(B)(B - 8)2, où w(B) est une fonction non-négative, 
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est 
81r = E1r[w(O)Blx] 
E1r[w(O) lx] . 
Corollaire 2.3.2. Quand 8 ç ~P, l'estimateur de Bayes 81r associé avec 7r et 
avec la perte quadratique pondérée L(0,8) = (0 - 8)tQ(0 - 8) est l'espérance a 
posteriori 
pour chaque matrice Q, de dimension pxp, symétrique et positive définie. 
Nous présentons un exemple du calcul de l'estimateur sous le coût 
L(0,8) = 1 - 10(8) 
et sous le coût quadratique, où 10(8) est 1, si 8 = 0, et 0 sinon. 
Exemple 2.3.1. Soient Xl et X2 deux observations de 
Po (x = 0 - 1) = Po (x = 0 + 1) = 0.5. 
On cherche à estimer 0 (donc ici D=8) par 8(Xl, X2) sous le coût 
L(0,8) = 1 - 10(8), 
P ~ ( ) Xl+X2 our uO Xl, X2 = -2-' on a 
Ce calcul ne montre pas que l'estimateur est toujours exact si Xl =1- X2 et tou-
jours faux sinon. Il exprime clairement le besoin d'un critère plus adaptatif (i. e. 
plus conditionnel). Pour le modèle considéré, on cherche à estimer la 'valeur' de 
l'estimateur de 0, 
sinon, 
par a(xI, X2) sous le coût quadratique (2.3.2) 
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[Ie(o(x} , X2)) -a(x}, x2)F. La fonction a évalue d'une certaine façon la probabilité 
que 0 prenne la vraie valeur f). 
et 
Deux estimateurs peuvent être proposés : 
(i) ao(X},x2) = 0.75, qui est l'espérance de Ie(o(x},x2)), 
et 
(ii) al (XI, X2) = { 1, 
0.5, si Xl 
Les risques des deux estimateurs sont alors : 
2 1 0.5 2: = 0.125 
Alors al sera préféré à ao, puisque cet estimateur est plus adaptatif. Cet exemple 
est présenté par Berger et Wolpert (1988) comme un argument en faveur des rai-
sonnements conditionnels. 
2.3.2. Fonction de perte erreur absolue 
Une solution alternative à la perte quadratique en une dimension est l'utili-
sation de la perte erreur absolue: 
L(f), d) = If) dl, 
considérée par Laplace (1773), ou, plus généralement une fonction multilinéaire: 
si f) > d 
sinon 
Ces fonctions croissent moins vite que les fonctions de perte quadratique. 
Huber (1964) propose un mélange entre les fonctions de pertes erreur abso-
lue et les fonctions de perte quadratique, de manière à garder la pénalisation 
quadratique autour de O. 
L (f), d) = { (d - f))2, 
2kld f)1 
si Id f)1 < k 
P, sinon. 
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Proposition 2.3.2. Un estimateur de Bayes associé à la distribution 1f et à la 
perte multi-linéaire, est un (kl~k) !ractile de 1f(Olx). 
DÉMONSTRATION. Nous avons 
lE(L(O, a)lx) 
l a 1+00 = k1 -00 (a - O)1f(Olx)dO + k2 a (0 a )1f( 0lx )dO 
l a 1+00 = k1 -00 P(O < ylx)dy + k2 a P(O> ylx)dy, 
par une intégration par parties. Dérivant par rapport à a, nous obtenons alors 
soit 
P(O < al x) = ---,.-
D 
En particulier, si k1 = k2l c'est-à-dire en cas d'une erreur de perte absolue, l'es-
timateur de Bayes est la médiane postérieure, qui est l'estimateur obtenu par 
Laplace. Il est à noter que lorsque 1f a un support discontinu, la proposition pré-
cédente donne un exemple d'estimateur de Bayes multiple pour certaines valeurs 
de x. 
2.3.3. Perte 0-1 
Cette fonction de perte est utilisée surtout dans les méthodes classiques de 
test d'hypothèse, formalisées par Neyman et Pearson. Plus généralement, c'est un 
exemple typique de perte non quantitative. En effet, pour cette perte, la pénalité 
associée avec un estimateur 8 est 0 si la réponse est correcte et 1 sinon. 
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Exemple 2.3.2. : Prenons le test de Ho : (j E 8 0 versus Hl : (j tf- 8 0 , Alors 
V = {a, 1}, où 1 signifie l'acceptation de Ho et 0 le rejet. Pour la perte 0-1 
L((j, d) = { (1 - d), si (j E 8 0 
d, s'lnon, 
le risque associé est alors 
R = IEo[L( (j, 6(x))] = { Po(6(x) = 0), 
Po(6(x) = 1), 
si (j E 8 0 
S'lnon 
(2.3.3) 
ce qui donne exactement les erreurs de type-1 et type-2 à la base de la théorie de 
Neyman-Pearson. 
Proposition 2.3.3. L'estimateur de Bayes associé avec 7r et avec la perte (2.3.3) 
est 
611"(x) = { 1, 
0, 
si P((j E 8 0 1x) > P((j tf- 8 0 1x) 
smon 
donc 811" est égal à 1 si et seulement si P((j E 8 0 1x) > ~. 
2.3.4. Perte intrinsèque 
Il arrive que certains cas soient si non-informatifs que non seulement la fonc-
tion de perte est inconnue, mais il n'y a même pas de paramétrisation natu-
relle. Ces cas arrivent lorsque la distribution f(xl(j) est elle-même d'intérêt, par 
exemple, dans les cas de prédictions. Dans ces cas non-informatifs, il paraît na-
turel d'utiliser des fonctions de perte qui comparent directement les distributions 
f('I(j) et f('18) associées avec le vrai paramètre (j et l'estimé 8. La fonction de perte 
L((j,8) = d(f(·I(j), f('18)) 
est en fait sans paramètres. Deux mesures de distances usuelles sont : 
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(1) L'entropie: LeU},6) = 18[log( ~((~I~))l qui est aussi appelée la divergence de 
Kullback-Leibler et qui n'est pas une distance dans le sens mathématique, 
car elle n'est pas symétrique. 
(2) La distance de Hellinger : LH (B, 6) = ~IE9[( 
2.3.5. Fonctions de perte asymétriques 
Nous introduisons dans cette section une grande classe de fonctions de perte 
asymétriques. Supposons que nous devons estimer une variable BEe continue ou 
discrète. Ici, e est soit un ensemble continu sur 1R ou bien une collection infinie 
de point réels { ... < Ba < BI < ... }. Premièrement, nous choisissons une mesure de 
probabilité arbitraire II sur e et une fonction de perte L(6, B), où 6 est la règle de 
décision. La perte peut être une des fonctions de perte standard et symétrique; 
cependant la symétrie n'est pas requise pour la discussion qui suit. La mesure II 
peut être interprétée comme une distribution a priori, ou a posteriori, après que 
l'échantillon X = {Xl, ... , Xn} eut été observé. 
Soit la fonction de perte asymétrique W de la forme 
(2.3.4) 
pour des valeurs positives KI et K 2. 
On peut se limiter à étudier seulement le cas où KI :S K2' parce que l'autre 
cas peut être obtenu en remplaçant B par -B. Nous pouvons aussi supposer que 
KI = 1. Donc la fonction de perte West de la forme: 
W(6, B) = " { 
L(6 B) 
(1 + >')L(6, B), 
si 6 :S B 
si 6 > B 
(2.3.5) 
pour >. 2:: 0, qui correspond au coût relatif additionnel de la surestimation. Soit 
6* l'estimateur minimal de risque de B, c'est-à-dire, l'argument qui minimise la 
fonction r( 6) : 
6* = 6*(>.) = argmin8r(6) 
où r(6) = J W(6, B)dII(B). 
Si la surestimation a un coût plus élevé, on tend à sous-estimer B. Un moyen 
d'exprimer ceci est de considérer une famille de mesures pondérées {Ild obtenues 
de II en augmentant les probabilités des petites valeurs de e, 
Pour chaque t, soit 
(1 + À)IIj(l + À Jo:S,t dII(e)), 
IIj(l + ÀJo:S,tdII(e)), 
8(t) = argminort(8), 
si e < t 
si e ~ t. 
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(2.3.6) 
c'est-à-dire, l'argument qui minimise la fonction rt(8), où rt(8) = J L(8, e)dIIt(e). 
Si II est une distribution a posteriori 7r( elX) sous certaines lois a priori 7r( e), 
alors 8* est la règle de Bayes. Dans ce cas, on définit une fonction a priori 7rt(e) si-
milairement à (2.3.6) en assignant les plus grandes probabilités aux petites valeurs 
de e. Donc lIt dans (2.3.6) est la fonction a posteriori qui lui correspond. 
2.3.6. Fonction de perte Linex 
U ne fonction de perte asymétrique très pratique est la fonction de perte Linex 
(Linear Exponential). Elle a été introduite par Varian (1975). Cette fonction croît 
presque exponentiellement d'un coté de zéro et est approximativement linéaire de 
l'autre côté. Sous l'hypothèse que la perte minimale est obtenue pour il, = u, la 
fonction de perte Linex pour u soit a, soit /3) s'exprime par 
(2.3.7) 
où ~ = (il, - u) et il, est un estimateur de u. Le signe et la norme de a représentent 
respectivement la direction et le degré de symétrie (a > 0 : la surestimation est 
plus grave que la sous-estimation et vice-versa). Pour a proche de zéro, la perte 
Linex est approximativement la fonction de perte quadratique; (2.3.7) devient 
(2.3.8) 
où Eu(-) représente l'espérance a posteriori relative à la densité a posteriori de u. 
L'estimateur de Bayes il,L de il, sous la fonction de perte Linex est la valeur de il, 
qui minimise (2.3.8). Pour trouver l'estimateur, nous dérivons l'équation (2.3.8) 
par rapport à il, et nous obtenons : 
(2.3.9) 
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En égalant cette expression à 0, nous obtenons 
(2.3.10) 
d'où 
-aü _ E ( -au) e - u e . (2.3.11) 
En appliquant le logarithme, nous trouvons 
(2.3.12) 
Alors, l'estimateur de Bayes ih de il, sous la fonction de perte Linex est 
(2.3.13) 
étant donné que Eu( e-au ) existe et est finie. 
2.3.7. Fonction de perte normale reflétée 
La fonction de perte exprime une perte à la société en terme d'unité monétaire. 
Ce concept sous-entend la notion que toute déviation de la valeur cible, implique 
une dégradation dans la performence du produit, et conséquemment, une perte. 
Spring (1993) en réponse aux critiques visant la fonction de perte quadratique, 
développa la fonction de perte normale reflétée, laquelle est basée sur la fonction 
de densité normale, 
(2.3.14) 
Cette fonction a trois paramètre, KMAX , T et" où T est la cible. Pour simplifica-
tion, Spring (1993) a suggéré que les paramètres K MAX et, soient définis comme 
suit: K MAX est la perte maximale qui peut être atteinte et , est la déviation de 
la valeur cible, quand la perte maximale est atteinte. Plus précisément, T ± .6. est 
un intervalle, où la perte représente 99,97% de la perte maximale. Si , = .6./4, 
le résultat suivant sera la fonction normale reflétée de Spring (1993) 
(2.3.15) 
Nous notons que K MAX et , ont des significations différentes dans le modèle de 
la fonction de perte normale reflétée (RN) qu'ils ont dans la fonction de perte 
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quadratique. (Quand on parle de la fonction de perte quadratique, on parle de 
la forme reparamétrisée de la fonction de perte quadratique, donnée par Taguchi 
(1989) 
Kt:!:. 2 LQ(y) = ~2 (y - T) , 
où le paramètre Kt:!:. représente la perte correspondante à une déviation spécifiée, 
~, par rapport à la cible, T). 
2.3.8. Fonction de perte normale reflétée modifiée 
Spring (1996) définit la fonction de perte normale reflétée modifiée (MRN) 
comme suit: 
LMRN{y) ~ 1 _ ex:r~~{~ )'1 { 1 - exp [_~ (y ~ T) 2] } , (2.3.16) 
où les paramètres sont Kt:!:., T, ~. Notons que la nouvelle constante, Kt:!:., n'est 
pas la perte maximale atteinte. Kt:!:. est définie comme étant la valeur de la perte 
à une distance spécifique ~ de la cible et T est la cible. 
La perte maximale et les paramètres de forme K et , déterminent de façon 
complète la fonction de perte normale reflétée. La forme générale de la courbe est 
un simple reflet d'une fonction de densité normale (sur l'axe horizontal). Plutôt 
que continuer d'augmenter de manière quadratique, la courbe se stabilise à la 
perte maximale. Le paramètre de la perte maximale K permet à la perte maximale 
finie d'être analysée. Le paramètre de forme, ainsi que la perte maximale permet la 
modification de la fonction de perte en reflétant différentes pertes qui apparaissent 
dans des processus différents. Pour les processus avec de petites décroissances dans 
la qualité pour une large région autour de la cible, le paramètre de forme sera 
plus grand que pour les processus où se produisent de grands changements dans la 
perte pour de petites déviations de la cible. La fonction de perte normale reflétée 
fournit une représentation alternative de la perte associée à la caractéristique de 
qualité. 
La figure 2.1 nous montre l'évolution de la fonction de perte normale reflétée 
modifiée (MRN) en fonction du paramètre ,. 
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FIGURE 2.1. La fonction de perte normale reflétée modifiée (MRN) 
La figure 2.2 nous montre les trois fonctions de perte, la fonction de perte 
normale reflétée modifiée (MRN), la fonction de perte normale reflétée de Spring 
(SRN) et la fonction quadratique (Q). 
2.3.9. Alternatives 
Il arrrive parfois que le décideur, malgré une analyse approfondie du problème, 
soit incapable de déterminer exactement la fonction de perte. Par exemple, si le 
décideur est un comité formé de plusieurs experts qui arrivent à des fonctions 
de perte différentes, ils peuvent par la même occasion obtenir des distributions 
a priori différentes. Lorsque la perte ne peut pas être entièrement déterminée, 
nous pouvons proposer des classes de pertes paramétrisées, le décideur n'ayant 
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FIGURE 2.2. Les fonctions de perte normale (MRN, SRN, Q) 
L1(f),8) = log[a(B - 8)2 + 1], 
L2 (B, 8) -:- 1 - exp[-c(B - 8r~]. 
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Si la perte est incertaine, nous pouvons la représenter par la variable aléatoire 
L(B, a), et intégrer cette dimension supplémentaire; si F est la distribution de 
perte, nous minimisons 
II L(B, 8(x))dF(x)d7r(B), 
F dépendant éventuellement de B ou des observations x. C'est le seul cas vérita-
blement intéressant car, sinon, la minimisation revient à utiliser la perte moyenne, 
In L(B, 8, w)dF(w). Nous pouvons aussi considérer un ensemble des pertes et cher-
cher un estimateur performant pour toutes ces pertes. Évidemment, nous perdons 
l'unidimensionnalité du critère et donc l'unicité du meilleur estimateur de Bayes. 
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2.4. CONCLUSION 
Dans ce chapitre nous avons présenté les principes de base de la théorie de la 
décision. Ainsi, nous avons introduit le concept de fonction d'utilité et de fonction 
de perte. Nous avons présenté l'approche bayésienne du calcul des estimateurs et 
aussi, les critères d'optimalité pour ces estimateurs. Ensuite nous avons procédé 
à une analyse de la fonction de perte, en présentant les fonctions suivantes : la 
fonction de perte quadratique, la fonction de perte erreur absolue, la perte 0-
1, la perte intrinsèque, les fonctions de perte asymétriques, la fonction de perte 
Linex, la fonction de perte normale reflétée, ainsi que la fonction de perte normale 
reflétée modifiée. Évidement, cette présentation n'est pas exhaustive, mais elle 
met en place l'axiomatisation du cadre inférentiel statistique, appelée «Théorie 
de la décision ». 
C11apitre 3 
ESTIMATEURS DE BAYES ET 
APPROXIMATIFS APPLIQUÉS AU MODÈLE 
DE PARETO 
3.1. INTRODUCTION 
Dans ce chapitre, nous présentons trois fonctions de perte et leurs estimateurs 
bayésiens associés, reliés à la distribution de Pareto. La distribution de Pareto 
joue un rôle important dans les études socio-économiques. Elle est souvent uti-
lisée comme modèle dans les domaines d'analyse incluant la distribution de la 
population dans une ville, la fluctuation des prix du marché, et l'emplacement 
des champs de pétrole. De plus, la distribution de Pareto a trouvé des applica-
tions dans le domaine militaire. Les estimateurs et les propriétés des distributions 
de Pareto ont fait l'objet de discussions de la part de plusieurs auteurs. Il y a 
entre autres, Malik (1970), Arnold et Press (1983), Tiwari (1996), Pandey (1996), 
Abdel-Ghaly (1998) et Hossain (2000). 
La fonction de densité de la distribution de Pareto de paramètres (a, (3), (a > 
0, (3 > 0) est donnée par: 
f(x) = a(3O:(x + (3)-(0:+1), x > 0 (3.1.1) 
La fonction de fiabilité est définie pour tout t > 0 par R(t) - 1 - F(t), où 
F(t) = P(T s; t) répresente la probabilité qu'un dispositif choisi au hasard dans 
la population ait une défaillance avant l'instant t. La fonction R(t) représente 
la probabilité qu'un dispositif choisi au hasard dans la population n'ait pas de 
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défaillance avant l'instant t. La fonction de fiabilité de la distribution de Pareto 
est égale à 
(3.1.2) 
La fonction de taux d'échec est définie pour tout t > 0 par la densité conditionnelle 
à t étant donné la survie jusqu'à t, c'est-à-dire H(t) = f(t)j R(t) et elle permet 
la détermination du nombre de défaillances (échecs) arrivant par unité de temps. 
La fonction de taux d'échec de la distribution Pareto est égale à 
H(t) = a(t + (3)-1, t > 0 (3.1.3) 
où a est le paramètre de forme et (3 est le paramètre d'échelle. La fonction de 
densité Pareto (3.1.1) peut être obtenue à partir d'un mélange de la distribution 
exponentielle de paramètre (J, où le paramètre d'échelle (J est distribué selon une 
densité gamma de paramètres (a, (3). 
Pour la plupart des statisticiens, intéressés principalement à contrôler le taux 
de variabilité, il est devenu standard d'utiliser la fonction de perte quadratique, 
qui est symétrique et donne la même importance aux pertes dues à la surestima-
tion et la sous-estimation ayant les mêmes grandeurs. Cependant, cette restriction 
n'est pas toujours pratique. Par exemple, pour l'estimation des fonctions de fia-
bilité et de taux d'échec, une surestimation est très souvent plus grave qu'une 
sous-estimation. Dans ce cas, l'utilisation de fonctions de perte symétriques n'est 
pas très appropriée (voir Basu (1991)). De plus, pour l'estimation des paramètres 
des distributions de Pareto, la surestimation peut ne pas avoir la même impor-
tance que la sous-estimation, parce que l'inégalité du gain est estimée avec des 
paramètres de forme (voir Pandey (1996)). Ceci nous amène à penser que les 
fonctions de pertes asymétriques sont plus appropriées. 
3.2. ESTIMATION AVEC LE CRITÈRE DU MAXIMUM DE VRAISSEM-
BLANCE 
Supposons qu'un ensemble de n éléments aient des durées de vies indépen-
dantes qui suivent une distribution de Pareto de paramètres (a, (3) avec une den-
sité (3.1.1). Les temps d'échec sont enregistrés quand ils arrivent jusqu'à ce qu'un 
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nombre fixé r d'éléments aient échoué. Soit J2 = (Xl, X2, ... , Xr), où Xi est le temps 
du i ème élément qui échoue. Puisque les (n r) éléments restants n'ont pas échoué 
encore et donc ont des temps de vies plus grands que X r (le temps du rème élément 
qui échoue), la fonction de vraisemblance peut être écrite sous la forme: 
t r 
L(a,(3;J2) = n.! I1f(Xi) x (1- F(xr))(n-r) 
i=l 
(3.2.1) 
1 r ( (3 ) (n-r)o: 
= n. ar (3ro: I1(Xi + (3)-(0:+1) 
(n - r)!. X r + (3 t=l 
1 n 
= (n~' r)!ar (3nC1: I1 (Xi + (3)-(a+1)(Xr + (3)-(n-r)a. 
t=l 
(3.2.2) 
où T a(n - r) log(xr + (3) + (a + 1) L:;=llog(Xi + (3) et ex: est le symbole de 
proportionnalité. Le logarithme de la fonction de vraisemblance, la fonction de 
logvraisemblance, est donné par : 
f(a,(3) = log L(a, (3) = rloga an x log (3 - T (3.2.3) 
En dérivant l'équation (3.2.3) par rapport à a, on obtient l'expression sui-
vante: 
r 8f!(a, (3) 
8a = ria + n x log (3 - (n r) x log(xr + (3) - L log (Xi + (3). (3.2.4) 
i=l 
En égalant la dérivée à 0, on obtient: 
r 
ria (n r) log(xr + (3) + nlog(J - Llog(xi + (3) = O. (3.2.5) 
i=l 
En supposant que (J est connu et égal à (Jo, l'estimateur du maximum de 
vraisemblance (MLE) de a, d, peut être calculé en utilisant l'équation 
ria = Tl nlog(Jo, 




Si les deux paramètres a et (3 sont inconnus, leurs estimateurs du maximum 
de vraisemblance (MLE), cl et /J, sont obtenus en prenant l'expression (3.2.4) et 
en calculant les dérivées partielles de cette expression, par rapport à a et (3. 
Nous obtenons les équations suivantes: 
oR 
oa = r / a + n log (3 - Tl = 0 (3.2.8) 
of 
0(3 = an/(3 - T2 = 0, (3.2.9) 
où T2 = a(n - r )(xr + (3)-1 + (a + 1) L:~=l (Xi + (3)-1. Nous allons éliminer a entre 
les deux équations de (3.2.8) et (3.2.9), en l'isolant dans la première équation. 
Nous obtenons 
a = r / (Tl - n log (3), 
où Tl = (n - r) log(xr + (3) + L:~=llog(Xi + (3). 
(3.2.10) 
Nous allons remplacer la valeur de a dans l'équation 3.2.9 avec la valeur 
obtenue en 3.2.10. Après simplification, nous obtenons 
nr 
--T3 =O (3T4 
où T3 = r(n - r /T4 (xr + (3) + (r /T4 ) + 1) L:~=l (Xi + (3)-1 
et T4 = Tl - nlog(3, 
(3.2.11) 
qui peut être résolu en utilisant par exemple la méthode d'itération de Newton-
Raphson. 
La méthode de Newton-Raphson (1685), est un algorithme efficace pour trou-
ver des approximations d'un zéro (ou racine) d'une fonction d'une variable réelle 
à valeurs réelles. L'algorithme consiste à linéariser une fonction f en un point et 
à prendre le point d'annulation de cette linéarisation comme approximation du 
zéro recherché. On réitère cette procédure avec l'approximation obtenue. 
Appliqué à la dérivée d'une fonction, cet algorithme permet d'obtenir une 
évaluation des points critiques. La méthode de Newton se généralise en dimension 
supérieure. La raison réside en une utilisation du théorème du point fixe, qui 
cependant n'est pas nécessaire pour comprendre le sens du résultat. 
Bien que la méthode soit très efficace, certains aspects pratiques doivent être 
pris en compte. Avant tout, la méthode de Newton nécessite que la dérivée soit 
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effectivement calculée. Dans les cas où la dérivée est seulement estimée en prenant 
la pente entre deux points de la fonction, la méthode prend le nom de méthode 
de la sécante, moins efficace (d'ordre 1,618 qui est le nombre d'or) et inférieure 
à d'autres algorithmes. Par ailleurs, si la valeur de départ est trop éloignée du 
vrai zéro, la méthode de Newton peut entrer en une boucle infinie sans produire 
d'approximation améliorée. 
En solutionnant l'équation (3.2.10), nous trouvons l'estimateur du maximum 
de vraisemblance /3 de {3. 
Avec {3 maintenant connu, a: est calculé dans l'équation suivante 
(3.2.12) 
Les estimateurs du maximum de vraissemblance (MLE) de R(t) et H(t) sont 
donnés respectivement par les équations (3.1.2) et (3.1.3) en remplaçant a: et {3 
par & et {3. Ainsi on obtient: 
R(t) = /3â(t + /3tâ, 
H(t) = &(t + (3)-1, 
t>O 
t > O. 
3.3. ESTIMATEURS DE BAYES AVEC f3 CONNU 
(3.2.13) 
(3.2.14) 
Si {3 est connu, supposons que ,(c, d) est la loi conjuguée a priori de a:, 
(3.3.1) 
(Il est nécessaire le plus souvent de faire un choix arbitraire de la loi a priori. 
En particulier, on utilise des lois usuelles (normale, gamma, bêta, etc.) ou bien, 
l'approche a priori conjuguée, qui nécessite une quantité limitée d'information. 
On dit qu'une loi a priori 7r(B) est conjuguée si f(xIB) et 7r(B) appartiennent à la 
même famille de lois). 
Nous connaissons du chapitre lIa formule pour calculer la densité a posteriori 
*( 1 )) = n:l f(Xil a )7r(a:) 
7r a: J2 fooo n:l f (Xi la: )7r( a: ) da: . 
En remplaçant la fonction de vraisemblance (3.2.2) et la densité a priori (3.3.1) 
dans la formule ci-haut, on obtient 
* ot(3nre-T ac-Idce-do: /r(c) 
7r (alx) = .hoo , 
- 0 ar(3nre-TaC-Idce-do:/r(c)da 
où T = a(n - r) log(xr + (3) + (a + 1) I:;=llog(Xi + (3). 
Nous allons évaluer séparément l'intégrale 
36 
dCe- ~~_11og(xi+,6) 100 
= ~(c) 0 ar+c-Ieno:log.B-(n-r)o:log(xr+.B-O:~~=11og(Xi+.B)-do:da. 
Nous avons transformé 
En utilisant la notation suivante, 
r 
W = (n - r) log(xr + (3) + L log (Xi + (3) - n log (3, 
i=1 
l'intégrale devient 
Nous allons faire le changement de variable suivant 
a(w + d) = y. 
En dérivant, nous trouvons dy = (w + d)da. 
L'intégrale deviendra 
dCe- ~i=11og(xi+,6)r(r + c) 
r(c)(w + d)r+c 
En remplaçant le résultat de l'intégrale dans la formule initiale de la densité 
a posteriori, nous obtenons la densité a posteriori de a 
(3.3.2) 
où w = (n - r) log(xr + (3) + I::=IIOg(Xi + (3) - n log (3. 
Nous calculons l'estimateur de Bayes avec la perte quadratique. 
Cet estimateur àQ est la moyenne a posteriori donnée par 
7r 7r Jo ej(xle)n(e)de 
8 = E [elx] = Jo j(xle)n(e)de . 
D'abord, nous calculons l'intégrale qui se trouve au numérateur 
J aar j3nae-T ac-Idce-da . r(c) da, 
où T = a(n - r) log(xr + (3) + (a + 1) I:;=llog(Xi + (3). 
En faisant les calculs et en notant 
r 
W = (n - r) log(xr + (3) + 2: log(xi + (3) - n log (3, 
i=l 
l'intégrale du numérateur est égale à 
= ar+cew+dda. 
dCe- L~=11og(Xi+,B) J 
r(c) 
En effectuant le changement de variable 
y = a(w + d), 
et en calculant sa dérivée, 
dy = (w + d)da, 
l'intégrale devient 
dCe- L:=llog(Xi+,B) r( r + c + 1) 
-
r(c)(w + d)r+c+l 
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L'intégrale du dénominateur a déjà été calculée (dans le cadre du calcul de la 
densi té a posteriori). 
En remplaçant les deux résultats et après les simplifications, nous trouvons 
_ r(r + c + 1) (r + c)r(r + c) 
aQ = (w + d)r(r + c) = (w + d)r(r + cr 
Avec la perte quadratique, l'estimateur de Bayes éiQ de a est la moyenne a pos-
teriori donnée par 
éiQ = (r + c)j(w + d). (3.3.3) 
Sous la fonction de perte de Linex (2.3.7), où ~ = éi - a, nous calculons l'esti-
mateur de Bayes éiL de a en utilisant (2.3.13). 
Ainsi nous devons déterminer la valeur de Eu (e-au ). 
= (w + dt+c 100 e-a(a+w+d)ar+c-1da. 
r(r + c) 0 
Nous effectuons le changement de variable 
y = a (a + w + d), 
et nous calculons sa dérivée 
dy = (a + w + d)da. 
L'expression devient 
(w + dt+c (OO _y( y r+C- 1 dy 
r(r + c) Jo e a + w + d a + w + d 
(w + dt+c r(r + c) 
r(r + c) a + w + d)r+c 
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= (a + w + d)-r+c = (1 + _a_)-r+c 
w+d w+d 
Alors, l'estimateur de Bayes ÔL de a est donné par 
àL = [(r + c)/a]log[1 + a/(w + d)). (3.3.4) 
Estimation de R(t) et H(t) : 
Nous savons que la fonction de fiabilité se calcule à l'aide de la formule (3.1.2) 
R= (t!t3)U 
En appliquant le logarithme, nous obtenons 
log(R) = a[log(t + t3) -logt3t1. 
En divisant par 
[log(t + m -logt3t1, 
nous obtenons 
a = [log(t + m -log t3] log R(t). 
En posant k = [log(t + m logt3)-l, l'expression devient a = pogR(t). 
En remplaçant Cl: = ~ log R(t) dans l'équation (2.3.13), nous obtenons la densité 
a posteriori de la fonction de fiabilité R = R( t) 
1r*(RI;f)) = [(wr(r~;;+c(-logRy+C-IRk(W+d)-l, 0 < R < 1. (3.3.5) 
L'estimateur de Bayes de R sous la fonction de perte de l'erreur quadratique 
est obtenu de la même façon que l'estimateur àQ de a, 
RQ = [1 + 1/(w + d)kl-T(r+c). (3.3.6) 
. Sous la fonction de perte Linex, l'estimateur de Bayes de la fonction de fiabilité 
R utilisant la fonction (2.3.13) est 
- 1 [00 (-a)i ( j) -(T+C)] 
RL = -~ log f; f 1 + (w + d)k . (3.3.7) 
Nous savons que la fonction du taux d'échec est donnée par la formule 
H(t) = a(t + m-1. 
40 
En substituant a = k* H(t) dans l'équation (3.3.1), où k* (t + (3), nous 
obtenons la densité a posteriori de la fonction du taux d'échec H H(t) 
*(HI ) = [(w + d)k*r+cHr+c-l -H(w+d)k* H 0 
7r;?J, r(r + c) e ,> . (3.3.8) 
Sous la fonction de perte quadratique, l'estimateur de Bayes de la fonction du 
taux d'échec H est obtenu en substituant a = k* H(t) dans l'équation (3.3.5), où 
k* = (t+j3), 
HQ = (r+c)/(w+d)k*. (3.3.9) 
Sous la fonction de perte Linex (2.3.7), l'estimateur de Bayes de H est: 
HL = [(r c)/a] log [1 + a/((w + d)k*)]. (3.3.10) 
3.4. ESTIMATION DE BAYES AVEC Cl: ET f3 INCONNUS 
Sous l'hypothèse que les deux paramètres a et j3 sont inconnus, il n'y a pas de 
simplification possible en utilisant le principe de suffisance pour la vraisemblance 
correspondant à un échantillon de la densité de Pareto (a,j3) (3.1.1). On considère 
donc la densité a priori conjointe (Gamma-Exponentielle) comme le produit de 
la densité conditionnelle de a, étant donné j3 (ayant comme valeur le conjugué de 
la loi Gamma a priori utilisée par Arnold et Press (1983), et une exponentielle à 
un seul paramètre pour (3). 
Soit le conjugué de la loi Gamma a priori utilisée par Arnold et Press (1983), de 
la forme suivante 
(3.4.1) 
et la loi exponentielle à un seul paramètre pour (3, de la forme suivante 
(3.4.2) 
La densité conjointe de a et (3 est donnée par 
(3.4.3) 
où A* = [8r(()]-1. 
En combinant la fonction de vraisemblance (3.2.2) et la fonction de densité a 
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priori (3.4.3), la densité conjointe a posteriori de a et (3 est 
7r*(a, (3) ex: a T+(-I(3an-( exp{ -[(al (3) + ((3/6) + T]}, a > 0, (3 > O. (3.4.4) 
3.4.1. Fonction de perte quadratique 
L'estimateur de Bayes d'une fonction U = U(a, (3) de paramètres inconnus a 
et (3, sous la contrainte de la perte quadratique est la moyenne a posteriori 
Ù = E(Ulx) = J J U(a, (3)7r*(a, (3)dad(3 
Q - J J 7r*(a, (3)dadf3 ' (3.4.5) 
où 7r*(a, (3) est la densité conjointe a posteriori de a et (3. Le rapport d'inté-
grales dans l'équation (3.4.4) n'a pas de forme plus compacte et nous devons 
alors considérer la méthode d'approximation suivante. 
La procédure de Lindley: la procédure de Lindley a été utilisée par plu-
sieurs auteurs pour obtenir des estimateurs de Bayes des paramètres de quelques 
distributions. On peut citer par exemple Sinha (1985), Sinha et Sloan (1988), 
Howlader et Weiss (1988, 1989) et AI-Hussaini et Jaheen (1992, 1994). 
Lindley (1980) a développé une méthode d'approximation pour l'évaluation 
de l'espérance de U(B) par 
J U(B)el((})+p((})dB 
E(U(B)I;!;) = J el((})+p((})dB (3.4.6) 
qui n'est autre que l'estimation de Bayes de U(B) sous une fonction de perte 
quadratique, où p(B) = log(p(B)), p(B) est une fonction arbitraire de B, et l(B) est 
le logarithme de la fonction de vraisemblance. Pour plus de détails, voir Lindley 
(1980). 
Dans le cas de deux paramètres, B = (BI, ( 2 ), l'approximation de Lindley se 
simplifie et s'écrit sous la formule suivante: 
où A = l:;=ll:~=l Uijaij, e1J~ = (o1J+~e/oBiJ)B~), TJ, E = 0,1,2,3, TJ + E = 3 
Pi = (OU/oBi), Ui = (OU/OBi), Uij = (o2U/oBioBj ), pour i,j = 1,2, 
(3.4.7) 
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et pour i =j:. j, 
où O'ij est le (i, j)e élément de l'inverse de la matrice {-fij }, i, j = 1,2, avec 
fij = (fj2f/8()J)()j). Toutes les fonctions dans l'équation (3.4.6) sont évaluées en 
utilisant les estimateurs du maximum de vraisemblance de ((JI, (J2)' 
Dans notre cas, ((JI, ()2) = (a, 13), U(()) = U(a, 13) ; pour appliquer la formule 
de Lindley (3.4.6), nous obtenons d'abord les éléments O'ij de l'inverse de {-fij }, 
i, j = 1,2, donnés par 
0'11 = M/N, 0'12 = 0'21 = -D/N, 0'22 = r/a2 N, 
où 
r 
M - an/j32 - a(n - r)/(xr + 13)2 - (a + 1):E 1/(xi + /3)2, 
i=l 
r 
D - (n - r)/(xr + 13) + L 1/(xi + 13) - n/j3. 
i=l 
À partir de la densité de l'équation (3.4.1), nous observons que 
p(a,j3) = log[1r(a,j3)] = constante + (( -1) logo: - (log a - (log 13 - a/j3 - 13/0· 
(3.4.8) 
Donc, 
Pl = 8p/8a = [(( - 1)/a]- 1/13, P2 = 8/813 = a/j32 - (/13 -1/8. (3.4.9) 
De plus, 
où bl = (n - r)/(xr + 13)2 + l:;=ll/(Xi + 13)2, 
b2 = a(n - r)/(xr + 13)3 + (a + 1) l:;=ll/(Xi + /3)3. 
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En substituant les valeurs ci-dessus dans l'équation (3.4.6), l'estimateur de 
Bayes obtenu en utilisant la méthode de Lindley relative à la fonction de perte 
quadratique d'une fonction U(a, (3), notée par [;Q est 
Wl = (l/N) [Mpl - Dp2] + (1/a2N 2) [(bl - n/(3) (rM/2 + a2D2) 
+ r M 2 / 0'. - Dr ( na / (33 - b2) J, 
W2 = (1/a2N)[rp2 - a 2Dpll + (r/a4N 2) [r(na/(33 - b2) 
- aDM - (3/2)0'.2 D(bl - n/ (3)]. 
(3.4.10) 
Toutes les fonctions à droite de l'équation (3.4.10) doivent être évaluées aux 
points ci et (3. 
Cas spéciaux : 
(i) En substituant U(a, (3) = 0'. dans l'équation (3.4.10), on obtient l'estima-
teur de Bayes de 0'. donné par : 
ŒQ = 0'. + Wl, évalué au point(ci, ~). (3.4.11) 
(ii) En substituant U(a, (3) = (3, dans l'équation (3.4.10), on obtient l'estima-
teur de Bayes de (3 donné par : 
~Q = (3 + W2, évalué au point (ci, ~). (3.4.12) 
(iii) En substituant U(a, (3) = R(t) = [(3/(t + (3)]0 dans l'équation (3.4.10), 
on obtient l'estimateur de Bayes de R = R(t) donné par 
HQ = R(t) {1 + Q + (l/a)[log(R(t))]Wl + [at/((32 + (3t)]W2} , (3.4.13) 
évalué au point (ci, ~), où 
Q = (1/20'.2 N) {M log(R(t)) + [2ta2 D /((32 + (3t)][l + log R(t)] 
+rt(at - t - 2(3)/[(3((3 + t)]2} . (3.4.14) 
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(iv) En substituant U(a, (3) = H(t) = aj(t + (3)-1 dans l'équation (3.4.10), 
on obtient l'estimateur de Bayes de H = H(t) donné par 
HQ = H(t) [1 + QI + (lja)Wl - w2/(t + (3)] , (3.4.15) 
évalué au point (&, m, où QI = (lj2a2N) [rj(t + (3)2 - aDj(t + (3)]. 
3.4.2. Fonction de perte Linex 
L'estimateur de Bayes d'une fonction U = U(a, (3) de paramètres inconnus 





L'équation (3.4.16) est encore un rapport d'intégrales, nous pouvons donc ap-
pliquer la même technique (méthode de Lindley) que nous avons utilisée pour 
(3.4.6). 
Cas particuliers : 
(i) Si dans l'équation (3.4.10), U(a, (3) = e-aa , alors l'estimateur de Bayes de 
a relatif à la fonction de perte Linex est donné par 
1 
--log [E(e-aa )] 
a 
(3.4.18) 
évalué au point (&, ~). 
(ii) Si dans l'équation (3.4.10), U(a, (3) = e-a{3, alors l'estimateur de Bayes de 
(3 relatif à la fonction de perte Linex est donné par 
(3.4.19) 
évalué au point (&,~). 
(iii) Si dans l'équation (3.4.10), U(a, (3) = e-aR(t) ,alors l'estimateur de Bayes 
de (3 relatif à la fonction de perte Linex est donné par 
(3.4.20) 
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évalué au point (&,S), où 
Q2 = M{34(exhCt - 1) (log h)2 + 2th{3D[ex log(h(ahCt - 1)) - 1] 
+(rth/ex)[exathCt+l - t(ex + l)h + 2{3], et 
h = {3/({3 + t). 
(iv) Si dans l'équation (3.4.10), U(ex, {3) = e-aH(t) , alors l'estimateur de Bayes 
de H = H(t) relatif à la fonction de perte Linex est donné par 
(3.4.21 ) 
évalué au point (&, S), où 
Q3 (l/2N) [aMb2 + 2Db2(1 - exb l ) + rb3(b1 - 2/ex)], et 
bi a/({3 + t)i " i = 1,2,3. 
3.4.3. Fonction de perte normale reflétée modifiée 
Nous introduisons la fonction de perte de Spring (1993) en réponse aux cri-
tiques visant la fonction de perte quadratique, fonction basée sur la fonction de 
densité normale. 
{ [ 1 Y - T 2]} LRN(y) = K MAX 1 - exp -"2(-,-) . (3.4.22) 
Cette fonction a trois paramètre, KMAX , Tet " où T est la cible. Nous propo-
sons une modification simple de la fonction de perte normale reflétée (RN), et 
obtiendrons la fonction de perte normale reflétée modifiée. Nous définissons la 
fonction de perte normale reflétée modifiée (MRN) 
(3.4.23) 
où les paramètres sont K~, T, Il, et notons que la nouvelle constante, K~, n'est 
pas la perte maximale atteinte. 
L'estimateur de Bayes d'une fonction U = U(ex, {3) de paramètres inconnus 
ex et {3, sous la fonction de perte normale reflétée modifiée est encore un rap-
port d'intégrales; nous pouvons donc appliquer la même technique (méthode de 
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Lindley) que nous avons utilisée pour (3.4.2). 
UN = E(Ulx) = J J U(a, (3)7r*(a, (3)dad{3 
- J J 7r*(a, (3)dad(3 (3.4.24) 
Spring (1993) a déduit la perte attendue sous la fonction de perte normale 
reflétée (RN) 
E[LRN(Y)] = K MAX [1- ,)(72\'12 exp (- 2~;:~:))]. (3.4.25) 
Le résultat correspondant pour la perte attendue sous la fonction de perte normale 
reflétée modifiée (MRN) est 
E[LMRN(Y)] = 1 _ exp~~("'h)2] { 1 - ,)(72'1+ '12 exp [- 2~2-:~:)l} . 
(3.4.26) 
Une approximation simple de la perte attendue sous la fonction de perte normale 
reflétée modifiée pour n'importe quelle densité de probabilité peut être obtenue 
en termes des quatre premiers moments de f(y), en utilisant le développement 
de Taylor pour LMRN(Y) (voir Sun (1996)). 
où 1 K~ . K = ------:-----;--,-------__ 
1 - exp[-~(~j,)21' 
a3 = E(Y - J-l)3ja3 
et a4 = E(Y - J-l)4ja4. 
Nous allons minimiser cette espérance dans le chapitre suivant (de façon numé-
rique) et nous allons obtenir une valeur pour J-l. En remplaçant cette valeur dans 
l'équation 3.4.10, nous obtiendrons l'estimateur de Bayes de a sous la fonction 
de perte normale reflétée modifiée. 
Cllapitre 4 
COMPARAISONS NlJMÉRIQUES 
Au chapitre 3, nous avons présenté les différentes méthodes d'estimation des 
paramètres pour les différentes fonctions de perte proposées. Ainsi nous avons 
présenté la méthode des moments, la méthode du maximum de vraisemblance et 
la méthode du calcul des estimateurs de Bayes, pour la fonction de perte qua-
dratique, la fonction de perte Linex, ainsi que pour la fonction de perte normale 
réflétée. Nous présenterons un exemple numérique pour illustrer les méthodes 
d'estimation présentées au chapitre 3 et enfin nous discuterons de ces méthodes. 
Des comparaisons numériques sont effectuées à l'aide du logiciel MATLAB et 
les Tableaux 4.1 à 4.15 résument ces résultats. 
4.1. ESTIMATEURS AVEC Œ ET f3 INCONNUS 
D'abord nous allons analyser les estimateurs dans le cas où les paramètres a 
et {3 sont inconnus. (Tableaux 4.1 à 4.8). 
Dans le tableau 4.1, nous avons mis les valeurs calculées des différents esti-
mateurs pour le paramètre, a en utilisant pour les dix simulations des valeurs de 
a = 0.277 et {3 = 4.35. 
Dans la première colonne, nous avons la taille de l'échantillon n, dans la 
deuxième colonne, nous avons l'estimateur du maximum de vraisemblance pour 
a, &; dans la troisième colonne, nous avons l'écart-type pour a; ensuite nous 
avons l'estimateur de Bayes sous la fonction de perte quadratique pour a, (&Q 
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suivi de son écart-type et de l'estimateur des moments pour a, Q et de son écart-
type; dans les deux dernières colonnes, nous avons l'estimateur de Bayes sous la 
fonction LIN EX (a =-5) pour a, aL, suivi de son écart type.(Chapitre 3) 
Dans le tableau 4.2, nous avons mis les valeurs calculées des différents es-
timateurs pour le paramètre, j3 en utilisant pour les simulations des valeurs de 
j3 = 4.35. 
Dans la première colonne, nous avons la taille de l'échantillon n, dans la 
deuxième colonne, nous avons l'estimateur du maximum de vraisemblance pour 
j3, /3; dans la troisième colonne, nous avons l'écart-type pour j3; ensuite nous 
avons l'estimateur de Bayes sous la fonction de perte quadratique pour j3, (/3Q 
suivi de son écart-type et de l'estimateur des moments pour j3, 13 et de son écart-
type; dans les deux dernières colonnes, nous avons l'estimateur de Bayes sous 
la fonction Linex (a =-5) pour j3, /3L' suivi de son écart type. (Chapitre 3) Les 
estimés & et /3 sont obtenus en résolvant le système d'équations suivant (Chapitre 
2) : 
of 
oa = r/a + nlogj3 - Tl = 0; (4.1.1) 
of 
oj3 = an/j3 - T2 = 0, (4.1.2) 
où T2 = a(n - r)(xr + /3)-1 + (a + 1) 2:~=1(Xi + j3)-1 
Tl = (n - r) log(xr + j3) + 2:~=1Iog(xi + j3). 
L'estimateur de Bayes sous la fonction de perte quadratique pour a et pour 
j3, (aQ,/3Q) se calcule en utilisant la procédure d'approximation de Lindley pour 
l'évaluation de l'espérance de U(a, j3) 
o = E(Ulx) = J J U(a, j3)7f*(a, j3)dadj3 
Q - J J7f*(a,j3)dadj3 
L'estimateur de Bayes sous la fonction Linex se calcule en utilisant la formule 
(2.3.13, Chapitre 2). 
Dans le tableau 4.3, nous présentons les valeurs des estimateurs pour la fonc-
tion de fiabilité à t = 1 ainsi que les valeurs des écarts-types respectifs. Nous 
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TABLE 4.1. Estimateurs pour 0:. 
n & 8& O:Q 80:Q Œ 8a iiL 80:L 
10 0.255 0.066 0.223 0.083 2.011 0.089 0.200 0.063 
20 0.218 0.065 0.211 0.097 2.030 0.056 0.211 0.065 
200 0.167 0.056 0.210 0.060 2.091 0.029 0.179 0.044 
250 0.174 0.064 0.179 0.053 2.066 0.049 0.190 0.045 
300 0.152 0.058 0.210 0.056 2.087 0.051 0.160 0.051 
350 0.160 0.049 i 0.167 0.041 2.033 0.050 0.162 0.049 
400 0.244 0.043 0.299 0.039 2.049 0.061 0.223 0.055 
450 0.164 0.044 0.166 0.037 2.027 0.045 0.159 0.047 
500 0.139 0.035 0.136 0.036 2.022 0.044 0.137 0.030 
TABLE 4.2. Estimateurs pour {3. 
n {3 8/3 PQ~~L 8-Ih 10 3.988 0.311 3.543 0.321 7.890 0.5 .733 0.233 
20 4.103 0.314 4.339 0.331 8.056 0.4 .567 0.221 • 
200 4.254 0.325 5.223 0.290 8.987 0.503 3.182 0.241 
250 5.433 0.206 6.639 0.213 9.811 0.489 3.009 0.207 
300 3.654 0.242 4.205 0.211 7.897 0.476 2.473 0.187 
350 3.669 0.219 4.179 0.198 8.233 0.527 2.953 0.156 
400 3.251 0.189 4.476 0.187 8.879 8.953 3.457 0.151 
450 4.198 0.175 4.996 0.174 9.025 9.301 2.532 0.143 
500 4.365 0.157 4.541 0.157 8.011 8.117 3.005 0.135 
calculons les valeurs des estimateurs en utilisant la formule de la fonction de 
fiabilité suivante (Chapitre 3) 
( 4.1.3) 
La valeur théorique pour R est de 0.7184, pour t = 1,0: = 0.277 et {3 = 4.35. Dans 
la première colonne, nous avons l'estimateur du maximum de vraisemblance, suivi 
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de son écart-type, ensuite l'estimateur de Bayes sous la fonction de perte quadra-
tique, suivi de son écart-type et dans les deux dernières nous avons l'estimateur 
de Bayes sous la fonction de perte LINEX (a =-5), suivi de son écart-type. 
Nous utilisons les notations suivantes: Pour l'estimateur du maximum de vrai-
semblance pour a, &. et pour l'estimateur du maximum de vraisemblance pour 
(3, (3; ensuite pour l'estimateur de Bayes sous la fonction de perte quadratique 
pour a et pour (3, (iiQ,/3Q). L'estimateur des moments pour a et pour (3 sont 
notés (fi,/3). L'estimateur de Bayes sous la fonction LINEX (a =-5) pour a est 
noté, aL, ainsi qu~ l'estimateur de Bayes sous la fonction LINEX (a =-5) pour 
(3, noté /3L' Pour les écart-types on utilise la notation suivante: Pour l'écart-type 
correspondant à l'estimateur du maximum de vraisemblance pour a, 8â et pour 
l'écart-type correespondant à l'estimateur du maximum de vraisemblance pour (3, 
8(3' En effet, on utilise la notation 8 pour l'écart-type en précisant à l'indicateur 
le type d'estimateur. 
TABLE 4.3. Estimateurs pour la fonction de fiabilité R(l). 
n R(l) 8 R(l) Rd1) 8 -RQ RL (l) 8-RL 
200 0.961 0.025 0.955 0.025 0.981 0.022 
250 0.960 0.028 0.943 0.027 0.972 0.023 
300 0.943 0.015 0.935 0.016 0.959 0.014 
350 0.935 0.017 0.933 0.019 0.958 0.017 
400 0.937 0.015 0.930 0.017 0.961 0.015 
450 0.947 0.011 0.928 0.012 0.955 0.012 
500 0.928 0.012 0.921 0.012 0.949 0.011 
Dans le tableau 4.4, nous présentons les valeurs des estimateurs pour le taux 
d'échec. Nous calculons les valeurs des estimateurs en utilisant la formule suivante 
pour le taux d'échec (Chapitre 3), à t = 1, 
H(t) = a(t + (3)-1. (4.1.4) 
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Dans la premiêre colonne, nous avons l'estimateur du maximum du vraisemblance, 
ensuite l'estimateur de Bayes sous la fonction de perte quadratique et dans la der-
niêre l'estimateur de Bayes sous la fonction de perte LINEX (a 
TABLE 4.4. Estimateurs pour le taux d'échec H. 
n ÎI sb HQ SilQ HL silL 
200 0.052 0.030 0.057 0.037 0.026 0.024 
250 0.048 0.032 0.058 0.044 0.019 0.026 
300 0.049 0.025 0.057 0.026 0.016 0.021 
046 0.024 0.059 0.028 0.015 0.019 
044 0.020 0.055 0.022 0.014 0.020 
450 0.043 0.018 0.054 0.019 1 0.011 0.016 
500 0.038 0.016 0.052 0.018 0.011 0.015 
En se basant sur l'échantillon de taille n, nous avons calculé les estimateurs 
pour Q et pour (3. En remplaçant (&,,8), (àQ,!3Q), (àL,!3L) , dans la formule du 
calcul de la fonction de fiabilité, R(t), on obtient les valeurs pour R(l), RQ(l) et 
RL (l). On a calculé aussi les écarts-types. La figure 4.1 nous montre l'évolution 
de ces valeurs par rapport à la représentation graphique de la fonction de fiabilité, 
R(t), où la valeur de test 1 et n = 200. 
En se basant sur l'échantillon de taille n, nous avons calculé les estimateurs 
pour Q et pour (3. En remplaçant (&,~), (àQ ,Î3Q) , (àL ,!3d, dans la formule du 
calcul du taux d'échec, H(l), on obtient les valeurs pour H(l), HQ(l) et HL{l). 
La figure 4.2 nous montre l'évolution de ces valeurs par rapport à la représentation 
graphique de la fonction du taux d'échec H(l), où la valeur de test 1 et n = 200. 
Les tableaux 4.1 à 4.4 montrent que les estimateurs de Bayes sous la fonction 
de perte LINEX sont meilleurs que les estimateurs de Bayes sous la fonction qua-
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FIGURE 4.2. Estimateurs pour le taux d'échec à t = 1. 
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valeurs de n (n < 30), nous nous attendions à ce que les estimateurs du maximum 
de vraisemblance pourraient être meilleurs que les estimateurs de Bayes obtenus 
par l'approximtion Lindley, parce que la forme de Lindley a une approximation 
de u(n-1). 
En regardant les figures 1 et 2, nous voyons que la courbe dans le cas de 
l'évaluation de l'estimateur de Bayes sous la fonction de perte Linex est plus 
proche de la courbe réelle que les autres évaluations tant pour la fonction de 
fiabilité que pour la fonction de taux d'échec. 
Dans le tableau 4.5, nous présentons différentes valeurs de l'estimateur de 
Bayes de Œ sous la fonction Linex, en faisant varier le paramètre a. D'après 
l'étude de Varian (1975) nous savons que si le paramètre a prend des valeurs 
petites (autour de zéro), la forme de la fonction de perte Linex s'approche de la 
forme de la fonction de perte quadratique, alors les estimateurs de Bayes sous la 
fonction de perte Linex se confondent avec les estimateurs de Bayes obtenus sous 
la fonction de perte quadratique. Si le par<~.mètre a prend des valeurs différents 
de zéro, les estimateurs de Bayes sous la fonction de perte Linex sont différents 
des estimateurs de Bayes obtenus sous la fonction de perte quadratique. 
TABLE 4.5. Estimateur de Bayes de Œ sous la fonction de perte 
Linex (variation d'après le paramètre a). 
a O:L SéiL 
-20 0.534 0.033 
20 0.344 0.041 
-10 0.631 0.031 
10 0.433 0.035 
-5 0.264 0.036 
5 0.459 0.042 
Dans le tableau 4.6, nous présentons différentes valeurs de l'estimateur de 
Bayes de (3 sous la fonction Linex, en faisant varier le paramètre a. 
TABLE 4.6. Estimateur de Bayes de {3 sous la fonction de perte 
Linex (variation d'après le paramètre a). 
a iJL sih 







Dans le tableau 4.7, nous présentons différentes valeurs de l'estimateur de 
Bayes de la fonction de fiabilité sous la fonction de perte Linex, en faisant varier 
le paramètre a. 
TABLE 4.7. Estimateur de Bayes de la fonction de fiabilité sous la 
fonction de perte Linex (variation d'après le paramètre a). 
a RL s-RL 
-20 0.949 0.022 
20 0.963 0.031 
-10 0.959 0.035 
10 0.934 0.029 • 
-5 0.945 0.027 
5 0.906 0.025 
Ensuite nous présentons différentes valeurs de l'estimateur de Bayes du taux 
d'échec sous la fonction de perte Linex, en faisant varier le paramètre a (tableau 
4.8). 
En faisant varier le paramètre a, les tableaux 4.5 à 4.8 montrent que pour 
des valeurs de a positives, les estimateurs de Bayes de Di et {3 sous la fonction 
de perte Linex sont inférieurs aux estimateurs de Bayes sous la fonction de perte' 
Linex calculés pour des valeurs de a négatives. Étant donné que le paramètre a 
TABLE 4.8. Estimateur de Bayes du taux d'échec sous la fonction 
de perte Linex (variation d'après le paramètre a). 
a HL s-HL 
-20 0.045 0.007 
20 0.034 0.005 
-10 0.068 0.005 
10 0.054 0.006 
-5 0.075 0.007 
5 0.055 0.008 
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fait partie d'un exposant, le signe du paramètre a va influencer les valeurs des 
estimateurs. 
4.2. ESTIMATEURS AVEC j3 CONNU 
Nous sommes rendus à analyser les estimateurs dans le cas où /3 est connu, 
/30 = 4.35. (Tableaux 4.9 à 4.15) 
Dans le tableau 4.9 nous avons les valeurs des différents estimateurs pour a. 
Dans la première colonne, nous avons la taille de l'échantillon n, dans la deuxième 
colonne, nous avons l'estimateur du maximum de vraisemblance pour a, &; dans 
la troisième colonne nous avons l'estimateur de Bayes sous la fonction de perte 
quadratique, àQ et l'estimateur de Bayes sous la fonction Linex (a=lO), àL . 
(Pour avoir une meilleure idée sur les valeurs des estimateurs de Bayes sous la 
fonction Linex, nous faisions varier le paramètre a). L'estimateur du maximum 
du vraisemblance (MLE) de a, &, peut être calculé en utilisant l'équation 
& = r j(Tl - nlog /30) (4.2.1) 
avec Tl = (n - r) log(xr + /30) + 2:~==llog(Xi + /30). Sous la fonction de perte 
quadratique, l'estimateur de Bayes àQ de a est la moyenne a posteriori donnée 
par 
àQ = (r + c)j(w + d). (4.2.2) 
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(Voir Chapitre 3). L'estimateur de Bayes iiL de a sous la fonction de perte Linex 
(a=10) est donné par 
iiL = [(r c)/a]log{l + a/(w + d)}. (4.2.3) 
TABLE 4.9. Estimateurs pour a. 
n & Sa iiQ SOtQ iiL SOtL 
200 0.169 0.002 0.172 0.004 0.157 0.003 
250 0.155 0.002 0.189 0.003 0.152 0.004 
300 0.156 0.003 0.157 0.004 0.153 0.005. 
350 0.154 0.003 0.171 0.004 0.153 0.003 
400 0.152 0.002 0.159 0.004 0.149 0.004 
450 0.140 0.003 0.154 0.004 0.137 0.004 
500 0.152 0.003 0.186 0.003 0.145 0.005 
Ensuite nous présentons les valeurs des estimateurs pour la fonction de fiabilité 
(Tableau 4.10). Nous calculons les valeurs des estimateurs en utilisant la formule 
de la fonction de fiabilité suivante (Chapitre 3) 
(4.2.4) 
Dans la première colonne nous avons l'estimateur du maximum de vraisem-
blance, dans la deuxième colonne, l'estimateur de Bayes sous la fonction de perte 
quadratique et dans la dernière, l'estimateur de Bayes sous la fonction Linex 
(a=lO). 
En se basant sur l'échantillon de taille n, nous avons calculé les estimateurs 
pour a. En remplaçant &, iiQ, iiL , dans la formule du calcul de la fonction de 
fiabilité, R(l), on obtient les valeurs pour R(l), RQ(l) et Rd1). La figure 4.3 
nous montre l'évolution de ces valeurs par rapport à la représentation graphique 
de la fonction de fiabilité, R(l), où la valeur de test 1 et n 200. 
Dans le tableau 4.11 nous présentons les valeurs des estimateurs pour le taux 
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TABLE 4.10. Estimateurs pour la fonction de fiabilité R(l). 
n R(l) 8R RQ(l) 8- RL (l) 8-RL 
200 0.964 0.0028 0.949 0.0025 0.992 0.0022 
250 0.950 0.0023 0.950 0.0029 0.977 0.0021 
300 0.951 0.0020 0.949 0.0020 0.957 0.0019 
0.950 0.0022 0.966 0.0019 
0.935 0.0020 0.991 0.0017 
0.919 0.0019 0.946 0.0016 
0.0018 0.915 0.0018 0.969 0.0015 
FIGURE 4.3. Estimateurs pour la fonction de fiabilité, R(l). 
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d'échec. Nous calculons les valeurs des estimateurs en utilisant la formule suivante 
pour le taux d'échec (Chapitre 3) 
H(t) = Œ(t + (3)-1 (4.2.5) 
Dans la première colonne, nous avons la taille de l'échantillon n, dans la 
deuxième colonne, nous avons l'estimateur du maximum de vraisemblance; dans 
la troisième colonne nous avons l'estimateur de Bayes sous la fonction de perte 
quadratique et dans la dernière, l'estimateur de Bayes sous la fonction de perte 
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Linex (a =10). En se basant sur l'échantillon de taille n, nous avons calculé les 
TABLE 4.11. Estimateurs de Bayes du taux d'échec H(l). 
n H(l) s -H HQ(1) s-HQ HL (l) s-HL 
200 0.048 0.0027 0.067 0.0028 0.052 0.0023 
250 0.046 0.0026 0.061 0.0027 0.049 0.0022 
300 0.043 0.0024 0.053 0.0025 0.041 0.0022 
350 0.044 0.0020 0.049 0.0023 0.040 0.0020 
400 0.042 0.0019 0.046 0.0022 0.038 0.0021 
450 0.043 0.0018 0.045 0.0020 0.039 0.0018 
500 0.041 0.0017 0.041 0.0020 0.035 0.0016 
estimateurs pour a. En remplaçant a, aQ, aL, dans la formule du calcul du taux 
d'échec, H(t), on obtient les valeurs pour H(l), HQ(1) et HL (l). La figure 4.4 
nous montre l'évolution de ces valeurs par rapport à la représentation graphique 
de la fonction du taux d'échec, H(t), où la valeur de test 1 et n = 200. 
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FIGURE 4.4. Estimateurs pour le taux d'échec à t=1. 
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Les tableaux 4.9 à 4.11 montrent que pour des échantillons de taille 200 à 500 les 
estimateurs de Bayes avec la fonction de perte Linex sont inférieurs aux estima-
teurs de Bayes sous la fonction de perte quadratique. Par contre, ils sont un peu 
plus grands que les estimateurs du maximum de vraisemblance. En regardant les 
figure 3 et 4, nous voyons que la courbe dans le cas de l'évaluation de l'estimateur 
de Bayes sous la fonction de perte Linex est plus proche de la courbe réelle que 
pour les autres estimateurs tant pour la fonction de fiabilité que pour la fonction 
de taux d'échec. 
Maintenant, nous calculons les estimateurs de Bayes de a sous la fonction 
de perte normale reflétée. Nous minimisons la fonction de perte normale reflétée 
modifiée (MRN) : 
E[LMRN(Y)) ~ 1 _ exp~1(L'>h)') { 1 - ,ja'''(+ "(' exp [- 2~;:~:) 1 } . 
(4.2.6) 
où les paramètres sont Kt!., T, ~. Pour faire le calcul, nous prenons pour les 
paramètres, les valeurs suivantes: Kt!. = 150, T = 10, ~ = 4. En prenant des 
échantillons de tailles de 200 à 500, nous obtenons les estimateurs présentés dans 
le tableau 4.12. 
TABLE 4.12. Estimateur de Bayes de a sous la fonction de perte 
normale réflétée. 
n fiN 8ÔN 
200 8.613 0.238 
250 7.455 0.224 
300 9.072 0.345 
350 8.779 0.267 
400 8.245 0.254 
450 8.998 0.268 
500 8.002 0.209 
Nous observons que les estimateurs de Bayes pour a sous la fonction de perte 
normale réflétée sont supérieurs aux estimateurs de Bayes avec la fonction de perte 
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Linex, ainsi qu'aux estimateurs de Bayes sous la fonction de perte quadratique et 
aussi aux estimateurs du maximum de vraisemblance. 
Dans le tableau 4.13, nous présentons les valeurs de l'estimateur de Bayes sous 
la fonction de perte Linex &BL de Cl: donné par 
&BL = [(r + c)/aJ log[l + a/(w + d)]. (4.2.7) 
Nous faisons varier les valeurs du paramètre a et nous prenons un échantillon 
de n = 200 données. 
TABLE 4.13. Estimateur de Bayes de Cl: sous la fonction de perte 
Linex (variation d'après le paramètre a). 
~ ÔL sih 0.991 0.0032 
20 0.172 0.0023 
-10 0.423 0.0031 
10 0.301 0.0028 
-5 0.178 0.0033 
5 0.259 0.0029 
La variation du paramètre a montre que pour des valeurs de a positives, les 
estimateurs de Bayes de Cl: sous la fonction de perte Linex sont inférieurs aux 
estimateurs de Bayes sous la fonction de perte Linex calculés pour des valeurs de 
a négatives. 
Dans le tableau 4.14, nous présentons les valeurs d'estimateurs pour la fonction 
de fiabilité en faisant varier le paramètre a. L'échantillon considéré a la taille 
n = 200. 
Nous calculons les valeurs d'estimateurs en utilisant la formule de la fonction 
de fiabilité suivante (Chapitre 3), pour t = 1 : 
(4.2.8) 
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Nous faisons varier les valeurs du paramètre a et nous considérons un échan-
tillon de taille n = 200. 
TABLE 4.14. Estimateur de Bayes de la fonction de fiabilité sous 
la fonction de perte Linex (variation d'après le paramètre a). 
a RL . S -RL 
-20 0.993 0.0038 
20 0.971 0.0040 
-10 0.989 0.0037 
10 0.993 0.0039 
-5 0.961 0.0035 
5 0.993 0.0038 
(4.2.9) 
En ce qui concerne l'estimateur de Bayes de la fonction de fiabilité, on observe 
que même si pour des valeurs du paramètre a positives, les estimateurs de Bayes 
de la fonction de fiabilité sous la fonction de perte Linex sont inférieurs aux 
estimateurs dé Bayes de la fonction de fiabilité sous la fonction de perte Linex 
calculés pour des valeurs de a négatives, l'écart est très petit. 
Nous présentons les valeurs d'estimateurs pour le taux d'échec en faisant varier 
le paramère a. Nous calculons les estimateurs pour un échantillon de taille n = 
200, en utilisant la formule suivante pour le calcul de la fonction du taux d'échec 
(Chapitre 3), pour t = 1 : 
H(t) = a(t + {3)-1. (4.2.10) 
Pour les estimateurs de Bayes du taux d'échec sous la fonction de perte Linex, 
la tendance se maintient, en général, c'est-à-dire que pour des valeurs du para-
mètre a positives, les estimateurs de Bayes de la fonction du taux d'échec sous la 
fonction de perte Linex sont inférieurs aux estimateurs de Bayes de la fonction 
du taux d'échec sous la fonction de perte Linex calculés pour des valeurs de a 
négatives. Par contre, l'écart est proche de zéro. 
TABLE 4.15. Estimateur de Bayes du taux d'échec sous la fonction 
de perte Linex (variation d'après le paramètre a). 
a HL s-HL 
-20 0.008 0.0004 
20 0.009 0.0003 
-10 0.005 0.0005 
10 0.008 0.0004 
-5 0.045 0.0004 




Ce mémoire visait à comparer les estimateurs obtenus sous différentes fonc-
tions de perte. Basé sur un échantillon des temps de vie de la distribution de 
Pareto, les estimateurs de Bayes de deux paramètres (inconnus) de la fonction de 
fiabilité et du taux d'échec sont obtenus en utilisant l'approximation de Bayes dû 
à Lindley. On calcule les estimateurs de Bayes sous la fonction de perte quadra-
tique, sous la fonction Linex et sous la fonction normale reflétée modifiée, ainsi 
que les estimateurs de maximum de vraisemblance et les estimateurs des mo-
ments. Les comparaisons sont faites entre ces estimateurs calculés en se basant 
sur l'étude de simulations. On étudie l'effet de fonctions de perte symétriques et 
asymétriques sur ces estimateurs. 
Le cas de Cl:: et f3 inconnus 
Les tableaux 4.1 à 4.8 montrent que les estimateurs de Bayes sous la fonction de 
perte LINEX sont meilleurs que les estimateurs de Bayes sous la fonction qua-
dratique et que les estimateurs du maximum de vraisemblance. Pour des petites 
valeurs de n (n < 30), nous nous attendions à ce que les estimateurs du maximum 
de vraisemblance pourraient être meilleurs que les estimateurs de Bayes obtenus 
par l'approximtion Lindey. En regardant les figures 4.1 et 4.2, nous voyons que 
la courbe dans le cas de l'évaluation de l'estimateur de Bayes sous la fonction 
de perte Linex est plus proche de la courbe réelle que les autres évaluations tant 
pour la fiabilité que pour la fonction de taux d'échec. 
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Le cas de f3 connu 
Les tableaux 4.9 à 4.15 montrent que pour des échantillons tant petits que grands, 
les estimateurs de Bayes avec la fonction de perte Linex sont inférieurs aux es-
timateurs de Bayes sous la fonction quadratique et aussi aux estimateurs des 
moments. Par contre ils sont un peu plus grands que les estimateurs du maxi-
mum de vraisemblance. En regardant les figures 3 et 4, nous voyons que la courbe 
dans le cas de l'évaluation de l'estimateur de Bayes sous la fonction de perte Linex 
est plus proche de la courbe réelle que les autres évaluations tant pour la fiabilité 
que pour la fonction de taux d'échec. 
D'après les résultats, nous observons que dans la plupart des situations impli-
quant l'évaluation de la fiabilité et l'évaluation du taux d'échec, des fonctions de 
perte asymétrique (Linex) sont plus appropriées que la fonction de perte quadra-
tique. Pour les deux cas : Cl: et f3 inconnus et f3 connu, l'influence de la variation du 
paramètre a, dans la fonction de perte Linex, détermine le fait qu'en général, pour 
des valeurs positives de a, les estimateurs de Cl: sont inférieurs aux estimateurs de 
Cl: obtenus pour des valeurs négatives de a. Le même phénomène se produit pour 
les estimateurs de f3, de la fonction de fiabilité, R et du taux d'échec, H, sauf que 
l'écart entre les valeurs est très petit (voir les tableaux 4.5 à 4.8 et 4.13 à 4.15). En 
ce qui concerne l'estimateur de Cl: sous la fonction de perte normale réflétée modi-
fiée, on observe qu'il prend des valeurs plus grandes que les estimateurs calculés 
sous les autres fonctions de perte. 
Globalement, les estimateurs de Bayes calculés sous la fonction de perte Linex 
sont meilleurs que les estimateurs de Bayes sous la fonction de perte quadratique, 
sous la fonction de perte normale réflétée modifiée, ainsi que les estimateurs du 
maximum de vraisemblance. Par contre, parce que les résultats des simulations 
sont ici loin d'être exhaustifs, il est encore difficile de choisir une fonction de perte 
en particulier qui donnerait les «meilleurs» estimateurs. 
Ainsi, pour de futures recherches, il serrait intéressant d'élargir le calcul des 
estimateurs pour d'autres fonctions de perte, telle que la fonction de perte 0-1 et 
la fonction de perte quadratique pondérée. 
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