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Abstract-The paper discusses the agreement between observed qualitative behavior 
of phase transitions in liquid mixtures and the results of catastrophe-theoretic modeling. 
Some mechanisms to explain the agreement are advanced. 
1. INTRODUCTION 
This paper describes an instance in which a model works so well that its very success 
begs an explanation. The actual phenomena being modeled are connected with phase 
transitions in liquid mixtures. The model itself derives from a simple application of sin- 
gularity theory which is motivated by catastrophe theory. At first blush, the success of 
the model is totally undeserved. However, the reasons given for why catastrophe theory 
should be generally applicable seem to open a promising line of investigation for not only 
phase transitions, but other complex phenomena as well. 
In fact, we use the specific model above as a starting point from which to review the 
whole catastrophe-theory controversy. While the author agrees with the specifics of much 
of the recent criticism of catastrophe theory, he also feels that the vast majority of it has 
missed the point. The fact is that many catastrophe-theoretic models show excellent agree- 
ment with the situation begin modeled. Thus the criticism that the hypotheses necessary 
to invoke catastrophe theory have not been met, while usually valid, is moot. To my 
mind, the issue is to explain the agreement. 
We shall argue that the general principles motivating catastrophe theory merit a closer 
look than they have currently received. The fact that catastrophe theory works so well 
in some instances suggests a number of mathematical results whose correct formulation 
and proofs seem to lie outside the range of current techniques. 
Here is a brief outline of what follows. In Sections 2 and 3 we outline the phenomena 
we wish to model and the precise problem we address. In Section 4 we present the 
“solution.” This is done in such a way as to clearly highlight its ad hoc nature. Sections 
5 and 6 are devoted to a brief outline of Thorn’s theory of models. This is necessary in 
view of the astonishing fact that, despite all the interest catastrophe theory has generated 
over the last decade, very few individuals seem to have actually read Thorn’s book[ 11. 
Our outline also serves to show why the hypotheses which would provide a firm under- 
pinning for the results of Section 4 cannot be met. In fact, we shall see that the criteria 
needed to rigorously apply catastrophe-theoretic results are practically unverifiable. We 
conclude by proposing a problem which appears to be susceptible to a rigorous treatment 
by catastrophe theory. A solution of the problem would vastly elucidate the issues we 
raise. 
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2. PHASE DIAGRAMS 
All of us experience phase transitions in the course of our daily life. We know that 
water freezes at 32°F and boils at 212”F, and we realize that a lower pressures water boils 
at lower temperatures. Many of us recall, either from school or the laboratory, that at 
high-enough temperatures there is no distinction between the liquid and gaseous state of 
water. If we plot the various temperatures and pressures at which water undergoes a 
change of phase we obtain a diagram like that in Fig. 1. The latter is an example of a 
phase diagram. 
Suppose that we want to describe the properties common to all phase diagrams in liquid 
systems. In order to make progress, we need to be somewhat more specific. 
So consider a mixture of IZ substances which do not interact chemically. Then ther- 
modynamics tells us that there are rz + 1 independent hermodynamic variables, in terms 
of which all thermodynamic behavior can be described. Moreover, we can take these 
variables to befield variables; that is, variables which take the same value in two coexisting 
phases. Temperature, pressure and chemical potentials are examples of field variables. 
On the other hand, density, mole fractions and entropy are not field variables. (Such 
variables are called densities.) 
A phase diagram is a pair of topological spaces (Y, Q), where the ambient space Y is 
the closure of the set of all values of thermodynamic field variables which are realizable 
in principle, and Q is the subset of Y consisting of all points at which a phase transition 
occurs. By resealing the field variables, if necessary, we may take Y to be the set in [Wn+r, 
given by 
Y = {y E [Wn+‘: y = (y1, . . . 
In the case of a pure fluid (that is, 
take pressure P and temperature T in 
3 yn+ 1) and yi 2 0 for all 1 zs i 5 n + I}. 
a fluid consisting of only one substance) we can 
degrees Kelvin to be field variables. Here, Y = 
{(P, T) E R2: P 3 0, T 2 0). F or water the phase diagram looks like that sketched in Fig. 
1. Another possible phase diagram for a fluid is sketched in Fig. 2-sulfur has such a 
diagram. In Fig. 3 we have sketched how part of a phase diagram for a mixture of two 
fluids can look. 
With these definitions we can refine the statement of our problem. Namely, we want 
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Fig. 1. Example of a phase diagram of a pure fluid. Fig. 2. A possible phase diagram for a pure fluid. 
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Fig. 4. The ball P is a characteristic ball about p. The ball R centered at r is typical, but not characteristic. The 
ball S is neither typical nor characteristic. 
Fig. 5. The possible typical balls in a phase diagram of a pure fluid. 
Now suppose that (Y, Q) and (Y’, Q’) are phase diagrams and let 4 E Q and 4’ E Q’. 
We regard two neighborhoods, B of 4 and B’ of q’, to be the same if there is a homeo- 
morphism h: (B, B fl Q) + (B’, B’ n Q’), such that h(q) = q’. We are finally in a position 
to formulate the problem which we subsequently address. 
Problem. What are all the different types of typical balls that can occur in a phase 
diagram ( Y, Q) of a physically realizable fluid system? 
In the case of a pure fluid (dim Y = 2), it is known that any phase diagram (Y, Q) must 
consist entirely of points q E Q centered at three types of typical balls. These are sketched 
above in Fig. 5. In more classical terms, q must be a point at which two phases coexist, 
or a point at which three phases coexist (a triple point), or a point at which two phases 
coalesce (a critical point). 
The diagram sketched in Fig. 6 could not correspond to the phase diagram of a fluid 
system because it contains the point q which has a typical ball B in which Q fl B looks 
like two intersecting lines [Fig. 6(b)]. At such a point, four phases coexist, and this con- 
tradicts Gibbs’ phase rule which states that if dim Y = n + I, then no more than n + 2 
phases can coexist at any point. 
For n > 1 (dim Y > 2), the list of different typical neighborhoods rapidly becomes more 
complicated. However, for each n there appears to be at most a finite number of such 
neighborhoods. 
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a b 
Fig. 6. (a) A diagram which is not part of a phase diagram of a pure fluid. (b) A typical ball which does not 
occur in the phase diagram of a pure fluid. 
4. THE “SOLUTION” 
(a) Zntroduction 
In this section we find all different types of typical balls that can occur in a phase 
diagram of a physically realizable phase diagram. We do this by actually constructing a 
representative of every typical ball. Apart from outlining the construction, our goal is to 
convince the reader just how algorithmic the whole process is and just how preposterous 
it is that any such scheme should work. Further details can be found in [3,4]. We postpone 
discussion until later sections. 
The first step is to associate pairs of topological spaces with real-valued functions. 
Ultimately, we will identify these pairs with typical balls. 
(b) Preliminaries 
Two functions f, g: R” ---, R are said to be equivalent at a point x0 E R” if there exists 
a neighborhood U of x0 in KY such that f and g coincide on U (that is, f(x) = g(x) for 
al x E V). An equivalence class under this relation is said to be a germ. We let 
GO(rWm) denote the set of all germs of C” functions at x0 E R”. We follow the usual 
convenient, if somewhat sloppy, practice of denoting a function f and its germ at a point 
by the same symbol. 
It is an easy exercise to verify that CE,(UQP) is a ring. For any function f: R” + R the 
set 
where .Z,,(f) is the ideal in C,,( KY) generated by the germs at x0 of the functions aflax,, 
. . . ) t~fldx,, is an R-algebra and thus a real vector space. The dimension of A(f, x0) is 
called the smooth co-dimension off at x0 and denoted by cod(f, x0). A point x0 E R” is 
called degenerate if cod(f, x0) > 1. [It is easy to verify that cod(f, x0) 2 1 if and only if 
f’(xO) = 0 with equality if and only if x0 is a Morse nondegenerate critical point of f.1 
(c) The bifurcation set of a function with a unique global minimum 
Let f: R” + IF8 be a function with a unique global minimum at 0 E R”. Suppose that 
f(0) = 0 and that cod(f, 0) = r. 
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For each s 3 Y, construct the function 
wheregi,. . . , g, are such that their projections together with that of the constant function 
1 form a basis of A(f, 0). Let ET be the set 
2; = {u E UP: f&x) = F(x, u) has a degenerate global minimum at 0 E R” or fU has 
two or more global minima}. 
Let B be a sufficiently small ball centered at the origin in [w”. The pair (B, B rl Z$) is 
called the bifurcation set of the function f in dimension s [remember that s 2 cod(f, O)]. 
(d) The bifurcation set of a function with finitely many global minima 
Now suppose that f: [w” * [w has finitely many global minima xl, . . . , & E [w”. 
Suppose further that f(xi) = **a = f(xk) = 0. We define 
i= 1 
(*) 
The numbers cod f and cod(f, xi) actually have a differential-topological significance to 
which we shall merely allude later. In terms of this interpretation the equality (*) is actually 
a consequence of a deep theorem due to Sergeraert[S]. By convention, cod f = co if 
cod(f, xi> = m for some i where 1 5 i I k. Suppose that cod f < Y < cc, and let 
cod(f, Xi) = Tie For each j with 1 I j 5 k set 
Dj(X, uj) = 2 uJgJ(x) 
i= 1 
where the functions g{ are such that their germs at xj, together with the constant function 
1, project to a basis of A(f, xj). 
Let Bj C Bj’ be two closed balls centered at Xj which are so small that Xi@ BJ! if i # j. 
Let l j be a c” function which is identically equal to 1 on Bj and 0 on R” - Bj’. For s 2 
r set 
k-l k 
F(X, u) = f(X) + 2 UiEi(X) + x Ei(X)Di(X, U’). 
i=l i= 1 
Here, u = (~1, . . . , uk- 1, u:, . . . , u&, . . . , u’i, . . . , z&, u,.+~, . . . , Us) E &is. Define 
J$ as in (c) above, and define the pair (B, B n FF) to be the bifurcation set of f in 
dimension s. Here, B is a sufficiently small ball centered at the origin of R”. 
(e) The main observation 
The following observation is the key to our classitication. 
Observation. The typical balls which can occur in a phase diagram of a fluid system 
in which dim Y = n + 1 are homeomorphic as pairs to the sets (B, B fl X7+‘) where f: 
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lQ8” + IR is a function with one or more global minima such that 1 5 cod f 5 n + 1 and 
B is a sufficiently small ball centered at 0 E R”+’ (the radius of B depends on f). 
The above is surprising, but it would not be very useful were it not for the fact that, 
for fixed n, we need only consider finitely many different functions in order to get all 
possible pairs (B, B n & n+ ‘) with cod f 5 n + 1 and two pairs being considered the same 
if they are homeomorphic. What is even better is that for small values of n (more precisely, 
for 12 5 15) 
(i) the functions f can be taken to be functions of one or two variables (for n < 7, f 
can be taken to be a function of one variable); 
(ii) there are lists of all functions which need to be considered (see [3, 61); 
(iii) the functions gi, whose germs at a point x0 project (together with the constant 
function 1) to form a basis of A(f, xi), have been worked out for each f which needs to 
be considered (see [3, 6, 71). 
Consequently the function F corresponding to f can easily be written down. Thus the 
task of describing C ?+I is, in principle at least, accomplished by algebraic computations. 
The proofs of the above assertions are due to a number of mathematicians, notably 
Mather, Thorn and Arnold. The case where f has more than one minimum is due to Dubois, 
Dufour and Stanek, who built on the work of Sergeraert. For more precise references see 
11, 3, 6-81. 
Although observing phase diagrams in fluid mixtures of even five fluids is at the limit 
of our experimental capabilities, we have, in principle, a good method for generating all 
typical neighbourhoods. The experimental agreement with our observation is excellent 
(see 12, 31). 
We mention a number of corollaries which would follow from the validity of our 
observation: 
(1) In a fluid mixture with 12 components, the possible characteristic balls are homeo- 
morphic to one of the pairs (B, B n XT’ ‘) where cod f = n + 1. 
(2) Balls which are typical, but not characteristic, are cylinders in the sense that they 
are homeomorphic to a direct product of a characteristic ball and a suitable number of 
copies of the closed unit interval. For details, see [3]. 
(3) There is a distinguished class of characteristic balls, consisting of the class of so- 
called basic balls, from which all characteristic balls can be constructed. In our scheme, 
these correspond to the pairs (B, B n ZZy+’ ), where f has a unique global minimum. 
(4) A significant generalization of the Gibbs’ phase rule holds for fluid systems. For a 
precise statement and discussion, see [3]. 
(g) Discussion 
The question that immediately arises is whether our observation is merely a fortuitous 
coincidence or whether its validity reflects some deeper principle. A priori, it is far from 
clear that bifurcation sets of functions should have anything to do with phase diagrams. 
The construction outlined above was motivated by catastrophe theory and, at least 
from the standpoint of the propaganda on behalf of catastrophe theory, it is quite natural 
that something like the above should hold. To see this, let us step back and consider the 
situation. A gram of fluid contains something on the order of 1O23 molecules. To each 
molecule there are associated at least six degrees of freedom. Therefore, it is practically 
miraculous that there should be any large-scale order associated to such a system. Yet 
the very existence of thermodynamics attests to the global regularities and relatively 
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simple macroscopic properties of fluids. In the early 197Os, catastrophe theory was widely 
touted as a means for understanding and explaining macroscopic changes in form of sys- 
tems with a large number of microscopic degrees of freedom. In view of these consid- 
erations, thermodynamics presents itself as a natural candidate on which to bring the 
mathematical apparatus of catastrophe theory to bear. 
The blindest application of catastrophe theory yields the above method of producing 
typical balls. From one point of view, this is the end of the story; the method works and 
nothing else need be said. However, few individuals would be satisfied with this state of 
affairs. We have neither explained anything nor contributed anything to our understanding 
of phase transitions. 
An attempt to delve more deeply into the matter mandates that we analyze why ca- 
tastrophe theory “works” in this instance. Upon performing such an analysis, it transpires 
that the hypotheses that we need in order to make the application above of catastrophe 
theory are not met. In fact, they are almost never met in any of the current applications 
of catastrophe theory. However, the general philosophy of catastrophe theory, as ad- 
vocated by Thorn, does offer us a promising starting point. 
5. THOM’S THEORY OF MODELS 
In this section we review the fundamentals of Thorn’s theory of models. In the catas- 
trophe-theory debate, Thorn’s original thoughts seem to have been largely forgotten or 
ignored. As a result, the reasons why catastrophe theory “should” work are not under- 
stood by much of the mathematical community (and, more reprehensibly, by many of the 
practitioners of catastrophe theory). Given this state of ignorance, I hope that I will be 
forgiven for adding my exposition of the following ideas to an already unwieldy volume 
of literature. We begin with a simplified version of Thorn’s ideas. 
Let X be a topological space which parameterizes all the microstates of some system. 
Let B be another topological space which we think of as representing macroscopic pa- 
rameters that we can vary at will. To each s E B, we associate an object f, E X and 
suppose that fs varies continuously with s E B. We assume that some gross feature of 
f, “determines” the form or macrostate corresponding to fs. If fs and fl are qualitatively 
the same (written fs - fr), then f, and ft are assumed to determine the same macrostates. 
Definition. A model will consist of a quadruple (X, B, @‘, -) where 
(a) X is a topological space (parameterizing the microstates); 
(b) B is a topological space (the space of macroscopic parameters); 
(c) a: B + X is a one-to-one continuous map specifying how and what B parameterizes 
in X. For s E B we usually write a’(s) = f5. 
(d) - is an equivalence relation on X (f - g, where f, g E X, reflects the idea that 
f and g have the same qualitative type). 
In practice, X is usually a function space. We shall assume that it is endowed with the 
structure of a Banach or Frechet manifold. We assume that B is a finite-dimensional 
differentiable manifold, and that Q is infinitely differentiable. The equivalence relation is 
usually taken to be some type of topological or differentiable equivalence. It will be 
convenient to introduce the notation N(f) = {g E X: g - f}. 
Given such a model, one then tries to establish a number of results of the following 
type. (We have called the results we desire “ideal theorems” to distinguish them from 
actual theorems.) 
Ideal theorem A(n). There exist fl. . . . , f,. E X such that the sets N(fi) are open 
in X and Cx = X - U:= 1 N(f;) is a closed nowhere dense set in X. Furthermore, if we 
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let 29) = xx, then for all k, 1 % k I n, there exist ff, . . . , .ffk E I$-” such that the 
sets I are open in I$-‘) and the set Cg’ = Cfrk- ” - Ur/- I N(fF) is a nowhere dense 
subset of C!@ “. 
Let US suppose that some form of ideal theorem A is valid for a given model. Let 
2% = C$- i) - C$$). Then we would also like the decomposition {Z$} to have as much 
structure as possible. For example, we might hope that each of the Z$ is a finite union 
of smooth submanifolds of X or that {C$} gives a stratification of 2~ satisfying various 
regularity properties. 
Ideal theorem B. The sets 2% are strata of a “regular” stratification of &. 
As an example of the above please refer to Fig. 7. There we have represented X 
schematically as the interior of a ball in KY3 and Cx as the union of three planes which 
intersect inside the ball. C$ is the point at which the three planes intersect, Y& is the set 
of points at which only two planes intersect, and C& is the set of points which lie on 
exactly one plane. 
Notice that in Fig. 7 we are thinking of Ck as a union of submanifolds of X of co- 
dimension 1, ZZ$ as a union of submanifolds of co-dimension 2, and Z$ as a union of 
submanifolds of co-dimension 3. 
Now suppose that B is two-dimensional. For the purposes of discussion, we think of 
a: B +- X as an embedding of B into X. That is, we think of (P(B) as a two-dimensional 
submanifold of X. Please refer to Fig. 8. It is intuitively clear that, at least in Fig. 8, (i) 
“most” two-dimensional submanifolds of X will not meet C$ and (ii) the sets Z$ and 
C$ will not be tangent to @(B) “most” of the time. If either (i) or (ii) is not satisfied, then 
a slight perturbation of @ [that is, of Q(B)] will ensure that both conditions are satisfied. 
Conditions (i) and (ii) are examples of transversality conditions. In general, if theorems 
like A and B hold, then we can hope to assert that “most” maps satisfy the transversality 
conditions. 
There are a number of ways to phrase transversality conditions. Most formulations will 
imply the following conditions (which we take to be the transversality conditions). If dim 
B = k, then Q(B) n 22 = Oif m 2 k + 1, and if x E a(B) fl ZZ’, then T,@(B) + T,C’ = 
Fig. 7. A schematic representation of the space X of microstates. 
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,.:0(B) 
Fig. 8. A schematic representation of a model in which the map from B to X is transverse to the stratification. 
T,X where T,M denotes the tangent space to the manifold M at the point x. In order to 
justify our intuitive notions about “most” maps, we seek a theorem of the following type. 
Ideal theorem C(n). Let dim B = II, and let C(B, X) be the set of smooth maps from 
B to X. Suppose that C(B, X) is endowed with an appropriate topology. Then an open 
dense subset of maps in C(B, X) satisfy the transversality conditions. 
A map @ E C(B, X) which satisfies the transversality conditions is usually called generic 
(provided that the above theorem holds). 
We tentatively define a catastrophe-theoretic model to be a model (X, B, @, -> which 
satisfies ideal theorems A(n), B and C(n) for some II > dim B (we will broaden this 
definition slightly in the next section). We remark that ideal theorem B or something like 
it will always be necessary to rigorously state (and prove) ideal theorem C. 
To see how the above set-up might be used, let us assume that B is the thermodynamic 
field space for a pure fluid (that is, B is the positive quadrant in R2). If we assume that a 
model of the above type is valid (that is, if X and - can be chosen so that - adequately 
captures the notion of “same phase”), then we would expect the set, call it K, of points 
in field space at which a phase transition occurs to be precisely those points {b E B: Q(b) 
E 2,). The set K is called the catastrophe set. If B is thermodynamic tield space, then 
the pair (B, K) would be a phase diagram. What type of typical balls could we expect 
if the model outlined schematically in Fig. 8 were correct and if B were two-dimensional? 
If Q, satisfies the transversality conditions (in particular, O(b) does not meet xi), then 
for q E K C B we would have two cases. 
(i) If a(q) E CL, then a sufficiently small neighborhood N of q in B would be mapped 
to a “disk” containing Q(q). The latter would contain a line of points in 2; and the 
remainder of the points would be in X - 2,~. 
(ii) If O(q) E IS$, then a sufticiently small neighborhood N of q in B would be mapped 
to a “disk” Q(N) containing Q(q) E C 5. There would be four “half-lines” of points in 
Q(N) fl Zk, and the remainder of points would lie in X - C,Y. 
In case (i), if N were a typical neighborhood of q, then (N, N II K) would be as sketched 
in Fig. 9i. In case (ii), the pair (N, n n K) is sketched in Fig. 9ii. These would be the 
only typical neighborhoods possible if X and B are as above and if Q, is generic. 
The main feature of the above is that we did not have to know the features of the map 
@ at all. We merely had to know that it was generic. In a catastrophe-theoretic model 
(B, X, @, -) one usually assumes that @ is generic. The reasoning runs as follows. One 
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i. ii. 
Fig. 9. Typical balls associated with the model schematized in Fig. 8. 
does not know @ exactly. However, any phenomenon of physical interest is repeatable 
under similar conditions. But, in the “real world,” no two sets of conditions under which 
a phenomenon are observed are ever exactly identical. This means that @ is never quite 
the same. Thus @ must be generic-otherwise, perturbing @ would result in qualitatively 
very different physical phenomena. 
If one accepts the above reasoning, then the fact that @ can be neglected means that 
to determine the local structure of the catastrophe set associated with @, we would have 
to find all pairs (X, & tl D) where D is a finite-dimensional disk which intersects CX 
transversely. 
In view of the preceding exposition, it is clear that for the purposes of mathematical 
modeling, one would like to find as many spaces (X, -) as possible for which theorems 
analogous to our ideal theorems A, B and C hold. The next step would be to investigate 
the geometry of the set & for these spaces. This program is very ambitious, and there 
is only one major case in which it has been carried out. This is the case when X is the 
set of germs of smooth functions f: RF, p 4 R, 9 [the notation means that f(p) = 41, 
and f - g means that there exists a diffeomorphism germ h: R”, p + R’“, p such that 
f-h = g. In this case, Thorn and Mather proved ideal theorems A(5) and B. Moreover, 
they explicitly found the functions A of ideal theorem A(5). Mather, building on the work 
of Malgrange, proved a version of ideal theorem C(n) for all n. Moreover, Mather explicitly 
found parameterizations of the finite-dimensional disks mentioned above. The actual study 
of what the sets (X, & n 0) look like have been carried out by a number of individuals, 
notably Thorn, Zeeman and Callahan (see [ 1, 9, 10, 111, and the references therein). In 
what follows, we will denote the space X above by C,,,. 
There are two related catastrophe-theoretic models which are also reasonably well 
understood. One is the special case of the above when X is taken to be the subset of C,,, 
consisting of germs of functions with a minimum at p. The other is a generalization of 
the case X = C,,, to the case of “multigerms” of functions. This allows one to handle 
functions with more than one minimum. The analogs of ideal theorems A(5) and B in this 
context are proved by Dubois, Dufour and Stanek[7] using the work of Sergeraert, Thorn 
and Mather. 
A rigarous application of a catastrophe-theoretic model would consist in a careful 
identification of X with the space of microstates, an identification of the equivalence 
classes X/- with the forms involved in the phenomena being modeled and a proof showing 
that @ is generic. This has never been accomplished for any complex system. Thorn has 
gone on record as saying that he thinks it is impossible to rigorously apply a catastrophe- 
theoretic model to any such system. We are slightly more sanguine, but we postpone 
discussion until Section 7. 
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We are now in a position to clarify the status of catastrophe theory as currently prac- 
ticed. The reader is warned that not everyone would agree with the opinions of the author 
as expressed in what follows. 
Elementary catastrophe theory (ECT) can be characterized as the specific study of the 
model (X, B, Qt, -), where X = C,,,, and - is some form of differentiable equivalence 
relation (cojugacy, left-right equivalence, contact equivalence, or the like). The pure 
mathematical study of X and - and catastrophe sets under various hypotheses on @ is 
frequently difficult and constitutes solid mathematical endeavour. Applied elementary 
catastrophe theory, often called “catastrophe theory,” is a branch of mathematical mod- 
eling which assumes (most frequently, implicitly) that the model (B, X, @, -) with X = 
C,,, is applicable to the phenomena under study. 
Applied elementary catastrophe theory is not worthless-merely totally nonrigorous. 
The author has not seen any convincing identification of X with a space of microstates 
or of X/- with qualitative phenomena, nor any attempt to identify a. 
In the case of the procedure outline in Section 4, we obtained our rule by blithely 
assuming that the model with X as the space of multigerms and - as a suitable equivalent 
relation was applicable. We also assumed that Cp was transverse. Hence our method is a 
tiny extension of applied elementary catastrophe theory (and every bit as devoid of rigor). 
6. DYNAMIC MODELS 
We have not yet given any indication of why our method works so well. In view of 
the above discussion, one way to proceed would be to motivate why the specific model 
we used seems applicable. In particular, we need to justify why C,,, or the space of 
multigerms should correspond to the space of microstates of a fluid system. Unfortunately, 
we cannot do this rigorously. However, we can argue that our method is plausible. These 
arguments require a discussion of some of Thorn’s more ambitious ideas. 
The type of models described in Section 5 are examples of what Thorn calls static 
models. Such models assume that once we have fixed the values of the microsopic pa- 
rameters (that is, chosen a point b E B) the state of the system is fixed. It is easy to 
imagine a situation in which the state of the system continues to evolve after b has been 
fixed. This can be handled by the following class of models. Before stating the formal 
definition, let us remind the reader that a vector field on R” is equivalent to a system of 
first-order differential equations on Iw”. Any system of ordinary differential equations on 
R” is equivalent to a first-order system on RN for some N 2 n. Hence a vector field on 
a manifold is just the generalization of the notion of a system of ordinary differential 
equations to manifolds. 
Definition. A dynamical model consists of a 5-tuple (M, B, V(M), @, -) where 
1. M is a differentiable manifold (the state space); 
2. B is a differentiable manifold (the space of parameters); 
3. V(M) is a space of vector fields (dynamics) on M and is endowed with the structure 
of a Frechet manifold; 
4. @: B -P V(M) is a differentiable map; 
5. - is an equivalence relation on V(M) or an equivalence relation on the space of 
attractors of V(M). 
The idea is that changing b changes the dynamic (the vector field on M). If we assume 
that the state is determined by the vector field, then a change in the dynamic can change 
the state. 
The equivalence relation - is the mathematical idealization of the notion that two 
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different dynamics may result in the same macroscopic form. Specifying this equivalence 
relation is always problematic. On the one hand, experience shows that there is rarely 
any sharp demarcation between two distinct recognizable forms. At room temperature 
and a pressure of one atmosphere there is a sharp distinction between the liquid and the 
gaseous phases of water. However, by varying the pressure and temperature appropri- 
ately, liquid water can be continuously changed into a gas. On the other hand, - must 
be defined in a mathematically tractable manner. Thorn’s view is that the various mac- 
roscopic forms assocated to a given dynamic can be “parameterized” by the attractors 
of a vector field. Two forms associated to nearby dynamics will be the same if their 
attractors are the “same” with respect to some equivalence relation. For local problems, 
the usual equivalence relation is topological equivalence of attractors. 
The goal is to stratify V(M) or, failing that, the set of attractors with respect to -. 
Hopefully, one could then prove the analogs of ideal theorems A, B and C in this context. 
However, vector fields and attractors are much more complicated objects than functions 
and their singular points. Thus any sort of progress is fraught with difficulty. Indeed the 
analogs of the ideal theorems seem beyond the reach of current mathematics. In fact, the 
analog of ideal theorem C appears to be false for most reasonable definitions of - (see 
Smale[ 121). 
Since the set of all vector fields seems so unmanageable, it is natural to try to carry 
out the program for some subset of the set of all vector fields. One such subset that 
appears especially tractable is the set Grad(M) of all smooth gradient vector fields. This 
set is pleasant because we can replace Grad(M) by the set of all smooth functions on M 
by fixing a Riemannian metric on M. The problem of studying a single attractor then 
reduces to the problem of studying functions with a single minimum. This set, as mentioned 
earlier, has a nice stratification with respect to left equivalence. However, it must be 
emphasized that while left equivalence is a natural notion for functions, it is not the same 
as the usual notion of equivalence of vector fields. More precisely, there are examples 
of two topologically equivalent gradient vector fields with potential functions which are 
not equivalent as functions. 
Nevertheless, it seems reasonable to hope that replacing the dynamical model (M, B, 
Grad(M), @, -) by the static model (C (M), B, W, -‘) results in similar results; that is, 
the classification of the catastrophe sets is the same locally. 
To summarize, the reason that static models where X is a function space are of interest 
is that they can be regarded as special cases of dynamical models. However, no one 
knows how good an approximation the static models are-even locally. Thus the plau- 
sibility of ECT rests on the plausiblity of general dynamical models. Rigorous modeling 
using a dynamical model involves the same sort of difficulties that rigorous ECT modeling 
requires. However, the author finds it more palatable to believe that, in thermodynamics 
at least, phase changes reflect an underlying change of dynamics on the space of 
microstates. 
A larger difficulty is the unlikelihood that the analogs of ideal theorems A, B or C 
holding for any large class of the set of all vector fields on a manifold. On the other hand, 
the successful instances of applied ECT modeling seem to suggest that such analogs are 
true for some classes of vector fields. We venture one such conjecture along these lines. 
Let V(M) be the set of smooth vector fields on a finite-dimensional smooth manifold M. 
Then there is an open set of V(M) for which some variant of the splitting lemma applies. 
7. TOWARD A RIGOROUS THEORY 
We stated earlier that Thorn felt that there was no hope of rigorously applying catas- 
trophe-theoretic models. In general, we concur with this assessment. However, in ther- 
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modynamics at least, there is an approach which would ultimately go a long way toward 
justifying the type of modeling that we have outlined and, hence, toward explaining the 
success of our model. The author outlines it here in the hopes that some individual can 
carry out the program. 
What are usually called rigorous results in the theory of phase transitions start with a 
lattice model of a fluid. To explain this imagine space (that is, rW3) partitioned into cells 
of unit volume centered on the sites of a regular lattice. A cell may be empty or occupied 
by molecules. Let ni denote the number of molecules in the ith cell. It is usual to introduce 
the additional hypothesis that Hi is either 0 or 1 (that is, no more than one molecule can 
occupy a given cell). Configurations with a finite set of cells are specified by giving Iii for 
each i, and the potential energy U depends only on the Q. In the case of pair interactions 
we can write 
U = C *ijninj, (*I 
i<j 
where IJJ is the pair potential. Then the Hamiltonian of a finite set A of cells is given by 
HA = U - C pini, (**I 
iEA 
where U is computed including only terms with i, j E A, and pi is the chemical potential 
in the ith cell. From this we can easily write down the grand partition function, the pressure 
and temperature, and so on. 
We can add extra components by defining nf to be the number of molecules of type k 
at the ith-lattice site. For simplicity, one might reasonably start by assuming that the total 
number of molecules at a given lattice site is at most one. By suitably modifying (*) and 
(**) we get a more complex lattice model. 
We can now state our problem. 
Problem. Rigorously justify the use of a catastrophe-theoretic model (either static 
or dynamic) in modeling the mascroscopic behavior of a lattice model. 
We remark that this would entail explicitly identifying (X, B, a’, -) or [M, B, V(M), 
Q’, --I. This project seems extremely hard, but within reach of current mathematical 
methods. The solution of such a problem would be of major theoretical interest-apart 
from clarifying the role of catastrophe theory and pointing to explicit results relating static 
and dynamic models, it would be a major advance in statistical mechanics. 
Acknowledgemenrs-The author gratefully acknowledges the hospitality and support provided by the Institut 
des Hautes Etudes Scientifiques during the preparation of this paper, as well as the financial support afforded 
by the National Science Foundation and by a NATO postdoctoral fellowship administered by the National 
Sciences and Engineering Council of Canada. 
REFERENCES 
1. R. Thorn, Structural Stability and Morphogenesis: An Outline of a General Theory of Models (translation 
by D. H. Fowler). W.A. Benjamin, Reading (1975). 
2. R. B. Griffiths, Phase diagrams and higher-order critical points. Phys. Rev. B 12(l), 345-355 (1975). 
3. A. J. Coleman and D. B. O’Shea, Local classification of phase diagrams. Phys. Rev. B 22,3428-3442 (1980). 
4. B. Malgrange, Ideals of Differentiable Functions. Oxford University Press, London (1971). 
5. F. Sergeraert, Un theoreme des fonctions implicits sur certains espaces de Frechet et quelques applications. 
Ann. Scientifiques de l’kcole Norm. Suppl. Paris, Ser. 4’ 5, 599 (1972). 
6. V. I. Arnold, Critical points of smooth functions and their normal forms. Russ. Math. Surv. 30, l-75 (1975). 
Elementary catastrophes, phase transitions and singularities 411 
7. J. G. Dubois, J. P. Dufour, and 0. Stanek, La theorie des catastrophes, IV. Ann. Inst. Henri Poincare A 
24(3), 261-300 (1976). 
8. J. Mather, Stability of C-mappings: V. Transversality. Adv. Math. 4, 301-336 (1970). 
9. J. Callahan, Special bifurcations of the double cusp. Proc. London Math. Sot. 45, 227-257 (1982). 
10. E. C. Zeeman, Catastrophe Theory-Selected Papers 1972-77. Addison-Wesley, Reading (1977). 
11. D. B. O’Shea, An Exposition of Catastrophe Theory and its Applications to Phase Transitions, Queen’s 
Papers in Pure and Applied Mathematics, No. 47, Queen’s University, Kingston (1977). 
12. S. Smale, Structurally stable systems are not dense, Am. J. Math. 88, 491-496 (1966). 
