Many different algorithms have been suggested for computing the matrix exponential. In this paper, we put forward the idea of expanding in either Chebyshev, Legendre or Laguerre orthogonal polynomials. In order for these expansions to converge quickly, we cluster the eigenvalues into diagonal blocks and accelerate using shifting and scaling.
Introduction
For a matrix A ∈ C n×n and t ∈ R, two standard definitions [14, 18, 20] for the exponential are e
At ≡ I + At + (At) The framework for comparing algorithms for computing matrix exponentials was developed in [28, 29] , with the various methods divided up into four main classes as displayed in Table 1 . From among the nineteen methods considered in [28] , two [18] have become pre-eminent.
(a) Padé approximation combined with scaling/squaring [1, 17, 19, 24, 37] , which is briefly described in section 5.1 and implemented in MATLAB as the expm command. (b) Schur factorisation followed by the block form of Parlett's algorithm [5, 14, 32] for exponentiating a triangular matrix, which is described in section 4 and implemented in MATLAB as the funm(.,@exp) command. (The current implementation is described in [18, Section 10.4.3] .)
Class Examples

Approximations
Taylor, Padé, rational L ∞ Polynomials characteristic, Lagrange, Newton ODEs algorithms for (1.1b) Factorisations Schur, block diagonal, Jordan Hence, in terms of the left-hand column of Table 1 , the first would come under approximations and the second under factorisations. In this paper, we would like to present new algorithms for approximating (1.1), which fit most obviously into the odes class; however they may also be regarded as approximations and their efficient implementation relies on factorisations. In [28] it was lamented that standard ODE software fails to exploit the special structure of (1.1b): this is a question we addressed in [30] and which we continue to explore now. We emphasise that two somewhat different problems may be our concern:
• the linear algebra problem A → e A ;
• the matrix function approximation problem t → e At , usually with some restriction on the domain of t.
In principle, as stated in [28] , there are exact formulae to solve either of these problems; e.g. the Jordan canonical form in the factorisations class of Table 1 or several of the methods in the polynomials class. As also stated in [28] however, in practice these methods are the most dubious. We shall concentrate on the linear algebra problem for general A ∈ C n×n in section 6, using Chebyshev and Legendre polynomial expansions together with post-processing and superconvergence, and the matrix function problem in section 7, using a Laguerre polynomial expansion for stable A ∈ C n×n . In section 8, we then show how our ideas can be implemented in real arithmetic for A ∈ R n×n , even though A may have complex eigenvalues. First, however, we introduce the necessary background in sections 2-5 and simultaneously describe the known algorithms most closely related to our approach.
Matrix factorisations
Of course, when A has a full set of eigenvectors, the simplest algorithm for exponentiating just relies on the factorisation
where the diagonal matrix D contains the eigenvalues of A and the columns of P ∈ C n×n contain the corresponding eigenvectors. The formula e At = Pe Dt P −1 (2.2) then follows from (1.1a) and it is only necessary to exponentiate the scalar eigenvalues in D. This is clearly the best algorithm if the eigenvector matrix P induces a wellconditioned similarity transformation, e.g. if A is a normal matrix [14] . Unfortunately (2.1) need not exist; but even if it does, as analysed in [6] , (2.2) can lead to loss of accuracy when P is ill-conditioned.
On the other hand, it is always theoretically possible to construct a Jordan canonical form [14] for A and this can used to write down a simple explicit formula for e
At [18, 28, 29] . Unfortunately, the necessary similarity transformation may again be arbitrarily ill-conditioned.
In contrast, the Schur factorisation [14, 35] 
with Q ∈ C n×n unitary and T ∈ C n×n upper triangular, is based on a perfectly conditioned similarity transformation: the problem now, however, is that the formula
which again is derived from (1.1a), still leaves the nontrivial question of how to compute the exponential of T [1, 14, 18, 32] . (1.1a) tells us that e Tt is upper triangular and previously suggested answers are briefly explained in sections 3 and 4. The Schur factorisation will play an inportant role in our new algorithms in sections 6-8.
Schur-ODE solution
It is easier to solve (1.1b), the differential equation that defines e At , if (2.3) has already reduced A to upper triangular form T; i.e.
where we have taken the opportunity to distinguish the diagonal elements of T (the eigenvalues of A) from the off-diagonal elements. Thuṡ
may be re-written aṡ
for j ≥ i, emphasising that the individual columns of the upper triangular X(t) may be computed independently by back-substitution. Hence, using the complementary functions and particular integrals of elementary differential equations, the diagonal elements of X(t) are x ii (t) = e λit i = 1, . . . , n, 3 the leading super-diagonal elements are
and the next diagonal is
(Here we use a standard notation for divided differences [18, 27, 28] , which allows for confluent eigenvalues.) Following this pattern, we arrive at the general formula [18] x ij (t) = (s0,...,s k )∈Sij
where S ij denotes the set of all strictly increasing integer sequences that start at i and end at j. Although (3.3) gives an exact explicit formula for e Tt , it requires O(2 n ) divided differences which must be evaluated accurately in near-confluent situations. A more efficient method for calculating these divided differences is described in section 4, while algorithms for approximating the solution of (3.2) are introduced in sections 6 and 7.
Block-diagonalisation and the Schur-Parlett algorithm
From (1.1a) we see that a matrix A and its exponential E ≡ e A must commute, i.e.
In this section we shall apply (4.1) after the Schur factorisation of A, i.e. TE = ET where E ≡ e T , and this will enable us to compute the off-diagonal components of E from its diagonal elements.
To construct a flexible algorithm that allows for multiple (or nearly multiple) eigenvalues in T, we must write (2.3) in block form: i.e. T ≡ {T ij } is an m×m upper triangular block matrix, with T ij ∈ C ni×nj for 1 ≤ i ≤ j ≤ m and m k=1 n k = n. Here each pair of upper triangular diagonal blocks chosen from the set {T kk } m k=1 is assumed to have no common eigenvalue; in fact the aim is for eigenvalues in different blocks to be as wellseparated as possible. (There is a standard algorithm [14, 35] to re-order the diagonal elements of a Schur form, which uses only unitary transformations and is available in MATLAB as the ordschur command.) Then, if we write E ≡ e T in the same way, i.e. E ≡ {E ij } has the same block structure as T above, and assume that
have already been constructed, (4.1) means that
This is a sequence of Sylvester equations [3, 14, 35] and we may obtain all the off-diagonal blocks by appropriate ordering of the computations in (4.3), solving a Sylvester equation for each block E ij in turn. Since T ii and T jj are already upper triangular, solving each of these Sylvester equations is a straight-forward application of the Bartels-Stewart algorithm [2, 14, 35] . As described in [33] , the approach in this section is mathematically equivalent to block-diagonalising T through B T = R −1 TR and then computing E = RB E R −1 [3] : here R ≡ {R ij } has the same block structure as T with R kk = I for k = 1, . . . , m, B T is a block diagonal matrix containing the diagonal blocks of T, while the elements of the blockdiagonal matrix B E are given in (4.2). In [3] the idea was to construct the factorisation T = RB T R −1 so that the block-sizes in B T were as small as possible, subject to a threshold bound on the condition of R. In sections 6 and 7, our aim will be slightly different.
• We do not mind about the size of the blocks in B T , so long as their eigenvalues are well-clustered. The latter determines the efficiency of our matrix exponential algorithms in sections 6 and 7.
• We want R to be well-conditioned: otherwise the equations in (4.3) may be illconditioned.
Since (4.3) avoids the explicit calculation of R, our viewpoint is that it provides an algorithm for obtaining E without computing TR = RB T and E = RB E R −1 . If the nonunitary matrix R is unavailable, however, we cannot calculate the condition number for the similarity transformation that it defines. We must also remember that both (4.3) and the explicit block-diagonalisation of T are incomplete algorithms, because (4.2) requires a separate method to exponentiate the diagonal blocks. In order to control the condition of R, the size of these blocks may be large and it is here that our orthogonal polynomial methods in sections 6 and 7 can be used.
Exact and approximate formulae
The algorithms in sections 2, 3 and 4 all aim to compute the exact matrix exponential and all have drawbacks. In sections 6 and 7 we will suggest algorithms which only aim for approximations: i.e. by rejecting the exact solution of (3.2a), we avoid the awkward divided differences in (3.3). The difficulty now will be that efficient and accurate approximation requires restrictions on the eigenvalues of A, and we shall examine how such restrictions can be achieved. In the following subsection, however, we briefly describe the currently most popular approximation method.
Taylor series and Padé approximation
Many authors [18, 28, 29, 34, 37] have advocated using the m th degree Taylor series
or (more efficiently) the diagonal (m, m) Padé approximation [18] is whether it is possible for the squaring phase in (5.3) to introduce errors into a well-conditioned matrix exponential problem. In the sections 6 and 7 we will suggest orthogonal polynomial approximations as an alternative to (5.1) or (5.2). (In fact, one of our formulae in subsection 6.2 produces precisely the Padé formula (5.2).) We shall also rely on eigenvalues rather than norms of matrices. The explicit formula (3.3) shows that we will be trying to approximate divided differences of exponential functions by orthogonal polynomials; the products of {u ij } that provide the coefficients are exactly replicated by our Galerkin approximations of (3.2a), e.g. (6.11b).
Chebyshev and Legendre polynomial approximations
In subsections 6.1 and 6.2, we shall develop approximations for the matrix exponential based on Chebyshev and Legendre orthogonal polynomial expansions respectively. Finally, in subsection 6.3, we use block-diagonalisation to improve the efficiency of our approximations.
We shall require the following standard results about shifted Chebyshev polynomials [4, 7, 12, 31] . The shifted Chebyshev polynomials of the first kind T
Chebyshev approximations for the matrix exponential
From the generating function for modified Bessel functions of the first kind [31] 
we obtain e a cos θ = I 0 (a) + 2
hence, by a change-of-variable, the shifted Chebyshev expansion for e 2at is
At first this does not seem of practical use, because one would naturally regard Bessel functions as less "elementary" than exponentials. On the other hand, {I k (a)} ∞ k=0 have the following advantages.
(a) They are independent of t. (b) They decay rapidly to zero as k increases, depending on |a| of course.
(c) They are approximately computed with efficiency and accuracy, e.g. with (6.9) below.
Numerical values for {I k (a)} N k=0 may be obtained using the MATLAB command besseli and much effort has been devoted to algorithms for such special functions [9, 10, 12] .
Since the Bessel functions {I k } k≥0 are entire functions, we can extend (6.5) to
Hence, if we denote this Chebyshev expansion by
From the three-term recurrence relation for Bessel functions [31] we have
and from the initial condition at t = 0 we have
By truncating at N , we therefore obtain the finite equation
. Note that these are all rational functions of A and thus will always commute with A.
The same system of discrete equations (6.9) is obtained if we apply a particular Petrov-Galerkin method [21] to the defining differential equation (1.1b) for e
At . If we insert the expression
into (1.1b) and then use (6.2) to replace all first kind polynomials by second kind, matching coefficients for {U ⋆ k (t)} N −1 k=0 will give (6.9). In this way we also obtain the a posteriori error equation
which gives the exact error formula
We now illustrate how to compute { E C k } N k=0 from (6.9). We assume that A has already been reduced to upper triangular form T ∈ C n×n through Schur factorisation, and (as in (3.1)) denote its diagonal elements by λ i and off-diagonal elements by u ij . Hence
will also be upper triangular and we denote its elements by { e ij k }. Thus we may re-order (6.9) and obtain 
for the diagonal elements i = 1, . . . , n and 
. . .
for the off-diagonal elements j > i. These can be solved in O(N n 3 ) operations, using standard backward recurrence formulae or elimination [9, 10, 12] . This computation should be compared with the exact solution of (3.2a), which leads to the formula (3.3), and we emphasise that the Chebyshev modes for each column of our matrix exponential can be computed independently.
To conclude this subsection, we show how the exact error formula (6.10b) can be post-processed to provide a much more accurate approximation at t = 1. As a first step, integration-by-parts applied to the integral in (6.10b) gives 12) where
We can do a lot better than this, however, by recognising that the solution of (6.9) with
and consequently
gives us a corresponding approximation and exact error formula for e −At . Inserting this expression for e −At into the integral in (6.12), we finally arrive at our post-processed approximation and error (6.13) where
and {φ
k=0 is defined by
Exact values for the last formula may easily be tabulated using the substitution 2t − 1 = cos θ: e.g.
Formula (6.13) may seem complicated, but X N and X N are simple combinations
and then it is easy to compute our approximation I −1 N X N . A numerical illustration of the improvement in accuracy achieved by (6.13) is given in Example 6.1.
Legendre approximation for the matrix exponential
For approximation over an interval, Chebyshev polynomials are arguably "best": in many situations, however, Legendre polynomial expansions converge exceptionally quickly (superconvergence!) at particular points [22, 23] . The shifted Legendre expansion for e at is [25] e at = e (6.14) where the modified spherical Bessel functions {i k } ∞ k=0 [12] are defined through
for z ∈ C. Since these Bessel functions are entire functions, our shifted Legendre expansion for e At is e At = e
Hence, using the three-term recurrence relation
and the initial condition
we obtain the approximations 
when truncating to N modes. (Just as (6.9) can be solved with (6.11), so there is a similar approach for (6.18) .) The equivalence to a Petrov-Galerkin method for (1.1b) again gives us the a posteriori error equation
and so the exact error formula at t = 1 is
Thus simple post-processing has given us the double accuracy approximation 20) since (6.15) shows the smallness of
There is also a known superconvergence result that can be obtained from an alternative Petrov-Galerkin formulation [7] that is not quite equivalent to (6.18); i.e. we insert an expansion into (1.1b) and, using (6.4b), match coefficients of {P
k=0 to obtain (after simple row elimination) the system
Our a posteriori error equation is now
and the exact error formula at t = 1 is
(6.22b)
We emphasise that, in [23, 26] , it was shown that X N (1) here is precisely the (N, N ) Padé approximation (5.2). Again (6.21) can be solved by an approach analogous to (6.11).
Example 6.1. We apply our Chebyshev and Legendre approximations to the matrix
where
are the n th roots of unity. (This example is taken from [27] , where matrix exponentials were used to compute divided differences of the exponential function.) For n = 20 and N = 1 → 6, Table 2 shows the error for five of our approximations to e T developed in this section. . Note that, as the exact error equations suggest, the accuracy of algorithm IV is approximately one step ahead of the accuracy for the Padé approximation in column V; the accuracy of algorithm II, however, is markedly higher than either.
Accelerating Chebyshev and Legendre convergence
At the moment, our best algorithms for the Chebyshev or Legendre approximation of e A has the following form: The efficiency of these algorithms depends on how large N must be in order to obtain an acceptable approximation for e T , and asymptotically this is determined by max 1≤i≤n {|λ i |} (6.24) through (6.11) or analogous equations. To decrease (6.24), and thus obtain more efficient algorithms, we can perform a preliminary shift on the eigenvalues of T; i.e. we make use of the formula e T = e z e T−zI If our block-diagonal factorisation has succeeded in clustering the eigenvalues within each block, as described in section 4, these optimal shifts will significantly decrease the number of Chebyshev or Legendre modes required.
Example 6.2. To illustrate the improvement in convergence that may be obtained by using (6.27), we use the model problem
Here both T 11 ∈ C n×n and T 22 ∈ C n×n have the form (6.23); but {λ i } n i=1 are the n th roots of unity shifted by 2i for T 11 , while {λ i } n i=1 are the n th roots of unity shifted by −2i for T 22 . T 12 ∈ R n×n has elements all equal to 1. If we apply our algorithms directly to T (with m = 1), the optimal shift in (6.26) is z ⋆ = 0: on the other hand, using (6.27) with m = 2, our optimal shifts are z For n = 20, we display in Table 3 the errors for three of our algorithms described in Example 6.1.
We must not forget that eigenvalues only determine the asymptotic convergence rate for Chebyshev/Legendre approximation: even if all the eigenvalues of T ∈ C n×n were zero, it would still be possible for N ≡ n − 1 Chebyshev or Legendre modes to be necessary for adequate approximation. To make an improvement in this case, and also when the eigenvalues within a block are insufficiently clustered, we can augment our algorithm by allowing a final scaling and squaring for each block (analogous to (5.3)), i.e. 
Non-singularity of coefficient matrices
To conclude this section, we investigate the non-singularity of the coefficient matrix used to calculate the Chebyshev approximation in (6.11). For a given λ, this matrix will be non-singular for N sufficiently large. Our interest, however, lies in fixing N and calculating the smallest |λ| which gives singularity. This requires the solution of a simple 14 Table 4 . We also calculate the corresponding values for the Legendre coefficient matrices in (6.18) and (6.21): these are listed in rows B and C respectively. We note that the values in row C appear in [18, page 244], because they correspond to the smallest zeros in the denominator of the Padé approximation for the exponential function. Table 4 also shows that the matrices corresponding to row C allow a somewhat larger ball of λ-values than the matrices corresponding to rows A and B.
Laguerre polynomial expansion
In this section we adopt a somewhat different viewpoint and compute approximations to e At which can be useful for t ∈ [0, ∞). Of course this is only possible for a subset of matrices A.
Definition 7.1. A ∈ C
n×n is called stable [20] if all its eigenvalues are strictly in the left-half of the complex plane.
Exponentiation of stable matrices is, however, very important for certain applications, e.g. control theory [28] .
We again use a set of orthogonal polynomials to construct our approximations, but now with Laguerre polynomials replacing the Chebyshev or Legendre polynomials of section 6. The Laguerre polynomials {L k (t)} ∞ k=0 [11, 36] are the set of polynomials orthogonal with respect to the inner product
(7.1) they satisfy the three-term recurrence
which additionally imposes orthonormality and L k (0) = 1 ∀k. Laguerre polynomials also have an intimate relationship [16] with the Laplace transform
and we will make use of the formula
7.1. Laguerre approximation for the matrix exponential For Re(a) < 0, we have the Laguerre expansion
with the coefficients {a k } ∞ k=0 defined by
then, from (7.3), we just replace p with −a and use the shift theorem to obtain
which may also be written in the recursive form
Hence we may easily compute the coefficients in (7.4), until they become sufficiently small. We make the following two important remarks about the formulae (7.5).
• Under the assumption Re(a) < 0, it follows that lim k→∞ a k = 0: the rate of convergence being given by
Fastest convergence occurs for a = − 1 2 and slowest convergence when Re(a) → 0 or |a| → ∞.
• Evaluating (7.4) at t = 0 verifies that
In general, however, the right-hand side of (7.5b) will be non-zero for all finite k and thus the initial condition for (7.4) only holds in the limit.
We now extend our analysis from e at with Re(a) < 0 to e At with A satisfying Definition 7.1. Thus (7.4) is replaced by the solution of the matrix ODE (1.1b) 6) and (7.5) with
Hence terminating the sum in (7.6) at k = N will give an approximation to e At . Just as in section 6, the same coefficients {A k } ∞ k=0 are obtained if we apply an appropriate Galerkin method to the defining differential equation (1.1b) for e
At . In this case we must use the set of functions
for both our trial and test spaces, and impose the initial condition weakly [21] : our discrete solution is then just the truncated expansion
Using the identity [30, 31] 
we also obtain the a posteriori error equation
where 10) and this may then be solved to give the exact error equation
Note that (7.11) tells us that the relative error must be expected to grow as t → ∞. The asymptotic rate of decay for {A k } is given by 12) where σ(A) denotes the eigenvalues of A. For non-normal A, however, the sequence { A k 2 } may have transient growth before the asymptotic decay kicks in: this is the notorious "hump" effect described in [28] and often seen in the sequence of powers of A, i.e. A k 2 . For us the most important error indicator is not A N but
since this expression appears in (7.11).
Point values of Laguerre functions
, we need to evaluate (7.8) at the t values for which approximations to X(t) ≡ e At are required: the standard algorithm for this evaluation using the three-term recurrence (7.2). It is important to realise, however, that this method is only computationally satisfactory when the values of t are not too large: otherwise one should work with the safe-guarded Laguerre rational functions [8] 
where S 0 (t) ≡ 1 and
These rational functions satisfy the three-term recurrence
and (7.8) may be written
14)
The important facts about S k (t) are that
• for fixed k, S −1 k (t) behaves like a polynomial in t,
Thus the bound [11, 36] 
means that the computations in (7.14) can be sequenced to avoid overflow or underflow. We also mention that (7.8) can be evaluated at specific Gauss-Laguerre quadrature points by extending the arguments in [13, 15] and employing an orthogonal eigenvector matrix. This was the technique used in [30] .
Accelerating Laguerre convergence
In this section we have a similar aim to section 6.3: through simple scaling and shifting of our matrix A we attempt to improve the Laguerre asymptotic convergence rate given in (7.12). It is apparent that the exponential weight in (7.4) and (7.6) was arbitrarily chosen to be e − t 2 : as we shall see, one way of improving our convergence rate is by optimising this weight. Since we will require the eigenvalues of A, we will also assume in this section that Schur factorisation has already been carried out: thus from now on we will use the notation T rather than A. This also means that the computations in (7.7) can be carried out more efficiently.
The parameters for improving our Laguerre convergence rate are obtained by solving the optimisation problem , 0) were used in (7.12).) Again the command fminimax in the Optimization Toolbox for MATLAB may be used to solve this problem. Now, if we set
we may then define the shifted and scaled matrix
where it is clear that γ > 0 since T is stable. The Laguerre coefficients { T k } T k L k (t), so (7.15) and (7.16) mean that T has been constructed so that the asymptotic decay of { T k } is as rapid as possible. The transformation formula
finally enables us to regain an approximation to e Tt for any value of t ≥ 0. Note that we should think of γ > 0 as a scaling of t ∈ [0, ∞) and iω as a purely imaginary shift. The latter is important since |e iωt | = 1 ∀t ∈ [0, ∞).
Just as in section 6.3, the improvement achieved through the above scaling and shifting is limited by the spread of the eigenvalues of T. Instead, using the more refined block-diagonal factorisation in section 4 enables us to scale and shift each diagonal block, i.e.
Tiit .
Just as in (7.15) 
The eigenvalues are −20, −2, −1 and, since the eigenvector matrix is not too illconditioned, it would be possible to use (2.2). We follow, however, the algorithm in this section by first forming the Schur factorisation A = QTQ T , with the eigenvalues ordered as above, and then the block diagonalisation
Thus our complete formula for the matrix exponential is e At = QP e −20t
To approximate e T22t with Laguerre polynomials, we use the optimal scaling γ ≡ 2 √ 2 (see (8.5) ) and compute coefficients for T ≡ 1 γ T 22 to obtain the approximation
The size of the Laguerre coefficients is displayed in Table 5 for N = 19. If we then evaluate (7.19) for t = 1, we can compare our solution with the results produced by the MATLAB commands expm and funm(.,@exp), which produces 2-norm differences of 2.2×10 −12 and 2×10 −15 respectively. This is due to the slightly ill-conditioned Sylvester equations that block Schur-Parlett and and block diagonalisation methods need to solve. 
Real matrices
If A ∈ R n×n , we can of course implement all the algorithms considered in the previous sections. The important practical question is whether this can be efficiently achieved within real arithmetic, even though some of the eigenvalues of A may be complex conjugate.
Our most important factorisation is now the real Schur form [14, 35] : thus we replace
where Q ∈ R n×n is orthogonal and T ∈ R n×n is quasi-upper triangular; i.e. the diagonal of T consists of 1 × 1 blocks (denoting the real eigenvalues of A) and 2 × 2 blocks (representing the complex conjugate eigenvalues). Thus (2.4) is now replaced by
If the eigenvalues of A are distinct, we can then regard T as an example of the block version of (2.3) used in section 4 and utilise one of the block algorithms in real arithmetic. This only requires us to be able to exponentiate 2 × 2 blocks of the form
with bc > 0, and this is given by where ω ≡ √ bc. If the eigenvalues of A, and thus T, are not distinct, we need to use one of the algorithms in sections 5.1, 6 or 7. Thus we must consider whether they can be implemented efficiently within real arithmetic.
(a) The Taylor series and Padé approximation in section 5.1 work with A ∈ R n×n ; thus there is no problem. (b) In section 6, it is straightforward to extend (6.11) and analogous formulae so that they can work with 2 × 2 blocks; in addition, for acceleration, (6.26) is replaced by
(c) In section 7, it is also straightforward to extend (7.7) so that it can work with 2 × 2 blocks; in addition, for acceleration, (7.15) is replaced by
to obtain x ⋆ ∈ R and γ ≡ 2x ⋆ from (7.16). Moreover σ( T) ⊂ R gives the explicit solution
The non-trivial question about how to remain within real arithmetic occurs when using block-diagonalisation to accelerate Chebyshev, Legendre or Laguerre approximations. If one of our blocks contains eigenvalues clustered away from the real axis, then we need a complex shift in order to significantly improve the efficiency of our algorithm. This is considered in the next section.
Acceleration and real block-diagonalisation
In the real case we replace the block version of (2.3) in section 4 by On the other hand, it is not immediately obvious how to remain within real arithmetic while dealing with those diagonal blocks whose eigenvalues are clustered away from the real axis: i.e. those diagonal blocks T ℓℓ ∈ R n ℓ ×n ℓ which have the form
where S ij ∈ R 2×2 , 2 n ℓ ≡ n ℓ and each 2 × 2 diagonal block can be assumed to be
where c ii > 0 and d ii > 0.
In order to perform a complex shift on (8.8), while remaining within real arithmetic, we need to apply similarity transformations to (8.8) so that each S ij can be identified as a complex number: i.e. we introduce the decomposition 9) and transform so that each S ij ∈ C.
(a) First we construct a similarity transformation which changes the diagonal blocks of (8.8) into the required form C; i.e. we obtain
and P ∈ R n ℓ ×n ℓ is the diagonal matrix
(b) Secondly, we transform the off-diagonal blocks S ij of B ℓ into S ij ∈ C of B ℓ by constructing a similarity transformation based on a matrix R, as in section 4, but now with R ij ∈ C ⊥ . This is then applied to B ℓ , which takes the role of the upper triangular block matrix T in section 4, and requires the solution of the Sylvester equations [3, 14, 35] 
To solve these equations, we make the unique choice of S ij ∈ C, i.e.
so that the right-hand side of (8.10) lies in C ⊥ , i.e. equals Note that (8.10) is only guaranteed to be a non-singular Sylvester equation because we are restricting R ij ∈ R 2×2 to the subspace C ⊥ . Otherwise the clustering of the eigenvalues would force it to be almost singular. Of course, it is possible for P to be ill-conditioned when c ii and d ii are vastly different in size. This means, however, that a small relative perturbation can move an eigenvalue of B ℓ onto the real axis; i.e. we cannot consider the eigenvalues of this block to be clustered away from the axis.
Once we have transformed B ℓ into B ℓ , so that all of its 2 × 2 blocks are now in C, it is easy to perform complex shifts within real arithmetic because B ℓ will commute with any block-diagonal matrix of the form • For Laguerre acceleration, we solve (7.17) and then set γ ℓ ≡ 2x 
Conclusion
Instead of exact formulae, or algorithms based on Taylor series or Padé approximation, we have suggested in this paper that matrix exponentials be computed by expanding in Chebyshev, Legendre or Laguerre polynomials. It is surprising that methods based on orthogonal polynomials have not previously been advocated for this problem. Thus, instead of working explicitly with high powers of our matrix, the expansion coefficients will tend to zero as we converge. Moreover, in order to achieve an accurate approximation with an expansion of smaller degree, we can adopt the divide-and-conquer technique of block diagonalisation; either explicitly as in [3] or implicitly as in the block Schur-Parlett algorithm. In addition, the Chebyshev and Legendre methods can also be combined with the known scaling and squaring technique: this will again lead to a decrease in the required degree of our expansions.
In our opinion, the most important unanswered question is how to efficiently choose a suitable N a priori: in comparison, this has been answered for Padé approximation in [18, §10.3] . On the other hand, we do have the simple exact error equations (6.10b) and (7.11); more importantly, we also have the exact error equations (6.13), (6.20) , (6.22b) for the post-processed and superconvergent Chebyshev and Legendre approximations at t = 1. The other important practical question is the absence of a clear algorithm for choosing the blocking strategy [18, §9] . When will we lose accuracy through illconditioning if we try to reduce the block-size, and therefore must be content with a higher-degree expansion?
For the above reasons, we do not yet feel able to put forward a precise algorithm that can be properly tested against the current MATLAB versions of expm and funm(.,@exp). Our theory and model problem results do indicate, however, that (for a given N ) the 25 post-processed Chebyshev and Legendre approximations are more accurate than the superconvergent Legendre (equivalently Padé) approximation. Nevertheless, it remains an open question whether this improved accuracy can be harnessed to provide a matrix exponential algorithm superior to the present popular choices.
