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ABSTRACT
Two-dimensional (2D) materials and devices such as graphene and MoS2 are
of interest from a fundamental point of view, as well as for their practical
applications in nanoelectronics. The role of interfaces and imperfections is
an important topic for such nanoscale devices and materials due to their
reduced dimensions and large surface-to-volume ratios. In this dissertation
we address some of the factors limiting the electrical and thermal transport
in 2D materials such as graphene and MoS2.
First we investigate the influence of grain boundaries (GBs), line de-
fects (LDs), and chirality on thermal transport in graphene using the non-
equilibrium Green’s functions method. At room temperature the ballistic
thermal conductance is ∼4.2 GWm−2K−1 and single GBs or LDs yield trans-
mission of 50% to 80% of this value. We find that LDs with carbon atom
octagon defects have lower thermal transmission than GBs with pentagon and
heptagon defects. We apply our findings to study the thermal conductivity
of polycrystalline graphene for practical applications, and find that the type
and size of GBs play an important role when grain sizes are smaller than a
few hundred nanometers.
Then we investigate electrical transport in graphene supported on various
dielectrics (SiO2, BN, Al2O3, HfO2) through a hydrodynamic model that
includes self-heating and thermal coupling to the substrate, scattering with
ionized impurities, graphene phonons, and dynamically screened interfacial
plasmon-phonon (IPP) modes. We discover that while low-field transport is
largely determined by impurity scattering, high-field transport is defined by
scattering with IPP modes, and by a smaller contribution of graphene intrinsic
phonons. We also find that lattice heating can lead to negative differential
drift velocity (with respect to the electric field), which can be controlled by
changing the underlying dielectric thermal properties or thickness. Graphene
on BN exhibits the largest high-field drift velocity, while graphene on HfO2
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has the lowest one due to strong influence of IPP modes.
Moving from 2D material to device analysis, we present a simulation
framework for graphene transistors, which includes quantum capacitance,
generalized diffusion, carrier density dependent saturation velocity, and device
electrostatics. We investigate how these graphene-specific effects change the
results of conventional drift-diffusion simulation both in low and high drain
bias regimes. Using our simulation methodology we also inspect the electron-
hole asymmetry in current vs. gate voltage (I-VG) characteristics, which is
often attributed to differences in electron and hole mobility. However, we find
that we can quantitatively understand such experimental results by simply
accounting for chemical doping under the contacts and capacitive graphene-
contact coupling, without making artificial assumptions about electron and
hole mobility.
Finally, we theoretically investigate electron transport in transistors based
on another 2D material (few-layer MoS2) and compare our results to experi-
mental data. We show that both a two-valley conduction band structure (K
and Q) and device self-heating should be taken into account to reproduce the
negative differential conductance experimentally observed at lower tempera-
tures (e.g., < 150 K). We also demonstrate that the transport involving two
valleys is necessary to describe the strong temperature dependence of mobility.
Calibrating both low- and high-field transport models to experimental data,
we discover that the Q-valley of MoS2 is approximately 130 meV above the
K-valley.
These results shed important insights into electrical current and heat
flow in novel 2D materials and devices, which are of relevance for all their
future applications in nano- and opto-electronics. Overall, methods and
results presented in this dissertation can be extended for characterization and
analysis of other 2D materials beyond graphene and MoS2, which are only
starting to find their way into research and development.
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CHAPTER 1
INTRODUCTION
A large part of the technological progress in the past 60 years can be attributed
to the rapid development of semiconductor devices. A semiconductor is a
material which can conduct electrically under certain conditions such as
temperature or due to added impurities, but does not conduct well under
other conditions. The majority of these semiconductor devices are based
on silicon (Si) technology, which allows the development of both analog
and digital electronic applications with high functional density per chip
unit area and single transistor size approaching 10 nm. Miniaturization of
semiconductor devices until 20 years ago followed relatively simple rules [1]
with the pace initially described by Gordon Moore at Intel [2, 3, 4]. Moore’s
law was an observation that stated that the number of transistors in advanced
integrated circuit doubles approximately every two years [2, 3]. Despite the
great success on this path, one can envision possible difficulties associated
with Si-based devices in both traditional Moore-like scaling [5, 6] and new
emerging applications such as flexible or bio-compatible devices.
Today, there are several challenges with the further development of digital
technology. Unlike the early days when reduction of channel length improved
device performance, new generations of transistors exhibit greater leakage
issues with little improvement in switching performance [7]. In order to
improve gate control and battle off-state leakage, researchers have proposed
new geometries such as the ultra-thin body silicon on insulator (UTBSOI)
[5], FinFET, and gate-all-around transistors schematically shown in Fig. 1.1
[8, 9]. However, even advanced geometry devices are limited by material
properties at nanoscale dimensions, such as surface roughness and dangling
bonds [10, 11, 12].
In order to advance and enhance the state-of-the-art electronic technology,
researchers have begun looking beyond conventional materials such as Si and
Ge. In particular, in the past ten years two-dimensional (2D) materials have
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Figure 1.1: Schematic of various MOSFET geometries. (a) Planar structure.
(b) Silicon on insulator (SOI) structure. (c) FinFET. (d) Gate-all-around
structure.
gotten an increasingly close attention due to their mechanical flexibility and
wide range of electronic and thermal properties, allowing targeted engineering
of semiconductor devices with various capabilities. Unlike simply thinner
layers of three-dimensional materials, such as layers in heterostructures,
two-dimensional materials are only a few atomic layers thick and interact
with other materials via van der Waals forces. These materials can have
semi-metallic properties (graphene) or can be semiconductors (MoS2) and
dielectrics (BN). For instance, one can use graphene for analog applications or
interconnects, MoS2 as a semiconductor with larger band gap (Eg ≈ 1.8 eV)
for digital applications, and BN (dielectric constant ε0BN ≈ 5) as an atomically
flat dielectric separating various materials. One can transfer and stack 2D
materials on top of each other, creating multi-functional heterostructures [13].
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Figure 1.2: Structure of graphene showing hexagonally arranged carbon atoms
with spacing 1.42 A˚ and lattice constant a = 2.46 A˚.
1.1 Graphene
The rise of interest in 2D materials started with graphene [14], which is a
one atomic layer of carbon atoms arranged into the honeycomb lattice with
interatomic distance 1.42 A˚, as shown in Fig. 1.2. Carbon atoms in graphene
are bonded through orbitals with sp2 hybridization, which leads to the strong
bond and excellent mechanical strength. A single atomic layer (monolayer)
of graphene is ∼98% transparent to visible light, enabling the design of
graphene-based transparent electrodes [15]. Graphene is flexible and shows
great electrical characteristics under mechanical strain, which also enables
the design of flexible electronic applications [16]. In addition to outstanding
mechanical, electrical, and thermal properties, which we will cover later,
graphene-based technology benefits from the abundance, nontoxicity, and
biocompatibility of carbon.
There are several ways to obtain graphene. The first method is mechanical
exfoliation from graphite using adhesive (e.g., Scotch) tape, which led to the
discovery of field-effect properties of graphene in 2004 and eventually to the
Nobel prize in physics in 2010 [14]. Although this method allows getting small
samples of excellent quality, the industrial applications are limited due to
the lack of process scalability. Graphene can also be grown by epitaxy on an
SiC substrate [17]. Some difficulties associated with this process include the
relatively expensive and small size of SiC wafers. The most common way to
obtain graphene these days is the chemical vapor deposition (CVD) process
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on copper foil [18]. After the growth process, the graphene is embedded into
polymer such as polymethyl methacrylate (PMMA) and transferred to the
substrate of interest. One of the problems of the CVD process is that due
to somewhat random character of the growth it leads to the polycrystalline
structure with grain boundaries and line defects [19]. Later in this dissertation
we will inspect how grain boundaries and line defects affect thermal properties
of CVD-grown graphene.
As we mentioned earlier, graphene has outstanding electrical and thermal
properties which stem from its electron and phonon energy dispersions, shown
in Fig. 1.3. Unlike most semiconductors or metals, graphene has a linear
electron energy band structure E = ~vFk, where vF = 106 m/s is the Fermi
velocity characterizing the ballistic velocity of charge carriers. The linear
dispersion also dictates that the density of states for electrons in graphene is
proportional to energy [20]:
DOS(E) =
2Ac
pi
|E|
v2F
, (1.1)
where Ac is the unit cell area given by Ac =
√
3
2
a2.
As we can see in Fig. 1.3(a), graphene has a zero band gap, and the point
where the conduction band meets the valence band is called the Dirac point.
The minimum carrier density is observed when the Fermi level is at the Dirac
point and in theory is limited by the thermal equilibrium carrier density [21]:
n = p = ni =
pi
6
(
kBT
~vF
)2
, (1.2)
where kB is the Boltzmann constant and T is the temperature. However,
in reality, various ionized impurities can induce local changes in the Dirac
point, the so-called puddles, which also increase the minimum carrier density
[22, 23].
The fact that we cannot effectively decrease the carrier density means
that graphene field-effect transistors (FETs) are hard to switch off, making it
challenging to utilize graphene for applications in digital electronics. Although
a band gap can be introduced by quantum confinement, i.e., patterning
graphene into nanoribbons (GNRs), the width at which to observe a reasonable
band gap of ∼0.5 eV would be around several nanometers [24], making the
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Figure 1.3: (a) Graphene energy spectrum near K-point E = ~vFk. The
complete graphene electron energy spectrum includes two equivalent K and
K’ points (not shown). The energy bands deviate from linear behavior at
energies greater than ∼1 eV. (b) Graphene phonon spectrum, showing linear
phonon dispersion for the longitudinal and transverse acoustic (LA, TA) and
quadratic phonon dispersion for the flexural modes (ZA).
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edges and associated edge roughness a significant part of the device. In reality,
the mobility in narrow graphene nanoribbons is usually significantly lower
than in pristine graphene even for 10 to 20 nm wide devices [25].
High mobility and good current density in large-scale graphene can be
utilized in analog applications and interconnects [26, 27, 28], where off-state
leakage is less important while high on-current and transconductance (gain)
are crucial. These applications as well as potential high-performance digital
electronics require careful thermal management, where graphene can also play
a role due to its high thermal conductivity [29].
Thermal properties of graphene can be better understood by inspecting the
phonon spectrum, shown in Fig. 1.3(b). Phonons for single-layer graphene
have six branches corresponding to two atoms in the elementary cell: three
acoustic modes (transverse TA, longitudinal LA, flexular ZA) and three
optical modes (transverse TO, longitudinal LO, flexural ZO). Transverse and
longitudinal acoustic modes have high sound velocity vLA ≈ 21 km/s and
vTA ≈ 14 km/s, which leads to a strong contribution to thermal conductivity.
ZA and ZO are flexural out-of-plane modes. Unlike the linear LA and TA
modes, ZA has a quadratic dependence of frequency ω on the wave vector q:
ω ≈ αq2, which leads to the high density of states and big contribution to the
thermal conductivity for suspended samples [30], which could exceed 2000
Wm−1K−1 at room temperature. For samples on a substrate, ZA modes are
suppressed by the interaction with the substrate [31, 32], which leads to lower
but still great thermal conductivity of supported samples κ ≈ 600 Wm−1K−1
[32]. In Chapter 2 we will inspect the effect of grain boundaries and line
defects on thermal transport of both in-plane and out-of-plane phonon modes.
We return to the electrical properties of graphene. Suspended samples
with exfoliated graphene allow probing of intrinsic electrical properties and
exhibit charge carrier mobility as high as 100,000 cm2V−1s−1 albeit at lower
carrier density n ∼ 1010 to 1011 cm−3 [33]. Such a high low-field mobility
in suspended graphene can be explained by weak electron-phonon coupling,
especially at lower carrier densities due to the relatively high energy of optical
(~ωOP ≈ 200 meV) and intervalley acoustic phonons (~ωAC,i ≈ 140 meV)
[29, 34]. Since the energy of these phonons is much higher than kBT ≈ 26
meV at room temperature, the number of carriers which can emit these
phonons is extremely low for the equilibrium Fermi-Dirac distribution. On
the other hand, the probability to absorb a high-energy phonon is limited
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by the nature of the Bose-Einstein distribution for phonons. The reasoning
provided here is valid only in near-equilibrium conditions (low field) as it is
much easier to emit optical phonon for non-equilibrium high-energy so-called
“hot” carriers, as we will study in detail in Chapters 3 and 5.
Although suspended graphene devices exhibit outstanding electrical prop-
erties, their utilization for realistic electronics is challenging. First, the
manufacturing of suspended devices is a very complicated process with low
throughput [33, 35]. And second, it is difficult to modulate charge carrier
density in suspended samples because of very weak capacitive coupling be-
tween graphene and the gate through the air or vacuum gap. Therefore,
in order to make devices and circuits, graphene is most commonly placed
on substrates compatible with conventional CMOS processing, e.g., Si/SiO2.
However, when graphene is placed on a substrate, its electrical characteristics
degrade quite significantly, with the low-field mobility typically less than
10,000 cm2V−1s−1. Such steep degradation of the low-field mobility is related
to various substrate-induced scattering mechanisms such as ionized impurity
scattering and surface phonon scattering [36, 37, 38, 39].
As graphene can be targeted towards interconnects and analog applications,
the understanding of electrical transport at high electric fields can be beneficial
for device analysis and optimization. High-field transport in graphene has been
studied both theoretically and in experiment. Experimental analysis is usually
performed on a four-point structure or in multi-finger Hall configuration to
exclude the effect of the contact resistance [40, 41, 42]. It is usually observed
that the current in graphene tends to saturate at higher electric field but
does not reach “true” saturation with the output conductance gd = dId/dVd
nearly zero [40, 41, 42]. However, despite the lack of current saturation, after
extraction of the velocity-field relationship at the constant carrier density, it
is possible to observe velocity saturation, albeit accompanied by the rising
device temperature due to self-heating [42].
From the theoretical side, the velocity saturation in graphene is not an easy
problem to solve, mostly due to the complicated nature of the interaction of
the charge carriers in graphene with the substrate. The first theoretical studies
of velocity saturation in graphene focused on intrinsic graphene behavior,
therefore mostly neglecting the substrate effect. The tool of choice in this
case is usually the Monte Carlo method in momentum space, which naturally
provides a simulation scheme for multiple scattering mechanisms [43]. The
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hydrodynamic model can also be used for modeling of high-field effects and
has some advantages, which we will discuss in Chapter 3 [44, 45].
Earlier theoretical studies on intrinsic graphene exhibit quite different
results for velocity saturation: for example Shishir and Ferry [46] demonstrated
carrier-density-dependent saturation velocity vsat in the range between 0.3vF
and 0.45vF using the ensemble Monte Carlo method. On the other hand,
Bistritzer and Macdonald [44] show almost no carrier-density-dependence in
velocity saturation with much lower bound for vsat around 0.1vF . The main
difference between the two models lies in the values for deformation potentials
for the acoustic and optical phonons employed.
Later investigations, which incorporated the role of the substrate, pointed
to the importance of interfacial substrate phonon modes and self-heating.
However, the substrate phonons have been considered with relatively simplistic
models including no screening or static screening [36, 47, 48]. A Monte Carlo
study by Li et al. involving substrate phonons (with static screening, but
no substrate impurities) shows the velocity saturation between 0.4vF and
0.6vF [47]. The same group performed a similar study with self-heating taken
into account and found carrier-density dependent velocity saturation with
vsat ranging between 0.15vF and 0.5vF [48]. Similar results were shown using
the Monte Carlo method by another group, where substrate phonons were
treated without screening, yielding very high values for vsat between 0.4vF
and 0.8vF depending on the substrate material (between 0.4vF and 0.5vF for
intrinsic graphene) [36]. However, a recent detailed pseudo-potential-based
Monte Carlo study (with dynamic screening theory but without self-heating)
pointed to lower numbers about 0.2 to 0.3vF at room temperature [49].
Despite the advanced simulation techniques used in all the above-mentioned
works, there is still no detailed comparison with experimental data, which in
the best cases was limited to the few scatter points at few electric fields. On
the other hand, in this dissertation we will perform a thorough comparison
with existing experimental data for graphene on SiO2 at different electric
fields, different ambient temperatures, and different carrier densities [42].
After calibration with experimental data, we will compare the role of various
scattering mechanisms, investigate the self-heating effect, and perform a basic
analysis for different substrates.
High-field effects in graphene are important not only in static (DC) regimes,
but can also lead to a variety of interesting physical transient effects, especially
8
at higher frequencies [50, 51, 52]. These effects render interesting features of
electron-electron and electron-phonon interactions in zero band gap graphene.
Up to this point, we have been discussing the characterization of graphene
material properties performed experimentally in specialized test structures or
in simulations with complicated methods such as Monte Carlo or hydrody-
namic models. A simpler characterization usually involves a lumped compact
model and a basic extraction of transport coefficients such as mobility and
contact resistance on a simple three- or four-terminal MOSFET device. In
order to bring together material properties and real device geometry, other
methods such as the drift-diffusion model can be used to assist with device
analysis. For instance, current saturation in graphene devices is an important
topic because it is related to the analog transistor gain with better saturation
resulting in higher gain. However, current saturation is not only caused by
velocity saturation but can also be assisted electrostatically, similarly to the
pinch-off effect in Si MOSFET, which can be captured by the Poisson equation
in the drift-diffusion scheme. Another effect impeding current saturation is
the band-to-band carrier generation and impact ionization [53, 54], which,
however, are beyond the scope of this dissertation.
However, despite the drift-diffusion method proving its merit for bulk
semiconductors, very little work has been done to assess the applicability
of standard drift-diffusion techniques to graphene [55], which is not a very
straightforward matter because of the different band structure and potentially
different contact effects. Later in Chapter 4 we will inspect the role of graphene-
related corrections, such as quantum capacitance, generalized diffusion, and
velocity saturation, on I-V characteristics of graphene devices. We will also
describe some contact effects leading to the asymmetry in the dependence of
device resistance on gate voltage (R-Vg characteristics) in graphene.
1.2 Molybdenum Disulfide (MoS2)
MoS2 is another material which can be exfoliated into very thin layers down
to a single monolayer. Although the CVD process for MoS2 growth has been
demonstrated by several groups [56, 57], the material quality remains an issue,
which will take some time to settle, as happened earlier with graphene. The
atomic structure of MoS2 is shown in Fig. 1.4. Unlike graphene, monolayer
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Figure 1.4: Lattice structure of the monolayer MoS2. An elementary cell
consists of one Mo atom and two S atoms; lattice constant a = 3.12 A˚ and
the vertical separation between sulphur layers is 3.11 A˚.
MoS2 is a semiconductor with a band gap around 1.8 V while the bulk MoS2
has a band gap around 1.2 V [58], which allows designing digital transistors
and circuits [59, 60, 61]. An interesting feature of MoS2 is that its band
structure changes with the number of layers (see Fig. 1.5), such that it has
an indirect band gap for thick samples and a direct band gap for single layers
[62, 63, 64, 65]. However, despite the utmost importance of band structure
for prediction of electronic device properties, the band structure of few-layer
(and to a point of even monolayer) MoS2 has not been well established yet.
First-principle calculations using density functional theory (DFT) methods
produce a wide range of results for MoS2 band structure, making it hard to
select the right one. One of the purposes of this dissertation is to bring more
clarity into the band structure of few-layer MoS2 samples.
Charge carrier mobility in MoS2 is significantly lower than that of graphene,
and experimentally found values typically lie in the range of 20 to 100
cm2V−1s−1 at room temperature. There has been some controversy, with
higher mobility reported for top-gated MoS2 devices with HfO2 dielectric [66],
which was also a matter of recent discussions in the scientific community
[67]. Some theoretical estimates for phonon-limited mobility give significantly
higher numbers around 400 cm2V−1s−1 at room temperature, suggesting
considerable room for technological progress [68]. The discrepancy between
the high theoretical limit and lower experimental observations is usually
attributed to impurities and defects [69]. However, we will partially challenge
that theory later in Chapter 5 when discussing the temperature dependence
of mobility.
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Figure 1.5: Band structure of (a) monolayer (1L), (b) double layer (2L), and
(c) bulk MoS2. Figure reproduced from [63].
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There were several reports on velocity saturation in MoS2. One study
reported theoretically computed velocity-field relations for monolayer MoS2
using a two-valley band structure and found relatively high mobility (µ = 130
cm2V−1s−1) accompanied with moderate velocity saturation with transport
having a strong temperature dependence [70]. Li et al. [70] neglected impurity
scattering, which led to mobility > 1900 cm2V−1s−1 and good velocity satu-
ration at T < 100 K. Another work combining measurements on exfoliated
few-layer MoS2 at T > 300 K with a simple compact model demonstrated a
strong temperature dependence of mobility µ ∼ T−3 and strong temperature
dependence of vsat [71]. However, the contact resistance and device-heating
were not taken into account. High-field transport in exfoliated MoS2 has also
been measured recently in a wide range of temperatures, which led to the
discovery of negative differential conductance at low temperatures and high
electric field [72], which we will discuss in the last chapter of this dissertation.
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CHAPTER 2
THERMAL TRANSPORT IN
POLYCRYSTALLINE GRAPHENE
Graphene is a promising material for applications in transparent electronics
on flexible substrates [73] or for high current density interconnects on common
Si substrates [28]. Both in such practical contexts and from a fundamental
point of view, it is important to understand its thermal properties in order
to address any arising thermal challenges [29]. For instance, exfoliated
and suspended (monocrystalline) graphene has very high in-plane thermal
conductivity [74, 75], comparable to or higher than that of diamond (2000
to 4000 Wm−1K−1). However, as we discussed in the introduction, graphene
grown by chemical vapor deposition (CVD) is more likely to be used for
large-scale applications or interconnects [73, 28], but it is polycrystalline with
grain boundaries (GBs) [19] and line defects (LDs) [76] (see Fig. 2.1) which,
as with any imperfections [77], can lower thermal conductivity [78]. Previous
studies have examined heat flow across graphene GBs using non-equilibrium
molecular dynamics (MD) simulations [79, 80]. These enable the atomistic
study of heat flow and the extraction of thermal conductivity based on
computed temperature gradients [81], taking into account anharmonic effects.
However, the MD technique itself is based on classical equations of motion
and may not capture quantum aspects of thermal transport, overestimating
thermal conductance when operating temperatures are well below the Debye
temperature, which is the case for graphene (TD ∼ 2100 K) [29, 74].
In this study we calculate the thermal conductance across GBs and LDs in
graphene and in graphene nanoribbons (GNRs) using the non-equilibrium
Green’s function method (NEGF) [82] and compare our results with other
studies and experimental data. We also find that chirality can have a sig-
This chapter is based on material originally published in A.Y. Serov, Z.-Y. Ong, E.
Pop, “Effect of Grain Boundaries on Thermal Transport in Graphene,” Applied Physics
Letters, 102, 033104 (2013).
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Figure 2.1: Examined graphene grain boundaries (GBs) constructed using
mirror reflection of graphene nanoribbons (GNRs) with different chiralities:
(a) grain-4, (b) grain-7, (c) grain-10, and (d) line defect (LD). (e) Example of
the chirality of the GNR underlying grain-4.
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nificant impact on heat flow along GNRs, with some chiralities exhibiting
thermal conductance significantly lower than that of structures with zigzag
and armchair edges, even without taking into account edge roughness effects.
Then we compute the thermal conductance in GNRs with GBs and LDs.
Finally, using our calculated GB transmission, we estimate the thermal con-
ductivity of polycrystalline graphene depending on grain size for practical
applications.
2.1 Phonon Transmission in Graphene with Defects
Figure 2.1 shows the different GBs and LD types considered in this work,
obtained by using mirror reflection of GNRs with different chiralities. After
establishing the structure of a GNR bisected by one GB, we find the minimum
energy configuration using the MD simulator LAMMPS [83] with optimized
Tersoff potentials proposed by Lindsay and Broido, shown to improve the
accuracy of thermal calculations [84]. We use periodic boundary conditions
during this minimization such that the resulting structure is less affected
by GNR edges and is closer to the original unperturbed graphene lattice.
The first GB shown in Fig. 2.1(a) is obtained with the GNR elementary
cell lattice vector (1,4) i.e., r = 4 · n + 1 ·m, where n and m are the basis
vectors of the graphene lattice, as shown in Fig. 2.1(e); we call this particular
GB “grain-4”. We obtain additional GBs denoted “grain-7” and “grain-10”
through a similar technique with elementary cell lattice vectors (1,7) and
(1,10), respectively, as shown in Fig. 2.1(b-c). The LD shown in Fig. 2.1(d)
has armchair lattices on both sides of the line defect. The considered GBs
consist of heptagons and pentagons along with ordinary carbon hexagons,
while the LD consists of octagons and pentagons, all being consistent with
recent experimental observations [19, 77, 85].
The thermal conductance per unit cross-sectional area along a GNR can
be written using a Landauer-like approach as [82]
G”(T ) =
1
sW
∞∫
0
df(ω)
dT
Σ(ω)~ω
dω
2pi
, (2.1)
where W is the ribbon width, s = 3.35 A˚ is the graphene “thickness”, f(ω)
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is the Bose-Einstein occupation factor, Σ(ω) is the transmission function of
phonons with frequency ω, and T is the lattice temperature. The transmission
function Σ(ω) = MmTGB is the product of the number of modes Mm and the
transmission coefficient TGB of the GB or LD, if one is present [86]. (In the
ballistic case without a GB or LD, the transmission coefficient TGB = 1.)
We calculate the transmission function using NEGF [82] with the force
constant matrix based on the same optimized inter-atomic potentials [84] used
for energy minimization when defining our structures. NEGF is a widely used
method to calculate the phonon transmission properties of carbon structures
[87]. The force constant matrix is found as kij = ∂
2E/∂ui∂uj , where E is the
potential energy of the lattice and ui is the displacement of the i-th degree
of freedom [82]. In order to find the transmission function Σ(ω) we need to
calculate the Green’s functions of semi-infinite GNRs to the left and right
of the GB, which are found using force constant matrices at the GNR leads
with the decimation technique [88]. We add the small imaginary part (0.1
percent) to the phonon frequency to achieve the convergence of the decimation
technique. However, the sensitivity of the transmission function to the exact
value of this imaginary frequency component is weak.
The Green’s function for the phonons can be found as [82, 87, 89]
G(ω) =
[
ω2I −H − Σleft − Σright
]−1
, (2.2)
where ω is the phonon frequency, I is the unity matrix, H is the force-
constant matrix, and Σleft, Σright are the self-energies of the left and right
leads, respectively.
Phonon transmission is then found as [82, 87, 89]
Θ(ω) = Trace
[
ΓleftGΓrightG
†] , (2.3)
where Γleft and Γright are the broadening functions for the left and right lead,
respectively.
If Glead is the Green’s function of the lead and K is the corresponding lead
force-constant matrix, lead self-energy and lead broadening functions can be
found as
Σlead = KGleadK
†
Γlead = iK
[
Glead −G†lead
]
K†
. (2.4)
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GNRs with GBs should be longer than 10 nm in length, otherwise the
stress induced by the GB affects the lattice at the GNR end, thereby affecting
the Green’s functions of pristine semi-infinite GNRs. The typical size of our
simulated structures with GBs is approximately 11 nm in length and 6 nm
in width. Although phonon-phonon scattering can be included in such a
methodology [90], we neglect it here in order to decrease the computational
burden, which can be justified because the intrinsic phonon mean free path
in suspended, pristine graphene is ∼600 nm at room temperature [29], which
is much larger than our structure size.
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Figure 2.2: Phonon transmission along graphene structures with periodic
boundary conditions in the transverse direction (also see Fig. 2.1). (a)
Computed dispersion showing phonon energy ~ω vs. wave vector q. L,
T and Z labels correspond to longitudinal, transverse, and out-of-plane
phonon displacements. A and O labels are for acoustic and optical phonons,
respectively. (b) Corresponding transmission function (i.e., number of modes
per width) across pristine graphene of chiralities from Fig. 2.1. Individual
chiralities are not labeled because all display the same transmission spectrum.
The subset of out-of-plane ZA and ZO modes are shown separately. (c)
Computed transport across grains from Fig. 2.1, revealing that transmission
depends on the grain structure. Grain-4 (g-4) and grain-7 (g-7) have similar
transmission, grain-10 (g-10) exhibits lower transmission, and line defect (LD)
has the worst transmission (see text).
First we use periodic boundary conditions in the transverse direction (y-axis
in Fig. 2.1) to define a force constant matrix of the system, which is related
to the phonon propagation in the infinite graphene sheet. The corresponding
phonon dispersion is shown in Fig. 2.2(a). We simulate pristine GNRs with
no defects (“nd” subscript) to ensure that the thermal conductance does not
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depend on chirality in this case of periodic boundary conditions as shown in
Fig. 2.2(b). The transmission would be different if boundary conditions in
the transverse direction were not periodic, which we will discuss later. We
can see the significant contribution of out-of-plane flexural modes (Z-modes)
at phonon energies below 50 meV, while in-plane modes (longitudinal L,
and transverse T) are more important at higher energies. We simulated all
structures using two different widths (∼4 nm and ∼6.5 nm) to ensure that the
phonon transmission scales linearly with width, then used the wider samples
(∼6.5 nm) in our analysis.
Figure 2.2(c) shows the phonon transmission function of structures with the
three GBs and LD from Fig. 2.1. We find that grain-4, grain-7, and grain-10
GBs have almost identical phonon transmission, and LD exhibits the lowest
transmission almost across the entire phonon spectrum. As the transmission
is determined by the atomistic structure of the defect, the numerical results
indicate that the C-atom octagons have a greater effect on weakening thermal
transport across the LD than the pentagons and heptagons in the other three
GBs (see Fig. 2.1). In order to confirm this structural effect we evaluated
the average cohesion energy of carbon atoms at the GB and LD boundaries
and found that for LD it is −7.4 eV while for GBs it is in the range of −7.63
to −7.77 eV, with the equilibrium value in pristine graphene being Ecoh =
−7.97 eV (also see Table IV in [84]). Higher deviation from the equilibrium
energy means a bigger change in the force tensor, which leads to a bigger
change in transmission properties.
Having calculated the transmission functions, we can now obtain the
thermal conductance by integrating Equation (2.1) as shown in Fig. 2.3.
The conductances of GBs and LD have different temperature dependencies
because of their different transmission spectra. While at ∼100 K the thermal
conductances of all defects are very close (within 10 percent), at ∼300 K
the difference is notable. The conductance of grains is very similar [91] and
reaches ∼80% of the pristine graphene conductance at 300 K; on the other
hand the thermal conductance across the LD is lower, being ∼50% that of
pristine graphene at room temperature. Figure 2.3(b) displays each GB and
LD conductance as a fraction of the pristine graphene conductance (G
′′
nd).
The conductance of GBs (G
′′
gb) in our calculation is in the range of 2 to
3 GWm−2K−1 at room temperature. The conductance of pristine graphene
(G
′′
nd) is estimated to be around 5 GWm
−2K−1. Thus, thermal boundary
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Figure 2.3: (a) Thermal conductance vs. temperature for various defects
(GBs and LD) corresponding to Fig. 2.1. Calculations are performed using
periodic boundary conditions in the transverse direction (width 6.5 nm) based
on transmission spectra of Fig. 2.2. The upper limit of ballistic conductance
in graphene with no defects (G
′′
nd) is displayed for comparison. (b) Thermal
conductance vs. temperature for graphene with a defect, normalized by
the ballistic conductance of the same case with no defects (G
′′
nd). At room
temperature, the grain-4 and grain-7 GB structures show the largest thermal
conductance (∼80% of pristine graphene), and the LD the lowest (∼50% of
pristine graphene).
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conductance (TBC) of the GBs ∆G
′′
gb can be estimated from the formula
∆G
′′
gb =
[
1
G
′′
gb
− 1
G
′′
nd
]−1
, which yields the range of 3 to 8 GWm−2K−1 at
room temperature. These values are significantly lower than ∼14 GWm−2K−1
obtained through MD simulations [79, 80]. While MD simulations are excellent
tools to understand relative changes in thermal properties due to atomistic
modifications [80, 31, 92], they tend to overpredict the absolute value of the
TBC due to their semi-classical treatment, in particular at temperatures well
below the Debye temperature, because of their inability to incorporate Bose-
Einstein statistics [29, 75]. Another difference between MD simulations and
our NEGF approach is that MD simulations take into account anharmonic
interactions, which are not captured in NEGF.
The high-temperature Dulong-Petit classical limit of our model can be
observed at very high temperatures, where thermal conductance saturates
at ∼11 GWm−2K−1 for pristine graphene, ∼7 GWm−2K−1 for GBs, and ∼5
GWm−2K−1 for LD. The corresponding TBC values for GBs and LDs are 19
and 9 GWm−2K−1, respectively. This is in excellent agreement with the MD
results of Bagri and co-workers (15 to 45 GWm−2K−1)[79] as well as those of
Cao and co-workers ( 20 GWm−2K−1) [80]. The MD TBC results [79, 80] are
higher than the classical NEGF ones because anharmonic interactions, and
hence multi-phonon processes, can enhance interfacial thermal transport [93].
We now calculate the same structures without periodic boundary conditions
in the transverse direction, which may be more representative of GBs across
very narrow GNRs. Figure 2.4(a) shows that the ballistic thermal conductance
along a zigzag GNR almost matches that of graphene with periodic boundary
conditions, and the thermal conductance along an armchair GNR is lower,
which was also demonstrated by other studies [94, 95, 96]. We find that GNRs
with chiralities different from zigzag and armchair can have notably lower
thermal transmission. We note that this reduction of phonon transmission
shown in Fig. 2.4(a) is not due to the edge roughness scattering, but due to
the reduction in number of modes (Mm) because phonon transmission in our
simulations exhibited linear dependence on sample width.
It is interesting that the GNR with elementary lattice cell vector (1,10)
has a structure very similar to a zigzag GNR (with the angle between two
orientations being only 4.6o), but almost 40% lower thermal conductance at
300 K because some phonon modes were lost as a result of omitting periodic
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Figure 2.4: Thermal properties of structures calculated without using peri-
odic boundary conditions in the transverse direction. (a) Ballistic thermal
conductance in pristine GNRs of the chirality indicated [see Fig. 2.1]. (b)
Phonon transmission in GNRs with a GB or LD normalized by transmission
of the same GNRs without defects (TGB) as a function of phonon energy,
~ω. (c) Thermal conductance vs. temperature along GNRs with a defect,
normalized by the ballistic conductance of the same GNRs with no defects
(G
′′
nd).
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boundary conditions in the transverse direction. This result is different from
that obtained for thermal conductivity with relaxation time calculations where
an armchair GNR had the lowest thermal conductivity, and this difference
may be due to the angular dependence of the scattering relaxation time [97].
We now turn to how GBs will affect thermal transport in GNRs without
periodic boundary conditions in the transverse direction. The lattice structure
is exactly the same as in the case of periodic boundary conditions and the
difference lies in the definition of the force constant matrices. In order to
perform a more meaningful analysis and to observe relative changes, we plot
the ratio of thermal transmission in a GNR with a defect to the thermal
transmission of a pristine GNR as it is shown in Fig. 2.4(b). We can see that
the difference in normalized conductance between GBs and LD shown in Fig.
2.4(c) is smaller here than it was in the case of periodic boundary conditions
in the transverse direction shown in Fig. 2.3. Overall, the absence of periodic
modes causes both lower thermal conductance of pristine GNRs and smaller
transmission through defects, which indicates that periodic modes (which do
not exist in realistic, narrow GNRs) are transmitted more effectively through
GBs.
2.2 Thermal Conductivity in Polycrystalline Graphene
Before concluding, we wish to calculate the thermal conductivity in realistic
polycrystalline graphene interconnects using the transmissions of GBs we
just obtained with non-periodic boundary conditions in the transverse direc-
tion. The thermal conductivity determined by each polarization [longitudinal
acoustic (LA), transverse acoustic (TA), or flexural acoustic (ZA)] is
κ =
1
2
ωmax∫
0
τ(ω)g(ω)
(
dω
dq
)2
df(ω)
dq
df(ω)
dT
~ωdω , (2.5)
where the 1
2
factor is due to the two-dimensional wave vector q, τ(ω) is the
relaxation time, and g(ω) is the density of states numerically evaluated using
the phonon dispersion given by the optimized Tersoff potential [84].
The phonon relaxation times can be estimated using Matthiessen’s rule
as τ(ω)−1 = τ−1u + τ
−1
s + τ
−1
GB, where τu(ω) is the phonon-phonon Umklapp
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scattering time, τs(ω) is the scattering with a substrate and τGB(ω) is the
relaxation time due to GB scattering. Although the relaxation time approxi-
mation (RTA) for Umklapp scattering might not lead to the most accurate
results [30], it gives us a reasonable estimate for thermal conductivity at
300 K, the case we will discuss here. The treatment of Umklapp scattering
for the ZA modes can be complicated, but it was suggested that the ZA
modes are strongly affected by the substrate [32] so we neglect their Umklapp
scattering and use only GB and substrate scattering for the ZA modes. We
use tabulated substrate scattering times calculated for an SiO2 substrate [32].
The dependence of the thermal conductivity of supported monocrystalline
graphene on temperature is shown in Fig. 2.5(a) and compared with experi-
mental data [32]. In accordance with Boltzmann transport equation (BTE)
simulations in [32] the main contribution comes from TA and LA modes
because the ZA modes are suppressed by substrate scattering. To describe
GB scattering we use the relaxation time approach similar to the Mayadas
model [98]
τGB =
(
∂ω
∂q
)−1
λG
TGB(ω)
1− TGB(ω) , (2.6)
where lG is the average grain size and TGB is the transmission coefficient of
GBs shown in Fig. 2.4(c). In our NEGF model we can only separate the
in-plane transmission from the out-of-plane transmission [see Fig. 2.2(b)]
and cannot separate the LA and TA modes; therefore we will consider the
transmission coefficient TGB to be the same for both LA and TA modes.
After performing the integration of Equation (2.5) we obtain the thermal
conductivity of supported polycrystalline graphene at room temperature,
which we plot as a function of grain size lG in Fig. 2.5(b). We find that
LDs cause the strongest degradation of thermal conductivity, which is due
to their lower phonon transmission as shown earlier. We also find that the
thermal conductivity is not significantly degraded at room temperature if
polycrystalline graphene grain sizes are several microns, or larger. However,
the thermal conductivity is lower if the average grain size is smaller than
several hundred nanometers, becoming comparable to the phonon mean free
path in supported graphene (∼100 nm) at room temperature [29].
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Figure 2.5: (a) Simulation results (without GBs, lines) fitted against ex-
perimental data ([32], symbols) for thermal conductivity of monocrystalline
graphene on SiO2 substrate. (b) Corresponding thermal conductivity of poly-
crystalline graphene as a function of average grain size lG, calculated using
the thermal conductance of GBs from Fig. 2.4. The thermal conductivity
depends on GB type and becomes strongly affected when grain sizes are below
dimensions a few times larger than the intrinsic phonon mean free path in
substrate-supported graphene (∼100 nm at room temperature) (also see [29]).
2.3 Conclusion
In conclusion, we calculated the thermal conductance of several GBs and
LD in graphene using non-equilibrium Green’s functions, and found that
“not all grains are created equal” from a thermal transport point of view.
We have identified ballistic transport limits, and shown that GNRs with
chirality different from the armchair and the zigzag chiralities exhibit ∼30%
lower thermal conductance. Single GBs lying across such GNRs decrease
the thermal conductance by another 30 to 40% compared to pristine GNRs
of corresponding chirality. Importantly, all our calculations obey ballistic
thermal transport limits. Finally, we estimated the dependence of thermal
conductivity in substrate-supported CVD graphene on grain type and grain
size, finding that GBs play an important role when grain sizes become
comparable to several hundred nanometers. Such findings are important for
future applications of CVD-grown graphene as devices or interconnects on
flexible substrates, which typically have very low thermal conductivity.
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CHAPTER 3
HIGH-FIELD TRANSPORT AND
VELOCITY SATURATION IN GRAPHENE
ON A SUBSTRATE
In this chapter we will move from analysis of heat flow in graphene to
study of electrical transport in graphene, especially the role of the substrate
in the high-field regime. As we discussed in the Introduction, graphene is an
interesting material for both fundamental and practical studies [14, 99] due
to its unusual linear band structure [20], outstanding intrinsic mobility [33],
high thermal conductivity [29], high transparency, and mechanical strength
[16]. Although graphene in suspended platforms has shown exceptionally
high mobilities [33], such test devices are limited to low carrier densities
because intrinsic graphene is undoped and gating through an air or vacuum
gap is ineffective. In order to achieve higher carrier densities for practical
applications, graphene must be placed on (or covered with) an insulating
dielectric layer, where its transport characteristics are modified significantly,
because such layers introduce additional scattering mechanisms associated
with ionized impurities and dielectric remote phonons [100].
There are several experimental and theoretical studies that have examined
the role of ionized impurities in the formation of charge puddles and in charge
transport in graphene at low electric fields, and in insulating substrates
[22, 23, 39, 101]. Researchers have also found they can directly control
impurity scattering in graphene by immersing graphene in a solvent of a
high dielectric constant [102]. However, the role of substrate phonons is
difficult to quantify directly. Different theoretical approaches have been used
to explain the role of substrate phonons in low- and high-field transport
in graphene, with the role of screening by charge carriers in graphene left
somewhat arbitrary: while some studies assumed no screening in the graphene
This chapter is based on material in A.Y. Serov, Z.-Y. Ong, M.V. Fischetti and E.
Pop, “ Theoretical analysis of high-field transport in graphene on a substrate”, Journal of
Applied Physics 116, 034507 (2014), http://dx.doi.org/10.1063/1.4884614
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layer [36, 41], others used static Thomas-Fermi screening models [47, 103].
Only recently has a theory of dynamic screening in graphene, which takes into
account the hybridization of the substrate phonons with graphene plasmons,
been introduced [38, 104, 105]. Although the measurement of the field-effect
dependence of the thermal conductance with the substrate could elucidate the
screening mechanism [106], the appropriate data have not been published yet.
This theory of substrate phonons (also known as interfacial plasmon-phonons
[IPP]) has so far only been applied to low-field transport in graphene and to
a study of graphene-substrate thermal boundary conductance [106].
High-field transport is an important regime, which is interesting for both
fundamental physics and device design applications. Compared to the case of
low electric fields, where the system is usually close to thermal equilibrium,
physical effects at high electric fields are very different, as charge carriers
driven out of equilibrium reach much higher energies [107], which open more
scattering channels and lead to significant power dissipation and accompanying
thermal phenomena [108, 109, 110]. High electric fields can be achieved in
high-performance or high-power analog transistors, which operate in the
current saturation regime, typically at fields > 1 V/µm. As the current
saturation is an important metric that determines the transistor gain, a
better understanding of velocity saturation and the role of the substrate is
needed to advance the development of graphene-based electronics. As in the
case of other materials and devices [111, 112], high current in graphene-based
devices leads to lattice heating [113], which must also be considered in realistic
models.
In this dissertation, we evaluate the role of the substrate during high-field
transport in graphene. We consider the set of physical mechanisms introduced
by the substrate, such as remote phonon scattering, which is implemented
with the theory of dynamic screening of charge carriers in graphene. We also
include scattering with ionized scattering centers, such as fixed impurities
or ionized interface traps, which can be introduced by the substrate and the
graphene fabrication process, but are also partially screened by a substrate.
We take into account the effects of self-heating and thermal coupling to the
substrate as well. At large current densities in high-field transport, Joule self-
heating from power dissipation can reach hundreds of kW/cm2, increasing the
temperature of the device and affecting its performance negatively, because
of a larger population of phonons that can scatter the carriers. In this
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study, after outlining the theoretical foundation for our work, we benchmark
the simulation results with experimental data for high-field drift velocity in
graphene on SiO2. Then we analyze and compare the roles of various physical
mechanisms contributing to the high-field transport, such as self-heating,
impurity scattering, and phonon scattering. Finally, we compare the high-
field transport in graphene on several dielectrics such as SiO2, HfO2, Al2O3,
and BN with and without self-heating.
3.1 Theory
3.1.1 Transport model
In order to study high-field transport in graphene in contact with a substrate or
dielectric, we need to take into account several physical effects such as carrier
heating, lattice heating, and various scattering mechanisms. In principle, this
transport problem could be solved with the Monte Carlo method, which is a
powerful tool to treat various scattering mechanisms [114, 115]. However, we
employ a hydrodynamic model that is computationally less demanding than
an ensemble Monte Carlo method, especially when including self-consistently
both self-heating effects and full inter-particle Coulomb interactions, which
are important in graphene at practical carrier densities > 1012 cm−2 [116].
The carrier distribution function can be expressed as [44, 45, 117, 118]:
fk(vd, Te) =
[
exp
(
E − ~vd · k− EF
kBTe
)
+ 1
]−1
, (3.1)
where E is the carrier energy, vd is the average drift velocity, k is the carrier
momentum (here with x- and y-components), EF is the Fermi level, kB
is the Boltzmann constant, and Te is the carrier (electron) temperature.
We generically use electron subscripts, but the discussion could similarly
apply to holes because the energy dispersion in graphene is symmetric. This
distribution function [Fig. 3.1(a)] has several features. First, it is of the form
expected from detailed balance when inter-particle collisions are significant,
as is the case in graphene at the carrier density of interest. Indeed a displaced
Fermi-Dirac distribution minimizes the electron-electron scattering integral
SEE. Second, the total current can be easily calculated as |J | = envd, where
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e is the elementary charge and n is the carrier density. One of the drawbacks
of this distribution function is that the carrier density n is not only a function
of EF , but also a function of vd and Te.
While the distribution function in Equation (3.1) provides a conventional
expected shifted Fermi circle for the case of semiconductors with parabolic
band structure, for graphene, which has a linear band structure, it results in
the ellipsoid-alike shapes (see Fig. 3.1). However, at the equilibrium (zero
electric field) with total electron gas momentum and drift velocity vd equal
to zero, Equation (3.1) transforms to the conventional Fermi-Dirac circle. In
the case of non-zero total momentum of the electron gas, electron-electron
scattering (which is typically strong in 2D systems) reshapes the distribution
function for graphene electrons into ellipsoid shape, with non-zero vd such
that the in-scattering rate at every k-point is equal to the out-scattering rate
from the same k-point to maintain the steady-state balance, which is satisfied
for (3.1) [44, 45, 117, 118].
In general, for moderate drift velocities, which are typically realized in
graphene, the distribution function given by Equation (3.1) looks similar to a
shifted circle. Therefore, the choice of distribution function may also include
the Fermi-Dirac circle shifted by k0 [53, 119]:
fk(vd, Te) =
exp
~vF
√
(kx − k0)2 + k2y − EF
kBTe
+ 1
−1 , (3.2)
which is the same as in Equation (3.1) for parabolic band structure. This
distribution function has been also used in a hydrodynamic model to analyze
the high-field behavior in graphene [119].
Using the assumption on strong electron-electron interactions to justify
Equation (3.1) we limit ourselves to the case of relatively high carrier densities,
which in our case will be no less than 1012 cm−2 through this chapter. In
case of very low carrier densities, when the electron-electron scattering rate is
low compared with other scattering rates such that the distribution given by
Equation (3.1) is not established [117], the Monte Carlo analysis appears to
be more appropriate.
The drift velocity vd and the electron temperature Te are determined
from balancing momentum and energy gained by charge carriers from the
electric field, with momentum and energy released through various scattering
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Figure 3.1: (a) Distribution function given by Equation (3.1) at vd = 0.3 · vF ,
Te = 450 K, EF = 0.1 eV. (b) Schematic of graphene on a substrate illustrating
heat dissipation. Optical phonons (OP) dissipate power into the (acoustic)
graphene lattice, which then must couple to the substrate through the thermal
boundary resistance. Interfacial plasmon-phonon modes (IPP) dissipate power
by a “shortcut” directly into the dielectric substrate. (c) Thermal network
demonstrating heat propagation in the structure from initial heat dissipation
through phonons to the heat sink.
mechanisms [44]. We also introduce an insightful power dissipation and self-
heating approach shown in Fig. 3.1(b). High-energy electrons in the graphene
can scatter directly with graphene phonons or with substrate IPP modes.
Heat generated in the former must cross the thermal boundary resistance
(TBR) between graphene and the substrate. We recall that heat transfer
from graphene to the substrate is characterized by a TBR of the order ∼10−8
Km2W−1 with a weak dependence on the substrate material [120, 121]. Power
dissipated directly with substrate IPPs bypasses the TBR, and the resulting
heat is directly conducted into the substrate, towards the backside heat sink.
These heat flow pathways are captured by the thermal resistance network in
Fig. 3.1(c), where the temperature rise across any two nodes is proportional
to the product of the dissipated power and the thermal resistance between the
nodes [42]. Most substrate dielectrics considered in this work have low thermal
conductivity [122] (e.g., ∼1.4 Wm−1K−1 for SiO2 at room temperature) and
they tend to dominate the heat flow path, although the precise balance of
the thermal resistances also depends on the substrate thickness and interface
quality or TBR. Using analytic models fitted to experimental data, we also take
into account the temperature dependence of the SiO2 thermal conductivity
[42] and the temperature dependence of the TBR between graphene and SiO2
[123]. We neglect the lateral heat flow here, as the experimental sample, which
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is used to benchmark our work, has a length of 4 µm and width of 7 µm [42],
which are significantly larger than the thermal healing length in graphene
on 300 nm SiO2 (LH ∼ 0.2 µm) [113]. Lateral heat flow is insignificant in
devices with channel length L LH , as in our case with channel length (4
µm) being notably larger than 3LH ∼ 600 nm. Shorter or narrower devices
can be treated through finite element simulations [124] or sometimes through
analytical solutions [28, 125].
Combining all these mechanisms, we arrive at a multi-scale physics model,
which can be described with a set of equations:
φ =

enF+
∑
k
kS(fk)
enF · vd +
∑
k
EkS(fk)
Tgr − Tsub +RB
∑
k
Ek [SOP (fk) + SAC(fk)]
Tsub − T0 + (Rox +RSi)
∑
k
EkS(fk)

= 0 , (3.3)
where F is the electric field; S is the scattering integral, which includes
graphene optical (OP) and acoustic (AC) phonons, parasitic (impurity) inter-
face charge, and substrate plasmon-phonon modes; Tgr is the temperature of
the graphene lattice; Tsub is the temperature of a substrate at the interface
with graphene; T0 is the ambient temperature; RB is the graphene-substrate
TBR; SOP and SAC are the scattering integrals due to graphene OP and AC
phonons, respectively; and Rsub and RSi are the thermal resistance of the
insulator and silicon substrate, respectively. The first and second equations
in Equation (3.3) describe the momentum and energy balance, while the
third and fourth equations describe the thermal balance between graphene,
underlying dielectric, and heat sink.
We have a system of nonlinear equations Φ(vd, Te, Tgr, Tsub) = 0, which
we solve using the Jacobian and the Newton-Raphson method, employing
the simulation scheme shown in Fig. 3.2. First, we set the carrier density n
and electric field F , and the initial conditions for step 0: v0d = 0, T
0
e = T0,
T 0gr = T0, T
0
sub = T0. Then at each step “i” we calculate the scattering
integrals for momentum and power, and compute the calculation error ∆i =
Φ(vid, T
i
e , T
i
gr, T
i
sub) and Jacobian matrix J
i. Finally, we use the Newton-
Raphson method to find vi+1d , T
i+1
e , T
i+1
gr , T
i+1
sub by inverting the Jacobian and
multiplying it by the vector of the error ∆i. Since the carrier density depends
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Figure 3.2: Calculation scheme. We use the Newton-Raphson method to
solve a system of four nonlinear equations (Equation 3.3) with four unknown
(vd, Te, Tgr, Tsub). δ is the convergence criterion.
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on EF , vd, and Te, we also need to update EF at each step to keep the carrier
density constant at the desired value.
3.1.2 Carrier scattering mechanisms
We now turn to the explicit calculation of the scattering integrals. We use the
linear band structure for graphene E = vFk, where vF = 10
6 m/s is the Fermi
velocity, and we will justify this approximation later. The scattering rate
with graphene OPs is described by the Fermi golden rule and deformation
potential theory by summation over all possible phonon wavevectors, i.e., [36]
WOPk→k′ =
∑
q
2piD2Γ
ρcωΓ
× [δ(s~vFk − s′~vFk′ + ~ωΓ)Nq(ωΓ)
+δ(s~vFk − s′~vFk′ − ~ωΓ)(1 +Nq(ωΓ)]
+
∑
q
2piD2K [1− ss′ cos(θkk′)]
2ρcωK
× [δ(s~vFk − s′~vFk′ + ~ωK)Nq(ωK)
+δ(s~vFk − s′~vFk′ − ~ωK)(1 +Nq(ωK)] ,
(3.4)
where q is the scattering wavevector and we used the deformation potential
at Γ and K points DΓ = 7.9 eV/A˚, DK = 13.9 eV/A˚ [126], graphene density
ρc = 7.66 × 10−11 kg/cm2, k and k′ are the wavevectors of initial and final
states, Nq is the phonon population with the Bose-Einstein distribution, θkk′
is the scattering angle, and s, s′ = ±1 are the band indices for initial and final
states (+1 for electrons and −1 for holes). The phonon energies at the Γ and
K points are ~ωΓ = 196 meV and ~ωK = 161 meV, respectively [127]. The
first and second term in Equation (3.4) correspond to Brillouin zone center
(Γ) and zone edge (K) phonons, respectively, where deformation potentials
are computed using the GW method [126].
We also take into account scattering with inter-valley transverse acoustic
(TA) phonons using a simplified model with the deformation potential DTA =
3.5 eV/A˚ and the phonon energy 124 meV [128], corresponding to K-point
TA modes. We implement scattering with intra-valley acoustic phonons
(AC) following the deformation potential formalism [129], and using the
deformation potential DAC = 25 eV together with the Dirac overlap integral.
This deformation potential for AC phonons has been fitted to the rigid ion
model [49]. Although DAC is relatively high compared to the values reported
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in the literature [36, 128, 129], smaller deformation potentials lead to a much
weaker velocity saturation, especially at higher carrier density, which does
not agree well with our experimental data [42].
The scattering integrals can be calculated as
S(fk) = −
∑
k′
[Wk,k′fk −Wk′,k(1− fk)] . (3.5)
Scattering with ionized parasitic charge, including ionized impurities and
charged traps at the graphene interfaces, is treated following the work by
Adam et al. where the rate is [37]
PIMP =
2pi
~
∣∣∣∣ 12ε0 e
2
κ(q + qTF )
∣∣∣∣2 1 + cos(θk,k′)2 δ(~vFk − ~vFk′) , (3.6)
where ε0 is the vacuum dielectric constant, κ = (1 + κsub)/2 is the effective
dielectric constant [37] (κsub is the dielectric constant of the substrate),
and qTF is the static screening wavevector calculated in the Thomas-Fermi
approximation.
A substrate scattering mechanism that is usually neglected or treated
trivially is the scattering with IPP modes formed from the hybridization of
substrate OPs with graphene plasmons [38, 104]. Since the theory is quite
lengthy, we discuss it here very briefly and refer the interested reader to
[38, 104] for a more complete description. The plasmons in graphene couple
electromagnetically to the two OPs in the dielectric, forming three interfacial
plasmon-phonon branches (IPP1, IPP2, and IPP3), as shown in Fig. 3.3. In
the long wavelength limit, one IPP branch converges to the free plasmon
dispersion in graphene, and the two other branches converge with the bare
substrate (SiO2 in Fig. 3.3) transverse optical (TO) phonon branches. There
are two discontinuities in the dispersion for IPP1 and IPP2: the first jump
occurs as a result of the discontinuity in the density-density response function
when the phonon branch crosses the line E = ~vFk; the second jump occurs
at a higher wavevector as a result of Landau damping when the IPP3 branch
crosses the line E = ~vFk. We use 3 A˚ as the spacing between graphene
and the dielectric. Our model [38, 104] differs from the more commonly used
static screening model [103, 47] in that the screening of the remote phonon
at long wavelengths does not diverge to infinity. Hence, in our model the IPP
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Figure 3.3: Interface plasmon-phonon modes (IPP1, IPP2, IPP3) for graphene
on SiO2 with carrier density n = 2× 1012 cm−2. The isolated plasmon mode
in graphene is also shown. SPP1, SPP2 are surface modes calculated without
screening, which correspond to dielectric transverse optical phonon modes
TO1 and TO2 in SiO2.
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coupling with electrons diverges as q → 0, while in the more commonly used
static screening model, the coupling strength remains finite as q → 0. At
low carrier density, the scattering by long wavelength modes is dominant and
thus, carrier mobility is more strongly degraded by electron-IPP scattering.
3.2 Results and Discussion
3.2.1 Graphene on SiO2
We first evaluate our model by comparing and benchmarking its simulation
results to extracted experimental data for exfoliated graphene on SiO2 [42].
We observe that the low-field mobility has a weak temperature dependence
below 350 K, which indicates that scattering with interface charge centers is
the dominant momentum relaxation mechanism at low-fields [42, 39]. The
low-field mobility also decreases with higher gate bias, which is a signature
of elastic scattering or different interface trap occupancy for different gate
biases VG [130]. We find that AC phonon scattering is insufficient to describe
the decrease of low-field mobility with higher VG, and we use the density of
ionized impurities (or traps) as a fitting parameter, which depends on VG. As
VG varies, different numbers of interface traps are occupied, which is related
to hysteresis experimentally observed for graphene on various dielectrics
[131, 132]. Change in the occupation of interface traps leads to both a change
in carrier density and a change in the density of ionized scatterers at the
interface. Although short-range defect scattering with grain boundaries and
line defects can also lead to a decrease of mobility at high VG, these are
common in graphene grown by chemical vapor deposition, not in the (more
pristine) exfoliated samples we use to benchmark our simulations here.
The plots of the simulation and experimental data for drift velocity vs.
electric field are shown in Fig. 3.4(a) and (b) for the base temperatures
T0 = 300 K and 80 K, respectively. We use the interface parasitic charge
density as a fitting parameter for different gate biases. We estimate the carrier
concentration to be n = Cox(VG − V0)/e− [nimp(VG)− nimp(V0)], where Cox
is the oxide capacitance, V0 is the Dirac voltage, and nimp is the density of
ionized scattering centers at the interface as a function of VG, which consists
of fixed and trapped charges. The ionized charge densities extracted for T0 =
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Table 3.1: Impurity density for different gate voltages
Vg − V0 (V) Carrier density n (cm−2) Ionized interface defect densiynimp (cm−2)
0 2.63× 1011
23.5 1.3× 1012 6.1× 1011
43.5 2.5× 1012 8.5× 1011
63.5 3.8× 1012 10.5× 1011
300 K are shown in Table 3.1. As we can observe in Fig. 3.4, the drift velocity
saturates at electric fields higher than 1 V/µm and exhibits a negative slope
at even higher fields, which we attribute to lattice heating.
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Figure 3.4: Drift velocity vd normalized by Fermi velocity vF as a function
of electric field: simulations (lines) and experimental data [42] (symbols) for
various carrier densities n on SiO2. (a) Ambient temperature T0 = 300 K and
(b) T0 = 80 K, but note that the sample self-heats at high field, which is also
responsible for the negative differential drift velocity (compare with Fig. 3.6
and Fig. 3.10).
We analyze the contribution of various scattering mechanisms in Fig. 3.5(a)-
(c), where three different carrier densities (n = 1.3×1012, 2.5×1012, and
3.8×1012 cm−2) are considered. We see that impurity scattering dominates
momentum relaxation at lower electric fields, while IPP modes are more
significant at higher fields. The contribution of graphene OP and AC phonons
increases with carrier density while the relative contribution of IPP modes
decreases with carrier density, which is caused by screening. Figure 3.5(d)
shows the dependence of Te and Tsub on the electric field at n = 1.3× 1012
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Figure 3.5: Momentum loss due to various scattering mechanisms in graphene
on SiO2 for three carrier densities: (a) n = 1.3×1012 cm−2, (b) n = 2.5×1012
cm−2, and (c) n = 3.8 × 1012 cm−2. Please see text for discussion of IPP,
IMP, OP, LA and TA scattering mechanisms. (d) Electron temperature Te
and substrate temperature Tsub as a function of electric field for two carrier
densities, as labeled.
cm−2 and n = 2.5× 1012 cm−2. As the electric field strength increases, the
higher power dissipated in the structure leads to greater device heating and
higher temperatures. At higher carrier density, the corresponding power
density is also larger and the lattice heats up more. Since the probability of
phonon scattering increases with lattice temperature, the temperature rise
from self-heating automatically leads to greater momentum and energy loss to
the lattice. In other words, like silicon-on-insulator (SOI) structures [133], the
saturation behavior is strongly dependent on self-heating, which is modulated
by the thermal resistance of the substrate.
3.2.2 Role of self-heating
Figure 3.6(a) shows the saturation behavior for structures with different SiO2
thicknesses, which controls lattice heating since the dielectric constitutes the
largest part of the thermal resistance of the system. (We note this is the case
for large devices with lateral dimensions L and W  tsub and uniform electric
field. However, in smaller, approximately sub-0.3 µm graphene devices the
lateral heat spreading to the contacts also becomes important and must be
included in a complete thermal analysis [28, 124].) A thinner SiO2 corresponds
to lower thermal resistance, better thermal grounding, less lattice heating, and
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Figure 3.6: The role of lattice self-heating on high-field drift velocity in
graphene on different oxide (SiO2) thicknesses tsub and different carrier densi-
ties at T0 = 300 K. Thicker oxides correspond to higher thermal resistance
and greater lattice heating. (a) Carrier density n = 1.3 × 1012 cm−2, (b)
n = 3.8× 1012 cm−2.
hence a higher vd. The velocity saturation is much weaker when the effective
SiO2 thickness is less than 100 nm, and the high-field behavior for graphene
supported by 30 nm of SiO2 (on Si) is very close to the perfect heat sinking
case. The saturation behavior analyzed at two different carrier densities [Fig.
3.6(a) and (b)] also shows that these two cases look very similar qualitatively.
Since thermal conductivities of amorphous SiO2, HfO2, and Al2O3 are similar
(at least at room temperature)[134], 30 nm of SiO2 corresponds to about the
same thickness for HfO2 or Al2O3 in terms of thermal resistance. However,
hexagonal BN has a higher and anisotropic thermal conductivity [135, 136],
which can lead to better cooling even for somewhat thicker dielectric layers.
3.2.3 Role of band nonlinearity
Until now, we have assumed the simple linear band structure of graphene.
Given that the application of a strong electric field leads to a skewed non-
equilibrium carrier distribution [see Fig. 3.1(a)], we now check how deviations
from the linear band assumption are likely to affect our results. Figure
3.7(a) shows the calculated graphene dispersion along the K-M axis, where
nonlinearity is the strongest, using the tight-binding model [137]. The en-
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Figure 3.7: (a) Comparison of linear energy dispersion of graphene (dashed)
with that calculated from the tight-binding approximation (TB), both shown
along the K-M direction with the strongest nonlinearity. The dispersion
begins to diverge from the linear approximation for k > 2 nm−1 but remains
close to linear for k < 4 nm−1 , which corresponds to the carrier energy
range from 1.3 to 2.6 eV. (b) Distribution function [as log10(f)] calculated
for vd,x = 0.5vF , Te = 600 K, and EF = 0.2 eV (n = 5.4 × 1012 cm−2). (c)
Distribution function f along the kx direction (ky = 0) showing that f < 10
−5
for kx > 2 nm
−1 and f < 10−10 for kx > 4 nm−1. Thus, the linear dispersion
approximation of graphene appears sufficient for all fields and carrier densities
simulated in this work.
ergy dispersion begins to deviate slightly from the linear approximation for
wavevectors k > 2 nm−1, but is still close to linear for k < 4 nm−1. These
correspond to the carrier energy range from 1.3 to 2.6 eV. Following our
calculation of the distribution function, as shown in Fig. 3.7(b) and Fig.
3.7(c), we choose the set of parameters vd = 0.5vF , Te = 650 K, and EF = 0.2
eV (corresponding to n = 5.4× 1012 cm−2), which on the one hand describe
a highly non-equilibrium distribution, but on the other hand represent an
upper bound in a given simulation with the linear band structure. Using these
parameters we plot the distribution function shown in Fig. 3.7(b) and along
the kx axis in Fig. 3.7(c), where we can see that f(k) < 10
−5 for k > 2 nm−1
and f(k) < 10−10 for k > 4 nm−1, which means that the number of carriers
with energy high enough to reach the nonlinear part of the energy band is
negligible. The number of charge carriers reaching the nonlinear region is very
small because of several factors: first, electron-electron scattering reshapes
the distribution function limiting the carrier energy and, second, scattering
with the substrate reduces the lifetime of the high energy carriers, leading to
significant momentum and energy loss to the substrate.
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3.2.4 Role of impurity scattering
We now examine the effect of the interface impurity scattering on velocity
saturation. We calculate the drift velocity as a function of the electric field
for two different carrier densities (n = 1012 cm−2 and n = 3× 1012 cm−2) and
two different impurity concentrations (nimp = 10
11 cm−2 and nimp = 6× 1011
cm−2) as shown in Fig. 3.8(a). We can see that while the low-field mobility
is determined primarily by the impurity concentration and depends weakly
on the carrier density in the given range, the high-field behavior depends
more strongly on the carrier density than on the impurity concentration. This
highlights the important role of phonon scattering at higher fields: as the
distribution function becomes more skewed and heats up, it is easier to emit
high energy phonons, as seen in Fig. 3.5(a) to (c). In Fig. 3.8(b), we show
the dependence of high-field velocity vHF , defined as the drift velocity at
electric field F = 1 V/µm, on the carrier density for three different impurity
concentrations. We observe that at lower carrier densities vHF depends
more strongly on impurity concentration but at higher carrier density vHF
demonstrates an asymptotic behavior almost independent of impurity charge,
which can be explained by the stronger screening of ionized impurities at
higher carrier densities and the greater role of phonon scattering.
3.2.5 Role of screening interface modes
As discussed above, we consider IPP modes, which incorporate the effect of
dynamic screening through coupling between the surface phonons and the
graphene plasmons [38], and scattering with unscreened bare surface phonon
modes [36]. Screening of surface modes in general leads to weaker coupling
of the substrate phonons to the graphene charge carriers, resulting in higher
mobility and lower thermal boundary conductance between the graphene and
substrate [106]. The importance of such considerations for high-field behavior
is shown in Fig. 3.9(a), where we note that unscreened surface polar phonon
modes (SPP) lead to a lower mobility and notably lower velocity at high
fields. We also plot vHF extracted at F = 1 V/µm as a function of carrier
density in Fig. 3.9(b), where, despite qualitatively similar dependence on
carrier density, vHF calculated with SPP modes is noticeably lower than vHF
calculated with IPP modes.
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Figure 3.8: The role of impurity scattering on high-field drift velocity of
graphene. (a) Drift velocity vd normalized by vF vs. electric field for two
carrier densities, n = 1012 cm−2 and n = 3 × 1012 cm−2 and two impurity
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Figure 3.9: Role of IPP modes vs. surface modes without screening for
high-field drift velocity in graphene on SiO2, at room temperature. (a) Drift
velocity vd normalized by vF vs. electric field for carrier densities n = 1.3×1012
cm−2 and n = 2.5× 1012 cm−2, corresponding to Fig. 3.3. (b) Drift velocity
computed at high electric field (vHF at F = 1 V/µm) as a function of carrier
density including IPP modes and SPP modes without screening. (Impurity
density nimp = 6× 1011 cm−2.)
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3.2.6 Comparison of different dielectrics
Finally, we compare the high-field transport behavior in graphene on various
dielectrics. We use different impurity densities to reproduce experimentally
extracted low-field mobilities of graphene on BN (∼14000 cm2V−1s−1), on
SiO2 (8200 cm
2V−1s−1), on Al2O3 (7500 cm2V−1s−1) and on HfO2 (3600
cm2V−1s−1), all at room temperature [138, 139]. We compare the high-
field transport at carrier density n = 2× 1012 cm−2 and thermal resistance
equivalent to 300 nm of SiO2 in Fig. 3.10(a), followed by the same case
with zero thermal resistance in Fig. 3.10(b). The dielectric properties of the
substrate phonon modes are used as described in the literature [36, 38, 106].
We find that in the case with strong lattice heating (tsub = 300 nm) in Fig.
3.10(a), transport in graphene on all dielectrics exhibits negative differential
drift velocity. Although the lower field mobility value can vary with the
dielectric, at higher fields (F > 1.5 V/µm) the drift velocities are closer to
each other. In the case of effective heat sinking (tsub = 0 nm), the drift
velocity does not saturate for all dielectrics in the given field range.
Graphene on HfO2 has both the lowest mobility and lowest high-field drift
velocity due to higher impurity density and low-energy substrate phonons in
HfO2, which couple strongly to the charge carriers in graphene. Graphene on
both SiO2 and Al2O3 has similar mobilities [138] and high-field drift velocities.
Graphene on BN has a superior mobility [139] and high-field drift velocity
due to its cleaner interface and high-energy dielectric phonons with weak
coupling to charge carriers because of its relatively lower dielectric constant.
This confirms BN as an optimal substrate material for low- and high-field
applications of graphene.
We also plot the drift velocity vd as a function of electric field with zero
impurity density in Figs. 3.10(c) and (d), which correspond to the intrinsic
ideal behavior of clean graphene on a clean dielectric. In this case the behavior
is qualitatively similar with higher drift velocities overall, but with a smaller
difference between BN and SiO2 as both have similar dielectric properties.
3.3 Conclusion
This study represents the first time that the high-field behavior in graphene on
a substrate was investigated taking into account intrinsic graphene properties,
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Figure 3.10: Role of impurities and IPP modes on high-field drift velocity in
graphene on various dielectrics: BN, SiO2, Al2O3, HfO2. Impurity density
is set to match the range experimental mobilities (BN: 14000 cm2V−1s−1,
SiO2: 8200 cm
2V−1s−1, Al2O3: 7500 cm2V−1s−1, and HfO2: 3600 cm2V−1s−1
[138, 139]). (a) The case with strong self-heating, corresponding to a substrate
with thermal resistance equivalent to that of 300 nm of SiO2 for all substrates.
Negative differential velocity is observed due to self-heating at fields F > 1
V/µm for all substrates except HfO2. (b) The ideal case without self-heating
showing only weak saturation of the drift velocity is expected. (c) Oxide
thickness is 300 nm, which corresponds to strong self-heating, impurity density
is zero. (d) Impurity density is zero, oxide thickness is 0 nm, and no heating
results in a weak saturation.
43
hybrid interface plasmon-phonon modes, and lattice self-heating. Wherever
available, we benchmarked our theoretical velocity-field dependencies against
available experimental data in a range of temperatures, electric fields, and
carrier densities. We examined high-field transport in graphene on various
dielectrics such as SiO2, Al2O3, BN, and HfO2. We found that while the
low-field transport is determined by ionized impurities at the interface, the
high-field behavior is determined by scattering with interfacial plasmon-
phonon modes and a small contribution of graphene intrinsic phonons. Since
phonon scattering is dominant at higher fields, lattice self-heating strongly
affects the high-field behavior and can lead to a negative slope in drift velocity
vs. electric field, especially for devices on thicker and thermally resistive
substrates. If, on the other hand, self-heating is completely suppressed, the
drift velocity does not necessarily saturate at high field on any of the dielectrics
investigated. (Cognizant of this, we often used the notation vHF instead of
vsat.) We have also shown that the dynamic screening of substrate phonon
modes is important as it leads to higher mobility and higher drift velocity,
especially at higher carrier densities. Finally, we found that graphene on BN
has the highest drift velocity at high fields and graphene on HfO2 the lowest
one, while graphene on SiO2 and on Al2O3 is in between these ranges.
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CHAPTER 4
SIMULATION OF REALISTIC GRAPHENE
TRANSISTORS
In Chapter 3 we focused on high-field behavior and dependence of drift
velocity vd on electric field F . We implemented the model in 2D momentum
space assuming that the electric field distribution is uniform. In this chapter
we will analyze the real device behavior with electrostatics taken into account.
Graphene is a promising candidate for future electronic devices such as RF
transistors, interconnects, and flexible components [99, 15]. Some progress has
been made in designing superior solutions for flexible and analog electronics.
Although progress has been recently made on top-gated devices, excellent
transport characteristics have been reported for the embedded back-gate
devices with thin dielectric [140, 141, 142]. In order to better understand
device electrostatics and to address future design challenges, one may need
reliable and robust solutions for device simulation.
The simulation and analysis of graphene field-effect transistors (GFETs)
has so far relied on several approaches. Compact modeling is a fast and
computationally efficient method, which can phenomenologically describe a
wide range of graphene device characteristics such as current saturation and
current up-kink at higher bias [143, 144, 145]. However, it lacks physical
details and neglects geometric phenomena such as fringing electric fields. On
the other hand, atomistic simulations with non-equilibrium Green’s functions
(NEGF) rigorously account for electrostatics and quantum effects and provide
a powerful tool to analyze the device behavior in the ultimate scaling limit and
in the tunneling regimes of operation [146, 147, 148]. However, the treatment
for longer-channel devices is more complicated, because first-principle models
for phonon scattering, especially surface plasmon-phonon modes [38, 106],
are challenging to incorporate realistically, rendering simulation results that
are often difficult to compare with existing experimental data.
Here we introduce a new simulation framework better suited for existing
GFETs, which includes the full device electrostatics and physical mechanisms
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like band-to-band generation-recombination, realistic contact effects, general-
ized diffusion, quantum capacitance, and carrier density dependent velocity
saturation (vsat). Although our framework is based on the conventional drift-
diffusion formalism widely available in commercial and open-source simulation
tools, we take special care and investigate graphene-specific effects related
to the linear band structure and zero band gap. In this dissertation, after
calibration to experimental data, we show how graphene-specific quantum
capacitance, velocity saturation, and diffusion affect electrical transport both
in low- and high-field regimes. As the 2D nature of graphene sheet also
leads to various contact phenomena, such as the contact gating effect and
electron-hole contact asymmetry, we inspect these effects here within our
simulation framework in the latter part of this chapter.
4.1 Model
BN 
Cr/AuPd (gate) 
SiO2 
Si 
Au 
(S) 
Au 
(D) 
-2 -1 0 1 2
0.5
1
1.5
2
2.5
3
R
 (
k

 
 
m
)
V
g
 (V)
 
 
exp.
sim.
(b) (a) 
Figure 4.1: (a) Schematic of simulated graphene transistor. Device is back-
gated with BN as a gate dielectric, and a buried Cr/AuPd gate is used as
in experimental study [139]. (b) Calculated device resistance as a function
of gate voltage Vg for small drain bias Vd = 10 mV with comparison to
experimental data [139].
We simulate a 2D structure of graphene transistor shown in Fig. 4.1(a).
The graphene channel (Lch = 1 µm) is placed on a BN dielectric (8.5 nm
thickness), which is in turn supported by the Cr/AuPd back-gate. This
configuration has been described experimentally with extracted mobility
higher than 10,000 cm2V−1s−1 [139]. Although multiple experimental studies
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report the operation of top-gated graphene transistors, and our simulation
framework allows simulation of top-gate devices, the measured transport
characteristics are usually inferior to the best reported back-gate devices, and
most results presented in this chapter can be directly applied to top-gated
devices without modifications.
We solve the 2D Poisson equation coupled with 1D drift-diffusion current
continuity equations along the channel. Given that the experimental structure
was about 3.5 µm in width [139], the assumption that electrical transport is
uniform in the width direction appears to be legitimate. We use a rectangular
irregular mesh with finer elements in the beginning and in the end of the
channel to address the issues with higher electric fields in those regions. We use
the finite difference method and the Scharfetter-Gummel discretization scheme
for the drift-diffusion equations, and treat electrons and holes separately
[149, 150]. However, instead of using the standard Einstein relation with
the thermal energy kBT as a diffusion potential to determine the diffusion
coefficient, we calculate the diffusion potential φD as a function of carrier
density [55, 151]:
φD(n) =
D
µ
=
n
e
(
∂n
∂EF
)−1
, (4.1)
where D is the diffusion coefficient, µ is the mobility, n is the carrier density,
and EF is the Fermi level. Since the diffusion potential depends on the carrier
density, which varies along the channel, we use an average diffusion potential
between two adjacent nodes on the mesh when discretizing the drift-diffusion
equations. Carrier density as a function of Fermi level and its derivative can
be calculated numerically using the Fermi-Dirac integral [22]:
n, p =
2
pi~2v2F
∞∫
0
dE
E
exp
(
E−EF
kBT
)
+ 1
, (4.2)
where ~ is the Planck reduced constant, vF = 106 m/s is the Fermi velocity,
and EF is the Fermi energy.
Since the conventional Scharfetter-Gummel scheme usually implies the
regular Einstein relation, we will describe the governing equations here for
the case when D/µ 6= kBT/e, where e is the elementary charge. Current
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continuity equations for electrons or holes have the form [149]
d
dx
J(x) = G(x)
J = eµFn+ eD
dn
dx
, (4.3)
where J is the current density and G is the generation-recombination term.
We calculate the current component between node “i” and node “i+1” as
Ji+1/2 =
eD
hi
[B(ti)ni+1 −B(−ti)ni]
ti =
µ
D
(Vi+1 − Vi) = Vi+1 − Vi
0.5(φD,i + φD,i+1)
B(t) =
t
et − 1
, (4.4)
where hi is the grid spacing between node “i” and node “i+1”, Vi is the
electrostatic potential at the node “i”, and the diffusion potential φD has
been described in Equation (4.1).
Band-to-band generation recombination G = 1
τ
[np− (n0 + nth)2] is used
with the rate fast enough to maintain the balance np − (n0 + nth)2 ≈ 0,
where n and p are the electron and hole densities, n0 is the minimum charge
density related to puddles in graphene and impurity charge, and nth is the
thermally generated part of the carrier density [39]. Although this approach
is too simplistic and neglects various complicated physical phenomena at
high-electric fields [54], it allows us to get a decent convergence time and
grasp some insights into device operation. The generation-recombination rate
is fast due to the zero band gap in graphene, experimentally characterized
in [152]. The dynamic of hot carriers in graphene has been also extensively
studied theoretically [50, 51].
Contact resistance is modeled by extending the mesh into the contact
regions and simulating the transport in the graphene layer under the contact
using the same equations as for the channel region. However, we also add a
resistivity network between the graphene and the source and drain contacts
with resistivity per unit area being 185 Ω·cm−2. Using a calibration to
experimental data for low-field resistance, which is shown in Fig. 4.1(b), we
also extract n0 = 7 × 1010 cm−2. Our calibration procedure includes the
generalized diffusion described above and the quantum capacitance.
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We incorporate the quantum capacitance into our simulation by changing
the injection current between the graphene channel and the source and drain
contacts. When the difference between the Fermi level and the Dirac point in
graphene is comparable to the voltage drop across the gate, we need to take
into account this difference when calculating the contact current as
Icontact =
ΦS,D − Φgr(x)− EF (n(x))/e
ρc
, (4.5)
where ΦS,D is the potential at the source or drain, Φgr is the potential in the
graphene layer under the contact as a function of a coordinate x, and EF is
the Fermi level at that particular coordinate x, which is found numerically
from the carrier density at that point n(x). Since ΦS = 0 and Φgr = Vd,
potential in graphene Φgr adjusts automatically to take into account Fermi-
level and electrostatic coupling to the back-gate, which alters the carrier
density n. A similar scheme to treat quantization is used in the ballistic
transport simulation in NEGF formalism, where the quantization leads to
the change in carrier density, which is effectively modulated by the injection
from the contacts via the contact self-energy component [153].
In order to fit Id-Vd characteristics with higher drain bias, we need to
take into account velocity saturation. Unlike Si, where saturation velocity
is virtually independent of the carrier density [154], saturation in graphene
strongly depends on the carrier density [42, 155]. We use a simple model for
field-dependent mobility:
µ =
µ0(
1 +
(
µ0F
vsat(n)
)γ)1/γ × g(n) , (4.6)
where µ0 is the low-field mobility, F is the local electric field, vsat(n) is the
carrier density-dependent saturation velocity, γ = 1 is the fitting parameter,
and g(n) describes a carrier density dependence of the electrical current at
the low carrier density:
g(n) =
{
1, n > nl
nl/(n+ δ), n < nl
, (4.7)
where nl = 9× 1010 cm−2 is the fitting parameter, and δ is a small non-zero
number for numerical convergence at zero carrier density. We introduce g(n)
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to describe the transport at low carrier density and high electric fields when
electron-electron and impurity scattering are weaker.
Although it is desirable to take into account device self-heating for current
saturation studies [42, 108, 124], the analysis of self-heating is out of the
scope of this chapter. One reason for that is that we mostly analyze the
graphene device on BN with an embedded back-gate while the gate dielectric
is only 8.5 nm thick, meaning there is a relatively small thermal resistance
between graphene and the gate compared to the usually used 90 nm or 300
nm oxides, where self-heating is strong. Accurate modeling of such embedded
gate configurations could be quite cumbersome as it would require the 3D
simulation of heat spreading in interconnects and would need the details of
interconnects and chip structure. Although we analyze devices with oxide
thickness 100 nm in the final part of this chapter, we limit our analysis there
to the low-field transport, where power dissipation is insignificant, and device
heating can be neglected.
4.2 Results
Simulated Id-Vd characteristics, calibrated to the experimental data [139] are
shown in Fig. 4.2(a). We reproduce the device behavior for all gate voltages
using one set of fitting parameters. The main fitting parameter, which allows
us to get a reasonable agreement with experimental data for a wide range of
bias conditions, is the saturation velocity, which is a function of carrier density,
as shown in Fig. 4.2(b). The dependence of high-field (“saturation”) velocity
on carrier density is still a matter of debates, with different reports showing
different behavior, but it seems that the majority of studies report at least
some dependence of high-field velocity on carrier density [42, 36, 48, 49, 156].
In particular, a Monte Carlo study in [156] relates the saturation velocity to
the phonon energy. In our case, lower vsat at higher gate bias is necessary to
describe the good saturation at higher gate bias for this particular back-gated
device.
Id-Vg up-kink in our simulation is attributed to the ambipolar transport
and the change of electrostatics when the position of the Dirac point (point of
minimum carrier density) moves from the onset of the contact to the channel
[113, 142, 144, 157]. With the Dirac point moving towards the center of the
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Figure 4.2: Id-Vd characteristics of GFET at different gate voltages. Holes
are the majority carriers at least at the low electric field as indicated by the
negative gate voltage. Vd represents the absolute value of drain voltage with
higher carrier density at the source and lower at the drain. (b) Calibrated
dependence of the saturation velocity vsat on carrier density. (c) Id-Vd charac-
teristics of GFET with zero contact resistance and without velocity saturation
at different gate voltages with two values of puddle density: n0 = 7× 1010
cm−2 and two times larger 2n0 = 14 × 1010 cm−2. (d) Hole density p and
potential profile V along the channel for the same GFET with zero contact
resistance and without velocity saturation at |Vd| = 1 V and |Vg| = 1 V.
Significant decrease of carrier density is observed at the drain side.
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channel, the effective channel length (distance between contact and Dirac
point) is decreasing and current is increasing. The up-kink behavior can also be
described phenomenologically in a compact model [145]. Another important
effect, neglected here for simplicity and for better numerical convergence, is
the carrier multiplication due to inter-band tunneling and electron-electron
scattering [53, 54]. As the carrier multiplication has a strong field-dependence,
it should play an especially significant role in short-channel devices. For our
device geometry, experimental data [139, 157] shows qualitatively similar
Id-Vd characteristics with up-kink at the same drain voltage for devices with
channel lengths 3 µm, 1 µm, and 0.5 µm possibly indicating up-kink being
heavily affected by overall electrostatics rather than by the lateral electric
field for this particular set of devices.
We simulate our device at negative gate bias, which corresponds to the hole
conduction, and negative drain bias from source to drain, but we show the
absolute value of the drain voltage Vd and drain current Id for simplicity. The
dependence of the saturation velocity on the carrier density is quite strong
as shown in Fig. 4.2(b). At the lower carrier density, the carrier velocity is
limited by the Fermi velocity vF = 10
6 m/s due to the band structure. At
higher carrier densities velocity saturates at ∼0.2 vF .
In order to get a better insight into high-field behavior, we simulate the
same device without contact resistance and without velocity saturation, by
setting vsat(n) =∞ in Equation (4.1). Corresponding Id-Vd characteristics
are shown in Fig. 4.2(c), where despite the lack of velocity saturation we
still observe qualitatively similar saturation behavior. The saturation in this
idealized case occurs due to the decrease of carrier density in the end of the
channel, which is similar to pinch-off conditions in the long-channel MOSFET
[158]. Since the minimum carrier density in our model is given by n0, the
saturation behavior is affected by the change of n0, as shown in Fig. 4.2(c)
where we consider two cases: one with default n0 = 7× 1010 cm−2 and the
second with two times higher value 2n0 = 14× 1010 cm−2.
Next we explore the effect of quantum capacitance, which we introduced in
the previous section. In order to validate our model, we calculate the total
gate capacitance using two independent ways. First, we calculate it as a series
combination of quantum capacitance, which we calculate using Equation
(4.2), and the dielectric capacitance CBN = εBN/tox, where εBN = 3.7ε0 is
the dielectric constant in BN, tox = 8.5 nm is the dielectric thickness, and ε0
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is the vacuum dielectric permittivity. Second, we calculate capacitance using
our 2D simulator keeping the source and gate grounded, and varying the
gate voltage. The resulting capacitance is the derivative of the carrier density
in the channel to the gate voltage, which is shown in Fig. 4.3(a) together
with the result of the first method. For better validation we perform this
simulation at two different dielectric thicknesses tox = 5 nm and tox = 10 nm
and find very good agreement between the results of both methods.
Then we inspect how the results of the simulation with quantum capacitance
Cq compare with the results of simulation without Cq taken into account.
Corresponding Id-Vd characteristics are shown in Fig. 4.3(b), where we observe
a lower current for the simulation with Cq included, which is not surprising,
because with additional capacitance component we are getting a lower carrier
density similar to the case of quantization in Si-based MOSFETs [159].
But so far it is not clear if we need this quite complicated model to describe
the gate capacitance or we can use a simpler model. Similar to the case of
the Si-based MOSFETs we can perform our simulation without the quantum
capacitance included but with greater effective oxide thickness [160]. In our
case the change of tox to 12 nm instead of the original 8.5 nm allows to get a
reasonable estimate for low-field resistance, as shown in Fig. 4.3(c). Then we
perform the Id-Vd simulations for this effective oxide thickness and compare
results with the original case of full simulation with quantum capacitance.
Corresponding results are shown in Fig. 4.3(d), where both methods agree
fairly well for gate bias −0.5 V and −1 V, but have a larger discrepancy
for −1.5 V and −2 V. Similarly, if one desires to get a better agreement
between two models for higher gate bias and change effective tox accordingly,
Id-Vd at lower gate bias would show a larger discrepancy. The reason for
this discrepancy is simple: with effective oxide thickness we approximate
the gate capacitance as a constant value instead of a nonlinear one, shown
in Fig. 4.3(a), which is not a very good approximation for a wider range
of gate bias but may work well for a narrow bias window. We can also
observe that the above-mentioned difference between calculation with Cq and
calculation with effective tox widens at higher drain bias due to the increase
in channel potential at the drain side, which makes the constant capacitance
approximation less valid as the effective gate voltage range for carriers in the
channel widens.
Now let us look at the diffusion component to the current. As we discussed
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Figure 4.3: (a) Comparison of the gate capacitance in the simulated GFET
devices calculated with two methods: analytical calculation using Fermi-
Dirac integral in Equation (4.2) and simulation in our drift-diffusion (DD)
framework. Two different values of dielectric thickness are considered tox = 5
nm and tox = 10 nm. (b) Id-Vd characteristics of our device with quantum
capacitance Cq and without Cq taken into account. (c) R-Vg characteristics
for the same device at Vd = 10 mV, calculated with Cq taken into account and
tox = 8.5 nm and without Cq but with effective oxide thickness t
eff
ox = 12 nm.
(d) Id-Vg characteristics for the same device calculated with Cq taken into
account and tox = 8.5 nm and without Cq but with effective oxide thickness
tox = 12 nm.
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in the previous section, graphene is a degenerate semiconductor, where the
generalized Einstein relation should be used. It leads to a higher diffusion
potential, which can easily reach ∼4 kBT at carrier density around 3 to
5 × 1012 cm−2. However, as in conventional semiconductors like Si, the
diffusion component is usually important in the sub-threshold regime, and
graphene does not really have a sub-threshold regime due to the lack of the
band gap, so diffusion may not be important at all. In order to address this
question, we simulate the electrical transport with the generalized Einstein
model and with the diffusion potential set to a very small number (0.1 meV).
We cannot really set the diffusion potential to zero as it would break our
numerical scheme.
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Figure 4.4: (a) R-Vg characteristics at Vd = 10 mV with carrier diffusion
taken into account and without carrier diffusion. (b) Id-Vd characteristics of
the same device at different gate voltages with carrier diffusion taken into
account and without carrier diffusion.
The comparison between these two cases for low drain bias R-Vg is shown
in Fig. 4.4(a), where we indeed observe slightly higher resistance for the
case without diffusion taken into account, but only close to the Dirac point,
which indirectly corresponds to the sub-threshold regime of Si MOSFET as
the voltage range with lower current density. However, when we look at the
Id-Vd characteristics in Fig. 4.4(b), we find that at a higher drain bias the
difference between the model with diffusion and the model without diffusion
is getting slightly wider. We attribute this behavior to the rising carrier
gradients, especially at the onset of the carrier-density pinch-off, when the
role of the ambipolar transport at the lower carrier density is getting more
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important.
Finally, let us switch gears and inspect some of the observed contact effects
in GFET. It has been shown experimentally that the R-Vg dependence can be
highly asymmetric with resistance at positive Vg, corresponding to electrons,
being considerably higher than the resistance at negative Vg, corresponding to
holes. Since experimental data used in a previous part of this study does not
exhibit a strong asymmetry, we will compare our simulation with experimental
data [161], where strong asymmetry in low-field Id-Vg characteristics is studied
as a function of structure dimensions such as the channel length and oxide
thickness.
In this case, the experimental data in [161] is related to graphene grown
with chemical vapor deposition, which results in a much lower mobility. It has
been demonstrated in [161] that for shorter channel GFET devices, the on-off
ratio degrades and asymmetry in mobility for electron and holes increases.
However, better electrostatic control can be achieved with the dielectric
scaling.
In order to describe the strong asymmetry in Id-Vg characteristics, we
introduce the capacitive coupling between the graphene layer and the source
and drain contacts, as shown schematically in Fig. 4.5, and small p-type
doping (50 meV for the shift in the Dirac voltage) under the contact induced
by Pd electrodes [162]. In this case the carrier density in graphene under the
contact is determined by two capacitors: one to the back-gate and another
to the contact. Then we perform the simulation for two devices with one
having a 120 nm long channel and another 1 µm device, both having 100
nm oxide thickness. Our resulting Id-Vg characteristics shown in Fig. 4.5(b)
qualitatively reproduce experimental results in [161] and have the same range
for current density and on-off ratios. We note that despite having asymmetric
Id-Vg characteristics, we use the same mobility for both electrons and holes
µn = µp = 1000 cm
2V−1s−1, which is relatively low probably due to the
deficiencies of growth, and transfer processes. Then we perform the same
simulation but with thinner oxide tox = 10 nm. As shown in Fig. 4.5(c), both
electron-hole asymmetry and on-off ratio significantly improve in this case.
In order to clarify the underlying mechanism, we plot the contact resistance
for both cases, which is found as a ratio of potential drop under the contacts
to the channel current, and is presented in Fig. 4.5(d) for both tox = 10 nm
and tox = 100 nm. The reason for the asymmetry at tox = 100 nm is the
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Figure 4.5: (a) The back-gated transistor structure and contact model, where
the graphene under the contact has a capacitive and resistive coupling to
the contact metal and capacitive coupling to the back-gate. (b) Id-Vg charac-
teristics for GFETs with channel length L = 1 µm and 120 nm, with oxide
thickness of 100 nm, Vd = 0.1 V, mobility of 1,000 cm
2V−1s−1 and p-doping
(E0 − EF = 50 meV) under the contact. Clear asymmetry is observed due to
p-n junction resistance, with the longer channel having less asymmetry. (b)
The same GFETs but with the oxide thickness being 10 nm; asymmetry is
much smaller due to stronger gate modulation under the contact [Cox in (a)].
(c) Calculated total contact resistance RC as a function of gate voltage for a
120 nm long device and two oxide thicknesses, 10 nm and 100 nm.
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p-type doping under the contact induced by Pd electrodes, which counteracts
the n-type channel at the positive gate bias, increasing the effective contact
resistance as shown in Fig. 4.5(d). As short-channel GFETs have a stronger
contact influence, the contact-induced asymmetry plays a stronger role. This
effect can be counteracted by scaling the gate dielectric to sub-10 nm effective
oxide thickness, which increases the gate coupling and returns the Id-Vg
characteristics to a more symmetric regime. A similar conclusion about the
role of capacitance between graphene and source and drain contacts in the
asymmetry has been reported before, using ballistic NEGF simulations in the
channel region [163].
4.3 Conclusion
We presented a simulation framework for existing graphene transistors based
on the drift-diffusion method. We inspected the role of graphene-specific
features, which modify the conventional drift-diffusion model, and introduced
the method to include the quantum capacitance and generalized diffusion
in simulations. We found that for devices with effective oxide thickness
about 10 nm used in our study, the quantum capacitance leads to a current
decrease, which is hard to fit with the effective oxide thickness approach.
We also found that taking into account carrier diffusion would lead to a
correction in Id-Vd characteristics, more notable at smaller carrier densities
and higher drain bias. Finally, we demonstrated within our framework, that
strong asymmetry in Id-Vg characteristics can be explained by contact induced
doping and graphene-contact capacitance, with electron and hole mobility
being the same.
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CHAPTER 5
HIGH-FIELD TRANSPORT AND
VELOCITY SATURATION IN MOS2
In earlier chapters we studied the velocity saturation in graphene on a sub-
strate. Here we perform a similar analysis for high-field and low-field transport
in MoS2. While graphene holds promise for analog applications due to high-
mobility [164], multilayer MoS2 is attractive for digital electronics [60] because,
unlike graphene, it has an intrinsic band gap of 1.2 eV [58], which is com-
parable to that of silicon. Two-dimensional (2D) materials [165] such as
MoS2 have interesting properties for both the continuation of conventional
Moore scaling and new emerging applications such as flexible and transparent
electronics [13, 59, 61, 166, 167].
Since there are no surface dangling bonds [59], MoS2-based transistors are
immune to surface scattering and band gap fluctuations along the channel
of the ultra-thin devices, which can degrade performance of Si-based devices
[168]. MoS2 transistors have already been demonstrated to have reasonable
mobility and excellent on-off ratios [61]. However, more work is needed to
better understand the transport physics of MoS2 transistors.
High-field transport is an important regime of operation of field-effect
transistors. From application perspectives, high electric fields can be re-
alized in the transistor saturation mode. From the theoretical point of
view, high-field transport can provide important information about the trans-
port physics and the band structure. While there are numerous studies
both theoretical and experimental on low-field transport in MoS2 transistors
[59, 61, 66, 68, 69, 70, 169], the high-field transport has not attracted as
much attention, with only a few published reports [72, 70, 71]. However, it
has been recently shown in experiments that few-layer MoS2 transistors at
lower ambient temperatures (T < 150 K) can exhibit the negative differential
conductance, which is relatively weak if compared to other materials and
vanishes at higher temperatures [72].
Furthermore, existing experimental studies report different temperature
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(T) dependencies of mobility T−γ in MoS2 on SiO2 ranging from γ = 1.1
to γ = 3 [61, 71, 72, 169]. At the same time, theoretical results differ in
terms of band structure and the importance of various scattering mechanisms,
leading to a broad range of estimates for the low-field mobility and other
transport characteristics [68, 69, 70]. First-principle calculations based on
density functional theory (DFT) investigate the phonon-limited mobility and
report relatively high values at room temperatures, such as 130 cm2V−1s−1
[70] and 400 cm2V−1s−1 [68], which are promising for device applications,
while experimental findings typically report mobility in the range 10 to
100 cm2V−1s−1 [59, 66, 71, 72, 169]. One possible way to eliminate this
discrepancy is to take into account ionized impurity scattering [69]. However,
the temperature dependence of mobility in this case is weaker than µ ∼ T−1
for T > 150 K, which would contradict experimental findings.
Here we investigate for the first time both low- and high-field transport in
MoS2 transistors using a two-valley band structure and calibration of scat-
tering parameters against experimental data. We use the first two moments
of the Boltzmann transport equation to balance the momentum and energy
gained from the electric field with momentum and energy relaxed through
various scattering mechanisms [44], while also taking into account device
self-heating [108, 124, 170].
We calibrate our model to measured current-voltage data for a few-layer
MoS2 device in the temperature range from 80 to 500 K [72]. In particular, we
quantitatively describe the effect of negative differential conductance (NDC),
which can be experimentally observed in our devices at high electric fields and
temperatures below 200 K [72]. We use a two-valley band structure model
and discover through simulation that the 6-fold degenerate Q-type valley must
be above the 2-fold degenerate K-type valley to represent experimental data
with NDC in our simulation in 2D momentum space. This valley alignment
is typical for single-layer MoS2 [62, 63, 65] and is found in some calculations
for multilayer MoS2 [62, 63], but is in disagreement with other computed
band structures [64]. Then we try a single-valley model and show that it
cannot describe the strong temperature dependence of mobility and negative
differential velocity (NDV), which is required for NDC.
We also show how changes in band structure (such as the relative position
of the two valleys, and the change of deformation potentials for phonon
scattering) affect the temperature dependence of mobility and velocity satu-
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ration in MoS2. Our study highlights the importance of combining transport
theory and measurements to elucidate high-energy band structure effects, and
provides crucial insights into practical device operation.
Finally, we analyze the temperature dependence of the low-field mobility
and show that the impurity scattering and intra-valley phonon scattering
cannot explain the strong temperature dependence of mobility observed in
several experiments in the temperature range 250 to 500 K. However, strong
inter-valley scattering in a two-valley band structure can bridge that gap.
5.1 Theory
We study the low-and high-field transport in a bottom-gate MoS2 field-effect
transistor, shown in Fig. 5.1(a). A few-layer MoS2 channel (∼4 nm thick)
is exfoliated onto a doped Si substrate with 90 nm of SiO2. We use a
two-valley model for the MoS2 band structure, schematically shown in Fig.
5.1(b), where one valley (labeled K) is 2-fold degenerate and has an effective
mass mK = 0.45m0 (where m0 is the free-electron mass) and another valley
(labeled Q) is 6-fold degenerate and has an effective mass mQ = 0.7m0 [65].
It’s generally believed that the K-valley is below the Q-valley for single-layer
MoS2 while the Q-valley is the lowest one for bulk MoS2 with many layers
[63, 62, 65]. However, the energy separation (∆E) between these two valleys,
as well as the band structure of few-layer MoS2, remains unclear in the
literature. Understanding the “realistic” band structure is one of the goals of
this chapter.
Transport in semiconductor materials can be described with the distribution
function [44, 117]:
fk(vd, Te) =
[
exp
(
E − ~vd · k− EF
kBTe
)
+ 1
]−1
, (5.1)
where E is the carrier energy, vd is the average drift velocity, k is the carrier’s
momentum, EF is the Fermi level, kB is the Boltzmann constant, and Te is
the electron temperature. This distribution function minimizes the electron-
electron scattering integral SEE, which is typically important in 2D systems
[117], and can be pictured as a shifted Fermi circle as shown in Fig. 5.1(c).
In order to describe electric transport in MoS2, we use a hydrodynamic
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Figure 5.1: (a) Schematic of few-layer MoS2 device . (b) Representative
two-valley band structure used in this dissertation with 2-fold degenerate
K-valley (K2) and 6-fold degenerate Q-valley (Q6) separated by ∆E, where
the top/bottom schematic corresponds to K2/Q6 being the lower valley. (c)
Example of the distribution function using Equation (5.1) for electrons in
quasimomentum space with vd = 3× 104 m/s and Te = 120 K; (top) lower
K-valley and (bottom) upper Q-valley (white circle indicates equilibrium
Fermi surface as a reference).
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model such that momentum and energy gained from the electric field are
balanced through various scattering mechanisms [44, 171]:
φ =

enF+
∑
k
kS(fk)
enF · vd +
∑
k
EkS(fk)∑
k
SK⇔Q(fk)
Tsub − T0 + (RB +Rox +RSi)
∑
k
EkS(fk)

= 0 , (5.2)
where F is the electric field, S is the scattering integral that includes various
scattering mechanisms described below, SK⇔Q is the scattering integral
between K and Q valleys, TMoS2 is the MoS2 lattice temperature, T0 is the
ambient temperature, RB is the thermal boundary resistance between MoS2
and a substrate, and Rox and RSi are the thermal resistances of the oxide and
silicon layers, respectively. The first and second equations in Equation 5.2
describe the momentum and energy balance for a 2D electron gas, the third
equation describes the conservation of the number of particles in two valleys,
while the fourth equation describes the thermal balance between MoS2 and
the heat sink. The mobility can be calculated by linear interpolation of drift
velocity vd at low electric fields F . We assume that the thermal boundary
conductance between MoS2 and SiO2 is the same as between graphene and
SiO2 [29, 172] due to the lack of experimental data on this topic. This
assumption can be justified by two facts: first, thermal boundary conductance
between graphene and substrate was shown to be weakly dependent on the
substrate material [121], and second, the thermal conductance of SiO2 is
usually dominant, so the error introduced by the boundary conductance
is small [72]. Other discussions about modeling of this thermal resistance
network can be found elsewhere [42].
Let us now describe the scattering parameters used in Equation 5.2. We
treat the acoustic phonon scattering using the deformation potential formalism
|MAC |2 = D
2
AC~q
2ρMoS2vsA
[
Nq +
1
2
± 1
2
]
, (5.3)
where q is the scattering wave vector, DAC,K = 4.5 eV, and DAC,Q = 2.8 eV
are the deformation potentials for the K-valley and Q-valley, respectively
[70], sound velocity is assumed to be vs = vLA = 6.6 × 105 cm/s, mass
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density ρMoS2 = 3.1 × 10−7 g/cm2, A = 1.95 µm2 is the device area, and
Nq is the phonon occupation factor with the upper/lower (plus/minus) signs
corresponding to phonon emission/absorption.
Homopolar optical phonon scattering is also treated using the deformation
potentials [173] with phonon energy EOP = 48 meV [174], and the values for
these potentials are found by calibration to the experimental data both at
low and high electric fields as described in the later section:
|MOP |2 = D
2
OP~
2ρMoS2ωOPA
[
Nq +
1
2
± 1
2
]
, (5.4)
where ωOP is the homopolar optical phonon frequency. Here we present
the values, used throughout this chapter: intra-valley scattering in K-valley
DOP,K = 8 eV/A˚, intra-valley scattering in Q-valley DOP,Q = 14 eV/A˚,
inter-valley scattering between Q and K valleys DOP,QK = 14 eV/A˚. These
values are relatively high compared to the DFT results [68, 70], because we
attribute the temperature dependence of the low-field mobility to the phonon
scattering, implying that strong scattering is needed to describe experimental
data on low-field mobility.
The polar phonon scattering is treated using 2D Fro¨lich scattering with
phonon energy EPP = 48 meV and dielectric constants ε
∞ = 7.6 and ε0 = 7:
|Mpolar|2 = 1
2ε0ρMoS2ωPPA
(
1
ε∞
− 1
ε0
)[
Nq +
1
2
± 1
2
]
, (5.5)
where ε0 is the vacuum permittivity and ωPP is the polar optical phonon
frequency.
Ionized impurity scattering is calculated for randomized uncorrelated scat-
tering centers
|MIMP | =
∣∣∣∣e2 exp(−qd)2κq 1ε2D(q)
∣∣∣∣2 , (5.6)
where d = 6 A˚ is the effective distance to the impurity sheet from the MoS2
plane, κ is the effective background lattice dielectric constant, and 2ε2D is the
in-plane dielectric constant including screening, which can be expressed as
ε2D = 1 +
1
ε0
e2
2κq
Π(q, T, EF ) , (5.7)
where Π(q, T, EF ) is the polarizability of a 2D electron gas calculated using
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the Maldague expression at finite temperature [69, 175, 176].
5.2 Results
0 2 4 6
0
1
2
3
4
5
6
F (V/m)
v
d
 (
1
0
6
 c
m
/s
)
 
 
exp. extraction
0 2 4 6
0
1
2
3
F (V/m)
v
d
 (
1
0
6
 c
m
/s
)
T0 = 80 K 
T0 =200 K 
T0 = 300 K 
T0 = 500 K 
two valleys, 
no heating 
(a) (b) 
T0 = 80 K 
Figure 5.2: (a) Drift velocity vd as a function of electric field F for different
ambient temperatures T0. Lines correspond to simulation in this study and
symbols correspond to data extracted from experiment [72]. (b) In-depth
look at vd vs. F at T0 = 80 K showing simulation results from the two-valley
model with self-heating (blue, solid) and without self-heating (red, dashed).
Calculations without self-heating and calculations with only one valley (green,
dashed) do not show negative differential velocity.
Here we apply our model to calculate the high-field transport at different
ambient temperatures and compare our results to the data extracted from
the experiment as presented in Fig. 5.2(a) [72]. We observe a reasonable
agreement between our model and experimental data with vd-F dependence
exhibiting NDV at T0 = 80 K. In order to elucidate the physical mechanisms
responsible for this behavior, we perform two more simulations at T0 = 80 K:
one without self-heating and one without the upper Q-valley, and find that
NDV does not appear in either case, as shown in Fig. 5.2(b). The carrier
density both in our simulation and extracted from experiment is n = 5.5×1012
cm−2, which is high enough to consider transport to occur in the band as
opposed to hopping between trap states, especially given that we analyze
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experimental data for an exfoliated sample, which presumably has less defects
than samples grown with the chemical vapor deposition.
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Figure 5.3: (a) Temperature rise due to power dissipation and self-heating in
the structure for two different ambient temperatures T0 = 300 K and T0 =
80 K. Electron temperature is slightly higher than lattice temperature. (b)
Upper Q-valley population as a function of electric field at T0 = 80 K for the
case with self-heating (green) and without self-heating (red), where ntotal is
the total carrier density in both K- and Q-valleys.
The role of self-heating at higher electric fields is illustrated in Fig. 5.3(a),
where we can see a significant temperature rise for both lattice and electrons
at higher electric fields. This temperature rise leads to higher population
of the upper Q-valley, as indicated in Fig. 5.3(b). The reason for NDV
in our simulation is that scattering associated with the upper Q-valley is
stronger than scattering in the lower K-valley. Once the Q-valley becomes
more populated at higher electric fields, due to electrons reaching higher
energy, strong scattering results in a decrease of drift velocity.
In order to obtain NDV, not only should scattering be strong, but the
increase of scattering with bias should be rapid, such that it overcomes the
increase of momentum that carriers gain at the higher electric fields. We do
not observe NDV at higher ambient temperatures because the transport is
strongly affected by the upper Q-valley even at low electric fields, which is the
same reason for the strong temperature dependence of the low-field mobility,
described below. Therefore, at higher ambient temperatures, there is no
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crossover moment when scattering, associated with upper Q-valley increases
with the bias fast enough.
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Figure 5.4: Drift velocity vd as a function of electric field F for different
ambient temperatures T0. (a) The role of valley separation ∆E on high-
field transport with other parameters kept the same, where solid red lines
correspond to ∆E = 130 meV, green dashed lines to ∆E = 110 meV, and
dash-dot blue lines to ∆E = 150 meV. (b) Comparison between simulation
with two-valley configuration where K-valley is below Q-valley (K < Q) and
a typical simulation where Q-valley is the lower valley (Q < K ). The latter
case does not exhibit NDV.
Since the band structure of MoS2 in general is not well understood, we
perform our calculations with the same fitting parameters, but different valley
separation ∆E, as shown in Fig. 5.4(a). With higher ∆E we have a higher
mobility and higher drift velocity at higher electric fields, as expected due
to a smaller population in the upper valley and less associated scattering.
One should note that in our simulations we used a Q-type valley with higher
density of states as an upper valley and a K-type valley with lower density of
states as a lower valley. If the valley positions are reversed, such as shown
in the bottom panel of Fig. 5.1(b), we are unable to obtain the negative
differential velocity and calibrate both low- and high-field experimental data
with reasonable scattering parameters, as the lower valley dominates the
transport due to the higher density of states and the higher population at
all energy levels. A typical vd-F characteristic for this case is shown in Fig.
5.4(b), where we do not observe NDV. We should note here that for the case
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when the Q-valley is the lower valley, we varied the deformation potential and
impurity density for optical phonons for a better match of low-field mobility
to experimental data.
In order to describe the high-field transport in MoS2, we employed the
strong inter-valley phonon scattering, which manifests itself in the low-field
transport, making the temperature dependence of mobility stronger. Let
us now compare our findings with existing studies. As we discussed above,
there are different approaches to explain a relatively low room-temperature
mobility in MoS2, with some researchers using phonon scattering [61, 66] and
others using ionized impurities [69]. An important feature, which can clarify
the underlying physical mechanisms, is the temperature dependence in the
range 200 to 500 K. Earlier, it has been shown that impurity-limited mobility
is increasing with temperature. Later, following a more accurate model, it
has been shown that impurity scattering can lead to the decrease of mobility
with temperature due to a combination of screening and distribution function
factors [69], However, even in this latter case, the temperature dependence of
impurity-limited mobility is somewhat weaker than µ ∼ T−1. On the other
hand, the experimental data for MoS2 shows the temperature dependence
in the range between µ ∼ T−1.1 and µ ∼ T−3 [72, 71, 169], which cannot be
explained by impurity scattering.
Furthermore, impurity scattering can be used to explain the flattening and
sometimes even rise of mobility with temperature for T < 150 K. However,
in order to quantitatively describe this phenomenon, one should neglect the
temperature dependence of screening, as shown in Fig. 5.5 where impurity
scattering limited mobility is calculated using the full model and with the
simplified model, where the Thomas-Fermi wave vector qTF is fixed and
independent of temperature. For the full model both phonon-limited mobility
and impurity-limited mobility decrease with temperature, such that total
mobility always decreases with temperature (as shown in Fig. 5.6a). In
the case of the “simple model”, impurity-limited mobility increases with
temperature, which allows a better fit at T < 150 K, which we demonstrated
before [72]. The fact that qTF is independent of temperature in our “simple
model” can be justified by the fact that qTF ∼ dn/dEF , which would be
constant in the case of Fermi-level pinning due to defects. Although the full
screening model has a worse fit at lower temperatures, as shown in Fig. 5.6a,
we use it here instead of there “simple model” because it is more rigorous
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Figure 5.5: Low-field mobility due to impurity screening: the full screening
model is compared with simplified screening (no temperature dependence of
screening wave-vector). The simplified screening model allows better fitting
of the temperature dependence of mobility. Both models for impurity- limited
mobility cannot explain the strong temperature dependence at T > 300 K
without the phonon part.
scientifically.
In this study we use experimental data, showing a temperature dependence
of mobility µ ∼ T−2.4, as shown in Fig. 5.6 and Fig. 5.6(a). Extractions from
experimental data for our few-layer MoS2 devices, which are shown in Fig.
5.6(b), lead to T−1, T−1.6, and T−2.4 dependencies. Experimental data for
mobility with T−2.4 trend has the highest mobility at low temperature (∼160
cm2/V−1s−1), which might indicate the lowest impurity density. In order to
describe a strong temperature dependence of mobility, one can use optical
phonon scattering [177]. However, a simple band structure with a single 2-fold
degenerate valley (minimum at K-point) and effective mass mK = 0.45m0
yields a weak temperature dependence with γ ≈ 1.5 [see Fig. 5.6(c)]. One can
argue that the conduction band minimum is at the 6-fold degenerate Q-point,
but in this case we again have a similar weak temperature dependence of
mobility, as shown in Fig. 5.6(c). One way to obtain a stronger temperature
dependence, i.e., greater value of the parameter γ, would be to use a higher
phonon energy. The temperature dependence of the phonon-limited mobility
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Figure 5.6: (a) Low-field mobility vs. temperature, experimental data [72]
(symbols), and theoretical modeling (lines). The solid line is the mobility
model with contributions from impurity scattering (IMP), homopolar optical
phonon scattering (OP), polar optical phonons (PP), and acoustic phonon
scattering (AC). Above ∼150 K the mobility is limited by scattering with
optical phonons. (b) Mobility as a function of temperature for experimentally
extracted data from multiple devices. (c) Mobility due to homopolar optical
phonon scattering, where the blue solid line is mobility due to the lower
K-valley only, the red dash line is mobility due to the upper Q-valley only
(multiplied by normalization factor for comparison), and the green dash-dot
line is mobility due to both K- and Q-valleys separated by ∆E = 130 meV.
(d) Power factor γ of mobility dependence on temperature (µ ∼ T−γ) as a
function of phonon energy. (e) Surface-phonon-limited mobility calculated
for two different dielectrics (SiO2 and HfO2) and two single valley models:
µKSO ,µ
Q
SO are the mobilities calculated with the K- and Q-valley models,
respectively. (f) Phonon-limited mobility with different fitting parameter sets
being used to fit the experimentally extracted data: blue solid line is the
original fitting used in (a), red dashed line corresponds to the optical phonon
deformation potential being 0.7 times smaller than the original, ∆E = 90
meV, and green dash-dot line corresponds to the optical phonon deformation
potential being 1.3 times higher than the original, ∆E = 150 meV.
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can be approximated as [177]
µOP ∼
exp
(
~ωOP
kBT
)
− 1
1 + 2~ωOP
kBT
. (5.8)
By fitting this dependence with power law ω ∼ T−γ in a temperature
range between 250 K and 500 K for different values of ~ωOP , we can find the
dependence of γ on phonon energy, which is shown in Fig. 5.6(d). As follows
from Fig. 5.6(d), in order to get γ = 2.4, which is related to our experimental
data, we should use the phonon energy of about 80 to 90 meV. Since the
temperature dependence of total mobility is weaker than the temperature
dependence of its phonon component (because other scattering contributions
to mobility have weaker temperature dependence), the calibration phonon
energy would be even higher. However, the optical phonon energy in MoS2 is
reported to be in the 40 to 50 meV range [68, 70, 174].
Another physical mechanism, which can in theory affect the temperature
dependence of mobility, is the remote (surface) phonon scattering [178, 179].
Qualitatively it could explain stronger temperature dependence because
surface phonons have a higher energy (∼60 meV and ∼140 meV for SiO2
[180, 181]), and as shown in Fig. 5.6(d) higher phonon energy corresponds
to a stronger temperature dependence, at least in the deformation potential
model. Unlike homopolar optical phonons, surface optical phonon scattering is
inversely proportional to the scattering wave vector q, and the electron-phonon
coupling can be described with equation [178]:
|MSO|2 = e
2~ωSO
20
(
1
ε∞ox
− 1
ε0ox
)
, (5.9)
where ωSO is the phonon energy, and ε
∞
ox and ε
0
ox are the high-frequency and
static dielectric constants of the oxide material (SiO2 in our case). Here, for
simplicity, we use unscreened coupling with surface phonons, which gives the
lowest bound for the surface-phonon-limited mobility.
We perform the mobility calculation for electrons in MoS2 on SiO2 and
for MoS2 on HfO2 using a single-valley model, considering two separate
cases: one with the K-valley and a second with the Q-valley. As we can
see from simulation results in Fig. 5.6(e), in the case of the K-valley model,
surface-phonon-limited mobility is high and cannot explain the experimental
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data, which has more than ten times lower mobility. In the case of the
Q-valley model, the results are closer to the range given by experiments.
However, in that case, the mobility for MoS2 on the HfO2 dielectric is very
low, which would contradict other experimental data, which demonstrated
higher mobility for samples with the HfO2 dielectric [66]. This result indicates
that a single-valley model cannot explain a strong temperature dependence
of mobility even when ionized impurity and surface phonons are taken into
account.
In order to describe the stronger temperature dependence of mobility,
we apply a two-valley model, where the scattering originating in the upper
Q-valley leads to stronger mobility degradation with temperature. The
contributions of various scattering mechanisms to mobility, given by our
calibration, are shown in Fig. 5.6(a). Although we obtain the value of
the energy split between the K-valley and Q-valley to be 130 meV, similar
mobility calibration results can be demonstrated by varying both energy split
and optical phonon deformation potential for the upper (Q) valley. As a
consequence of a two-valley model, the temperature dependence of mobility
depends on scattering rates corresponding to the upper valley as well as the
carrier population in the upper valley, which is determined by the energy
separation between valleys ∆E. For example, we can use ∆E = 90 meV
and homopolar phonon deformation potential DOP,QK = 9.8 eV/A˚ or a
different set ∆E = 150 meV and DOP,QK = 18.2 eV/A˚ to get a temperature
dependence similar to the original one obtained with DOP,QK = 14 eV/A˚ and
∆E = 130 meV, as shown in Fig. 5.6(f).
In this formalism, variations in the temperature dependence of mobility
would correspond to the different band structure and different impurity
density. Another possible way to describe the variations in temperature
dependence of mobility across our samples, as shown in Fig. 5.6(b) and in
the literature, is to attribute the dominant scattering mechanism to sulfur
vacancies [182]. Such vacancies can locally change both the band structure
and the phonon spectrum [182, 183]. However, the accurate modeling of
corresponding scattering mechanism appears to be rather complicated and is
beyond the scope of this dissertation.
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5.3 Conclusion
In conclusion, we theoretically described the low- and high-field transport
in a few-layer MoS2 using a two-valley model and compared our results to
experimental data. We found that both device self-heating and the two-valley
model are needed to describe the negative differential conductance, observed
at lower ambient temperatures. We also found that the two-valley model is
necessary to explain the strong temperature dependence of low-field mobility.
Further experimental and theoretical studies aligned together are needed
to get a better quantitative model for the band structure and scattering
mechanisms.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
We have described several physical effects associated with environment and
imperfections in two-dimensional (2D) materials. We investigated how the
grain boundaries and line defects in polycrystalline graphene affect thermal
transport. We developed a Green’s function-based simulation tool allowing us
to model the thermal transport in graphene structures obeying the ballistic
limit of heat flow in this material. We found that for graphene on SiO2 the
polycrystalline structure starts to play a role when the grain size approaches
100 nm, which is comparable with the mean free path for phonons in graphene
on this substrate, at room temperature.
Then we turned our attention to the high-field electrical transport in
graphene on a substrate. Employing a hydrodynamic model and taking into
account intrinsic graphene scattering mechanisms as well as substrate-related
scattering and self-heating, we simulated the velocity-field relation at various
temperatures and carrier densities and compared our results with experimental
data. We examined the role of various scattering mechanisms and found that
interface plasmon-phonon modes play an important role at higher electric
fields along with a smaller role of graphene intrinsic phonons. We found
that lattice heating is an important factor causing the negative differential
velocity at higher electric fields. We also showed that while impurity scattering
plays an important role at lower and medium electric fields, the high-field
transport regime has a weak dependence on impurity density. We compared
in simulation the high-field transport in graphene on several dielectrics and
found that BN has a higher velocity at high electric fields, while HfO2 is
typically a poor dielectric due to the strong interface phonon scattering.
We also inspected graphene-specific factors, which should be taken into
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account in drift-diffusion-based modeling of graphene transistors. We showed
how current saturation in graphene transistors can be assisted by the pinch-off
effect even in the absence of velocity saturation. We looked into the effect
of quantum capacitance and generalized diffusion and demonstrated how
to include those in our simulation scheme. Using our developed model, we
inspected the asymmetry in R-Vg dependence commonly observed in graphene
transistors and showed how it could be explained with contact electrostatics
coupled with contact doping.
Finally, we investigated electrical transport in few-layer MoS2 devices and
explained the negative differential velocity observed experimentally at high
electric fields (F > 3.8 V/µm) and relatively low temperatures (T < 200 K).
We demonstrated that a two-valley band structure with a lighter effective
mass in a lower K-valley and a higher effective mass in a higher Q-valley is
necessary to explain the negative differential velocity and a strong temperature
dependence of low-field mobility.
The work presented in this dissertation has expanded the scientific knowl-
edge about 2D materials such as graphene and MoS2, pointing to the impor-
tance of external factors such as environment and contacts, which can be
beneficial for better understanding and application of these materials in real
devices.
6.2 Future Work
A long path still lies ahead to bringing 2D materials closer to practical
applications. In particular a better understanding of the contact effects is
needed to reduce contact resistance in 2D devices by at least one order of
magnitude. More work should be done to investigate the bottlenecks and
possible solutions for contacts to 2D materials, which are mostly based on
Van der Waals interaction rather than chemical bonding. Experimental work
should be done to increase the carrier density and transfer rate from the
source and drain electrodes to the onset of the transistor channel.
Electrical properties of MoS2 need more experimental and theoretical studies
to better understand the band structure and physical limits of transport.
Reports are coming on other 2D materials such as MoSe2, WSe2, and other
transition metal dichalcogenides (TMDs), but systematic understanding of
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their properties and of the role of the contacts compared with the material
itself is still lacking.
Thermal properties of 2D materials other than graphene are also not
very well studied yet, particularly in single- or few-layer configurations. It
will be very interesting to understand the thermal characteristics of stacked
2D materials, and if there are any unusual characteristics arising from the
inter-layer interactions.
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