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ABSTRACT
General purpose audio blind source separation algorithms have to deal with a large dynamic range for the
different sources to be separated. In our algorithm the mixture is separated into single notes. These notes
are clustered to construct the melodies played by the active sources. The non-negative matrix factorization
(NMF) leads to good results in clustering the notes according to spectral features. The cost function for
the NMF is controlled by a parameter beta. The choice of beta depends on the dynamic difference of the
sources. The novelty of this paper is to propose a simple classifier to adjust the parameter beta to current
dynamic ranges for increasing the separation quality.
1. INTRODUCTION
We assume a monaural blind source separation
(BSS) scenario with two signals recorded by one sen-
sor. To simulate such recording situations we mix
monaural audio signals at different loudness levels
ranging from −18 dB up to +18 dB. The separa-
tion scheme is the same as introduced in [1]: The
short-time Fourier transform (STFT) transforms the
mixture into a spectrogram. The non-negative ma-
trix factorization (NMF) separates the single notes
out of the spectrogram. Now an appropriate clus-
tering strategy forms the melodies played by the
instruments by mapping the separated notes onto
the active instruments. The summation of all note
spectrograms belonging to one instrument forms the
estimated spectrograms of the active instruments.
Finally an inverse STFT transforms the estimated
source spectrograms back into time domain.
One essential step of mapping (clustering) the notes
onto the active instruments is an analysis by a sec-
ond NMF, which extracts two instrument specific
filters, one dominant filter for each separated note.
Thereby, the notes could be assigned to the instru-
ments. For this second NMF we use two cost func-
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tions: Euclidean distance or divergence. Both cost
functions can be expressed by the β-divergence, with
a smooth transition between the cost functions con-
trolled by the single parameter β [2]. Generally β=2
(Euclidean distance) improves the clustering quality
in the case of sources with equal loudness. β = 1
(divergence) is usually better for large differences in
loudness, as shown in [1].
In this paper, we show that the clustering perfor-
mance can be significantly improved over the com-
plete range of assumed dynamic differences by cor-
rectly adjusting the parameter β to each single mix-
ture. To the best of our knowledge no algorithm
exists that could estimate the dynamic differences
between sources in a BSS scenario. As a novelty, we
propose in this paper a simple learning algorithm for
adjustment of β.
The paper is structured as follows: First, basic al-
gorithms are introduced in Section 2, followed by an
overview of the general separation algorithm in Sec-
tion 3. In Section 4 the algorithm for adapting β is
introduced. The experimental results are shown in
Section 5. The paper ends with the conclusions in
Section 6.
2. FUNDAMENTALS
We use underlined variable names for complex val-
ues and non-underlined for the corresponding abso-
lute values. If not otherwise mentioned ⊗, ⊘, log(x)
and xy denote element-wise multiplication, division,
logarithm and power. Vector and matrix norm is
used throughout this paper in the following way:
‖x‖l =
(∑
n
|x(n)|l
)1/l
. (1)
2.1. Non-Negative Matrix Factorization
NMF factorizes a matrix X of size K-by-T by a
product of two matrices as introduced in [3]:
X ≈ X˜ = BG . (2)
B is of size K-by-I and G is of size I-by-T . I is
a user-defined parameter. The factorization is done
by iteratively minimizing an adequate cost function.
In [3], two cost functions are proposed for NMF:
dEuclidean = ‖X− X˜‖
2
2 , (3)
ddivergence = ‖X⊗ log
(
X⊘ X˜
)
−X+ X˜‖1 . (4)
Both Equations (3) and (4) can be described by a
single cost function called β-divergence [2]:
dβ =
‖Xβ + (β − 1)X˜
β
− βXX˜
β−1
‖1
β(β − 1)
. (5)
In [2], the following equivalence is shown:
dβ =
{
dEuclidean for β = 2,
ddivergence for β = 1.
(6)
B andG are initialized with absolute values of Gaus-
sian noise. After that, the cost function is minimized
by multiplicative update rules as proposed in [2]:
G ← G⊗
(
BT
(
X˜
β−2
⊗X
))
⊘
(
BTX˜
β−1
)
, (7)
B ← B⊗
((
X˜
β−2
⊗X
)
GT
)
⊘
(
X˜
β−1
GT
)
.
(8)
For numerical stability, we normalize the column
vectors Bi and the row vectors Gi to equal energy
after each iteration:
Ai =
√
‖Gi‖2
‖Bi‖2
Gi ← Gi/Ai (9)
Bi ← Bi · Ai . (10)
2.2. Mel-Filter Bank
The mel scale is motivated by psychoacoustics and
describes the logarithmic frequency resolution of the
human ear. The logarithmic mapping is performed
by triangular filters with logarithmic spaced mid fre-
quencies, see also [1].In [4], applying a logarithmic
scaling is described by a matrix multiplication:
Xmel = RX . (11)
R is of size Nmel-by-K, and each row contains one
single triangular filter. In [5] it is pointed out, that
for low frequencies the logarithmic mel scale and
the linear Hertz scale coincides. Otherwise the loga-
rithmic mid frequencies would result in a frequency
spreading of the linear frequency bins over several
mel filters, which is usually unwanted. Therefore
we replace the corresponding region of the matrix R
with an identity matrix. Lossless inversion of Equa-
tion (11) is not possible, because R is not square. In
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[4], a multiplication with RT is suggested for inver-
sion. Thereby, the separated sources in mel-domain
are interpreted as excitation signals with the corre-
sponding triangular filters as basis functions. For
equal weighting of each frequency bin in linear scale
we scale each column of R such that
RTR 1 = const., (12)
with 1 a column vector of length K containing only
ones. This normalization can be dropped if we only
analyse the signal and synthesis is not necessary.
3. SOURCE SEPARATION BASED ON
SOURCE-FILTER CLUSTERING
The separation algorithm is the same as in [1]. We
assume a linear instantaneous mixture model with
two active source signals sm(n), mε{1, 2}:
x(n) = s1(n) + s2(n) . (13)
Figure 1 shows the signal flow of the algorithm. The
mixture is transformed into a spectrogram X of size
K-by-T by the STFT. The magnitude spectrogram
is mapped onto logarithmic frequencies according to
Section 2.2. We use Nmel = 300 without loss of
separation quality but much faster computation [6].
3.1. Note Separation by Non-Negative Matrix
Factorization
The notes of the mixture are separated by the NMF.
For one iteration, we use the following update rules
corresponding to β = 1 (divergence) expanded by a
temporal continuity cost function [7]:
∇c+r = B
T1
∇c−r = B
TO
∇c+t (i, t) = 4
G(i, t)∑T
n=1 G
2(i, n)
∇c−t (i, t) = 2
G(i, t− 1) +G(i, t+ 1)∑T
n=1 G
2(i, n)
+2
∑T
n=2(G(i, n)−G(i, n− 1))
2(∑T
n=1 G
2(i, n)
)2 ,
G ← G⊗
(
∇c−r + α∇c
−
t
)
⊘
(
∇c+r + α∇c
+
t
)
(14)
B ← B⊗
(
OGT
)
⊘
(
1GT
)
. (15)
O=Xmel⊘BG, and 1 is aK-by-T matrix with all el-
ements equal to one. The parameter α=104 controls
the temporal continuity. The matrix B contains the
frequency basis vectors of each separated note. The
matrix G contains the corresponding envelopes. For
further information see also [1] and [7]. After note
separation, the frequency basis vectors are mapped
back into the linear frequency domain:
B ← RTB . (16)
The magnitude spectrogram of the separated note i,
1 ≤ i ≤ I, is defined as
Ci = (BiGi)⊘ (BG) . (17)
3.2. Source-Filter based Clustering
The separation by NMF is followed by a cluster-
ing step, where all separated notes are clustered
to melodies played by a single instrument/sound
source. The clustering is motivated by the mel
frequency cepstrum coefficients (MFCC). First the
power spectra of the notes (the squared column
vectors Bi) are filtered by a mel filter bank with
Nmel = 20. Because for such low values of Nmel no
frequency spreading occurs, the linear mapping for
low frequencies, as mentioned in Section 2.2, is not
applied here. Synthesis of the formant filter is not
necessary. Therefore we drop the normalization of
Equation (12). Second, the logarithm is applied to
the output of the filter bank:
Vi = log
(
cRB2i + 1
)
. (18)
The column vectors Vi form the matrix V, which is
scaled by the normalization factor c to the range of
80 dB. As a last step, an NMF is applied to approx-
imate V by a matrix product:
V ≈ WH . (19)
In Figure 2, such a separation is shown. The
columns of matrix W defines the relative energy
of each instrument for each mel filter. We inter-
prete this as a formant-like structure. The entries of
the row vectors Hm corresponds to the fraction each
channel contributes to each formant. Because of the
normalization in Equations (9) and (10) clustering
can be interpreted as a vector a(i):
a(i) = argmax
m
Hm(i) . (20)
For further details on the clustering step, see [1].
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Hz→ mel NMF Clustering Signal Synthesis
X
mixture
Xmel Ci
1 ≤ i ≤ I
S˜m
mε{1, 2}
Fig. 1: Signal flow of the separation algorithm. Preceding STFT and subsequent ISTFT are dropped.
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Fig. 2: Separation of V according to Equation (19).
3.2.1. Enlarging Cluster Orthogonality
Unfortunately, the dimension reduction for NMF-
based clustering is not very efficient. Typically, the
matrix W is of size 20-by-2, and the matrix H is of
size 2-by-25. By this, 2(20+25) = 90 elements ap-
proximate 20×25=500 values. Therefore the NMF-
based clustering depends highly on the random ini-
tialization of matrices W and H. The non-negative
entries of matrix H correspond to the clustering de-
cisions according to Equation (20). A hard decision
for clustering would result in columns of H that are
non-zero at only one position. In opposite to this,
channel i = 5 in Figure 2 is approximated by both
formants, which is unwanted according to the clus-
tering model. Therefore we assume that a matrix H
with nearly orthogonal rows corresponds to a more
trustworthy clustering. We apply the NMF Niter
times and choose the clustering with lowest correla-
tion coefficient ϕ [8], see Algorithm 1 for pseudocode.
3.2.2. Iterative Formant Estimation
Because of Equations (9) and (10), the energy of
vector Vi correlates with the energy of the sepa-
rated note spectrogram Ci. Clustering the matrix
Algorithm 1 Enlarging Cluster Orthogonality
ϕopt =∞
for k = 1 to Niter do
random initialization of W and H
apply NMF: V ≈ WH
eval cross correlation: ϕ = ‖H1⊗H2‖1‖H1‖2·‖H2‖2
if ϕ < ϕopt then
ϕopt = ϕ, Hopt = H
end if
end for
use Hopt for clustering according to Equation (20)
V with NMF and number of channels I=2 tends to
underestimate the dynamic difference of the sources
in the case of high dynamic differences, see also Fig-
ure 3. In this case, the estimation of the formants
could be improved by first applying the NMF with
I = 1. In a second step we increase the inner di-
mension of the matrix product in Equation (19) to
I = 2 and initialize the additional elements of W
and H with absolute values of Gaussian noise. Af-
ter that we apply the update rules of the NMF a
second time. By this, the first estimated formant
concentrates on the higher energy channels, and it
is more likely that the second formant approximates
only the low energy channels. In the following we
will use the notation γ=1 for iterative formant es-
timation. γ=0 corresponds to usual clustering with
I equal to the number of active sound sources. In
Figure 3 it could be seen, that the second approach
tends to higher dynamic differences. Therefore we
assume this approach to perform better in this case.
3.3. Signal Synthesis
The spectrograms of the separated sources s˜m(n)
are evaluated according to
S˜m = X⊗
I∑
i=1
Ciδma(i) , (21)
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Fig. 3: Mean dynamic difference of estimated out-
put signals s˜m over mean dynamic difference of input
signals sm for both γ-values. The dashed line corre-
sponds to correct estimated dynamic differences.
with the Kronecker delta
δma(i) =
{
1 if m = a(i) ,
0 otherwise.
(22)
Finally the inverse STFT gives the output signals.
4. ADJUSTING β FOR NMF-CLUSTERING
For clustering as described in Section 3.2, β has to
be chosen according to the dynamic differences. As
mentioned in [1], β = 1 is better for large dynamic
differences and β=2 is better for nearly equal loud-
ness. Unfortunately the dynamic differences in the
current recording situation is generally not known.
Therefore we suggest to estimate the current dy-
namic differences by simple signal features. Addi-
tionally we evaluate signal features based on general
assumptions for blind source separation, like statis-
tical independency [9] or orthogonality in spectro-
gram representation [10]. Then we combine these
simple features by the ADABoost algorithm [8] to
an effective adaption algorithm for the parameter β.
4.1. Feature Set
The used set of features is shown in Table 1. The
specific features are explained for arbitrary variables
x and y. Most of them could be applied to time
domain signals as well as spectrograms.
Temporal dynamics corresponds to a vector dt which
represents the temporal evolution of loudness:
dt = 10log10
(∑
k
X(k, t)2
)
. (23)
We assume the elements of td(t) to be normally dis-
tributed and therefore characterize them only by the
Signal Features for Signal x, X
1 10log10
(
‖X‖22
)
2 10log10
(
‖x‖22
)
3 mean of temporal dynamics dt
4 variance of temporal dynamics dt
(Dis-)Similarities of separated signals features
5-8 mean of both active sources s˜m (S˜m)
for features (1-4)
9-12 difference between both active
sources s˜m (S˜m) for features (1-4)
Correlation Features
13 cross-correlation between both S˜m
14 Pearsons rank correlation between
both S˜m
15 cross-correlation between both s˜m
16 Pearsons rank correlation between
both s˜m
Statistical Independence
17 histogram for s˜m
18 histogram for S˜m
Table 1: Overview of used signal features.
mean and the variance. The cross-correlation be-
tween two vectors x(n) and y(n) is defined by [8]:
ϕxy =
‖ (x− x)⊗ (y − y) ‖1
‖x− x‖2 · ‖y − y‖2
, (24)
with x, y being the corresponding mean values. In-
stead of evaluating Equation (24) on the data itself,
Pearsons rank correlation is evaluated on the posi-
tion of the corresponding data in a sorted vector.
The Kullback-Leibler distance is a commonly used
distance measure for probability densities [8]. Here
we use a symmetric variant [9] defined as
dKL(x, y) =
∑
n
(x(n)− y(n)) log
x(n)
y(n)
. (25)
Two variables x and y are called statistically inde-
pendent if their corresponding joint probability den-
sity pxy could be evaluated by their probability den-
sity functions px and py [8]:
pxy = px · py . (26)
We use dKL(pxy, px · py) as a measure for statistical
independency. The probability density functions are
AES 128th Convention, London, UK, 2010 May 22–25
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approximated by histograms with NBin=25 bins.
The final set of features as input signal for
ADABoost consists of the first four features eval-
uated for the mixture signal and the differences be-
tween the 14 other features shown in Table 1 for
both clustering schemes (β=1 vs. β=2).
4.2. ADABoost
ADABoost is an iterative machine learning algo-
rithm which combines several weak classifiers to a
single strong classifier. It needs a feature matrix F
of size N -by-L and a ground truth classification vec-
tor yε{−1, 1} of length N as input. N is the number
of elements in the training set, and L is the number
of features evaluated per element. In our context,
a weak classifier chosen in iteration k is defined by
the lk-th column of feature matrix F and the cor-
responding threshold ϑk. The output of the weak
classifier for sample n is defined by
hk(n) = Sgn (F(n, lk)− ϑk) , (27)
with Sgn(·) the sign of the argument. The strong
classifier is defined by
hstrong = Sgn
(
kmax∑
k=1
αkhk
)
. (28)
The pseudocode for ADABoost as described in [8] is
shown as Algorithm 2.
Algorithm 2 ADABoost
W1(n) = 1/N
for k = 1 to kmax do
choose optimal classifier hk that minimizes Ek
Ek =
∑
nWk(n)[y(n) 6= hk(n)]
αk =
1
2 log
1−Ek
Ek
Wk+1(n)←Wk(n)×
{
e−αk if hk(n) = y(n)
eαk otherwise
normalize Wk+1 such that
∑N
n=1 Wk+1(n) = 1
end for
5. EXPERIMENTAL RESULTS
The test set consists of the Sound Quality As-
sessment Material of the EBU [11], which contains
melodious phrases (m), arpeggios (a), rolls (r) and
single tones (s). For each instrument we use one
recording. We select the recordings in the above
mentioned order: m, a, r and s. Additionally we
use all singers except the quartet, the English and
French female/male speech, and the pink noise. Ad-
ditionally the electric bass, guitar, the keyboard and
the drums of the BassDB-database [12] are added.
Finally two additional keyboard samples, a conga
groove, the santoor, sarod, mandolin, middle eastern
oud, nordic fiddle, and the harmonica are taken from
a synthesizer (here: GarageBand from Apple). This
forms a total of 60 different input signals of roughly
10 seconds length at sampling frequency 44.1 kHz.
The dynamic difference between both sources is de-
fined by
10log10
∑
n
s1(n)
2 − 10log10
∑
n
s2(n)
2 . (29)
To simulate different recording situations, we
mix these signals at dynamic differences of
±18,±12,±6, 0 dB. Each possible combination of
input signals leads to
∑59
n=1 n= 1770 possible mix-
tures. With 7 different dynamic differences this gives
us a total of 1770× 7=12390 mixtures. The STFT
and ISTFT use a window size of 4096 samples and
an overlap of adjacent windows of 50%. Analysis
and synthesis windows are the square root of Hann
windows. For NMF, the number of channels is set to
I =25 and the algorithm stops after 300 iterations.
In the following we use the SER as quality measure
in magnitude spectrogram domain:
SERm = 10log10
∑
k,t S
2
m(k, t)∑
k,t
(
Sm(k, t)− S˜m(k, t)
)2 . (30)
The separation quality for one mixture is determined
by taking the average over all SERm. The quality
for the whole test set is evaluated as mean value of
quality for all mixtures.
5.1. Clustering with Constant β
In a first experiment, we vary β in the range
1 ≤ β ≤ 2. In Table 2 the results are shown for
different dynamic differences. var1 corresponds to
the maximum possible SER for the given dynamic
difference, if the algorithm decides perfectly between
β=1 and β=2. var2 corresponds to a decision be-
tween all six possible values of β for each mixture.
We can see, that var2 is only roughly 0.2 dB bet-
ter than var1. Additionally only for ±6 dB another
value than β = 1 or β = 2 is best choice. Therefore
we will limit the β-adaption to β=1 or β=2.
AES 128th Convention, London, UK, 2010 May 22–25
Page 6 of 8
Spiertz AND Gnann Beta Divergence for Clustering in Monaural Blind Source Separation
β ±18 dB ±12 dB ±6 dB 0 dB mean
1 5.05 6.59 7.32 7.20 6.54
1.2 4.61 6.45 7.41 7.47 6.49
1.4 4.13 6.24 7.50 7.67 6.38
1.6 3.59 5.97 7.47 7.78 6.20
1.8 3.08 5.73 7.44 7.83 6.02
2.0 2.50 5.44 7.38 7.88 5.80
var1 5.59 7.29 8.22 8.45 7.39
var2 5.85 7.51 8.40 8.63 7.60
Table 2: Separation results in dB for dynamic dif-
ferences from 0 dB to ±18 dB and different constant
values for β. Best results are shown bold for each
dynamic difference.
Niter = 1 Niter = 5
γ = 0 γ = 1 γ = 0 γ = 1
β = 1
±18 dB 5.05 5.97 5.52 6.46
±12 dB 6.59 6.91 6.81 7.17
±6 dB 7.32 7.17 7.44 7.26
0 dB 7.20 6.84 7.21 6.90
mean 6.54 6.72 6.75 6.95
β = 2
±18 dB 2.50 3.85 2.77 3.99
±12 dB 5.44 6.07 5.59 6.19
±6 dB 7.38 7.36 7.40 7.44
0 dB 7.88 7.59 7.96 7.58
mean 5.80 6.22 5.93 6.30
Table 3: Separation results in dB for dynamic dif-
ferences from 0 dB to ±18 dB.
In a second experiment, we show the effects of the
modifications proposed in Section 3.2.1 and 3.2.2.
The results over the complete test set are shown in
Table 3. The only difference between the separation
results in [1] and the leftmost column in Table 3 is
the dimension reduction by a mel filter bank as ex-
plained in Section 2.2.
First, we observe that Niter = 5 increases the gen-
eral separation quality in nearly all cases compared
to Niter=1. Additionally we can see that γ=1 in-
creases the separation quality for mixing with dy-
namic differences larger than ±6 dB. This corre-
sponds to Figure 3, where for these mixing scenarios
γ=1 gives the better estimation of the real dynamic
difference represented by the dashed line. The mean
value over all possible mixing situations is increased
because of the large improvements for ±12 dB and
more dynamic differences. On the other hand, γ=1
β = 1 β = 2 adapt rand opt
±18 dB 6.46 2.50 6.34 4.46 6.97
±12 dB 7.17 5.44 7.39 6.36 7.88
±6 dB 7.26 7.38 7.82 7.29 8.34
0 dB 6.90 7.88 7.52 7.33 8.46
mean 6.95 5.80 7.27 6.36 7.91
Table 4: Separation results in dB for dynamic
differences from 0 dB to ±18 dB and different β-
settings.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
0
50
100
150
200
Fig. 4: Histogram of the 18 features for ADABoost
explained in Table 1. Histogram counts correspond
to the experimental results shown in Table 4.
decreases the separation quality for nearly equal
loudness of both sources. Because for large dynamic
differences β=1 performs better and for nearly equal
loudness β = 2 is preferable, we concentrate in the
following on the two cases: β = 1 (γ=1, Niter=5)
and β=2 (γ=0, Niter=1).
5.2. Clustering with Adaptive β
In a third experiment, we use the ADABoost al-
gorithm from Section 4.2 with the signal features
introduced in Section 4.1 to learn a simple set of
rules for adaptive adjustment of clustering param-
eter β. The output of the strong classifier corre-
sponds to the two class decision between either β=1
or β = 2. We divide the 60 input signals randomly
in two sets of equal size and use the first as train-
ing set for ADABoost with kmax = 5. With the
learned strong classifier, the parameter β is adjusted
for the mixtures of the test set. This experiment
is repeated 100 times with different random assign-
ments to training and test set. For each mixture, the
median value over all evaluated separation results is
taken. In Table 4 the mean values for all medians of
AES 128th Convention, London, UK, 2010 May 22–25
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the whole test set are shown. adapt corresponds to
the strong classifier trained with ADABoost. rand
corresponds to a random decision between β=1 and
β=2. opt is the optimal decision for β and serves as
an upper bound of achievable separation quality by
β-decision. The mean value in Table 4 shows an im-
provement of the adaptive algorithm from 6.95 dB
to 7.27 dB compared to best constant β scenarios, if
the dynamic difference is not known. The results of
the adaptive algorithm could not be improved, if we
set Niter=5 for β=2. ThereforeNiter=1 is sufficient
for adapting β. In Figure 4 we see the probability
for each feature to be chosen by ADABoost. Ob-
viously a few features perform very well: statistical
independency (No. 17), similarity of the four eval-
uated signal features for one separation (No. 5-8)
and cross-correlation between estimated sources s˜m
(No. 15). These six features stand for 461 of the
500 possible choices of features (kmax = 5 and 100
evaluations).
If we restrict the feature set to these six features and
repeat the clustering with adaptive β we get results,
that differ at maximum 0.02 dB from column adapt
in Table 4. Therefore we can conclude that these six
features are sufficient for adjusting the parameter β.
6. CONCLUSIONS
In this paper we show that the clustering decision
can be improved by adjusting the clustering param-
eter β in a given monaural blind source separation
scenario. For adapting β we evaluate simple signal
features and combine them with the ADABoost al-
gorithm to a strong classifier. We show, that this
strong classifier is sufficient to classify an appropri-
ate value for the clustering parameter β to improve
the separation quality over a large range of mixtures
and dynamic differences.
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