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Abstract
The standard missing data model classifies data in terms of “binary missingness”, that is, as
either complete or completely missing. Thus, the model deals with two strata of missingness.
However, applied researchers face situations with an arbitrary number of strata of incomplete-
ness. Examples include unbalanced panels, and instrumental variables settings where some
observations are missing some instruments, and other observations are missing different in-
struments. In this paper, I propose a model for settings where observations may be incomplete,
with an arbitrary number of strata of incompleteness. I derive a set of moment conditions that
∗Previous title: “Efficient GMM estimation with general missing data patterns”. Department of
Economics, University of Bristol. Email: chris.muris@bristol.ac.uk. I am grateful to Ramon van
den Akker, Richard Blundell, Otilia Boldea, Irene Botosaru, Pedro Duarte Bom, Katherine Car-
man, Matias Cattaneo, Miguel Atanasio Carvalho, Bryan Graham, Hide Ichimura, Toru Kitagawa,
Tobias Klein, Andrea Krajina, Jan Magnus, Bertrand Melenberg, David Pacini, Krishna Pendakur,
Franco Peracchi, Pedro Raposo, Sami Stouli, Thomas Vigie, Bas Werker, and Frank Windmeijer
for encouraging and insightful discussions. I also thank the seminar participants at Tilburg Univer-
sity, University of Bristol, Institute of Advanced Studies Vienna, Simon Fraser University, Monash
University, Victoria University, and the Bristol Econometrics Study Group. I gratefully acknowl-
edge financial support from the Social Sciences and Humanities Research Council through Insight
Development Grant 430-2015-00073.
1
generalizes those in Graham (2011) for the standard missing data setup with two strata. I de-
rive the associated efficiency bound and propose estimators that attain it. Incompleteness is
qualitatively different from binary missingness. In particular, I show that identification can be
achieved even if it fails in each stratum of incompleteness.
1 Introduction
Incomplete data, where some observations are missing some or all variables, is prevalent in em-
pirical research in economics. For example, Abrevaya and Donald (2017) find that incomplete
data occurs in at least 40% of the publications in top economics journals. In 70% of these cases,
all incomplete observations are discarded, and the analysis is then carried out with the resulting
complete subsample. This strategy fails to use all the information in the data, since incomplete
observations typically have “some” information about model parameters. This paper shows how
to use this information.
I provide a general framework for efficient parameter estimation using incomplete data. To see
why a serious treatment of incomplete observations can be useful, consider a linear instrumental
variables model with two endogenous variables X = (X1,X2) and two instrumentsW1 andW2. The
parameter vector β0 is defined through the moment conditions:
E
 W1 (y−Xβ0)
W2 (y−Xβ0)
= 0. (1.1)
Now consider a setting where either instrument can be unavailable. This implies the existence
of three strata based on data availability. In the first stratum, both instruments W1 and W2 are
observed; in stratum 2, only the instrument W1 is observed; in stratum 3, only W2 is observed.
Although the parameter is not identified in stratum 2, the moment condition E [W1 (y−Xβ0)] = 0
still contains information on β0. The same is true for stratum 3 through E [W2 (y−Xβ0)] = 0.
This paper provides an efficient estimator which uses information from all strata. The approach is
general: it allows for arbitrary number of strata of incompleteness, and an arbitrary set of nonlinear
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moment conditions.
Currently available procedures for dealing with incomplete data can be classified into three
categories. The first approach is to classify data (or equivalently, moments) in terms of “binary
missingness”, that is as either complete or completely missing. A second approach is to provide
tools that work only in specific applications. The third approach is to impute the incomplete data.
The approach proposed here is distinct from all of those. I focus on incomplete data that may be
partially missing; whereas binary missingness implies the existence of exactly two strata, I allow
for an arbitrary finite number of strata based on the availability of each moment. My approach
accommodates any model that can be expressed in terms of moment conditions. In contrast, model-
specific solutions for one type of application may not be useful for another. My approach does not
require imputation. Imputation approaches have the obvious drawback that they are inconsistent if
the imputation model is misspecified. My approach is consistent, in part, because it does not use
an imputation model.1
This paper has three methodological contributions. First, I generalize the moment conditions
established by Graham (2011) for the binary missingness case to the general incompleteness case.
The resulting set of moment conditions consists of one set of Graham’s moment conditions for
each stratum of incompleteness.
Second, I derive the efficiency bound associated with the complete set of moment conditions
and propose an estimator that attains that bound. I provide conditions under which the estimator is
consistent and asymptotically normal. A simulation study (Appendix D) shows that the efficiency
gain from using incomplete observations can be substantial. I also propose and analyze a doubly
robust estimator.
Third, I show that the parameters of interest can be identified by using all the available data,
even if identification does not hold in every stratum. As an example, consider a linear IV model
with two endogenous variables and two instruments, where the instruments are never observed in
1However, I show in Section 5.3 that imputation may be useful if used in the context of doubly
robust estimation.
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the same stratum, but each instrument is available from a different stratum. In this setting, one can
still identify the regression parameters.
The results in this paper can also be applied to: (dynamic) panel data models; equation systems
where some equations have missing dependent variables for some observations; triangular simul-
taneous systems with some endogenous explanatory variables missing for some observations; and
general nonlinear instrumental variables models. In Section D.1, I analyze a dynamic panel data
model where cross section units may miss observations in any combination of time periods.
The paper is organized as follows. Section 2 provides a literature review. Section 3 describes
the model. Section 4 presents the efficiency bound results, and Section 5 presents an efficient IPW
estimator and a locally efficient doubly robust estimator. Section 6 contains an empirical illus-
tration. The Appendix contains proofs, additional examples, additional material for the empirical
application, and a simulation study.
2 Related literature
The literature on missing and incomplete data is vast. I discuss the relevant literature in three
strands. The first strand considers efficient estimation under the assumption that every observation
is either complete or completely missing. The second strand of literature considers estimation with
incomplete observations for specific models. The third strand of literature augments incomplete
observations using imputation. To the best of my knowledge, my paper is the first that provides a
general framework for efficient estimation with incomplete observations without using imputation.
To facilitate this discussion, let p be the number of elements in a moment vector ψ , and let D
be a p× p diagonal matrix with 1 on the main diagonal if a moment is observed, and 0 otherwise.
The incomplete data indicator D defines the strata of incompleteness in the data, and the vector
Dψ gives the observed elements of ψ . In the linear IV example given above, p = 2, and the
2×2 matrix D can take three values corresponding to zeros and ones on the main diagonal. The
three values that D can take on correspond to the three strata of data incompleteness. We say a
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parameter is identified in a stratumD if Dψ contains enough information to identify the parameter.
In the example above, the only stratum in which the parameter is identified is stratum 1 (for which
D= I2).
Strand 1: Binary missingness. There is an extensive literature on missing data models in
which each observation contributes either to all, or to none of the sample moments (i.e. the missing
data indicator is a binary variable). This literature typically employs the “missing at random”
(MAR) assumption. I will call models including aMAR assumption theMAR setup (as in Graham,
2011, p. 438).
The literature on the MAR setup was initiated by Robins et al. (1994), who propose an aug-
mented inverse propensity score weighting (AIPW) procedure. An overview of the AIPW literature
in statistics can be found in Tsiatis (2006). Chen et al. (2008) derive the efficiency bound for non-
linear and possibly overidentified models and propose an efficient estimator for the parameters in
the MAR setup that is not based on inverse propensity score weighting (IPW). An important re-
sult in this literature is that estimating the propensity score is more efficient than using the true
value of the propensity score (“the IPW paradox”, see e.g. Hirano et al. 2003; Wooldridge, 2007;
Prokhorov and Schmidt, 2009).
Two contributions from this literature that are especially relevant for the discussion in this
paper are Graham (2011) and Cattaneo (2010). Graham (2011) shows, in a MAR setup with
binary missingness (just 2 strata for D), that the efficiency bound is equivalent to the efficiency
bound for the inverse weighted moment conditions of the original (complete data) model plus a set
of conditional moment conditions that captures all the information from the MAR assumption. I
generalize the moment conditions established by Graham (2011) for the binary missingness case
to the general incompleteness case with J strata.
Cattaneo (2010) considers the efficient estimation of multi-valued treatment effects.2 His
model is similar to mie, with incompleteness taking the form of missing dependent variables.
2The relationship between the multi-valued treatment effect setting in Cattaneo (2010) and the
incomplete data setting here is described in more detail in Appendix B.
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With multi-valued treatment effects, this incompleteness implies as many strata as there are levels
of treatment. Cattaneo shows how to optimally combine the information from the different values
of the treatment, but his approach requires that the parameter vector is identified in each stra-
tum. Consequently, his approach cannot be used for the linear IV example given above. I provide
sufficient conditions for an optimal estimator when the parameter vector is identified in just one
stratum. Further, I provide special cases where identification is not required in any stratum. More
details on this comparison can be found in Appendix B. A related contribution is in Chaudhuri and
Guilkey (2016).
Strand 2: Model-specific solutions. Several papers consider specific GMM settings or spe-
cific incomplete data patterns. For example, Abrevaya and Donald (2017) consider the linear
regression model. Model-specific solutions are also available for the instrumental variable model
with incomplete sets of instruments. The problem of partially missing instruments is common; see
for example Angrist et al. (2010). Instrumental variables estimation with missing instruments is
discussed in Mogstad and Wiswall (2012), who consider a setting with a single instrument that
is missing for a subsample of the observations. Abrevaya and Donald (2011) also consider the
missing instrument model.
Chen et al. (2010) provide an estimator for the parameters in a static panel data model. Verbeek
and Nijman (1992) also consider the static model and propose to use the different missing data
patterns to test for selectivity bias. Hirano et al. (2001) consider a panel data model with three
strata of incompleteness.3 Abrevaya (2018) shows that the explanatory variables in the static model
have information even when the associated dependent variable is unavailable.
The linear dynamic panel data model with attrition has recently been considered by Pacini
and Windmeijer (2015), see also the references therein. Pacini and Windmeijer (2015) show that
nonlinear, previously not considered moment conditions are informative when data from some
time periods are unavailable.
My approach accommodates any model that can be expressed in terms of moment conditions
3An observation is either complete, is subject to attrition, or is part of a refreshment sample.
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and allows for any structure of incompleteness. In contrast, model-specific solutions restrict the
structure of incompleteness, and solutions for one type of applicationmay not be useful for another.
Strand 3: Imputation. There is a substantial literature that considers augmenting incomplete
observations by imputing the unavailable components. A leading example is the linear regression
model with missing covariates. Using variables that are always observed, an imputation model
can be estimated using the complete observations, and it can then be used to fill in the incomplete
observations. Early contributions to the econometric literature on this topic can be found in Dage-
nais (1973) and Gourieroux and Monfort (1981). To retain consistency, these approaches require
a correctly specified imputation model. Such an assumption is not maintained in the model that I
consider. A more recent contribution by Dardanoni et al. (2011) shows that efficiency gains can be
obtained if one is willing to sacrifice consistency.
In the context of the linear IV example above, imputation would apply to missing instruments.
If the imputation were correctly specified, then imputation would not result in bias, and would im-
prove efficiency of the estimator. However, under misspecification, the resulting estimator would
typically be biased. My approach does not require imputation: I propose an inverse propensity
score weighting estimator that is consistent.4
3 Model
This section formalizes the notion of “incomplete data” in this paper and introduces identification
and sampling assumptions that are used throughout the paper.
3.1 Incomplete data
The incomplete data framework starts frommoment conditions for complete data. Let Z=
(
Y
′
1,X
′)
be a random vector of data, let β be an unknown parameter vector of size K×1, and let ψ (Z,β ) be
4As opposed to the IPW estimator, the doubly robust estimator in Section 5.3 does use imputa-
tion.
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a p×1 vector of moment functions, with p≥ K.5 The true value of the parameter, β0 ∈B ⊂ RK ,
is defined by Assumption 1.
Assumption 1. E (ψ (Z,β )) = 0⇔ β = β0.
In this paper, not all elements of the vector ψ (Z,β ) are always observable. To model this, letD
be an incomplete data indicator with J+1 outcomes, or incomplete data patterns, {d1, · · · ,dJ+1}.
Every incomplete data pattern corresponds to a stratum that is defined by data availability. An
incomplete data pattern d j is a p× p selection matrix that selects the elements of ψ that are ob-
servable for an observation in stratum j. In other words, the researcher observes Dψ (Z, ·). In
stratum J+1, none of the components of ψ are observed: dJ+1 = Op×p.
The following three examples illustrate the setup. Additional examples can be found in Ap-
pendix C.
Example 1 (Linear IV). Consider a linear instrumental variables model with a dependent variable
y, two endogenous variables X = (X1,X2), and two instrumentsW = (W1,W2). Set Z = (y,X ,W)
and define the moment function
ψ (Z,β ) =
 W1 (y−Xβ )
W2 (y−Xβ )

so that the parameter vector β0 is defined through the moment condition E (ψ (Z,β0)) = 0. The
incomplete data indicator takes one of J+1= 4 values
D ∈
d1 =
1 0
0 1
 ,d2 =
1 0
0 0
 ,d3 =
0 0
0 1
 ,d4 =
0 0
0 0

 .
5Wherever possible, I will use the notation in Graham (2011) to facilitate a comparison with
the missing at random setup in that paper.
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For d1, this corresponds to observing all variables,
d1ψ (Z,β ) =
 W1 (y−Xβ )
W2 (y−Xβ )
 ,
for any value of β . In the stratum with D = d2, only the instrumentW1 is available. This corre-
sponds to observing
d2ψ (Z,β ) =
 W1 (y−Xβ0)
0
 .
Similarly, in the stratum with D = d3, only the second instrument W2 is observed. Finally, the
stratum with D = d4 corresponds to the observations for which both instruments are unavailable,
or for which the dependent variable or one of the regressors is not observed.
Models with multiple, incompletely observed, instruments are relevant for applied practice.
Some examples include Card (1995), Acemoglu et al. (2001), Rodrik et al. (2005), and Angrist
et al. (2010). Methodological contributions include Abrevaya and Donald (2011), Mogstad and
Wiswall (2012), and Feng (2016).
Example 2 (Rotating dynamic panel). Consider a five-period fixed effects autoregressive dis-
tributed lag model with regression equation:
Yit = αi+ρYi,t−1+Xitβ1+Xi,t−1β2+uit , t = 1, · · · ,5. (3.1)
Because of the presence of the fixed effects αi, estimation of the parameters θ = (ρ ,β1,β2) is
based on the regression equation in first differences:
∆Yit = ρ∆Yi,t−1+∆Xitβ1+∆Xi,t−1β2+∆uit , t = 2, · · · ,5. (3.2)
In the estimation of empirical growth models, and in the estimation of production functions, it is
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typically assumed that E [∆uit|Yi,t−3,Yi,t−4,Xi,t−3,Xi,t−4] = 0.6
For a hypothetical unit with five time periods, we have:
E

Yi2∆ui5
Xi2∆ui5
Yi1∆ui5
Xi1∆ui5
Yi1∆ui4
Xi1∆ui4

= 0.
Assume that a rotating panel is available. There are two cohorts, each providing four consecutive
time periods. The first cohort enters the sample in period 1 and leaves in period 4. The second
cohort enters the sample in period 2 and leaves in period 5. In that case, the incomplete data
indicators are
d˜1 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

, d˜2 =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

.
Example 6 in Appendix C discusses a closely related dynamic panel model with more complex
pattern of missingness. Such examples are abundant in empirical work, see for example the ap-
plications in Arellano and Bond (1991), Schularick and Steger (2010), Topalova and Khandelwal
(2011), Acemoglu et al. (2015), Acemoglu et al. (2018), among many others. In Section 6, I revisit
the study by Topalova and Khandelwal (2011) using the methods developed in this paper.
6Further lags of the dependent and explanatory variables would also qualify as instruments, but
are not available for any t because we are only considering five time periods. Closer lags are not
valid instruments due to measurement error and endogeneity.
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Example 3 (Panel binary choice). Consider a three-period fixed effects logit model for the de-
pendence of a sequence of binary outcomes Yi = (Yi1,Yi2,Yi3) on k-dimensional covariates Xi =
(Xi1,Xi2,Xi3) through conditional choice probabilities
P(Yit = 1|Xi,αi) = Λ(αi+Xitβ ) , t = 1,2,3.
With complete data, estimation of the common parameters proceeds by conditional maximum
likelihood, based on the conditional probability
P
(
Yi = y|∑
t
yt = c,Xi
)
=
exp(∑t ytXitβ )
∑d∈Bc exp(∑t dtXitβ )
, (3.3)
where Bc is the set of all sequences d with ∑t dt = c, see Chamberlain (1980) and Cameron and
Trivedi (2005, p. 2338). Estimation of β based on (3.3) requires that all time periods are available
for each cross-section unit.
I am not aware of any available estimator for β that allows for data to be incomplete at ran-
dom.7 However, the present framework easily accommodates this setting. Consider a combination
of two distinct time periods {(s, t) : 3≥ t > s≥ 1}. The random variables (Yis,Yit ,Xis,Xit) fol-
low a two-period binary choice model, with conditional probability P(Yit = 1|Yis+Yit = 1,Xi) =
Λ((∆stXi)β ) , where ∆stXi = Xit−Xis, i.e. a cross-sectional logit for a subpopulation of switchers.
The score is
E [Ai,st (∆stXi)(Yit −Λ((∆stXi)β ))] = 0, (3.4)
where Ai,st = 1{Yis+Yit = 1}.
7For example, Papke and Wooldridge (2008, p. 127) write: “The nonlinear models we apply
are difficult to extend to unbalanced panel data – a topic for future research.” Their discussion
indicates Papke (2005) as an application of the methodology developed here.
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The three-period model implies three such two period models, and 3k moment conditions:
E

Ai,12 (∆12Xi)(Yi2−Λ((∆12Xi)β ))
Ai,13 (∆13Xi)(Yi3−Λ((∆13Xi)β ))
Ai,23 (∆23Xi)(Yi3−Λ((∆23Xi)β ))
= 0. (3.5)
For a cross-section unit with complete data the incomplete data indicator is d1 = I3k: all moment
functions can be computed. For a cross-section unit that drops out after period 2 (attrition), d2 =
e1,3⊗ Ik. For a cross-section unit that enters the sample in period 2, d3 = e3,3⊗ Ik. For a cross-
section unit that is not observed in period 2, d4 = e2,3⊗ Ik. A cross-section unit that misses more
than one period has d5 = O3k.
The approach outlined in this example transfers to most panel models with unbalanced data.
Unbalanced panels are ubiquitous in applied work across fields, see e.g. Topalova and Khandelwal
(2011), de Loecker and Warzynski (2012), Becker and Woessmann (2013), Sturm and de Haan
(2015), and Yagan (2015), among many others.
3.2 Identification
The following assumption guarantees identification for the incomplete data setting, given that iden-
tification holds for complete data, i.e. Assumption 1 holds.
Assumption 2. Every component of ψ is observable in at least one stratum, so that the matrix
∑Jj=1 d j has full rank.
Assumption 2 rules out situations in which a component of ψ is never observed. If Assumption
2 fails, the analysis may proceed after removing the never-observed components from ψ (provided
that Assumption 1 holds for the reduced set of moment conditions).
Assumption 2 can hold even if identification fails in every stratum. This is an important dis-
tinction between the setup here and the multi-valued treatment framework in Cattaneo (2010), see
Appendix B. The following examples illustrate this for two distinct cases: (i) there exists at least
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one stratum in which the parameters are identified; (ii) identification fails in every stratum. In case
(i), standard results from the MAR setup can be applied to one of those strata, but the resulting pro-
cedure will be less efficient than the estimators proposed below. In case (ii), the results proposed
below are required for identification.
Example (Linear IV, continued). Recall Example 1. Existing results for missing data can be used
to define an estimator based on the subpopulation with both instruments observed (stratum 1, with
d1 = I2). The results in the present work can be applied to obtain more efficient procedures, see
the analysis in Section 4.1.
Now consider Example 4 in Appendix C, which differs from Example 1 because no complete
observations are available. Instead, for every observation, exactly one instrument is available. This
corresponds to strata 2 and 3, with
d2 =
1 0
0 0
 ,d3 =
0 0
0 1
 .
Note that d2+d3 = I2, so that Assumption 2 is satisfied, even though identification fails in every
stratum. The results below can be used to obtain a consistent and efficient estimator that deals with
this problematic data setting.
Example (Rotating dynamic panel, continued). Recall Example 2. For the first stratum, only
two moment conditions are available to three parameters: stratum identification does not hold.
Similarly, stratum identification does not hold for the second stratum. Furthermore, Assumption 2
does not hold for this formulation, since d˜1+ d˜2 6= I6. In other words, two of the moment functions
are not computable for any individual. For this reason, reduce the moment conditions to
ψ (Zi,θ) =

Yi2∆ui5
Xi2∆ui5
Yi1∆ui4
Xi1∆ui4

13
so that
Di ∈

d1 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

, d2 =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


and Assumption 2 is satisfied for the reduced set of moment conditions.
The framework in this paper can now be applied directly to estimate the parameters in the ADL
model. Existing results for dynamic panel models suggest that five time periods are required for
identification. However, the results below show that identification can be obtained using a rotating
panel with four periods per individual. An efficient estimator for the parameters in that model
follows immediately from the general results in this paper. This case is investigated in a simulation
study in Appendix D.1.
Example (Panel binary choice, continued). Recall Example 3. For this model, the results in this
paper are not necessary for identification: the researcher could simply discard strata 2 through
5, and apply results for the standard MAR setup to the balanced subpanel (stratum 1, d1 = I3k).
However, the efficiency gains can be substantial when the probability of missingness is large, as
will be demonstrated using Monte Carlo simulations in Appendix D. Similar efficiency gains may
be obtained using the results in Cattaneo (2010, Section 5.5).8
3.3 Sampling
The remainder of the paper analyzes efficient estimation of β0 under the following assumptions on
the sampling design and data availability.
8Strictly speaking, this would require an extension of the results in Cattaneo (2010) that allows
the moment conditions to depend on the stratum. An inspection of his proofs suggests that such
an extension is straightforward. See Appendix B for more details on the relationship between
Cattaneo’s results and those in the present manuscript.
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Assumption 3. (i) Random sampling: {(Zi,Di) , i= 1, · · · ,n} is an independent and identically
distributed sequence; (ii) the researcher observes Di, Xi, and Diψ (Zi,β ) for all β ∈ B; (iii)
missing at random: Y1 ⊥ D|X; (iv) overlap: there exists a κ > 0 such that
p j,0 (x) = P
(
D= d j
∣∣X = x)≥ κ (3.6)
for all j = 1, · · · ,J+1 and for all x ∈ supp(X).
This assumption generalizes the standard assumptions for missing data, in which an observa-
tion is either complete or completely missing. Assumptions 1, 2 and 3 reduce to the standard
missing at random (MAR) setup if J = 1 and d1 = Ip, see e.g. Graham, 2011. In what follows,
I will refer to that case as “missing data” or “the standard MAR setup”. One difference with the
standard MAR setup is that the conditional independence assumption in part (iii) could be gener-
alized to let the conditioning covariates vary by stratum, using the results in Hristache and Patilea
(2016).
The MAR assumption 3(iii) says that all observable data must be independent of what subset
of data is available, conditional on some covariates X . This assumption is best understood in
the context of an example. In the linear IV example, MAR requires instrument availability to be
conditionally independent of the value of the instruments, the covariates, and the error term in the
model. In the context of the panel binary choice model, it requires that the availability of data for
a given cross-section unit in a certain period is independent of the fixed effect of that individual,
and that it is also independent of the covariates and error terms in all time periods.9
9This assumption can be weakened. The crucial assumption on independence is that the mo-
ment functions are mean-independent of the incomplete data indicator conditional on the con-
founders. For example, in the linear IV example, the MCAR assumption can be weakened to: “in
each stratum, the observable instruments should be valid”. However, with some effort, one can
construct examples where identification fails under this weaker mean-independence assumption.
For this reason, the stronger MAR assumption is maintained in this manuscript.
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4 Efficiency bound
Assumptions 1 and 3 imply a set of conditional and unconditional moment conditions for each
stratum. For each j ∈ {1, · · · ,J}, define the stratum indicator s j = 1
{
D= d j
}
. The conditional
moment restrictions
E
[
s j
p j,0 (X)
−1
∣∣∣∣X]= 0 for all j = 1, · · · ,J, (4.1)
define the propensity scores (3.6). In the standard MAR setup, Graham (2011) refers to such
moment conditions as “auxiliary moments”. Furthermore, the unconditional moment restrictions
E
[
s j
p j,0 (X)
d jψ (Z,β0)
]
= 0, j = 1, · · · ,J, (4.2)
hold. These generalize Graham’s “identifying moments” to the incomplete data context. The
sample analogs of moment conditions (4.1) and (4.2) can be computed with the available data
(Assumption 3(ii)).
In what follows, denote by
Γ0 ≡ ∂E [ψ (Z,β0)]
∂β0
(4.3)
the expected derivative of the moment functions evaluated at the truth, if it exists. Also, denote by
Σ0 (X)≡ Var [ψ (Z,β0)|X ] the conditional variance of the moment function.
Assumption 4. (i) The distribution of Z has known, finite support; (ii) B is open, and there exists
a β0 ∈ B and 0 < p j,0 < 1, j = 1, · · · ,J, such that (4.1) and 4.2 hold; (iii) ψ is continuously
differentiable on Θ for all values in the support of Z, and Γ0 has full rank; (iv) Σ0 (x) is invertible
for all x ∈ supp(X).
These assumptions translate the requirements for Lemma 2 in Chamberlain (1987) and Theo-
rem 1 in Graham (2011) to the incomplete data setting. Below, I follow their results in constructing
a semiparametric efficiency bound. Part (i) imposes that the data follow a multinomial distribution.
The estimators I propose below do not require this, and still achieve the bound in the upcoming
Theorem 1. Remark 2 provides some additional discussion on this restriction. Part (ii) is not re-
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strictive. Part (iii) is a strong assumption on the smoothness of the moment function. In the large
sample theory developed in the remainder of this paper, this assumption is relaxed. The proposed
estimators allow for non-smooth moment conditions, and still achieve the efficiency bound. Part
(iv) requires enough variation in the conditional moments, which is readily checked in a given
application.
Theorem 1 (Efficiency bound). If Assumption 4 holds, then the information bound for any regular
estimator for β0 is given by
I0 (β0) = Γ
′
0
(
∑
j
(
d jΩ jd j
)+)
Γ0, (4.4)
where
Ω j = E
[
Σ0 (X)
p j,0 (X)
+q0 (X)q
′
0 (X)
]
, (4.5)
q0 (X) = E [ψ (Z,β0)|X ] . (4.6)
Proof. See Appendix A.1.
Section 4.1 provides an interpretation for this bound using the linear IV example. For an
interpretation in the general context, recall the information bound for the binary missing data case,
see e.g. Graham (2011):
IMD = Γ
′
0Ω
−1
1 Γ0, (4.7)
where Ω1 is a stratum-specific variance as in (4.5), for the complete-data stratum with p j,0 = p0
the standard propensity score, and d1 = Ip. First, note that the new bound in (4.4) is therefore a
generalization of the bound for the MAR setup with J = 1, d1 = Ip.
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Second, note that the contribution of stratum j to the information bound is
I j (β0) = Γ
′
0
(
d jΩ jd j
)+
Γ0, (4.8)
in the sense that I0 (β0) = ∑ j I j (β0). Compare (4.7) and (4.8): the new bound in (4.4) has the
interpretation that it is the sum of the information in the J implied binary missing data problems.
Remark 1. The bound is reminiscent of the bound for multi-valued treatment effects, cf. Cattaneo
(2010). Appendix B explores the relationship between the two frameworks in detail, see also
“Strand 1” in the literature review. To make a comparison of the bounds, we must consider the case
where d j = Ip for all j. Then the observation in Section 5.5 in Cattaneo (2010) can be applied. In
the framework of that section, set pi equal to β0 in this manuscript, and set β (pi) = (pi , · · · ,pi) so
that ∂β (pi∗) = ιJ⊗ Ip. The equivalence of the bounds then follows immediately.
Remark 2. The bound in Theorem 1 is for discrete data (Assumption 4(i)). This is an approach
that follows Chamberlain (1987), see also Chamberlain (1992a, 1992b), and Graham (2011). An
alternative approach would avoid the multinomial assumption.10 However, the bound in (4.4) can
be shown to apply to arbitrary distributions.11
10See Bickel et al., (1993), Hahn (1998), Chen et al. (2008), Cattaneo (2010). The lack of
invertibility apparent from (4.8) creates some technical difficulties in this approach.
11See Theorem 2 in Chamberlain (1987) for the unconditional case; Theorem 3 for conditional
case. Demonstrating that it can also be done for the mixed conditional/unconditional case is beyond
the scope of this paper.
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4.1 Linear IV case
Consider Example 1 (linear IV) from Section 3, with a set of instruments W = (W1,W2) and an
error term u= y−Xβ0, β0 ∈ R such that the moment conditions are given by
E [ψ (Z,β0)] = E
W1u
W2u
= 0. (4.9)
Either instrument can be missing, so J = 3 and the incomplete data indicator has support
D ∈
d1 =
1 0
0 1
 ,d2 =
1 0
0 0
 ,d3 =
0 0
0 1
 ,d4 =
0 0
0 0

 .
Some additional restrictions will allow us to compare the efficiency bound in (4.4) to several
estimators in common use. First, assume that X = 1, i.e. incompleteness is completely at random;
that each instrument is missing with probability p, so that p10= (1− p)2 and p20= p30= p(1− p).
Second, unbeknownst to the researcher, let E
(
u2
∣∣W)= σ2. Then
E
[
ψ (Z,β0)ψ (Z,β0)
′]
= σ2E
[
WW ′
]
= σ2ΣZ = σ
2
1 ρ
ρ 1
 .
Finally, assume that the instruments are equally correlated with the endogenous variable, E [WX ] =
σxwι2, with ιm the unit vector of length m.
The expression for the bound now simplifies because q0 (X) = 0 and Ω j =
σ2
1−p j0 ΣZ, and the
expected derivative is Γ0 = −σxwι2. The contribution of stratum j to the information bound (4.8)
is therefore given by
I j (β0) =
σ2xw
σ2
(
1− p j0
)
ι
′
2
(
d jΣZd j
)+
ι2.
For stratum 2 and 3,
I2 (β0) = I3 (β0) =
σ2xw
σ2
(1− p(1− p)) . (4.10)
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For the full data stratum,
I1 (β0) =
2σ2xw
σ2
(1− p)2
1+ρ
.
We can now conclude two things. First, the ratio of information in the incomplete strata 2 and 3
relative to stratum 1 is
I2+ I3
I1
= (1+ρ)
1− p+ p2
1−2p+ p2 .
If ρ = 0, the two incomplete strata contain more information than the complete one, demonstrating
that the information in the incomplete strata is not negligible.
Second, the information bound is
I0 (β0) = ∑
j
I j (β0) =
2σ2xw
σ2
(
(1− p)2
1+ρ
+(1− p(1− p))
)
. (4.11)
We wish to compare this bound for an optimal estimator to a few reasonable alternatives. First, the
complete case estimator (CC) uses only observations with both instruments. This corresponds to
the standardMAR setup, and using only stratum 1, so that ICC (β0)= I1 (β0) . Second, the infeasible
full data (FD) estimator with both instruments always available, with information corresponding
to the standard bound for (4.9), IFD = I1 (β0)/(1− p)2 . Third, the available case estimator which
replaces all instruments by zeros. This amount to estimating each of the moment functions using
all the observations for which that moment function is observed, with information is
IAC (β0) =
2σ2xw
σ2
× 1− p
1+ρ
.
This corresponds to using the moment conditions E [DWu] = 0. To see this, note that
µD ≡ E [D] =
1− p 0
0 1− p
 ,
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Figure 4.1: Information for different sets of moment conditions, as a function of ρ , for p1 = 0.5.
so the available case moment conditions have derivative−σxwµDι2 =−σxw (1− p) ι2 and variance
σ2 (1− p)ΣZ.
In Figure 4.1 we plot the asymptotic variance of the estimators, including an optimal one that
achieves the efficiency bound in 4.4, as a function of ρ for p= 0.5. The key aspect of this compar-
ison is that the two instruments provide similar sources of information. Therefore, as ρ increases,
two effects are expected. First, the total amount of information for β0 decreases, so we expect the
variance of all estimators to increase. Second, the amount of information on the instrument that
is missing increases. Since the optimal estimator is constructed such that it efficiently exploits the
correlation between the components of the moment conditions, we expect the relative performance
of the optimal estimator to increase.
5 Estimation
Assume that for each stratum j= 1, · · · ,J, an estimator p̂ j for the propensity score p j,0 is available.
Estimation of β can then be based on a matrix-weighted average of sample analogs of the feasible
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moment conditions (4.2) with the propensity score estimators p̂ j plugged in. The matrix weights
A j,n are sequences of random K× p matrices, which lead to the K−dimensional sample criterion
function:
Gn (β ) =∑
j
A j,n
1
n
n
∑
i=1
si j
pˆ j (Xi)
d jψ (Zi,β ) . (5.1)
The IPW estimator β̂n is defined as the value of β that sets that function equal to zero: Gn
(
β̂n
)
= 0.
In what follows, we will use ‖A‖ =
√
tr(A′A) to denote the matrix norm for any matrix A. For a
function f : D→ R, denote by ‖ f‖∞ its sup-norm ‖ f‖∞ = supx∈D | f (x)|.
5.1 Consistency
To establish consistency of the proposed estimator, we require some conditions on the propensity
score estimators, the weight matrices A j,n and their limits, on the function ψ , and on the parameter
space B.
Assumption 5. For each j = 1, · · · ,J, the propensity score estimator is consistent:
∥∥ p̂ j− p j,0∥∥∞ = op (1) .
Assumption 5 requires the propensity score estimators to be consistent. Cattaneo (2010, Ap-
pendix B) proposes a multinomial logistic series estimator that satisfies Assumption 5 under mild
conditions on the regressors. It can be used without modification in the present context.
Assumption 6. For each j, there exists a K× p matrix A j such that (i)
∥∥A j,n−A j∥∥ = op (1); (ii)
A jd j = A j; and (iii) rk(A) = K, where A= ∑ jA j.
Part (i) is standard. Parts (ii) and (iii) are necessary for identification. They restrict the choice
of limiting weights A j to prevent underidentification. This could happen if A j assigns zero weight
to moment conditions for which the corresponding elements d j are non-zero. If A j is chosen as the
non-zero rows of d j, part (iii) reduces to Assumption 2.
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Assumption 7. (i) The class of functions {ψ (·,β ) , β ∈B} is Glivenko-Cantelli; (ii)
E
[
sup
β∈B
‖ψ (Z,β )‖
]
< ∞;
(iii) E [ψ (Z,β )] is continuous; (iv) B is compact.
Part (i) guarantees the uniform convergence of sample averages of the original moment func-
tion ψ to its expectation. Together with part (ii) and the assumptions on the propensity scores
and their estimators, it implies uniform convergence of the sample criterion function (5.1). Parts
(iii) and (iv), combined with the limiting objective function having a unique zero, guarantee that
the minimum of the limiting objective function is well-separated (see proof for details). These
restrictions are mild. It allows for moment functions that are discontinuous, e.g. a maximum score
estimator for the panel data binary choice model with attrition and refreshment.
Theorem 2 (Consistency of IPW estimator). Under Assumptions 1, 2, 3, 5, 6, and 7,
β̂n
p→ β0 as n→ ∞.
5.2 Asymptotic normality
We impose some additional smoothness assumptions on ψ to establish
√
n−asymptotic normality
of the IPW estimator.
Assumption 8 (Differentiability). E [ψ (Z,β )] is differentiable in β at β0, and the derivative Γ0
has full rank.
Assumption 9. For some δ > 0: (i) The class of functions {ψ (·,β ) ,‖β −β0‖< δ} is Donsker;
(ii) the second moment is locally uniformly bounded:
E
[
sup
‖β−β0‖<δ
‖ψ (Z,β )‖2
]
< ∞.
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These assumptions are adapted from Cattaneo (2010, Assumption 6). They imply stochastic
equicontinuity of the criterion function. These smoothness assumptions are mild, requiring dif-
ferentiability only after smoothing by taking expectations, and requiring it only at the truth. It
rules in, among others, a modification of the instrumental variable quantile regression estimator
for incomplete data.
Theorem 3 (Limiting distribution of the IPW estimator). Under the conditions of Theorem 2,
Assumption 8, and 9, and ∥∥ p̂ j− p j,0∥∥∞ = op(n−1/4) ,
then for any β0 in the interior of B,
√
n
(
β̂n−β0
)
d→N
(
0,
(
Γ
′
0A
′
V−1A AΓ0
)−1)
, (5.2)
where
VA = ∑
j
A jΩ jA
′
j, (5.3)
with Ω j as in (4.5).
Remark 3 (Efficiency of the IPW estimator). The asymptotic variance is minimized by setting A∗j =
Γ
′
0
(
d jΩ jd j
)+
. This resembles the usual optimal choice of weights in moment-based estimation,
except for the d j which guarantee that only observable moment functions are selected for each
stratum. Call the resulting estimator β̂ ∗n . Then
√
n
(
β̂ ∗n −β0
)
d→N (0, I−10 (β0)) ,
i.e. the IPW estimator achieves the semiparametric efficiency bound derived in (4.4).
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5.3 Doubly robust estimation
For the doubly robust estimator, the researcher uses possibly misspecified working models for
the propensity score and the conditional expectation function.12 Posit a working model for the
propensity scores,
p j (X) = ζ1 j
(
h1 (X)γ j
)
, j = 1, · · · ,J, (5.4)
where h1 (X) is a K1×1 transformation of the confounders X , and the γ j are the associated regres-
sion coefficients.
Posit a working model for the conditional expectation function
q0 (X) = ζ2β (h2 (X)δ ) , β ∈B, (5.5)
where h2 (X) is some K2×1 vector of transformations h2 (X) with regression coefficient δ .
Assumption 10 (Correct parametric specification). (i) For each j = 1, · · · ,J, there exists a γ j,0 ∈
R
K1 such that p j,0 (X) = ζ1 j
(
h1 (X)γ j,0
)
a.s.; (ii) there exists a δ0 ∈ RK2 such that for all β ∈B,
q0 (X ,β ) = ζ2β (h2 (X)δ0) a.s.
Assumption 10(i) holds if the propensity score working model is correctly specified. This re-
striction is more stringent than in the usual missing data case: the model must be correctly specified
for all strata. Assumption 10(ii) requires the working model for the conditional expectation func-
tion to be correctly specified for all β . This is a standard requirement in the analysis of parametric
doubly robust estimators.
Assumption 11. (i) For each j = 1, · · · ,J, there exists an estimator γ̂ j,n such that γ̂ j,n p→ γ0
and
√
n
(
γ̂ j,n− γ0
) d→ N (0,Ωγ , j) and (ii) there exists an estimator δ̂n such that δ̂n p→ δ0 and
√
n
(
δ̂n−δ0
)
d→N (0,Ωδ ).
12There is a large literature on doubly robust estimation. Some contributions closely related to
current setup include Cattaneo (2010), Tan (2010), Graham (2011), Graham et al. (2012), Graham
et al. (2016), and Rothe and Firpo (2019).
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Assumption 11 requires that estimators are available that are consistent and asymptotically
normal at the parametric rate. This is not a restrictive assumption: the parameters in the working
models can typically be estimated using maximum likelihood (for γ j,0) and nonlinear least squares
(for δ0).
Consider the criterion function
GDRn (β ) = ∑
j
A j,n
1
n
n
∑
i=1
(
si jd jψ (Zi,β )
ζ1 j
(
h1 (Xi) γ̂ j,n
) − si j−ζ1 j (h1 (Xi) γ̂ j,n)
ζ1 j
(
h1 (Xi) γ̂ j,n
) d jζ2β (h2 (Xi) δ̂n)
)
(5.6)
and define the DR estimator β˜n through G
DR
n
(
β˜n
)
= 0. On top of inverse propensity score weight-
ing, the DR estimator makes a covariate adjustment based on an estimate of the conditional expec-
tation function.
Assumption 12. (i) The class of functions
{
ζ2β (h2 (·)δ0) , β ∈B
}
is Glivenko-Cantelli and
E
[
sup
β∈B
∥∥ζ2β (h2 (X)δ0)∥∥
]
< ∞;
(ii) there exists a κ˜ > 0 such that ζ1 j
(
Xγ j,0
)≥ κ˜ for all j.
These assumptions guarantee that (5.6) converges uniformly to its limit uniformly. Given that
the researcher is in control of the working models, this is not a restrictive assumption.
Assumption 13. (i) for each j = 1, · · · ,J, the link function ζ1 j (·) has a derivative ζ ′1 j, and there
exists an ε1 > 0 such that sup‖γ j−γ j0‖<ε1 E
[∥∥∥ζ ′1 j (h1 (X)γ j)h1 (X)∥∥∥] < ∞; (ii) for each β ∈ B,
there exists an ε2 > 0 such that sup‖δ−δ0‖<ε2 E
[∥∥ζ2β (h2 (Xi)δ )∥∥] < ∞; (iii) for each β ∈B, the
link function ζ2β has a derivative ζ
′
2β , and there exists an ε3 > 0 such that
sup
‖δ−δ0‖<ε3
E
[∥∥∥ζ ′2β (h2 (X)δ )h2 (X)∥∥∥]< ∞.
Assumption 13 imposes some conditions on the working models that guarantee that the re-
sulting class of criterion functions is well-behaved. The smoothness assumptions on the working
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models are stronger than those for the original moment functions, which is reasonable given that
the working models are under the control of the researcher.
Theorem 4 (DR consistency). If Assumptions 1, 2, 3, 6, 7, and 11 hold, and that at least one of
Assumption 10(i) or 10(ii) holds. Then β˜n
p→ β0.
Theorem 4 provides conditions under which the DR estimator β˜n is consistent. In particular,
it shows that β˜n is indeed doubly robust: only one of the working models needs to be correct for
consistency. For asymptotic normality and inference, I will impose some additional structure. The
results could be generalized to non-smooth settings by using techniques like those in Theorem 3.
Assumption 14 (Additional smoothness). There exists a δ > 0 such that (i) ψ (·,β ) is continuously
differentiable with respect to β on ‖β −β0‖< δ , and (ii) E
[
sup‖β−β0‖<δ ‖ψ (Z,β )‖
]
< ∞.
Theorem 5. If the conditions for Theorem 4 are satisfied, and Assumption 14 holds, then
√
n
(
β̂n−β0
)
d→N
(
0,
(
Γ
′
0A
′
V−1A AΓ0
)−1)
,
where VA is as in Theorem 3.
This theorem says that the DR estimator with correctly specified parametric propensity score
and conditional expectation function obtains the same limiting distribution as the IPW estimator
with nonparametric propensity score. If the limiting weight matrices are chosen as in Remark 3,
then the DR estimator is locally efficient.13
5.4 Inference
If the working models for the propensity score and the outcome equation are correctly specified, the
limiting distributions of the IPW and DR estimators coincide. Recall that the asymptotic variance
13It attains the efficiency bound (4.4), which does not incorporate the knowledge about the
parametric models, if both parametric models are correctly specified.
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is given by
(
Γ
′
0A
′
V−1A AΓ0
)−1
, whereVA =∑ jA jΩ jA
′
j. Consistent standard errors therefore require
consistent estimators for Γ0 and Ω j, j = 1, · · ·J.
An appropriate estimator for Γ0 depends on the specific application. For differentiable moment
conditions, an analog estimator may be based on the expression for the derivative.14 Cattaneo
(2010, Theorem 7) provides a general approach for smooth moment conditions that could be mod-
ified for incompletely observed moments. The estimator in Pakes and Pollard (1989, p. 1043) can
be used for non-smooth cases. In what follows, it is assumed that any such consistent estimator Γ̂n
is available.
Recall that the inversely weighted moment conditions have the variance that we are after:
Ω j = E
[
s j
p2j (X)
ψ (Z,β0)ψ (Z,β0)
′
]
(5.7)
= E
[
Σ0 (X)
p j,0 (X)
+q0 (X)q
′
0 (X)
]
. (5.8)
A natural estimator for Ω j is therefore
Ω̂ j =
1
n
n
∑
i=1
si j
p̂ j (Xi)
d jψ (Zi,βn)ψ (Zi,βn)
′
d j,
where βn is a consistent estimator for β0. The following result clarifies the conditions under which
consistent standard errors can be based on Ω̂ j.
Theorem 6. If βn
p→ β0,
∥∥∥Γ̂n−Γ0∥∥∥ = op (1), Assumptions 5, 6, and 3 hold, and if (i) ψ is con-
tinuous at β0 almost surely; (ii) there exists a δ > 0 such that E
[
sup‖β−β0‖<δ ‖ψ (Z,β )‖2
]
< ∞,
then (
Γ̂
′
nA
′
nV̂
−1
A,nAnΓ̂n
)−1 p→ (Γ′0A′V−1A AΓ0)−1 ,
14As an example, the linear IV example has Γ0 =−E
 W1X
W2X
 ,which can be estimated consis-
tently by using the framework outlined in this paper or by using an IPW estimator from the stratum
with complete data.
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where V̂A,n = ∑ jA j,nΩ̂ jA
′
j,n and An = ∑ jA j,n.
In the next section, we investigate the finite sample performance of this estimator. An alterna-
tive estimator for Ω j would use estimate Σ0 and q0 jointly from the J strata using the expression in
(5.8).
5.5 Simulation results
This section summarizes the results from a simulation study: more details are in Appendix D.
The study contains four designs. In three out of those four, the DGP satisfies MCAR; the fourth
satisfies MAR. Two out of the four designs are dynamic panel models (Section D.1); the other two
are fixed effects binary choice models (Section D.2). Identification holds in no stratum in the first
design; it holds in each stratum in the remaining designs.
The first design revisits Example 2. This design is interesting because identification fails in
each stratum and because no estimator is currently available for this example. I document the
performance of the IPW estimator and show that its performance increases as: (i) ρ increases; (ii)
the two cohorts become more different in terms of the information they provide.
The second design revisits Example 6, which is a version of Example 2 with an additional time
period and cohort. In this version, identification holds for each stratum. This design is interesting
because existing estimators are available, which allows us to document the efficiency gain of the
proposed estimator reative to existing ones. The IPW estimator dominates the other estimators in
terms of performance.
The third and fourth design revisit the fixed effects binary choice model in Example 3. The third
design looks at the MCAR case. We quantify the efficiency loss due to incompleteness, and show
that it is driven by the variance (the bias is negligible) and that it is lower for the IPW estimator
in this paper than for existing procedures. In design 4, we show that the results go through under
MAR, and that not controlling for selection can lead to severe biases.
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6 Empirical illustration
This section revisits the analysis in Topalova and Khandelwal (2011, henceforth TK), who inves-
tigate the effect of a trade reform using unbalanced firm-level panel data from India. Their paper
provides details regarding data and background. Their analysis provides an ideal test for the incom-
plete data estimators developed in this paper because their data is very unbalanced. For example,
less than half of the firms are observed over the entire period, and there are 46 distinct patterns.
Appendix E contains two figures that describe the incompleteness of the data in more detail.
This section focuses on efficiency gains from using the estimators developed in this paper. An
alternative consideration is selection, because it is theoretically possible that selection plays a role
in the unbalancedness of the panel. However, a comparison of columns 3 and 4 in TK suggests
that this is not the case. Furthermore, experiments with propensity scores that depend on size and
age of a firm did not yield different results. For this reason, I present results under MCAR.
Among other contributions, TK estimate the effects of industry-specific output tariffs on the
total factor productivity of firms. Their estimates in Table 4, columns 3 and 4 are based on a static
panel model:
pri jt = αi+β trade j,t−1+Xi jtγ +ui jt , (6.1)
where i indicates one of 3108 firms, j indicates a four-digit NIC industry, and t indicates a year
in the period 1990−1996. The dependent variable pr is a productivity measure constructed from
production function estimates (see TK, p. 998). The main explanatory variable trade is output
tariff measured at the industry level, lagged by one year. In my re-examination, Xi jt consists only
of time dummies. The quadratic age term in TK is closely approximated by the combination of
firm and time fixed effects, so that omitting it has almost no effect on the estimated effect of tariffs.
TK estimate this model using the panel fixed effects (FE) estimator. I instead use a first differ-
ence (FD) estimator. In the static model, FD and FE give very similar results. My reason for using
FD is that the estimator for the dynamic model is also estimated via FD.
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The FD moment conditions are
E

∆trade j,89∆ui j,90
∆ui j,90
...
∆trade j,95∆ui j,96
∆ui j,96

= 0, (6.2)
where ∆ui jt = ui jt − ui j,t−1, etc. The moment conditions involving ∆trade follow from the ex-
ogeneity of tariff changes to firm level decisions. The remaining moment conditions define the
time dummies. The incomplete data pattern for a completely observed firm is D1 = I14. A firm
that drops out in 1991 has D2 = e1,2⊗ I7, etc. In what follows, I discard patterns with fewer than
20 firms. For such patterns, the number of observations is insufficient for the estimation of the
corresponding part of the optimal weight matrix.
Table 1 contains the results.15 The column “TK (3)” reprints the results from column 3 in Table
4 of TK. It corresponds to an “available case” estimator, which replaces unobservable moment
functions by zeros. Column “TK (4)” corresponds to column 4 in Table 4 of TK, which implements
a complete case estimator, which uses only firms for which all measurements are available in all
time periods (a balanced subpanel). The adjacent “Rep” columns contain my replications of those
results. The replicated results are slightly different, because: (i) I use optimally weighted FD
instead of FE; (ii) I use bootstrap standard errors rather than robust standard errors; (iii) I did not
include age and age2 as control variables.
The column “efficient” implements the estimator proposed in this paper. The main takeaway
from Table 1 is that this leads to the lowest the standard errors, demonstrating the efficiency gains
that can be obtained. Table 8 (Appendix E) shows that relative efficiency varies with the param-
eter of interest. However, the estimator proposed in this paper dominates the complete case and
available case estimators.
15Additional findings are in Appendix E, Table 8.
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Available case Complete case Efficient
TK (3) Rep TK (4) Rep
β Estimate -0.053 -0.035 -0.059 -0.031 -0.043
SE (0.016) (0.013) (0.017) (0.011) (0.009)
n 14808 14808 8059 8059 -
Table 1: Results for the static panel model.
The dynamic model (TK, column 6) adds an autoregressive term to the productivity equation:
pri jt = αi+ρ pri j,t−1+β trade j,t−1+Xi jtγ + vi jt . (6.3)
TK estimate the parameters in this model using the procedure in Arellano and Bond (1991), which
is a GMM estimator based on the moment conditions
E

∆trade j,t−1∆vi jt
∆vi jt
pri jt−s∆vi jt
= 0, for t = 90, · · · ,96, s= t−2, t−3, · · · ,90.
Table 2 compares the result in TK with my replication, as well as with the efficient estimator
proposed in this paper. The replication is not exact because my replication does not include the age
term, as mentioned above. Note that the efficient estimator yields very substantial improvements
for efficient estimation of the autoregressive parameter (more than 50% relative to TK).
7 Conclusion
Many data sets used in applied econometrics are incomplete: different information is available
for different sampling units. In this paper, I propose a framework for parameter estimation with
incomplete data, by deriving moment conditions for the incomplete data that generalize those for
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TK (6) Rep Efficient
β Estimate -0.048 -0.041 -0.037
SE (0.013) (0.016) (0.013)
ρ Estimate 0.455 0.472 0.228
SE (0.068) (0.057) (0.032)
Table 2: Results for the dynamic panel model.
standard MAR setup for missing data. First, I state conditions under which identification can be
obtained with incomplete data. Second, I derive the efficiency bound for this framework. Third, I
propose and analyze IPW and DR estimators that attain the efficiency bound. The results are useful
for analyzing unbalanced panels, as shown in an application to the analysis of the effect of trade
reforms on firm productivity in India.
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A Proofs
A.1 Proof of Theorem 1
Proof of Theorem 1. This Theorem generalizes Graham’s (2011) Theorem 2.1, who considers the
case with J = 1 and d1 = I. The proof here mimics his proof. The main difference is that the
matrix algebra in step 3 of the current proof is more involved than step 3 in Graham’s (2011) The-
orem 2.1, owing to the presence of multiple strata, multinomial random variables in the propensity
score calculations, and generalized inverses to deal with strata that do not individually identify the
parameter.
Step 1 establishes the equivalence between the moment conditions (4.1) and (4.2) and a set of
unconditional moment restrictions. Step 2 applies Lemma 2 in Chamberlain (1987) to obtain the
information bound for those unconditional moment restrictions. Step 3 obtains the expression for
the bound in the main text. In the remainder of this proof, “assumption (iii)” refers to the third
assumption in the statement of the result in the main text.
The random object D is an incomplete data indicator that takes one of J values (d1, · · · ,dJ) and
signals which components of ψ are observed. We will work with a modified indicator that omits the
zero rows: call the resulting random object D˜, with support
{
d˜1, · · · , d˜J
}
. Each d˜ j is a rectangular
selection matrix of size r j× p, where r j is the number of observable components of ψ in stratum
j. For example, if p= 2, D˜ may take values d˜1 = I2, d˜2 =
[
1 0
]
, d˜3 =
[
0 1
]
, where d˜1 signals
that both components are observed, d˜2 corresponds to observing only the first component, and d˜3
corresponds to observing only the second component. Note that dJ+1 disappears from the analysis
because the stratum without any moment function observed does not contribute to the bound.
Assumption (i) says that Z follows a multinomial distribution. Let L be the number of support
points of X , so that X takes values in {x1, · · · ,xL} . The L× 1 vector B converts X into L binary
variables B= (1{X = x1} , · · · ,1{X = xL}) . Denote the probability that a unit with X = xl selects
into missing data pattern j by ρ jl,0 = P
(
D= d j
∣∣X = xl) ,and stack the selection probabilities for
pattern j into ρ j,0 =
(
ρ j1,0, · · · ,ρ jL,0
)
.Then we can write p j,0 (X) = B
′
ρ j,0.
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Step 1. The moment conditions in (4.1) and (4.2) are equivalent to
E [m1 (ρ0)] = E

m11 (ρ1,0)
...
m1J (ρJ,0)
= E


s1
B
′
ρ1,0
−1
...
sJ
B
′
ρJ,0
−1
⊗B
 = 0, (A.1)
E [m2 (ρ0,β0)] = E

m21 (ρ1,0,β0)
...
m2J (ρJ,0,β0)
= E

s1
B
′
ρ1,0
d˜1ψ (Z,β0)
...
sJ
B
′
ρJ,0
d˜Jψ (Z,β0)
 = 0. (A.2)
The dimension of m1 is JL× 1, and the dimension of m2 is r¯× 1, where r¯ = ∑ j r j is the total
number of components selected by the d j’s. The equivalence is then a straightforward extension
of Graham (2011, Supplementary material, Section A, Step 1).
Step 2. Definem= (m1,m2) and define the variance of the moment conditions as the (JL+ r¯)×
(JL+ r¯) matrix
V = E
[
m(ρ ,β )m(ρ ,β )
′]
(A.3)
=
V11 V12
V
′
12 V22

dimensions:
JL× JL r¯× r¯
r¯× r¯ JL× r¯

 (A.4)
where V12 = E
[
m1 (ρ0)m2 (β0,ρ0)
′]
, etc. Because of assumption (iv), this matrix is invertible.
Define its inverse as V−1 =
V 11 V 12
. . . V 22
 .
The expected derivative of the moment conditions is well-defined because of assumption (iii).
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We will denote it as the (JL+ r¯)× (JL+K) matrix
M = E
 ∂m(ρ ,β )
∂ (ρ ,β )
′
∣∣∣∣∣
β=β0,ρ=ρ0
 (A.5)
=
M1ρ OJL×k
M2ρ M2β

dimensions
JL× JL JL×K
r¯× JL r¯×K

 (A.6)
whereM2β = E
[
∂m2(ρ,β )
∂β
′
]
, etc. Note thatM2β will feature Γ0 from (4.3).
Because of the assumptions in the statement of the result, all the conditions for Lemma 2 in
Chamberlain (1987) are satisfied. To translate my notation to his, set his Θ = B× (0,1)JL, which
contains the true parameter θ0 = (β0,ρ0); set ψ (z,θ) = m(ρ ,β ). Chamberlain’s condition C1(i)
holds because of assumptions (ii) and (iii); C1(ii) holds because of assumption (ii); that C1(iii)
holds is implied by assumption (iv); and C1(iv) is assumed in (iii). Finally, we have assumed that
Z is multinomial. Then all the conditions for Chamberlain (1987, Lemma 1 and Lemma 2) are
satisfied, and it follows that the lower bound on the variance of β0 is given by
I (β0) =
{(
M
′
V−1M
)−1}
22
. (A.7)
The remainder of this proof establishes that the expression (A.7) is equal to the expression (4.4) in
the result.
The derivations for I0 (β ) simplify ifM
′
V−1M is block-diagonal. Note that
M′1ρ M′2ρ
0 M
′
2β

V 11 V 12
. . . V 22

M1ρ 0
M2ρ M2β
 =
A1 A2
A
′
2 M
′
2βV
22M2β
 ,
where
A1 = M
′
1ρV
11M1ρ +M
′
2ρV
12′M1ρ +M
′
1ρV
12M2ρ +M
′
2ρV
22M2ρ ,
A2 = M
′
1ρV
12M2β +M
′
2ρV
22M2β . (A.8)
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If A2 = 0, thenM
′
V−1M is block-diagonal, so that
I0 (β0) =M
′
2βV
22M2β . (A.9)
It can be seen from the expression (A.8) that this happens when M
′
1ρV
12M2β = −M′2ρV 22M2β ,
which happens when V
′
12V
−1
11 M1ρ = M2ρ (see Prokhorov and Schmidt, 2009). We verify this in
Step 3c and assume it in the meantime.
Step 3a. In this step, I obtain expressions for (dimensions in parentheses): (i)M2β (r¯×K); (ii)
V22 (r¯× r¯); (iii)V12 (JL× r¯); (iv)V11 (JL× JL), and its inverseV−111 ; (v)V 22=
(
V22−V ′12V−111 V12
)−1
(r¯× r¯). I aim for expressions of the form
L
∑
l=1
Al⊗ ele′l,
where el is the unit vector of appropriate dimension, with zeros everywhere and a 1 in position l.
This will facilitate the matrix products and inverses in steps (iv) and (v).
(i) DerivativeM2β . The moment function associated with the j-th stratum is an r j×1 vector
m2 j
(
ρ j,β
)
=
s j
p j (X)
d˜ jψ (Z,β ) .
The derivative is the r j×K matrix
∂m2 j
∂β
′ = d˜ j
s j
p j (X)
∂ψ (Z,β )
∂β
′
so that M2 j,β = d˜ jΓ0. To obtain the expected derivative M2β , we introduce some more notation.
The matrix
∆˜1 =

d˜1 0 0
0
. . .
0 d˜J

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is r¯× Jp, and the matrix
∆˜2 =

d˜1
...
d˜J

is r¯× p. Note that ∆˜2 = ∆˜1 (ιJ⊗ Ip), where ιJ is the J×1 vector of ones. Also note that ∆˜1∆˜′1 = Ir¯,
and ∆˜
′
1∆˜1 = ∆, where
∆ =

d1 0 0
0
. . .
0 dJ

is a square, block-diagonal matrix with square selection matrices d j as blocks.
16 The expected
derivative of m2 with respect to β at β0 is the r¯×K matrix
M2β =

d˜1
...
d˜J
Γ0 = ∆˜2Γ0.
(ii) VarianceV22. For the lower right block ofV,we have the r¯× r¯matrixV22=E
[
m2 (β ,ρ)m2 (β ,ρ)
′]
.
This matrix is blockdiagonal with r j×r j blocksE
[
m2 jm
′
2 j
]
. It is block-diagonal because E
[
s jsk
]
=
16As an example, let p= 3, and
d˜2 =
1 0 0
0 0 1
 ,
then d˜2d˜
′
2 = I2, and
d˜
′
2d˜2 =

1 0 0
0 0 0
0 0 1
= d2.
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0⇔ j 6= k, which implies E
[
m2 jm
′
2k
]
= 0 whenever j 6= k. The diagonal blocks are as in Graham
(2011, Theorem 2.1), i.e.
E
[
m2 jm
′
2 j
]
= E
[
s j
p2j,0 (X)
d˜ jψ (Z,β )ψ (Z,β )
′
d˜
′
j
]
= d˜ jE
[
E
[
s j
p2j,0 (X)
∣∣∣∣∣X
]
E
[
ψ (Z,β )ψ (Z,β )
′∣∣∣X]] d˜ ′j
= d˜ jE
[
1
p j,0 (X)
E
[
ψ (Z,β )ψ (Z,β )
′∣∣∣X]] d˜ ′j
= d˜ jE
[
1
p j,0 (X)
E
[
Σ0 (X)+q0 (X)q0 (X)
′]]
d˜
′
j,
where q0 (X) and Σ0 (X) are defined in the statement of the result. To rewrite this using the discrete
support of X ∈ {x1, · · · ,xL}, let τl = P(X = xl), ql = q0 (xl), and Σl = Σ0 (xl). Then the j-th block
can be written as
E
[
m2 jm
′
2 j
]
= d˜ j
[
L
∑
l=1
τl
ρ jl,0
(
Σl+qlq
′
l
)]
d˜
′
j. (A.10)
To construct V22, denote the J× J matrix of selection probabilities given X = xl by
R−1l,0 =

1
ρ1l,0
0 0
0
. . .
0 1ρJl,0
 .
Conditional on X = xl , D follows a multinomial distribution with probabilities Rl,0ιJ . Then
V22 =

d˜1 0 0
0
. . .
0 d˜J


L
∑
l=1
τl

1
ρ1l,0
0 0
0
. . .
0 1ρJl,0
⊗
(
Σl+qlq
′
l
)


d˜1 0 0
0
. . .
0 d˜J

′
= ∆˜1
(
L
∑
l=1
τlR
−1
l,0 ⊗
(
Σl +qlq
′
l
))
∆˜
′
1. (A.11)
(iii) Variance V12. The covariance V12 = E
[
m1m
′
2
]
consists of J2 blocks. Off-diagonal blocks
44
are of dimension L× rk
V12, jk = E
[
m1 jm
′
2k
]
= E
[
B
(
s j
p j,0 (X)
−1
)
sk
pk,0 (X)
ψ (Z,β )
′
d˜
′
k
]
= E
[
B
(
s jsk
p j,0 (X) pk,0 (X)
− sk
pk,0 (X)
)
ψ (Z,β )
′
]
d˜
′
k
= E
[
BE
[(
− sk
pk,0 (X)
)∣∣∣∣X]E [ψ (Z,β )′∣∣∣X]] d˜ ′k
= −E
[
Bq(X)
′]
d˜
′
k, (A.12)
or, in ∑l-format,
V12, jk = −

τ1q
′
1
...
τLq
′
L
 d˜ ′k =−
(
L
∑
l=1
τl⊗ elq
′
l
)
d˜
′
k. (A.13)
Next, consider the diagonal blocks (dimensions L× r j)
V12, j j = E
[
m1 jm
′
2 j
]
= E
[
B
(
s j
p j,0 (X)
−1
)
s j
p j,0 (X)
ψ (Z,β0)
′
d˜
′
j
]
= E
[
B
(
s j
p2j,0 (X)
− s j
p j,0 (X)
)
ψ (Z,β0)
′
]
d˜
′
j
= E
[
BE
[(
s j
p2j,0 (X)
− s j
p j,0 (X)
)∣∣∣∣∣X
]
E
[
ψ (Z,β0)
′∣∣∣X]] d˜ ′j
= E
[
B
(
1
p j,0 (X)
−1
)
q(X)
′
]
d˜
′
j. (A.14)
Recall that B is an L×1 vector and that q(X) is an p×1 vector. Continue the derivation above by
45
expressing (A.14) as a Kronecker product:
E
[
B
(
1
p j,0 (X)
−1
)
q(X)
′
]
d˜
′
j =

τ1
(
1
ρ j1,0
−1
)
q
′
1
...
τL
(
1
ρ jL,0
−1
)
q
′
L
 d˜ ′j
=
(
L
∑
l=1
τl
(
1
ρ jl,0
−1
)
⊗ elq
′
l
)
d˜
′
j
=
(
L
∑
l=1
τl
ρ jl,0
⊗ elq
′
l
)
d˜
′
j−
(
L
∑
l=1
τl⊗ elq
′
l
)
d˜
′
j. (A.15)
Now, arrange the blocks into V12. The structure is
V12 =

(
∑Ll=1
τl
ρ1l
⊗ elq′l
)
d˜
′
1 0 0
0
. . .
0
(
∑Ll=1
τl
ρJl
⊗ elq′l
)
d˜
′
J
−

(
∑Ll=1 τl ⊗ elq
′
l
)
d˜
′
1 · · ·
(
∑Ll=1 τl ⊗ elq
′
l
)
d˜
′
J
.
.
.
.
.
.(
∑Ll=1 τl ⊗ elq
′
l
)
d˜
′
1 · · ·
(
∑Ll=1 τl ⊗ elq
′
l
)
d˜
′
J

=

(
∑Ll=1
τl
ρ1l
⊗ elq′l
)
0 0
0
. . .
0
(
∑Ll=1
τl
ρJl
⊗ elq′l
)
 ∆˜′1−

(
∑Ll=1 τl ⊗ elq
′
l
)
· · ·
(
∑Ll=1 τl ⊗ elq
′
l
)
.
.
.
.
.
.(
∑Ll=1 τl ⊗ elq
′
l
)
· · ·
(
∑Ll=1 τl ⊗ elq
′
l
)
 ∆˜′1,
which reveals that
V12 =
(
L
∑
l=1
τlR
−1
l,0 ⊗ elq
′
l
)
∆˜
′
1−
(
L
∑
l=1
τlιJι
′
J⊗ elq
′
l
)
∆˜
′
1
=
(
L
∑
l=1
τl
(
R−1l,0 − ιJι
′
J
)
⊗ elq
′
l
)
∆˜
′
1. (A.16)
(iv) Variance V11. Let Fj =
s j
p j(X)
− 1 and F = (F1, · · · ,FJ) so that m1 (ρ0) = F ⊗B. We are
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after the inverse of
V11 = E
(
m1 (ρ0)m1 (ρ0)
′)
,
= E
[
(F⊗B)(F⊗B)′
]
,
= E
[
(F⊗B)
(
F
′⊗B′
)]
,
= E
[(
FF
′)⊗(BB′)] ,
= E
[
E
[(
FF
′)⊗(BB′)∣∣∣X]] ,
=
L
∑
l=1
τlE
[
FF
′∣∣∣X = xl]⊗ ele′l. (A.17)
The third equality uses (A⊗B)′ = A′⊗B′ , the fourth uses (A⊗B)(C⊗D) = (AC)⊗ (BD).
The conditional moment restriction (4.1) implies that E [F|X ] = 0, so (A.17) is
V11 =
L
∑
l=1
τlV (F|X = xl)⊗ ele′l. (A.18)
The conditional variance of F , V (F|X = xl) is obtained from standard results on the multinomial:
the conditional distribution of F is a linear transformation of a multinomial:
s1
...
sJ

∣∣∣∣∣∣∣∣∣∣
X = xl ∼MN (ρ1l, · · · ,ρJL) ,
(F |X = xl) d=
R−1l,0

s1
...
sJ
− ιJ|X = xl
 ,
V (F |X = xl) = R−1l,0V


s1
...
sJ

∣∣∣∣∣∣∣∣∣∣
X = xl
R−1l,0 .
,
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Because Rl,0ι = (ρ1l, · · · ,ρJl) is the J× 1 column vector of multinomial probabilities, it follows
that V (F|X = xl) = R−1l,0 − ιJι
′
J.
To compute the inverse ofV11 in (A.18), note that for any l 6= k, the product
(
ele
′
l
)(
eke
′
k
)
= 0,
so that:
V−111 =
(
L
∑
l=1
τlV (F|X = xl)⊗ ele
′
l
)−1
=
L
∑
l=1
1
τl
(
R−1l,0 − ιJι
′
J
)
−1⊗ ele′l. (A.19)
(v) Variance V 22. We have obtained the ingredients of V 22 =
(
V22−V ′12V−111 V12
)−1
in equa-
tions A.11, A.16, and (A.19). Remember that (A⊗B)′ =
(
A
′⊗B′
)
and (A⊗B)(C⊗D) = (AC)⊗
(BD), so that
V
′
12V
−1
11 = ∆˜1
L
∑
l1=1
L
∑
l2=1
(
τl1
(
R−1l1,0− ιJι
′
J
)
⊗ el1q
′
l1
)′( 1
τl2
(
R−1l2,0− ιJι
′
J
)−1
⊗ el2e
′
l2
)
= ∆˜1
L
∑
l1=1
L
∑
l2=1
τl1
τl2
((
R−1l1,0− ιJι
′
J
)′
⊗ql1e
′
l1
)((
R−1l2,0− ιJι
′
J
)−1
⊗ el2e
′
l2
)
= ∆˜1
L
∑
l1=1
L
∑
l2=1
τl1
τl2
((
R−1l1,0− ιJι
′
J
)(
R−1l2,0− ιJι
′
J
)−1
⊗ql1e
′
l1
el2e
′
l2
)
. (A.20)
where I have also used symmetry of
(
R−1l,0 − ιJι
′
J
)
. Because e
′
l1
el2 =

0 if l1 6= l2,
1 if l1 = l2,
, the expres-
sion in (A.20) reduces to
V
′
12V
−1
11 = ∆˜1
L
∑
l=1
(
IJ⊗qle
′
l
)
. (A.21)
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Using similar tools, I obtain
V
′
12V
−1
11 V12 = ∆˜1
L
∑
l=1
(
I⊗qle
′
l
)( L
∑
l=1
τl
(
R−1l,0 − ιJι
′
J
)
⊗ elq
′
l
)
∆˜
′
1
= ∆˜1
L
∑
l1=1
L
∑
l2=1
(
I⊗ql1e
′
l1
)(
τl2
(
R−1l2,0− ιJι
′
J
)
⊗ el2q
′
l2
)
∆˜
′
1
= ∆˜1
L
∑
l1=1
L
∑
l2=1
(
τl2
(
R−1l2,0− ιJι
′
J
)
⊗ql1e
′
l1
el2q
′
l2
)
∆˜
′
1
= ∆˜1
L
∑
l=1
τl
((
R−1l,0 − ιJι
′
J
)
⊗qlq
′
l
)
∆˜
′
1
using steps like those used to arrive at (A.21). Finally,
V22−V ′12V−111 V12 = ∆˜1
(
L
∑
l=1
τlR
−1
l,0 ⊗
(
Σl+qlq
′
l
))
∆˜
′
1− ∆˜1
L
∑
l=1
τl
((
R−1l,0 − ιJι
′
J
)
⊗qlq
′
l
)
∆˜
′
1
= ∆˜1
(
L
∑
l=1
τl
(
R−1l,0 ⊗
(
Σl +qlq
′
l
)
−
(
R−1l,0 − ιJι
′
J
)
⊗qlq
′
l
))
∆˜
′
1
= ∆˜1
(
L
∑
l=1
τl
(
R−1l,0 ⊗Σl+ ιJι
′
J⊗qlq
′
l
))
∆˜
′
1
≡ ∆˜1Λ0∆˜′1, (A.22)
where
Λ0 =
L
∑
l=1
τl
(
R−1l,0 ⊗Σl+ ιJι
′
J⊗qlq
′
l
)
= E
(
R−10 (X)⊗Σ0 (X)+ ιJι
′
J⊗q0 (X)q0 (X)
′)
,
R0 (X) = diag(p1,0 (X) , · · · , pJ,0 (X)) .
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In terms of the notation of the result,
V22−V ′12V−111 V12 =

d˜1Ω1d˜
′
1 0 0
0
. . . 0
0 0 d˜JΩJ d˜
′
J
 . (A.23)
Assuming invertibility of Λ0 (see Step 3c), V
22 =
(
V22−V ′12V−111 V12
)−1
=
(
∆˜1Λ0∆˜
′
1
)−1
, so that
(A.23) implies
V 22 =

(
d˜1Ω1d˜
′
1
)−1
0 0
0
. . . 0
0 0
(
d˜JΩJ d˜
′
J
)−1
 , (A.24)
with Σ j defined in (4.5).
Step 3b. Finally, we assemble the pieces of step 3a into the desired expression of the bound
M
′
2βV
22M2β :
I (β0) =M
′
2βV
22M2β
= Γ
′
0∆˜
′
2

(
d˜1Ω1d˜
′
1
)−1
0 0
0
. . . 0
0 0
(
d˜JΩJ d˜
′
J
)−1
 ∆˜2Γ0
= Γ
′
0
(
∑
j
d˜
′
j
(
d˜ jΩ jd˜
′
j
)−1
d˜ j
)
Γ0
= Γ
′
0
(
∑
j
(
d jΩ jd j
)+)
Γ0,
where the last step follows because the construction of d j and d˜ j implies
(
d jΩ jd j
)+
= d˜
′
j
(
d˜ jΩ jd˜
′
j
)−1
d˜ j.
Step 3c. The validity of the bound calculations in Steps 3a,b require that M has full rank,
that V is invertible, and that M′V−1M is blockdiagonal. In this final section, we show that these
requirements are satisfied.
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Rank ofM. It follows from Theorem 4.2 in Meyer (1973) thatM has full rank ifM1ρ andM2β
have full rank. If Γ0 has full rank (K), then the r¯×K matrix M2β = ∆˜2Γ0 has full rank because
Assumption 3 guarantees that ∆˜2 has full rank. Equation (A.27) below implies that M1ρ has full
rank (note: the probabilities are bounded away from 0).
Invertibility of V . To see that V is invertible, use the formula for the determinant of a block
matrix, det(V ) = det(V11)det
(
V22−V ′12V−111 V12
)
and the fact thatV22−V ′12V−111 V12 = ∆˜1Λ0∆˜
′
1 (see
(A.22)). Then, since V11 is invertible (see (A.19)) and the second term is invertible when Λ0 is, V
is invertible under Assumptions 1-3 and the conditions of Theorem 1.
Blockdiagonality of M
′
V−1M. Using Prokhorov and Schmidt (2009, Theorem 2.2, statement
9), blockdiagonality ofM
′
V−1M occurs when
V
′
12V
−1
11 M1ρ =M2ρ . (A.25)
From (A.21), we know that
V
′
12V
−1
11 = ∆˜1
L
∑
l=1
(
IJ⊗qle′l
)
. (A.26)
BecauseM1ρ is invertible (this follows from the following derivations), we can proceed by showing
thatM2ρM
−1
1ρ is also equal to the expression in (A.21).
First, note that
∂m1 j
∂ρ j,0
=− s j
(B′ρ j,0)
BB
′
so that E
[
∂m1 j
∂ρ j,0
]
=−∑Ll=1 τl 1ρ jl,0 ele
′
l and
M1ρ =−
L
∑
l=1
τlR
−1
l,0 ⊗ ele
′
l. (A.27)
Using a similar expression as for the inverse of V11 in (A.19), it obtains thatM
−1
1ρ =−∑Ll=1 1τlRl,0⊗
ele
′
l. Second, we need an expression for M2ρ . The ingredient is
∂m2 j
∂ρ j,0
= − s j
(B′ρ j,0)
d˜ jψ (Z,β )B
′
and its expectation is E
[
∂m2 j
∂ρ j,0
]
= −d˜ j ∑Ll=1 τl 1ρ jl,0qle
′
l. Stacking these across strata j yields M2ρ =
−∆˜1∑Ll=1 τlR−1l,0 ⊗qle
′
l . Finally, usingmanipulations like the ones used to simplify (A.20),M
−1
1ρ M2ρ =
∑Ll=1 IJ⊗qle
′
l.
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A.2 Proof of Theorem 2
Proof of Theorem 2. This proof follows the structure in Cattaneo (2010, Theorem 2) and verifies
the conditions of Pakes and Pollard (1989, henceforth PP89), Corollary 3.2. To link their notation
to the present case, set θ = β and G(θ) = ∑ jA jE
[
1{D=d j}
p j,0(X)
d jψ (Z,β )
]
. The definition of the
IPW estimator implies their condition (i). We check conditions (ii, identification) and (iii, uniform
convergence) below.
Identification. Informally, Assumption 1 assumes that the original moment conditions have
a unique zero; Assumption 2 guarantees that identification is not lost because of the incomplete
nature of the data; Assumptions 6(ii) and (iii) guarantees that the weight matrices are chosen in
such a way that identification is not lost.
We now show formally that well-separatedness (condition (ii) in PP89’s Corollary 3.2)) holds.
A sufficient condition is that G(θ) has a unique zero at θ0, is continuous, and that the parameter
space is compact. The latter two requirements are immediately implied by our Assumption 7(iii)
and (iv). It remains to show that G(θ) = 0⇔ θ = θ0. To see that this is the case, note that
G(θ) = ∑
j
A jd jEZ|X
[
E
[
1
{
D= d j
}∣∣X]
p j,0 (X)
E [ψ (Z,θ)|X ]
]
=
(
∑
j
A j
)
EZ|X [E [ψ (Z,θ)|X ]]
= AE [ψ (Z,θ)] , (A.28)
where the first step follows from MAR (Assumption 3(iii)) and a law of iterated expectations; the
second step follows from the definition of p j,0 (X), Assumption 6(ii) (A jd j = A j), and the fact that
the expectation does not depend on j; the final step follows from the definition of A and the law of
iterated expectations.
Assumption 1 states that AE [ψ (Z,θ0)] = 0. For any θ 6= θ0,
E [ψ (Z,θ)]′A′AE [ψ (Z,θ)]> 0
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because E [ψ (Z,θ)] 6= 0 because of Assumption 1, and because A′A has full rank (Assumption
6(iii)). Therefore, AE [ψ (Z,θ)] 6= 0, which concludes our demonstration of identification.
Uniform convergence. Condition (iii) in PP89’s Corollary 3.2 is implied by
sup
θ
‖Gn (θ)−G(θ)‖= op (1) , (A.29)
where the supremum here and in the remainder of this proof is understood to be over the entire
parameter space. By the triangle inequality,
sup
θ
‖Gn (θ)−G0 (θ)‖ ≤
J
∑
j=1
(
R1 j+R2 j+R3 j
)
where, letting si j = 1
{
Di = d j
}
,
R1 j = sup
θ
∥∥∥∥∥A j,n
(
1
n
n
∑
i=1
(
1
pˆ j (Xi)
− 1
p j,0 (Xi)
)
si jd jψ (Zi,θ)
)∥∥∥∥∥ ,
R2 j = sup
θ
∥∥∥∥∥(A j,n−A j)
(
1
n
n
∑
i=1
si j
p j,0 (Xi)
d jψ (Zi,θ)
)∥∥∥∥∥ ,
R3 j = sup
θ
∥∥∥∥∥A j
(
1
n
n
∑
i=1
si j
p j,0 (Xi)
d jψ (Zi,θ)−E
[
s j
p j,0 (X)
d jψ (Z,θ)
])∥∥∥∥∥ .
If we can demonstrate that each of these terms is op (1) for all j, we have demonstrated (A.29).
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First,
R1 j ≤
∥∥A j,n∥∥sup
θ
∥∥∥∥∥1n n∑
i=1
(
1
pˆ j (Xi)
− 1
p j,0 (Xi)
)
si jd jψ (Zi,θ)
∥∥∥∥∥
≤ ∥∥A j,n∥∥ 1
n
n
∑
i=1
sup
θ
∣∣∣∣ 1pˆ j (Xi) − 1p j,0 (Xi)
∣∣∣∣∥∥si jd j∥∥‖ψ (Zi,θ)‖
≤ √p∥∥A j,n∥∥ 1
n
n
∑
i=1
∣∣∣∣ 1pˆ j (Xi) − 1p j,0 (Xi)
∣∣∣∣sup
θ
‖ψ (Zi,θ)‖ (A.30)
≤√p∥∥A j,n∥∥ 1
n
n
∑
i=1
∣∣∣∣ p j,0 (Xi)− pˆ j (Xi)pˆ j (Xi) p j,0 (Xi)
∣∣∣∣sup
θ
‖ψ (Zi,θ)‖
≤
√
p
κ2
∥∥A j,n∥∥ 1
n
n
∑
i=1
∣∣p j,0 (Xi)− pˆ j (Xi)∣∣sup
θ
‖ψ (Zi,θ)‖
≤
√
p
κ2
∥∥A j,n∥∥∥∥p j,0− pˆ j∥∥∞ 1n n∑
i=1
sup
θ
‖ψ (Zi,θ)‖= op (1) ,
where the first inequality follows from the submultiplicative property of the norm; the second
follows from the submultiplicative property and the fact that the sup of sums is smaller than the
sum of sups; the third follows because si j ∈ {0,1} and
∥∥d j∥∥ ≤ ‖I‖ = p, and that the propensity
scores do not depend on θ ; the fourth rewrites the term with the propensity score term; the fifth uses
the fact that the propensity scores are bounded below by κ > 0; the sixth replaces the differences
in propensity scores at a point by the supremum over all points. The conclusion then follows from
the fact that A j,n converges so that it is Op (1), that the propensity score estimator is uniformly
consistent by Assumption 5, and the fact that
1
n
n
∑
i=1
sup
θ
‖ψ (Zi,θ)‖ p→ E
[
sup
θ
‖ψ (Zi,θ)‖
]
< ∞, (A.31)
from a standard LLN and Assumption 7(ii).
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Second,
R2 j ≤
∥∥A j,n−A j∥∥sup
θ
∥∥∥∥∥1n n∑
i=1
si j
p j,0 (Xi)
d jψ (Zi,θ)
∥∥∥∥∥
≤ ∥∥A j,n−A j∥∥ 1
n
n
∑
i=1
si j
p j,0 (Xi)
∥∥d j∥∥ sup
θ
‖ψ (Zi,θ)‖
≤
√
p
κ
∥∥A j,n−A j∥∥ 1
n
n
∑
i=1
sup
θ
‖ψ (Zi,θ)‖
=
√
p
κ
op (1)Op (1) = op (1) ,
where the first two inequalities are as in the previous derivation; the third inequality uses that
si j ∈ {0,1} and
∥∥d j∥∥ ≤ ∥∥Ip∥∥ = √p. For the first equality, the op (1) restates Assumption 6(i),
whereas the Op (1) term follows from a law of large numbers and Assumption 7(ii), as in (A.31).
Finally,
R3 j ≤
∥∥A j∥∥sup
θ
∥∥∥∥∥
(
1
n
n
∑
i=1
si j
p j,0 (Xi)
d jψ (Zi,θ)−E
[
s j
p j,0 (X)
d jψ (Z,θ)
])∥∥∥∥∥
=
∥∥A j∥∥op (1) = op (1) ,
because
∥∥A j∥∥ is bounded because it is a limit, and the op (1) term follows because
{
1
{·= d j}
p j,0 (·) d jψ (·,θ) , θ ∈B
}
(A.32)
is Glivenko-Cantelli, which follows from Assumption 7(i); that p j,0 is bounded from below by κ
(Assumption 3(iv)); and that Assumption 7(iii) implies a bounded envelope of the class in (A.32).
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A.3 Proof of Theorem 3
Proof of Theorem 3. This proof proceeds by verifying the conditions in PP89, Theorem 3.3, with
θ = β ,
G(θ) = E
[
∑
j
A j
1
{
D= d j
}
p j,0 (X)
d jψ (Z,β )
]
,
and
Gn (θ) = ∑
j
A j,n
(
1
n
n
∑
i=1
1
{
Di = d j
}
pˆ j (Xi)
d jψ (Zi,β )
)
.
Condition (i) is satisfied by the definition of the IPW estimator. To see that their condition (ii)
is satisfied, remember from the proof of consistency (Theorem 2, page 52, equation (A.28)) that
G(θ) = AE [ψ (Z,θ)]
so that G(θ) is differentiable at θ0 with derivative matrix AΓ. That AΓ has full rank follows from
the Assumption that A has full rank (Assumption 6(iii)) and that Γ has full rank (Assumption 8).
Instead of Pakes and Pollard’s condition (iii), I will verify the slightly stronger condition that
for all δn = o(1),
sup
‖θ−θ0‖<δn
‖Gn (θ)−G(θ)−Gn (θ0)‖= op
(
n−1/2
)
. (A.33)
With the upcoming decomposition in mind, I define
H jn (θ , p) =
1
n
n
∑
i=1
1
{
Di = d j
}
p(Xi)
ψ (Zi,θ) ,
H j (θ , p) = E
[
1
{
D= d j
}
p(X)
ψ (Z,θ)
]
,
so that
Gn (θ)−G(θ)−Gn (θ0) = ∑
j
[
A j,nd jH jn
(
θ , p̂ j
)−A jd jH j (θ , p j,0)−A j,nd jH jn (θ0, p̂ j)] .
Following Cattaneo (2010, proof of Theorem 4), the condition (A.33) is established by verifying
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each of terms in ∑Jj=1
(
R1 j+R2 j+R3 j+R4 j
)
is op (1), where
R1 j ≡ sup
‖θ−θ0‖<δn
√
n
∥∥H jn (θ , p j,0)−H j (θ , p j,0)−H jn (θ0, p j,0)∥∥ ,
R2 j ≡ sup
‖θ−θ0‖<δn
√
n
∥∥H jn (θ , p̂ j)−H jn (θ , p j,0)−∆ jn (θ , p̂ j− p j,0)∥∥ ,
R3 j ≡ sup
‖θ−θ0‖<δn
√
n
∥∥H jn (θ0, p j,0)−H jn (θ0, p̂ j)−(−∆ jn (θ0, p̂ j− p j,0))∥∥ ,
R4 j ≡ sup
‖θ−θ0‖<δn
√
n
∥∥∆ jn (θ , p̂ j− p j,0)−∆ jn (θ0, p̂ j− p j,0)∥∥ ,
∆ jn
(
θ , p̂ j− p j,0
)≡−1
n
n
∑
i=1
1
{
Di = d j
}
p2j,0 (Xi)
ψ (Zi,θ)
[
p̂ j (Xi)− p j,0 (Xi)
]
,
and the last term is the differential (with respect to the propensity score) of H jn at
(
θ , p j,0
)
. By the
triangle inequality, demonstrating that each one of those terms is op (1) implies condition (A.33).
17
To see that R1 j is op (1), it is sufficient to show that the class of functions
{
1
{·= d j}
p j,0 (·) ψ (·,θ) : θ ∈B,‖θ −θ0‖< δn
}
is Donsker with a finite envelope. But this follows immediately from a preservation theorem for
Donsker classes, e.g. van der Vaart andWellner (1996, Theorem 2.10.6), given the local Donskerity
of the original class of moment functions (Assumption 9(i)), which is assumed to have a finite
envelope (Assumption 9(iii)), and by the assumption that the propensity score p j,0 is bounded
away from 0 uniformly (Assumption 3(iv)).
To see why R2 j = op (1), note that the moment function, at every value θ , depends smoothly
on the infinite-dimensional parameter p j (·), and that the denominator is bounded away from 0. As
a result, “linearization” is satisfied, see e.g. Newey (1994, Assumption 5.1). In other words, there
exists a function b(Zi) such that
1
{
Di = d j
}
p j (Xi)
ψ (Zi,θ )−
1
{
Di = d j
}
p j,0 (Xi)
ψ (Zi,θ )−
1
{
Di = d j
}
p2j,0 (Xi)
ψ (Zi,θ )
[
p j (Xi)− p j,0 (Xi)
]≤ b(Zi)∥∥p j− p0∥∥2 .
17The presence of the weight matrices does not create additional difficulties beyond notational
ones, and they are therefore omitted from the analysis.
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This upper bound does not depend on β . Because we assumed in the statement of the theorem that∥∥p̂ j− p j,0∥∥∞ = op(n−1/4), we can conclude that R2 j = op (1). The same applies to R3 j.
Finally, for R4 j,
R4 j = sup
‖θ−θ0‖<δn
√
n
∥∥∥∥∥1n n∑
i=1
1
{
Di = d j
}
p2j,0 (Xi)
(ψ (Zi,θ)−ψ (Zi,θ0))
(
p̂ j (Xi)− p j,0 (Xi)
)∥∥∥∥∥
≤ sup
‖θ−θ0‖<δn
√
n
1
n
n
∑
i=1
1
{
Di = d j
}
p2j,0 (Xi)
‖ψ (Zi,θ)−ψ (Zi,θ0)‖
∣∣p̂ j (Xi)− p j,0 (Xi)∣∣
≤ ∥∥p̂ j− p j,0∥∥∞× sup‖θ−θ0‖<δn√n1n
n
∑
i=1
1
{
Di = d j
}
p2j,0 (Xi)
‖ψ (Zi,θ)−ψ (Zi,θ0)‖ . (A.34)
= op (1) .
The first inequality follows from the triangle inequality and the submultiplicativity of the norm,
and the second from the definition of the sup-norm. The final equality follows from the uniform
consistency of p̂ j (Assumption 5) and the demonstration in the following paragraph.
For n large enough, consider the class of functions
Q =
{
1
{·= d j}
p2j,0 (·)
‖ψ (·,θ)−ψ (·,θ0)‖ : θ ∈B,‖θ −θ0‖< δn
}
.
This class is Donsker, because of a preservation theorem for Donsker classes, e.g. van der Vaart and
Wellner (1996, Theorem 2.10.6). The conditions for preservation hold because of local Donskerity
of the original class of moment functions (Assumption 9(i)), the assumption that it has a finite
envelope (which follows from the triangle inequality and then applying Assumption 9(ii)), and the
assumption that the propensity score is bounded away from 0 uniformly (Assumption 3(iv)). Let
Qn (θ) =
1
n
n
∑
i=1
1
{
Di = d j
}
p2j,0 (Xi)
‖ψ (Zi,θ)−ψ (Zi,θ0)‖
be the sample average across a function from Q. Qn (θ0) = 0 by construction, so that the second
term in (A.34) is a stochastic equicontinuity condition on Q.
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For condition (iv): that a central limit theorem applies to the sample criterion function follows
from Lemma 5.1 in Newey (1994), henceforth N94. To see that the required Assumptions for
N94’s Lemma 5.1 hold, note that we have already used “linearization” (N94’s Assumption 5.1)
in verifying that R2 j = op (1) and R3 j = op (1). N94’s Assumption 5.2 (stochastic equicontinuity
of the derivative) was establish in the verification that R4 j = op (1). Assumption 5.3 is verified in
existing work on binary missing data, see the references below. All the conditions for Lemma 5.1
in Newey (1994) are therefore satisfied, and all that is required is to obtain an expression for the
asymptotic variance.
To see that the asymptotic variance is VA as in (5.3), note that the asymptotic variance for the
sample objective function is
Var
[
∑
j
A j
1
{
Di = d j
}
p̂ j (X)
d jψ (Z,β0)
]
= ∑
j
A jd j
(
Var
[
1
{
D= d j
}
p̂ j (X)
ψ (Z,β0)
])
d jA
′
j
= ∑
j
A jd jΩ jd jA
′
j,
where the first equality follows from independence across strata and the second equality defines
Ω j.
The stratum-specific variance Ω j is identical to that of the binary missing data case and can be
imported from Chen et al. (2008), Cattaneo (2010), or Graham (2011). Because of linearization
(see the analysis of R2 j and R3 j above), the asymptotic variance of the IPW moment conditions
can be expressed as
Ω j = Var
[
1
{
D= d j
}
p j,0 (X)
ψ (Z,β0)−
1
{
D= d j
}− p j,0 (X)
p j,0 (X)
q0 (X)
]
, (A.35)
where the first term corresponds to the case of a known propensity score, and the second term
corrects for the fact that it is estimated. It is straightforward to show (see e.g. Cattaneo (2010))
that
Ω j = E
[
Σ0 (X)
p j,0 (X)
+q0 (X)q
′
0 (X)
]
, (A.36)
59
so that the asymptotic variance of the limiting objective function is
VA = ∑
j
A jd jE
[
Σ0 (X)
p j,0 (X)
+q0 (X)q
′
0 (X)
]
d jA
′
j.
Because condition (v) was assumed in the statement of the theorem, this concludes the proof.
A.4 Proof of Theorem 4
Proof of Theorem 4. This proof follows closely that of Theorem 2, where we verified the condi-
tions in PP89, Corollary 3.2. For the present case, set their θ to our β , and Gn (θ) = G
DR
n (β ).
Finally, set their limiting objective function G(θ) to
GDR (β ) = E
[
∑
j
A j
(
s j
ζ1 j
(
h1 (X)γ j,0
)d jψ (Z,β )− s j−ζ1 j (h1 (X)γ j,0)
ζ1 j
(
h1 (X)γ j,0
) d jζ2β (h2 (X)δ0)
)]
= E
[
∑
j
A jd jg j (Z,β )
]
g j (Z,β ) =
s j
ζ1 j
(
h1 (X)γ j,0
)ψ (Z,β )− s j−ζ1 j (h1 (X)γ j,0)
ζ1 j
(
h1 (X)γ j,0
) ζ2β (h2 (X)δ0)
Identification. Their condition (i) is satisfied by the construction of β˜n. Because of com-
pactness of B (Assumption 7(iv) and continuity of E [ψ (Z,β )] in β at β0 (Assumption 7(iii)),
well-separatedness (their condition (ii)) holds if GDR (β ) = 0⇔ β = β0. To see that this is the
case, first note that
E
[
g j (Z,β )
]
= E
[
s j
ζ1 j
(
h1 (X)γ j,0
)ψ (Z,β )− s j−ζ1 j (h1 (X)γ j,0)
ζ1 j
(
h1 (X)γ j,0
) ζ2β (h2 (X)δ0)
]
= E
[
p j,0 (X)
ζ1 j
(
h1 (X)γ j,0
)q(X ,β )− p j,0 (X)−ζ1 j (h1 (X)γ j,0)
ζ1 j
(
h1 (X)γ j,0
) ζ2β (h2 (X)δ0)
]
.
(A.37)
If the propensity score is correctly specified, then p j,0 (X) = ζ1 j
(
h1 (X)γ j,0
)
so that (A.37) simpli-
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fies to
E
[
g j (Z,β )
]
= E
[
1q(X ,β )+0ζ2β (h2 (X)δ0)
]
= E [ψ (Z,β )] .
Alternatively, if the conditional expectation function is correctly specified, then q(X ,β ) =
ζ2β (h2 (X)δ0) so that
E
[
g j (Z,β )
]
= E
[
p j,0 (X)
(
q(X ,β )−ζ2β (h2 (X)δ0)
)
ζ1 j
(
h1 (X)γ j,0
) +ζ2β (h2 (X)δ0)
]
= E
[
ζ2β (h2 (X)δ0)
]
= E [ψ (Z,β )] .
Therefore, if either of the working models is correctly specified, GDR (β ) has a unique root at zero.
This follows from the restrictions imposed on the matrices A j,d j, as in the proof of Theorem 2.
For more details, see the proof around equation (A.28) on page 52.
Uniform convergence. The final condition (iii) in PP89’s Corollary 3.2 to check is that
sup
β∈B
∥∥GDRn (β )−GDR (β )∥∥= op (1) .
By the triangle inequality,
sup
β∈B
∥∥GDRn (β )−GDR (β )∥∥≤ sup
β∈B
∑
j
∥∥A jnd jG1n (β )−A jd jG1 (β )∥∥
with
G1n (β ) =
1
n
n
∑
i=1
(
si j
ζ1 j
(
h1 (Xi) γ̂ j,n
)ψ (Zi,β )− si j−ζ1 j (h1 (Xi) γ̂ j,n)
ζ1 j
(
h1 (Xi) γ̂ j,n
) ζ2β (h2 (Xi) δ̂n)
)
=
1
n
n
∑
i=1
si j
(
ψ (Zi,β )−ζ2β
(
h2 (Xi) δ̂n
))
ζ1 j
(
h1 (Xi) γ̂ j,n
) +ζ2β (h2 (Xi) δ̂n)

G1 (β ) = E
[
s j
(
ψ (Z,β )−ζ2β (h2 (Xi)δ0)
)
ζ1 j
(
h1 (Xi)γ j,0
) +ζ2β (h2 (Xi)δ0)
]
.
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Using the triangle inequality, and the fact that A jn,A j,d j can be ignored in op (1) calculations (see
proof of Theorem 2), implies that it is sufficient to establish that the following two terms are op (1) :
R1 j = sup
β∈B
∥∥∥∥∥1n n∑
i=1
(
si j
ζ1 j
(
h1 (Xi)γ j,0
)ψ (Zi,β )− si j−ζ1 j (h1 (Xi)γ j,0)
ζ1 j
(
h1 (Xi)γ j,0
) ζ2β (h2 (Xi)δ0)
)
−E
[
s j
ζ1 j
(
h1 (X)γ j,0
)ψ (Z,β )− s j−ζ1 j (h1 (X)γ j,0)
ζ1 j
(
h1 (X)γ j,0
) ζ2β (h2 (X)δ0)
]∥∥∥∥∥ ,
R2 j = sup
β∈B
∥∥∥∥∥1n n∑
i=1
(
si j
ζ1 j
(
h1 (Xi) γ̂ j,n
)ψ (Zi,β )− si j−ζ1 j (h1 (Xi) γ̂ j,n)
ζ1 j
(
h1 (Xi) γ̂ j,n
) ζ2β (h2 (Xi) δ̂n)
)
(A.38)
−1
n
n
∑
i=1
(
si j
ζ1 j
(
h1 (Xi)γ j,0
)ψ (Zi,β )− si j−ζ1 j (h1 (Xi)γ j,0)
ζ1 j
(
h1 (Xi)γ j,0
) ζ2β (h2 (Xi)δ0)
)∥∥∥∥∥ .
R1j. That R1 j = op (1) follows because
F =
{
s jψ (·,β )
ζ1 j
(
h1 (·)γ j,0
) − s j−ζ1 j (h1 (·)γ j,0)
ζ1 j
(
h1 (·)γ j,0
) ζ2β (h2 (·)δ0) ,β ∈B
}
is Glivenko-Cantelli (GC). To see that this is the case, first note that
F1 =
{
s jψ (·,β )
ζ1 j
(
h1 (·)γ j,0
) ,β ∈B}
is GC because of Assumption 7(i) (that the class of ψ is GC) and that ζ1 j
(
h1 (·)γ j,0
)
is bounded
away from 0 (Assumption 12(ii)). Second, note that
F2 =
{
s j−ζ1 j
(
h1 (·)γ j,0
)
ζ1 j
(
h1 (·)γ j,0
) ζ2β (h2 (·)δ0) ,β ∈B
}
because the ζ2β (h2 (·)δ0) form a GC class (Assumption 12(i)), and that ζ1 j
(
h1 (·)γ j,0
)
is bounded
away from 0 (Assumption 12(ii)).
R2j. That R2 j = op (1) follows because of an application of the mean-value theorem. It states
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that for Dn
(
γ˜ j,n, δ˜n
)
- the derivative of (A.38), evaluated at some intermediate value
(
γ˜ j,n, δ˜n
)
,
R2 j = sup
β∈B
∥∥∥∥∥∥∥Dn
(
γ˜ j,n, δ˜n
)γ̂ j,n− γ0
δ̂n−δ0

∥∥∥∥∥∥∥
≤
∥∥∥∥∥∥∥
γ̂ j,n− γ0
δ̂n−δ0

∥∥∥∥∥∥∥ supβ∈B
∥∥∥Dn(γ˜ j,n, δ˜n)∥∥∥
which is op (1) if supβ∈B
∥∥∥Dn(γ˜ j,n, δ˜n)∥∥∥= Op (1). The derivative with respect to γ is,
Dn,γ (γ,δ ) =−1
n
∑
i
[
si j
(
ψ (Zi,β )−ζ2β (h2 (Xi)δ )
)
ζ 21 j
(
h1 (Xi) γ̂ j,n
) ζ ′1 j (h1 (Xi)γ)h1 (X)
]
,
where ζ
′
1 j is the derivative of ζ1 j with respect to its index argument. For the first term, note that
E
[
sup
β∈B,
∥∥∥∥∥si j
(
ψ (Zi,β )−ζ2β (h2 (Xi)δ )
)
ζ 21 j (h1 (Xi)γ)
∥∥∥∥∥
]
≤ 1
κ2
E
[
sup
β∈B
∥∥ψ (Zi,β )−ζ2β (h2 (Xi)δ )∥∥
]
≤ 1
κ2
(
E
[
sup
β∈B,
‖ψ (Zi,β )‖
]
+E
[∥∥ζ2β (h2 (Xi)δ )∥∥]
)
where the first term is bounded because of Assumption 7(i) and the second term is bounded because
of Assumption 13(ii). For the second term,
E
[
ζ
′
1 j (h1 (Xi) γ˜n)h1 (X)
]
< ∞
because of Assumption 13(i).
The derivative with respect to δ is
Dn,γ (γ,δ ) =−1
n
∑
i
[
si j−ζ1 j (h1 (Xi)γ)
ζ1 j (h1 (Xi)γ)
ζ
′
2β (h2 (Xi)δ )h2 (Xi)
]
,
so that the desired boundedness follows from κ ≤ ζ1 j (h1 (Xi)γ) ≤ 1− (J−1)κ and Assumption
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13(iii).
A.5 Proof of Theorem 5
Proof of Theorem 5. All the conditions for Newey and McFadden (1994, Theorem 6.1) are satis-
fied. All that remains is to derive the expression for the asymptotic variance under Assumption 10.
This is the key part of our result since it implies local efficiency of the DR estimator.
We first derive the asymptotic variance of the moment function for the case that γ0 and δ0 are
known. Then, we show that the adjustment term from plugging in parametric estimators for the
working model parameters is zero.
First, the known-(γ0,δ0) variance of the moment conditions h j,
h j (Z,β ) =
s jψ (Z,β )
ζ1 j
(
h1 (X)γ j,0
) − s j−ζ1 j (h1 (X)γ j,0)
ζ1 j
(
h1 (X)γ j,0
) ζ2β (h2 (X)δ0)
= h1 j−h2 j.
Because E
[
h1 j
]
= E
[
h2 j
]
= 0, and because the cross-term will be shown to be symmetric,
Var
[
h j (Z,β )
]
= E
[
h1 j (Z,β )h
′
1 j (Z,β )
]
+E
[
h2 j (Z,β )h
′
2 j (Z,β )
]
−2E
[
h1 j (Z,β )h
′
2 j (Z,β )
]
.
Dealing with the terms in order of appearance, and using that ζ1 j
(
h1 (X)γ j,0
)
= p j,0 (X) and
ζ2β (h2 (X)δ0) = q(X ,β ), we obtain
E
[
h1 j (Z,β )h
′
1 j (Z,β )
]
= E
[
E
[
s jψ
2 (Z,β )
p2j,0 (X)
∣∣∣∣∣X
]]
= E
[
Σ0 (X)+q(X ,β )q(X ,β )
′
p j,0 (X)
]
,
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and
E
[
h2 j (Z,β )h
′
2 j (Z,β )
]
= E
[(
s j− p j,0 (X)
)2
p2j,0 (X)
q(X ,β )q(X ,β )
′
]
= E
[
1− p j,0 (X)
p j,0 (X)
q(X ,β )q(X ,β )
′
]
,
and
E
[
h1 j (Z,β )h
′
2 j (Z,β )
]
= E
[
s j
(
1− p j,0 (X)
)
p2j,0 (X)
ψ (Z,β )q
′
(X ,β )
]
= E
[
1− p j,0 (X)
p j,0 (X)
q(X ,β )q
′
(X ,β )
]
= E
[
h2 (Z,β )h
′
1 (Z,β )
]
.
Then the variance is
Var
[
h j (Z,β )
]
= E
[
Σ0 (X)+q(X ,β )q(X ,β )
′
p j,0 (X)
]
+E
[
1− p j,0 (X)
p j,0 (X)
q(X ,β )q(X ,β )
′
]
−2E
[
1− p j,0 (X)
p j,0 (X)
q(X ,β )q
′
(X ,β )
]
(A.39)
= E
[
Σ0 (X)
p j,0 (X)
+q(X ,β )q(X ,β )
′
]
. (A.40)
Next, we account for the adjustment term from plugging in the parameters in the working models.
For the propensity score, the adjustment term is
E
[
∂h j (Z,β )
∂γ j
∣∣∣∣
γ j=γ j,0
]
= E
 ∂
(
s j[ψ(Z,β )−q(X ,β )]
ζ1 j(h1(X)γ)
+ζ2β (h2 (X)δ0)
)
∂γ j
∣∣∣∣∣∣
γ j=γ j,0

= E
−s j [ψ (Z,β )−q(X ,β )]
ζ 21 j (h1 (X)γ)
D1 j (h1 (X)γ)h1 (X)
∣∣∣∣∣
γ j=γ j,0
 ,
= 0
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because E [ψ (Z,β )−q(X ,β )|X ] = 0. Similarly,
E
[
∂h j (Z,β )
∂δ
∣∣∣∣
δ=δ0
]
= E
 ∂
(
s jψ(Z,β )
ζ1 j(h1(X)γ j,0)
− s j−ζ1 j(h1(X)γ j,0)
ζ1 j(h1(X)γ j,0)
ζ2β (h2 (X)δ )
)
∂δ
∣∣∣∣∣∣∣∣
δ=δ0

= E
−s j−ζ1 j (h1 (X)γ j,0)
ζ1 j
(
h1 (X)γ j,0
) × ∂ (ζ2β (h2 (X)δ ))
∂δ
∣∣∣∣∣
δ=δ0

= 0,
because E
[
s j−ζ1 j
(
h1 (X)γ j,0
)∣∣X]= 0. Because both adjustment terms are zero, the asymptotic
variance of the estimator follows from the known-
(
γ j,0,δ0
)
variance in (A.40).
A.6 Proof of Theorem 6
Proof of Theorem 6. We show that Ω̂ j is consistent for d jΩ jd j. The result then follows from the
restrictions on the weight matrices (Assumption 6, in particular A jd j = A j) and standard results for
consistent variance matrix estimation for GMM, see e.g. Theorem 4.2 in Newey and McFadden
(1994).
To see that Ω̂ j is consistent under the assumptions in the statement of the theorem, first note
that it is sufficient to show that ∥∥∥Ω̂0j −Ω j∥∥∥= op (1) ,
where
Ω̂0j =
1
n
n
∑
i=1
si j
p̂ j (Xi)
ψ (Zi,βn)ψ (Zi,βn)
′
,
i.e. we can drop the selection matrices d j. We will investigate the two terms on the right of
∥∥∥Ω̂0j −Ω j∥∥∥≤ ∥∥∥Ω̂0j−Ω00j ∥∥∥+∥∥∥Ω̂00j −Ω j∥∥∥ , (A.41)
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where
Ω̂00j =
1
n
n
∑
i=1
si j
p j,0 (Xi)
ψ (Zi,βn)ψ (Zi,βn)
′
.
That the second term in (A.41) is op (1) follows from Newey and McFadden (1994, Lemma 4.3):
we have assumed the required conditions for the application of that Lemma in the statement of
the result. That the first term is zero follows from manipulations that we have done previously
(equation (A.30), page 54). It requires Assumption (ii) in the statement of the theorem, and uses
the fact that the propensity scores are bounded below by a constant κ > 0.
B Multi-valued treatment effects
The goal of this Appendix is to clarify the difference between the results on multi-valued treatment
effects (MVT) in Cattaneo (2010) and the results on incomplete data (ID) in the main text.
The MVT and ID settings both distinguish strata in the population of interest. In the MVT
setting, a stratum consists of all the units assigned to one of the J treatment levels. For example, in
a setting with two different types of treatment, A and B, one stratum corresponds to control units,
another to the units that were exposed to treatment A, and a third to those that were exposed to
treatment B. In contrast, in the ID setting, two units are in the same stratum if and only if each unit
has measurements on the same set of variables. For example, in a panel data setting, one stratum
may correspond to the cross-section units with a complete time series; another stratum to the units
that drop out at a given point; and another stratum consists of a refreshment sample.
In the standard case with two strata (J = 2), MVT reduces to the standard treatment effects
model under unconfoundedness, whereas ID reduces to the missing data case under MAR. In that
special case, results are easily ported between the treatment effect and missing data setting.
However, with multiple strata (J > 2), this is no longer the case. There are two key differences
between the MVT and ID setting. The first difference concerns the moment functions and param-
eters of interest. For MVT, (a) all moment functions are observable for each stratum, and (b) the
true value of the parameter varies across strata. For ID, (a) a different subset of moment functions
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is observable in each stratum, and (b) the true parameter value does not change between strata. I
elaborate on this point in Section B.1, and show that the ID setting nests the MVT setting.
The second difference is that MVT requires identification of the parameter in each stratum.
ID only requires identification from all strata jointly. I elaborate on this point in Section B.2, and
provide empirically relevant settings where the MVT results are insufficient.
B.1 Strata and moment conditions
The MVT and ID framework were constructed for different purposes. In an ID setting, the target
parameter is the same as that in a setting with complete data, call it θ0. The absence of complete
information is an obstacle to learning about θ0. It makes this task more complicated than it would
be in the presence of complete information.
Consequently, the population parameter in the ID setting is common to all strata. However, the
available information on θ0 varies across strata. The starting point for the ID analysis is a moment
condition that holds in the population,
E [ψ (Z,θ0)] = 0. (B.1)
Because of incomplete information, only some of the elements of ψ are observed in each stratum.
The observable elements are indicated by a missing data matrix d j. In conjunction with the MAR
assumption, the implied observable moment conditions for stratum j = 1, · · · ,J, are
E
[
d j
p j (X)
ψ (Z,θ0)
]
= 0. (B.2)
In the ID setting, the true parameter value does not depend on j. The implied moment condi-
tions B.2 do, and so do the elements that are observable. Interest is in the population parameter θ0,
and the different strata provide complementary information about it.
In the MVT setting, strata are defined through treatment assignment. Each stratum (treatment
level) j is associated with a potential outcome, Z( j). The j-th stratum provides information about
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the features of the j-th potential outcome. The parameter θ j0 quantifies the feature of interest in
stratum j, e.g. the mean or quantile of a response for that level of treatment. The goal of an MVT
analysis is to investigate how this parameter varies across strata.
For this reason, the true value of the parameter is stratum-specific:
E
[
φ
(
Z ( j) ,θ j0
)]
= 0.
The parameter of interest is some feature of the outcome in each stratum relative to a baseline,
e.g. “dose-response”
(
θ j0−θ10, j = 2, · · · ,J
)
. The unconfoundedness assumption then implies
that for each j = 1, · · · ,J, the following moment conditions hold:
E
[
1
p j (X)
φ
(
Z,θ j0
)]
= 0, (B.3)
where Z is the observed outcome.
In conclusion: despite the different objectives of the ID and MVT frameworks, the implied
moment conditions (B.2 for ID; B.3 for MVT) look similar. There are two main differences. First,
the ID framework allows for different elements of the moment function to be observable in different
strata, as can be seen from the presence of d j in B.2. Second, the MVT framework allows for the
parameter to be strata-dependent, as can be seen from the presence of θ j0 in B.3.
Note that the MVT framework is nested by ID. Starting from the MVT setting, define
θ0 ≡ (θ10, · · · ,θJ0) ,
and stack the implied moment conditions associated with treatment levels 1,2, · · · ,J into a vector
69
ψ .
Φ(Z,θ0) =

1
p1(X)
φ (Z,θ10)
1
p2(X)
φ (Z,θ20)
...
1
pJ(X)
φ (Z,θJ0)

.
Now set d j = e j⊗ Iq, where e j is the unit vector and Ip is the identity matrix of size p (the number
of elements in the moment function ψ˜ j). Then d j indicates the set of moment conditions that are
observable in each stratum. In other words, stratum 1 provides information on the first block of Φ,
stratum 2 provides information on the second block of Ψ, and so on. This obtains MVT from ID
model with ψ = Φ and d j =
(
e j⊗ Iq
)
, j = 1, · · · ,J.
B.2 Identification
Assumption 1 in MVT is “identification in every stratum”: for each j = 1, · · · ,J, there exists a θ j0
such that
E
[
ψ j (Z,θ)
]
= 0⇔ θ = θ j0.
In contrast, identification in the ID setting only requires “global identification”, see Assumption 2.
Global identification means
E

ψ1 (Z,θ)
ψ2 (Z,θ)
...
ψJ (Z,θ)

= 0⇔ θ = θ0,
i.e. the information from all strata should jointly be sufficient for identification of θ0.
This difference in identification assumptions matters for empirically relevant situations. It can
show up in one of two ways: (1) the parameter is identified in one or more strata, but not in all;
(2) the parameter is not identified in any stratum. To see the difference between cases 1 and 2,
consider the linear instrumental variables examples (Examples 1 and 4 on page 8). In Example
1, the regression coefficient is identified in stratum 1, so case (1) applies. In Example 4, case (2)
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applies because the regression coefficient cannot be recovered using any one stratum.
In case (1), the full results in the manuscript are useful for efficiency, but not necessary for
identification. For example, one could use the following simple procedure: discard all observations
not in stratum 1, and use only the observations in stratum 1 to estimate the regression coefficient.
Identification is retained, but at the cost of a loss of efficiency. Similarly, in the case of unbalanced
panel data, a complete-data analysis can be applied to a balanced subpanel. See Examples 3 and 6.
The efficiency loss from using such simple procedures can be substantial, as demonstrated in the
Monte Carlo results in Appendix D.
Case (2) is more problematic for existing estimators. In case (2), the MVT results are no longer
informative, because the identification assumption is violated and the results from the present
manuscript are required for identification and estimation. Appendix C contains two cases in addi-
tion to the linear IV example (Example 4). In Example 5, a case of difference-in-differences where
the period-0 treatment status is not observed; and in Example 6 the case of dynamic panels with
a rotating panel data structure, where any one cohort is insufficient to identify the parameters of
interest.
C More examples
The results in the main text are illustrated using three running examples. This Appendix contains
additional examples to which the general results in this paper apply.
Example 4 (Linear IV without stratum identification). Starting from Example 1, suppose that
exactly one of the instruments is missing. In that case, there are three strata, i.e. J = 2. In stratum
1, only the instrumentW1 is observed. In stratum 2, only the instrumentW2 is observed, i.e.:
D ∈
d1 =
1 0
0 0
 ,d2 =
0 0
0 1

 .
The regression coefficient is identified in stratum j if the observable moment function, d jψ ,
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contains sufficient information to identify it. In Example 1, the only stratum in which the parameter
is identified is stratum 1. Here, the regression coefficient is not identified in any of the strata, since
only one instrument is available in each stratum.
Example 5 (Botosaru and Gutierrez, 2018). Consider a difference-in-differences setting with two
time periods. A cross-section is available from each time period. The random variables in the
standard model are (T,D,Y0 (0) ,Y0 (1) ,Y1 (0) ,Y1 (1)), where T ∈ {0,1} indicates the time period,
D ∈ {0,1} indicates treatment status, and Yt (D) is the potential outcome under treatment status D
in period t. The parameter of interest is the average treatment effect for the treated,
ATT = E [Y1 (1)−Y1 (0)|D= 1] .
Denote byYt =DYt (1)+(1−D)Yt (0) the observed outcome in period t. The ATT can be recovered
from the distributions (D,Y0) and (D,Y1), both of which are observable in the standard difference-
in-differences setup.
Botosaru and Gutierrez (2018) consider the case where D is not observable for the individuals
with T = 0. They propose an estimator that relies on the availability of a proxy Zt , some addi-
tional exclusion and stationarity conditions, and the following form for the conditional outcome
equations:
E (Y1|D,Z1) = δ10+δ11D+δ2Z1,
E (Y0|Z0) = δ00+δ01Λ(Z0γ)+δ2Z0.
If we further assume that the propensity score is logistic,
P(D= 1|Zt) = Λ(Ztγ)≡ exp(Ztγ)
1+ exp(Ztγ)
,
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then the moment conditions in Botosaru and Gutierrez (2018) become
0= E

Z′1 (D−Λ(Z1γ))
(1,D,Z1)
′ (Y1−δ10−δ11D−δ2Z1)
(1,Z0)
′ (Y0−δ00−δ01Λ(Z0γ)−δ2Z0)
 . (C.1)
The first moment condition pins down the propensity score parameter γ . The second pins down
parameters in the period-1 outcome equation. The third uses the propensity score to pin down
the parameters in the period-0 outcome equation. Identification of the model parameters leads to
identifcation of the ATT = δ11−δ01.
In this example, there are two strata. The first stratum (d1 in the display below) consists of the
period-0 observations. For these observations, we observe (Y0,Z0). The second stratum consists
of the period-1 outcomes (d2 in the display below). From inspection of the moment functions in
(C.1), we conclude that
D ∈
d1 =

0 0 0
0 0 0
0 0 1
 ,d2 =

1 0 0
0 1 0
0 0 0

 .
Note that, using any single stratum, we cannot identify the ATT. However, global identification
holds, so that the identification and estimation results in the present paper apply.
Furthermore, the results in the present manuscript apply to generalizations of this seup: (1) D
may not be available in either period 1, but identification can be obtained by obtaining (D,Z) in
a third stratum (see note 12 in Botosaru and Gutierrez, 2018); (2) The moment functions in (C.1)
can be modified to allow for more flexible, per-treatment-status outcome equations in period 1,
which would lead to four moment conditions with three strata; (3) they allow for a straightforward
extension to the case of non-binary treatment D, any number of time periods, etc.
Example 6 (Dynamic panel data). This example illustrates the usefulness of the framework in this
73
Unavailable components
None Yi,1 Yi,4 (Yi,1,Yi,4) Yi,2
Yi,1∆ui,3 X · X · ·
Yi,1∆ui,4 X · · · X
Yi,1∆ui,5 X · · · X
Yi,2∆ui,4 X X · · ·
Yi,2∆ui,5 X X · · ·
Yi,3∆ui,5 X X · · X
Table 3: Strata for dynamic panels.
paper for complex missing data patterns. Consider the panel data AR(1) model
Yi,t = αi+ρYi,t−1+ui,t , t = 2, · · · ,T, (C.2)
where interest lies in the autoregressive parameter ρ . Covariates can be added at the cost of addi-
tional notation.
Assume that E(αi) = 0, Var(αi) = σ
2
a , E(uit) = 0, Var(uit) = 1, and that there is no autocor-
relation in the error terms: E(ui,tui,s) = 0 for all s 6= t. For this case, Arellano and Bond (1991)
propose an estimator that is widely used: the optimal GMM estimator based on the moment con-
ditions E(Yi,t−s∆ui,t) = 0, t ≥ 3, s≥ 2.
If for any observation i, the dependent variable Yi,t is not observed in a given time period, then
several components of the moment function are not observed. Table 3 illustrates the relationship
between incomplete observations and incomplete moment functions for the case of T = 5.
If Yi,1 is missing, observation i still contributes to three sample moments. If Yi,4 is missing, only
one component of the moment function can be evaluated. More generally, the estimator proposed
in this paper efficiently accommodates static and dynamic panel data models with unbalanced
panels with different starting points, different endpoints, and any combination of gaps.
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Existing approaches that use all available measurements can still be inefficient. One such
approach is the available case estimator, which replaces missing moments by zeros before applying
the full data estimation procedure. The available-case estimator is consistent if there is no selection:
it corresponds to the procedure suggested in Arellano and Bond (1991, p. 281).
D Simulations
This section uses Monte Carlo simulations to explore the finite sample properties of the proce-
dures proposed in the main text. First, I discuss the dynamic panel example (Example 2) and an
extension. Second, I consider the fixed effects logit model with selection (Example 3).
D.1 Dynamic panel data
Recall the dynamic panel model with T = 5 periods and two cohorts that each provide four time
periods of data (Example 2). Identification fails in each cohort, but can be obtained by combining
the information from cohorts. In this subsection, I use a simulation study to establish the efficiency
loss from having only four periods of data for each observation, and report the accuracy of the
proposed methods for inference.
To the best of my knowledge, no competing estimator is available for this case. Later on in this
subsection, I also consider a 6-period version of the DGP. For that case, alternative estimators are
available, and I document the relative efficiency of the incomplete data estimator relative to those.
All DGPs in this subsection satisfy MCAR. As a result, no propensity score estimation is
required. This allows me to focus on the informational content of the additional moment conditions
identified in this paper. The next subsection considers selection.
Following the design in Blundell et al. (2001), data are generated according to
Yit = αi+ρYi,t−1+Xitβ1+Xi,t−1β2+σuuit, t = 1, · · · ,5,
Xit = ταi+ γ0+ γ1Xi,t−1+ γ2Xi,t−2+σvvit , t = 1, · · · ,5,
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ρ {0.7,0.8,0.9}
β1,β2 0.5,0.2
σu,σv 0.1
Cohort 1 τ 0.4
γ0 1
γ1,γ2 0.4,0.4
Cohort 2 ∆ {0.1,0.3}
τ 0.4+∆
γ0 1+∆
γ1,γ2 0.4+∆,0.4−∆
Table 4: Parameter values for the dynamic panel simulation study with T = 5. The top panel has
parameter values that are common to the cohorts. The lower panels have cohort-specific
parameters. Curly brackets indicate that the parameter value ranges over the values inside
the curly brackets.
where αi, uit , and vit are standard normal, and Xi,−1 = Xi0 = Yi0 = 0. Table 4 contains the values
for the other parameters. Each cohort contains 100 cross-section units. The results below are for
1000 simulations.
Figure D.1 and Table 5 present the results for the autoregressive parameter ρ . The infeasible
estimator that uses five periods from each observation is labelled “full”. The procedure proposed
in Section 5.1 is labelled “incomplete”.
From Figure D.1, it is clear that: (i) the efficient estimator using 4 periods of data for each
observation is less efficient than the infeasible estimator that uses 5 periods of data; (ii) the variance
of the estimators decreases as ρ approaches 1; (iii) both estimators are approximately unbiased.
More detail is provided in Table 5. The top panel corresponds to the boxplot in Figure D.1,
and the bottom panel corresponds to the case where the two cohorts are more similar (smaller ∆).
The latter design is less favorable for the incomplete data estimator: if the cohorts were identical
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Figure D.1: Simulation results for dynamic panel model for different values of the autoregressive
parameter. The figure compares results from the infeasible “full” estimator to the
procedure proposed in this paper (“incomplete”).
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Design Performance Inference
RMSE Bias SE ŜE Length Coverage
∆ = 0.3 ρ = 0.7 Full 0.021 0.000 0.021 0.022 0.086 0.946
Incomplete 0.043 -0.001 0.043 0.042 0.164 0.942
ρ = 0.8 Full 0.014 0.001 0.014 0.014 0.054 0.945
Incomplete 0.026 0.000 0.026 0.026 0.104 0.955
ρ = 0.9 Full 0.009 0.000 0.009 0.009 0.034 0.945
Incomplete 0.018 0.000 0.018 0.018 0.072 0.958
∆ = 0.1 ρ = 0.7 Full 0.020 -0.001 0.020 0.019 0.076 0.932
Incomplete 0.051 0.001 0.051 0.055 0.215 0.951
ρ = 0.8 Full 0.012 0.000 0.012 0.012 0.048 0.954
Incomplete 0.029 0.000 0.029 0.031 0.120 0.945
ρ = 0.9 Full 0.009 0.000 0.009 0.008 0.032 0.921
Incomplete 0.019 0.000 0.019 0.020 0.079 0.951
Table 5: Simulation results for ρ in the dynamic panel model (T = 5) for different values of ρ
and ∆. The performance measures are based on averages across 1000 simulations. For
inference, ŜE is the average across the standard errors computed for each simulation draw
based on the procedure in Section 5.4; “length” is the average length of the confidence
interval; and “coverage” is the simulated coverage probability.
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∆ {0.05,0.15}
Cohort 0 τ 0.1
γ0 1
γ1,γ2 0.1
Cohort 1 τ 0.1+∆
γ0 1
γ1,γ2 0.1+∆,0.1+∆
Cohort 2 τ 0.1+2∆
γ0 1
γ1,γ2 0.1+2∆,0.1+2∆
Table 6: Cohort-specific parameter values for the dynamic panel data simulation design with T =
6.
(∆ = 0) they would provide identical variation. This would lead to underidentification.
From Table 5, it is clear that: (i) the bias of both estimators is negligible for all six combinations
of parameter values; (ii) the standard error is inflated by 1.5 to 2.5 because of incomplete data,
which also drives the RMSE ratio. With regards to the quality of inference: (i) the proposed
method for computing standard errors seems to work well, given how close columns 6 and 7 are;
(ii) coverage probabilities are close to 0.95; (iii) the incomplete data estimator has better coverage
than the full data estimator for ∆ = 0.1.
Next, consider a modification of the DGP with T = 6 and 3 cohorts. One cohort provides 6
periods of data for each observation (cohort 0). The others provide five each (cohort 1 is available
for periods 1 through 5; cohort 2 is available for periods 2 through 6). Benchmark parameter values
are as in 4, with the exception of the parameters governing the DGP of X . The modified values can
be found in Table 6.
For this setup, a few estimators are available. For example, the “complete case” estimator that
uses only the observations from cohort 0. Also, the “available case” estimator, which imputes a
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“0” whenever a moment function is not available. Other estimators that I include are the “full” and
“incomplete” estimator discussed above, and estimators based only on “cohort 1” (and “cohort 2”).
Table 7 presents the results. The results for the benchmark design are as expected. From
the first panel (design 1), we can see that: (i) the full estimator outperforms the others - this is
expected since it uses time periods for cohort 1 and 2 that are not available to the other estimators;
(ii) the incomplete estimator outperforms all the other feasible procedures; (iii) the available case
estimator outperforms the other feasible, non-optimal estimators - which is expected, because they
do not use all the available data points.
Moving to the second panel (design 2), which has an increased difference between the DGPs
of the three cohorts (∆ = 0.15). The ranking of the estimators is unchanged. However, both
the incomplete and available case estimators are now relatively more efficient. Moreover, the
available case estimator is now approximately as efficient as the incomplete one. In conclusion,
the performance of the procedure in this paper can be obtained by simpler procedures (in this
design).
Moving to design 3 (lower persistence), we see that (i) all estimators have an increased RMSE
- this is expected from previous simulation studies for dynamic panels; (ii) the relative efficiency
of the available case estimator is as in design 1; (iii) the incomplete case estimator regains almost
50% of the efficiency lost by the available case estimator due to the incompleteness of the data.
Finally, with 200 observations (design 4), the incomplete data estimator slightly improves its
efficiency relative to the available case estimator, from 95% to 93%. This is likely be due to an
increased number of observations for optimal weight matrix estimation.
D.2 Fixed effects binary choice
This section presents results from a simulation study for the three-period fixed effects binary choice
logit model in Example 3 (Section 3), under MCAR and MAR.
Denote by D˜it the binary variable that indicates whether measurements are available for unit
i in period t. We will assume that the distribution of D˜it is independent of t and that MCAR
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Design ρ ∆ n Estimator RMSE Relative Bias SE
1 0.9 0.05 100 full 0.416 1.000 -0.020 0.416
incomplete 0.507 1.219 -0.025 0.507
available case 0.534 1.284 -0.021 0.534
complete case 0.726 -0.008 0.727
cohort 1 1.238 -0.115 1.233
cohort 2 1.432 0.044 1.432
2 0.9 0.15 100 full 0.420 1.000 -0.024 0.419
incomplete 0.481 1.145 -0.024 0.480
available case 0.480 1.143 -0.008 0.480
complete case 0.769 -0.039 0.769
cohort 1 1.209 0.015 1.209
cohort 2 1.369 -0.089 1.367
3 0.8 0.05 100 full 0.685 1.000 -0.008 0.685
incomplete 0.793 1.158 -0.035 0.793
available case 0.873 1.274 -0.007 0.873
complete case 1.176 -0.010 1.176
cohort 1 2.009 0.064 2.009
cohort 2 2.513 -0.194 2.507
4 0.9 0.05 200 full 0.281 1.000 -0.008 0.281
incomplete 0.352 1.253 -0.016 0.352
available case 0.376 1.339 -0.009 0.376
complete case 0.523 -0.020 0.523
cohort 1 0.826 -0.038 0.826
cohort 2 0.900 0.001 0.901
Table 7: Simulation results for the dynamic panel model with T = 6. Estimators are described in
the main text. “Relative” is the RMSE of an estimator divided by the RMSE of the “full”
estimator. 81
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Figure D.2: Simulation results for a panel data binary choice model, no selection. Panel (a) shows
the standard deviation, panel (b) displays the bias. Results are shown as a function of
the probability of missingness, for n= 1000 cross-section units, based on S = 10000
simulations.
holds, i.e. for each t, (Yi,Xi) ⊥ D˜it . We are interested in the impact of p ≡ P
(
D˜it = 1
)
on the
relative performance of the infeasible estimator, the complete-case estimator, and the efficient
estimator proposed in this paper. To that end, we will vary p while keeping other features of the
design constant. In particular, we will generate Xit to be i.i.d. standard normal across (i, t), set
αi =
1
2
(Xi1+Xi2), and set β = 1. The results are based on S = 10000 simulations for n = 1000
cross-section units.
Figure D.2 displays the results. First, note that the bias is negligible for all estimators. Second,
as expected, the infeasible estimator outperforms the IPW estimator, which outperforms the com-
plete case estimator. The amount by which the new proposal beats the complete case estimator
depends on the probability of missingness. However, the margin is substantial even for moderate
values of p.
We now move to a setup with selection. To set up the selection equation, express the binary
dependent variable in latent variable form,
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Yit = 1{αi+Xitβ +Uit ≥ 0} ,
and assume that the Uit are serially independent, standard logistic, and independent of Xi. This
implies Example 3. Next, assume that missingness depends on
Zit = 1{Uit ≥ 0} ,
and that the dependence is stationary,
P
(
D˜it = 1
∣∣∣Zit = z)=

p1 when z= 1,
p0 when z= 0.
(D.1)
Then, unless p0 = p1, estimators that do not correct for selection will be inconsistent. Fix p1 = 1,
and vary p0, while keeping all other parameters in the simulation design as before.
We consider four estimators. The “complete case” and “infeasible” estimators are as above.
The “complete case” estimator does not correct for selection, and the “infeasible” estimator does
not need to. The estimator labelled “this paper” is the IPW estimator; “this paper, MCAR” is
the IPW estimator without the correction for selection. Given the DGP under study, with discrete
covariates for the propensity score, we simply use sample analogs to estimate the propensity score:
p̂1 =
∑it D˜it1{Zit = 1}
∑it 1{Zit = 1}
,
p̂0 =
∑it D˜it1{Zit = 0}
∑it 1{Zit = 0}
.
The results are displayed in Figure D.3. The non-weighted estimators are biased. That bias
deteriorates when p0 increases, and will disappear when p0 = p1 = 1. The IPW estimator performs
well. Its bias is barely above that of the infeasible estimator, and only slightly elevated at p0 = 0.1.
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Figure D.3: Simulation results for a panel data binary choice model with selection. Panel (a)
shows the standard deviation, panel (b) displays the bias. Results are shown as a
function of the probability of missingness for those with Zit = 0. Results are for
n= 1000 cross-section units, based on S= 10000 simulations.
Its standard deviation is higher than that of the uncorrected estimator, but the latter is severely
biased.
E Empirical illustration material
This Section contains supporting material for the empirical illustration. The first figure displays a
histogram of the number of time periods available per firm. The second figure shows data availabil-
ity for the first few firms. The third figure presents box plots based on the bootstrap for different
estimators in the static model.
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Figure E.1: Histogram for the number of time periods per firm.
Parameter Available Complete Incomplete
β 0.0106 0.0128 0.0084
90-89 0.0025 0.0030 0.0026
91-90 0.0044 0.0031 0.0031
92-91 0.0033 0.0024 0.0024
93-92 0.0057 0.0067 0.0049
94-93 0.0039 0.0043 0.0033
95-94 0.0038 0.0042 0.0029
96-95 0.0042 0.0049 0.0037
Table 8: Standard deviations of all parameters, static model, three methods.
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Aamcol Tools Ltd.
Aankit Granites Ltd.
Aarti Drugs Ltd.
Aarti Industries Ltd.
Aarti Steels Ltd.
Aarvee Denims & Exports Ltd.
A B B Ltd.
Abbott India Ltd.
A B C Bearings Ltd.
A B C O Plastics Ltd.
A C C Machinery Co. Ltd.
A C C−Nihon Castings Ltd.
Accurate Transformers Ltd.
A C E Laboratories Ltd.
A C I Infocom Ltd.
Acknit Knitting Ltd.
Acrow India Ltd.
Acrysil Ltd.
Adarsh Chemicals & Fertilisers Ltd.
Adarsh Derivatives Ltd.
Adarsh Plant Protect Ltd.
Addi Industries Ltd.
Addison & Co. Ltd.
Addisons Paints & Chemicals Ltd.
Adeshwar Cotton Inds. Ltd.
A D F Foods Ltd.
Adhunik Synthetics Ltd.
Adinath Textiles Ltd.
Aditya Global Techno Corporations Ltd.
Aditya Polymers Ltd.
A F C O Industrial & Chemicals Ltd.
A F T Industries Ltd.
A G K Computer Secure Prints Ltd.
A J Brothers Ltd.
A K C Synthetics Ltd.
A P M Industries Ltd.
A P W President Systems Ltd.
A S I L Industries Ltd.
A V Thomas Leather & Allied Products Ltd.
A V T Natural Products Ltd.
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Figure E.3: Boxplots for estimates for different parameters and methods, based on bootstrap and
the static model. “beta” is the regression coefficient, and the other parameters are
difference in time dummies, i.e. “dl90” is the time dummy in 1990 minus the time
dummy in 1989, etc. 87
