We consider nonlinear parabolic stochastic equations of the form ∂tu = Lu + λσ(u)ξ on the ball B(0, R), whereξ denotes some Gaussian noise and σ is Lipschitz continuous. Here L corresponds to an α-stable process killed upon exiting B(0, R). We will consider two types of noise; spacetime white noise and spatially correlated noise. Under a linear growth condition on σ, we study growth properties of the second moment of the solutions. Our results are significant extensions of those in [8] and complement those of [11] and [10].
Introduction and main results.
Consider the following stochastic heat equation on the interval (0, 1) with Dirichlet boundary condition:
∂ t u t (x) = 1 2 ∂ xx u t (x) + λu t (x)ẇ(t, x) for 0 < x < 1 and t > 0 u t (0) = u t (1) = 0 for t > 0.
Hereẇ denotes white noise, λ is a positive parameter and u 0 (x) is the initial condition. Set
The study of E t (λ) as λ gets large was initiated in [10] and [11] . In [8] , it was shown that E t (λ) grows like const×exp(λ 4 ) as λ gets large. The main aim of this paper is to extend similar results to a much wider class of stochastic equations. Existence and uniqueness of solutions to these equations are known, so we refer the reader to [13] and [6] for technical details about this issue. We will first look at equations driven by white noise. Fix R > 0 and consider the following:
∂ t u t (x) = Lu t (x) + λσ(u t (x))ẇ(t, x), u t (x) = 0, for all x ∈ B(0, R) c , ( σ(x) x and L σ := sup
where 0 < l σ ≤ L σ < ∞. L is the generator of an α-stable process killed upon exiting B(0, R) so that (1.1) can be thought of as the Dirichlet problem for fractional Laplacian of order α. Following Walsh [13] , we say that u is a mild solution to (1.1) if it satisfies the following evolution equation, which imposes the restriction that d = 1, which will be in force whenever we deal with (1.1).
Here is our first result. We have the following definition.
The excitation index of u at time t is given by e(t) := lim λ→∞ log log E t (λ) log λ
We then have the following corollary. α−1 . It can be seen that when α = 2 this gives the result in [8] . Our second main result concerns coloured noise driven equations. Consider
This equation is exactly the same as (1.1) except for the noise which is now given byḞ and can be described as follows.
where f is given by the socalled Riesz kernel:
Here β is some positive parameter satisfying β < d. Other than the noise term, we will work under the exact conditions as those for equation (1.1). The mild solution will thus satisfy the following integral equation.
(1.6) Existence-uniqueness considerations will force us to further impose β < α, see for instance [7] . Our first result concerning (1.5) is the following. It is clear that our results are significant extensions of those in [8] and [11] . The techniques are also considerably harder and required some new highly nontrivial ideas which we now mention.
• We need to compare the heat kernel estimates for killed stable process with that of "unkilled" one. To do that, we will need sharp estimates of the Dirichlet heat kernel.
• We will also need to study some renewal-type inequalities and by doing so, we come across the Mittag-Leffler function whose asymptotic properties become crucial.
• While the above two ideas are enough for the proof of Theorem 1.1, we will also need to significantly modify the localisation techniques of [11] to complete the proof of Theorem 1.4.
Our method seems suited for the study of a much wider class of equations. To illustrate this, we devote a section to various extensions.
Here is a plan of the article. In section 2, we collect some information about the heat kernel and the renewal-type inequalities. In section 3, we prove the main results concerning (1.1). Section 4 contains analogous proofs for (1.5). In section 5, we extend our study to a much wider class of equations.
Finally, throughout this paper, the letter c with or without subscripts will denote constants whose exact values are not important to us and can vary from line to line.
Preliminaries.
Let X t denote the α-stable process on R d with p(t, x, y) being its transition density. It is well known that
where c 1 and c 2 are positive constants. We define the first exit of time X t from the ball B(0, R) by
We then have the following representation for p D (t, x, y)
From the above, it is immediate that
This in turn implies that
We now provide some sort of converse to the above inequality. Not surprisingly, this inequality will hold for small times only.
Proposition 2.1. Fix ǫ > 0. Then for all x, y ∈ B(0, R − ǫ), there exists a t 0 > 0 and a constant c 1 , such that
whenever t ≤ t 0 . And if we further impose that |x − y| ≤ t 1/α , we obtain the following
where c 2 is some positive constant.
for some constant c 1 . See for instance [2] and references therein. Since x ∈ B(0, R−ǫ), we have δ B(0, R) (x) ≥ ǫ. Now choosing t 0 = ǫ α , we have δ α/2 B(0, R) (x) ≥ t 1/2 for all t ≤ t 0 . Similarly, we have δ α/2 B(0, R) (y) ≥ t 1/2 which together with the above display yield
whenever t ≤ t 0 . We now use the fact that
to end up with (2.2).
We now make a simple remark which will be important in the sequel.
Remark 2.2. Recall that for any t > 0 and x ∈ B(0, R).
is a decreasing function of s and p D (t, x, y) is strictly positive for all x, y ∈ B(0, R − ǫ).
We now give a definition of the Mittag-Leffler function which is denoted by E β where β is some positive parameter. Define
This function is well studied and crops up in a variety of settings including the study of fractional equations [12] . In our context, we encounter it in the study of the renewal inequalities mentioned in the introduction. Even though, a lot is known about this function, we will need the following simple fact whose statement is motivated by the use we make of it later. Proposition 2.3. For any fixed t > 0, we have
Proof. By using Laplace transforms techniques, one can show that
See for instance [9] and references therein for more details. Thus for any positive constant ǫ > 0 there exists a Z > 0 such that for all z > Z
Choosing ǫ < 1/β, it it easy to see that
Letting z = θt, the above yield the assertions of the proposition.
What follows is a consequence of Lemma 14.1 of [10] . But for the sake of completeness, we give a quick proof based on the asymptotic behaviour of the Mittag-Leffler function which we used in the above proof. Fix ρ > 0 and consider the following:
Lemma 2.4. For any fixed t > 0, we have
Proof. From the asymptotic property of the Gamma function, there exists an
We thus have
.
An application of Proposition 2.3 proves the result.
We now present the renewal inequalities.
Proposition 2.5. Let T ≤ ∞ and β > 0. Suppose that f (t) is a locally integrable function satisfying
where c 1 is some positive number. Then for any t ∈ (0, T ], we have the following
Proof. We begin by setting (Aψ)(t) := κ
where ψ can be any locally integrable function. And for any fixed integer k > 1, we have (
. We further set 1(s) := 1 for all 0 ≤ s ≤ T . With these notations, (2.4) can be succinctly written as f (t) ≤ c 1 + (Af )(t) which upon iterating becomes
Some further computations show that
and therefore we also have
As n → ∞, we have (A n f )(t) → 0. We thus end up with
Keeping in mind that we are interested in the behaviour as κ tends to infinity while t is fixed, we can apply Proposition 2.3 to obtain the result.
We have the "converse" of the above result.
Proposition 2.6. Let T ≤ ∞ and β > 0. Suppose that f (t) is a nonnegative locally integrable function satisfying
where c 2 is some positive number. Then for any t ∈ (0, T ], we have the following
Proof. With the notations introduced in the proof of Proposition 2.5, (2.6) yields
Now similar arguments as in Proposition 2.5 prove the result. We leave it to the reader to fill in the details.
The above inequalities are well studied; see for instance [9] . But the novelty here is that, as opposed to what is usually done, instead of t, we take κ to be large.
Proofs of Theorem 1.1 and Corollary 1.3
We will begin with the proof of Theorem 1.1. We will prove it in two steps. Set
We then have the following proposition.
Proof. We start off with the representation (1.2) and take the second moment to obtain
Clearly, for any fixed t > 0, I 1 ≤ c 1 where c 1 is a constant depending on t. We now focus our attention on I 2 . The Lipschitz property of σ together with the Markov property of killed stable processes yield the following
Putting these estimates together, we have
Now application of Proposition 2.5 proves the result.
For any fixed ǫ > 0, set
Proposition 3.2. For any fixed ǫ > 0, there exists a t 0 > 0 such that for all
Proof. As in the proof of the previous proposition we start off with (3.2) and seek to find lower bound on each of the terms. We fix ǫ > 0 and choose t 0 as in Proposition 2.1.
. We now turn our attention to I 2 .
1/α . Now using Proposition 2.1, we have
Combining the above estimates, we have
We now apply Proposition 2.6 to obtain the result.
Proof of Theorem 1.1. The proof of the result when t ≤ t 0 follows easily from the above two propositions. To prove the theorem for all t > 0, we only need to prove the above proposition for all t > 0. For any fixed T, t > 0, by changing the variable we have
This gives us
2 is strictly positive, we can use the proof of the above proposition with an obvious modification to conclude that
for x ∈ B(0, R − ǫ) and small t.
Proof of Corollary 1.3. Note that
We now apply Theorem 1.1 and use the definition of E t (λ) to obtain the result.
Proofs of Theorem 1.and Corollary 1.5
Recall that S t (λ) := sup
where here and throughout the rest of this section, u t will denote the solution to the (1.5). The following lemma will be crucial later. In what follows f denotes the spatial correlation of the noiseḞ .
Lemma 4.1. For all x, y ∈ B(0, R),
for some positive constant c 1 .
Proof. We begin by noting that
Now the scaling property of the heat kernel and a proper change of variable proves the result.
Proof. We start with the mild formulation to the solution to (1.5) which after taking the second moment gives us
We obviously have I 1 ≤ c 1 . Note that the Lipschitz assumption on σ together with Hölder's inequality give
We can use the above inequality and Lemma 4.1 to bound I 2 as follows.
Combining the above estimates, we obtain
which immediately yields the result upon an application of Proposition 2.5.
We have the following lower bound on the second of the solution. Inspired by the localisation arguments of [11] , we have the following. Proposition 4.3. Fix ǫ > 0. Then for all x ∈ B(0, R − 2ǫ) and t ≤ t 0 ,
where c 1 is some positive constant depending on α and β.
Proof. Fix ǫ > 0 and for convenience, set B := B(0, R) and B ǫ := B(0, R − ǫ). We will also use the following notation; B 2 := B × B and B 2 ǫ := B ǫ × B ǫ . After taking the second moment, the mild formulation of the solution together with the growth condition on σ gives us
We also have
The above two inequalities thus give us
We set z 0 = z ′ 0 := x and s 0 := t and continue the recursion as above to obtain
Using the fact that for z k , z
we obtain
We reduce the temporal region of integration as follows.
Now we make a change the temporal variable, s i−1 −s i → s i , in the following way such that for all integers i ∈ [1, k], we have
We thus have
We now focus our attention on the multiple integral appearing in the above inequality. We will further restrict its spatial domain of integration so that we have the required lower bound on each component of the following product,
Recall that x ∈ B(0, R − 2ǫ). For each i = 1, · · · , k, choose z i and z
and |z
. In other words, we are looking at the points {s i , z i , z
such that the following holds
Note that we have |B(x, s
We now use the lower bounds on the area of A ′ i s and A i s to estimate the spatial integrals and then evaluate the time integrals to end up with the following lower bound on the above quantity
Putting the above estimates together we obtain A similar argument to that used in the proof of Proposition 4.3 shows that
Similar ideas to those used in the rest of the proof of Proposition 4.3 together with the proof of the above proposition show that for all t ≤ t 0 , we have
for all T > 0 and whenever x ∈ B(0, R − ǫ).
Proof of Corollary 1.5: The proof is exactly the same as that of Corollary 1.3 and is omitted.
Some extensions.
We begin this section by showing that the methods developed in this can be used to study the stochastic wave equation as well. More precisely, we give an alternative proof of a very interesting result proved in [11] . Consider the following equation
with initial condition u 0 (x) = 0 and non-random initial velocity
As before σ satisfies the conditions mentioned in the introduction. We set E t (λ) := ∞ −∞ E|u t (x)| 2 x . and restate the result of [11] as follows, Theorem 5.1. Fix t > 0, we then have
Proof. We again use the theory of Walsh [13] to make sense of (5.1) as the solution to the following integral equation
We now use Walsh's isometry to obtain
Recall that from the assumption on the initial velocity, we have
This and the assumption on σ yields
Using similar ideas we can obtain the following lower bound,
We now use Propositions 2.5 and 2.6 together with the above two inequalities to obtain the result.
The method developed so far can be adapted to the study of a much wider class of stochastic heat equations, once we have the "right" heat kernel estimates. Indeed, (2.1) and (2.2) were two crucial elements of our method. So by considering operators whose heat kernels behave in a nice way, we can generate examples of stochastic heat equations for which, we can apply our method. Recall that we are considering equations of the type,
In what follows, we will choose different Ls while keeping all the other conditions as before. And again, the choice of these operators Ls will make the boundary conditions clear. Some of the equations below appear to be new. We again to not prove existence-uniqueness results as these are fairly standard once we have a grip on the heat kernel. See [13] and [6] .
Example 5.2. We choose L to be the generator of a Brownian motion defined on the interval (0, 1) which is reflected at the point 1 and killed at the other end of the interval. So, we are in fact looking at
It can be shown that for any ǫ > 0, there exists a t 0 > 0, such that for all x ∈ [ǫ, 1) and t ≤ t 0 , the heat kernel of this Brownian motion satisfies
whenever |x − y| ≤ t 1/2 . We use the method developed in this paper to conclude that lim λ→∞ log log E|u t (x)| 2 log λ = 4 2 − β , whenever x ∈ [ǫ, 1).
Example 5.3. Let X t be censored stable process as introduced in [1] . These have been studied in [4] . Roughly speaking, the censored stable process in the ball B(0, R) can be obtained by suppressing the jump from B(0, R) to the complement of B(0, R) c . The process is thus forced to stay inside B(0, R). We denote the generator of this process by −(−∆) α/2 | B(0, R) and consider the following equation
α/2 | B(0, R) u t (x) + λσ(u t (x))Ḟ (t, x), (5.5)
In a sense, the above the above equation can be regarded as fractional equation with Neumann boundary condition. In [4] , it was shown that the probability density function of X t , which we denote byp(t, x, y) satisfies Example 5.4. In this example, we choose L be the generator of the relativistic stable process killed upon exiting the ball B(0, R). We are therefore looking at the following equation ∂ t u t (x) = mu t (x) − (m 2/α − ∆) α/2 u t (x) + λσ(u t (x))Ḟ (t, x), u t (x) = 0, for all x ∈ B(0, R) c .
Here m is some fixed positive number. One can show that for any ǫ > 0, there exists a t 0 > 0, such that for all x, y ∈ B(0, R − ǫ) and t ≤ t 0 , we have p(t, x, y) ≍ t −d/α , whenever |x − y| ≤ t 1/α . See for instance [5] . The constants involved in the above inequality depends on m. We therefore have the same conclusion as that of Theorem 1.4. In other words, we have whenever x ∈ B(0, R − ǫ).
Example 5.5. Let 1 <ᾱ < α < 2 and consider the following ∂ t u t (x) = −(−∆) α/2 u t (x) − (−∆)ᾱ /2 u t (x) + λσ(u t (x))Ḟ (t, x), u t (x) = 0, for all x ∈ B(0, R) c .
The Dirichlet heat kernel for the operator L := −(−∆) α/2 − (−∆)ᾱ /2 has been studied in [3] . Sinceᾱ ≤ α, it is known that for small times, the behaviour of the heat kernel estimates is dominated by the fractional Laplacian −(−∆) α/2 . More precisely, for any ǫ > 0, there exists a t 0 > 0, such that for all x, y ∈ B(0, R − ǫ) and t ≤ t 0 , we have p(t, x, y) ≍ t −d/α , whenever |x − y| ≤ t 1/α . Therefore, in this case also, we have (5.7).
