Abstract. We give a characterization of onto interpolating sequences with finite associated measure for the Dirichlet space in terms of capacity of some condensers. The same condition in fact characterizes all onto interpolating sequences for W 1,2 (D) even if the associated measure is infinite.
Introduction
The Dirichlet space D is defined as the space of analytic functions f in the unit disc D such that . It is well known that with this norm D is a reproducing kernel Hilbert space, with reproducing kernel k z (w) = k(w, z) = 1 wz log 1 1 − wz , z, w ∈ D which has the complete Nevanlinna Pick property [1, p. 58 ]. We will also denote by M(D) the space of multipliers of D, that is functions φ : D → C, such that φf ∈ D for all f ∈ D. We are interested in interpolation problems for the Dirichlet space. More precisely, suppose that {z i } is a sequence of points in the unit disc. For any f ∈ D by the Cauchy Schwarz inequality |f (z)| = | f, k z | ≤ f D k z D . We can express this fact by saying that the weighted restriction operator
is bounded. It makes now sense to ask for which sequences ImT = ℓ 2 , Im ⊇ ℓ 2 , or ImT ⊆ ℓ 2 . In the first case we say that the sequence {z i } is Universal Interpolating (UI) in the second case that it is Onto Interpolating (OI) and in the later that it is a Carleson Sequence (CS) A sequence which satisfies one of the last two equivalent condition for the constant K will be called K− strongly separated and the least constant K which satisfies the above condition will be called strong separation constant of {z i } and will be denoted by StrongSep({z i }).
If a sequence is strongly separated then a fortiori it satisfies what is called weak separation condition (WS). That is, for any z i , z j ∈ {z i } there exists f ij ∈ D such that f ij (z i ) = 1, f ij (z j The last quantity can be shown to define a distance function on the unit disc [1, Lemma 9.9] . Hence a sequence is weakly separated if and only if there exists a constant δ > 0 such that
Again, if we want to stress the exact constant we shall say that {z i } is δ− weakly separated. Surprisingly enough it turns out that (W S) + (CM) =⇒ (UI). This fact was proven by Bishop [2] , Marshall and Sundberg [3] for the Dirichlet space, and it was recently generalized to any reproducing kernel Hilbert space with the complete Nevanlinna Pick property in [4] . The situation in the field of Onto Interpolation is much more obscure. The same argument as in the case of Universal Interpolation shows that the (SS) condition is necessary. Bishop showed that (SS) =⇒ (OI) in the Dirichlet space, but in a later work of Agler and McCarthy the problem has been reported open [1, p. 145] . It is known though that in certain complete Nevanlinna Pick spaces defined on trees this implication is true (see [5, Theorem C] ). In general as far as we know the conjecture that (SS) =⇒ (OI) in every complete Nevanlinna Pick space is still an open problem. Even this characterization though cannot be completely satisfactory because the (SS) condition is non geometric and in practice difficult to verify.
In this direction we prove a capacitary characterization of strongly separated sequences and therefore onto interpolating sequences in the Dirichlet space under the additional assumption that the measure µ associated to the sequence is finite.
To make the characterization understandable let us introduce a piece of notation. If E, F ⊆ D F σ sets then Cap D (E, F ) denotes the capacity of the condenser with field D and plates E, F . For the details of the definition see Section 2.
For any z ∈ D \ {0}, we denote by z * the radial projection of z on the boundary, i.e. z * = z/|z|. Also denote by ∆ 1 (z) the hyperbolic disc centered at z having hyperbolic radius 1. We also define the Carleson box S(z) to be the minimal hyperbolic half plane which contains z and z * is the middle point of its boundary. For 0 < η < 1 we also define
. Also by I z we denote the boundary arc ∂S(z) ∩ T. By | · | we denote the Lebesgue measure on T normalized such that |T| = 1. It can be shown that |I z | ≤ (1 − |z|). Finally d(z) is the hyperbolic distance from z to the origin, which is equivalent to k z i 2 D at least for |z| ≥ 1/2. Also if {z i } is a sequence in the disc and β < 1 we denote by V β (z i ) the set of points in the sequence which are in the vicinity of z i , in the sense that z j ∈ {z i }, such that |z j | ≥ |z i |, S β (z i ) ∩ S β (z j ) = ∅ and z i = z j . Then the characterization reads as follows Theorem A. Let {z i } be a sequence in the unit disc which has finite associated measure, i.e.
Then it is onto interpolating if and only if it is weakly separated and it satisfies the following capacitary condition
for some β ′ < 1 and some K > 0.
In order to prove this theorem we need a quantitative version of the aforementioned theorem of Bishop [2, Theorem 1.3] . For a sequence {z i } in the disc we define the Onto Interpolation constant as
The constant C depends only on K 0 , η, β.
Normalized sequences are defined in Section 2, but let us mention here that any weakly separated sequence has a cofinite normalized subsequence. The proof of this theorem is actually a bookkeeping of constants in the original proof of Bishop. It is known that there exist (OI) interpolating sequences in the Dirichlet space such that the associated measure is infinite but in that case our main technique does not seem to apply and therefore we were unable to find a characterization of (OI) sequences. Nevertheless due to analogous results for W 1,2 (D) we conjecture that the same condition should apply.
We also consider the problem of onto interpolation in the Sobolev space W 1,2 (D), that is the space of L 2 (D) functions on the unit disc such that they have weak partial derivatives of first order also in L 2 (D). In this space of course pointwise evaluations are not well defined, therefore the definition of interpolation has to be somewhat different. We shall say that a sequence {z i } is onto interpolating for
We choose this weight choose the weights d(z i ) in the definition of (OI) sequences for W 1,2 (D) in analogy with the continuous case but also because the functional l z , u → u(z) defined on the closed subspace of W 1,2 (D) which consists of functions constant on ∆ ε (z) has norm comparable to
Due to the increase flexibility that W 1,2 (D) functions have we were able to characterize onto interpolating sequences for this space even when the associated measure is infinite.
Theorem C. A sequence {z i } ⊆ D is onto interpolating for W 1,2 (D) iff it is weakly separated and
for some β ′ < 1 and some C > 0.
In other words the condition is exactly the same as in the analytic case, at least for finite measure sequences.
Finally we investigate some properties of the capacitary condition. Capacities of condensers are notoriously difficult to estimate and therefore it comes handy if there conditions which are easier to calculate with and imply the capacitary condition. The following theorem gives such a condition. Theorem D. Let {z i } a weakly separated sequence which satisfies
for some β ′ < 1 sufficiently large and C > 0. Then it satisfies the capacitary condition and therefore it is onto interpolating.
The notation is explained in Section 6.1 The paper is organized as follows. Section 2 is a collection of definitions and known results together with some elementary estimates on capacities of condensers that will be used throughout. In Section 3 we characterize the onto interpolating sequences for the Sobolev space W 1,2 (D). Then in Section 4 we present a proof of the quantitative version of Bishop's Theorem which essentially is a clarification on the original proof of Bishop. In Section 5 using Bishop's Theorem we provide the proof of Theorem A. Finally in Section 6 we explore the capacitary condition, proving Theorem D and also constructing a counter example to a possible conjecture.
1.1. Notation. For two quantities M, N ≥ 0 which depend on some parameters we write M N, if there exists some constant C > 0, not depending on the parameters such that M ≤ C · N. If C depends on some of the parameters that M, N depend we will indicate that by writing M x N where x is the parameter on which the comparison constant K depends on. The letter C denotes a general positive constant that might change from appearance to appearance. When we want to keep track of our constants we shall use indices, i.e. C 0 , C 1 , . . .
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Condensers and Capacity.
In this section we shall introduce some condensers associated to certain families of points in the disc. These condensers will turn out to be essential in formulating a necessary and sufficient condition in Theorem A. Although this type of condensers appear implicitly in previous works of Bishop [2] , Marshall and Sundberg [3] and in a discrete form in [5] , they have not been exploited systematically so far.
The following is the standard definition of a plane condenser.
Definition 1. Let B be a Jordan domain in C and E, F ⊂ B compact sets. We call the triplet (B, E, F ) a condenser with field B and plates E, F . Its capacity is defined as
where the infimum is taken over all
In case that E ∩ F = ∅ we employ the convention Cap D (E, F ) = 0. In the general case that E, F are F σ sets we consider E n , F n increasing sequences of sets such that ∪ n E n = E, ∪ n F n = F and we define
The capacity of a condenser is conformaly invariant in the sense that if φ is holomorphic in B and continuous and injective on B, Cap B (E, F ) = Cap φ(B) (φ(E), φ(F )) because every admissible function u for the second condenser gives an admissible function u • φ for the first one with the same energy and vice versa.
For a set E ⊂ T we shall write C(E) for its logarithmic capacity. For our purposes logarithmic capacity is defined as follows
It is well known that this definition gives rise to a capacity which is comparable to the standard logarithmic capacity that one can find in the literature ( [6] , [7] ).
The following very useful lemma can be found for example in [2] Lemma 1. Let ∪ i I i is a finite union of closed arcs K > 0, 0 < η < 1.
Then there exist constant M > 0 depending only on η and K such that
Suppose now that we have a base point z ∈ D and a finite sequence of points z 1 , . . . z N ∈ D. One can associate a number of condensers to this configuration of points. We are interested in three type of condensers
We would like to know that under some conditions all these three condensers have comparable capacities. Intuitively, if z is much closer to the origin than z i then all three condensers should behave the same way.
We start with the following remark. Let z, w ∈ D such that 1/2 ≤ |z|, |w| and 1 − |w| ≤ (1 − |z|)/2. Denote by z * , w * their projections on the circle. Then if for ζ ∈ I w , |z
Hence for z, w, ζ as before we have that
It follows that
A similar estimate gives also the opposite inequality.We can now prove the following.
Where the implied constants are absolute.
Proof. Trivially the first capacity is bigger than the third one.
To prove the other estimates we first examine the case that z = 0. Consider the set E = N j=1 I z j . Then there exists an equilibrium measure µ E for E. Consider the potential
It is known (see for example [8, Lemma 2.3] ) that f E (z) ≥ c > 0 for some absolute constant c for z ∈ S(E) ⊃ N j=1 S(z j ). Therefore, by definition of capacity
Before we proceed let us note that the by Dirichlet's principle [3] the equilibrium potential u for the condenser ∆ 1 (z),
is just the solution to the mixed boundary value problem
Where Ω = D \ {∆ 1 (z 1 ), ∆ 1 (z 2 ) . . . , ∆ 1 (z N )}. Let now u to be the equilibrium potential for the condenser Cap D ∆ 1 (0),
For a fixed i ∈ {1, . . . , N}, we claim that u ≥ u i where u i is the equilibrium potential for the condenser Cap D ∆ 1 (0), ∆ 1 (z i ) . That is because h =: u i − u is the function with the minimal Dirichlet integral on Ω which solves the boundary condition h(ζ) = u i (ζ) − u(ζ) on ∂Ω \ T. But w = min{0, h} takes the same boundary values and Ω |∇w| 2 dA ≤ Ω |∇h| 2 dA. By the uniqueness of the solution to this mixed boundary problem w = h, hence u i ≤ u in Ω.
Then standard estimates on harmonic measure show that u i ≥ c > 0 on I z i for some absolute positive constant c (by mapping for example the problem on a strip) . Hence
Suppose now that z is not necessarily zero. By Lemma 3 and the calculation preceding this Lemma we know that there exists
Which justifies the following chain of inequalities.
The same calculation goes through to show that
The remaining estimate is in the same spirit as in the previous one therefore the proof will be omitted.
The following Lemma can be found for example in [3] .
Lemma 3. Suppose that {z i } is a δ−weakly separated sequence. Then for every 1 > η > 1−δ/2 there exists β < 1 such that if
Suppose also that we fix β ′ = 1+β 2
. For the rest when we write η, β or β ′ we will refer the ones defined the previous Lemma. We shall say that a weakly separated sequence {z i } is (η, β)− normalized if it satisfies the previous Lemma for the constants β, η, β
From Lemma 3 it is clear that any weakly separated sequence can be normalized if we remove a finite number of points.
Proposition 4. Suppose that {z i } is a K− strongly separated sequence in the unit disc. Then if β ′ < 1 as in Lemma 3 there exists C > 0 depending only on the sequence such that
.
Proof. For a fixed point z i then there exists a function
Which gives the estimate
for all but finite many z i . Now notice that if again we exclude again from the sequence a finite number of points because of Lemma 3 it is true that z j ∈ V β ′ (z i ) implies that (1 − |z j |) ≤ (1 − |z i |)/2. And therefore the result follows from Lemma 2. The remaining finite points can be included if we choose C large enough.
Remark. From the proof it is clear that if the sequence is normalized then we can conclude that there exists an absolute constant C > 0 such that
Hence the capacitary constant depends linearly on the constant of strong separation.
Lemma 5. Let I ⊂ T, z ∈ D, |z| ≥ 1/2 and 0 < η < 1. If |I| δ ≤ 1 − |z| for some 0 < δ < η < 1 then
For some α > 0, C > 0 which depend on δ and η but not on I, z. In fact the estimate is true if we choose α =
Proof. Without loss of generality we can assume that I = [0, φ] =:
− it suffices to prove the inequality only for the interval I η + . Now let z = re iθ as in the statement. Then 1 − r = φ ρ . where 0 < ρ ≤ δ < η, and θ = φ
x , x ∈ R ≥0 . Then the standard estimate for the harmonic measure of an arc gives
And similarly
We have to distinguish two cases. First consider the case 0 ≤ x ≤ ρ.
In a similar fashion
The
on this interval
The last inequality is true for all 0
The constant C > 0 depends on α, β but not on z i and z.
Proof. By the previous Lemma, there exists a constant K, η > 0 depending only on α, β such that |φ z (I
η . In this case we can estimate as follows, for some fixed N ∈ N.
The result follows by letting N go to infinity.
Onto Interpolation in
Suppose that {z i } is a weakly separated sequence. One can check [3] that this is equivalent to say that there exists a 1 > δ > 0 such that for any i = j
Let also η, β, β ′ as in Lemma 3. Then let us define the regions S i associated to the sequence
It is an immediate observation that the sets S i are pairwise disjoint. Another tool that we will need is a function constructed by Böe [9] .
Lemma 7 (Böe [9] ). Suppose that z ∈ D and α < 1. Then there exists a function f = f z,α , such that
. The constant C depends on α but not on z.
We will refer to the function f z,α as the Böe's function associated to z and S α (z).
Theorem 8.
A sequence {z i } ⊆ D is onto interpolating for W 1,2 iff it is weakly separated and
For some β ′ < 1, C > 0.
Proof. We will start with the more involved direction which is the sufficiency of the conditions in the statement. Notice that if the capacitary condition is satisfies for some α < 1, then it is satisfied for all γ, α < γ < 1.Assume without loss of generality that ∆ 1 (z i )∩∆ 1 (z j ) = ∅, i = j. The estimates that we state next might fail for a finite number of points in our sequence. But one can check that a sequence is W 1,2 (D)−onto interpolating if and only if any cofinte subsequence is. f Then by modifying Böe's function one can construct a function in u i ∈ W 1,2 (D) with the following properties
and uniformly bounded by some C > 0.
Also by (4), Lemmas 6, 3 and 2 there exists
Our interpolation building blocks will be the functions w i =:
In both cases Lemma 3 implies that ∆
This observation clearly suggests that if α = {a i } ∈ ℓ 2 (N) the obvious candidate for interpolation is the function w =:
It takes the right values on hyperbolic discs ∆ 1 (z i ). It remains to show that is is actually in
Now we turn to the necessity of the conditions. Without loss of generality 0 ∈ {z i } and ε = 1. If for a moment we consider the subspace
. On this space we can define the operator T :
To see that T is well defined we will use an equivalent norm on Int(
Hence T is well defines. It follows now from general functional analysis, that if {z i } is onto interpolating, then for any α = {a i } ∈ ℓ
, where C depends only on the sequence. In particular there exist functions
Both the capacitary condition and the weak separation condition follows immediately from the existence of this family of functions.
A quantitative version of Bishop's Theorem
We now turn to the analytic case. Onto interpolating sequences for the Dirichlet space have been investigated in three unpublished preprints [2] [3] and [5] . As already has been mentioned, Bishop [2] proved that strong separation implies onto interpolation in the Dirichlet space. In this section we shall elaborate on Bishop's proof and furthermore, by keeping track of the constants dependence in the proof we will get a quantitative version of the Theorem, which will be useful later.
The construction is based on the following Theorem from [10, p.139] 
Proof. Without loss of generality S(I)
, and
Where K ≤ K 0 Then there exists a constant C depending only on K 0 and a function g z ∈ D such that
Proof. Throughout the proof C denotes a positive constant depending only on K 0 . Fix some arbitrary η < 1, our assumptions together with Lemma 1 imply that C(
. Where φ z (w) =
η without loss of generality assume that E is a subset of the first quadrant. And let E ′ be the third quadrant. In that case the extremal length between E, E ′ , d D (E, E ′ ) =: γ is comparable with absolute constants to C(E) [10] . Suppose φ is the conformal mapping given by Theorem 9.
where A > 0 to be specified later. Clearly f is bounded by 1. Also
We have that Re
. Hence
Proof. We will denote by C a general constant depending only on K 0 . Suppose that {z i } is K− strongly separated and normalized. By definition of strong separation, there exist multipliers
Consider the functions f i =:
By Lemma 4 we know that the sequence {z i } satisfies the capacitary condition (4), hence for β ′ as in Lemma 3 , for some C > 0 we have
Let now g i be the functions that we get if we apply Lemma 11 to the condenser
. Finally let h i be Böe's function associated to z i and S β ′ (z i ). Now combine all these functions to get
Suppose we are given a sequence α = {a i } ∈ ℓ 2 (N). As in the non holomorphic case the obvious choice for the interpolating function would be F =:
At least formally F assumes the correct values, the problem now being that u i do not have disjoint supports. Nevertheless u i are small outside S β ′ (z i ) in the following sense.
In the same way
And estimate as follows
By choosing a weak − * cluster point of the sequence, we have a function f which solves the interpolation problem. Since also C depends only on K 0 the interpolation constant can be chosen uniformly.
Since every weakly separated sequence has a cofinite normalized subsequence the previous theorem implies Bishop's Theorem.
Corollary 13 (Bishop's Theorem). In the Dirichlet space of the unit disc, a sequence is onto interpolating iff it is strongly separated.
Onto interpolation in D for finite measure sequences
Proposition 14. Suppose that {z i } is a weakly separated sequence which satisfies the capacitary condition (4) and has finite associated measure. Then it is strongly separated.
Proof. Since this proof requires an inductive argument on finite subsets of the sequence we will be more careful with our constants.
Let now {z i } be a sequence as in the statement. Without loss of generality we can assume that our sequence is normalized. We can choose a constant C 0 > 1 which depends only on the sequence, that is large enough such that for all z i ∈ {z i } there exists
Also by the quantitative version of Bishop's Theorem, there exists a constant C 1 > 1 such that for every normalized sequence of points E ⊆ D which is K− strongly separated, K ≤ 4C 0 +1, satisfies OntoInt(E) ≤ C 1 . By deleting a finite number of points in the sequence we can ensure that
, for all i ∈ N,
Notice that M 1 ≤ 1, but a priori we don't even know if M N < ∞ for N > 1. We claim that M N ≤ 4C 0 + 1, for all N ≥ 1. If the statement is true for some N ≥ 1. Consider any E ⊆ {z i } such that |E| = N + 1 and fix some z i ∈ E. Let f i be the function as defined above. By the induction hypothesis we have A N ≤ C 1 , hence, there exists g i ∈ D such that g i (w) + f i (w) = 0, for all w ∈ E \ z i with
Furthermore,
Finally consider the function h i =:
. By definition h i (z i ) = 1 and h i (w) = 0 for all w ∈ E \ z i . Also
Since z i was arbitrary by definition of M N +1 , we have that M N +1 ≤ 4C 0 +1. The induction is complete and it gives that lim sup N →∞ M N ≤ 4C 0 + 1 < ∞. Therefore {z i } is strongly separated.
Some remarks on the capacitary condition
Capacities are in general difficult to compute, and therefore even though the capacitary characterization of onto interpolating sequences gives some insight, it might be difficult to apply. In this section we investigate some properties of the capacitary condition.
First of all let us mention that the capacity of the condenser appearing in the capacitary condition can be replaced by the logarithmic capacity of a set on the boundary. Indeed
The second estimate is justified with an argument identical to the one in the proof of Lemma 2.
A stronger condition implying the capacitary condition.
As we have already mentioned there are a few sufficient conditions known for onto interpolation in the Dirichlet space ([2] [5] ). In this section we shall state a condition which implies the capacitary condition and which is slightly weaker than the known ones. This condition is a slight variation of the so-called weak simple condition [5] . In order to state it suppose that {z i } is a weakly separated sequence and β ′ < 1 as in Lemma 3. Then consider the points in the "restricted vicinity" of a point
Then we have the following proposition Theorem 15. Let {z i } a weakly separated sequence which satisfies
for some C > 0 and some β ′ < 1 sufficiently close to 1. Then it satisfies the capacitary condition and therefore it is onto interpolating.
Proof. The idea of the proof is an old one originally due to Shapiro and Shields and it amounts to use Pick property in order to compensate for the lack of Blaschke products in the Dirichlet space. Let z i a point in the sequence. For each z j ∈Ṽ β ′ (z i ) consider the multiplier φ ij ∈ M 1 (D) which vanishes at z j and maximizes Re φ ij (z i ). We have already mentioned that due to the Pick property of D ,
Then consider a weak − * cluster point of the sequence φ the standard Bergman tree in the unit disc and the relevant analysis of onto interpolating sequences in the Bergman tree carried by Arcozzi Rochberg and Sawyer in [5] .
For n ∈ N and k = 1, 2, . . .
and denote by τ the collection of all such points. For α = z(k, n) ∈ τ we will refer to n as the level of α and denoted it by d τ (a). The set τ can be given a structure of a rooted treed be declaring the origin to be the root of the tree and if α, β ∈ τ a directed edge connects α to β (written α < β ) if d τ (α) + 1 = d τ (β) and S(α) ⊃ S(β). In this case we say that β is a child of α. Each α has two children σ + α, σ − α and a unique predecessor α −1 . The tree model is convenient because it gives a necessary condition for interpolation in the Dirichlet space in terms of capacities defined on trees, which are highly more computable with respect to their continuous counterparts. In fact in [5] Arcozzi Rochberg and Sawyer gave the following necessary condition for onto interpolation Proposition 16 (Tree Capacitary Condition). Suppose that {z n } ⊂ τ is an onto interpolating sequence for the Dirichlet space. Then
The quantity on the left we will denote it by Cap τ (α; {z i } \ {α}).
The tree capacitary condition is much easier to analyse mainly because there exist recursive formulae for its computation [5, p. 32] Given α, β ∈ τ , α < β and U ± ⊆ S(β ± ) we have
Proposition 18. There exist sequences {z i }, {w i } in D such that {z i } is universal interpolating and {w i } is onto interpolating for the Dirichlet space with finite associated measure, their union is weakly separated but it is not an onto interpolating sequence.
Proof. Let z 0 ∈ τ , and set N = d τ (z). Assume also for simplicity that √ N is an integer. Consider also the points {w i } √ N i=0 , where w 0 = z and w i+1 = σ + w i . And also the points z i = σ . Also we can calculate the total mass that each comb(z 0 ) carries
A last remark is the following. There exists an η < 1, which can be chosen independently of N such that if 1 ≤ i = j ≤ √ N then S η (z i ) ∩ S η (z j ) = ∅. Consider now a new sequence of points {z i } such that for any α ∈ comb(z i ), β ∈ comb(z j ) S η (α) ∩ S η (β) = ∅ for i = j and some 0 < η < 1, and also
< ∞. By a Theorem of Axler [11] {z i } has a universal interpolating subsequence. We can assume without loss of generality that {z i } itself is universal interpolating. Set {w i } = ∞ i=1 comb(z i ). It is clear that the union of the two sequences it cannot be onto interpolating because it fails the tree capacitary condition Cap τ (z j , {z i } j =i ∪ {w i }) ≥ Cap τ (z j , comb(z j )) ≥ 1 10 d τ (z j ) .
Nevertheless {w i } is onto interpolating by [2, Theorem 1.3] because there exists η < 1 such that S η (w i )∩S η (w j ) = ∅, it has finite associated measure and it is weakly separated.
If we have a sequence {z i } ⊂ τ , it would be interesting to know whether the tree capacitary condition implies the capacitary condition, for that would mean that the onto interpolating sequences for the tree coincide with the onto interpolating sequences for the Dirichlet space, at least for finite measure sequences, which are much easier to understand mainly due to the recursive relations for tree capacities.
Another question which remains open is if the characterization of onto interpolating sequences carries over to the case of infinite associated measure, something that is suggested by the analogous result for W 1,2 (D). In fact if one examines the proof of Theorem A can see that that would be true if l ∞ (N) ⊆ {{f (z i )} : f ∈ D} for every onto interpolating sequence.
