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Abstract
We extend the Wilson renormalization group (RG) formulation to chiral gauge
theories and show that local gauge symmetry can be implemented by a suitable
choice of the RG flow boundary conditions. Since the space-time dimension
is four, there is no ambiguity in handling the matrix γ5 and left and right
fermions are not coupled. As a result the ultraviolet action contains all possible
globally chiral invariant interactions. Nevertheless, the correct chiral anomaly
is reproduced.
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1 Introduction
The problem of finding a consistent renormalization procedure of a chiral gauge theory
(CGT) is still an active field of investigation, both in the framework of perturbation theory
[1] and in lattice regularization [2]. In the presence of chiral fermions no regularization
is known to preserve chiral symmetry. This is not a technical problem but it is related
to the fact that chiral symmetry is anomalous [3]. In dimensional regularization with
minimal subtraction [4] the correct definition of the matrix γ5 produces chiral breaking
terms [5], although they formally vanish for d → 4. The appearance of these breaking
terms is necessary to reproduce the anomaly for external currents. In order to ensure the
Slavnov-Taylor (ST) identites of the local chiral symmetry for the renormalized theory, the
minimal subtraction procedure must be supplemented by additional finite non-invariant
counterterms [1, 6, 7]. Similarly, in lattice regularization one must introduce the Wilson
term in order to avoid the fermion doubling and reproduce the correct anomaly. This term
explicitly breaks chiral invariance and one adds all possible counterterms to the naive action
to compensate the explicit symmetry breaking induced by the Wilson term [2]. Notice that
in both approaches the regularized Lagrangian couples left and right fermions and therefore
also global chiral symmetry is broken.
The proof that it is possible to compensate the breaking due to the regularization by a
suitable choice of non-invariant counterterms in the Lagrangian is an essential ingredient of
the renormalization procedure. If the fermionic content of the theory ensures the cancella-
tion of the one-loop chiral anomaly, this fine-tuning problem has a solution. Its solvability is
independent of the regularization procedure since the classification of all possible anomalies
is an algebraic problem [8, 9].
Recently it has been shown that the Wilson renormalization group (RG) formulation
[10, 11] can be used to deduce the ST identities in the Yang-Mills theory. In this method
one introduces an ultraviolet (UV) and infrared (IR) cutoff, Λ and Λ0 respectively, in the
propagator and studies the evolution in Λ of the cutoff effective action. In this way gauge
invariance is explicitly broken by the cutoff propagator and one proves that, by properly
fixing the boundary conditions of the RG equation, the ST identities can be satisfied when
all cutoffs are removed (at least in perturbation theory). This has been shown for the pure
YM case both in terms of the “bare” couplings of the effective action at the ultraviolet
scale [12] and of the physical couplings [13]. In this case the possibility of solving the
fine-tuning problem is guaranteed by the fact that, once the renormalization conditions are
imposed and all cutoffs are removed, the renormalized Green functions are independent
of the regularization procedure and, in particular, they coincide with those obtained via
dimensional regularization.
The RG formulation con be trivially extended to chiral gauge theories. Since in this
case there is no regularization which preserves the symmetry, the RG formulation has no
disadvantages with respect to other procedures. As a matter of fact, in the RG approach the
space-time dimension is d = 4 so that there is no ambiguity in the definition of the matrix
γ5 and in the regularized action left and right fermions are not coupled. Therefore the
solution of the fine-tuning procedure is simpler than in the standard cases (i.e. dimensional
or lattice regularization), since the possible counterterms must be globally chiral invariant.
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Although there is no left-right coupling, we will show that one obtains the correct chiral
anomaly (if the matching conditions for the anomaly cancellation are not fulfilled).
The paper is organized as follows. In sect. 2 we set up the RG formalism for the CGT
and discuss the boundary conditions for the flow equations. In sec. 3 we schematically
rederive the effective ST identities for this theory and solve the fine-tuning equation at
one-loop order and at the UV scale. Technical details of this calculation are given in
appendix A. In sect. 4 we compute the one-loop chiral anomaly. Sect. 5 contains some
conclusions.
2 Renormalization group flow and effective action
Consider the SU(N) chiral gauge theory described by the classical Lagrangian (in the
Feynman gauge)
Scl = SYM + SF (1)
SYM =
∫
d4x
{
−
1
4
F aµν F
aµν −
1
2
(
∂µAaµ
)2
− c¯a∂µDabµ c
b
}
,
SF =
∫
d4x
(
ψ¯L i /D ψL + ψ¯R i /∂ ψR
)
(2)
where the gauge stress tensor and the covariant derivatives are given by F aµν = ∂µA
a
ν −
∂νA
a
µ+g f
abcAbµA
c
ν , D
ab
µ c
b = ∂µc
a+g fabcAbµ c
c andDµψ = ∂µψ+g A
a
µ t
a ψ, with ta the SU(N)
generators in the appropriate representation, such that [ta, tb] = fabctc and Tr [tatb] = 12δ
ab.
This action is invariant under the BRS transformations [14]
δAaµ =
1
g
ǫDabµ c
b , δca = −12 ǫ f
abccb cc , δc¯a = −
1
g
ǫ ∂µAaµ ,
δψL = −ǫ c
ata ψL , δψ¯L = −ǫ ψ¯L c
ata , δψ¯R = δψR = 0
with ǫ a Grassmann parameter.
Introducing the sources uaµ, v
a, λ¯ and λ associated to the variations of Aaµ, c
a, ψ and ψ¯
respectively one has the BRS action
SBRS [ΦI , γi] = Scl +
∫
d4x
{
1
g
uaµD
ab
µ c
b − 12f
abcva cb cc + λ¯ ca ta ψL + ψ¯L c
a ta λ
}
(3)
where we have denoted by ΦI and γi the fields and the BRS sources
ΦI = {A
a
µ, c
a, c¯a, ψ¯, ψ} , γi = {w
a
µ, v
a, λ¯, λ} ,
and waµ = u
a
µ + g∂µc¯
a (no source is introduced for c¯a).
In order to quantize the theory one needs a regularization procedure of the ultraviolet
divergences. We regularize these divergences by assuming that in the path integral one
integrates only the fields with frequencies smaller than a given UV cutoff Λ0. This procedure
is equivalent to assume that the free propagators vanish for p2 > Λ20.
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The generating functional is
Z[J, γ] = eiW [J,γ] =
∫
DΦ exp i{−12(Φ, D
−1Φ)0Λ0 + (J,Φ)0Λ0 + Sint[Φ, γ; Λ0]} , (4)
where the free propagators are collected in the matrixD−1IJ and, more generally, we introduce
the cutoff scalar products between fields and sources
1
2(Φ, D
−1Φ)ΛΛ0 ≡
∫
p
K−1ΛΛ0(p){p
2
[
1
2A
a
µ(−p)A
a
µ(p)− c¯
a(−p) ca(p)
]
−ψ¯L(−p) /p ψL(p)− ψ¯R(−p) /p ψR(p)} , (5)
(J,Φ)ΛΛ0 ≡
∫
p
K−1ΛΛ0(p){j
a
µ(−p)A
a
µ(p) + [χ¯
a(−p)−
i
g
pµu
a
µ(−p)] c
a(p) + c¯a(−p)χa(p)
+ψ¯(−p)η(p) + η¯(−p)ψ(p)} , (6)
where
∫
p
≡
∫
d4p/(2π)4 and KΛΛ0(p) is a cutoff function which is one for Λ
2 < p2 < Λ20 and
rapidly vanishes outside.
The introduction of the cutoff function in the propagators breaks the gauge invariance,
therefore the UV action Sint must contain all possible renormalizable interactions which
are needed to compensate the symmetry breaking induced by the regularization. These
are given by the monomials in the fields, BRS sources and their derivatives which have
dimension not larger than four and are Lorentz and SU(N) scalars, since Lorentz and
global chiral gauge symmetries are preserved by the cutoff regularization. The independent
monomials of the Yang-Mills sector are
Tr (AµAµ) , Tr (∂νAµ ∂νAµ) , Tr (∂µAµ ∂νAν) , Tr (wµ ∂µc) ,
Tr (AµAµ ∂νAν) , Tr (AµAν ∂µAν) , Tr (wµ cAµ) , Tr (v c c) ,
Tr (AµAν AµAν) , Tr (AµAµAν Aν) ,
Tr (AµAν) Tr (AµAν) , Tr (AµAµ) Tr (Aν Aν) , (7)
where Aµ = A
a
µ t
a, c = ca ta, wµ = w
a
µ t
a, v = va ta and the trace is over all possible
representations. Notice that in the SU(2) case there are only one monomial with three
gauge fields and only two independent monomials with four gauge fields, while for SU(3)
only three monomials with four gauge fields are independent. In the fermionic sector one
has the five monomials
ψ¯L /∂ ψL , ψ¯R /∂ ψR , ψ¯L /A
ata ψL , λ¯ c ψL , ψ¯L c λ . (8)
All these interactions appear in Sint with couplings of non-negative dimension (relevant
parameters) which depend on Λ0. In order to obtain the physical theory one has to show
that these relevant parameters can be fixed in such a way that:
(1) the Λ0 → ∞ limit can be taken by fixing the physical parameters such as the masses,
the coupling g and the wave function normalization constant at a subtraction point µ.
Perturbative renormalizability ensures that this can be done [11, 12, 13] (for this reason
the dependence on the ultraviolet cutoff Λ0 will be sometimes understood).
(2) in the Λ0 →∞ limit the Slavnov-Taylor identities must be satisfied. For a chiral gauge
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symmetry this requires that the gauge group is anomaly free or, more generally, constraints
the fermionic content of the theory. This is the crucial point we want to discuss in this
paper.
According to Wilson one integrates over the fields with frequencies Λ2 < p2 < Λ20 and
obtains
eiW [J,γ] = N [J ; Λ,Λ0]
∫
DΦ exp i
{
−12(Φ, D
−1Φ)0Λ + (J Φ)0Λ + Seff[Φ, γ; Λ]
}
, (9)
where N [J ; Λ,Λ0] contributes to the quadratic part of W [J, γ] and Seff[Φ, γ; Λ] is the so
called Wilsonian effective action.
This functional, apart from the tree level two point function, is the generating functional
of the connected amputated cutoff Green functions, in which the free propagators contain
Λ as an infrared cutoff [11, 12]. In other words the functional
W [J ′, γ; Λ] = Seff[Φ, γ; Λ]+
1
2(Φ, D
−1Φ)ΛΛ0 , J
′
I(−p) = K
−1
ΛΛ0
(p) ΦJ(−p)D
−1
JI (p) (10)
is the generator of the cutoff connected Green functions. The so called “cutoff effective
action” is given by the Legendre transform of W [J, γ; Λ]
Γ[Φ, γ; Λ] = W [J, γ; Λ]−
∫
p
JΦ . (11)
This functional generates the cutoff vertex functions in which the internal propagators have
frequencies in the range Λ2 < p2 < Λ0 and reduces to the physical quantum effective action
in the limits Λ→ 0 and Λ0 →∞ [15, 16].
Taking into account that the variable Λ enters as a cutoff in the internal propagators
one derives the exact RG equation [13]
Λ∂ΛΠ[Φ, γ; Λ] = −
1
2
∫
q
[Λ∂ΛK
−1
ΛΛ0
(q)]D−1IJ (q)
(
1
Γ2(q; Λ)
· Γ¯[−q, q; Φ, γ; Λ] ·
1
Γ2(q; Λ)
)
JI
,
(12)
where the indices I and J run over the indices of the fields Φ and
Π = Γ + 12(Φ, D
−1Φ)ΛΛ0 −
1
2(Φ, D
−1Φ)0Λ0 (13)
is the cutoff effective action in which the infrared cutoff in the free propagators has been
removed. The auxiliary functional Γ¯IJ [q, q
′; Φ, γ; Λ] is given by the integral equation
Γ¯IJ [q, q
′; Φ, γ; Λ] = (−)δJ ΓintIJ [q, q
′; Φ, γ; Λ]
−
∫
q′′
Γ¯KJ [−q
′′, q′; Φ, γ; Λ]
(
1
Γ2(q′′; Λ)
)
LK
ΓintIL [q, q
′′; Φ, γ; Λ] , (14)
where δJ is the fermionic number and the two point functions Γ2, IJ and the functional Γ
int
IJ
are defined by
(2π)8
δ2Γ[Φ, γ; Λ]
δΦJ (q)δΦI(q′)
= (2π)4δ4(q + q′) Γ2, IJ(q; Λ) + Γ
int
IJ [q
′, q; Φ, γ; Λ] .
Equation (12) is non-perturbative but can be perturbatively solved once the boundary
conditions are given at some Λ. We now discuss the crucial topic of the boundary conditions
which provide the starting point for the loop expansion.
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2.1 Boundary conditions: physical parameters and symmetry
In order to set the boundary conditions it is useful to distinguish between relevant and
irrelevant vertices. The relevant part of the cutoff effective action involves only monomials
in the fields and sources with dimension not larger than four
Πrel[Φ, γ; σi(Λ)] =
∑
i
σi(Λ)Pi[Φ, γ] , (15)
where the sum is over the monomials Pi(Φ, γ) given in (7) and (8). The couplings σi(Λ)
can be expressed in terms of the cutoff vertices at a given subtraction point (see [13] for
the procedure of extracting the relevant part from a given functional with a non-vanishing
subtraction point in the pure gauge case and [17] for the fermionic sector).
The remaining part of the cutoff effective action is called “irrelevant”. Since we expect
the theory to be renormalizable, for Λ ∼ Λ0 the dimension of the irrelevant couplings
should be given only by negative powers of Λ0. Thus the simplest boundary condition for
the irrelevant part of the cutoff effective action is
Γirr[Φ, γ; Λ = Λ0] = 0 . (16)
For Λ = Λ0, then, the cutoff effective action becomes local and corresponds to the bare
action Sint in (4), with the bare couplings given by σi(Λ0). The way in which the boundary
conditions for the couplings σi(Λ) are determined is not straightforward.
In a previous paper we set the boundary conditions for these couplings at the physical
point Λ = 0. In this way some of the relevant couplings are related to physical couplings
such as the wave function normalizations and the three-vector coupling g at a subtraction
point µ. The remaining are fixed imposing the symmetry at the physical point. This
procedure is highly not trivial since one has to analyse non-local functionals.
Alternatively one can discuss the symmetry at the ultraviolet scale and determine
σi(Λ = Λ0). In this case the discussion is simpler, since all functionals are relevant, but one
has to perform a perturbative calculation (i.e. to solve the RG equations) to obtain the
physical couplings. Notice that while the physical couplings are independent of the cutoff
function, the bare action is generally not.
In this paper we consider this second possibility, although the wave function normal-
izations and the gauge coupling g at a subtraction point µ are still set at Λ = 0. As a
matter of fact there are combinations of the monomials in (15) which are not involved in the
fine-tuning, so that the corresponding couplings are free and can be fixed at the physical
point Λ = 0. Before explaining the details of the fine-tuning procedure we recall how to
implement the gauge symmetry in the RG formulation.
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3 Effective ST identities
The gauge symmetry requires that the effective action satisfies the ST identities SΓ′Γ
′[Φ, γ] =
0, where Γ′[Φ, γ] = Γ[Φ, γ]−
∫
d4x 1
2
(∂µAaµ)
2 and
SΓ′ =
∫
p
(
δ Γ′
δΦi(−p)
δ
δγi(p)
+
δ Γ′
δγi(p)
δ
δΦi(−p)
)
is the Slavnov operator [9]. The ST identities can be directly formulated for the Wilson
effective action Seff at any Λ. In the generating functional (9) one performs [12, 13, 18, 19]
the following cutoff change of variables 1
δΦi(p) = ǫK0Λ(p)
δStot
δγi(−p)
, δc¯(p) = ǫ
i
g
pµAµ ,
where ǫ is a Grassmann parameter and Stot is the total action (i.e. Seff plus the source and
the quadratic terms in (9)). Then one gets the identity
exp iW [J, γ]SJ ·W [J, γ] = N [J ; Λ,Λ0]
×
∫
DΦ ∆eff[Φ, γ; Λ,Λ0] exp i
{
−12(Φ, D
−1Φ)0Λ + Seff[Φ, γ; Λ,Λ0] + (J, Φ)0Λ
}
(17)
SJ being the usual Slavnov operator [9]. Therefore in the RG formulation the gauge
symmetry condition is ∆eff = 0 (for the explicit form of ∆eff, see for instance [13]).
In perturbation theory one can show that ∆eff satisfies a linear evolution equation, so
that ∆eff = 0 at any Λ provided it vanishes at some ΛR [12, 13]. This is ensured by fixing
the couplings in Seff at the scale ΛR. The solution of this fine-tuning problem needs the
so-called consistency conditions, which are a set of algebraic identities coming from the
nihilpotency of SJ (see ref. [12] for a detailed analysis of the pure gauge SU(2) model in
the case ΛR 6= 0 and [13] in the case ΛR = 0).
Such analysis is simplified if one removes all reducible contributions from ∆eff and
studies the operator ∆Γ [18, 19] obtained from ∆eff through a Legendre transform. It is
convenient to write ∆Γ as a sum of two contributions ∆Γ = ∆¯Γ + ∆ˆΓ which are defined as
follows
∆¯Γ[Φ, γ; Λ] = −
∫
d4p K0Λ0(p)
δΠ′[Φ, γ; Λ]
δΦi(−p)
δΠ′[Φ, γ; Λ]
δγi(p)
(18)
and
∆ˆΓ[Φ, γ; Λ] = i~
∫
p,q
K0Λ(p)
{
(−1)δL
(
1
Γ2(q; Λ)
Γ¯[−q,−p; Λ]
)
JL
− δJL δ
4(p+ q)
}
×
(
1
Γ2(−p; Λ)DΛΛ0(−p)
)
Li
δ2
δΦJ(q)δγi(p)
(
Π[Φ, γ; Λ]−
1
g
∫
x
uµ∂µc
)
, (19)
where Γ¯ is given in (14) and Π′ is the expression obtained by removing the gauge fixing
term in (13). In (19) we have inserted the factor ~ to put into evidence that this term
1 Here and in the following we use the notation Φi when the set of fields Φ does not include c¯.
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vanishes at tree level. Notice that at Λ = 0 and in the UV limit the gauge symmetry
condition ∆Γ = 0 reduces to the ST identities, since Π
′ becomes Γ′ and ∆ˆΓ vanishes.
One can show [19] that the evolution of the vertices of ∆Γ at loop ℓ depends on vertices
of ∆Γ itself at lower loop order, so that if ∆
(ℓ′)
Γ = 0 at any loop order ℓ
′ < ℓ, then
Λ∂Λ∆
(ℓ)
Γ = 0 . (20)
Thus one can choose to analyse ∆Γ at any Λ, in particular at Λ = ΛR much bigger than
the subtraction scale µ. In the following ΛR will be identified with the UV scale Λ0. The
functional ∆ˆΓ(Λ0) is schematically represented in figure 1. Notice that in (19) the term
proportional to δJL does not contribute since in Π[Φ, γ; Λ0] diagonal interactions between
a field and its own source are absent.
p
q
Figure 1: Graphical representation of ∆ˆΓ(Λ0). The box and the circle represent the functionals
Γ¯ and Π respectively. The top line is the cutoff full propagator of the field ΦJ ; the bottom full
line represents the field Φi while the double line is the corresponding source γi. The cross denotes
the product of the two functionals with the insertion of the cutoff function K0Λ0(p). Integration
over the loop momentum is understood.
At this scale ∆Γ is local, or, more precisely, ∆Γ,irr(Λ0) = O(
1
Λ0
), so that the irrelevant
contributions disappear in the Λ0 → ∞ limit. From (18), ∆¯Γ(Λ0) is manifestly relevant,
since Π(Λ0) = Πrel(Λ0), while a direct calculation shows that ∆ˆΓ(Λ0) = ∆ˆΓ,rel(Λ0)+O(
1
Λ0
).
As a matter of fact, from (19) one notices that non-local terms may arise from Γ¯[Φ, γ; Λ0]
and the cutoff functions. At Λ0, Γ¯ is given by either a relevant vertex or a sequence of
relevant vertices joint by propagators with a cutoff function KΛ0∞(q + P ), where P is a
combination of external momenta (see (14)). Since the integral is damped by these cutoff
functions, only the contributions with a restricted number of propagators survive in the
Λ0 → ∞ limit. One can infer from power counting that they are of the relevant type. A
similar argument holds for the possible non-local contributions coming from K0Λ0(p). An
example of how to compute ∆ˆΓ(Λ0) at the first loop order will be given in appendix A.
3.1 Solution of ∆Γ = 0 at Λ = Λ0
Once the locality of ∆Γ(Λ) is shown, the solvability of the equation ∆Γ(Λ) = 0 at the UV
scale is a consequence of the consistency condition SΠ(0) ∆
(ℓ)
Γ (Λ0) = 0, which in turn follows
7
from the Λ-independence of ∆Γ and the solvability of the same equation at Λ = 0 (see
ref. [13]). The equation ∆
(ℓ)
Γ (Λ0) = 0 is solved by tuning some of the relevant couplings
in Π(ℓ)(Λ0). In order to see how the procedure works, it is sufficient to consider the first
loop. The generalization to higher loops is straightforward. At one loop and at Λ = Λ0,
∆Γ reads
∆
(1)
Γ (Λ0) = ∆
(1)
Γ,rel(Λ0) = SΠ(0) Π
(1)(Λ0) + ∆ˆ
(1)
Γ,rel(Λ0) . (21)
As the first term on the r.h.s. of (21) automatically satisfies the consistency condition, this
must be the true also for ∆ˆ
(1)
Γ . Hence the fine-tuning consists in imposing the relation
SΠ(0) Π
(1)(Λ0) = − ∆ˆ
(1)
Γ (Λ0) . (22)
Notice that this equation allows to compute the couplings in Π(1)(Λ0) since ∆ˆ
(1)
Γ (Λ0) depends
only on Π(0). At this loop order the line with the crossed circle in Fig. 1 contributes only
through a cutoff function K0Λ0 , since the additional full propagator associated to this line
cancels at this order (see (19)).
The most general functional Π(Λ0) contains the relevant monomials given in (7) and
(8) and can be split into two contributions
Π(1)(Λ0) = Π
(1)
inv(Λ0) + Π˜
(1)(Λ0) , (23)
where Πinv contains all the independent monomials which are invariant, i.e. SΠ(0) Π
(1)
inv = 0.
The explicit form of Πinv is
Π
(1)
inv(zi(Λ0)) =
∫
d4x
{
−
1
4
z1 F
a
µν F
aµν + z2 z3
(
1
g z3
waµD
ab
µ c
b −
1
2
fabc va cb cc
)
(24)
+ z4 ψ¯L i /D ψL + z5 ψ¯R i/∂ ψR + z2 z3
(
λ¯ c · t ψL + ψ¯L c · t λ
)}
,
with Faµν = ∂µA
a
ν − ∂νA
a
µ + g z3 f
abcAbµA
c
ν and the covariant derivatives given by D
ab
µ c
b =
∂µc
a+g z3 f
abcAbµ c
c and Dµ ψL = (∂µ+z3 g A
a
µ t
a)ψL. The remaining monomials contribute
to Π˜ which can be written as
Π˜(1)[Φ, γ; σi(Λ0)] ≡
∫
d4x
{
σ1 Λ
2
0Tr (AµAµ) + σ2Tr (∂µAµ ∂νAν) + σ3Tr (∂µAµAν Aν)
+ σ4 Tr (AµAµAν Aν) + σ5Tr (AµAν AµAν) + σ6Tr (AµAµ) Tr (Aν Aν)
+ σ7 Tr (AµAν) Tr (AµAν) + σ8 Tr (wµAµ c) + σ9 Tr (v c c)
+ σ10 ψ¯L i /A
a ta ψL + σ11 λ¯ c · t ψL + σ12 ψ¯L c · t λ
}
. (25)
Notice that for SU(2) only nine and for SU(3) only 11 of the monomials above are inde-
pendent. Inserting (23) into (22), one finds
SΠ(0) Π˜
(1)(Λ0) = − ∆ˆ
(1)
Γ (Λ0) . (26)
which fixes the σi(Λ0)’s whose finiteness is shown by explicit calculation (see Appendix A).
On the contrary the couplings zi(Λ0) are not fixed by the fine-tuning, so that one is allowed
to set them equal to their physical values at Λ = 0, i.e. zi(0) = 1. In the standard language
this corresponds to the renormalization prescriptions.
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4 The ABJ anomaly
The ABJ anomaly represents the breaking of the classical chiral symmetry at the quantum
level. One is obviously interested in theories where anomalies which affect currents coupled
to propagating gauge fields cancel. Nevertheless they have to be computed in order to
test the consistency of the regularization procedure. In this section we concentrate upon
a single left fermion (recall that in our formulation right fermions are not coupled to the
gauge field).
As the anomaly is absent at the tree level, the flow equation (20) guarantees the Λ-
independence of ∆Γ at one loop. Hence it may be convenient to compute the anomaly
at Λ = Λ0. There are two relevant monomials of ∆Γ, ε
µνρσ
∫
d4xTr [c ∂µ (Aν ∂ρAσ)] and
εµνρσ
∫
d4xTr [c ∂µ (Aν AρAσ)], which are absent in ∆¯Γ but may be present in ∆ˆΓ. This
is due to the locality of Π(Λ0), which in turn implies that ∆¯Γ is a trivial cocycle of the
cohomology of the BRS operator. In other words a violation of the ST identity results in the
impossibility of fixing the relevant couplings σi(Λ0) in Π
(1)(Λ0) in such a way the symmetry
is restored, or, equivalently, some of the relevant parameters in ∆Γ cannot be set to zero.
Nevertheless, a consistency condition for them still holds (Wess- Zumino condition).
In the following we compute the fermionic contribution to ∆ˆΓ at one loop order which
gives rise to the anomaly. Taking the Λ0 → ∞ limit in (19) and setting Λ = Λ0, ∆ˆΓ
becomes
∆ˆΓ = ∆ˆ
YM
Γ + i
∫
p q
KΛ0∞(q)
q2
[
/qγβ
δ2Γ¯(0)
δψα(−p)δψ¯β(−q)
δ2Π(0)
δψγ(q)δλ¯α(p)
K0Λ0(p) (27)
+ψ → ψ¯, λ¯→ λ
]
.
In order to compute this functional we need only the tree level vertices of Γ, i.e. those of
SBRS , and in particular
Γ
(ψ¯Aψ)
µαβ (p, q, −p− q) = ig
(
γµ
1− γ5
2
)
αβ
, (28)
Γ
(λ¯cψ)
αβ (p, q, −p− q) =
(
1− γ5
2
)
αβ
, Γ
(ψ¯cλ)
αβ (p, q, −p− q) =
(
1 + γ5
2
)
αβ
.
The fermionic contribution to the c-A-A vertex of ∆ˆΓ is shown in Fig. 2. Notice that the
line with the crossed circle in Fig. 1 contributes only through the cutoff function K0Λ0 .
From (27) and (14) the anomalous part (i.e. the part giving rise to the antisymmetric
tensor εµνρσ) of this vertex reads∫
p k
ca(p)Abν(k)A
c
ρ(r)
[
Tr (ta tb tc)A′
(cAA)
νρ (p, k, r) + Tr (t
a tc tb)A′′
(cAA)
νρ (p, k, r)
]
, (29)
where r = −p− k and
A′
(cAA)
ν ρ (p, k, r) = −A
′′(cAA)
ρ ν (p, k, r)
=
(ig)2
2
∫
q
Tr [γ5(−/q) γν (/q + /k) γρ ]
KΛ0∞(q)
q2
KΛ0∞(q + k)
(q + k)2
K0Λ0(p− q) .
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Figure 2: Fermionic contribution to the c-A-A vertex of ∆ˆΓ. The curly, dashed and full line
denotes the gluon, ghost and fermion field respectively; the double lines represent the BRS source
associated to the field depicted by the top line. All momenta are incoming.
Performing the trace over Dirac matrices, one finds
A′
(cAA)
ν ρ (p, k, −p− k) = 2 i g
2 εανβρ
∫
q
(qα qβ + qα kβ)
KΛ0∞(q)
q2
KΛ0∞(q + k)
(q + k)2
K0Λ0(p− q) .
(30)
By expanding in the external momenta and taking into account the symmetry properties,
one obtains
A′
(cAA)
νρ (p, k, −p− k) =
g2
16π2
εανβρ pα kβ
[∫
∞
0
dxK2Λ0∞(x)
∂K0Λ0(x)
∂x
+O(P 2/Λ20)
]
,
(31)
with x = q2/Λ20 and P some combination of the external momenta. Notice that the result
of the integral in (31) is determined only by the values KΛ0∞(0) = 0 and KΛ0∞(∞) = 1
and therefore is independent of the choice of the cutoff function. As a consequence, in the
Λ0 →∞ limit, one recovers the usual contribution to the anomaly, which is regularization
independent. In the RG formulation this fact can be understood from the Λ−independence
of ∆
(1)
Γ , so that the same result is obtained if one computes the anomaly at the physical
point Λ = 0. In this case the anomaly comes from ∆¯Γ and is computed in terms of the
physical vertices of Γ[Φ, γ; Λ = 0], which are regularization independent.
The fermionic contribution to the c-A-A-A vertex of ∆ˆΓ is shown in Fig. 3. According
to (27) and (14) the anomalous part of this vertex reads∫
p k r
ca(p)Abν(k)A
c
ρ(r)A
d
σ(s)
[
Tr (ta tb tc td)A′
(cAAA)
ν ρ σ (p, k, r, s) (32)
+ Tr (ta td tc tb)A′′
(cAAA)
ν ρ σ (p, k, r, s)
]
,
where s = −p− k − r and
A′
(cAAA)
ν ρ σ (p, k, r, s) = −A
′′(cAAA)
σ ρ ν (p, −(s+ p), r, −(k + p)) (33)
=
(ig)3
2
∫
q
Tr [γ5(−/q) γν (/q + /k) γρ (/q + /k + /r) γσ]
×
KΛ0∞(q)
q2
KΛ0∞(q + k)
(q + k)2
KΛ0∞(q + k + r)
(q + k + r)2
K0Λ0(p− q) .
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Figure 3: Fermionic contribution to the c-A-A-A vertex of ∆ˆΓ.
Performing the trace over the Dirac matrices, one obtains
A′
(cAAA)
ν ρ σ (p, k, r, s) = g
3 ενρασ
∫
q
q2 (2 qα + 2 kα + rα)
×
KΛ0∞(q)
q2
KΛ0∞(q + k)
(q + k)2
KΛ0∞(q + k + r)
(q + k + r)2
K0Λ0(p− q) . (34)
Again, exploiting symmetry properties and expanding into external momenta, one gets
A′
(cAAA)
ν ρ σ (p, k, r, s) = (35)
i g3
16π2
ενρασ
∫
∞
0
dx
[
1
3
(2 k + r)α
∂K3Λ0∞(x)
∂x
K0Λ0(x) − pα
∂K0Λ0(x)
∂x
K3Λ0∞(x)
]
,
where x = q2/Λ20 (terms of order O(P
2/Λ20) are omitted). As previously discussed, the
integral over x is independent of the specific cutoff function and in the Λ0 → ∞ limit is
easily proven to give
A′
(cAAA)
ν ρ σ (p, k, r, s) =
i
192 π2
g3 ενρασ (2 k + r + 3 p)α . (36)
Combining the two contributions as in (32), the c-A-A-A part of the anomaly reads
i
48 π2
g3 εµνρσ
∫
p k r
ca(p)Abν(k)A
c
ρ(r)A
d
σ(s) Tr (t
a tb tc td) pµ . (37)
There could be in principle a c-A-A-A-A vertex in ∆ˆΓ (this monomial is also relevant),
but it is straightforward to show that the graphs which could give rise to such a term vanish
because of the γ-trace. Finally, in the coordinate space the anomaly has the well-known
form [3]
A =
g2
24 π2
εµνρσ
∫
d4xTr
[
c ∂µ(Aν ∂ρAσ +
g
2
Aν AρAσ)
]
. (38)
5 Conclusions
In this paper we have considered a CGT within the RG formulation. In this regularization
the cutoff explicitly breaks gauge invariance while global chiral symmetry is preserved.
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In the case of an anomaly free theory, the Slavnov-Taylor identities are perturbatively
recovered by solving, at the UV scale, a fine-tuning equation which fixes all the couplings
in the bare action except the five zi’s. Then one can exploit such a freedom by fixing these
undetermined couplings at the physical point Λ = 0. In this way the four wave function
normalizations and the three-vector coupling can be set at some subtraction point µ 6= 0 to
be their physical values zi(0) = 1. In order to recover the complete UV action, in addition to
the fine-tuning procedure one has to perform a perturbative calculation using the RG flow.
We explicitly computed some of the couplings of this UV action. Apart from the zi’s they
turn out to be finite. This is similar to what happens in dimensional regularization where
the definition of the matrix γ5 explicitly breaks the chiral symmetry by a term which lives
in ǫ dimensions (the so called evanescent vertex). Once this vertex is inserted in primitively
divergent Feynman diagrams (i.e. generating poles in ǫ) it produces a finite contribution as
ǫ→ 0. Thus additional finite counterterms must be introduced in order to restore the ST
identities. This fine-tuning involves all possible relevant interactions, since the matrix γ5
couples left to right fermions. On the contrary in our formulation the regularization breaks
local gauge invariance but preserves global chiral symmetry, so that only globally invariant
monomials are involved in the fine-tuning, which, though unavoidable, is thus simplified
(the situation is even worse with lattice regularization due to the additional breaking of
Lorentz invariance).
Another advantage of the RG formulation is that it works in a four dimensional space-
time. Hence, as in the case of the so-called “naive” dimensional regularization, the calcula-
tion of the γ-traces can be easily performed. In particular, by a simple one-loop calculation,
we reproduced the chiral anomaly result, which turns out to be universal, i.e. independent
of the cutoff function choice, as it should (as well known the naive dimensional regulariza-
tion cannot reproduce the chiral anomaly).
We performed a one-loop analysis, but the procedure systematically generalizes to higher
order. This is another advantage with respect to dimensional regularization, which is
difficult to extend to higher orders due to the ambiguities in handling the matrix γ5.
Acknowledgements We have greatly benefited from discussions with M. Simionato
and M. Tonin.
Appendix A
In this appendix we solve the fine-tuning equations at the first loop order and at the UV
scale, Λ = Λ0, and show that the one loop couplings σi(Λ0) in (25) are finite. In this case
∆¯Γ contains the UV couplings of Π˜
(1)(Λ0), while the vertices of ∆ˆΓ are given by the product
of the tree level vertices of Γ¯ (obtained from (14)) and those of Π.
We first consider the A-c vertex of ∆Γ. From (18) and (25) one can easily see that
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∆¯
(Ac)
Γµ (p; Λ0) is given by
∆¯
(Ac)
Γµ (p; Λ0) = −
i
g
pµ [σ1(Λ0) Λ
2
0 + σ2(Λ0) p
2] . (39)
The graphs contributing to ∆ˆ
(Ac)
Γµ (p; Λ0) are shown in Fig. 4.
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Figure 4: First loop contributions to ∆ˆ(Ac)Γµ .
Using the vertices of SBRS one can derive the total pure Yang-Mills (YM) contribution,
which is given by
2 g
∫
q
1
q2
K0Λ0(p− q)KΛ0∞(q) (3p− 4q)µ ; (40)
in addition the fermionic (F) contribution is
− 2 g
∫
q
1
q2
K0Λ0(p− q)KΛ0∞(q) Tr [/q γµ (1− γ5)/2] . (41)
For p≪ Λ0, one can write
∆ˆ
(Ac)
Γµ (p; Λ0) = pµ [δˆ1 Λ
2
0 + δˆ2 p
2 + O(p4/Λ20)] . (42)
where the values of δˆ1 and δˆ2 can be obtained from (40) and (41) once the cutoff function
is specified. We have performed their calculation using three different forms of K0Λ0 .
The results are the following (in units of ig
16π2
)
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K0Λ0(p) δˆ
(YM)
1 δˆ
(F)
1 δˆ
(YM)
2 δˆ
(F)
2
Θ(1− p2/Λ20) 2 1 - -
Λ40
(p2+Λ20)
2
2
3
5
3
− 7
30
−1
3
exp
(
− p
2
Λ20
)
0 3
2
− 1
12
−1
3
The fine-tuning equation (26), together with the results (39) and (42), allows to find the
values of σ1(Λ0) and σ2(Λ0) which as a consequence depend on the cutoff function. The
finiteness of the results is due to the presence in (40) and (41) of the two cutoff functions
having almost non-intersecting supports (i.e. q2 & Λ20, (q − p)
2 . Λ20).
In order to check our calculation we have computed these relevant couplings at the phys-
ical point Λ = 0 using the evolution equation (12) and the corresponding cutoff function.
In the limit Λ0 →∞ one has σ1(0) = σ2(0) = 0, as required by the fine-tuning equation at
the physical point Λ = 0 [13].
The same analysis can be repeated for the other vertices of ∆Γ in order to fix the
remaining couplings σi(Λ0) in (25). Also these couplings are finite, thanks to the same
argument discussed above.
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