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Resumo
O desenvolvimento de pesquisas voltadas para espaços inteligentes tem sido recorrente na úl-
tima década. Como uma instância da computação ubíqua, a ideia geral é extrair informação do
ambiente e usá-la para interagir e prover serviços para os atores nele presentes. O emprego de
sensores é fundamental nessa área e seres humanos são, geralmente, os atores envolvidos. Nesse
sentido, nesta tese de doutorado, propõe-se um detector de seres humanos para ser empregado
em um espaço inteligente baseado em uma rede de câmeras. O detector é implementado utili-
zando conceitos de computação em nuvem e arquitetura orientada a serviços (service-oriented
architecture - SOA). Como principal contribuição deste trabalho, o detector de seres humanos
é desenvolvido como um serviço, que é escalável, confiável e paralelizável. É também uma
preocupação que o serviço proposto seja flexível, não dependente de hardware específico e o
menos estruturado possível, atendendo a diferentes aplicações e serviços do espaço inteligente.
Uma rede de câmeras, que no cotidiano se encontra normalmente instalada em diferentes am-
bientes, é empregada para eliminar problemas apresentados por detectores de seres humanos
baseados em uma única câmera. De forma a validar a solução desenvolvida, implementam-se
três aplicações provas de conceito (PdC) de diferentes tarefas reais do dia a dia. Duas das tarefas
apresentadas envolvem a navegação de um robô e demandam a percepção sobre a localização
tridimensional dos seres humanos presentes no ambiente. No que diz respeito aos requisitos
de tempo e qualidade de detecção, o serviço proposto mostrou-se adequado para interagir com
os outros serviços da arquitetura do espaço inteligente, de maneira a completar, de forma bem
sucedida, as tarefas relativas a cada aplicação desenvolvida. Como uma contribuição adicional,
um procedimento de extração de características, baseado na teoria da análise de componentes
independentes (independent component analysis - ICA), é proposto como parte de um detector
de seres humanos. Testes são conduzidos, em bases de dados públicas, de forma a avaliar o
procedimento desenvolvido. A área da detecção de pedestres é empregada como estudo de caso
para o desenvolvimento e análise do detector de seres humanos, devido a maturidade dessa área
na comunidade científica. O método de extração de características proposto é também utilizado
como parte do fluxograma de operação do serviço de detecção de seres humanos desenvolvido.
Dessa forma, esse procedimento também é analisado em aplicações de tempo real, no contexto
de espaços inteligentes.

Abstract
The topic of intelligent spaces has experienced increasing attention in the last decade. As an
instance of the ubiquitous computing paradigm, the general idea is to extract information from
the ambient and use it to interact and provide services to the actors present in the environment.
The sensory analysis is mandatory in this area and humans are usually the principal actors
involved. In this sense, we propose a human detector to be used in an intelligent space based on
a multi-camera network. Our human detector is implemented using concepts of cloud computing
and service-oriented architecture (SOA). As the main contribution of the present work, the
human detector is designed to be a service that is scalable, reliable and parallelizable. It is
also a concern of our service to be flexible, decoupled from specific processing nodes of the
infrastructure and less structured as possible, attending different intelligent space applications
and services. Since it can be easily found already installed in many different environments,
a multi-camera system is used to overcome some difficulties traditionally faced by existing
human detection methods that are based in only one camera. To validate our approach, we
implement three different applications that are proof of concept (PoC) of many day-to-day real
tasks. Two of these applications are related to robot navigation and demand the knowledge about
the tridimensional localization of the humans present in the environment. With respect to time
and detection performance requirements, our human detection service has proved to be suitable
for interacting with the other services of our Intelligent Space, in order to successfully complete
the tasks of each application. As an additional contribution, a feature extraction procedure based
on the independent component analysis (ICA) theory is proposed as part of a detector and
evaluated in public datasets. The pedestrian detection area is used as a playground to develop
the human detector since it is the most mature research area of the human detection literature.
The resulted detector is also used in the pipeline of the proposed human detection service, thus,
being also applied in real-time applications in the intelligent space used as our testbed.
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1 Introdução
1.1 Motivação
A detecção de seres humanos em imagens é uma importante área de pesquisa, devido à
relevância do sensoriamento humano em diferentes situações do cotidiano (NGUYEN; LI;
OGUNBONA, 2016). Nesse sentido, essa área tem sido adotada como tema central em uma
variedade de estudos de caso.
A detecção de pedestres, por exemplo, tem sido estudada de forma recorrente na comuni-
dade científica. Ao longo dos últimos anos, diversos trabalhos foram apresentados (DOLLÁR;
BELONGIE; PERONA, 2010; BENENSON et al., 2015; ZHANG; BENENSON; SCHIELE,
2015; ZHANG et al., 2016a; ZHANG et al., 2016b; HU et al., 2017). Isso fez com que essa
linha de pesquisa atingisse um alto grau de desenvolvimento, possuindo maior destaque quando
comparada a outras tarefas relacionadas à detecção de seres humanos. O interesse particular pela
detecção de pedestres se deve, principalmente, ao crescente desenvolvimento de pesquisas na
área de veículos autônomos e sistemas avançados de assistência ao condutor (advanced driver
assistances systems) (ADAS) (GERONIMO et al., 2010).
Apesar desse fato, a detecção de seres humanos em imagens é uma área que, certamente,
não se limita a aplicações voltadas para veículos autônomos. Tarefas que envolvem câmeras de
videomonitoramento também demandam desenvolvimento de pesquisas nessa área (VARGA;
SZIRÁNYI, 2017). Nesse contexto, aplicações relacionadas a segurança público-privada (PATIL;
TALELE, 2015), monitoramento de pessoas em multidões (ALAHI; RAMANATHAN; FEI-FEI,
2017) e detecção de eventos em estações de metrô (LIU et al., 2005) podem ser mencionadas. De
uma forma mais abrangente que a de aplicações voltadas para videomonitoramento, encontra-se
o desenvolvimento de soluções com foco em espaços inteligentes. Nessa área de estudo, o
objetivo é, em geral, extrair informações do ambiente de forma a interagir com os indivíduos nele
presentes (LEE; NORDSTEDT; HELAL, 2003). Dessa forma, a localização e o comportamento
de seres humanos e objetos, presentes no espaço analisado, são de suma importância.
Um exemplo de aplicação voltada para espaços inteligentes, que envolve a detecção de seres
humanos, é o desenvolvimento de robôs de serviço (PYO et al., 2015; GLAS et al., 2013; WANG
et al., 2012). Entre outras funções, esses robôs podem ser utilizados para auxiliar seres humanos
em ambientes como shoppings (GLAS. et al., 2015) e supermercados (MATSUHIRA et al.,
2010). Nessas aplicações, o contexto no qual o ser humano está inserido é muito importante
para que o robô possa prover o serviço correto, para a situação demandada. Nesses casos, a
informação sobre a presença de pessoas no espaço de trabalho também é fundamental, pois,
por meio dela, pode-se realizar o planejamento adequado da navegação dos robôs empregados
(RIBEIRO et al., 2017).
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Uma outro motivação, para a elaboração de soluções relacionadas à detecção de pessoas em
ambientes inteligentes, é a construção de casas e salas de reunião automatizadas (HELAL et al.,
2005; CHEN et al., 2004). Esses ambientes devem ser capazes de identificar as necessidades
e interagir com os indivíduos neles presentes. Inseridos nesse mesmo contexto, encontram-
se ainda aplicações voltadas para assistência a pessoas com necessidades específicas, como
idosos (ALBAWENDI et al., 2015), e o desenvolvimento de sistemas inteligentes de vigilância
(FREJLICHOWSKI et al., 2014).
A detecção de seres humanos é também importante em espaços inteligentes que possuam
tarefas que demandem a interação homem-máquina, conforme verificado em (CHRUNGOO;
MANIMARAN; RAVINDRAN, 2014; AKKALADEVI; HEINDL, 2015; PEREIRA; VAS-
SALLO; SALLES, 2013). A extração do contexto sobre a cena e o reconhecimento de atividades
são fundamentais para a execução dessas tarefas. Por fim, em uma escala superior, porém corre-
lata a de espaços inteligentes, está o desenvolvimento de aplicações que envolvem detecção de
seres humanos em cidades inteligentes (BOUTSIS; KALOGERAKI; GUNO, 2016).
Nesse sentido, a detecção de seres humanos em imagens, neste trabalho, está voltada para
aplicações relacionadas a espaços inteligentes. Para esse fim, no entanto, serão utilizados con-
ceitos e soluções relacionadas à detecção de pedestres, devido à maturidade dessa categoria da
detecção de seres humanos na literatura.
Espaços inteligentes e a detecção de seres humanos
Na década de 90, Weiser sugeriu que a tecnologia do futuro estaria tão imersa na vida das
pessoas que ela seria imperceptível (WEISER, 1991). Naquele tempo, espaços inteligentes
não haviam ainda sido implementados, embora computadores pessoais estivessem já sendo
produzidos e comercializados. Weiser afirmou que uma boa ferramenta deveria ser invisível e
que, por isso, os computadores não seriam ainda a ferramenta ideal (WEISER, 1994). Nesse
sentido, a computação deveria ser empregada de uma forma que o usuário não a notasse,
tampouco necessitasse de conhecimento técnico sobre ela. Por meio dessas ideias, Weiser definiu
o que é chamado de computação ubíqua (ubiquitous computing).
Estudos em computação ubíqua têm resultado em uma variedade de conceitos, entre eles
estão os de espaços inteligentes (intelligent spaces e smart spaces) e ambientes inteligentes
(ambient intelligence) (COEN, 1998; WRIGHT; STEVENTON, 2004; LEE; HASHIMOTO,
2002). Embora existam diferentes definições, todas possuem como fundamento básico a imersão
da computação no ambiente. Sendo assim, tendo em vista que o objetivo deste trabalho não é
discutir diferenças terminológicas no âmbito da computação ubíqua, o termo espaço inteligente
será utilizado de forma geral.
Atualmente, espaços inteligentes tem atraído crescente interesse por parte da comunidade
acadêmica. Nos trabalhos desenvolvidos, busca-se transferir para o ambiente inteligência e
capacidade computacional, reduzindo a demanda por estações centrais com alto poder de pro-
cessamento. Em geral, o objetivo final é extrair informações sobre o ambiente, executar todo
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o processamento demandado e interagir provendo serviços para os usuários dessa plataforma
(LEE; NORDSTEDT; HELAL, 2003).
Nesse sentido, é interessante que aplicações voltadas para espaços inteligentes possuam
sistemas capazes de localizar pessoas em um determinado ambiente, de forma a extrair contextos
por meio da observação do comportamento humano. Além disso, existe ainda a possibilidade de
se oferecer serviços, por exemplo, por meio da interação homem-máquina, conforme observado
em (GLAS. et al., 2015; GLAS et al., 2013; ZHOU et al., 2013; MRAZOVAC et al., 2012;
BRSCIC, 2014).
De forma a extrair informação útil do ambiente e também detectar a presença humana, é
comum o emprego de redes de sensores (CHEN; CHANG; CHEN, 2015; COOK et al., 2013;
MRAZOVAC et al., 2012). Alguns trabalhos evitam o uso de câmeras devido a complexidade dos
algoritmos envolvidos, problemas com oclusão e variações no brilho e cor das imagens. Além
disso, a mudança na forma e aparência dos objetos, devido ao ângulo de visão, é um desafio.
Nessas situações, o emprego de outros sensores, tais quais infravermelho, laser, de aceleração e
movimento, torna-se uma alternativa (SURIE; PARTONIA; LINDGREN, 2013; MORIOKA;
HASHIKAWA; TAKIGAWA, 2013; COOK et al., 2010).
No entanto, em situações em que se faz necessária uma interação direta com seres humanos,
apenas a informação de presença pode não ser suficiente. Informações adicionais como localiza-
ção e também reconhecimento de faces e gestos podem ser demandadas. Nesses casos, opta-se
geralmente pelo emprego de câmeras, devido à maior riqueza das informações providas por esse
tipo de sensor sobre o ambiente e os objetos nele presentes (LEE et al., 2012; ZABULIS et al.,
2013).
Em se tratando especificamente da detecção de seres humanos em imagens, a maior parte dos
métodos é fundamentada em modelos baseados em aparências. Essas técnicas empregam, em sua
maioria, extratores de características associados a classificadores, que são treinados e avaliados
em bases de dados públicas após dias ou horas de sintonia de hiperparâmetros. Conforme
observado em (LI; YAO; WANG, 2012), em geral, esses tipos de detectores procuram por uma
solução genérica1. Busca-se reduzir o erro de detecção o tanto quanto for possível, sem tornar
o detector específico para uma determinada situação ou ambiente. Exceto em alguns poucos
casos, apenas testes off-line em bases de dados públicas são conduzidos. Nos últimos anos, a
maior parte da literatura tem se dedicado a intervenções na etapa de extração de características
do fluxograma do processo de detecção, conforme observado em (BENENSON et al., 2015;
CAO; PANG; LI, 2016).
No entanto, mesmo com o progresso da área de detecção de objetos, liderada pela família de
soluções baseadas em redes neurais convolucionais (GIRSHICK et al., 2014), a tarefa de detectar
pessoas e objetos em aplicações de tempo real, com qualidade, tal como exigido em espaços
1 O termo “detector genérico”, neste trabalho, será usado para se referir a métodos que são desenvolvidos sem
qualquer restrição, a priori, no espaço de soluções das tarefas para as quais foram desenvolvidos. Dessa forma,
não são levadas em conta no desenvolvimento desses detectores, por exemplo, informações acerca da geometria
da cena.
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inteligentes, é um problema ainda não resolvido. A utilização de detectores em aplicações
práticas também carece de maior análise por parte dos trabalhos apresentados na literatura. Isso é
mais evidente ainda para o caso em que uma rede de câmeras é empregada. Em geral, o processo
de detecção em uma única câmera já demanda uma alta capacidade computacional, de forma que
executar esse processo em uma rede integrada de câmeras torna-se algo ainda mais desafiador.
Sendo assim, um dos problemas existentes, ao se aplicar a detecção de seres humanos em um
espaço inteligente baseado em uma rede de câmeras, é desenvolver um detector de baixo custo
computacional, que não sobrecarregue a rede, preservando assim recursos para outros serviços e
aplicações.
Apesar dos problemas elencados, existem também vantagens em se implementar um sistema
de detecção de seres humanos em um espaço inteligente. Se conceitos como computação em
nuvem (cloud computing) e arquitetura orientada a serviços (service-oriented architecture - SOA)
forem utilizados na concepção da plataforma desse espaço inteligente, a depender de seu projeto,
o detector apresentará características como paralelismo, confiabilidade e alocação dinâmica de
recursos. O detector de seres humanos poderá então se beneficiar de todas as vantagens dessa
arquitetura. Nesses casos, a detecção de seres humanos pode ser fornecida como um serviço,
que pode ser utilizado por diferentes aplicações e funcionar em diferentes plataformas, sendo ao
mesmo tempo leve e flexível.
1.2 Proposta desta tese
Nesta tese de doutorado, um serviço de detecção de seres humanos leve, flexível e que
funciona em um espaço inteligente é proposto. Esse serviço emprega uma arquitetura baseada
em computação em nuvem e SOA, possui acoplamento mínimo à infraestrutura física e atende a
diferentes aplicações de forma modular. A informação visual do ambiente é fornecida empre-
gando apenas uma rede de câmeras. Além de prover detecção de seres humanos, o serviço agrega
e transfere para as aplicações, que o utilizam, importantes características disponibilizadas pela
plataforma do espaço inteligente e pela rede de câmeras. Diferentes aplicações que são provas de
conceito (PdC) de tarefas do dia a dia, e que se baseiam na detecção de seres humanos, podem
se beneficiar dessas características de forma a serem executadas de maneira mais rápida, flexível
e confiável.
Em suma, os seguintes pontos são abordados na concepção do serviço de detecção de seres
humanos proposto:
• A transferência, para as aplicações que utilizam o serviço, de propriedades como escalabi-
lidade, paralelismo e confiabilidade, existentes no âmbito do espaço inteligente no qual é
proposto;
• O acoplamento mínimo à infraestrutura física;
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• A capacidade de localizar seres humanos em imagens advindas de uma rede de câmeras.
Dessa forma, evitam-se problemas encontrados em abordagens com uma única câmera,
que fazem detectores genéricos de seres humanos falharem em aplicações reais;
• O inter-relacionamento entre o serviço de detecção e a rede de câmeras, de forma a atender
aos requisitos de tempo das aplicações. Isso permite que a execução em tempo real seja
alcançada.
É importante mencionar que, de acordo com o apresentado em (ATIS, 2016), a distinção
entre tempo real e aproximadamente tempo real é de certa forma nebulosa, devendo ser definida
em cada contexto analisado. Neste trabalho, considera-se o termo tempo real como o alcance de
taxas de processamento de dados, que não inserem atrasos perceptíveis nos requisitos de tempo
das aplicações. Dessa forma, a experiência dos usuários, na interação com a infraestrutura do
espaço inteligente, não deve ser afetada pelas técnicas de processamento de dados, desenvolvidas
no âmbito desta tese. Um exemplo é o tempo de resposta do robô, em relação ao movimento dos
seres humanos, nas aplicações desenvolvidas nesta tese de doutorado2. Idealmente, esse tempo
de resposta não pode ser afetado significativamente pelo tempo de processamento do serviço de
detecção de seres humanos.
O serviço de detecção, que é desenvolvido nesta tese de doutorado, possui como parte de seu
fluxograma um detector genérico de seres humanos. Esse detector é proposto e avaliado no âmbito
da detecção de pedestres e possui como diferencial, em relação a literatura, o procedimento de
extração de características. Essa etapa tem sido considerada nos últimos anos como tendo papel
de destaque para o sucesso do processo de detecção. O uso da teoria da análise de componentes
independentes (independent components analysis - ICA) é avaliado para esse fim. A ICA, por
ser uma técnica orientada aos dados, provê uma forma consistente de se realizar a extração de
características. Finalmente, por meio das soluções propostas neste trabalho, pode-se fazer um
paralelo entre detectores genéricos de seres humanos, avaliados geralmente apenas em situações
controladas e testes off-line, e detectores aplicados a situações reais.
1.3 Contribuições
Consideram-se como contribuições principais desse trabalho:
• Um serviço de detecção de seres humanos flexível, que é adequado para ser utilizado
por diferentes aplicações em um espaço inteligente baseado em uma rede de câmeras. A
flexibilidade desse serviço é alcançada devido ao emprego de conceitos de computação em
nuvem e SOA em seu desenvolvimento. Um acoplamento mínimo a infraestrutura física é
obtido;
2 Conforme será apresentado adiante, duas das aplicações desenvolvidas neste tese de doutorado, no Capítulo 3,
empregam um robô.
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• Um serviço de detecção desenvolvido para ser escalável, confiável e paralelizável, de
forma a atender as demandas de tempo e capacidade computacional das aplicações. Todas
essas características são suportadas pela arquitetura e infraestrutura do espaço inteligente
e transferidas para as aplicações por meio do serviço proposto;
• Avaliação prática do serviço por meio da implementação de três diferentes aplicações
PdC de tempo real, que são desenvolvidas de forma distribuída no espaço inteligente
experimental. Duas dessas aplicações envolvem inclusive interação homem-máquina,
no sentido que um robô deve navegar, por um ambiente, tendo conhecimento sobre a
localização tridimensional dos indivíduos nele presentes.
Além disso, são consideradas como contribuições adicionais e características do sistema
desenvolvido nesta tese:
• Análise do uso da teoria da ICA em um detector de seres humanos, no âmbito da detecção
de pedestres;
• Localização tridimensional (3D) de indivíduos, no espaço inteligente, com erro médio
menor que 40% do diâmetro médio da projeção da área do corpo humano no plano do
chão. Essa característica é obtida principalmente pelo uso de uma rede de câmeras;
• Análise extensiva da acurácia do detector de seres humanos como um serviço de extração
de informação de contexto para aplicações reais;
• Disponibilização de mais de seis mil imagens anotadas para comparação.
Por fim, a pesquisa desenvolvida nesta tese de doutorado resultou na publicação de dois
artigos em congressos e um artigo em periódico qualificado:
• Modelo Estatístico para Filtragem de Exemplos Negativos na Detecção de Pedestres,
apresentado no XXI Congresso Brasileiro de Automática – (ALMONFREY et al., 2016a);
• Neural Cells Insights On Pedestrian Detection, também apresentado no XXI Congresso
Brasileiro de Automática – (ALMONFREY et al., 2016b);
• A flexible human detection service suitable for Intelligent Spaces based on a multi-camera
network, publicado na revista International Journal of Distributed Sensor Networks –
(ALMONFREY et al., 2018a).
1.4 Organização do trabalho
Este documento está organizado da seguinte maneira. No Capítulo 2, o detector de seres
humanos proposto neste trabalho é analisado no âmbito da detecção de pedestres. Nessa ocasião,
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aborda-se a forma como a ICA é empregada na tarefa de extração de características. Testes em
um cenário off-line são conduzidos empregando bases de dados disponíveis na literatura.
No Capítulo 3, o problema de detecção de seres humanos é abordado no contexto de apli-
cações reais, em um cenário on-line. Um detector de seres humanos é então proposto em uma
arquitetura baseada em serviços, com acoplamento mínimo a infraestrutura física e utilizado de
forma modular por diferentes aplicações PdC. Uma análise sobre o desempenho de detectores
genéricos de seres humanos, quando empregados em aplicações de tempo real, é realizada.
Por fim, no Capítulo 4, são apresentadas as conclusões deste trabalho, bem como algumas
possibilidades de trabalhos futuros. A Figura 1 apresenta, de forma mais detalhada, a sequência
na qual o trabalho desenvolvido nesta tese é apresentado. Essa figura também é utilizada para
destacar algumas características, procedimentos e contribuições desta tese.
Figura 1 – Estrutura de apresentação do trabalho.
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2 Detecção automática de seres huma-
nos em imagens
Neste capítulo, uma proposta de solução para a tarefa de detecção de seres humanos em
imagens é apresentada no contexto da detecção de pedestres. O detector proposto pertence
a família de soluções conhecida como características de canais filtrados. Essa família possui
métodos elegíveis para serem empregados no Capítulo 3, pois apresenta um bom compromisso
entre qualidade e tempo de detecção. Além disso, métodos dessa família não dependem de
hardware específico, como unidades de processamento gráfico. Ao longo deste capítulo, a teoria
empregada no desenvolvimento do método e seu fluxo de operação são discutidos. Por fim,
uma análise das potencialidades e limitações do detector proposto é realizada, por meio da
comparação com trabalhos linha base de referência.
2.1 Trabalhos relacionados
A detecção de seres humanos em imagens é uma instância da detecção geral de objetos.
Ambas possuem soluções enquadradas nas mesmas categorias. As técnicas de detecção de
objetos em imagens podem ser, simplificadamente, categorizadas em: correspondência entre
silhuetas e modelo baseado em aparência.
Na abordagem por correspondência entre silhuetas, em geral, emprega-se um modelo para
representar a forma do objeto. Esse modelo pode ser estatístico (LIU; GUO; CHANG, 2014;
ALMONFREY et al., 2016a) ou baseado na derivada ou gradiente de regiões da imagem, por
exemplo, usando bordas (BROGGI et al., 2000). Em seguida, por meio de um processo de medida
de similaridade, como a correlação, pode-se verificar quais partes da imagem correspondem ou
não ao modelo, localizando-se assim o objeto na imagem. No entanto, os trabalhos mais bem
sucedidos da literatura são fundamentados no modelo baseado em aparência, que também é
empregado nesta tese de doutorado. Essa metodologia emprega características para representar as
diferenças existentes entre regiões da imagem. Essas características são conhecidas também como
descritores e são utilizadas para treinar classificadores, normalmente, de forma supervisionada.
A Figura 2 exibe de forma simplificada o fluxograma tradicional de um detector de objetos.
Por meio de um conjunto de características obtidas para uma dada região da imagem, pode-se
classificar essa região como sendo um objeto ou relativa ao fundo da cena. Juntos, os processos
de extração de característica e classificação formam o núcleo da tarefa de detecção. Embora
a qualidade do processo de detecção se deva em parte a um correto ajuste do classificador,
conforme evidenciado em (PAISITKRIANGKRAI; SHEN; HENGEL, 2014; PAISITKRIANG-
KRAI; SHEN; HENGEL, 2016; ZHANG; BENENSON; SCHIELE, 2015; CAI; SABERIAN;
VASCONCELOS, 2015; OHN-BAR; TRIVEDI, 2016), em (BENENSON et al., 2015) observa-se
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que diferentes classificadores foram capazes de alcançar o estado da arte alterando, basicamente,
os descritores empregados. Além disso, em (ZHANG et al., 2016a), observou-se que duas cate-
gorias diferentes de classificadores apresentaram desempenhos semelhantes quando empregando
um mesmo conjunto de características.
Recentemente, alguns trabalhos como (ZHANG; BENENSON; SCHIELE, 2015; YANG et
al., 2015; ZHANG et al., 2016a; CAO; PANG; LI, 2017; CAO; PANG; LI, 2016; HU et al., 2017)
confirmaram a hipótese apresentada em (BENENSON et al., 2015), de que o projeto adequado
de características possui papel de destaque no que diz respeito ao aumento da qualidade de
detecção. Alguns resultados indicam ainda que é justamente a etapa de extração de características
a principal responsável pelo sucesso das chamadas redes neurais convolucionais profundas (deep
convolutional neural networks - DCNN) (YANG et al., 2015; ZHANG et al., 2016a; CAO;
PANG; LI, 2017; HU et al., 2017).
Figura 2 – Fluxograma de um detector de objetos.
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A relação com aplicações para carros autônomos, vídeo monitoramento e robótica torna a
detecção de pedestres a classe da detecção de seres humanos mais abordada da literatura. Essa
área de estudo é também empregada como playground para o desenvolvimento de novas técnicas
de detecção de objetos (BENENSON et al., 2015). Devido a maturidade dessa área na literatura,
ela é utilizada neste capítulo como estudo de caso para o problema de detecção de seres humanos
em imagens.
Existem diferentes abordagens e modelos de soluções para o problema de detecção de
pedestres na literatura. Neste trabalho, o escopo das soluções para o problema em questão se
restringe àquelas que contribuem para a etapa de extração de características. Isso se deve a já
mencionada importância dessa etapa no processo de detecção. Portanto, essa premissa é elemento
norteador para a revisão bibliográfica a seguir, embora outros aspectos importantes dessa área de
estudo sejam abordados em menor escala.
Métodos clássicos
Em (VIOLA; JONES; SNOW, 2003), apresentou-se um detector geral de objetos aplicado
à tarefa de detecção de pedestres. Composto por um classificador com arquitetura em cascata
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treinado via AdaBoost (FREUND; SCHAPIRE, 1997), o detector utiliza descritores gerados
por padrões feitos a partir das funções de Haar. Esses padrões são arranjados espacialmente de
maneira a modelar o corpo de um pedestre. Em outro trabalho, Dalal e Triggs (DALAL, 2006)
propuseram o renomado e amplamente utilizado descritor baseado em histogramas de gradientes
orientados (histograms of oriented gradients - HOG). Esses descritores foram durante muito
tempo componentes base dos detectores de pedestres, embora nos últimos anos tenham perdido
espaço para as DCNN.
Já em (WU; NEVATIA, 2007), empregaram-se características denominadas edgelets, de
forma a modelar quatro partes do corpo de um pedestre em três diferentes poses. Por outro
lado, em (FELZENSZWALB; MCALLESTER; RAMANAN, 2008), um esquema denominado
modelo de partes deformadas (deformable parts model - DPM) foi apresentado. Nesse caso,
o pedestre é representado por um modelo completo do corpo, de baixa resolução, juntamente
com partes do corpo de alta resolução. As posições das partes são consideradas dinâmicas
e desconhecidas. Como classificador, os autores utilizaram uma máquina de vetores suporte
(support vector machine - SVM) específica para lidar com informações latentes.
Em (DOLLÁR et al., 2009a), o emprego de uma variedade de canais, derivados de compo-
nentes vermelho-verde-azul (red-green-blue - RGB) da imagem, foi avaliado na detecção de
pedestres. O objetivo foi selecionar o melhor conjunto de canais a serem empregados como
características. Desse estudo, 10 canais foram selecionados para a tarefa em questão: os canais
de cor L, U e V; seis canais de HOG (90o, 60o, 30o, 0o,−30o,−60o) e um canal oriundo da
magnitude do gradiente da imagem (|G|). Esses canais ficaram conhecidos na literatura como
HOG+LUV e apresentaram os melhores resultados quando associados a árvores de decisão
(decision trees - DT) treinadas via AdaBoost. O detector resultante dessa associação foi de-
nominado características de canais (channel features - ChnsFtrs). Os canais HOG+LUV são
também empregados na solução proposta neste trabalho e nos trabalhos linha base de referência:
características de canais agregados (aggregate channel features - ACF) e características de canais
localmente descorrelacionados (locally decorrelated channel features - LDCF).
Devido ao fato de obterem características por meio da filtragem (diversificação) de um
conjunto base de canais (HOG+LUV), o método proposto neste trabalho e os detectores ChnsFtrs,
ACF e LDCF são conhecidos como membros da família de soluções denominada características
de canais filtrados (filtered channel features - FCF). Em (ZHANG; BENENSON; SCHIELE,
2015), essa família de soluções foi melhor definida e analisada. Seis diferentes tipos de filtros
foram comparados quando aplicados aos canais HOG+LUV: InformedFilters, Checkerboards,
RandomFilters, LDCF, LDCF8 e PCAForeground. As metodologias utilizadas para a obtenção
desses filtros variam desde o emprego de padrões manualmente projetados com base no corpo
humano à padrões escolhidos aleatoriamente. O conjunto de filtros mais bem sucedido para
o problema abordado foi o Checkerboards, que consiste em amostras aleatórias de padrões
de tabuleiro de xadrez de diferentes dimensões. É importante observar que, nesse caso, o
conjunto selecionado de filtros não é dirigido aos dados, pois na metodologia de escolha não são
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considerados os dados do problema.
Em (CAO; PANG; LI, 2016), dois conjuntos de filtros que avaliam regiões vizinhas e não
vizinhas da imagem foram desenvolvidos no âmbito da detecção de pedestres. O primeiro leva em
conta a aparência constante de três partes principais do corpo humano: cabeça, tronco e pernas.
Por meio de filtros que avaliam regiões vizinhas e empregam operações diferenciais, pode-se
destacar esse padrão do corpo humano em relação ao fundo da cena. O segundo conjunto de
filtros opera em pares simétricos em relação ao eixo vertical da imagem. Dessa forma, captura-se
a simetria apresentada pelo corpo humano, mas não presente na maior parte do fundo da cena.
Em (DOLLÁR et al., 2014), o bem sucedido, mas computacionalmente custoso processo
de detecção multiescala3, foi simplificado por meio de um esquema rápido de aproximação de
canais de características. Ao invés de se realizar o cômputo das características para imagens
amostradas em diferentes escalas, as características foram computadas para um conjunto de
escalas de referência, sendo uma por oitava4. Em seguida, para as escalas intermediárias dentro
de cada oitava, essas características foram aproximadas empregando uma lei de escalonamento
exponencial. Dessa forma, múltiplas reamostragens da imagem foram evitadas. Esse esquema
rápido de cômputo de características possibilitou ao detector ACF atingir taxas de detecção de
30 quadros por segundo (frames per second - FPS).
Abordagens baseadas em redes neurais convolucionais
Embora o emprego de redes neurais convolucionais (convolutional neural networks - CNN)
na detecção de pedestres tenha sido questionado em (BENENSON et al., 2015), em (HOSANG et
al., 2015) mostrou-se que essa abordagem pode ser competitiva com árvores de decisão treinadas
via AdaBoost. No referido trabalho, algumas arquiteturas de CNN consagradas na literatura
tiveram seus pesos ajustados para o problema de detecção de pedestres. Para isso, empregou-se
um procedimento conhecido como transferência de aprendizado (transfer learning). De forma
a melhorar a qualidade do processo de detecção, as CNN com pesos ajustados foram ainda
associadas a classificadores SVM.
Mais recentemente, resultados apresentados na literatura indicam que a utilização de redes
neurais convolucionais e arquiteturas profundas é crucial para se alcançar o estado da arte
na detecção de pedestres. O emprego de CNN tem sido realizado, principalmente, na etapa
de extração de características, provendo informação para um conjunto de árvores de decisão
treinadas via AdaBoost (CAI; SABERIAN; VASCONCELOS, 2015; YANG et al., 2015; HU
et al., 2017; CAO; PANG; LI, 2017; ZHANG et al., 2016a). Modelos baseados em partes têm
também atraído atenção quando associados às DCNN (TIAN et al., 2015). O desenvolvimento
de DCNN que sejam capazes de prover características invariantes à rotação tem também sido
objeto de estudo nessa área (WENG et al., 2018).
3 A detecção de pedestres deve ser realizada em múltiplas escalas de uma mesma imagem, haja vista que não se
sabe o tamanho do pedestre na imagem a priori. Uma outra possibilidade, embora mais custosa computacional-
mente, é treinar um classificador para cada escala possível do pedestre.
4 Uma oitava é o intervalo entre uma escala e outra, que possui a metade ou o dobro do valor da primeira.
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No entanto, o emprego de DCNN ainda depende de recursos computacionais específicos,
como unidades de processamento gráfico (graphics processing units - GPU). Embora essa
tecnologia tenha se tornado cada vez mais acessível, seu emprego em sistemas embarcados,
carros autônomos ou espaços inteligentes nem sempre é a solução mais prática ou rentável.
De certo, na busca pela solução de um problema, evitar a inserção de qualquer hardware
específico em uma infraestrutura pré-existente, sempre que possível, é algo desejável. Conforme
mencionado anteriormente, a utilização de soluções baseadas em CNN e DCNN é descartada
nesse trabalho, devido a filosofia empregada na infraestrutura apresentada no Capítulo 3.
Emprego de dados adicionais
O uso de dados adicionais tem sido recorrente na literatura. Algumas técnicas que fazem uso
desse tipo de informação adicional podem ser mencionadas: diferença entre quadros a partir de
vídeos fracamente estabilizados (WALK et al., 2010), emprego de contexto (OUYANG; WANG,
2013) e fluxo óptico (WALK et al., 2010). Algumas abordagens empregam ainda outros tipos de
sensores, por exemplo, câmeras térmicas (ZHAO et al., 2015) e sensores laser (PREMEBIDA
et al., 2014). Soluções baseadas em DCNN têm também empregado imagens térmicas (LEE
et al., 2015), além de técnicas envolvendo segmentação semântica como informação adicional
(BRAZIL; YIN; LIU, 2017).
A utilização de técnicas de aumento de dados de treinamento, também conhecidas como data
augmentation na literatura de aprendizado de máquina, tem se mostrado importante na tarefa
de detecção de pedestres. Em (OHN-BAR; TRIVEDI, 2016), uma extensa análise, utilizando
os detectores ACF e LDCF, foi realizada para uma nova configuração de parâmetros de um
classificador, que é baseado em árvores de decisão treinadas via AdaBoost. Além disso, com
a utilização de técnicas de aumento de dados de treinamento, os detectores ACF e LDCF se
mostraram competitivos com os demais detectores da família de soluções de FCF. No referido
trabalho, o detector LDCF se mostrou competitivo até mesmo com soluções baseadas em
DCNN, quando utilizando um conjunto mais preciso de anotações de pedestres como dados de
treinamento. Com essas contribuições, esses detectores foram chamados de ACF+ e LDCF+.
Técnicas de aumento de dados de treinamento tem também sido úteis no treinamento de DCNN
(ANGELOVA et al., 2015). Isso ocorre, porque nem sempre existem dados suficientes para se
estimar os melhores parâmetros da rede.
Por fim, de forma a obter informações adicionais sobre a vasta literatura da detecção de
pedestres, são sugeridos ao leitor os seguintes resumos (GERONIMO et al., 2010; DOLLÁR et
al., 2012; BENENSON et al., 2015; ZHANG et al., 2016b).
2.2 Solução proposta
Conforme mencionado anteriormente, neste trabalho, a solução desenvolvida para o problema
de detecção de seres humanos em imagens é analisada no contexto da detecção de pedestres.
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Além disso, por ter papel de destaque nessa área de estudo, o projeto de características é o
principal elemento considerado na construção dessa solução. Nesse sentido, dois detectores
foram empregados como linha base de referência: ACF e LDCF.
Embora o ACF não seja o estado da arte da família de soluções de FCF, ele possui uma boa
relação custo computacional versus qualidade de detecção. Isso o faz figurar entre as principais
soluções da referida família, sendo um detector com taxa de processamento próxima a 30 FPS
(DOLLÁR et al., 2014). Já o detector LDCF, por meio de sua versão apresentada em (OHN-BAR;
TRIVEDI, 2016) (intitulada LDCF+), apresentou as melhores taxas de detecção para essa família
de detectores.
Antes de apresentar a alteração proposta, neste trabalho, na etapa de extração de característi-
cas, realiza-se a seguir uma apresentação sobre o funcionamento dos detectores linha base de
referência.
2.2.1 Detectores linha base de referência
Os fluxogramas do detector ACF, nas etapas de treinamento e teste, estão exibidos nas
Figuras 3a e 3b, respectivamente. Na etapa de treinamento, os canais HOG+LUV são calculados
após uma operação de suavização sobre a imagem. Em seguida, outra etapa de suavização
é realizada, após uma operação de redução de resolução. Em (DOLLÁR et al., 2014), um
fator de redução de resolução igual a quatro foi empregado. Por fim, os canais agregados
são representados em sua forma lexicográfica (vetorizados) e utilizados junto ao processo de
otimização AdaBoost durante o treinamento das árvores de decisão.
É importante salientar que cada píxel é tratado como uma característica única no processo
de treinamento. A redução da resolução da imagem na Figura 3 é utilizada como uma forma
de redução de dimensionalidade do vetor de características, ao custo de uma redução não
significativa da qualidade de detecção (DOLLÁR et al., 2014). Observe ainda que, durante o
treinamento, são necessárias amostras de imagens relativas a pedestres (exemplos positivos) e
amostras de imagens onde nenhum pedestre está presente (exemplos negativos).
Como o detector não é treinado para realizar a detecção em múltiplas escalas de pedestres,
os canais HOG+LUV devem ser computados em diferentes escalas na etapa de detecção. Desta
forma, uma pirâmide de imagens é construída. Conforme mencionado anteriormente, o ACF
emprega um processo rápido de cômputo de canais de características em diferentes escalas,
por meio de uma lei de escalonamento exponencial (DOLLÁR; BELONGIE; PERONA, 2010).
Esse processo evita reamostragens da imagem, tornando o processo de detecção mais rápido.
A localização dessa etapa de cômputo rápido dos canais de características é representada no
fluxograma da Figura 3b, por meio de um asterisco na cor vermelha. Após a classificação
das janelas por meio de uma varredura empregando janelas deslizantes, um procedimento de
supressão de não máximo (SNM) é executado de forma a remover detecções repetidas para um
mesmo pedestre, incluindo em diferentes escalas.
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Figura 3 – Estágios de (a) treinamento e (b) teste do ACF.
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O detector LDCF (NAM; DOLLÁR; HAN, 2014) emprega quatro filtros que proveem
descorrelação local entre os píxeis da imagem, logo após a segunda etapa de suavização, nos
estágios de treinamento e teste da Figura 3. A operação de redução da resolução, que antecede
o processo de filtragem, é geralmente realizada por um fator igual a dois. Após a operação de
descorrelação local, por meio da filtragem, outra operação de redução de resolução é realizada
por um fator fixo igual a dois. Sendo assim, o fator total de redução de resolução é igual a
quatro. As Figuras 4a e 4b exibem, respectivamente, as etapas de treinamento e detecção do
LDCF. Repare, comparando as Figuras 3 e 4, que tanto na etapa de treinamento quanto na
etapa de detecção, a única mudança em relação ao ACF é o processo de filtragem dos canais
de características. Observe ainda, por meio da Figura 4, que um número arbitrário n de filtros
pode ser empregado. Conforme mencionado anteriormente, para o LDCF, n = 4. Contudo, nos
experimentos realizados na Seção 2.3, diferentes valores serão avaliados para o literal n.
Os filtros de descorrelação utilizados no LDCF são autovetores da matriz de covariância dos
dados, associados aos quatro maiores autovalores. O objetivo do LDCF é remover a correlação
local entre os píxeis, aumentando a acurácia da classificação por parte de árvores de decisão com
ramificações ortogonais. Essa categoria de árvores de decisão possui nós onde a classificação
é baseada apenas em uma única característica. Nesse sentido, para esse tipo de árvore de
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Figura 4 – Estágios de (a) treinamento e (b) teste do LDCF.
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decisão, um maior desacoplamento entre as características é desejável. Árvores de decisão
com ramificações ortogonais, usando dados descorrelacionados, superam em qualidade árvores
com ramificações oblíquas, ao mesmo tempo que são computacionalmente mais eficientes
(NAM; DOLLÁR; HAN, 2014). Árvores com ramificações oblíquas são empregadas quando os
dados disponíveis são correlacionados. Esse tipo de árvore de decisão pode ser construído, por
exemplo, para lidar com as relações lineares existentes entre as características. A Figura 5 exibe
a diferença existente entre as árvores de decisão com ramificações ortogonais e oblíquas. Note
que, diferentemente da árvore de decisão ortogonal, a oblíqua trata, no próprio nó, a relação
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existente entre mais de uma característica. Por fim, no LDCF, um número final de 40 canais é
obtido quando se aplicam quatro filtros de descorrelação a cada um dos 10 canais HOG+LUV.
Esses canais são, em seguida, vetorizados e empregados junto a árvores de decisão treinadas
via AdaBoost. Tanto o ACF quanto o LDCF possuem códigos-fontes disponíveis publicamente
(DOLLÁR, 2016).
Figura 5 – Árvores de decisão com ramificações (a) ortogonais e (b) oblíquas. Repare que fn é
uma característica advinda de um vetor de características f = [f1, f2, ..., fk, ..., fn]. Os
literais C1 e C2 representam duas decisões possíveis em um problema de classificação
binário, enquanto α, β, ζ, γ, θk, θw, θy e θx são constantes a serem estimadas no
processo de aprendizado.
(a)
C1
C2 C1
(b)
C1
C2 C1
2.2.2 Uso do ICA na detecção de pedestres
Nesta seção, aborda-se a teoria envolvida na análise de componentes independentes (ICA).
Além disso, a forma como esse conceito é empregado também é discutida. O detector LDCF
será alterado para utilizar um processo de filtragem baseado na ICA, que é uma abordagem
bioinspirada, baseada na forma como algumas células neurais representam seus dados. O objetivo
é ter uma escolha mais fundamentada dos filtros utilizados, diferentemente do que foi feito em
(ZHANG; BENENSON; SCHIELE, 2015), onde o filtro que resultou no detector mais bem
sucedido (intitulado Checkerboards), foi escolhido sem qualquer consideração acerca da estrutura
dos dados do problema.
No âmbito deste trabalho, a ICA é utilizada para remover a dependência local entre os píxeis
da imagem, inspirada pelo detector LDCF, que emprega o conceito de análise de componente
principal (principal component analysis - PCA), de forma a remover a correlação local entre
esses píxeis. Usando ICA, espera-se representar dados multivariados em componentes tão
independentes quanto possível, ao mesmo tempo que se aproveita da conexão existente entre os
conceitos de ICA, codificação esparsa (sparse coding - SC) e teoria de células simples, quando
aplicados a imagens naturais. Esse novo procedimento de filtragem irá simular, ainda que de
forma simplificada, como o cérebro, mais especificamente o córtex visual, processa a informação.
A forma como nosso sistema visual processa os dados é uma inspiração bastante intuitiva para
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o projeto de técnicas de processamento de dados, como é o caso da geração de características
direcionadas aos dados.
Imagens naturais (I) podem ser representadas por meio de uma base formada por um conjunto
de m características, Ai, e componentes independentes, si,
I(x, y) =
m∑
i=1
Ai(x, y)si, (1)
para todo x e y. Esta equação pode ser representada por uma transformação inversa
si =
∑
x,y
Wi(x, y)I(x, y). (2)
Em (HYVÄRINEN; HURRI; HOYER, 2009, Capítulos 7 e 8), é mencionado que, para
imagens naturais, os coeficientes desconhecidos si são os mais independentes e esparsos quanto
forem possíveis, quando os detectores de características Wi são obtidos por meio da minimização
da entropia ou maximização da esparsidade, do conjunto de componentes lineares si. Desta forma,
a Equação 2 se torna uma ICA e um SC da imagem. Quando obtidos de cenas naturais, esses
modelos SC representam campos receptivos (receptive fields), similares aos das células simples
presentes no córtex visual primário (V1) de macacos (ZHU; ROZELL, 2013; HYVÄRINEN;
HURRI; HOYER, 2009, Capítulos 3 e 6).
Essa representação de mínima entropia da informação está relacionada ao consumo mínimo
de energia do cérebro durante a atividade da região V1. No entanto, é importante mencionar
que, conforme demonstrado em (ZYLBERBERG; DEWEESE, 2013), esses modelos SC não
são a única forma de interpretar a computação sensorial do cérebro. Em alguns experimentos,
animais denominados furões5 demonstraram atividade neural densa (menos esparsa) na região
V1, à medida que eles cresceram vendo cenas de vídeos naturais.
Os detectores de características Wi serão estimados, para cada um dos canais HOG+LUV,
na etapa de treinamento. Em seguida, serão aplicados localmente a esses canais, nas etapas de
treinamento e detecção, como máscaras de filtragem, em um processo similar ao LDCF (4). No
entanto, ao invés de proverem descorrelação local, é esperado que esses filtros provejam indepen-
dência local entre os píxeis dos canais. A ideia de independência é tida como tão importante ou
mais que somente a descorrelação local, quando lidando com árvores de ramificações ortogonais.
Os filtros Wi são completamente dirigidos aos dados, sendo utilizados para sua estimativa o
conjunto de dados separados para o treinamento do classificador. O detector gerado a partir do
uso da ICA é denominado características de canais de componentes independentes (independent
components channel features - ICCF) neste trabalho. Algumas máscaras geradas a partir dos
detectores de características Wi podem ser vistas na Figura 6. Os filtros são gerados por meio
do algoritmo FastICA, descrito em (HYVÄRINEN; HURRI; HOYER, 2009, Capítulo 18), cuja
implementação encontra-se publicamente disponível (HYVÄRINEN, 2015).
Para redimensionar as máscaras para o tamanho requerido, a estratégia de reamostragem
utilizando os vizinhos mais próximos é empregada. Essa abordagem apresentou resultados mais
5 Mustela putorius furo.
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consistentes que a baseada em interpolação. Como os filtros são esparsos, a interpolação parece
atenuar a informação de magnitude. A Figura 7 contém os filtros relativos ao canal L da Figura 6,
imediatamente antes do processo de reamostragem. Nas Figuras 6 e 7, a cor cinza representa
valores iguais a zero, enquanto o branco representa valores positivos e o preto valores negativos.
Repare, por meio das referidas figuras, que os filtros apresentam padrões que realizam o cômputo
de gradientes locais, possuindo muitos valores próximos de zero.
Figura 6 – Filtros estimados usando ICA após a reamostragem. A cor cinza representa valo-
res iguais a zero, enquanto o branco representa valores positivos e o preto valores
negativos.
L U V |G| 90° 60° 30° 0° −30°   −60°
Figura 7 – Filtros do canal L antes da reamostragem. A cor cinza representa valores iguais a
zero, enquanto o branco representa valores positivos e o preto valores negativos.
2.2.3 Classificador empregado
Dado que, neste trabalho, o projeto do detector possui como foco a etapa de extração de
características, a escolha do classificador é fundamentada na literatura existente. Dentro do
escopo da revisão bibliográfica da Seção 2.1, o classificador mais bem sucedido da família de
soluções de FCF é composto por um conjunto de árvores de decisão, que são treinadas por meio
do algoritmo AdaBoost. Esse classificador é também adotado nesta tese e uma breve explicação
sobre a versão discreta do algoritmo AdaBoost, que é mais intuitiva, é apresentada a seguir.
Considere, primeiramente, um conjunto S = {x, y}, em que x representa um ou mais
descritores e y ∈ {−1,+1} um número que identifica a classe de um determinado objeto.
É importante mencionar que x, em geral, representa um vetor de características com valores
numéricos, que visam diferenciar os objetos a serem classificados. Como, no caso desta tese,
o procedimento de classificação deve identificar quais regiões da imagem são pedestre ou não
pedestre, os valores {−1,+1} são tratados como {não pedestre, pedestre}. Considere ainda que
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um conjunto de classificadores ft(x), para t = 1...n, compõem um classificador final F (x), tal
qual expresso na equação seguinte:
F (x) =
n∑
t=1
αtft(x), (3)
sendo que ft(x) é o t-ésimo componente do modelo, com n componentes, e αt uma constante.
Cada um, dos n termos de F (x), é uma árvore de decisão do conjunto total de árvores.
De forma a se estimar os parâmetros de F (x), emprega-se o procedimento de otimização
AdaBoost. Esse procedimento possui um algoritmo que ajusta um modelo de regressão logística
aditivo F (x), de acordo com a minimização da função critério exponencial J(F ) (FRIEDMAN;
HASTIE; TIBSHIRANI, 2000), que é apresentada na equação seguinte:
J(F ) = E[e−yF (x)], (4)
sendo que E[w] é o valor esperado de w que, dependendo do contexto, pode ser a média amostral.
Pode-se demonstrar que a função critério J(F ) da Equação 4 possui valor mínimo (min)
para:
F (x)minJ(F ) =
1
2 log
P (y = 1|x)
P (y = −1|x) , (5)
sendo que P (y = c|x) é a probabilidade condicional de classe (c ∈ {−1, 1}) demandada em um
problema de classificação. Logo,
P (y = 1|x) = 11 + e−2F (x) , (6)
para P (y = 1|x)+P (y = −1|x) = 1. Repare que a Equação 6 difere do modelo logístico apenas
por um fator igual a dois no termo exponencial. Desta forma, após o processo de otimização, por
meio do algoritmo AdaBoost, tem-se F (x) = ∑nt=1 αtft(x) ≈ F (x)minJ(F ) . Com isso, pode-se
empregar no processo de decisão a função sinal de um valor w, sign(w), tal como apresentada
na equação seguinte:
c =
 1, se sign(F (x)) > 0;−1, se sign(F (x)) < 0. (7)
Para o problema binário discreto, é possível perceber que um valor positivo de F (x), segundo a
Equação 5, implica em P (y = 1|x) > P (y = −1|x), enquanto o contrário é representado por
um valor negativo de F (x).
Nesta tese, os termos que compõem o modelo aditivo F (x) = ∑t αtft(x) são árvores binárias
de decisão ortogonais. Conforme mencionado anteriormente, essas árvores são denominadas
ortogonais, pois consideram valores relativos apenas a uma única característica em cada nó de
decisão (Figura 8a). Esses tipos de árvores são, de maneira isolada, classificadores fracos com
alto viés e baixa variância. A AdaBoost auxilia no processo de redução do viés na classificação,
compondo assim um classificador final F (x) forte. Além disso, em seu processo de otimização
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iterativo, a AdaBoost possui uma esquema de ponderação, aumentando a importância dos
exemplos erroneamente classificados (FRIEDMAN; HASTIE; TIBSHIRANI, 2000).
É importante ressaltar que a escolha da característica xz de um dado nó, bem como seu limiar
correspondente θz, faz parte do processo de treinamento da árvore. Cada árvore ft(x) possui seu
processo individual de treinamento, com o treinamento global de F (x) sendo conduzido pelo
algoritmo AdaBoost. Cada termo da coleção também possui como saída apenas dois valores
discretos, ft(x) ∈ {−1,+1}. Desta forma, F (x) atua como uma coleção de votos fornecidos
por cada ft(x), conforme apresentado na Figura 8b. O valor de F (x) é geralmente empregado
como grau de confiabilidade relativo a uma decisão pela classe c = 1, ou seja, pedestre.
Figura 8 – Exemplo de (a) árvore de decisão e (b) de um conjunto de árvores de decisão. COMP
se refere a uma comparação entre uma característica xz e um parâmetro θz relativo
a um dado nó da árvore. xz e xy são considerados como membros de um vetor de
características x = [x1, x2, ..., xn].
(a)
x y>θ y
-1 x z>θz
1 -1
(b)
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O critério de ramificação do processo de treinamento das árvores é baseado no erro de
classificação, conforme descrito em (APPEL et al., 2013). Além disso, a busca pela característica
ideal, a ser empregada em um determinado nó da árvore, pode ser feita em um subconjunto
das características. Esse subconjunto é formado por meio da coleta aleatória de elementos do
conjunto total de características empregadas. Esse procedimento evita a busca exaustiva na
estimativa de parâmetros dos nós, reduzindo o tempo de treinamento.
Durante a etapa de predição, existe a possibilidade de se tomar a decisão sem avaliar todas
as árvores do conjunto F (x) = ∑mt=1 αtft(x). Por exemplo, pode-se decidir pela classe c = −1
desde que o valor parcial de F (x), F (x)p =
∑p
t=1 αtft(x) para p < m, esteja abaixo de um
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dado limiar de rejeição (limREJ ). Esse procedimento é chamado de limiar de rejeição rápido
(DOLLÁR; APPEL; KIENZLE, 2012) e considera que uma vez que F (x)p < limREJ , as demais
árvores do conjunto não terão mais impacto sobre o resultado da decisão. Essa estratégia evita
avaliações desnecessárias de árvores para exemplos negativos (maior parte das imagens) durante
o processo de classificação, permitindo detecção em tempo real.
O algoritmo AdaBoost possui também um processo de otimização conhecido como versão
real (RealBoost), no qual y não fica limitado ao conjunto {−1, 1}. Também é possível se obter
variantes do processo de otimização AdaBoost que apresentam diferentes funções critério J(F )
(FRIEDMAN; HASTIE; TIBSHIRANI, 2000). Por fim, o procedimento de treinamento do
classificador empregado, nesta tese, é o mesmo apresentado em (APPEL et al., 2013), cujo
código-fonte encontra-se publicamente disponível em (DOLLÁR, 2016).
2.3 Experimentos
Nesta seção, uma análise da solução proposta na Seção 2.2 é conduzida no âmbito da detecção
de pedestre. Essa análise é realizada por meio de um procedimento off-line, de forma controlada,
por meio de bases de dados largamente empregadas na literatura.
2.3.1 Metodologia dos experimentos
O conjunto de experimentos realizado possui dois objetivos: (1) comparação do detector
proposto com os detectores ACF e LDCF, membros da mesma família de soluções do ICCF.
O objetivo dessa primeira análise é demonstrar que o ICCF é um detector competitivo com
as principais soluções da família de FCF. Em termos de custo computacional e requisitos de
hardware, essa família de soluções é adequada para ser utilizada no sistema desenvolvido
no Capítulo 3. Taxas de FPS, que permitem execução em tempo real, são alcançadas sem a
necessidade de emprego de GPU; (2) Por questões de completude, o desempenho do detector
ICCF será comparado ao de outras técnicas da literatura, incluindo aquelas que empregam
aprendizagem profunda (deep learning).
Bases de dados
Duas bases de dados são utilizadas ao longo dos experimentos:
• INRIA (DALAL, 2006): Um conjunto diverso de imagens estáticas cujo conjunto de
teste é normalmente empregado como conjunto de validação (BENENSON et al., 2013;
DOLLÁR et al., 2009a). A base de dados INRIA possui um conjunto de treino com 1237
exemplos positivos (pedestres) em 614 imagens, além de 1218 imagens onde nenhum
pedestre está presente. O conjunto de testes contém 589 pedestres em 288 imagens e
também 453 imagens sem qualquer pedestre. Neste trabalho, o conjunto de dados de teste
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também será utilizado para validação de alguns parâmetros do processo de extração de
características. A Figura 9a apresenta exemplos de imagens da base de dados INRIA.
• Caltech (DOLLÁR et al., 2009b): Conjunto de imagens extraídas a partir de um vídeo,
obtido por meio de um veículo autônomo urbano. Essa base de dados possui imagens
de pedestres em condições de detecção mais desafiadoras que a INRIA. Seis conjuntos
(0-5) de dados com 192000 pedestres em 67000 imagens, e, também, 61000 imagens
sem qualquer pedestre estão disponíveis para treinamento. Existem ainda cinco conjuntos
de imagens (6-10) para teste, com 155000 pedestres em 65000 imagens, além de 56000
imagens sem qualquer pedestre. A Figura 9b apresenta exemplos de imagens da base de
dados Caltech.
Por ser disponibilizada na forma de um vídeo, é possível empregar diferentes intervalos de
amostragem nessa base. Três configurações são utilizadas nos experimentos: Caltech-1Hz
- configuração usual dessa base de dados, em que uma imagem é amostrada a cada 30
quadros. Essa é a única configuração empregada no conjunto de dados de teste; Caltech-
7,5Hz - configuração intermediária, em que uma imagem é amostrada a cada quatro
quadros; Caltech-10Hz - configuração mais densa que consiste na amostragem de uma
imagem a cada três quadros. Além disso, um conjunto mais preciso de anotações da base
de dados Caltech, disponibilizado em (ZHANG et al., 2016b), é empregado. Esse conjunto
é denominado Caltech-10HzPREC .
No âmbito dessa base de dados, são considerados na avaliação dos resultados pedestres
enquadrados na condição denominada razoável, conforme definido em (DOLLÁR et al.,
2012). Essa configuração apresenta pedestres com tamanho maior que 50 píxeis de altura,
com parcial ou nenhuma oclusão.
Por fim, as duas bases de dados empregadas estão disponíveis publicamente em (CALTECH,
2009). Nesse repositório de dados, diferentes métodos da literatura são elencados de acordo com
a acurácia.
Métricas
A métrica empregada para realizar a comparação entre os detectores é o logaritmo da média
da taxa de perda (log average miss rate - LogAvrMR), obtida a partir da curva característica de
operação do receptor (receiving operating characteristics - ROC) em que se tem a taxa de perda
(miss rate - MR) versus falsos positivos por imagem (false positive per image - FPPI). A MR é a
fração total de seres humanos não identificados e FPPI é o número de detecções que são falsos
positivos dividido pelo número de imagens do experimento avaliado. A LogAvrMR é obtida a
partir da média de nove pontos entre 10−2 e 100 FPPI na curva ROC.
De forma a ser considerada uma detecção correta ou positiva, uma janela de detecção (boun-
ding box detection - BBdt) deve corresponder a alguma anotação de pedestre da base de dados
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Figura 9 – Exemplos de imagens das bases de dados (a) INRIA e (b) Caltech.
(a)
(b)
(bounding box ground truth - BBgt). Em caso de não haver qualquer correspondência, a janela
de detecção é considerada uma detecção falso positiva. É importante mencionar que múltiplas
correspondências a uma mesma BBgt não são permitidas. Como medida de equivalência entre
uma detecção e uma anotação, emprega-se a área de intercessão sobre união (intersection over
union - IoU). Considera-se uma correspondência quando existe uma IoU maior que um limiar,
limIOU , conforme representado na equação seguinte:
correspondeˆncia(BBdt, BBgt) =
a´rea(BBdt ∩BBgt)
a´rea(BBdt ∪BBgt) > limIOU . (8)
Essa equação é também conhecida como medida de Pascal e um limiar limIOU = 0, 5 é
empregado neste trabalho. É importante ressaltar que a metodologia de avaliação apresentada
está em consonância com a definida em (DOLLÁR et al., 2009b), que é adotada como um padrão
na área da detecção de pedestres.
A menos que se mencione o contrário, todos os experimentos são executados 10 vezes para
diferentes sementes aleatórias (random seeds). Como resultados, são apresentados a média da
LogAvrMR e o desvio padrão (desvPad) relativos às 10 rodadas de experimentos. Essa é uma
forma mais robusta e justa de se realizar os experimentos. Uma quantidade significativa de
trabalhos da literatura consideram apenas o melhor resultado como critério final de comparação
entre diferentes detectores.
É importante mencionar que, em alguns casos, o melhor resultado pode ser significativamente
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melhor que o valor médio, não podendo, portanto, ser considerado sozinho na análise comparativa.
Essa metodologia experimental é de grande importância principalmente quando se trabalha com
árvores de decisão. Esse classificador pode apresentar uma aleatoriedade na estimativa dos
parâmetros de um nó, conforme apresentado na Seção 2.2.3.
Escolha dos hiperparâmetros e treinamento do classificador
Como o diferencial do detector proposto neste trabalho encontra-se na etapa de extração
de características, busca-se, ao longo dos experimentos, restringir o procedimento de avaliação
a essa etapa. Nesse sentido, o classificador escolhido possui hiperparâmetros selecionados
de acordo com os trabalhos linha base de comparação. Três modelos são empregados e seus
principais parâmetros são apresentados na Tabela 1. A versão real da AdaBoost é empregada
no treinamento do classificador em todos os experimentos. Os demais parâmetros empregados
no classificador são os mesmos utilizados no detector LDCF, cujo código-fonte encontra-se
disponível em (DOLLÁR, 2016).
Tabela 1 – Parâmetros empregados nos modelos baseados em árvores de decisão.
Linha Parâmetros Modelo 1 Modelo 2 Modelo 3
1 Prof. Máx. Árvores 3 5 5
2 N.◦ Btrp./Est. 3/4 3/4 3/4
3 Fração Características Est. 1/16 1/16 1/16 e 1
4 N.◦ Árvores 2048 4096 4096
5 Dimensões Pedestre 128×64 (píxeis) 64×32 128×64
6 N.◦ Neg. Est./Máx. 5000/10000 25000/50000 100000/200000
7 N.◦ Árvores Est. 32, 128, 512 e 2048 64, 256, 1024 e 4096 64, 256, 1024 e 4096
8 Base de Dados INRIA Caltech-7,5Hz Caltech-7,5Hz
* Abreviações: Neg – negativos, Btrp – bootstrapping, Est – estágio, Prof – profundidade e Máx – máximo(a).
De forma a entender melhor os parâmetros apresentados na Tabela 1, considere o modelo
aditivo discutido na Seção 2.2.3: F (x) = ∑mt=1 αtft(x). O processo de treinamento das árvores
ft(x), para t = 1...m, é realizado em N estágios. N − 1 estágios são utilizados como rodadas
de bootstrapping, conforme representado na tabela pelos itens relativos à linha 2 (N.◦ Btrp./Est.).
Nas rodadas de bootstrapping, utilizam-se modelos parciais do classificador, de forma a se obter
exemplos negativos classificados como positivos. Esse procedimento é também conhecido como
mineração de exemplos negativos difíceis (hard negative mining).
O modelo F (x) possui um númerommáximo de árvores (N.◦ Árvores - linha 4, Tabela 1). No
entanto, ao longo dos estágios de treinamento do algoritmo AdaBoost, um número progressivo de
árvores é empregado (N.o Árvores Est. - linha 7). O classificador final é o obtido no último estágio.
Em cada estágio de treinamento, um novo número de negativos é adicionado ao número total
de exemplos negativos acumulados (N.◦ Neg. Est./Máx. - linha 6). Esses exemplos adicionais
são obtidos por meio do já mencionado procedimento de mineração de exemplos negativos
difíceis. Quando o número de negativos acumulados supera o máximo possível, uma amostragem
aleatória é realizada sobre esse conjunto, de forma a respeitar o limite máximo. Para o Modelo
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1, por exemplo, na linha correspondente a N.◦ Neg. Est./Máx., 5000 amostras são adicionadas
aos exemplos negativos até que o máximo de 10000 seja atingido. Após esse máximo, uma
coleta aleatória é realizada. Essa adição e atualização dos exemplos negativos, no treinamento do
classificador, torna o processo de rejeição de partes da cena, relacionadas ao fundo da imagem,
mais eficaz.
Cada árvore de decisão binária ft(x) do modelo possui uma profundidade máxima especifi-
cada (Prof. Máx. Árvores - linha 1, Tabela 1). Conforme mencionado na Seção 2.2.3, de forma
a reduzir o tempo de treinamento de cada nó da árvore, a busca exaustiva pela melhor carac-
terística, a ser empregada em cada nó, se dá em um subconjunto das características existentes.
Esse subconjunto é formado por uma fração (Fração Características Est. - linha 3) amostrada
aleatoriamente do conjunto total de características disponíveis. O Modelo 3 apresenta uma
particularidade no que tange esse parâmetro, em relação aos Modelos 1 e 2. No último estágio
de treinamento, as primeiras 512 árvores são treinadas por meio da busca exaustiva em todo o
conjunto de características. Por isso, o parâmetro correspondente à linha (Fração Características
Est.) é também igual a 1 para o Modelo 3. Em (OHN-BAR; TRIVEDI, 2016), a justificativa para
essa alteração foi reduzir a influência da aleatoriedade no processo de treinamento.
O emprego de técnicas de aumento de dados de treinamento pode ser crucial para o desem-
penho do modelo estimado. Os modelos da Tabela 1 utilizam aumento de dados nos exemplos
positivos. O Modelo 1 emprega espelhamento e translações de 0, -1 e 1 píxel na vertical e
horizontal, de forma a gerar variações dos exemplos positivos disponíveis. O Modelo 2 emprega
apenas espelhamento, enquanto o Modelo 3 emprega variações com escala aumentada em 10%
na vertical, horizontal e em ambas as direções ao mesmo tempo.
Os Modelos 1 e 2 foram obtidos da análise realizada em (NAM; DOLLÁR; HAN, 2014),
onde o detector LDCF foi proposto e comparado ao detector ACF. Esses conjuntos de parâmetros
foram levantados para a base de dados INRIA (Modelo 1) e Caltech (Modelo 2). O Modelo 3 foi
empregado em (OHN-BAR; TRIVEDI, 2016), junto à técnica de aumento de dados supracitada.
Essa associação foi utilizada em variações dos detectores ACF e LDCF, que foram intituladas
ACF+ e LDCF+, respectivamente. Esses detectores demonstraram ser competitivos com o estado
da arte da família de FCF, sendo que o LDCF+ mostrou-se competitivo inclusive com métodos
baseados em aprendizagem profunda, ao empregar o conjunto de anotações mais precisas
Caltech-10HzPREC .
O Modelo 3 apresenta também, conforme sugerido em (OHN-BAR; TRIVEDI, 2016),
algumas alterações relacionadas à etapa de extração de características. A primeira delas é que
na pirâmide de imagens, formada no processo de detecção (Figuras 3b e 4b), considera-se
também uma versão ampliada da imagem original, por um fator igual a dois, além de suas escalas
intermediárias. Isso é feito para lidar com pedestres de menor resolução na imagem. Os Modelos 1
e 2 consideram apenas versões reduzidas da imagem original. Além disso, o processo de redução
de resolução das Figuras 4a e 4b, são realizados de uma só vez, por um fator igual a quatro, logo
após o processo de cômputo dos canais. Dessa forma, a etapa de redução de resolução, presente
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após o procedimento de filtragem no ICCF e LDCF, é removida. O processo de aproximação
dos canais de características, por meio da lei de aproximação exponencial, também é removido.
Sendo assim, em todas as escalas, os canais de características são computados a partir de imagens
reamostradas.
Por fim, a utilização de diferentes configurações de parâmetros dos classificadores permite
uma comparação ampla dos diferentes processos de extração de características. Assim, pode-se
analisar essa etapa para classificadores com diferentes capacidades de aprendizado.
2.3.2 Resultados experimentais
Base de dados INRIA
Modelo 1
Neste experimento, a análise do uso da teoria da ICA para estimar os filtros a serem aplicados
aos canais HOG+LUV é realizada. O conjunto de teste da base de dados INRIA é utilizado
como conjunto de validação para alguns parâmetros do processo de extração de características.
Nesse ponto, uma comparação com o detector LDCF também é conduzida. O Modelo 1 da
Tabela 1 é empregado. A quantidade de filtros e o tamanho das máscaras, bem como a extração
de características utilizando subconjuntos dos canais HOG+LUV, são avaliados. A melhor
configuração de parâmetros é então utilizada na base de dados Caltech.
No Gráfico 1a, o desempenho dos filtros ICCF são comparados ao do LDCF, quando varia-se
a quantidade e o tamanho dos filtros. Como pode ser visto a partir do Gráfico 1a, para uma
máscara 5×5, o melhor desempenho médio do ICCF fica próximo ao melhor resultado do LDCF,
quando são empregados 18 e 25 filtros. É importante mencionar que, para uma máscara 5×5, o
número máximo de filtros que o LDCF pode estimar é 25, de forma que, para se ter mais filtros,
o tamanho da máscara precisa ser aumentado6. Isso é um problema pois, como é apresentado
adiante, o aumento no tamanho da máscara corresponde a uma redução na qualidade da detecção.
Logo, para o LDCF, aumentar o número de filtros para gerar mais características aparenta ser um
problema, enquanto o mesmo não pode ser dito para o ICCF.
No Gráfico 1a, o ICCF tem um ligeiro aumento de desempenho médio ao se variar o número
de filtros de quatro para 25, ao contrário do LDCF. Esse aumento no desempenho médio do ICCF,
ao se utilizar mais filtros, sugere que a qualidade da detecção pode ser melhorada por meio de um
aumento na capacidade do modelo F (x)7. Essa suposição se deve ao fato de mais características
estarem disponíveis para serem selecionadas pela AdaBoost. Nesse caso, os dados empregados no
treinamento do detector devem também ser aumentados, de forma a preencher esse maior modelo.
Esta suspeita é averiguada para a base de dados Caltech, que permite diferentes intervalos de
6 Devido a implementação da matriz de covariância dos dados do detector LDCF em (NAM; DOLLÁR; HAN,
2014), para uma máscara R×R, o número máximo de filtros que podem ser estimados é R2.
7 O aumento da capacidade do modelo se refere, por exemplo, ao aumento da quantidade e da profundidade das
árvores empregadas.
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Gráfico 1 – Análise da variação (a) da quantidade e (b) dimensões dos filtros dos detectores
LDCF e ICCF (INRIA).
(a) Empregando uma máscara 5×5.
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(b) ICCF - 18 filtros e LDCF - 12 filtros.
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amostragem. É importante notar também que, para 32 filtros, o desempenho médio do ICCF
cai ligeiramente. Isso pode ser causado pelo tamanho limitado do Modelo 1 ou pela quantidade
de dados disponíveis para treinar o detector. Neste caso, um número maior de características é
gerado, sendo talvez necessário utilizar mais dados que os disponíveis na base de dados INRIA
no treinamento.
Outra observação, obtida por meio do Gráfico 1b, é que o desempenho médio da detecção de
ambos os métodos diminui à medida que as dimensões das máscaras aumentam. De fato, isso
também é uma observação presente em (NAM; DOLLÁR; HAN, 2014), (ZHANG; BENENSON;
SCHIELE, 2015) e (YANG et al., 2015). De acordo com esse último, isso parece estar relacionado
à perda do foco em informações e especificidades locais como bordas e texturas, à medida que
as dimensões aumentam. De forma a analisar o desempenho quando se aumentam as dimensões
das máscaras, o número de filtros empregados no ICCF foi ajustado para 18, enquanto no LDCF
foi ajustado para 12. Isso se justifica pois, para uma máscara 5×5, essas quantidades de filtros
resultaram nos melhores desempenhos para os referidos métodos. Para uma máscara 3×3, o
número máximo possível de filtros LDCF é nove e, então, não são apresentados resultados para
essa configuração. Por simplicidade, a Tabela 2 apresenta a LogAvrMR e o desvPad do ICCF e
LDCF para as diferentes quantidades e tamanhos de filtros, conforme o Gráfico 1. Para cada um
dos métodos, a menor média da LogAvrMR é marcada em negrito nas Tabelas 2a e 2b.
Tabela 2 – Análise da variação de parâmetros dos detectores LDCF e ICCF (INRIA).
(a) Empregando uma máscara 5×5.
LogAvrMR ± desvPad (%)
Número de filtros
ICCF LDCF
4 15,55 ± 0,88 14,44 ± 0,71
8 15,10 ± 0,65 14,74 ± 0,59
12 15,03 ± 0,80 14,15 ± 0,65
18 14,69 ± 0,90 15,30 ± 0,82
25 14,62 ± 1,01 15,01 ± 0,87
32 15,50 ± 0,95 –
(b) ICCF - 18 filtros e LDCF - 12 filtros.
LogAvrMR ± desvPad (%)
Tamanho dos filtros
ICCF LDCF
3×3 15,67 ± 0,59 –
5×5 14,69 ± 0,90 14,15 ± 0,65
7×7 15,13 ± 0,79 15,06 ± 0,55
9×9 15,95 ± 1,18 15,76 ± 1,11
11×11 16,83 ± 1,02 17,33 ± 0,99
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A melhor configuração observada para o ICCF é obtida quando se utiliza uma máscara de
tamanho 5×5 e 25 filtros. No entanto, como o resultado para 18 filtros é muito próximo ao que
se obtém empregando 25 filtros, caso não se mencione o contrário, serão utilizados 18 filtros nos
testes a seguir. Essa escolha se deve ao fato do aumento no número de filtros implicar em um
aumento nos tempos de treinamento e detecção. Sendo assim, para uma máscara 5×5 e 18 filtros,
o Gráfico 2 exibe o percentual de características originárias dos canais HOG+LUV, que foram
selecionadas pela AdaBoost após o processo de filtragem realizado no detector ICCF. Repare
que a utilização das características é relativamente bem distribuída no histograma apresentado,
indicando uma baixa redundância entre as informações geradas a partir de cada canal.
Gráfico 2 – Percentual de características, relacionadas a cada um dos canais, selecionadas pela
AdaBoost (INRIA).
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A Tabela 3 mostra o efeito do ICCF quando se usam diferentes configurações de canais
e também quando os canais gerados por esse detector são empregados em conjunto com os
canais gerados pelo LDCF. Na primeira linha, a coluna 2, No de canais, está representada como
18×3 (LUV)+7 (|G| HOG). Isso significa que os 18 filtros relativos ao ICCF foram aplicados
apenas aos três canais LUV, enquanto os canais de magnitude do gradiente |G| e de HOG
(90o, 60o, 30o, 0o,−30o,−60o) (sete) não passaram pelo processo de filtragem. Sendo assim,
para esse caso, 61 canais estarão disponíveis. Para as demais linhas, o mesmo raciocínio deve
ser utilizado. Repare que o resultado da aplicação do ICCF somente aos quatro canais mais
utilizados do Gráfico 2 também é apresentado na terceira linha (|G| 90◦60◦-60◦). Fica claro que
a aplicação da ICA aos canais relacionados ao gradiente (sete canais) é mais importante que
apenas aos canais LUV (três canais). No entanto, o melhor resultado médio é obtido quando
todos os canais são utilizados, mostrando a complementariedade entre eles.
Tabela 3 – Filtros ICCF empregados em diferente configurações de canais (INRIA).
Configuração N◦ de canais LogAvrMR ± desvPad (%)
LUV 18×3 (LUV)+7 (|G| HOG) 17,97 ± 0,87
|G| HOG 3+18×7 15,74 ± 1,5
|G| 90◦60◦-60◦ 18×4+6 16,92 ± 0,67
HOG+LUV 18×10 14,69 ± 0,90
ICCF+LDCF 18×10+4×10 14,13 ± 0,76
ICCF+LDCF 18×10+12×10 14,56 ± 0,76
É também importante mencionar que as duas últimas linhas da Tabela 3 apresentam os
resultados do ICCF (18 filtros) quando empregado em conjunto com o LDCF (quatro ou 12
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filtros). Os vetores de características de cada uma dessas duas abordagens são concatenados,
formando um único conjunto de características. Esse procedimento pode ser entendido como
uma fusão entre características distintas. Pode-se observar alguma complementariedade entre
o ICCF e LDCF (quatro filtros) - (22 no total) porque a média da LogAvrMR diminui de
14,44% (considerando apenas o LDCF - Tabela 2a) para 14,13% (ICCF+LDCF - Tabela 3). No
entanto, a mesma situação não ocorre para o caso do ICCF e LDCF (12 filtros) - (30 filtros no
total), cuja média da LogAvrMR aumenta de 14,15% (somente LDCF - Tabela 2a) para 14,56%
(ICCF+LDCF - Tabela 3).
De forma a facilitar a análise comparativa, a Tabela 4 apresenta os melhores resultados médios
dos detectores LDCF e ICCF. O melhor resultado médio para o ACF também é apresentado.
Repare que o LDCF é apresentado em suas versões com quatro (LDCF-4) e 12 (LDCF-12) filtros.
Embora a versão com 12 filtros apresente um resultado ligeiramente superior, é a versão com
quatro filtros que foi originalmente proposta em (NAM; DOLLÁR; HAN, 2014). Essa versão
original foi retreinada neste trabalho. Por meio dessa tabela, percebe-se que tanto o LDCF quanto
o ICCF possuem desempenho superior ao ACF. Em termos de desempenho médio, a versão
LDCF-4 é ligeiramente superior ao ICCF, embora essa diferença esteja contida dentro do desvio
padrão das rodadas do experimento. Por meio dos resultados da Tabela 4, pode-se afirmar que o
ICCF é um detector competitivo com o LDCF em termos de LogAvrMR.
Tabela 4 – Desempenhos médios do ACF, LDCF e ICCF (INRIA).
Detector ACF LDCF-4 LDCF-12 ICCF
LogAvrMR ± desvPad (%) 17,96 ± 1,19 14,44 ± 0,71 14,15 ± 0,65 14,69 ± 0,90
Por fim, por questões de completude, o Gráfico 3 apresenta os melhores resultados, dentre
todas as rodadas de experimentos realizadas, dos detectores analisados para o Modelo 1. Os
resultados das versões originais dos detectores LDCF e ACF são também apresentados para
referência. Esses detectores também empregam a base de dados INRIA como base de dados de
validação. ACF-N (semente aleatória 28) e LDCF-N (12 filtros LDCF - semente aleatória 55)
foram treinados e testados na mesma máquina que os detectores ICCF+LDCF (18 filtros ICCF e
quatro filtros LDCF - semente aleatória 92) e ICCF (25 filtros ICCF - semente aleatória 28). Os
resultados originais dos detectores ACF e LDCF estão disponíveis publicamente em (DOLLÁR,
2016).
Base de dados Caltech
Modelo 2
Neste experimento, a avaliação é conduzida na base de dados Caltech usando, principalmente,
os parâmetros do processo de extração de características levantados na base de dados de validação
INRIA. A Tabela 5 apresenta os resultados para o referido conjunto de parâmetros. Repare que o
esquema de amostragem Caltech-7,5Hz é utilizado no processo de treinamento do Modelo 2.
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Gráfico 3 – Comparação entre diferentes detectores (INRIA). A LogAvrMR de cada método é
apresentada na legenda.
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Devido aos maiores tempos demandados pelas etapas de treinamento e detecção, apenas cinco
rodadas com diferentes sementes aleatórias foram realizadas. Esse maior tempo de treinamento
se deve ao maior número de árvores empregadas, que também possuem maior profundidade
máxima, e a maior quantidade de exemplos negativos e positivos utilizados no treinamento
(Tabela 1).
Tabela 5 – Desempenho dos detectores ACF, LDCF, ICCF e ICCF+LDCF (Caltech-7,5Hz).
Configuração LogAvrMR ± desvPad (%)
ACF 29,30 ± 0,63
LDCF-4 25,04 ± 0,57
LDCF-12 26,07 ± 0,69
ICCF-18 25,98 ± 0,65
ICCF-32 25,70 ± 0,75
ICCF+LDCF (22) 24,82 ± 0,48
ICCF+LDCF (30) 25,05 ± 0,65
Repare que o valor médio da LogAvrMR relativa ao LDCF é ligeiramente menor que o
melhor resultado apresentado pelo ICCF. No entanto, em termos de desempenho médio, para
um maior número de filtros, o ICCF demonstra um aumento de desempenho, enquanto o LDCF
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apresenta uma redução. É importante notar que, para o Modelo 2, o ICCF empregando 32 filtros
possui um desempenho médio superior ao que utiliza 18 filtros. Isso vai de encontro ao observado
para o Modelo 1 na base de dados INRIA. Conforme hipótese considerada na análise realizada
naquela base de dados, empregar mais filtros com um modelo de maior capacidade e que utiliza
mais dados no treinamento parece realmente ser mais adequado. Quando se analisa também o
desvio padrão dos experimentos, percebe-se que os detectores ICCF e LDCF possuem qualidade
de detecção dentro do intervalo de variação da LogAvrMR. Isso indica uma competitividade
entre essas duas abordagens, em termos da métrica utilizada, também na base de dados Caltech,
para o Modelo 2. O resultado para o detector ACF também é exibido e ele apresenta desempenho
inferior aos detectores ICCF e LDCF que, conforme mencionado, apresentam-se compatíveis
em termos de qualidade de detecção.
Novamente, como um indicativo de complementariedade entre as duas metodologias, o
melhor resultado é alcançado para o detector ICCF+LDCF, usando 22 filtros (18 filtros ICCF
e quatro filtros LDCF - 22 no total). A partir da Tabela 5, pode-se também notar que, mesmo
para um modelo de maior capacidade de aprendizado, aumentando o número de filtros LDCF
para 12 não resulta em uma melhora no desempenho do detector ICCF+LDCF (18 filtros ICCF
e 12 filtros LDCF - 30 no total). Isso pode ser causado pela redução no desempenho médio do
LDCF-12, que era superior ao relativo a quatro filtros, na base de dados INRIA, mas que na base
de dados Caltech é inferior.
Modelo 3
O detector ICCF também é avaliado junto ao mais robusto Modelo 3. Conforme pode ser
visto na Tabela 1, esse modelo emprega mais exemplos negativos e possui um processo de
busca exaustiva no conjunto de características nas primeiras 512 árvores do último estágio de
treinamento. Os Modelos 2 e 3 possuem a mesma quantidade máxima de parâmetros a serem
estimados. São 4096 árvores binárias com profundidade máxima igual a 5 (15 nós e 16 folhas).
Logo, no máximo, 4096×31=126.971 parâmetros podem ser estimados. Contudo, o Modelo
3, por utilizar mais exemplos negativos, possui mais dados que o Modelo 2 para estimar esses
parâmetros. Uma outra vantagem do Modelo 3, em relação ao Modelo 2, é o processo de aumento
de dados de treinamento, conforme mencionado na Seção 2.3.1.
A Tabela 6 apresenta os desempenhos dos detectores ACF, LDCF e ICCF, para o Modelo
3. A média e o desvio padrão, relativos a cinco rodadas com diferentes sementes aleatórias,
são apresentados. Repare que para essa configuração de parâmetros, que permite uma maior
capacidade de aprendizado por parte do classificador, o valor médio da LogAvrMR relativa ao
ICCF (18 filtros) é menor que a apresentada pelo LDCF (4 filtros). Esse fato não foi observado,
por exemplo, para os Modelos 1 e 2. O maior número de características do ICCF, resultado do
emprego de uma maior quantidade de filtros, aparenta ser melhor aproveitado pelo Modelo 3.
No que tange ao processo de extração de características, os parâmetros utilizados para o ICCF
(18 filtros de dimensões 5×5) são aqueles obtidos na base de dados INRIA. O detector LDCF
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emprega o conjunto de parâmetros originais (4 filtros de dimensões 5×5), obtidos em (NAM;
DOLLÁR; HAN, 2014).
Tabela 6 – Desempenhos médios do ACF, LDCF e ICCF (Caltech-7,5Hz).
Detector ACF LDCF ICCF
LogAvrMR ± desvPad (%) 20,17±0,68 17,36±0,57 16,26±0,52
Assim como apresentado na literatura, o Gráfico 4 exibe uma comparação entre os melhores
resultados de diferentes detectores na base de dados Caltech. Os resultados das detecções de
cada um dos métodos está disponível em (DOLLÁR, 2016), mas nenhuma informação sobre
as sementes aleatórias empregadas nos experimentos é fornecida. No Gráfico 4, o LDCF++
é o único detector não baseado em DCNN com um desempenho superior ao ICCF (semente
aleatória 92), embora a diferença seja por uma margem relativamente pequena. Além disso,
o LDCF++ é uma versão modificada do detector LDCF, que emprega um classificador SVM
adicional às árvores de decisão. Esse classificador não é da família de canais de características
filtradas (FCF) e é treinado com base no contexto ao redor das janelas de detecção, obtidas ao se
aplicar o detector LDCF no conjunto de treinamento. O classificador SVM é então utilizado para
modificar os graus de confiabilidade das detecções realizadas pelo LDCF, conforme descrito em
(OHN-BAR; TRIVEDI, 2016). Essa é uma contribuição ortogonal à apresentada neste capítulo,
podendo também ser agregada de forma incremental ao detector ICCF. Contudo, a inserção de
um classificador adicional tende a aumentar o custo computacional do processo de detecção, fato
esse não abordado em (OHN-BAR; TRIVEDI, 2016). O resultado apresentado para o LDCF++
foi extraído de (OHN-BAR; TRIVEDI, 2016) e os resultados apresentados para o ACF (semente
aleatória 0) e LDCF (semente aleatória 82) foram obtidos por meio de experimentos realizados
na mesma máquina que o detector ICCF.
O Gráfico 5 e a Figura 10 apresentam, respectivamente, o percentual de características
de cada canal e a distribuição espacial das características selecionadas pela AdaBoost, para
o detector ICCF. Percebe-se, por meio do Gráfico 5, uma maior importância no processo de
decisão por parte das características derivadas a partir do canal L. No entanto, novamente, os
canais possuem uma frequência de utilização semelhante. Por meio da Figura 10, é possível
notar uma boa distribuição espacial das características selecionadas pela AdaBoost, de maneira
que o modelo do pedestre apresenta uma silhueta próxima a de um ser humano. Isso indica a
importância da informação espacial na tarefa de classificação.
Por fim, a Tabela 7 apresenta os melhores resultados dos detectores ACF, LDCF e ICCF,
dentre cinco rodadas com diferentes sementes aleatórias para o Modelo 3, porém considerando
agora o conjunto mais preciso de anotações da base de dados Caltech (Caltech-10HzPREC). Esse
conjunto de dados apresenta um procedimento de marcação das janelas que inscrevem melhor
o pedestre, evitando excesso de fundo da cena. Dessa forma, um melhor conjunto de janelas
(bounding boxes - BB) é utilizado no treinamento. Observe que os três detectores apresentam um
ganho considerável de rendimento. O ICCF, novamente, no que tange a LogAvrMR, mostrou-se
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Gráfico 4 – Comparação entre diferentes detectores (Caltech-7,5Hz). A LogAvrMR de cada
método é apresentada na legenda.
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Gráfico 5 – Percentual de características selecionadas a partir de cada canal pela AdaBoost
(Caltech-7,5Hz).
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competitivo com os demais membros da sua família de soluções. A Tabela 7 apresenta ainda
os melhores resultados, no conjunto de dados Caltech-10HzPREC , dos detectores LDCF++ e
RotatedFilters+VGG16 (ZHANG et al., 2016b), extraídos de (OHN-BAR; TRIVEDI, 2016).
Esse último possui, em seu fluxo de operação, a DCNN intitulada VGG16. Observe que o detector
ICCF apresenta desempenho próximo ao do detector RotatedFilters+VGG16, mesmo ele se
valendo de uma solução baseada em aprendizado profundo. Repare ainda que os detectores ICCF
e LDCF++, para o conjunto de dados Caltech-10HzPREC , apresentam uma menor diferença,
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Figura 10 – Distribuição das posições das características selecionadas pela AdaBoost nas cinco
rodadas do detector (Caltech-7,5Hz). As cores presentes na figura representam o
grau de utilização, de cada posição do modelo do pedestre, no processo de decisão.
Nesse sentido, as siglas Máx e Mín representam os valores relativos às utilizações
máxima e mínima, respectivamente.
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entre um e outro, em relação ao conjunto Caltech-7,5Hz (Gráfico 4). Como os pedestres do
conjunto Caltech-10HzPREC são melhores inscritos nas BB, a análise de contexto realizada pelo
classificador SVM adicional, empregado pelo LDCF++, parece ser menos determinante nesse
caso.
Em uma análise um pouco mais desbalanceada, os detectores LDCF, LDCF++ e ICCF
também apresentam LogAvrMR próximas a da solução baseada em aprendizado profundo
RPN+BF, apresentada no Gráfico 4, quando essa não tem acesso ao conjunto mais preciso de
anotações. Contudo, é fato que essa análise é realizada em um cenário favorável ao LDCF e ICCF,
pois é esperado que o RPN+BF também apresente um incremento na qualidade da detecção ao
empregar esse melhor conjunto de dados anotados. Essa análise visa apenas demonstrar que,
mesmo não utilizando aprendizado profundo, os conjuntos de características do LDCF e ICCF
podem ser competitivos com soluções baseadas em DCNN. Para isso, outros recursos podem
ser utilizados, como o emprego de um melhor conjunto de dados anotados. É importante frisar
também que as soluções RPN+BF (ZHANG et al., 2016a), SDS-RCNN (BRAZIL; YIN; LIU,
2017) e PCN (WANG et al., 2017) possuem a vantagem, em relação aos métodos analisados
neste trabalho, de empregarem modelos pré-treinados na base de dados ImageNet (DENG et
al., 2009) (milhões de imagens). Esse fato também constitui um desbalanceamento a favor dos
métodos baseados em aprendizagem profunda, em relação aos detectores LDCF e ICCF. Por fim,
os detectores SDS-RCNN e PCN empregam ainda segmentação semântica e análise de contexto,
respectivamente, como informações adicionais no processo de detecção.
Tabela 7 – Desempenho dos detectores de pedestres para o conjunto Caltech-10HzPREC .
Detector ACF LDCF ICCF LDCF++ RotatedFilters+VGG16
LogAvrMR 12,40 10,31 9,89 9,71 9,32
Análise de tempo de detecção
A Tabela 8 apresenta as taxas de detecção, em FPS, dos métodos ACF, LDCF e ICCF. Em
(DOLLÁR et al., 2014; CAO; PANG; LI, 2016), os tempos de detecção dos detectores ACF e
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LDCF foram avaliados na base de dados INRIA. No entanto, a Tabela 8 apresenta essa informação
para os três modelos empregados ao longo dos experimentos. É importante ressaltar que, para
uma mesma quantidade de filtros e o mesmo classificador, o custo computacional do LDCF e
ICCF são iguais durante o processo de detecção. Isso ocorre devido ao fato do fluxograma de
operação ser o mesmo, baseado no processo de filtragem dos canais HOG+LUV. No entanto,
conforme pode ser visto na referida tabela, por empregar 18 filtros, o ICCF possui uma menor
taxa de FPS que a versão original do LDCF, que emprega 4 filtros. Sendo assim, embora o ICCF
supere o LDCF em termos de LogAvrMR, em alguns cenários, o LDCF possui como ponto
positivo o tempo de detecção, que é inferior. Na análise de tempo realizada, foi utilizado um
computador com processador Intel R© CoreTM i7-960, 3.20 GHz e 24GB de memória RAM.
Tabela 8 – Taxas de detecção, em FPS, dos detectores ACF, LDCF e ICCF.
Modelo ACF (FPS) LDCF (FPS) ICCF (FPS)
1 13,50 3,25 0,85
2 10,20 2,85 0,80
3 2,70 1,60 0,65
2.4 Conclusões deste capítulo
Neste capítulo, realizou-se uma avaliação do uso da análise de componentes independentes
(ICA) no procedimento de extração de características a partir dos canais HOG+LUV. Foram
utilizados no processo de comparação dois detetores da família de características de canais
filtrados (FCF), denominados ACF e LDCF. Os detectores dessa família de soluções são elegíveis
para serem empregadas no serviço de detecção de seres humanos proposto no Capítulo 3. Isso
se deve ao fato desses detectores apresentarem, em geral, baixo custo computacional, não
demandando, portanto, o uso de GPU. Além disso, esses métodos apresentam bons desempenhos,
em termos de qualidade de detecção, conforme apresentado em (OHN-BAR; TRIVEDI, 2016).
O detector proposto nesta tese, denominado ICCF, também é membro da família de soluções de
FCF.
De forma a limitar a análise apenas ao procedimento de extração de características proposto,
foram utilizados três modelos de classificadores com parâmetros avaliados na literatura. Esses
modelos possuem diferentes capacidades de aprendizado, de forma que cada um utiliza de
maneira diferente as características disponibilizadas. Ao longo dos experimentos realizados,
avaliando-se os desempenhos médios e também os melhores resultados, percebeu-se que o ICCF
possui melhor qualidade de detecção que o LDCF em alguns cenários. No entanto, ao se analisar
o desvio padrão das rodadas de experimentos, conclui-se que o ICCF é um detector competitivo
com o LDCF e que possui um melhor desempenho que o ACF em termos da métrica LogAvrMR.
No âmbito da base de dados Caltech, ao se empregar o Modelo 3, sugerido em (OHN-BAR;
TRIVEDI, 2016), em conjunto com anotações mais precisas dessa base de dados, o detector
ICCF, assim como o LDCF, apresenta uma redução significativa na LogAvrMR, aproximando-se
dos resultados de detectores baseados em DCNN.
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3 Detecção de seres humanos no con-
texto de espaços Inteligentes
Conforme apresentado no Capítulo 2, a detecção de seres humanos é uma área de estudo
muito ativa na comunidade científica. Mesmo com o sucesso da detecção geral de objetos
(GIRSHICK et al., 2014; CAI et al., 2016; REN et al., 2017; REDMON; FARHADI, 2016),
a detecção de seres humanos tem sido tratada de forma independente. Isso se deve, principal-
mente, ao fato de seres humanos serem componentes-chave em diferentes aplicações, conforme
mencionado em (ZHANG et al., 2016a). Além disso, a detecção de seres humanos apresenta
problemas específicos, no que diz respeito a discriminabilidade em relação ao fundo da imagem,
principalmente em baixa resolução, conforme indicado em (MAO et al., 2017).
Nos últimos anos, redes neurais convolucionais profundas (DCNN) contribuíram, signifi-
cativamente, para a melhoria da qualidade da detecção de objetos e humanos em imagens. No
entanto, mesmo os melhores detectores genéricos apresentam, ainda, limitações ao se considerar
a generalização para diferentes bases de dados, conforme constatado em (ZHANG; BENEN-
SON; SCHIELE, 2017). Isso indica, assim como o estudo realizado em (LI; YAO; WANG,
2012), que o uso de informação adicional pode ser necessário. O projeto de soluções específicas,
que consideram ambientes parcialmente estruturados, pode ainda ser inevitável em algumas
situações.
Neste capítulo, agregam-se diferentes conceitos como homografia e segmentação de imagens
a dois detectores de pedestres, de forma a se compor um serviço de detecção de seres humanos.
Esse serviço é oferecido em um espaço inteligente, que usa uma rede de câmeras como principal
forma de sensoriamento. Diferentemente de soluções que empregam DCNN, os detectores
utilizados no serviço desenvolvido não dependem de hardware específico, como unidades de
processamento gráfico (graphical processing units - GPU). Esse fato torna as tarefas de alocação
e distribuição de serviços, em nós de processamento da infraestrutura, mais simples. Isso é
verdade, principalmente, para situações nas quais nem todos os nós da infraestrutura possuem
GPU. Além disso, os detectores empregados apresentam uma boa relação custo computacional
versus qualidade de detecção. Essas características tornam o serviço desenvolvido ao mesmo
tempo eficiente e flexível.
Em (RIBEIRO et al., 2017), por exemplo, diferentemente do sistema desenvolvido nesta tese
de doutorado, o uso de GPU é mandatório para que a detecção de seres humanos seja executada
no contexto da aplicação desenvolvida. Além disso, o procedimento de detecção implementado
no referido trabalho não é entregue para o espaço inteligente como um serviço. Logo, ele
não pode ser flexivelmente utilizado por diferentes aplicações e instanciado em diferentes nós
da infraestrutura, em qualquer tempo. Conceitos relacionados a sincronismo, escalabilidade e
confiabilidade do serviço de detecção não são abordados. Emprega-se um nó de processamento
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com alta capacidade computacional (GPU), de maneira a atingir uma baixa taxa de falsos
positivos. Nesta tese, por outro lado, empregam-se técnicas simples e a redundância provida por
uma rede de câmeras para atingir esse mesmo objetivo.
Por fim, é importante mencionar que o serviço desenvolvido neste trabalho não está im-
possibilitado de utilizar GPU. No entanto, o objetivo é desenvolver uma solução que não gere
restrições na infraestrutura, que seja adequada para diferentes aplicações que empreguem uma
rede de câmeras e que evite o uso de soluções computacionalmente custosas.
3.1 Trabalhos relacionados
3.1.1 A detecção de seres humanos em espaços inteligentes
Nesta seção, serão discutidos alguns trabalhos da literatura de espaços inteligentes, que
abordam a detecção de seres humanos utilizando redes de sensores. Alguns diferentes tipos de
sensores podem ser abordados, mas o foco são trabalhos que empregam sensores visuais. A ideia
principal é apresentar as diferenças entre a solução desenvolvida nesta tese e os trabalhos que
abordam tema semelhante na literatura.
Em (SURIE; PARTONIA; LINDGREN, 2013), um sensor KinectTM, montado em uma
parede, foi utilizado para detectar seres humanos. Para este fim, foram empregadas a imagem
RGB e o campo de profundidade do sensor KinectTM, de forma a realizar detecção de esqueleto
e reconhecimento de faces. Entretanto, no presente trabalho, o serviço de detecção de seres
humanos emprega um modelo baseado em aparências e depende apenas de imagens RGB. Além
disso, nenhum sensor telêmetro é empregado para obter informação 3D.
Os autores em (SURIE; PARTONIA; LINDGREN, 2013) também mencionam que o espaço
de trabalho da solução proposta é restrito, devido ao único e limitado campo de visão da
câmera do sensor KinectTM. Eles mencionam inclusive que a solução desenvolvida é estruturada,
podendo apresentar falhas para um campo de visão expandido. Por outro lado, a arquitetura da
solução, proposta nesta tese, se beneficia dos múltiplos pontos de vista disponibilizados por
uma rede de câmeras. Além disso, o detector, que é proposto como um serviço, é capaz de
identificar seres humanos em diferentes poses em relação a esses sensores. A única configuração
demandada a priori é a calibração do sistema de câmeras.
Em (GLAS et al., 2013), desenvolve-se um “sistema de robôs em rede” (“network robot
system”) de forma a implantar robôs sociais em aplicações práticas em shoppings e outros
espaços comerciais. No referido trabalho, aplicações de ambientes inteligentes e interação
homem-máquina são implementadas usando dados obtidos de sensores instalados no espaço de
trabalho. Além do uso de câmeras, sensores laser, telêmetros e leitores de impressões digitais
são utilizados e instalados no ambiente. Um supervisor humano também é considerado quando
o sistema encontra dificuldades em tarefas de reconhecimento de voz e de pessoas, além do
planejamento de caminho.
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No sistema apresentado nesta tese de doutorado, nenhum supervisor humano é empregado e
apenas câmeras são utilizadas. O emprego apenas de sensores visuais é preferível, haja vista que
esses sensores já se encontram disponíveis na maior parte dos ambientes comerciais e públicos.
Além disso, em (GLAS et al., 2013), o sistema não é descrito como sendo implementado
em uma arquitetura de software baseada em serviços. O conceito de serviço está limitado ao
de tarefas que podem ser executadas pelos robôs para os seres humanos. Já na arquitetura da
plataforma aqui apresentada, o serviço de detecção de seres humanos proposto é um dos diferentes
serviços (atuadores dos robôs, câmeras) disponibilizados para as aplicações. A interação entre
esses serviços é projetada para ser harmoniosa, de maneira a garantir o sucesso das aplicações
atendidas.
Um sistema robótico de transporte para assistência a compras é desenvolvido em (MAT-
SUHIRA et al., 2010). Diferentemente do trabalho desenvolvido nesta tese, o processo de
detecção de seres humanos não é apresentado como um serviço que utiliza conceitos de compu-
tação em nuvem. Por isso, a solução proposta não é apresentada como sendo flexível, de maneira
a poder ser instanciada em qualquer nó da infraestrutura. O sistema de detecção aparenta ser
implantado de forma rígida, como uma aplicação que é executada em nós atrelados, fisicamente,
a cada uma das câmeras empregadas na infraestrutura. A aplicação desenvolvida, apesar de
interessante, possui um sistema simples de detecção de seres humanos, baseado apenas em
técnicas de processamento de imagens e subtração de fundo. Além disso, o modo de seguimento
de pessoas depende também de um sensor laser de forma a ser funcional. Apesar do emprego de
um sistema de câmeras, a informação 3D não é recuperada como no sistema apresentado nesta
tese, em que informações de calibração e homografia são utilizadas.
O objetivo em (ALBAWENDI et al., 2015) é investigar um sistema de monitoramento visual
de baixo custo, de forma a assistir idosos que demandem cuidados especiais. A ideia é limitar
a quantidade de informação transmitida pelo sensor visual, reduzindo o nível de intrusão da
câmera na rotina dos usuários. O sistema desenvolvido no trabalho funciona mais como uma
aplicação e o procedimento de detecção de objetos é muito dependente de subtração de fundo,
requerendo um espaço de trabalho mais estruturado que o apresentado na solução desta tese de
doutorado.
Em (ADDUCI; AMPLIANITIS; REULKE, 2014), uma aplicação de rastreamento e detecção
3D de seres humanos, empregando uma rede de câmeras, é construída. No entanto, de acordo
com os autores, a aplicação desenvolvida necessita de modificações de hardware e software para
ser preparada para tarefas de tempo real. O serviço de detecção de seres humanos proposto nesta
tese, bem como os de detecção e de controle de robôs empregados, é adequado para aplicações
de tempo real. Além disso, diferentemente dos trabalhos citados anteriormente, os serviços
são ofertados utilizando conceitos de computação em nuvem. O objetivo é que os serviços
atendam, nesse paradigma, aos requisitos de tempo e confiabilidade das aplicações. Tudo isso é
considerado no projeto do fluxograma do detector de seres humanos.
Os autores de (LEE et al., 2012) desenvolveram um sistema baseado em visão para realizar a
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localização de seres humanos e robôs. Esse sistema é então utilizado em um serviço de display
ativo em um espaço inteligente. Para esse fim, configura-se uma rede de câmeras para estimar as
posições tridimensionais de seres humanos e robôs, que são detectados utilizando características
obtidas a partir do HOG. Nesse trabalho, diferentemente da solução aqui desenvolvida, a arquite-
tura não apresenta serviços flexíveis, passíveis de serem instanciados em toda a infraestrutura,
em qualquer tempo. Embora se utilizem diversos dispositivos inteligentes de rede distribuídos
(distributed intelligent network devices - DIND), que consistem em uma câmera, um processador
e um dispositivo de rede, o sistema possui uma configuração rígida, com nós com funções
especializadas.
Além disso, em (LEE et al., 2012), de forma a se estimar as posições tridimensionais de seres
humanos, se faz necessário realizar a correspondência entre pelo menos duas detecções providas
por diferentes câmeras. Dessa forma, um procedimento de triangulação deve ser realizado. A
função de localização 3D do referido trabalho pode apresentar problemas se muitas pessoas estão
presentes no espaço de trabalho, tendo em vista que ter duas detecções de uma mesma pessoa é
mandatório. Já no caso apresentado neste trabalho, dado que se assume que humanos e robôs
estão sempre em contato com o plano do chão, o sistema pode obter informações tridimensionais
apenas com uma imagem. Detecções adicionais são então utilizadas para remover falsos positivos
e melhorar a estimativa da localização 3D. Finalmente, o espaço inteligente de (LEE et al., 2012)
é mais estruturado, sem objetos na cena definida para os experimentos e com um fundo claro e
homogêneo, que facilita a detecção de pessoas e robôs.
Em (AHMEDALI; CLARK, 2006), um sistema colaborativo de câmeras é construído para
realizar a detecção de seres humanos. Contudo, o processo de detecção está embutido em
microprocessadores atrelados às câmeras, o que torna a arquitetura menos flexível que a proposta
nesta tese de doutorado. Em (WANG et al., 2012), uma arquitetura distribuída e escalável
para aplicações de visão computacional é proposta. A ideia de empregar aplicações de visão
computacional como serviços é similar em espírito à apresentada nesta tese. Contudo, apenas
rotinas simples de visão computacional são implementadas, de forma que modelos obtidos por
meio de aprendizado não são empregados. A avaliação da interação do serviço de rastreamento
de blobs com outros serviços ou aplicações de tempo real não é apresentada. Além disso, não se
menciona a existência, na arquitetura, de um controlador de replicação tal qual o Kubernets, que
é empregado na proposta do presente trabalho. Por isso, aspectos relacionados a confiabilidade do
sistema não são abordados. Diferentemente deste capítulo, em que um barramento especializado
para troca de mensagens é empregado, em (WANG et al., 2012) um esquema menos flexível
baseado em filas e memória compartilhada é utilizado.
Em (CANEDO-RODRIGUEZ et al., 2012), um sistema de câmeras inteligentes, com o
objetivo de prover implantação rápida e fácil de robôs ubíquos, é proposto. O sistema é auto-
configurável e distribuído por meio de agentes de câmeras, que possuem capacidade própria de
processamento. A flexibilidade do sistema parece estar relacionada a capacidade de autoconfi-
guração e, consequentemente, fácil mobilidade física dos agentes de câmeras. No entanto, não
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se aborda aspectos relacionados a flexibilidade dos módulos implementados, internamente aos
agentes de câmeras, na infraestrutura de software. Dessa forma, não fica claro se esses módulos
são implementados como serviços, que podem ser dinamicamente alocados em qualquer ponto
da infraestrutura existente, em qualquer tempo. Os agentes de câmeras são, inclusive, os res-
ponsáveis pela comunicação, possuindo um módulo específico para isso. Apenas a detecção do
robô, por meio de um conjunto de diodos emissores de luz é realizada. O próprio processo de
detecção do robô parece ser implementado como uma aplicação interna a cada agente de câmera.
No trabalho apresentado nesta tese, as câmeras fazem parte da infraestrutura e são utilizadas
como serviços, não possuindo recursos de processamento específicos atrelados a elas. As funções
de detecção desenvolvidas são instanciadas em qualquer parte da infraestrutura, também como
serviços, que se comunicam de forma independente.
Em (MATSUYAMA; UKITA, 2002), um sistema cooperativo distribuído de rastreamento
é desenvolvido. Esse sistema é composto por agentes de visão ativos (AVA), que consistem
de câmeras ativas com computadores conectados a rede. Cada AVA é constituído de módulos
de percepção, ação e comunicação. Esses módulos são implementados como processos Unix
e possuem um esquema complicado de comunicação, que emprega memória compartilhada.
O sistema de percepção é baseado principalmente em subtração de fundo. Diferentemente,
nesta tese, o serviço de detecção proposto emprega um barramento especializado para troca de
mensagens e um processo de detecção mais sofisticado, que emprega um modelo baseado em
aparências. Além disso, o serviço proposto neste trabalho é mais flexível e independente que os
módulos internos aos AVA desenvolvidos em (MATSUYAMA; UKITA, 2002).
Em (MUJA et al., 2011), uma infraestrutura de detecção modular é desenvolvida. A ideia
é intercambiar detectores de objeto ao longo de uma tarefa, empregando nós de um sistema
de operação de robôs (robot operating system - ROS). Com isso, espera-se agregar robustez,
velocidade e escalabilidade ao processo de detecção. Testes são conduzidos apenas em imagens
estáticas, sem validação em tarefas de tempo real. Em (MEHMOOD, 2015), o problema de
detecção de seres humanos em uma rede de câmeras é abordado. No entanto, o foco é a
proposição de um detector genérico de seres humanos e testes apenas em bases de dados públicas
são conduzidos. O detector proposto não é apresentado em uma arquitetura baseada em serviços,
que atende a diferentes aplicações de tempo real. Por fim, existem na literatura diversos esforços
para se construir arquiteturas distribuídas para aplicações relacionadas à internet das coisas
(internet of things - IoT) e robôs de serviços, sendo alguns exemplos encontrados em (SARKAR
et al., 2015; PYO et al., 2015).
3.1.2 Comentários adicionais
Na Seção 3.1.1, foram destacadas algumas diferenças entre a solução proposta nesta tese
e alguns trabalhos relacionados presentes na literatura. Contudo, ressalta-se que, ao alcance
da revisão bibliográfica realizada, não se tem conhecimento de um detector de seres humanos
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desenvolvido como um serviço tal qual apresentado neste trabalho, considerando aspectos de
implementação e usabilidade.
Alguns trabalhos apresentam detectores com alta qualidade de detecção em bases de dados
públicas. Contudo, é importante mencionar que a solução proposta, especificamente neste
capítulo, não tem por objetivo propor um detector estado da arte em bases de dados específicas.
Apesar da qualidade de detecção ser um fator considerado, o interesse principal é apresentar
um serviço de detecção flexível e eficiente, que proveja detecção de seres humanos de forma
distribuída para diferentes aplicações implantadas em um espaço inteligente. Nesse sentido, a
escolha por detectores simples de seres humanos, em termos de custo computacional, permite
que o serviço proposto seja oferecido para aplicações de tempo real. Isso também permite a
utilização de nós de processamento regulares e não somente estações de trabalho com alto poder
de processamento que, em geral, são dotadas de GPU.
Adicionalmente, paralelismo e escalabilidade podem ser encontrados em alguns trabalhos,
normalmente quando um processador de múltiplos núcleos ou uma GPU é empregado para
implementar um detector em um único nó. No entanto, no presente trabalho, a preocupação é o
desenvolvimento de um serviço que possa ser distribuído sobre diferentes nós da infraestrutura
do espaço inteligente, de acordo com a disponibilidade e capacidade computacional dos nós.
Dessa forma, de acordo com a demanda, o serviço de detecção de seres humanos pode ser
instanciado em diversos nós ou mesmo reiniciado e realocado se um nó se tornar indisponível.
Essa abordagem possibilita um uso mais eficiente dos nós da infraestrutura, ao mesmo tempo
que agrega confiabilidade ao processo. O paralelismo é intrínseco à arquitetura do sistema e ao
fluxograma da solução.
Por fim, além das contribuições já mencionadas, o trabalho aqui desenvolvido permite realizar
um paralelo entre aplicações restritas a testes em bases de dados públicas e aquelas empregadas
em situações reais.
3.2 Solução proposta
Nesta seção, o serviço de detecção de seres humanos proposto é apresentado. De forma a
situar melhor em qual contexto essa proposta se insere, são discutidos, a seguir, alguns conceitos
relacionados à arquitetura de um espaço inteligente.
3.2.1 A arquitetura do espaço inteligente
Existem muitas definições para espaços inteligentes (WRIGHT; STEVENTON, 2004; LEE;
HASHIMOTO, 2002). A definição adotada, nesta tese, é que um espaço inteligente pode ser
descrito como um ambiente interativo, equipado com uma rede de sensores aptos a capturarem
informações sobre o local analisado. Além disso, esse ambiente possui uma rede de atuadores,
que podem ser diretamente controlados por serviços de forma a realizar modificações ou intervir
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no ambiente. Além de controlar os atuadores, os serviços podem analisar a informação extraída
por meio dos sensores, de maneira a suportar decisões e executar tarefas. Como sensores podem
ser citadas câmeras, microfones e sensores de ultrassom e laser, enquanto entre os exemplos
de atuadores estão robôs, dispositivos móveis e sistemas de saída de informação. Sensores,
atuadores e serviços de computação são apoiados por uma infraestrutura de software, que é
responsável por prover canais de comunicação e todas as demais abstrações necessárias. Serviços
ou recursos de um dispositivo específico (sensores e atuadores) podem ser acessados e utilizados
por diferentes entidades, tais como outros serviços, aplicações ou mesmo outros dispositivos.
Conforme mencionado anteriormente, o espaço inteligente empregado neste trabalho é
baseado em visão computacional. Dessa forma, esse espaço está instrumentado com uma rede de
câmeras (internet protocol - IP), aptas a capturar imagens e vídeos digitais, conforme apresentado
na Figura 11. As câmeras, tal qual desenvolvido em (RAMPINELLI et al., 2014), são os principais
sensores utilizados. O sistema também está preparado para controlar um robô. De forma a ter
um alto nível de compreensão sobre o ambiente, uma infraestrutura de software está disponível
para capturar e analisar, em tempo real, as informações adquiridas pela rede de câmeras.
Figura 11 – Conceito de espaço inteligente.
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A infraestrutura do espaço inteligente utilizado é concebida como uma plataforma de desen-
volvimento, isto é, na forma de uma plataforma como serviço (platform as a service - PaaS).
Dessa forma, desenvolvedores de aplicações podem fazer uso de diferentes serviços, mesmo que
alguns deles, inicialmente, tenham sido desenvolvidos para uma aplicação em específico. Sendo
assim, esses serviços devem ser flexíveis o suficiente para atender, ao mesmo tempo, requisitos
específicos das aplicações, mas também prover um alto nível de abstração em termos de progra-
mação para os desenvolvedores. O modelo de arquitetura orientada a serviços (SOA) é utilizado
na infraestrutura de software do espaço inteligente, de forma a prover a programabilidade e reu-
sabilidade necessária a nível de serviço. Essas características fazem a construção e a implantação
de aplicações mais fáceis para desenvolvedores. Além disso, a integração de novos serviços
à plataforma, a cada aplicação desenvolvida, torna-se mais simples. A arquitetura do espaço
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inteligente empregado foi inicialmente proposta em (QUEIROZ, 2016). O objetivo principal, no
referido trabalho, era atender aplicações de robótica baseadas em visão computacional, por meio
do emprego do paradigma de internet das coisas. Nesta tese, o espaço inteligente é expandido
por meio da proposição de um serviço de detecção de seres humanos, que opera em tempo real e
atende a diferentes aplicações.
A plataforma do espaço inteligente é implantada no topo de uma infraestrutura que emprega
conceitos de computação em nuvem, tal qual uma infraestrutura como um serviço (infrastructure
as a service - IaaS). O objetivo é atender requisitos específicos de aplicações de visão computa-
cional, tais como baixa latência, ampla largura de banda e alta capacidade de processamento. A
programabilidade dessa infraestrutura habilita a plataforma a atender aos rigorosos requisitos de
aplicações de tempo real (GOMES et al., 2017). Essas características foram agregadas ao espaço
inteligente no trabalho desenvolvido em (PICORETI, 2017). No referido trabalho, a virtualização,
a nível de sistema operacional, permitiu a distribuição dos serviços sobre a infraestrutura de
hardware do espaço inteligente de forma escalável e confiável. A referida virtualização é alcan-
çada por meio da solução denominada Docker (MERKEL, 2014), conforme será apresentado
adiante. O serviço de detecção de seres humanos, proposto nesta tese, também é desenvolvido
empregando essa solução. A forma, como o serviço de detecção é implementado, possibilita a
transferência das características mencionadas para as aplicações.
A Figura 12 exibe a arquitetura empregada pelo espaço inteligente, de forma a suportar
aplicações de visão computacional. Esta plataforma possui quatro camadas: sensoriamento,
comunicação, middleware e aplicação, que serão descritas nas próximas seções.
3.2.1.1 Camada de sensoriamento
A camada de sensoriamento é responsável pela exposição dos recursos do domínio físico
para o digital. Além disso, essa camada deve simplificar a comunicação entre dispositivos
heterogêneos por meio de interfaces padronizadas.
Para isso, essa camada adquire informação e controla o comportamento dos dispositivos no
domínio físico. Como pode ser observado na Figura 12, as entidades físicas desta camada são
sensores e atuadores. Cada entidade física no mundo real é representada por uma entidade virtual
no domínio digital. A entidade virtual está associada a recursos que permitem uma interação, por
meio de serviços, com a entidade física por ela representada.
Embora seja possível integrar diretamente equipamentos na plataforma, a função de padro-
nização para esses equipamentos é normalmente realizada por meio de gateways. São esses
elementos os responsáveis por traduzir o protocolo específico de um dispositivo para uma in-
terface padrão disponibilizada pela entidade virtual. Da mesma forma, o gateway também é
responsável pela conversão dos dados para um formato padrão.
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Figura 12 – Arquitetura do espaço inteligente.
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REST, GRAPHQL e SOAP - Ferramentas computacionais que podem ser empregadas na construção de aplicações e serviços Web;
AMQP (advanced message queuing protocol ) - É um protocolo avançado de enfileiramento de mensagens;
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3.2.1.2 Camada de comunicação
A camada de comunicação é responsável por rotear e encaminhar mensagens, realizar o
desacoplamento de tempo e monitorar serviços. Para executar essas funções, toda a comunicação
entre os componentes do sistema passa através de um intermediador (broker) de troca de
mensagens. Na infraestrutura de software do espaço inteligente, empregado neste trabalho, a
solução RabbitMQ é empregada como intermediador, conforme pode ser visualizado na Figura 12.
Tendo em vista que todas as mensagens passam através do broker, é possível monitorar o fluxo
de mensagens e até mesmo modificá-las antes de serem encaminhadas.
A principal vantagem de se ter uma plataforma que emprega um broker, para realizar a
comunicação entre os elementos, é que uma entidade somente necessita saber o seu próprio
endereço para se comunicar com as demais. Isso faz com que o desenvolvimento de serviços e
aplicações seja mais simples. Além disso, existe a possibilidade de se ter mensagens persistentes.
Se um destinatário encontra-se momentaneamente indisponível, a mensagem é armazenada até
que ele esteja apto a recebê-la. O problema atual dessa abordagem é que o broker se torna um
único ponto de falha e um gargalo em termos de desempenho. De forma a minimizar esses
problemas, existe ainda a possibilidade de se empregar brokers clusterizados, que trabalham de
forma integrada, mas em diferentes pontos da rede (ROSTANSKI; GROCHLA; SEMAN, 2014).
3.2.1.3 Camada de Middleware
O middleware provê interfaces de serviços para as aplicações, de forma a evitar que usuários
tenham que lidar com aspectos não triviais das outras camadas. Essa camada é composta por
diversos serviços que executam funções de suporte à infraestrutura e realizam rotinas específicas
de visão computacional (Figura 12).
Dois importantes serviços de suporte à infraestrutura presentes na plataforma do espaço
inteligente são o de sincronização e calibração das câmeras:
• Serviço de sincronização: normalmente, problemas de sincronismo em aplicações de visão
computacional são comuns ao se trabalhar com duas ou mais câmeras em tempo real. A
ausência de sincronismo pode gerar inconsistências entre as imagens capturadas, haja
vista que não se pode garantir que as imagens correspondem a mesma cena e que foram
tomadas no mesmo instante de tempo.
O serviço de sincronização periodicamente monitora e aplica atrasos ao processo de captura
das imagens das câmeras e, se necessário, a dados de outros dispositivos conectados, de
forma a manter um erro máximo aceitável de sincronização dos dados para as aplicações
desenvolvidas.
• Serviço de calibração das câmeras: este serviço implementa um procedimento semi-
automático, conforme apresentado em (ZHANG, 2000), que retorna os parâmetros intrín-
secos e extrínsecos das câmeras. Para isso, são necessárias a captura e o processamento de
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imagens de um padrão quadriculado, que é movimentado manualmente por um ser humano.
Uma vez que a calibração é executada, não existe mais a necessidade de recalibrar as
câmeras, a menos que pelo menos uma delas seja deslocada da posição na qual a calibração
tenha sido realizada.
No que diz respeito aos serviços específicos relacionados às rotinas de visão computacional,
o foco são aqueles empregados nas tarefas apresentadas neste capítulo. O principal serviço é o
de detecção de seres humanos, que é proposto nesta tese e apresentado na Seção 3.2.2. Além
disso, serviços relacionados à detecção e controle do robô empregado, planejamento de caminhos
e demais processos pertinentes são discutidos na Seção 3.2.3. Nessa mesma seção, é também
abordado o inter-relacionamento entre os serviços e as aplicações.
Cada serviço na plataforma é virtualizado em um contêiner. Esse procedimento habilita o
desenvolvimento de serviços fracamente acoplados, que são desenvolvidos de maneira inde-
pendente. Muitos desses serviços podem ser conectados em um encadeamento de funções de
serviços (service function chaining - SFC), de forma a compor uma aplicação. A virtualização
de contêineres objetiva isolar os serviços e garantir independência, desde que as interfaces sejam
mantidas. Esses contêineres podem ser facilmente compartilhados, implantados e atualizados.
Além disso, eles podem ser escalonados instantaneamente e independentemente dos outros
serviços que constituem a aplicação.
A solução conhecida como Docker é empregada como tecnologia de contêiner no serviço
proposto nesta tese e também no espaço inteligente, tendo em vista que ela simplifica a construção
de serviços internos aos contêineres. Além disso, a virtualização por meio de Docker é de baixo
custo computacional e, por causa disso, múltiplas aplicações podem utilizar serviços ao mesmo
tempo, no mesmo servidor físico ou virtual. Esse cenário habilita a um orquestrador prover
uma quantidade adequada de recursos para os contêineres no momento certo. Dessa forma,
permite-se uma melhor alocação dos contêineres em uma infraestrutura em nuvem, resultando
em um melhor aproveitamento dos recursos. A orquestração dos contêineres Docker é realizada
por meio da solução Kubernetes (BURNS et al., 2016), cujas funções incluem a implantação
automática, escalonamento e operação de aplicações em contêineres.
3.2.1.4 Camada de aplicação
A última camada apresentada na Figura 12 é a de aplicação. Essa camada é a responsável
por expor serviços, em alto nível e na forma de uma interface de programação de aplicação
(application programming interface - API), para que desenvolvedores possam interagir com
a plataforma. Essa API permite o desenvolvimento em diferentes linguagens de programação,
deixando transparente o acesso aos serviços e equipamentos da plataforma.
Nessa camada, apenas alguns serviços são disponibilizados para os desenvolvedores. Nor-
malmente, apenas aqueles necessários para a implantação de aplicações, tais como serviços
de detecção e rastreamento de objetos e pessoas. Outros serviços, como os que suportam a
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plataforma e executam a orquestração de recursos são ocultados, haja vista que não cabe ao
usuário final se preocupar com questões relativas ao funcionamento da infraestrutura. O principal
objetivo é ter uma plataforma o mais transparente quanto for possível para os usuários.
3.2.1.5 Características da Arquitetura
A plataforma, na qual o serviço de detecção de seres humanos é disponibilizado, apresenta
uma série de características relativas ao domínio da aplicação. Todas essas características
são transferidas pelo serviço proposto para as aplicações, sem que o desenvolvedor tenha
que se preocupar com aspectos relacionados ao hardware ou software da plataforma. Sendo
assim, o desenvolvedor pode concentrar todos os esforços na resolução do problema posto,
utilizando serviços na construção da solução (aplicação). As seguintes características presentes
na arquitetura do espaço inteligente podem ser destacadas:
• Escalabilidade: A plataforma precisa ser escalonável, de forma a atender a um aumento na
demanda de recursos por parte das aplicações. Para um melhor gerenciamento dos recursos,
os serviços devem ser desenvolvidos para serem simples, ter baixo acoplamento e serem
implementados de uma forma que possam ser reutilizados por outras aplicações. Além
disso, serviços desprovidos de estado e paralelizáveis podem ter novas instâncias levantadas
pela plataforma para diferentes aplicações e em diferentes nós de processamento.
• Tempo real: A plataforma deve prover serviços de tempo real quando apenas a correta
operação lógica de uma tarefa não é suficiente, mas também o seu tempo de execução.
Como aplicações de visão computacional podem lidar com tarefas de tempo real, tendo
algumas inclusive já sido listadas nesta tese de doutorado, entregar informações ou executar
serviços para as aplicações no tempo demandado é algo crítico. Informações ou serviços
atrasados podem tornar o sistema inutilizável ou até mesmo perigoso. Para isso, serviços
de sincronismo e monitoramento rigorosos são primordiais.
• Confiabilidade: Aplicações devem se manter operacionais enquanto uma tarefa está sendo
executada, mesmo na ocorrência de falhas na infraestrutura de hardware e software. Cada
serviço que compõe uma aplicação, e que também suporta outros serviços, precisa ser
confiável individualmente, de forma a garantir uma confiabilidade global do sistema. O
espaço inteligente empregado tem mecanismos que permitem a distribuição, através da
infraestrutura, de serviços de gerenciamento e suporte, além dos serviços específicos
relacionados às aplicações. Em caso de falha de um nó de processamento, por exemplo, o
serviço pode ser redistribuído, em tempo hábil, para outro ponto da infraestrutura.
De forma a atingir essas características, a arquitetura do sistema empregado é desenvolvida
para permitir que os serviços sejam escalonados tanto verticalmente, quanto horizontalmente.
O escalonamento vertical permite aumentar o poder computacional para uma mesma instância
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de um serviço, enquanto o horizontal habilita o aumento do número de instâncias do mesmo
serviço, de forma a lidar com um aumento da demanda.
Um exemplo, de como esses conceitos estão agregados ao serviço de detecção de seres
humanos, é analisar a situação em que o número de câmeras no espaço inteligente aumenta.
Conforme será explicado em detalhes na Seção 3.2.2, o serviço de detecção proposto está
dividido em serviços menores. De forma resumida, a primeira etapa desse serviço consiste em
um detector de seres humanos de baixo custo computacional, que atua no plano da imagem de
cada uma das câmeras. Dessa forma, para cada câmera no ambiente, uma instância do serviço de
detecção é inicializada. Haverá tantas instâncias quanto for a quantidade de câmeras e todas são
executadas em paralelo.
Cada instância do serviço de detecção, da primeira etapa, provê um conjunto de detecções
para um serviço subsequente, que filtra e agrupa as informações advindas de cada uma das
instâncias dessa primeira etapa. Sendo assim, se o número de câmeras aumenta, o sistema irá
executar um escalonamento horizontal do serviço de detecção, de forma a aumentar o número
de instâncias ao máximo possível que cada nó de processamento pode lidar. Uma vez que
o limite máximo é atingido, o sistema inicia novas instâncias do serviço em diferentes nós
computacionais. Dessa forma, o grande volume de tráfego de dados, resultado do aumento do
número de câmeras, será distribuído ao longo da infraestrutura, não gerando um gargalo de
tráfego em um único ponto. Isso torna a operação do sistema viável.
No que diz respeito a confiabilidade, ela é garantida na arquitetura do sistema por meio
do controlador de replicação denominado Kubernetes (BURNS et al., 2016). Esse controlador
mantém o número desejado de instâncias de um serviço rodando. Se um nó da infraestrutura
torna-se indisponível, os serviços que estavam sendo executados nesse nó de processamento
são reinicializados em outros nós da infraestrutura. Dessa forma, o fato do detector de seres
humanos ser implementado como um serviço, faz com que ele herde todas essas características
importantes providas pelo paradigma no qual o espaço inteligente está inserido. A confiabilidade
é especialmente importante, por exemplo, para os serviços de filtragem de janelas (bounding
box - BB) de detecção e controle de robôs, que serão explicados nas Seções 3.2.2 e 3.2.3,
respectivamente. A indisponibilidade desses serviços é crítica para os fluxogramas de operação
das aplicações apresentadas na Seção 3.2.3.
Sendo assim, todas as aplicações desenvolvidas nesta tese se beneficiam das características
mencionadas, por meio dos serviços disponibilizados, tendo em vista que eles são implantados
levando em conta essas particularidades.
3.2.2 O serviço de detecção de seres humanos
O serviço de detecção de seres humanos, proposto neste trabalho, emprega os detectores
ACF e ICCF, discutidos na Seção 2.2. Conforme já mencionado, esses detectores fazem parte
da família de soluções conhecida como característica de canais filtrados (FCF), que foi durante
muitos anos o estado da arte da detecção genérica de pedestres. Essa família de soluções é
72 Capítulo 3. Detecção de seres humanos no contexto de espaços Inteligentes
conhecida na literatura pelo rápido tempo de detecção e baixa complexidade computacional,
principalmente devido ao emprego de árvores de decisão. O esquema rápido de rejeição de
exemplos negativos desses classificadores, mencionado na Seção 2.2.3, permite lidar com o fato
da maior parte da imagem (fundo) não ser relativa a seres humanos.
De acordo com o que já foi apresentado, neste capítulo a contribuição central se encontra
no paradigma utilizado na concepção e nas características agregadas à arquitetura do serviço
proposto. A qualidade da detecção, analisada detalhadamente no Capítulo 2, apesar de importante,
não é o foco principal. Nesse sentido, o detector ACF é empregado utilizando sua configuração
original de parâmetros, tal qual apresentado em (DOLLÁR et al., 2014). Nessa configuração,
o ACF é um detector com taxa de processamento aferida próxima a 25 FPS, o que justifica a
utilização dele em cascata com o ICCF, conforme será visto adiante. Essa versão apresenta um
menor custo computacional que aquelas avaliadas no Capítulo 2 e possui uma LogAvrMR igual
a 16.83% (semente aleatória 0).
Além disso, emprega-se também uma versão reduzida do detector ICCF com 2 filtros 5x5 e o
conjunto de parâmetros do Modelo 1, que foi apresentado na Seção 2.3. Essa menor quantidade
de filtros é importante para tornar o detector ICCF mais rápido na etapa de detecção. Como
resultado, esse detector opera em torno de cinco FPS. Além do mais, devido ao procedimento de
filtragem apresentado na Seção 2.2, o ICCF possui uma melhor qualidade de detecção que o ACF,
com uma LogAvrMR igual a 15.28% (semente aleatória 82). De acordo com o que será visto a
seguir, o ICCF é utilizado para filtrar falsos positivos que eventualmente sejam detectados pelo
ACF. Isso se deve ao fato do ICCF apresentar uma taxa de FPPI igual a 1,95, ao se considerar
todas as detecções por ele retornadas, enquanto o ACF apresenta uma FPPI 2,3 vezes maior,
igual a 4,45. A taxas de FPS supracitadas foram aferidas para imagens 640x480. As análises de
tempo de processamento e qualidade de detecção foram conduzidas em um computador com
processador Intel R© CoreTM i7-960, 3.20 GHz e 24GB de memória RAM. Os detectores ACF e
ICCF foram treinados e testados na base de dados INRIA. É válido ressaltar que o serviço de
detecção proposto não utiliza modelos treinados com imagens do espaço inteligente.
Face ao exposto, a escolha dos detectores ACF e ICCF se deve ao fato deles apresentarem, jun-
tos, uma boa relação custo computacional versus qualidade de detecção. É importante mencionar
também que esses detectores não dependem do uso de GPU. O ACF e o ICCF possuem, somados,
um número de parâmetros a serem estimados da ordem de 104, quatro ordens de magnitude
menor que a VGG16 (aproximadamente 108 parâmetros). A VGG16 é uma das soluções baseadas
em DCNN mais utilizadas na literatura (SIMONYAN; ZISSERMAN, 2014). Ressalta-se ainda
que, mesmo na etapa de detecção, e não somente treinamento, é comum que sejam utilizadas
GPU ao se empregar soluções baseadas em DCNN (CAI et al., 2016; ZHANG et al., 2016a).
Conforme já mencionado, soluções baseadas em DCNN poderiam ser também utilizadas no
fluxograma da solução do serviço proposto. Contudo, um serviço que não depende de hardware
específico pode ser alocado e distribuído de forma mais flexível nos nós de processamento da
infraestrutura, sendo essa uma característica da solução apresentada nesta tese.
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Conforme mencionado anteriormente, até mesmo os melhores detectores genéricos possuem
o desempenho afetado, ao se analisar a generalização para diferentes bases de dados (ZHANG;
BENENSON; SCHIELE, 2017). Isso indica que, quando um detector não é treinado com dados
extraídos do ambiente que se está analisando, a acurácia tende a diminuir. Neste caso, a fusão de
diferentes metodologias pode ser considerada, de forma a se construir aplicações funcionais para
tarefas práticas do mundo real. Para lidar com o desempenho não ideal de detectores, é também
importante considerar alguma informação a priori. Restrições estruturais ou geométricas do
ambiente são boas candidatas. No entanto, deve-se tomar o cuidado de não tornar a solução
muito configurável, pois isso implica em uma sobrecarga no estágio de implantação, reduzindo a
portabilidade do sistema desenvolvido para diferentes ambientes.
Com isso em mente, a primeira informação a priori considerada no serviço de detecção de
seres humanos desenvolvido é a calibração das câmeras. Conforme mencionado, esse processo
está implementado como um serviço no espaço inteligente. Uma outra consideração é que os seres
humanos tocam o plano do chão com seus membros inferiores. Com essas duas restrições, torna-
se possível recuperar a posição 3D dos humanos detectados, mesmo empregando apenas uma
câmera. No entanto, haja vista que uma rede de câmeras está sendo empregada, os parâmetros
de calibração permitem também a estimação da homografia entre as diferentes imagens. Com
isso, as janelas (BB) de detecção presentes em uma imagem podem ser reprojetadas em outras
imagens do sistema de câmeras. Dessa forma, a correspondência entre diferentes detecções
pode ser realizada, de maneira a reduzir o número de falsos positivos. Mesmo com as referidas
restrições, o sistema é portável para outros ambientes a um baixo custo de configuração inicial.
É importante ressaltar que, se não for necessária a utilização de informação 3D, a calibração das
câmeras pode ser evitada.
A Figura 13 mostra o fluxograma de operação do processo de detecção de seres humanos. O
serviço proposto (Figura 13b) é composto por dois serviços independentes, que são os serviços
de localização de seres humanos e de filtragem de BB. Esses dois serviços são mostrados na
Figura 13c e no estágio E da Figura 13b, respectivamente. Em resumo, o serviço de localização
emprega os detectores ACF e ICCF, além de um processo de subtração de fundo, de forma a
detectar seres humanos nas imagens. Finalmente, essas detecções passam por um processo de
refinamento, empregando homografia, por meio do serviço de filtragem de BB. Na sequência, os
componentes do serviço de detecção de seres humanos são descritos em detalhes.
No estágio A (Figura 13a), câmeras proveem imagens (Sx, x = 1...N) por meio de entidades
virtuais denominadas gateways. No presente trabalho, quatro câmeras são empregadas, logo
N = 4. No entanto, um número arbitrário N de gateways pode ser instanciado se mais câmeras
são disponibilizadas. Esses gateways são completamente independentes e podem ser distribuídos
entre as estações de trabalho da infraestrutura empregada. Na Figura 13c, do estágio B ao D, o
processo de localização de seres humanos ocorre. Cada fluxo de processamento é instanciado
como um serviço independente. O serviço de localização de seres humanos toma uma imagem Sx,
de uma determinada câmera X, e entrega um conjunto de janelas de detecção BBx. No estágio B,
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o detector ACF é empregado devido a sua alta taxa de FPS e baixa taxa de perda de humanos na
imagem (DOLLÁR et al., 2014). No entanto, algumas BB não relativas a seres humanos são
também retornadas. De forma a remover essas amostras de detecções que são falsos positivos,
um método em cascata é aplicado apenas ao conjunto reduzido de detecções retornadas pelo
ACF. Essa escolha faz com que o processo de detecção em cascata não seja computacionalmente
proibitivo.
Figura 13 – Fluxograma de operação do processo de detecção de seres humanos: (a) gateway
da câmera (c) serviço de localização de seres humanos (b) visão geral do serviço
de detecção de seres humanos. Em (c), o símbolo × representa o processo de
ponderação dos graus de confiabilidade.
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A subtração de fundo (background subtraction - BS) é um método comumente empregado
na área da visão computacional. No entanto, esse método é muito sensível a variações de
iluminação. Por conta disso, ele é utilizado com cautela nesta tese. No estágio C, a subtração
de fundo é empregada apenas para ponderar os graus de confiabilidade, relativos às detecções
retornadas pelo ACF no estágio B da Figura 13c. O grau de confiabilidade pode ser visto como
um índice, que está correlacionado com a probabilidade de uma BB corresponder a um ser
humano. Conforme mencionado na Seção 2.2.3, ele é obtido por meio do valor do modelo F (x),
descrito na Equação 3. A Equação 9 apresenta o referido processo de ponderação
confNOV O = confANTIGO × BBPROB_BS, (9)
sendo que BBPROB_BS é a soma dos píxeis contidos na BB, divididos pela área da BB, conside-
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rando a imagem resultado do processo de subtração de fundo. Por exemplo, dado que os píxeis
da imagem com fundo subtraído possuem valores que variam entre 0 e 1, se metade dos píxeis
contidos no interior da BB possui valor igual a 1 e a outra metade valor igual a 0, o valor de
BBPROB_BS será igual a 0,5. Esse procedimento pode ser melhor compreendido ao se analisar a
Figura 14, que é uma versão complementar da Figura 13c. Repare que, nas referidas figuras, o
símbolo× representa o processo de ponderação dos graus de confiabilidade. Os valores, relativos
ao termo literal BBPROB_BS , são apresentados na primeira imagem do estágio C. Os graus de
confiabilidade das BB, anteriores ao processo de ponderação (confANTIGO), são apresentados
na imagem relativa ao estágio B da Figura 14. Note que as BB relativas ao estágio B, que estão
relacionadas as regiões pretas da imagem com fundo subtraído, tem seus graus de confiabilidade
(confNOV O) reduzidos de maneira mais expressiva. Somente o valor da confiança é modificado e
as formas das BB não são alteradas.
Figura 14 – Serviço de localização de seres humanos. O símbolo × representa o processo de
ponderação dos graus de confiabilidade.
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Dessa forma, diferentemente de (ALBAWENDI et al., 2015), em que a subtração de fundo
é crucial para detectar as posições espaciais de objetos, neste trabalho, ela é utilizada apenas
para reduzir o grau de confiabilidade das BB relativas as detecções que são falsos positivos.
Eventualmente, variações na imagem com fundo subtraído, causadas por variações anormais de
iluminação, podem resultar, no máximo, em um aumento da confiabilidade de falsos positivos.
Entretanto, essas eventuais intercorrências podem ser tratadas pelos outros estágios de filtragem
do fluxograma do processo de detecção. Essa abordagem faz com que a solução proposta neste
trabalho seja mais robusta a variações de iluminação. Após esse processamento, detecções de
baixa confiabilidade são descartadas por um limiar de rejeição, empiricamente estimado. A etapa
de subtração de fundo, seguida por um limiar de rejeição, pode ser vista como um classificador
adicional. Um processo de segmentação semântica, por exemplo, poderia ser utilizado no lugar
desse classificador adicional, se o sistema de câmeras não estivesse fixo e a subtração de fundo
não pudesse ser utilizada.
No que tange ao modelo do fundo, existem diferentes formas dele ser obtido. Como pequenas
variações na imagem com fundo subtraído não são críticas para o processo como um todo, nesta
tese emprega-se uma abordagem simples para obter o modelo do fundo. Nos experimentos,
o modelo é sempre gerado a partir da média das 10 primeiras imagens capturadas da cena,
quando não existe nela qualquer objeto em movimento. Essa abordagem se mostrou suficiente
para os casos das aplicações PdC desenvolvidas. No entanto, existem formas mais sofisticadas
que podem ser tratadas como trabalhos futuros. Um exemplo seria a criação de um modelo de
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fundo, por meio de um conjunto maior de imagens da cena capturado a priori. Nesse caso, esse
modelo poderia ser carregado no sistema no início da execução de cada aplicação. Uma outra
possibilidade é o uso de um modelo adaptativo com um fator de atualização, que agrega menor
importância para as imagens antigas da cena.
No estágio D (Figura 13c), outra rodada de remoção de falsos positivos é realizada, empre-
gando o detector ICCF. Conforme visto no Capítulo 2, o ICCF discrimina pedestres do fundo da
imagem melhor que o ACF, contudo, a uma menor taxa de FPS. Por isso, o ICCF é utilizado
apenas no conjunto reduzido de detecções retornadas pelo estágio C do serviço de localização
de seres humanos (Figura 13c). Note que, no estágio D da Figura 14, uma das BB relativas
ao estágio C foi eliminada pelo ICCF. O grau de confiabilidade das detecções retornadas pelo
estágio D é obtido, então, por meio da multiplicação entre os graus de confiabilidade retornados
pelo ICCF e pelo estágio C. Com isso, obtém-se um grau de confiabilidade final mais robusto.
Finalmente, as detecções que são geradas pelo estágio D passam ainda por um processo de
triagem, no qual detecções de baixa confiabilidade são descartadas.
O último passo do fluxograma de operação do detector de seres humanos é o serviço de
filtragem de BB, que é exibido na Figura 13b. Ele emprega homografia para transformar as BB
entre as imagens da rede de câmeras do espaço inteligente. Para isso, modela-se a geometria de
aquisição da câmera por meio do modelo pinhole, representado na equação seguinte:
λim˜i = Ki Π [Ri,Ti] M˜, (10)
sendo que λi é um fator de escala, m˜i = [ui vi 1]T é um ponto na imagem da i-ésima câmera, Ki
é a matriz de parâmetros intrínsecos, Π é a matriz de projeção e [Ri,Ti] é a matriz de parâmetros
extrínsecos composta, respectivamente, por uma matriz de rotação e um vetor de translação.
Finalmente, M˜ = [x y z 1]T é um ponto 3D no sistema de coordenadas de referência do mundo,
no qual as câmeras foram calibradas, e que gera a projeção m˜i no plano da imagem. Os literais
com as acentuações ˜ são representados em coordenadas homogêneas.
É possível reescrever a Equação 10 como
λim˜i = Ai [x y z 1]T , (11)
representando o termo Ki Π [Ri,Ti] por meio da matriz Ai de dimensão 3× 4, cujas colunas
são indicadas por aci . Como se considera que os seres humanos estão sempre tocando o plano
do chão, isto é, z = 0, as únicas incógnitas da Equação 11 são x, y e λi. Note que a matriz Ai
já é conhecida por meio do procedimento de calibração e o ponto m˜i pode ser obtido a partir
da imagem, por exemplo, a localização dos pés dos seres humanos (aproximadamente o ponto
médio da base da BB). Consequentemente, as coordenadas x e y, no referencial do mundo,
podem ser calculadas utilizando a seguinte equação:
[
a1i a2i −m˜i
] 
x
y
λi
 = [ −za3i − a4i ] . (12)
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É dessa forma que se obtém a posição 3D dos seres humanos detectados. Uma vez que a
informação 3D [x, y, z] é conhecida, pode-se usar a homografia Hij entre as i-ésima e j-ésima
câmeras, de forma a realizar a correspondência entre os pontos m˜i e m˜j de suas respectivas
imagens, conforme apresentado na equação seguinte:
m˜i = Hij m˜j. (13)
Usando a homografia, é possível então reprojetar o ponto médio da base da BB de uma
imagem para qualquer outra da rede de câmeras. A altura e a largura das BB são ajustadas, na
reprojeção da BB da imagem da câmera j para a da câmera i, por meio da equação seguinte:
 wni
hni
 = λj
λi
 wnj
hnj
 , (14)
em que wnx e hnx são, respectivamente, a altura e a largura da n-ésima BB, relativa a imagem da
x-ésima câmera. Repare que os fatores de escala, relativos às câmeras i e j, são empregados.
Se uma BB presente em uma imagem não possui pelo menos uma correspondente em
qualquer outra imagem, ela é descartada. De forma a comparar BB, utiliza-se a métrica IoU,
apresentada na Seção 2.3.1. Uma correspondência é considerada se a IoU é maior que 0,5. A
Figura 15 demonstra o procedimento de filtragem de BB. Repare que a BB relativa ao falso
positivo, na imagem j, é eliminada, pois nenhuma BB da imagem i foi projetada na imagem j.
As demais BB são mantidas, pois possuem correspondentes, advindas de outra imagem, com
IoU maior que 0,5. É importante mencionar também que, se um ser humano for detectado em
apenas uma câmera, ele também terá sua BB descartada, contribuindo para um aumento da MR
do serviço de detecção.
É importante mencionar que todas as imagens empregadas no detector de seres humanos,
nos intervalos entre amostragens, são sincronizadas. Isso é feito de forma a se garantir que,
para imagens com intercessão, a mesma cena esteja sendo capturada, em um mesmo instante
de tempo. O sincronismo entre as câmeras é disponibilizado por um dos serviços de suporte
mencionados na Seção 3.2.1.3.
No final do fluxograma de operação do detector de seres humanos, espera-se que apenas
aqueles que estejam em pé sejam finalmente detectados nas imagens. No escopo deste trabalho,
apenas seres humanos nessa situação são considerados como aqueles que demandam serviços do
robô presente no ambiente. É importante mencionar também que o serviço de detecção de seres
humanos pode funcionar mesmo se apenas uma câmera estiver provendo imagens. No entanto,
neste caso, o fluxograma de operação perde a robustez e os benefícios obtidos por meio da rede
de câmeras, conforme verificado nos experimentos.
3.2.3 Aplicações de espaços inteligentes
Nesta tese, três aplicações provas de conceito (PdC), inseridas no contexto de espaços
inteligentes, são desenvolvidas de forma a demonstrar a eficácia do serviço de detecção de seres
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Figura 15 – Eliminação de falsos positivos empregando homografia. De forma a simplificar
o entendimento, apenas duas imagens são empregadas. A cor verde representa a
imagem i, enquanto a cor vermelha representa a imagem j. As BB pontilhadas foram
transformadas de uma imagem de origem para uma de destino.
Imagem i
Indivíduo BIndivíduo A Falso Positivo
Imagem j
Filtragem BB
humanos proposto. A Figura 16 ilustra as tarefas executadas em cada aplicação desenvolvida.
A primeira aplicação é uma tarefa de seguimento de seres humanos, executada por um
robô (Figura 16a). O indivíduo de interesse é aquele que acaba de entrar em uma sala. Essa
é uma estratégia comum, pois ao acessarem um determinado ambiente, usuários podem estar
necessitando de alguma assistência.
A Figura 16b exibe a segunda tarefa, na qual um robô tem que navegar pelo espaço inteligente
desviando dos seres humanos nele presentes. Essa aplicação é importante, por exemplo, para
complementar a primeira tarefa, de forma que o robô siga um indivíduo sem colidir com os
demais presentes no ambiente. Essas aplicações são PdC de diferentes tarefas do dia a dia e
podem ser executadas em ambientes em que uma rede de câmeras encontra-se disponível, tal
como bancos, museus, shoppings e praças públicas.
A Figura 16c mostra o mapa de ocupação cumulativo do espaço inteligente. Esse mapa é
dito cumulativo, pois tem o objetivo de consolidar os locais mais visitados em um ambiente
ao longo do tempo. Dessa forma, uma análise temporal é realizada. Esse tipo de aplicação é
útil, por exemplo, para determinar dinamicamente os melhores locais para se posicionar placas
de publicidade ou mesmo determinar o preço de venda ou aluguel de salas em um shopping.
Os locais mais visitados são aqueles nos quais os produtos terão uma maior visibilidade por
parte dos consumidores. Nesse sentido, espera-se que salas posicionadas próximo a esses locais
possuam uma maior valorização.
A Figura 17 mostra os serviços específicos relacionados a visão computacional, que compõem
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Figura 16 – Aplicações de: (a) seguimento e (b) desvio de seres humanos e criação de (c) mapa
de ocupação cumulativo.
(a) (b) (c)
as aplicações. Esses serviços e seus respectivos inter-relacionamentos, dentro da arquitetura do
espaço inteligente, foram abordados na Seção 3.2.1. As Figuras 17 e 12 são complementares. A
primeira ilustra o fluxo de mensagens entre os serviços e aplicações, enquanto a última apresenta
a distribuição dessas entidades virtuais em diferentes camadas da arquitetura. Serviços de suporte,
tais como o de calibração e sincronismo, não são mostrados no diagrama da Figura 17, de forma
a proporcionar uma melhor visualização.
Na Figura 17, o serviço de Rastreamento de Padrões é responsável por recuperar e publicar a
posição 3D do robô, usando um padrão geométrico reconhecido por meio das imagens da rede
de câmeras. O método utilizado para detectar o padrão geométrico é derivado da abordagem
empregada em (RAMPINELLI et al., 2014). Por meio dessa odometria visual, o robô pode ser
controlado por um serviço denominado Controle Robô. Os serviços de Localização de Seres
Humanos e Rastreamento de Padrões consomem os quadros publicados pelos gateways das
câmeras. O serviço de Localização de Seres Humanos provê BB para o serviço de Filtragem
de BB. Por sua vez, o serviço de Conversão de Referencial das BB é responsável por projetar,
no referencial 3D do mundo, BB publicadas pelo serviço de Filtragem de BB. Uma vez que
as informações tridimensionais relativas aos seres humanos e ao robô estejam disponíveis, as
aplicações podem ser executadas.
A única aplicação que não emprega o serviço de Rastreamento de Padrões é a relativa
ao mapa de ocupação cumulativo. É importante notar que todas as aplicações mostradas na
Figura 17 são independentes e podem ser executadas ao mesmo tempo no espaço inteligente.
Cada fluxo da Figura 17 é apenas uma ocorrência do laço principal de cada aplicação. Os fluxos
são sistematicamente repetidos durante as execuções das aplicações.
Os fluxos originados a partir dos serviços de Localização de Seres Humanos e Rastreamento
de Padrões são assíncronos e executados em paralelo. Nas aplicações de seguimento e desvio de
seres humanos, esses fluxos convergem para o serviço de controle do robô, tendo em vista que
eles proveem as informações necessárias para executar as aplicações propostas. As N instâncias
do serviço de Localização de Seres Humanos e Rastreamento de Padrões são também executadas
em paralelo e isso mostra o paralelismo intrínseco ao paradigma da arquitetura empregada.
Essa característica é de particular importância, devido ao fato de detectores de seres humanos e
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Figura 17 – Inter-relacionamento entre serviços e aplicações.
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objetos serem, normalmente, tarefas que demandam o emprego de uma quantidade considerável
de processamento computacional. Nesse caso, esses processos podem ser distribuídos sobre a
infraestrutura do espaço inteligente, durante os estágios de teste, de forma a utilizar aqueles nós
com maiores quantidades de recursos computacionais disponíveis.
3.3. Experimentos 81
3.3 Experimentos
Nesta seção, experimentos são conduzidos considerando o serviço de detecção de seres
humanos proposto, no contexto das aplicações desenvolvidas para o espaço inteligente. A
ideia é analisar as principais características da solução proposta, por meio da observação do
comportamento, de cada aplicação, durante a operação em tempo real.
Os seguintes pontos principais da solução proposta são analisados durante os experimentos:
• A habilidade do serviço proposto em atender, de forma flexível, a diferentes aplicações em
um espaço inteligente;
• A efetividade do serviço de detecção de seres humanos em atender as demandas das
aplicações desenvolvidas, quando atuando em um espaço inteligente baseado em uma
rede de câmeras. Além da qualidade da detecção e localização 3D, demonstra-se o cor-
reto funcionamento das aplicações, ao mesmo tempo que se provê características como
paralelismo, confiabilidade e escalabilidade;
• O atendimento aos requisitos de tempo real das aplicações com interação homem-máquina8,
devido à cooperação harmoniosa entre o serviço proposto e aqueles existentes na plata-
forma do espaço inteligente.
Ao longo dos experimentos, avalia-se também a capacidade dos detectores genéricos de
seres humanos ACF e LDCF em atender, isoladamente, as aplicações em termos de qualidade
de detecção. Uma comparação com o serviço de detecção proposto é realizada. A análise
comparativa se limita aos detectores ACF e LDCF, por eles fazerem parte do escopo de soluções
possíveis de serem empregadas, dentro do contexto do espaço inteligente utilizado.
É importante mencionar que os detectores ACF e LDCF, na referida análise comparativa, não
substituem o ICCF no fluxo de operação da Figura 13c. Eles são analisados de forma isolada em
cada câmera. A ideia é justamente demonstrar a importância do esquema em cascata, apresentado
na Figura 13, para o correto funcionamento das aplicações. Por meio dessa análise, pode-se
fazer um paralelo entre soluções aplicadas a situações controladas (Capítulo 2) e problemas reais
executados em tempo real.
Por fim, é válido ressaltar ainda que, por meio da análise de qualidade realizada, não se
deseja reivindicar um método de detecção, baseado em um sistema de câmeras, estado da arte.
No tocante ao funcionamento das aplicações, a análise de qualidade é uma forma, indireta, de
validar as características do serviço proposto.
8 É importante lembrar que o termo interação homem-máquina, neste trabalho, se refere a percepção da localização
3D dos seres humanos, presentes no ambiente, ao mesmo tempo que se realiza a navegação do robô.
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3.3.1 Materiais e métodos
3.3.1.1 Infraestrutura
A Tabela 9 descreve os elementos presentes na infraestrutura de hardware do espaço inteli-
gente. As quatro câmeras são os únicos sensores empregados. Conforme mencionado anterior-
mente, o robô é rastreado usando um serviço de odometria visual, que detecta um padrão que
se encontra anexado ao robô, conforme exibido na Figura 18. O odômetro interno ao robô e o
sensor laser, que é apresentado na Figura 18, não são utilizados.
Tabela 9 – Infraestrutura do espaço inteligente.
Dispositivo
Descrição
Processador/Memória RAM
Nó 1 i7-6850K/128 GB
Nó 2 i5-3570/16 GB
Nó 3 i5-4460S/8 GB
Nó 4 E5504/4 GB
Câmeras 1...4 Blackfly BFLY-PGE-09S2C
Robô Pioneer P3-AT
Pode-se notar, a partir da Tabela 9, que o Nó 1 possui uma quantidade relativamente alta de
memória RAM. No entanto, as quatro instâncias do serviço de Localização de Seres Humanos,
que é o serviço de maior custo computacional, utilizam apenas 800 MB de memória RAM juntas.
Exceto pelo robô, os demais dispositivos possuem interfaces de rede Gigabit Ethernet.
Figura 18 – Robô utilizado nos experimentos.
As câmeras utilizadas capturam imagens na resolução 1288x728, no entanto, no processo de
detecção as imagens são subamostradas para a resolução 512x291. Isso é feito para reduzir o
tempo demandado pelo processo de detecção. As câmeras estão dispostas no espaço inteligente
de acordo com o apresentado na Figura 19. Amostras de imagens de cada uma das câmeras
são apresentadas na Figura 20. A área destacada na Figura 19 representa a área de operação do
espaço inteligente, onde a intercessão entre as imagens das câmeras permite o funcionamento do
processo de detecção, conforme será discutido na Seção 3.3.2.3. O espaço inteligente possui uma
área de 4,8 m x 7,3 m, com uma área de operação aproximada de 4,8 m x 5,5 m. O ambiente não
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possui coloração homogênea e, embora o plano do chão apresente uma cor característica, podem
ser observados pontos de saturação devido à iluminação artificial. Por fim, existem no espaço
de trabalho diferentes objetos, o que torna a cena rica em informação e dificulta o processo de
detecção.
Figura 19 – Posicionamento das câmeras utilizadas e espaço de trabalho.
Figura 20 – Amostras de imagens das câmeras utilizadas.
(a) Câmera 1. (b) Câmera 2.
(c) Câmera 3. (d) Câmera 4.
3.3.1.2 Detecção de pedestres
Os detectores de pedestre ACF e ICCF, empregados no fluxograma de operação do serviço
de detecção, foram treinados utilizando a base de dados INRIA, conforme descrito no Capítulo 2.
Nenhuma imagem do espaço inteligente foi utilizada no treinamento desses detectores. O mesmo
se aplica ao detector LDCF, empregado nas comparações realizadas nos experimentos. Conforme
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mencionado anteriormente, o ICCF utiliza o conjunto de parâmetros do Modelo 1, enquanto os
detectores ACF e LDCF utilizam suas configurações originais de parâmetros, apresentadas em
(DOLLÁR et al., 2014) e (NAM; DOLLÁR; HAN, 2014), respectivamente. Esses detectores
não são treinados especificamente para lidar com o problema de oclusão severa e, por isso, a
redundância provida pelo sistema de câmeras é importante. Adicionalmente à análise qualitativa
realizada, são disponibilizados dados quantitativos acerca do serviço de detecção de seres
humanos, de forma a avaliar seus pontos fortes e fracos.
Com respeito à avaliação quantitativa no plano da imagem, a taxa de perda (MR), o número
de falsos positivos por imagem (FPPI) e a precisão (PR) são as métricas empregadas. Conforme
já mencionado no Capítulo 2, a MR é a fração total de seres humanos não identificados e FPPI é
o número de detecções que são falsos positivos dividido pelo número de imagens do experimento
avaliado. A precisão representa a fração de detecções positivas em relação ao total de detecções
retornadas pelo serviço de detecção. É importante mencionar, novamente, que uma detecção
positiva é considerada se existe uma IoU maior que 0,5 entre a detecção avaliada e uma anotação
presente na base de dados. Novamente, uma anotação pode ser correspondida apenas uma vez.
No que diz respeito à avaliação no plano do chão, o número de verdadeiros positivos (true
positives - TP), falsos positivos (FP) e falsos negativos (FN) são apresentados. Além disso, o erro
de localização entre as detecções positivas e suas anotações correspondentes, na base de dados,
é analisado. De forma a considerar uma correspondência entre um ponto que representa uma
detecção e uma dada anotação, ambos no plano do chão, uma distância euclidiana menor que 0,5
m, entre eles, é demandada9. Novamente, uma anotação pode ser correspondida apenas uma vez.
De forma a computar os valores das métricas supracitadas, as imagens do espaço inteligente,
empregadas nos experimentos, tiveram todos os humanos nelas presentes anotados por meio de
BB. Para calcular as métricas relacionadas ao plano do chão, as anotações foram obtidas por
meio da projeção, nesse plano, das BB anotadas manualmente nas imagens (detector perfeito).
A Figura 21 exibe o referido processo. Repare que, quando o mesmo ser humano é anotado
em mais de uma imagem (humano A), ele irá gerar dois pontos no plano do chão. Nesse caso,
esses pontos são agrupados em um único ponto, se estão dentro de um círculo de diâmetro
igual a 0,5 m. Esse ponto é considerado a anotação, no plano do chão, relativo ao humano A.
Em uma análise complementar (Seção 3.3.2.4), calcula-se também o erro de localização em
relação a pontos específicos e uniformemente distribuídos em relação ao plano do chão do espaço
inteligente. Nesses casos, as anotações foram obtidas por meio de medições diretas realizadas na
superfície do chão do laboratório empregado nos experimentos.
Finalmente, sem perda da autocompletude da presente tese de doutorado, um código-fonte
de amostra do serviço de detecção de seres humanos e todos os dados anotados estão disponíveis
publicamente em (ALMONFREY et al., 2018b).
9 Esse valor é normalmente considerado o diâmetro médio da área projetada pelo corpo humano, em pé, no plano
do chão.
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Figura 21 – Processo de agrupamento de pontos. De forma a simplificar o entendimento, apenas
duas imagens são empregadas.
Imagem i
Plano 
do chão 
0,5 m
Imagem j
A B 
A B 
A 
3.3.2 Resultados Experimentais
3.3.2.1 Tarefa de seguimento de seres humanos
Neste experimento, o serviço de detecção proposto é utilizado para gerar pontos de referência
para o sistema de controle do robô, durante a tarefa de seguimento de seres humanos. A Figura 22
mostra o processo de detecção em três diferentes instantes de tempo (TA, TB e TC), ao longo da
navegação do robô. Além disso, os números mostrados nas imagens são os graus de confiabilidade
de cada detecção.
Figura 22 – Detecção durante a tarefa de seguimento de seres humanos.
Câmera 1 Câmera 2 Câmera 3 Câmera 4
Tempo
Repare que, na Figura 22, no instante TB, outro indivíduo está presente no espaço de trabalho,
de forma a mostrar que o sistema pode detectar mais de um ser humano ao mesmo tempo, ao
longo dos experimentos. No entanto, o robô está configurado para continuar seguindo o primeiro
humano atendido pelo serviço. Apesar do fato de, em alguns instantes, um dado indivíduo não
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ser detectado por uma determinada câmera, ele é detectado pela maioria delas na maior parte do
tempo. Desta forma, o emprego de uma rede de câmeras aumenta a taxa de detecção de seres
humanos. É importante mencionar que alguns erros são esperados no processo de detecção,
em algumas imagens, tendo em vista que o detector não foi treinado com imagens do espaço
inteligente.
Por completude, a Tabela 10 exibe uma análise, no plano da imagem, da acurácia do serviço
de detecção de seres humanos. A ideia dessa análise não é reivindicar detecção ao nível do
estado da arte, tendo em vista que esse não é o foco do presente trabalho. Deseja-se avaliar
apenas a qualidade da detecção, no contexto dos requisitos da aplicação. Na referida tabela, o
desempenho dos detectores ACF e LDCF são também apresentados. Ao comparar o serviço de
detecção de seres humanos com os outros dois detectores da literatura, pretende-se demonstrar
a importância do fluxograma de operação completo para o sucesso da aplicação. Repare que a
mínima estruturação imposta ao espaço físico de trabalho foi importante para se ter sucesso em
situações nas quais detectores genéricos de seres humanos falham.
A partir da Tabela 10, é possível notar que a PR geral (em negrito) do serviço de detecção
de seres humanos é consistentemente maior que as apresentadas pelos demais detectores. No
entanto, o método proposto neste trabalho tem maior MR, o que é compensado pelo fato de se
usar uma rede de câmeras. A coluna relacionada a MR* mostra que a MR geral (em negrito), do
serviço de detecção, diminui quando considerando informação advindas de todas as câmeras.
Essa menor MR indica que humanos perdidos em uma dada câmera são detectados em alguma
outra, conforme considerado anteriormente. Nesse sentido, um bom compromisso entre precisão
e perda de detecções é obtido.
Sem o procedimento em cascata do processo de detecção, para remoção de FP, e o emprego
de uma rede de câmeras, para diminuir a MR, os detectores ACF e LDCF não seriam capazes de
executar a tarefa proposta. É importante mencionar que, mesmo se o ACF e o LDCF estivessem
empregando uma rede de câmeras, as precisões deles seriam inapropriadas para a aplicação,
tendo em vista que eles não possuem um fluxograma de operação para eliminar FP. A Figura 23
ilustra o maior número de FPPI do ACF e LDCF quando comparados ao método proposto neste
trabalho.
O limiar estabelecido para a IoU (limIOU ), de forma a considerar uma correspondência entre
uma detecção e uma anotação, foi reduzido para 0,3 somente para a análise da acurácia das BB
reprojetadas. Essa forma é mais justa para ilustrar a acurácia, neste caso, tendo em vista que as
detecções estão aproximadamente tocando o plano do chão. Desta forma, algumas variações
acerca da localização das BB reprojetadas podem ser observadas após a transformação por meio
da homografia. No entanto, conforme mencionado anteriormente, durante os experimentos, um
limiar de IoU igual a 0,5 foi empregado. Os seres humanos localizados nas bordas das imagens
não são levados em conta na análise da acurácia. Embora casos com oclusões não sejam o
foco principal, no cenário razoável de avaliação da área da detecção de pedestres, conforme
mencionado na Seção 2.3.1, seres humanos sobre efeito de oclusão são considerados na análise
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realizada neste capítulo.
Tabela 10 – Análise da detecção de seres humanos no plano da imagem para a primeira aplicação,
considerando o serviço proposto e os detectores ACF e LDCF.
Serviço proposto ACF LDCF
Dispositivos
MR (%) MR* (%) FPPI PR (%) MR (%) FPPI PR (%) MR (%) FPPI PR (%)
Câmera 1 14, 0 11, 2 5, 4 · 10−3 99, 1 4, 2 4, 50 14, 3 7, 0 0, 81 47, 3
Câmera 2 26, 4 11, 2 2, 7 · 10−2 94, 9 4, 8 6, 40 9, 2 5, 6 2, 70 19, 1
Câmera 3 38, 7 6, 6 4, 9 · 10−2 86, 8 7, 5 0, 92 36, 7 7, 5 0, 14 79, 0
Câmera 4 62, 3 16, 4 3, 8 · 10−2 71, 4 24, 6 0, 27 48, 4 21, 0 3, 8 · 10−2 86, 5
Todas as Cameras 30, 3 10,8 3, 0 · 10−2 93,1 8, 0 3, 02 15, 3 8, 7 0, 92 36, 9
*As BB de imagens de outras câmeras são projetadas na imagem da câmera analisada. Isso mostra a vantagem do emprego de
uma rede de câmeras.
Figura 23 – Falsos positivos relativos ao serviço proposto (SP - primeira linha), ACF (segunda
linha) e LDCF (terceira linha).
Câmera 1 Câmera 2 Câmera 3 Câmera 4
ACF
LDCF
SP
O Gráfico 6 mostra as trajetórias descritas pelo ser humano e o robô durante o experimento.
É possível notar, a partir da mesma figura, que o serviço de detecção de seres humanos provê
informação adequada para a tarefa que está sendo executada. Os instantes TA, TB e TC, mos-
trados na Figura 22, são destacados na trajetória. Somente a trajetória do ser humano que está
sendo seguido pelo robô é exibida para uma melhor visualização. No início do experimento
(instante TA), o robô encontra-se orientado 330o no sentido anti-horário. Neste caso, ele tem que
rotacionar aproximadamente 120o, em seu próprio eixo, de forma a iniciar a tarefa de seguimento.
Conforme mencionado anteriormente, as posições tridimensionais são obtidas a partir das BB
nas imagens capturadas durante uma mesma janela de amostragem. Desta forma, para qualquer
humano, múltiplas posições podem ser obtidas, tendo em vista que cada câmera provê uma BB
detectada, a partir das quais as posições tridimensionais são obtidas. Assim como foi feito para as
anotações na Figura 21, em todos os experimentos deste trabalho, as posições dos seres humanos
no plano do chão, obtidas por meio das BB detectadas, são agrupadas se estão internas a uma
região de diâmetro igual a 0,5 m. Desta forma, obtém-se a localização dos seres humanos no
espaço 3D. Durante a navegação do robô, de forma a aumentar a robustez contra perdas pontuais
88 Capítulo 3. Detecção de seres humanos no contexto de espaços Inteligentes
Gráfico 6 – Trajetórias durante a tarefa de seguimento de seres humanos.
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de detecção, uma memória é utilizada para acumular as últimas 10 posições do ser humano
que está sendo seguido pelo robô. O valor médio dessas medições é considerada a posição do
indivíduo.
A Tabela 11 apresenta as métricas avaliadas também no plano do chão, para o fluxograma
do processo de detecção. Note que a MR no plano do chão ( FNNGTS) é aproximadamente igual
a 13%, que está próximo ao valor geral da MR* ao se considerar informações advindas de
todas as câmeras (Tabela 10). Esse baixo valor de MR é ainda mais atenuado pela memória
empregada durante a navegação do robô, mas que não é considerada na avaliação de qualidade
deste experimento. Esse procedimento ajuda à tarefa de controle em situações transientes, quando
um ser humano é perdido. Note também que o baixo número de FP está de acordo com o baixo
número de FPPI computados no plano da imagem. É importante mencionar também que a
avaliação no plano do chão está correlacionada com a avaliação no plano da imagem, porém,
elas não estão relacionadas diretamente de forma numérica. Ainda, a partir da Tabela 11, pode-se
verificar que o sistema possui um erro de localização (LOCERR) menor que um quarto do
diâmetro médio da área do corpo de um ser humano, em pé, projetada no plano do chão (0,5 m).
Tabela 11 – Análise, no plano do chão, do processo de detecção ao longo da primeira aplicação.
TP FP FN NDTS NGTS LOCERR (m)
129 5 20 134 149 0, 11
NDTS - Representa o número total de detecções;
NGTS - Esse é o número de anotações estimadas, no plano do chão, empregando as BB anotadas no plano da imagem;
LOCERR - Representa o erro médio de localização entre uma detecção positiva e sua anotação correspondente.
Consequentemente, como pode ser visto, o serviço de detecção de seres humanos proposto
apresenta um baixo número absoluto de FP, que atende as demandas da aplicação proposta, ao
mesmo tempo que mantêm uma MR apropriada. Novamente, esse baixo valor de FP é alcançado
graças ao encadeamento em cascata, no fluxograma de operação do serviço, de soluções que
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eliminam detecções que são falsos positivos. Ao mesmo tempo que provê características como
escalabilidade, paralelismo e confiabilidade, o serviço proposto atende aos requisitos necessários
para o correto funcionamento da aplicação.
Finalmente, o Gráfico 7 apresenta uma análise de tempo de reposta do serviço de detecção
de seres humanos. Um tempo THDS maior que TRC significa que o serviço de detecção não está
sendo capaz de processar as imagens em um intervalo de tempo adequado, demandado pelo
sistema de controle do robô. Um tempo THDS menor ou igual a TRC implica que o tempo de
detecção do serviço proposto está em acordo com os requisitos de tempo da aplicação. Na prática,
espera-se que o valor de THDS oscile em torno de um valor ligeiramente menor que o de TRC.
Gráfico 7 – Análise de tempo de resposta do serviço proposto durante o primeiro experimento.
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TRC - é o máximo intervalo de tempo no qual o serviço de controle do robô pode receber a informação de posição, dos
indivíduos presentes no ambiente, e ainda operar o robô adequadamente. Esse valor é definido pelo intervalo de amostragem
da câmera, que opera a 4 FPS;
THDS - é o tempo médio aproximado medido entre a captura de uma imagem e a entrega de comandos de controle por parte
do robô. Esse é então o tempo de processamento do serviço de detecção proposto. Esse tempo foi obtido por meio da média de
180 amostras, sendo que o desvio padrão também é apresentado.
Para THDS, os valores exibidos, na legenda do Gráfico 7, representam a média e o desvio
padrão das amostras das medições realizadas ao longo do tempo. O valor de TRC, também
exibido na legenda, é o máximo intervalo de tempo desejado, no qual o serviço de controle do
robô deve receber as informações de posição dos seres humanos. Conforme indicado pelo gráfico
de trajetória e confirmado pela análise do tempo de resposta do serviço de detecção, o método
proposto foi capaz de servir à aplicação, ao mesmo tempo que atende aos seus requisitos de
tempo. Na média, o serviço de detecção é capaz de realizar todo o trabalho demandado dentro de
um intervalo de amostragem da câmera, não inserindo, portanto, atrasos sensíveis aos usuários.
O sistema de controle do robô, idealmente, tem que possuir um laço de operação com
período próximo ao intervalo de amostragem da câmera. Nos experimentos deste capítulo, a
câmera foi ajustada para quatro FPS, apresentando dessa forma um período de amostragem
igual a 0, 25 s, conforme TRC. Esse valor se justifica como uma questão de projeto, pois esse
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intervalo de amostragem é adequado para realizar as operações, relacionadas à integração de
diferentes tecnologias, existentes no âmbito do espaço inteligente. Essa taxa de amostragem é
também compatível com as velocidades de deslocamento dos seres humanos e robôs no espaço
de trabalho.
De forma adicional aos experimentos apresentados, nesta tese, relativos à tarefa de seguimento
de seres humanos, um conjunto de vídeos acerca do presente experimento é disponibilizado em
(ALMONFREY, 2018).
3.3.2.2 Tarefa de desvio de seres humanos
Neste experimento, o sistema de controle do robô emprega o serviço de detecção proposto,
de forma a executar uma tarefa de desvio de seres humanos ao longo da navegação. Os seres
humanos presentes no ambiente são tratados como obstáculos e a trajetória a ser executada
pelo robô é planejada por meio de uma estratégia de planejamento de caminhos apresentada
em (S¸UCAN; MOLL; KAVRAKI, 2012). A Figura 24 mostra o processo de detecção de seres
humanos durante a navegação do robô em três instantes de tempo diferentes (TA, TB e TC).
Figura 24 – Detecção durante a tarefa de desvio de seres humanos.
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O Gráfico 8 mostra a trajetória descrita pelo robô e as posições dos seres humanos durante
a navegação do robô. Usando a informação disponibilizada pelo serviço de detecção de seres
humanos, o robô pode navegar sem tocar os indivíduos presentes no ambiente. Os instantes
TA, TB e TC, mostrados na Figura 24, são destacados ao longo da trajetória. A estratégia
de planejamento de caminhos empregada procura pelo caminho com menor probabilidade de
colisão.
Assim como apresentado na Seção 3.3.2.1, de forma a validar a efetividade do serviço
proposto em atender aos requisitos da aplicação, uma análise da acurácia do detector nos
planos da imagem e do chão é realizada, respectivamente, por meio das Tabelas 12 e 13. É
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Gráfico 8 – Trajetória descrita pelo robô e as posições dos seres humanos durante a navegação
do robô. O círculo ao redor do ser humano possui diâmetro igual a 0,5 m e define a
área ocupada pelo corpo do ser humano no plano do chão.
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possível observar um comportamento dos resultados semelhante ao observado no experimento
da Seção 3.3.2.1. Em geral, o método proposto possui uma maior PR global, ao custo de uma
maior MR. No entanto, essa última observação é atenuada pelo emprego de uma rede de câmeras
e do esquema de memorização das últimas 10 posições tridimensionais do ser humano. É válido
ressaltar que esse procedimento de memorização será avaliado na Seção 3.3.2.3.
Note que o baixo valor de FN, apresentado na Tabela 13, corrobora com o baixo valor de
MR* (em negrito) apresentado na Tabela 12. É possível perceber que os detectores ACF e LDCF
apresentam, novamente, maiores valores globais de FPPI. Embora esses detectores genéricos
possuam valores absolutos de FPPI relativamente pequenos em algumas câmeras, eles não seriam
capazes de empregar a rede de câmeras em toda a sua extensão, o que é crucial para configurações
mais dinâmicas, como aquelas apresentadas nas Seções 3.3.2.1 e 3.3.2.3.
Por outro lado, a solução proposta nesta tese de doutorado é mais flexível, tendo em vista
que não é dependente de uma câmera em específico, servindo, portanto, a uma ampla gama de
aplicações. Note também que, o erro de localização para esse experimento é apenas 12% do
diâmetro médio da área do corpo humano projetada no plano do chão (0,5 m). Esse erro de
localização pode ser considerado pequeno, tendo em vista que o processo de detecção é aplicado
a uma imagem de baixa resolução (515x291 píxeis). Finalmente, o serviço de detecção proposto
foi capaz de cooperar com os demais elementos da infraestrutura, de forma a executar a tarefa
com sucesso.
De forma adicional aos experimentos apresentados, nesta tese, relativos à tarefa de desvio
de seres humanos, um conjunto de vídeos acerca do presente experimento é disponibilizado em
(ALMONFREY, 2018).
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Tabela 12 – Análise da detecção de seres humanos no plano da imagem para a segunda aplicação,
considerando o serviço proposto e os detectores ACF e LDCF.
Serviço proposto ACF LDCF
Dispositivos
MR (%) MR* (%) FPPI PR (%) MR (%) FPPI PR (%) MR (%) FPPI PR (%)
Câmera 1 0 0 0 100 0 5, 19 36, 7 0 2, 0 60, 0
Câmera 2 2, 5 0 4, 0 · 10−2 98, 5 0 7, 36 29, 0 0 3, 3 47, 3
Câmera 3 3, 5 0 4, 0 · 10−2 98, 5 0 0, 86 77, 7 0 3, 2 · 10−1 90, 2
Câmera 4 37, 4 0 2, 6 · 10−1 82, 8 0 1, 93 51, 0 0 8, 0 · 10−2 96, 1
Todas as Câmeras 8, 4 0 8, 7 · 10−2 96,7 0 3, 83 41, 8 0 1, 4 65, 7
*As BB de imagens de outras câmeras são projetadas na imagem da câmera analisada. Isso mostra a vantagem do emprego de
uma rede de câmeras.
Tabela 13 – Análise, no plano do chão, do processo de detecção ao longo da segunda aplicação.
TP FP FN NDTS NGTS LOCERR (m)
405 0 0 405 405 0, 06
NDTS - Representa o número total de detecções;
NGTS - Esse é o número de anotações estimadas, no plano do chão, empregando as BB anotadas no plano da imagem;
LOCERR - Representa o erro médio de localização entre uma detecção positiva e sua anotação correspondente.
3.3.2.3 Mapa de ocupação cumulativo do ambiente
Neste experimento, um mapa de ocupação cumulativo do ambiente é construído. O objetivo
é mostrar os locais mais visitados no ambiente ao longo do tempo. O Gráfico 9 mostra o mapa de
ocupação cumulativo do ambiente. Esse mapa é construído por meio da contagem do número de
seres humanos, que passaram sobre uma determinada posição no espaço, em um dado intervalo de
tempo. É válido ressaltar que a identidade do indivíduo não foi considerada. O espaço inteligente
mede 4,8 m x 7,3 m. No entanto, devido ao posicionamento do sistema de câmeras, parte do
corpo dos indivíduos presentes no ambiente fica posicionado fora da imagem ou é distorcido pela
maior parte das câmeras nos últimos 1,8 m do eixo horizontal (x). Como nenhum ser humano é
detectado nessa região, apenas uma área de 4,8 m x 5,5 m é exibida. Essa região é considerada
como a área de operação do espaço inteligente.
No experimento desta seção, solicitou-se aos indivíduos executar, principalmente, uma
trajetória elíptica e isso pode ser confirmado por meio do Gráfico 9. Conforme mencionado
anteriormente, em (SURIE; PARTONIA; LINDGREN, 2013), em que a solução é mais estru-
turada devido a limitação do sensor KinectTM, os autores mencionam que um maior campo de
visão poderia impactar o processo de detecção negativamente. Isso se deve ao fato do sistema
desenvolvido estar atrelado às características do sensor utilizado. Como o sistema proposto nesta
tese é menos estruturado, um maior campo de visão irá beneficiar a detecção, devido à maior
área de operação.
Conforme já realizado em outros experimentos, as Tabelas 14 e 15 apresentam a análise
de acurácia nos planos da imagem e do chão, respectivamente. Novamente, o comportamento
observado nos resultados é similar aos dos demais experimentos, ao se comparar o serviço de
detecção desenvolvido com os detectores ACF e LDCF. A diferença neste experimento é que
mais pessoas estão presentes no ambiente (no máximo quatro ao mesmo tempo), aumentando
a MR de todos os detectores, devido a maior taxa de oclusão. De fato, oclusão é ainda um
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Gráfico 9 – Mapa de ocupação cumulativo do ambiente. As cores presentes na figura represen-
tam o grau de ocupação do plano do chão ao longo do tempo. Nesse sentido, as
siglas Máx e Mín representam os valores relativos às ocupações máxima e mínima,
respectivamente.
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problema em aberto na literatura. É importante mencionar que, mesmo os melhores detectores
genéricos apresentam uma redução no desempenho quando se considera um cenário com oclusão,
conforme pode ser confirmado no repositório apresentado em (CALTECH, 2009).
Tabela 14 – Análise da detecção de seres humanos no plano da imagem para a terceira aplicação,
considerando o serviço proposto e os detectores ACF e LDCF.
Serviço proposto ACF LDCF
Dispositivos
MR (%) MR* (%) FPPI PR (%) MR (%) FPPI PR (%) MR (%) FPPI PR (%)
Camera 1 38, 3 26, 2 5, 5 · 10−3 93, 5 4, 5 4, 95 20, 0 5, 4 0, 53 69, 7
Camera 2 48, 5 26, 3 8, 4 · 10−2 87, 1 7, 9 5, 10 16, 8 9, 9 1, 58 39, 0
Camera 3 60, 2 22, 3 5, 1 · 10−2 86, 5 13, 5 0, 67 51, 5 17, 4 0, 20 77, 6
Camera 4 84, 4 29, 8 1, 8 · 10−2 85, 6 28.1 0.22 69, 7 36, 5 7, 0 · 10−2 86, 5
Todas as Câmeras 54, 0 26,0 5, 2 · 10−2 89,6 11, 6 2, 73 24, 26 14, 7 0, 59 58, 7
*As BB de imagens de outras câmeras são projetadas na imagem da câmera analisada. Isso mostra a vantagem do emprego de
uma rede de câmeras.
Tabela 15 – Análise, no plano do chão, do processo de detecção ao longo da terceira aplicação.
TP FP FN NDTS NGTS LOCERR (m) FP* FN*
1411 115 595 1526 2006 0, 18 198 159
NDTS - Representa o número total de detecções;
NGTS - Esse é o número de anotações estimadas, no plano do chão, empregando as BB anotadas no plano da imagem;
LOCERR - Representa o erro médio de localização entre uma detecção positiva e sua anotação correspondente;
*Métricas calculadas após o relaxamento do limiar de distância euclidiana e o cômputo da média do vetor de memória das
últimas 10 posições registradas para os seres humanos.
A partir da Tabela 15, é também possível notar que a MR no plano do chão ( FNNGTS) é
aproximadamente 29%, o que está próximo à MR* global no plano da imagem, quando se
considera informações advindas de todas as câmeras (Tabela 14). A precisão do serviço de
detecção é maior que a dos demais detectores usados para comparação, como pode ser confirmado
também por meio da Tabela 14.
De maneira a realizar uma análise complementar, é possível demonstrar que o alto número de
FN, no plano do chão, está de certa forma relacionado a variações mínimas nas detecções, devido
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ao cenário mais desafiador deste experimento. Somente nesta avaliação, o limiar de distância
euclidiana será relaxado de 0,5 m para 0,8 m, tanto para o processo de agrupamento ilustrado
na Figura 21, quanto para o processo de cômputo das métricas no plano do chão. Além disso,
nesse caso, as métricas são calculadas após o emprego do vetor de memorização das 10 últimas
posições do ser humano, de forma a avaliar a efetividade desse procedimento.
Como pode ser visto a partir da Tabela 15, quando se considera esse cenário mais relaxado, o
número de FN* reduz consideravelmente ao custo de um mínimo aumento do número de FP*.
Como pode ser visto, com uma consideração razoável acerca do cenário de avaliação, vários
falsos negativos são evitados. Isso mostra que muitos erros são, de fato, cometidos por uma
pequena margem, o que representa um mínimo impacto nas aplicações. Dessa forma, a maior
MR no plano da imagem é, de fato, reduzida no plano do chão quando empregando uma rede de
câmeras e o vetor de memorização.
No que diz respeito ao erro de localização, a partir da Tabela 15, pode-se notar um leve
aumento no erro em relação ao apresentado nos outros experimentos. Isso é causado, principal-
mente, devido ao cenário mais dinâmico deste experimento, em que existe mais movimento e
oclusão. Esse fato aumenta a instabilidade no processo de detecção em cada imagem e, con-
sequentemente, no procedimento de localização no plano do chão. No entanto, uma vez que a
detecção é aplicada a uma imagem de baixa resolução (515x291 píxeis), um erro menor que 40%,
do diâmetro médio da área projetada pelo corpo humano no plano do chão, pode ser considerado
razoável.
Finalmente, a Figura 25 apresenta alguns resultados qualitativos, incluindo alguns casos
de sucesso e falha no processo de detecção para situações com oclusão. Vale ressaltar que,
para uma maior diversidade de situações, as imagens das câmeras não são necessariamente
correspondentes nesse caso. De forma adicional aos experimentos apresentados, nesta tese,
relativos à criação do mapa de ocupação cumulativo do ambiente, um conjunto de vídeos acerca
do presente experimento é disponibilizado em (ALMONFREY, 2018).
3.3.2.4 Erro de localização do serviço de detecção de seres humanos
Como uma avaliação final, calculou-se o erro de localização do serviço de detecção proposto
para posições distribuídas em um grid uniforme, ao longo da área de operação do espaço
inteligente (Gráfico 10). Para isso, um indivíduo foi posicionado em locais pré-estabelecidos,
enquanto imagens eram capturadas. Essas posições foram medidas diretamente no plano do chão,
de forma a se estabelecer as anotações para o cálculo das métricas empregadas. A ideia é usar
esse cenário mais estruturado, de maneira a se realizar uma melhor análise sobre a influência do
processo de detecção e também dos dados de calibração, no erro de localização.
Como pode ser visto por meio do Gráfico 10, esse erro não é distribuído uniformemente ao
longo do ambiente, e isso se deve, provavelmente, a redundância não uniforme inserida pelas
áreas de sobreposição das câmeras do sistema utilizado. A redundância na detecção é também
importante para uma mais precisa localização no plano do chão. Nas bordas da área de operação,
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Figura 25 – Resultados qualitativos de detecção para o terceiro experimento. Podem ser notados
casos de sucesso e falha no processo de detecção, em situações de oclusão.
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onde existe uma menor redundância na detecção, o erro é maior. No entanto, o erro obtido é
novamente menor que 40% do diâmetro médio da área do corpo de um ser humano projetada no
plano do chão.
Gráfico 10 – Erro de localização ao longo da área de operação do espaço inteligente.
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3.4 Conclusões deste capítulo
Neste capítulo, apresentou-se um serviço de detecção adequado para diferentes aplicações,
em um espaço inteligente baseado em uma rede de câmeras. Uma revisão bibliográfica foi
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realizada de forma a destacar as principais diferenças entre a solução proposta neste trabalho
e aquelas existentes na área. Enquanto a maior parte dos trabalhos da literatura desenvolvem
detectores de seres humanos como uma aplicação, a solução apresentada nesta tese é proposta
como um serviço. Esse, por sua vez, é desenvolvido para interagir com a arquitetura de um espaço
inteligente, de forma a prover as informações necessárias para as aplicações que o empregam.
Além disso, por ser implementado utilizando conceitos como computação em nuvem e
arquitetura orientada a serviços (SOA), o serviço torna-se flexível, sendo capaz de atender
a diferentes aplicações. A solução proposta provê, além de informações adequadas no que
tange ao processo de detecção, características como paralelismo, escalabilidade e confiabilidade,
existentes no âmbito do espaço inteligente no qual é desenvolvida.
Por fim, um sistema de câmeras é empregado para eliminar alguns problemas apresentados
por detectores genéricos de seres humanos, que os fazem ser desconsiderados em situações
práticas ou tarefas de tempo real. No que diz respeito ao tempo e a qualidade de detecção, o
serviço se mostrou, por meio de experimentos, adequado para interagir com outros serviços e
também com a infraestrutura do espaço inteligente, no sentido de executar as tarefas propostas.
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4 Conclusões finais e trabalhos futuros
Nesta tese de doutorado, abordou-se o problema de detecção de seres humanos, no contexto
de aplicações para um espaço inteligente baseado em uma rede de câmeras. Um procedimento de
detecção foi proposto em uma arquitetura orientada a serviços (SOA), que emprega conceitos de
computação em nuvem e possui características como escalabilidade, paralelismo e confiabilidade.
A principal premissa utilizada foi a construção de uma solução flexível tanto em termos de im-
plantação como usabilidade. Os detectores empregados são eficientes em termos computacionais
e não dependentes de hardware específico, como unidades de processamento gráfico (GPU).
Dessa forma, o serviço proposto pode ser instanciado em qualquer nó da infraestrutura física e
ser empregado por diferentes aplicações de tempo real. Como contribuição adicional, propõe-se
uma alteração no processo de extração de características, do fluxograma de operação de um
detector de seres humanos, por meio do emprego da análise de componentes independentes
(ICA).
Inicialmente, no Capítulo 2, o problema de detecção de seres humanos foi abordado no
contexto da detecção de pedestres, devido à maturidade dessa área na comunidade científica. Um
esquema de extração de características orientado aos dados, baseado na análise de componentes
independentes (ICA), foi proposto. Técnicas de extração de características, orientadas aos dados,
são formas mais consistentes de se obter descritores do que aquelas manualmente projetadas
(handcrafted). Uma comparação no âmbito da família de soluções conhecida como canais de
características filtradas (FCF) foi realizada. Essa família é conhecida pela eficiência do processo
de detecção, possuindo soluções adequadas, para aplicações de tempo real, empregando apenas
unidades centrais de processamento (CPU). Além disso, as soluções dessa família possuem uma
boa relação custo computacional versus qualidade de detecção.
Uma comparação final com outros métodos existentes na literatura também foi conduzida
para a base de dados Caltech. Dado que o objetivo era avaliar os pontos fortes e fracos do
processo de extração de características, toda a análise foi realizada considerando modelos de
classificadores pré-existentes na literatura. O classificador em questão é formado por um conjunto
de árvores de decisão treinadas via AdaBoost. O processo de detecção proposto se mostrou
competitivo com soluções da família analisada. Para um conjunto específico de dados anotados
com maior precisão na base de dados Caltech, a metodologia de extração de características
apresentou resultados próximos até mesmo de soluções baseadas em aprendizado profundo.
Em seguida, no Capítulo 3, um serviço de detecção foi proposto no âmbito de um espaço
inteligente baseado em uma rede de câmeras. De forma a se ter um serviço com acoplamento mí-
nimo à infraestrutura física, detectores independentes de GPU foram empregados. Os detectores
escolhidos foram o ACF e ICCF, analisados no Capítulo 2. Além disso, o serviço proposto foi
projetado para operar em uma arquitetura baseada em serviços, que emprega conceitos de compu-
tação em nuvem. Por meio da virtualização do detector em um contêiner Docker, a utilização de
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um barramento de comunicação e um controlador de replicação (Kubernets), características como
escalabilidade, confiabilidade e paralelismo são garantidas. É importante mencionar também
que a arquitetura modular, do fluxograma do processo de detecção desenvolvido, possibilitou
a utilização do paralelismo intrínseco ao paradigma empregado pelo espaço inteligente. Em
termos de qualidade de detecção, alguns problemas, enfrentados por detectores genéricos de
seres humanos, foram resolvidos ao se estruturar minimamente o espaço físico, por meio do uso
de uma rede de câmeras. Foram utilizados conceitos de subtração de fundo e homografia, junto
ao detector que emprega um modelo baseado em aparências, para implementar um eficiente
procedimento em cascata para eliminar falsos positivos.
A validação do serviço proposto foi realizada por meio da análise de funcionamento de três
aplicações provas de conceito (PdC), sendo que duas delas envolvem interação homem-máquina.
Análises de requisitos como qualidade e tempo de detecção foram conduzidas e comparações
com dois detectores genéricos de seres humanos foram realizadas. Isso permitiu realizar um
paralelo entre soluções para aplicações de tempo real e aquelas que são apenas analisadas em
bases de dados públicas, por meio de experimentos off-line. O serviço de detecção proposto se
mostrou adequado para interagir com os demais serviços da arquitetura, de forma a atender as
demandas das aplicações. Em termos de implementação e usabilidade, não se tem conhecimento,
ao alcance da revisão bibliográfica realizada, de um serviço de detecção tal qual o desenvolvido
nesta tese.
Como trabalhos futuros podem ser destacados:
• Integrar técnicas baseadas em aprendizado profundo (deep learning) ao serviço de de-
tecção. Nesse caso, de forma a manter como característica a flexibilidade na alocação
dos serviços, na infraestrutura física, deve-se desenvolver formas de evitar o emprego de
GPU. A reimplementação de algum detector genérico existente na literatura, utilizando o
paralelismo a nível de nós de processamento, pode ser explorada nesse caso;
• Análise dos efeitos dos ruídos de transmissão e compressão de informação, além do ruído
relativo à variação da iluminação, no processo de detecção em tempo real e distribuído em
uma rede;
• Troca da etapa de subtração de fundo por um procedimento de segmentação semântica, de
forma a remover a restrição de fixação do sistema de câmeras;
• Desenvolvimento de um serviço on-line de recalibração, utilizando a informação de
detecção dos seres humanos, para o caso de movimento do sistema de câmeras;
• Especificação e análise das restrições dos modelos de detecção de seres humanos, por
meio do projeto de uma arquitetura distribuída utilizando uma abordagem top-down.
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