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Abstract
We derive limit theorems for the fluctuations of the free energy in a diluted version of the
Sherrington–Kirkpatrick model. Our proofs are based on the classical approach of Aizenman et al. [M.
Aizenman, J.L. Lebowitz, D. Ruelle, Some rigorous results on the Sherrington–Kirkpatrick spin glass
model, Comm. Math. Phys. 112 (1987) 3–20].
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1. Introduction
The (rigorous) analysis of spin glasses has been rapidly evolving in the last few years,
particularly the analysis for mean-field spin glasses with long-range interactions such as the
Sherrington–Kirkpatrick model and the Hopfield model. As a result, at least the high-temperature
phase of these models is reasonably well understood now, although a number of basic problems
is still unresolved (see e.g.Talagrand [10,11] and the references and problems contained therein).
In contrast to that, relatively little seems to be known about more realistic spin glasses with short-
range interactions. That is why diluted spin glasses have attracted some attention in recent years
(see Chapter 7 in Talagrand [11], Franz and Leone [4], Guerra and Toninelli [7], Franz et al. [5],
Panchenko and Talagrand [9]), since they constitute a kind of intermediate stage between the
long-range and the short-range setting.
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The classical Sherrington–Kirkpatrick model (SK-model) is defined as follows: Let (Ji j )i, j∈N
be a family of i.i.d. real-valued random variables with symmetric distributions and finite
exponential moments. (Often it is even required that the random variables Ji j have standard
Gaussian distributions, but we will not need that.) Furthermore, for any N ∈ N, let ΣN :=
{−1,+1}N denote the set of spin configurations. Then the Hamiltonian is given by
HN (σ ) := − 1√
N
∑
1≤i< j≤N
Ji jσiσ j , σ ∈ ΣN . (1)
Moreover, at inverse temperature β ≥ 0, the partition function is given by
ZN ,β :=
∑
σ∈ΣN
exp(−βHN (σ )), (2)
and the free energy is given (up to a constant factor) by
FN ,β := log ZN ,β . (3)
Note that HN , ZN ,β and FN ,β depend on the disorder (Ji j )1≤i< j≤N , but this dependence will
usually be suppressed in the notation.
In recent years, several authors have looked at various diluted versions of this model and
the related p-spin models, the main interest being in the validity of the Parisi solution, both
with replica symmetry and with replica-symmetry breaking (see Chapter 7 in Talagrand [11],
Franz and Leone [4], Franz et al. [5], Panchenko and Talagrand [9]). Furthermore, Guerra and
Toninelli [7] have obtained a rather extensive picture of the high-temperature region of the diluted
Sherrington–Kirkpatrick model (also known as the Viana–Bray model) whose Hamiltonian at
size N is given by
HN (σ ) = −
ξ (N )∑
k=1
JkσI (N )k,1
σ
I (N )k,2
, σ ∈ ΣN . (4)
Here ξ (N ) is a Poisson random variable with parameter αN (α > 0), the Jk are i.i.d. random
variables with symmetric distributions and (for simplicity) bounded support, and the I (N )k,1 and
I (N )k,2 are independent random variables uniformly distributed on {1, . . . , N }. Also, all random
variables are assumed to be independent. Thus, the average degree of a vertex in the underlying
(multi)graph is 2α, so that we obtain a spin glass with a finite degree of connectivity.
In this paper, we consider the related situation that the underlying graph is a Bernoulli random
graph instead of a Poisson (multi)graph, i.e. we work with the (possibly somewhat more natural)
diluted spin glass model originally proposed by Viana and Bray [12]. More precisely, we consider
the diluted Sherrington–Kirkpatrick model whose Hamiltonian at size N is given by
HN (σ ) = −
∑
1≤i< j≤N
ε
(N )
i j Ji jσiσ j , σ ∈ ΣN . (5)
Here the ε(N )i j are independent Bernoulli random variables with parameter p/N (p > 0), and
the Ji j are i.i.d. random variables with symmetric distributions and finite second moments.
(Surprisingly, this condition will already be sufficient for most of our results.) Also, all random
variables are assumed to be independent. Thus, the average degree of a vertex in the underlying
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random graph is about p, so that we obtain another example of a spin glass with a finite degree
of connectivity.
At inverse temperature β ≥ 0, let the partition function ZN ,β and the free energy FN ,β be
defined as in (2) and (3), respectively, with the Hamiltonian HN defined as in (5). The main aim
of this paper is to extend the results of Aizenman et al. [1] for the high-temperature phase of the
SK-model to the current setting. In particular, we also derive limit theorems for the fluctuations
of the free energy (see Propositions 2.2(i) and (ii) in [1]).
Following Aizenman et al. [1], we start from the decomposition ZN ,β = Z N ,β · ẐN ,β , where
Z N ,β :=
∏
1≤i< j≤N
cosh(βε(N )i j Ji j ) (6)
and
ẐN ,β :=
∑
σ∈ΣN
∏
1≤i< j≤N
(1+ σiσ j tanh(βε(N )i j Ji j )). (7)
This decomposition is easily obtained by using the identity exp x = cosh x · (1+ tanh x), which
holds for any x ∈ R, and the symmetry properties of cosh and tanh.
In the sequel let J0 denote an additional copy of the random variables Ji j . We then have the
following analogue of Proposition 2.2(i) in [1]:
Theorem 1.1. For each k = 3, 4, . . ., let Q˜k denote the distribution of the random variable
log
(
1+
k∏
i=1
tanh(β Ji )
)
,
where the Ji are i.i.d. random variables with the same distribution as J0, and let Qk denote the
compound Poisson distribution with Poisson parameter pk/2k and compounding distribution Q˜k
(see e.g. Section VI.4 in Feller [3]). Also, suppose that
p · E(tanh2(β J0)) < 1.
Then
log(ẐN ,β/2N )
D−→(Q3 ∗ Q4 ∗ . . .) := lim
m→∞(Q3 ∗ Q4 ∗ · · · ∗ Qm), (8)
where the limit on the right is in the sense of weak convergence. In particular, this limit exists.
Thus, the limit distribution is an (infinite) convolution of compound Poisson distributions.
Of course, this is closely related to the fact that we are dealing with a spin glass model on a
random graph of the form GN ,p/N (see Section 2.1 in Bolloba´s [2] or the remarks in Section 2).
Moreover, we will show in Section 2 that the above theorem is essentially the same as Theorem 4
in Guerra and Toninelli [7], thereby confirming the widespread universality assumption that the
choice of the specific “dilution mechanism” should have no (significant) effect on the behaviour
of (the thermodynamic limit of) the system. However, let it be noted that it does not seem to be
clear whether the approach in Guerra and Toninelli [7] directly carries over to the Bernoulli case
(since it exploits the special properties of the Poisson distribution at several stages) and that our
approach in a natural way also provides a probabilistic description of the limit distribution.
As regards Proposition 2.2(ii) in [1], an additional scaling transformation is necessary to
obtain a comparable result:
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Theorem 1.2. Suppose that
p · E(tanh2(β J0)) < 1.
Then
1√
N
·
(
log ZN ,β − N log 2−
(
N
2
)
· p
N
· µ1
)
D−→N (0, p · µ2/2), (9)
where µ1 and µ2 denote the first and second moments of the random variable log cosh(β J0),
respectively.
This result bears no resemblance to the preceding result. The reason is that, in contrast to
the classical SK-model case, the fluctuations of the Z N ,β -term are considerably larger than the
fluctuations of the ẐN ,β -term, so that the latter are not visible in the limit distribution any longer.
It seems interesting to note that the same phenomenon has been found to occur in the p-spin
variant of the SK-model (see Kno¨pfel and Lo¨we [8]).
This paper is organized as follows. Sections 2 and 3 are devoted to the proofs of Theorems 1.1
and 1.2. In Section 4 we point out some interesting consequences of these results (similar to
Propositions 2.1(iii) and (ii) in [1]), and in Section 5 we finally discuss the relationship between
the “strongly diluted” SK-model and the “weakly diluted” SK-model.
2. Proof of Theorem 1.1
Following Aizenman et al. [1], we have
ẐN ,β =
∑
σ∈ΣN
∏
i< j
(1+ σiσ j tanh(βε(N )i j Ji j )) = 2N ·
∑
∂Γ=∅
w(Γ ), (10)
where Γ denotes the generic subgraph of the complete graph on N vertices (i.e. Γ is a graph with
vertex set V (Γ ) = {1, . . . , N } and edge set E(Γ ) ⊂ {A ⊂ {1, . . . , N } | #A = 2}), ∂Γ denotes
the set of odd vertices in Γ , and
w(Γ ) :=
∏
i< j :{i, j}∈E(Γ )
tanh(βε(N )i j Ji j ).
Eq. (10) is easily verified by extending the product and by observing that for each of the resulting
subgraphs Γ , the terms in the sum over the spin configurations cancel out if Γ contains an odd
vertex and are identical otherwise.
A subgraph Γ with ∂Γ = ∅ will also be called closed. It is well known that the edge set of a
closed graph can always be represented as a disjoint union of cycles/“loops”.
Furthermore, since the ε(N )i j take values in {0, 1} and tanh is an odd function, we have
w(Γ ) =
∏
i< j :{i, j}∈E(Γ )
ε
(N )
i j ·
∏
i< j :{i, j}∈E(Γ )
tanh(β Ji j ).
Hence, when evaluating the sum in (10), we need to be concerned only with those subgraphs Γ
which are contained in the underlying random graph of our spin glass model (which is determined
by the ε(N )i j ). It therefore seems useful to collect some information on the number of closed
subgraphs, or at least the number of cycles, contained in such a random graph. Fortunately, as
long as we restrict attention to cycles of bounded length, the theory of random graphs gives us a
complete answer to this question (see Corollary 4.9 in Bolloba´s [2]):
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Lemma 2.1. For all N ∈ N, let GN ,p/N be the random graph on the vertices {1, . . . , N } such
that each edge is selected with probability p/N, independently of the other edges. For all N ∈ N
and all k ≥ 3, let XN ,k denote the number of k-cycles contained in GN ,p/N . Then, for each fixed
m ≥ 3,
(XN ,3, . . . , XN ,m)
D−→(X3, . . . , Xm),
where the Xk , 3 ≤ k ≤ m, are independent Poisson random variables with parameters pk/2k,
3 ≤ k ≤ m.
The main idea behind this result is that (i) there are not too many k-cycles in a large random
graph GN ,p/N and (ii) the k-cycles in a large random graph GN ,p/N are typically disjoint. More
precisely, we have the following result (see also the proof of Corollary 4.5 in Bolloba´s [2]):
Lemma 2.2. For all N ∈ N, let GN ,p/N be the random graph on the vertices {1, . . . , N } such
that each edge is selected with probability p/N, independently of the other edges. For all N ∈ N
and all m ≥ 3, let AN ,m denote the event where the cycles of length ≤m contained in GN ,p/N
are vertex-disjoint. Then, for each fixed m ≥ 3,
P(AN ,m) −→ 1.
Proof. Let H be a graph consisting of a k-cycle and an l-cycle (3 ≤ k, l ≤ m) which do not
coincide but which have a common vertex. Then the number of edges in H , e(H), is strictly
larger than the number of vertices in H , v(H), and it follows that the number XN of H -subgraphs
in GN ,p/N satisfies
E(XN ) ≤
(
N
v(H)
)
· v(H)! ·
( p
N
)e(H) ≤ pe(H) · N v(H)−e(H) −→ 0.
Since for fixed m there are only finitely many such graphs H (up to isomorphy), the assertion
follows. 
In view of the preceding results (as well as the independence of the families (ε(N )i j ) and (Ji j )),
Theorem 1.1 should not be very surprising any longer. The main remaining problem is whether
it is really sufficient to consider cycles, or closed subgraphs, of bounded size. However, this
problem can be solved in the same way as in Aizenman et al. [1] by introducing a finite cut-off.
Here comes the relevant analogue of Lemma 3.3 in [1]:
Lemma 2.3. If p · E(tanh2(β J0)) < 1, the contribution to ẐN ,β of large graphs decays
exponentially in the following sense: For almost all m ∈ N,
E
 ∑
∂Γ=∅,|Γ |≥m
w(Γ )
2 ≤ C · exp(√2m) · (p · E(tanh2(β J0)))m,
where C is a constant not depending on m.
Proof. The proof is very similar to that of Lemma 3.3 in [1], the main difference being that the
role of the normalizing factor 1/
√
N in the classical SK-model is taken over by the Bernoulli
random variables ε(N )i j .
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Since the random variables tanh(βε(N )i j Ji j ) = ε(N )i j tanh(β Ji j ) occurring in the definition of
the weights w(Γ ) are independent with symmetric distributions, it is easily seen that the weights
of different graphs are orthogonal. Therefore, we have
E
 ∑
∂Γ=∅,|Γ |≥m
w(Γ )
2 = ∑
∂Γ=∅,|Γ |≥m
E(w(Γ ))2.
Let ε > 0 be a real number which will be specified later. Since the edge set of any closed graph
Γ can be represented as a disjoint union of cycles/“loops” γ (although the representation need
not be unique), we further have∑
∂Γ=∅,|Γ |≥m
E(w(Γ ))2 ≤
∑
∂Γ=∅,|Γ |≥m
eε|Γ |−εmE(w(Γ ))2
≤ e−εm ·
∏
γ
(1+ E(w(γ ))2eε|γ |)
≤ e−εm ·
∏
γ
exp(E(w(γ ))2eε|γ |)
= e−εm · exp
( ∞∑
k=3
eεk
∑
γ :|γ |=k
E(w(γ ))2
)
.
Now, since there are not more than N k/2k loops of length k and the families (ε(N )i j ) and (Ji j ) are
independent, we have∑
γ :|γ |=k
E(w(γ ))2 ≤ N
k
2k
( p
N
· E(tanh2(β J0))
)k
,
and it follows that∑
∂Γ=∅,|Γ |≥m
E(w(Γ ))2 ≤ e−εm · exp
( ∞∑
k=3
1
2k
(
eε · p · E(tanh2(β J0))
)k)
.
Now define ε > 0 by eε · p · E(tanh2(β J0)) = 1 − 1/
√
2m (which is possible for all m ∈ N
sufficiently large) and make some straightforward estimates. 
Furthermore, we will use the following weak convergence criterion from Aizenman et al. [1]:
Lemma 2.4. Let (XN )N∈N be a family of random variables such that the following conditions
are satisfied:
(i) For all ε > 0 and all N ∈ N, there exists a random variable X (ε)N with ‖XN − X (ε)N ‖2 ≤ ε.
(ii) For all ε > 0, X (ε)N converges in distribution to some random variable X
(ε) as N →∞.
Then there exists a random variable X such that X (ε)
D−→ X as ε → 0 and XN D−→ X as
N →∞.
After these preparations we can turn to the proof of Theorem 1.1.
Proof of Theorem 1.1. Throughout this proof, given a distribution Q on the real line, let Qexp
denote the induced distribution of the exponential function under Q. In the following we
repeatedly use that weak convergence is preserved under continuous mappings.
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We have to show that
log(ẐN ,β/2N )
D−→(Q3 ∗ Q4 ∗ . . .) = lim
m→∞(Q3 ∗ Q4 ∗ · · · ∗ Qm),
or equivalently∑
Γ
w(Γ )
D−→(Q3 ∗ Q4 ∗ . . .)exp = lim
m→∞(Q3 ∗ Q4 ∗ · · · ∗ Qm)
exp,
where the sum is taken over all closed subgraphs Γ . (Note that the sum depends on N , although
this is not reflected in the notation.) By Lemmas 2.4 and 2.3, it suffices to show that for each
m ∈ N,∑
Γ
w(Γ )
D−→(Q3 ∗ Q4 ∗ · · · ∗ Qm)exp,
where the sum is taken over all closed subgraphs Γ which can be represented as a product of
loops of size at most m.
Let us call a loop γ effective if all the corresponding factors ε(N )i j are 1. Let AN ,m denote the
event (depending on the disorder) where the effective loops of size at most m are vertex-disjoint.
Then P(AN ,m) −→ 1 by Lemma 2.2, and it suffices to show that(∑
Γ
w(Γ )
)
· 1AN ,m D−→(Q3 ∗ Q4 ∗ · · · ∗ Qm)exp,
where the sum is taken over all simple subgraphs Γ which can be represented as a product of
effective loops of size at most m. But on AN ,m , such a representation is necessarily unique,
whence(∑
Γ
w(Γ )
)
· 1AN ,m =
∏
γ
(1+ w(γ )) · 1AN ,m ,
where γ traverses the set of effective loops of size at most m. Thus, the foregoing is equivalent
to ∑
γ
log(1+ w(γ )) · 1AN ,m D−→(Q3 ∗ Q4 ∗ · · · ∗ Qm),
where γ traverses the set of effective loops of size at most m.
For k = 3, . . . ,m, let SN ,k denote the number of effective loops of size k. Using Lemmas 2.1
and 2.2, it is not difficult to see that it suffices to show that for all s3, . . . , sm ∈ N0,
P
∑
γ
log(1+w(γ ))|AN ,m ,SN ,3=s3,...,SN ,m=sm D−→ Q˜∗(s3)3 ∗ · · · ∗ Q˜∗(sm )m
in the sense of weak convergence, where Q˜∗(sk )k denotes the sk-fold convolution of the distribution
Q˜k . But this is quite obvious, since the random variables SN ,3, . . . , SN ,m and 1AN ,m are functions
of (ε(N )i j ) only and therefore independent of (Ji j ). Thus, conditionally upon AN ,m, SN ,3 =
s3, . . . , SN ,m = sm , the sum ∑γ log(1 + w(γ )) refers to distinct i.i.d. couplings Ji j , and the
distributions of the corresponding products and sums combine as specified. 
Remark. It can be shown that the limit distribution
(Q3 ∗ Q4 ∗ . . .) := lim
m→∞(Q3 ∗ Q4 ∗ · · · ∗ Qm)
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has a natural representation as an a.s. convergent series of random variables. Indeed, let Sk
(k = 3, 4, . . .) be independent Poisson random variables with parameters pk/2k (k = 3, 4, . . .),
and let Jk ji (k, j, i ∈ N) be independent random variables with the same distribution as J0 and
independent of the Sk . Then Q3 ∗ · · · ∗ Qm is the distribution of
m∑
k=3
Sk∑
j=1
log
(
1+
k∏
i=1
tanh(β Jk ji )
)
for all m ∈ N, and it remains to show that this expression converges a.s. as m → ∞. This will
clearly follow if we show that
∞∑
k=3
E
(∣∣∣∣∣ Sk∑
j=1
log
(
1+
k∏
i=1
tanh(β Jk ji )
)∣∣∣∣∣
)
<∞. (11)
To this end, first note that log(1+x) = x+h(x)with |h(x)| ≤∑∞n=2 |x |n/n for all x ∈ (−1,+1)
and therefore∣∣∣∣∣ Sk∑
j=1
log
(
1+
k∏
i=1
tanh(β Jk ji )
)∣∣∣∣∣ ≤
∣∣∣∣∣ Sk∑
j=1
k∏
i=1
tanh(β Jk ji )
∣∣∣∣∣+ ∞∑
n=2
1
n
·
Sk∑
j=1
∣∣∣∣∣ k∏
i=1
tanh(β Jk ji )
∣∣∣∣∣
n
.
Using the Cauchy–Schwarz inequality and E(
∑S
i=1 Yi )2 = E(S) · E(Y 21 ) (for i.i.d. random
variables Yi with EYi = 0, EY 2i < ∞), the expectation of the first term can be bounded as
follows:(
E
(∣∣∣∣∣ Sk∑
j=1
k∏
i=1
tanh(β Jk ji )
∣∣∣∣∣
))2
≤ E
(
Sk∑
j=1
k∏
i=1
tanh(β Jk ji )
)2
= (pk/2k) · (E(tanh2(β J0)))k .
Thus, we have
∞∑
k=3
E
(∣∣∣∣∣ Sk∑
j=1
k∏
i=1
tanh(β Jk ji )
∣∣∣∣∣
)
<∞ (12)
due to our assumption p · E(tanh2(β J0)) < 1.
Moreover, using E(
∑S
i=1 Yi ) = E(S)·E(Y1) (for i.i.d. random variables Yi with E |Yi | <∞),
the expectation of the second term can be rewritten as
∞∑
n=2
1
n
· E
(
Sk∑
j=1
∣∣∣∣∣ k∏
i=1
tanh(β Jk ji )
∣∣∣∣∣
n)
=
∞∑
n=2
1
n
· (pk/2k) · (E(| tanh(β J0)|n))k .
Thus, (11) will be proved once we have shown that
∞∑
n=2
1
n
·
∞∑
k=3
pk
2k
· (E(| tanh(β J0)|n))k <∞. (13)
Put X := | tanh(β J0)|. Then we have
∞∑
n=2
1
n
·
∞∑
k=3
pk
2k
· (E(Xn))k ≤
∞∑
n=2
1
n
·
∞∑
k=3
(p · E(Xn))k
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=
∞∑
n=2
1
n
· (p · E(X
n))3
1− p · E(Xn) ,
since p · E(Xn) ≤ p · E(X2) < 1 due to our assumption p · E(tanh2(β J0)) < 1. Moreover, since
0 ≤ X ≤ 1, we have
∞∑
n=1
1
n
(E(Xn))3 ≤
∞∑
n=1
1
n
E(Xn) = E (− log(1− X)) <∞,
where the last step follows from the inequality − log(1 − tanh x) ≤ 2 · x for all x ≥ 0 and the
integrability of J0. This completes the proof of (13).
We remark in passing that, in contrast to (11), it is generally not true that
∞∑
k=3
E
(
Sk∑
j=1
∣∣∣∣∣log
(
1+
k∏
i=1
tanh(β Jk ji )
)∣∣∣∣∣
)
<∞. (14)
Thus we see that also in the diluted SK-model, the effect of different terms cancelling out is
considerable.
Remark. We now show that Theorem 1.1 is essentially the same as Theorem 4 in Guerra and
Toninelli [7]. To this end, we compute the characteristic function of the distribution Q3∗Q4∗. . ..
To begin with, if T1, . . . , Tk are i.i.d. random variables with the same distribution as
tanh(β J0), we have
E(exp(it log(1+ T1 · · · · · Tk))) = E((1+ T1 · · · · · Tk)it )
= E
( ∞∑
n=0
(it)[n]
n! · (T1 · · · · · Tk)
n
)
,
where we have used the Taylor expansion for (1+ x)it :
(1+ x)it =
∞∑
n=0
(it)[n]
n! x
n, (it)[n] :=
n−1∏
j=0
(it − j) (n ∈ N).
Since |(it)[n]/n!| ∼ c(t)/n (for t 6= 0) and
E
( ∞∑
n=1
1
n
· |T1 · · · · · Tk |n
)
=
∞∑
n=1
1
n
· (E(| tanh(β J0)|n))k <∞
(see the preceding remark), we may interchange expectation and summation. Also, since
T1, . . . , Tk are i.i.d. random variables with symmetric distributions, the expectations E((T1 ·
· · · · Tk)n) vanish for odd n. We therefore obtain
E(exp(it log(1+ T1 · · · · · Tk))) =
∞∑
n=0
(it)[n]
n! · E((T1 · · · · · Tk)
n)
=
∞∑
n=0
(it)[2n]
(2n)! · (E(tanh
2n(β J0)))
k .
H. Ko¨sters / Stochastic Processes and their Applications 116 (2006) 1254–1268 1263
Next, plugging in the formula
ϕQ(t) = exp(λ · (ϕQ˜(t)− 1))
for the characteristic function of the compound Poisson distribution Q with Poisson parameter λ
and compounding distribution Q˜ (see e.g. Section XV.2 in Feller [3]), we get
ϕQk (t) = exp
(
pk
2k
·
∞∑
n=1
(it)[2n]
(2n)! · (E(tanh
2n(β J0)))
k
)
.
Finally, applying the multiplication rule ϕQ3∗Q4∗...(t) = ϕQ3(t) · ϕQ4(t) · . . . and rearranging
terms yields
ϕ(t) = exp
(
1
2
∞∑
n=1
(it)[2n]
(2n)! ·
∞∑
k=3
pk
k
· (E(tanh2n(β J0)))k
)
= exp
(
1
2
∞∑
n=1
(it)[2n]
(2n)! ·
(
− log(1− pE(tanh2n(β J0)))
−pE(tanh2n(β J0))− 12 (pE(tanh
2n(β J0)))
2
))
.
This expression is essentially the same as that for the Viana–Bray model on the Poisson
(multi)graph (see Theorem 4 in Guerra and Toninelli [7]):
Theorem. Define the random variable
fˆN ,β := log ZN ,β −
N log 2+ ξ (N )∑
i=1
log cosh(β Ji )
 ,
where ξ (N ) and J1, J2, . . . are the same random variables which appear in the Hamiltonian (4).
For 2α · E tanh2(β J0) < 1, fˆN ,β converges in distribution, as N → ∞, to a non-Gaussian
random variable fˆβ with characteristic function
E(exp(it fˆβ)) = exp
(
1
2
∞∑
n=1
(it)[2n]
(2n)! ·
(
− log(1− 2αE(tanh2n(β J0)))
))
.
To see the analogy to our result, note that
log ZN ,β = N log 2+
∑
1≤i< j≤N
ε
(N )
i j log cosh(β Ji j )+ log(ẐN ,β/2N ).
Thus, we have obtained the same result as Guerra and Toninelli [7], except that there are two
extra terms in our characteristic function. However, this discrepancy has a nice explanation: A
Poisson (multi)graph contains also loops of size 1 and 2, whereas a Bernoulli random graph
contains only loops of size at least 3.
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3. Proof of Theorem 1.2
We begin with some motivating comments. Using the decomposition ZN ,β = Z N ,β · ẐN ,β ,
we have
log ZN ,β = log Z N ,β + log ẐN ,β
= N log 2+
∑
1≤i< j≤N
log cosh(ε(N )i j β Ji j )+ log(ẐN ,β/2N )
= N log 2+
∑
1≤i< j≤N
ε
(N )
i j log cosh(β Ji j )+ log(ẐN ,β/2N ),
where the last step follows from the facts that the ε(N )i j take values in {0, 1} and that log cosh(0) =
0. We already know from Theorem 1.1 that the last term converges in distribution. However, the
remaining terms do not converge in distribution, as indicated by the fact that both the expectation
and the variance diverge as N → ∞. Indeed, setting X i j := log cosh(β Ji j ) and noting that
the number of “effective” terms in the sum, SN := ∑i< j ε(N )i j , has a binomial distribution with
parameters
(
N
2
)
and pN , we obtain
E
(∑
i< j
ε
(N )
i j X i j
)
= ESN · EX0 =
(
N
2
)
· p
N
· EX0 ∼ N · p2 · EX0
and
E
(∑
i< j
ε
(N )
i j X i j −
(
N
2
)
· p
N
· EX0
)2
= ESN · VarX0 + VarSN · (EX0)2
=
(
N
2
)
· p
N
· EX20 −
(
N
2
)
·
( p
N
)2 · (EX0)2 ∼ N · p2 · EX20.
It therefore seems natural to consider the expression
1√
N
·
(
log ZN ,β − N log 2−
(
N
2
)
· p
N
· E(log cosh(β J0))
)
,
which leads to Theorem 1.2.
Proof of Theorem 1.2. By the preceding discussion, we have
1√
N
·
(
log ZN ,β − N log 2−
(
N
2
)
· p
N
· E(log cosh(β J0))
)
= 1√
N
·
( ∑
1≤i< j≤N
ε
(N )
i j · X i j −
(
N
2
)
· p
N
· EX0
)
+ 1√
N
· log(ẐN ,β/2N ).
It follows from Theorem 1.1 that the second summand converges to zero. Thus, it remains to
show that the first summand converges to a normal distribution with the specified parameters.
To this purpose, we first calculate the characteristic function of the sum:
ϕ ∑
1≤i< j≤N
ε
(N )
i j ·X i j (t) =
∏
1≤i< j≤N
ϕ
ε
(N )
i j ·X i j (t)
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=
(
1+ p
N
· (ϕX0(t)− 1)
)( N
2
)
=
(
1+ p
N
·
(
it E X0 − 12 t
2EX20 + o(t2)
))( N
2
)
.
The last step follows from the Taylor expansion for the characteristic function of X0, where the
o-notation refers to the case where t → 0. Hence, for fixed t , the value of the characteristic
function of the complete first summand is given by
ϕN (t) :=
(
1+ p
N
· (it E X0/N 1/2 − t2EX20/2N + o(1/N ))
)( N
2
)
· exp
(
−it ·
(
N
2
)
· p
N
· EX0/N 1/2
)
.
By the subsequent lemma,
ϕN (t) −→
N→∞ exp(−t
2 · p · EX20/4),
which completes the proof by the continuity theorem for characteristic functions. 
Lemma 3.1. For all a, b ∈ C,
lim
N→∞
(
exp
(
−
(
N
2
)
· a/N 1.5
)
·
(
1+ a/N 1.5 + b/N 2 + o(1/N 2)
)( N
2
))
= exp(b/2).
Proof. In the following proof, log will always denote the principal branch of the complex
logarithm. Then we have
(1+ z)m = exp(m · log(1+ z)) = exp(mz + mh(z)),
for all z ∈ B(0, 1) := {z ∈ C : |z| < 1} and all m ∈ N, where h(z)/z2 →−1/2 as z → 0, and it
follows that the expression behind the lim equals
exp
((
N
2
)
· b · N−2 +
(
N
2
)
· o(N−2)+
(
N
2
)
· h(o(N−1))
)
for all N ∈ N sufficiently large. Since the sum converges to b/2 as N → ∞, the assertion
follows. 
Remark. The above convergence result could also be deduced by using results from the theory
of random summation, e.g. Theorem 4.1.1 in Gnedenko and Korolev [6]. However, since such a
proof would only be shorter marginally (if at all), we have opted for a direct proof.
Remark. In the proof of the Theorem 1.2, we have used that
√
N−1 · log(ẐN ,β/2N ) D−→ 0,
which follows from Theorem 1.1. However, it seems natural to ask whether this result cannot
be obtained more easily without deriving the limit distribution of log(ẐN ,β/2N ) in full detail. In
Lemma 2.1 in Kno¨pfel and Lo¨we [8], the corresponding problem for the p-spin variant of the
SK-model (p ≥ 3) is solved by means of the approximation log(ẐN ,β/2N ) ≈ (ẐN ,β/2N ) − 1
and a second moment estimate for (ẐN ,β/2N ) − 1. Unfortunately, this approach does not seem
to extend to our setting, since log(ẐN ,β/2N ) is typically much larger here (so that the above
approximation is not useful any longer) and finding a second moment estimate for log(ẐN ,β/2N )
itself seems rather difficult.
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4. Conclusions
In this section, we point out some interesting implications of our results, similar to
Propositions 2.1(iii) and (ii) in Aizenman et al. [1]. We assume throughout this section that
p · E(tanh2(β J0)) < 1.
First of all, it is immediate from Theorem 1.2 that the free energy per site converges in
probability:
1
N
· log ZN ,β P−→ log 2+ p2 · E(log cosh(β J0)).
Note that for this result, we have only required that the random variables Ji j are square-
integrable.
Now suppose that the random variables Ji j even have finite exponential moments. Then it is
easy to see that the family ( 1N · log ZN ,β)N∈N is uniformly integrable (see Section 4 in Aizenman
et al. [1]) and therefore
1
N
· E(log ZN ,β) −→ log 2+ p2 · E(log cosh(β J0))
(see also Theorem 1 in Guerra and Toninelli [7]). In contrast to that, a straightforward calculation
yields
1
N
· log E(ZN ,β) = log 2+ p2 · (E(exp(β J0))− 1)+O(1/N )
and therefore
1
N
· log E(ZN ,β) −→ log 2+ p2 · (E(exp(β J0))− 1).
These findings seem noteworthy insofar as they show that in the diluted version of the SK-model,
we have
lim
N→∞
(
1
N
· E(log ZN ,β)
)
< lim
N→∞
(
1
N
· log E(ZN ,β)
)
even for very small β 6= 0, i.e. the quenched free energy and the annealed free energy (in the
thermodynamic limit) are different even at very high temperatures. (Use that E(log cosh Z) <
E(cosh Z − 1) = E(cosh Z + sinh Z) − 1 = E(exp Z) − 1 for any symmetric real random
variable Z not identically zero.) In this respect the diluted version of the SK-model is distinctly
different from the classical SK-model, for which
lim
N→∞
(
1
N
· E(log ZN ,β)
)
= log 2+ 1
4
· E(β J0)2 = lim
N→∞
(
1
N
· log E(ZN ,β)
)
when β2 · E J 20 < 1 (see Proposition 2.1 in Aizenman et al. [1]).
5. Comparison between the strongly diluted and the weakly diluted SK-models
In the preceding sections we have seen that in the “strongly” diluted SK-model the fluctuations
of ẐN ,β are much smaller than the fluctuations of Z N ,β and therefore disappear in the Central
Limit Theorem for the free energy. In this section we consider the analogous problem in the
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“weakly” diluted SK-model, in which the dilution parameter p = pN satisfies NpN → ∞ as
N →∞. That is to say, the Hamiltonian is given by
HN (σ ) = − 1√
NpN
∑
1≤i< j≤N
ε
(N )
i j Ji jσiσ j , σ ∈ ΣN , (15)
where the ε(N )i j are independent Bernoulli random variables with parameter pN (0 < pN < 1),
the Ji j are i.i.d. random variables with symmetric distributions and finite exponential moments,
and all random variables are assumed to be independent. Moreover, we will assume that the
sequence (pN )N∈N is decreasing with limN→∞ pN =: p∞ and that the sequence (NpN )N∈N is
increasing with limN→∞ NpN = ∞. (The case where limN→∞ NpN = p for some p ∈ (0,∞)
is essentially covered by the preceding sections, since the results about random graphs, and hence
the results about the free energy, remain true for pN = p/N + o(1/N ).) Let the quantities ZN ,β ,
Z N ,β and ẐN ,β be defined similarly to before.
Set J 2 := E J 20 . A detailed analysis of the proofs in Aizenman et al. [1] yields the following
generalizations of Propositions 2.2(i) and (ii) in [1]:
Proposition 5.1. Suppose that β2 J 2 < 1. Then
log(ẐN ,β/2N )
D−→ v − 1
2
Ev2,
where v is a Gaussian random variable with mean Ev = 0 and variance Ev2 = − 12 (log(1 −
β2 J 2)+ β2 J 2 + 12β4 J 4) =
∑∞
k=3 12k (β
2 J 2)k .
Proposition 5.2. Suppose that β2 J 2 < 1 and p∞ > 0. Then
log(ZN ,β/EZN ,β)
D−→ u − 1
2
Eu2,
where u is a Gaussian random variable with mean Eu = 0 and variance
Eu2 = −1
2
(
log(1− β2 J 2)+ β2 J 2 + 1
2
β4 J 4
)
+ 1
8
β4E J 40 /p∞ −
1
8
β4(E J 20 )
2
= −1
2
(
log(1− β2 J 2)+ β2 J 2 − 1
4
β4E J 40 /p∞ +
3
4
β4(E J 20 )
2
)
.
Since the proofs of these propositions do not require any major new ideas, we refrain from
reproducing them.
It turns out that, just as in Proposition 2.2(ii) in [1], the first part of the variance of u,
− 12 (log(1 − β2 J 2) + β2 J 2 + 12β4 J 4), stems from the fluctuations of log(ẐN ,β/2N ), while the
second part of the variance of u, 18β
4E J 40 /p∞ − 18β4(E J 20 )2, stems from the fluctuations of
log Z N ,β . Thus, as p∞ decreases, the latter fluctuations become larger and larger.
For p∞ = 0, log(ZN ,β/EZN ,β) does not converge in distribution any longer, as already
suggested by the fact that (the second part of) the variance of the random variable u tends to
infinity as p∞ → 0. Instead, after suitable centering and scaling, we have the following result:
Proposition 5.3. Suppose that β2 J 2 < 1 and p∞ = 0. Then
√
pN ·
(
log ZN ,β − N log 2− E log Z N ,β
) D−→ u,
where u is a Gaussian random variable with mean Eu = 0 and variance Eu2 = 18β4E J 40 .
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Thus, similarly as in Theorem 1.2, only the fluctuations of log Z N ,β are visible in the limit
distribution.
Also, note that the above result fits together very well with Theorem 1.2. Indeed, replacing
β by β ′ := β/√p (to compensate for the missing factor 1/√p in the Hamiltonian (5)),
Theorem 1.2 reads
√
pN ·
(
log ZN ,β ′ − N log 2− E log Z N ,β ′
) D−→N (0, p2
2
· E(log cosh(β J0/√p))2
)
,
for p · E(tanh2(β J0/√p)) < 1, whereas Proposition 5.3 states that
√
pN ·
(
log ZN ,β − N log 2− E log Z N ,β
) D−→N (0, 1
8
β4E J 40
)
for E(β2 J 20 ) < 1. Hence, since log cosh x ≈ x2/2 and tanh x ≈ x for x ≈ 0, the latter statement
is formally obtained from the former by letting p →∞.
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