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Abstract
The goal of this research is the recovery of elongated shapes from patterns of local
features extracted from images.

A generic geometric model-based approach is

developed based on general concepts of 2-d form and structure.

This is an

intermediate-level analysis that is computed from groupings and decompositions of
related low-level features
Axial representations are used to describe the shapes of image objects having the
property of elongatedness. Curve-fitting is shown to compute axial sequences of the
points in an elongated cluster. Strip-clustering is performed about a parametric smooth
curve to extract elongated partitions of the data incorporating constraints of point
connectivity, curve alignment, and strip boundedness. A thresholded version of the
Gabriel Graph (GG) is shown to offer most of the information needed from the
Minimum Spanning Tree (MST) and Delauney Triangulation (DT), while being easily
computable from finite neighborhood operations. An iterative curve-fitting method,
that is placed in the general framework of Random Sample Consensus (RANSAC)
model-fitting, is used to extract maximal partitions. The method is developed for
general parametric curve-fitting over discrete point patterns.
A complete structural analysis is presented for the recovery of elongated regions
from multispectral classification. A region analysis is shown be superior to an edgebased analysis in the early stages of recognition. First, the curve-fitting method is used
to recover the linear components of complex object regions. The rough locations to
start and end a region delineation are then detected by decomposing extracted linear
shape clusters with a circular operator.
Experimental results are shown for a variety of images, with the main result being
an analysis of a high-resolution aerial image of a suburban road network. Analyses of

printed circuit board patterns and a LANDSAT river image are also given.

The

generality of the curve-fitting approach is shown by these results and by its possible
applications to other described image analysis problems.

CHAPTER 1
INTRODUCTION - COM PUTATIONAL VISION O F ELONGATED SHAPE
OVERVIEW
The recovery of region shapes from the results o f low-level image analyses is a
key problem for computational vision systems. This is especially true for those scenes
in which the objects are essentially 2-dimensional, such that they appear in the image
as homogeneous or uniformly textured regions. Examples include the interpretation of
high-altitude aerial images, character recognition in documents, and visual inspection
of flat surfaces. The research gives an approach for the recovery of complex elongated
regions that represent an important general class of objects in these images.
The approach that is generally used for the recognition and representation of 2-d
shape structure is given in Figure 1.1 (Rosenfeld 1988). It employs both a data-driven
and model-driven analysis of the image.

Initial region segmentation, derived from

local image properties, gives a noisy and nonstructural representation of image regions.
Missing elements and noise are detected in component groupings, using knowledge of
the allowable shape configurations. Analytic models of shape geometry are used to
predict and verify these object structures. The recovery is then a geometric modelbased formulation, obtained from groupings and decompositions of related low-level
features, based on general concepts of form and structure.

It is on this basis a

computational vision of elongated regions can be developed.
Subjectively, elongated regions are described as those shapes that are both thin and
long. However, elongatedness as a geometric property exists for all connected regions
having a length and width. For example, in aerial images the rectangular houses are
elongated, as well as the strip-like roads, only to different degrees. The length to
width ratios of bounding boxes are used as a measure for the simple cases (Nagao and

Scene => Image(Numeric Pixels)
Feature Detection, Segmentation
^r

Symbolic Image(Labeled Pixels)
Model Constraints, Resegmentation
if

Image Regions(Labeled Parts)

Structural Analysis, Decomposition
ir

Relational Structure(Object Region Graph)
Model Fitting
1 1

Representation/Description =*■ Object Recognition

Figure 1.1 Analysis of 2-d Images.
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Matsuyama 1981).

Region skeletons or spines, obtained from boundary distance

transforms or thinning operations (Rosenfeld and Pfaltz 1964) are used for more
complex shapes. Two measures given for fully connected image regions are the ratio
of the skeleton length to twice the number of thinning steps (Rosenfeld and Pfaltz
1964), or the ratio of the longest 4-connected path to the average cross-sectional width
(Nagao and Matsuyama 1981). All these measures show an axial property defined by
a longest dimension to the shape. This is compared to the width, given by local
symmetry of the shape about this axis.
The structural complexity of an elongated region analysis is given by the wide
variety of scene objects that can be observed at different levels of relevant detail. A
characteristic region in the image may have both elongated and nonelongated
components, such as a river that feeds into a lake. Furthermore, regions may exhibit
piecewise-elongatedness, such as a road network. Low resolution images give regions
that are generally one pixel wide, such as roads or rivers viewed from satellites; while
high-resolution images may contain wide, as well as thin, regions. A generally useful
model must therefore be able to describe elongatedness at all useful image resolutions
and scales of elongatedness. None of the simple measures that have been described
can directly compute and differentiate elongatedness for the wide variety of shapes,
such as intersecting regions or large variations in width. Practical examples of this are
those imaged networks of roads and rivers, which show abrupt changes in width and
path direction. The components of these elongated objects are easily followed by
human vision as a relational structure of many parts with primitive curvilinear
descriptions.
The emphasis of this research is on elongated regions as interpreted from discrete
patterns of local features. Curve-fitting is used to extract axially-generated clusters- i.e.
extended sets of related points that follow an approximating curve. The computational
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approach follows the Random Sample Consensus (RANSAC, Fischler and Bolles
1981) model-fitting strategy to find maximal representative data sets. The general
RANSAC method, as originally presented, uses a data set, S , to instantiate the
parameterized model, M . A new larger set S* is computed, the consensus set of all
the points within some error tolerance of M . This gives a new model, M * , that
represents more of the data and can be used to build even greater consensus. In this
research, a broader definition of consensus is used, that combines the topological and
geometrical constraints that describe a class of planar region shapes. Partitions of a
dense region pattern are extracted that maintain shape model constraints of curvilinear
alignment and interpoint proximities.
Curve-model and scale dependency allow the technique to decompose an arbitrary
region segmentation into sets having attributes corresponding to a specific type and
scale of elongated object.

This is the distinct advantage of a region-based

methodology over a boundary analysis, which must infer the enclosed region geometry
from a noisy edge segmentation of difficult to relate elements.
The key contributions of this research are summarized below:
• Axial Shape Interpretation: An axial shape model describes elongatedness using an
axis curve or spine, about which the region is symmetrically distributed. Elongated
clusters are interpreted using curves to detect axial point sequences, which describes
the primitive axial structure of the spatial pattern. This is a more general class of
primitive structure than just line-like regions or boundary contours, as computed from
line or edge operators.
• Curve Fitting for Pattern Recognition: The basic technique uses a clustering
process that incoiporates constraints on feature connectivity and consistency with a
fitted smooth curve. Curve-fitting is shown to extract axial elongated sequences within
the arbitrary data. This gives the means for interpreting perceptually meaningful gaps
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and structural shape partitions. Iterative RANSAC curve-fitting allows the method to
incorporate shape constraints that are relevant to recognition of elongatedness in noisy
patterns. This includes the abilities to fit across missing elements, avoid gross noise
and complicating structure, all while seeking maximal consensus.
Feature connectivity is defined from the neighborhood definition of closest-point
properties (Shamos and Hoey 1975, Preparata and Shamos 1985). Specifically, the
Gabriel Graph (GG, Matula and Sukal 1980) is shown to offer most of the geometric
information available from both the Minimum Spanning Tree (MST, Zahn 1971,
Gower and Ross 1969) and the Delauney Triangulation (DT, Preparata and Shamos
1985), with connected-components being easily computable from local neighborhood
operations between each pair of related points.
• S tructural Shape Analysis: Scaling, smoothing, and structural curve fitting are used
to extract elongated structures corresponding to relevant objects. Scaled and smoothed
region segmentation is shown to be superior to an edge-based boundary contour
analysis in the early stages of recognition and modeling.

The detection of the

discontinuities of analytical shape, described by the shape features of junction, tip, and
corner, gives a decomposition that shows a understanding of the complex networks of
elongated region shape. A structural analysis of elongated regions is advanced by: (1)
computing those sets that meet general elongatedness constraints using curve-fitting,
(2) detecting the discontinuities of analytical shape within these sets, and (3) curvefitting to give piecewise-smooth delineations. This seeks a representation of complex
elongated objects using shape descriptions similar to human descriptions.
The goal of this work is the development of an intermediate- level organization of
image data, useful for a high-level image understanding system of elongated objects.
This is successful in the detecting and locating linear elongated objects; specifically,
roads in aerial images and printed circuit board traces. An example of the approach
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used with natural elongated objects, having varying width, is given for a river image.
The generality of the method is shown in a variety of images, having objects that are
recoverable using different geometric constraints. The applicability of the method is
discussed in terms of the requirements of prior knowledge of these constraints.
In the next section, some of the important general issues are discussed, as related
to the geometric model-based approach. Next, axial shape models are described for
the structural analysis of elongated object regions.

This is followed by a section

summarizing the previous research and studies directed towards the recovery of
elongated regions. Finally, the general approach used in this research is described, that
adds to and improves upon these other methodologies.

GEOMETRIC MODEL-BASED VISION
The model-based approach to image understanding (Barrow and Tenenbaum 1981,
Rosenfeld 1981 and 1988, Ballard and Brown 1982, Binford 1982, Besl 1988) follows
the diagram of Figure 1.2, in which the image signal is interpreted from known models
of the appearances of the objects in the image. This process is both goal-driven, using
hypotheses constructed from a knowledge of possible scene configurations and image
properties, and data-driven, with bottom-up grouping mechanisms that use only image
properties. The process goal is to discover organizations and configurations of the
image data that verify object model hypotheses.

This gives a particular scene

understanding taken from a knowledge-base of methods and models.

This is an

enormously complex task in which the scene configurations and viewpoints are so
great that the exhaustive search through the space of all possible interpretations is out
of the question (Barrow and Tenenbaum 1981). It is an open question as to the means
of selecting from a large database the relevant object models, and the evidences
required by these models, that are applicable over a general class of image. Generic
geometric models (Fua and Hansen 1987, Besl 1988), that can be used over a large
class of image structures, are desired, rather than rigid template models of unique
objects.
In practical applications, the models and low-level methods are limited to a set of
objects recognizable in a particular type of scene. The particular vision task restricts
the number of of relevant objects. The 2-d scene restriction greatly limits the number
o f viewpoints. These can still be difficult problems, for example, handwriting analysis
or character recognition in documents; or inteipretation of remotely-sensed aerial
scenes.
This model-based approach is also understood as the signal-to-symbols paradigm
(Fischler and Firschein 1987), in which a highly complex spatially distributed signal is

OBJECT MODELS

IM A G E

Hypotheses

Observations

IN T E R PR E T A T IO N

I
Primitives and Objects

• E arly Vision - Low Level Features
• Knowledge Base
- Object Models
- Techniques and Methods
• Control
- Interpretation Rules
- Hypotheses Integration
- Guided Segmentation

Figure 1.2. Model-based interpretation of image objects.
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to be converted into a stable set of descriptive labels. This is shown in Figure 1.3,
using various levels of representation needed to achieve the high-level description. The
example gives the high-level goal as a graph describing the objects and their relations
in the image. These objects are defined as an arrangement of parts whose image
properties (e.g., gray levels, textures, sizes, shapes etc.) and relations(e.g. relative
positions, relative size, etc.) satisfy given constraints.
The formation of each representative level is guided by the knowledge of the scene
domain and the imaging process.

Early vision operators compute the intrinsic

properties of a scene, that require little or no external knowledge of the spatial
constraints imposed by the underlying inputs. Generic local features are extracted
from these properties. The initial segmentation process detects generic object parts
from local consistencies- e.g. boundaries, regions, surfaces etc. This partitions the
image into connected sets, where each set is constructed from some homogeneous
sense of being part of the same object or surface. An intermediate-level process of
resegmentation (Fua and Hansen 1987) or interpretation-guided segmentation(Barrow
and Tenenbaum 1981) can be used at this stage to correct and refine the original
context-free segmentation, by using the predictive powers of the analytical models.
The image partitions will now identify object parts from geometric and topological
criteria, and the characteristics of the low-level data. Having attained an accurate
(re)segmentation of the image, we can now measure various properties and relations
among the the objects and their parts. From this is derived the high-level relational
structure, i.e. the object graph.
Various control structures and methods have been developed for performing this
overall process. Some of the more successful are given in Appendix A.
This research is mainly concerned with the resegmentation that occurs at the
intermediate-levels of representation. This is the basic interpretation of the low-level
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Figure 1.3 Signals-to-symbols paradigm (adapted from Fischler and Firschein, 1987).
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fragments, that resolves the ambiguities in the initial segmentation and achieves a more
concise description of the image regions. Components of the complete object are
parsed from within the initial segmentation and located in the image by model fitting.
The parts are grouped and/or decomposed to achieve relational structures that give
accurate representations useful for the higher-level tasks.

AXIAL-MODELS OF ELONGATED SHAPE
Rosenfeld (1986) describes those ribbonlike planar shapes characterized by a
boundary distance transform that results in a planar curve called the axis. These
shapes are defined by the axis curve and a generating shape primitive. The generator
is scanned along the axis, sweeping out the region as it changes size and/or orientation,
but not form. The well known examples of this use the symmetric axis transform
(SAT) (Blum’s medial axis 1964, Bookstein 1979, Rosenfeld and Pfaltz 1964), Binford
and Brook’s generalized ribbons (Brooks 1985) or Smooth Local Symmetries (SLS,
Brady and Asadi 1984).

Each has its advantages in representing, recovering, or

generating axial, as well as general shape.
The axis curve, computed from a reflectional symmetry operation with the
boundary contour (as with the more general case of SLS), provides an intrinsic
coordinate frame for referencing a point of the region(Brady and Scott 1988). The
shape points can be referenced using arclength, s(tp ), and distance, h, to the closest
point on the axis, c(rp ), as in Figure 1.4. This assumes a rectifiable parametric axis
curve. In general, the axis is defined nonparametrically, from the symmetry operation
with the local boundary, and only relative positions along the axis are known. It is
expected that elongated regions and their related image features will be distributed
along such a axis curve. A result given in Chapter 2 shows how smooth curve
approximations can be used to accurately compute axial sequences of feature points.
This describes the axial structure of a distributed point pattern in terms of an idealized
curve model.
Elongated regions are typically modeled as one of the following three types: (1)
line-like, (2) constant-width, or (3) varying-width regions.

Line-like regions are

observed as 1-pixel wide regions in low-resolution imagery, or as boundary contours
when computing edges. Tracking, linking or graph search methods can be used to
12

Figure 1.4 Axial frame of reference.
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give continuous delineation of the line.

Similarly, constant-width regions are

characterized mainly by an axis, thus are line-like at a particular spatial scale.
However, the width may differ between separate objects on the image, so that they
may not appear strictly as lines at any one spatial scale. This is the case for cultural
objects, such as roads, which in most cases have the constraint of parallel sides,
following simple axis curves. Generally, for varying-width shapes, the axis must be
computed from the knowledge of boundary contours (Brady and Asadi 1985), with the
variation of both width and curvature giving a high-order curve (Rosenfeld 1984). For
all these cases, we begin by recognizing the overall linearity of the shape, ignoring
small local deviations in cross-sectional width relative to the length.
Structural methods are generally used to break up an arbitrarily complex region
into primitive components, with easily recoverable attributes. Practical examples of
this are the imaged networks of roads and rivers that are easily followed by human
vision as linear regions comprised of many parts, with primitive curvilinear
descriptions.

ELONGATED REGION DETECTION: REVIEW AND DISCUSSION
The main applications of elongated region detection have been developed for aerial
image understanding and visual inspection. The following is a review of these areas to
obtain the useful methodologies that lead to the general approach, described in this
research.

Aerial Image Inteipretation

The first approaches considered the delineation of boundary contours from edge
elements or 1-pixel wide linear regions, using line or road operators.

Initially,

extracted local features can be linked using local tracking (Nevatia and Babu 1980,
Pavlidis 1977), or graph search(Fischler et al. 1981, Ramer 1975, Montanari 1971).
These local methods give a segmentation based on feature proximities and orientations,
possibly incorporating weak geometric information.
Ramer (1975) uses graph search to find coherent sets of directed edge elements,
called strokes.

These are then connected into complete lines, called streaks. A

heuristic measure of connection cost and restricted search directions are a part of this
procedure. The segmentation of all streaks that correspond to the boundaries of a
given object, without generating errors, is shown to be difficult.

Simple structural

concepts, such as detecting the comers and joins in the streak array, are found to be
useful in outlining complete objects.
Dynamic programming methods Montanari (1971) for path following. A figureof-merit function expressing a weighted sum of edge/line strength and low cumulative
curvature is maximized. An additional constraint is that the variables of the function
are consecutive grid neighbors.
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A more advanced technique that uses graph search, is given by Fischler et. al.
(1981), for their Low Resolution Road Tracker(LRRT). The initial road segmentation
is the result of the combination of the evidences of various edge and line detectors,
applied to low-resolution LANDSAT images.

This eliminates spurious noise, but

leaves many gaps in the segmentation. The road elements are then connected into
minimum cost paths using graph search. Weak geometric information is incorporated
into the connection costs for path smoothing and gap-crossing. The understanding of
the errors associated with each local operator, and prior knowledge of smoothness and
occlusions allows accurate road extraction. A limitation, that is part of most local
tracking methods, is the requirement for the start and end points of the road to be
initially specified.
Other methods use gestalt clustering, based strictly on feature proximities(MST,
Zahn 1971, Suk and Song 1984). Simple model-fitting methods compute linear shape
clusters that give primitive descriptions of elongated shape. A well known example is
the Hough transform(Duda and Hart, 1973), which works by clustering features that
are related by a simple parametrized curve model. This and similar methods (fuzzy
C-means, Bezdek and Anderson 1985). can be used to extract shape clusters, however,
this does not directly explain how, the points are connected over an object region. In
general, shape clustering is more applicable to the wider varieties of objects and
regions that are not interpreted strictly from line or edge features. The complete shape
model needs to combine the constraint of feature connectivity, that is inherent in a
tracking, graph search, or proximity clustering method; with that of geometric form.
Additionally, arbitrary structural arrangements must be built up from the partial
features obtained from primitive fitting. This is the goal of model-based vision, which
seeks to interpret image structures as components of a complete object model.
Curve fitting can be used to better locate region in the image and to give an
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intermediate-level representation for the higher-level structural analysis. This has been
the usual approach in the more recent strategies, seeking to model cultural
elongatedness. These wide regions, representing roads or airport runways, show up in
higher resolution urban or suburban scenes. Region-based or boundary-based methods
are used, depending on whether the area or edge signature is used to follow the path of
the region. This involves either tracking the sides or the center-line of the region path
profile. A more detailed discussion is given in McKeown and Denlinger (1988).
The edge-based techniques track along a boundaiy-contour, with the wide region
inferred from the geometry of the enclosure. Nevatia and Babu (1980) use local
proximity and orientation to link neighboring edge elements. Roads or airstrips are
recognized within the polygonal approximation of these boundaries from antiparallel
pairs, nearby parallel lines with opposing contrasts. The disadvantage of local edgetracking is the susceptibility to the false and missing features generated in complex
scenes. The identification of boundary-line pairs is also problematic for highly curved
roads. Difficulties associated with edge-based techniques are clearly seen with the
help of Figure 1.5. In this we show the results of applying the Nevatia and Babu
operator to a high-resolution image of a road network of Figure 4.10. Note that the
problem of finding a globally consistent interpretation of the detected edge features as
roads is a difficult, error prone, and computationally expensive task.
Region-based methods must track the centerline, which is approximated from an
estimate of the local width.

This is greatly simplified by the road hypothesis.

Thinning can also be used when the regions are accurately represented. An example
of this is a ribbon finder described in Hwang et al. (1986). Regions are obtained from
adaptive thresholding of a black and white image, from which skeletons are computed
to determine elongatedness. Curved-road regions are decomposed into fitted, bounding
rectangles, of a specified range of width and length. This initial rectangular region
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decomposition is arbitrary and must be corrected later using rules. The road is then
delineated by smoothly merging rectangular road pieces, ignoring those that have the
characteristics of being driveways. This structural understanding can be made very
general, however, this emphasizes the need for good low-level evidences and more
general parsing rules for the complete structures.
The combination of evidences of region and boundary is used in the more recent
tracking and resegmentation methods. McKeown et. al. (1985) developed rule-based
approaches for the recognition of roads and runways in an airport scene. Initial sets of
region fragments are extracted using map-guided region-growing and inteipreted
according to shape and intrinsic image properties. Those elongated region fragments
with approximately parallel sides are then connected using domain-specific knowledge
of roads. Rules are given for the selection of these aligned regions and the bridging of
gaps using spline interpolation of the combined medial axes (1985). The more robust
road tracking of McKeown and Denlinger (1988) uses a combination of region-based
and boundary-based methods in a cooperative approach. The region-based technique is
a modification of Quam’s correlation tracker (1978), which observes the road crosssectional intensity profile as it follows the parabolic trajectory of the most recent
points. The boundary-tracker is based on the Nevatia-Babu antiparallel edge-pairs,
which can observe smooth changes in road width. Both methods cooperate by using
the results of the successful method, or the combination of both, to observe local road
anomalies that would cause either method to fail. The curve-fitting to boundaries and
the path allows each method to continue forward. A path profile, storing the changing
road surface and width, is updated at each point to allow both methods to continue
tracking across specific types of structural discontinuities, e.g. intersections, vehicles,
occlusions, etc. Aviad and Camine (1988) address the selection of initial starting
points, with their modification of the Nevatia-Babu algorithm.
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Fua and Hanson (1987) utilize road resegmentation, the process of using analytic
model-fitting to correct local errors in an initial segmentation.

Low-level region

growing and boundary-edge features are computed from black and white aerial images.
A road model (Fua and Hanson, 1987), that integrates the edge and area signatures, is
designed to extract homogeneous edge/region enclosures meeting generic shape and
image constraints.

Road clustering, tracking, and fitting then proceeds from

recognition of region elongatedness, edge-feature grouping, path prediction under the
constraint of constant-width, and then recomputing the path and the boundary using a
new global width estimate. Only a few examples of this are demonstrated.
More general elongatedness, such as rivers and streams, would naturally be
modeled by boundary-contours extracted from edges, however, recognition of extended
shape from the localized edges is subject to error. Nagao and Matsuyama (1980) use
multispectral region-growing to extract the initial region fragments, from which longest
axes and elongatedness values are computed. Recovery of complete objects is based
on merging region fragments using simple relations of adjacency and local axis
orientation. This was shown for those scene objects of limited complexity, i.e. not a
complete road network having a relational structure. The shape models are designed
to improve segmentation, and not specifically to give concise structural descriptions.

Visual Pattern Inspection

Applications involving the inspection of industrial parts utilize images produced
under controlled lighting conditions and perspective to test conformity of the item to
predefined specifications.

The initial segmentation of these images produces well

defined regions for matching to meaningful objects or subobjects. Direct measurement
of the object regions from the segmentation can be computed for the identification of
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defects at a given resolution. The more advanced 2-d region shape descriptions are
found useful in this application.
Figure 1.6 shows the edges computed using the Marr operator over the printed
circuit board example image of Figure 4.1. Many spurious boundaries that do not
identify object regions are derived which will be difficult to ignore without also
looking at the enclosed region.

Elongated shapes are an important part of this

problem, as seen in this example. These are recovered using a region-based analysis,
which has proven to be more useful in this application.
Distance checking algorithms( Danielson and Kruse, 1979) are used to measure
complete region geometries and topologies. Two main techniques are used;
(1) Algorithms that use a circular window that is scanned over the image to detect
region configurations. (Wojcik, 1984) (Danielson and Kruse, 1979)
(2) Morphological operations that compute skeletons via thinning with a structuring
element.
Wojcik shows how the region visible from any particular point using a circular
window has a unique descriptor, given by the euler numbers. This is the number of
background parts within the circle and the number of object regions crossing the
circle’s periphery. Some of the possible labels, matching human descriptions, are
given in Appendix B. Diameter of the operator gives the ability to recognize local
elongatedness at a given width by tracking operator over the region. The main shape
features of interest for elongated regions are the junctions, where multiple regions are
joined within the operator, and tips, where a single region terminates its path.
Morphological operation(Serra, 1982) for elongated regions are used to compute
region axes directly. A particular operator performs a thinning operation using the
mathematical operations of opening and closing with a 3x3 structuring element. Scale
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Figure 1.6. Edges computed by the Man* operator on the printed circuit board image of
Figure 4.1.
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is given by the size of the structuring element. The features of region shape are
inferred from the skeletal version of the object.
These methods of visual inspection assume operations on fully connected region
sets, with different critical widths defining an elongated object. This is not the general
case where noise and other complexities affect the measurements, and where the
variation in region width must be accounted for in the analysis. When applied to
images, both methods are susceptible to noise, especially at junctions. The circular
operator measures region widths directly, and gives a decomposition into component
regions at each measuring location. The characterization of the elongatedness and scale
of the component regions gives an anthropomorphic labeling which will be used in the
structural shape analysis developed later in this research.

GENERAL APPROACH TOWARD ELONGATED REGIONS
In developing a method of extracting or tracking roads or other elongated objects
in imagery, the major interpretive task would seem to be grouping of low-level
features consistent with a shape model. This achieves a localization and correction of
o f the region representation using analytical model-fitting. Most tracking methods
consider only local spatial geometry, and are generally useful for only strictly linear
features.

Also, they require a means of initiation, which implies prior known

locations. The resegmentation methods first group using generic model constraints,
and then fit to localize in the image. The scene objects may be identified initially
from an incomplete grouping of noisy elements, boundary pieces and/or region
fragments, not giving a concise description. These perceptual clusters are recognized
within the set of low-level features from the geometric and topological properties that
satisfy the shape context of the object.

Analytic model-fitting improves the

segmentation by interpolating across the missing elements between fragments, or by
decomposing a grouping into coherent subclusters. This resegments the image region
using optimal fitting under shape constraints placed on the data. Idealized primitives
are interpret the spurious evidence by fitting smooth or regularized (Terzopoulis 1986,
Poggio et al. 1988) geometric forms to recover structural partitions.
A general approach toward the extraction of elongated regions would require the
relating of low-level features with a connectivity analysis, to which a spatial analysis
can be applied. A direct region-based approach is desired that gives a recognition of
global shape properties, rather than boundary contours containing local variation.
Primitive models, using smooth axis curve descriptions, are used to parse elongated
region structures from the noisy image data. Figure 1.7 gives the general steps used in
this research to extract and localize the elongated object regions in the image. This is
a structural region-based approach using general shape features computed from
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configurations of local region fragments.
The lowest level processing can include filtering, contrast enhancement, geometric
correction and other methods that improve image quality. Hierarchies of image detail
then become evident, when considering all the possible object entities, at all given
sizes, in the data. This is the scaling problem, i.e. the isolation of the attributes of the
significant objects from the extraneous and irrelevant.
Scale-space descriptions(Witkin 1983, Babaud et al. 1986) are used for extracting
boundary edge signatures at a given resolution of detail. This is obtained from passing
the image signal through a sequence of smoothing filters, usually gaussian (Witkin
1983, Babaud 1986) or edge-preserving (Nagao and Matsuyama 1980)). This follows
from the theory of edge detection described by Marr and Hildreth (1980).

The

boundary detail is smoothed along with surface detail and fine textures. Multiscale
techniques, such as those discussed by Pizer et. al. (1987), seek the axial properties
from blurred versions of the region. This allows the differentiation of the global axis
property from the locally symmetric boundaiy variations. The choice of the scale
representation would be a compromise between allowing boundary variations to affect
the axis estimations; versus the loss of region continuity, due to oversmoothing the
thin parts.
Low-level segmentation is computed from local relationships to achieve a feature
consistency, i.e. connected boundaiy edges, homogeneous regions, etc. The quality of
the final result is largely dependent on this initial information.

In general, this

context-free set of derived regions and unrelated elements has errors, when taken from
complex images. These errors show up only because they are inconsistent with any
known object. Gaps, extraneous detail, and other problems are interpreted using builtin knowledge of the allowable spatial configurations of regions, and the characteristics
of the analysis employed.

26

Image

Enhancement/
Scaling

Low-Level Feature
Analysis

Perceptural
Clustering

Structural
Decomposition

Geometric
Model Fitting

Object Delineation

Figure 1.7. General strategy for the interpretation of object regions.
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Object clusters are recognized in the set of low-level features by the geometric and
topological properties that satisfy spatial elongatedness constraints.

In this way,

complex objects are extracted; although they may be identified only from an
incomplete grouping of noisy elements, not giving a concise description.

The

structural shape description is recovered by decomposition of the representative
grouping of elements into primitive model sets. These primitives are simple idealized
models of analytic shape with attributes that are easily extracted from the data.
Forming the best partitions of the perceptual cluster involves consideration of the
global structure, in which the primitive model is only a part. This process is described
by Fischler and Bolles (1983) for description of arbitrary curves by decomposing the
curve into its easily describable parts. Experimentally, people are shown to choose
partitions on the basis of local critical points(such as curvature maxima, or changes in
generating process), the semantic content of the partition set (the ability to describe the
cluster); and to optimize some overall consensus(minimize error to the curve). Such
descriptions are not unique or necessarily correct; but are dependent on the given set
of primitive descriptors, and the allowable level of structural complexity.

The

approach is defined in the language of curve description, but the concepts are relevant
to any sort of structural description using a language of primitive symbolic descriptors.
It will be shown that the structural descriptions of elongated regions can use shape
features that are similar to those used for curve descriptions.
The remainder of this dissertation is organized as follows. A general curve-fitting
algorithm, designed for inteipreting elongated data within patterns of point features, is
developed in Chapter 2. Specific implementations are shown for lines and circles,
which are used in the examples and linear shape analysis in Chapter 3. Examples of
the recovery of complex elongated shape structures from imagery is given in Chapter
4. Finally, a discussion of the results and extensions to the methods is presented in
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Chapter 5. This concludes with a discussion of the applicability of the approach as a
intermediate-level module of a computational vision system and the future work that
will be required.

CHAPTER 2
AXIAL CURVE-FITTING TO ELONGATED PATTERNS
CURVE-FITTING FOR PATTERN INTERPRETATION
The basic computation view of visual understanding uses spatial models of scene
objects to make interpretations of organizations of image data (Barrow and Tenenbaum
1981, Fischler and Firschein 1987).

Mathematical models of ordinary analytical

geometry, such as a parametric curves, arc probably not used internally by biological
vision, however, there are few alternatives useful in standard computer architectures.
Even though these geometric models may not give interpretations as correct or
accurate as human perceptions, using vastly greater experience and computational
power, they can still be used to establish the basic spatial relations that match image
data to world knowledge.
Structural curve-fitting is recognized as having an important part in the overall
perceptual process ( Fischler and Boles 1983, Pavlidis 1982, Besl 1988). It is also
found in many of the previously discussed approaches for accurately locating the
elongated region from boundaries or skeletons.

Generally, these applications use

simple approximations of selected edge or centerline elements. As Pavlidis (1982) has
stated, approximations using the simple criteria of error norms, without consideration
o f both structure and complexity, do not distinguish between systematic and random
errors. Methods are required to select the data from the overall set that have these
curve descriptions. This is because the data is initially unrelated and not associated to
any particular object region. Models of shape within spatial point patterns need to
combine a constraint of inherent feature relatedness with that of geometric form.
Model validity criteria which define shape partitions are generally computed from
measures o f deviation or error from fitted models.
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Curve-fitting can be used to constrain spatial relationships that define linear
partitions of the pattern. This is illustrated in Figure 2.1, where the curve geometiy
and proximity properties are combined to give a solution that describes a particular
mode of pattern organization. Proximity relations describe the internal structure of the
data set, while external relations are developed from fitting the curve model.
Anomalies in the data are interpreted as actual discontinuities of shape or corrected
using the smoothing, gap-crossing, and extrapolating abilities of the fitted curve.
Structural arrangements of point data are built up from a clustering process that
discovers the perceptual partition that maintains a coherent organization. The extracted
partition contains an expression of relational properties that would identify a particular
object shape in the noisy pattern.
The RANSAC approach was designed for these types of problems, although it was
never applied to the recovery a generic class of shapes. The computational strategy
requires a definition of model consensus, an optimal fitting method under these
constraints, along with initiation and search regions for clustering consensus data. This
research defines elongatedness using the axial shape models. Curve-fitting is used to
recognize smooth curvilinear components of axial shapes within representative point
patterns. Shape, and noise constraints are used to extract the parts of a complex
elongated structure. RANSAC curve-fitting incorporates the constraints in the search
for maximal representative sets, that validate geometric hypotheses of primitive object
elongatedness in the image. This curve-fitting technique is used in the structural
elongated region analysis that is presented in Chapter 3.
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Figure 2.1. Partition using point proximities and curve-fitting.

PROXIMITY CLUSTERING
Computational geometric structures depicting the closest-point properties (Shamos
and Hoey 1975) (Preparata and Shamos 1985) have been investigated by many
researchers for the pattern recognition of shape.

Toussaint (1980) calls this

computational morphology, where the intrinsic geometry of the distributed pattern is
used to extract the form of the underlying object. Both internal (region) and external
(boundary) aspects of shape are analyzed using the heuristic notion o f shared
neighborhoods between points. Defining these neighborhoods gives the characteristic
relations that are to be observed from the pattern.
Zahn (1971) describes the process of gestalt clustering as a means of recognizing
perceptual objects. The technique uses a single-linkage analysis of the MST (Gower
and Ross 1969) of the point pattern to determine the inherent separations between
clusters of related points.

Specifically, the MST was shown to follow the axial

geometry of an elongated point distribution. It also would give a measure of the
perceptual separations between dense clusters. Suk and Song (1984) used the axialelongated property to segment boundary contours by removing the short branches,
leaving only the long coherent boundary-edge linkages. The MST is not as good a
descriptor of the geometry of broad shapes.
Other closest-point relations have been developed that give the additional
geometric information.

Toussaint (1980)

describes the useful properties of the

Relative Neighborhood Graph (RNG) and its precursor, the Gabriel Graph (GG)
(Kirkpatrick and Radke 1985), each giving important aspects of internal pattern
geometry. These relations can be placed into a hierarchy (Toussaint 1980) or spectrum
(Kirkpatrick and Radke 1985) of internal shape descriptors, ranging from the (n-1)
MST relations, to the maximum (3n-6) planar graph relations of the the Delauney
Triangulation (DT, the dual of the Voronoi diagram) (Preparata and Shamos 1985).
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The concept of shared neighborhoods of mutual influence is used (Kirkpatrick and
Radke

1985, Toussaint

1980), where points

are related over finite empty

neighborhoods, as shown in Figure 2.2. The MST does not have such a definition, but
is the minimal tree of any of the higher-order graphs.
The example of 4 adjacent points forming a square, given in Figure 2.3, shows the
types of connections that can be derived. It is evident from this simple configuration
that the RNG would establish the 4-connectivity between adjacent image pixels, while
the GG or DT would establish the 8-connectivity (using both degenerate solutions of
the diagonal). Other point configurations have a similar range of connections, such as
the example of Figure 2.4 (taken from Toussaint 1980). The DT always gives the
most complete depiction of closest-point properties.

The GG includes all those

relations between two points of the DT; except those that pass through a Voronoi
neighborhood (the locus of points on the plane that are closest to the given point) that
is not directly associated with these two points, as shown in Figure 2.5. These extra
relations are more important for determining local convexities in the boundary-hull of
the shape (see Figure 5.1) (Edelsbruner et al. 1986), and are not so important for
determining internal geometry.
In the curvilinear strip-clustering algorithm that follows the GG relations are used,
because they provides most of the important information available from both the MST
and the DT, and are more easily computed in discrete images.. In general, the MST
and the DT are global calculations, i.e. a particular local relation between two points
cannot be considered independently of nonlocal influences. The RNG and GG have
the advantage of being easily computable, especially on the image grid, using finite
neighborhoods of mutual influence separating pairs of the points. Inherent separation
is defined using a maximum allowable connecting distance (a maximum neighborhood
size) between related elements. This achieves essentially the same result as the single
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Figure 2.2. Exclusion neighborhoods of mutual influence, (a) RNG, (b) GG, and (c) DT.
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Figure 2.3. Hierarchy of connections on four points forming a square, (a) MST, (b) RNG,
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Figure 2.4. Hierarchy of closest-point relations for an example point pattern
(Source: Toussaint 1986)
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Figure 2.5. GG relations taken from DT relations.
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linkage analysis used with the MST, but it is also applicable to the graph relations.
The size of the neighborhood around any point is limited by this distance over which
relations are to be considered. The RNG or GG relations can be computed using
circular neighborhood operations, in parallel.

In the fragmentary image region

segmentations that are normally obtained, most of the region clusters are obtained from
8 or 4-adjacency connections. This research, however, develops methods that advance
the general case of sparse perceptual clusters that also occur.

AXIAL-STRIP CLUSTERING
Proximity clustering, using only closest-point geometry, does not adequately
capture the structural model-based aspects of shape recovery. Point patterns initially
are observed as arbitrary distributions over the image plane. Grouping based on
proximity imposes internal organization; but shape structure is computed from
primitive model-fitting, that extracts a meaningful subset of the data. In particular,
axial alignments of the cluster points consistent with a fitted curve has its own
relational geometry. First, connected components are computed using closest-point
relations. The axial components are then be computed by fitting smooth curves.
Approximating curves observe an axial sequence with associated gaps between
each pair of adjacent points, as shown in Figure 2.6. Each point is projected to its
closest point on the approximating curve. The two curves are shown to interpret a
same relative sequence, although axial separations between adjacent points are
different.
Two axially-separated points, p i and p 2, are considered to be oriented to a curve
as shown in Figure 2.7. They are assumed to be in a given relative sequence, with the
parametric curve, c(t), crossing the separating strip. The bounding strip, given by the
maximum distance of any point away from the curve, must not be self-intersecting.
This follows from Rosenfeld (1986) for his set of ribbon shapes, with the further
restriction of a fixed maximum bounding width.
The curve parameter is assumed increasing as it crosses from halfplane O l to 0 2The two points in axial sequence are shown to divide the curve into three pieces using
the lines L i and L 2, as shown in Figure 2.8. All the curve points in halfplane O j are
closer to p t. Similarly, all the curve points on halfplane <92 are closer to p 2. The
axial curve sequence is given by the relative values of the parameter t for the two
closest points on the curve, p 2' and p

with p x projecting to the point with the
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Figure 2.6. Same axial point sequence obtained from two different curves.
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C( t )
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Figure 2.7. Orientation of the approximating curve to two axially-separated tpoints.
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Figure 2.8. The axial sequence for two points obtained by distances to a smooth curve cross
ing the separating strip interval, as given by the parameter t.
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lower value of t.
The closest point to p j on the curve, at a distance d \ , divides the plane into two
sets; one, having all the points closest to P i; and the other, having the remaining
points closest to closer to p 2. If the curve remains in the p j halfplane for lower
values of t, the closest point to p 2 will be at a higher value. A similar argument holds
for the point closest to p 2. Curves whose tangents do not deviate by 90° from the
P i” P 2 vector, over the strip interval, will meet this criterion. This gives an infinite set
of possible curves, defined over a range of smoothness and orientation, that will
accurately measure a the relative sequence. A set of points in a given sequence will
match the axial sequence for a curve that has similar orientation to the vectors between
adjacent points. The argument also holds for piecewise continuous curves.
The solution for the closest-point on a parametric curve c (t) = (x (t),y (t)), to a
given data point, p=(px, py ), is given by the real roots of (Mortenson 1985):
(px - x ( t ) ) x ' ( t ) + (py - y ( r ) ) y ' ( r )

An axial point sequence is given by sorting with respect to the parameter t . This type
of calculation

quickly becomes difficult for anything

more complex

than a

parabola(having a cubic solution).
A piecewise-parametric approximation of a smooth rectifiable curve can be used.
A numerical solution is then given by the polygonal approximation shown in Figure
2.9. A data point, p, will be closest to only one of the polygonal sides, giving the
distance along the segment:
<(P - C i ) , (c i+1 - C i ) >
d r = -------------------------------------------------

| c i + l - Ci I

where Cj and c i+1 are the vertices of the side to which the point projects; and dt is the

Figure 2.9. Polygonal approximation of the axial distance along the curve, c.
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distance along the closest side starting from c j . Thus, the points can be sorted using
the approximate axial distance:
k=i
d s ~ dl + X

*=0

l c k+l “ c k I

where the c 4 = (xA, y; )) give the polygonal vertices, and ds is the distance along the
polygon from the first vertex. Two successive points in the sequence will be sorted by
the polygonal distance if the line segment directions over the interval deviate less than
90° from the vector from the first point to the second. Ordinarily, this will be true
unless the two points project near to the same point on the curve, in which case their
relative sequence is arbitrary; or there is a large curvature change on the interval,
requiring more partitioning vertices.
Each cluster has a fitted sequence for a given curve model, which can be assumed
to be reasonable in the absence of any other information. Fit errors are given by
normal distances to the curve for each point, which is also the distance to the closestpoint on the curve. A suitable error norm is minimized to give the parameters of the
curve over which the axial sequence is computed. Other constraints are needed to
extract the valid partitions that have this type of axial description.
A process of axial strip clustering is used to extract curvilinear sets, that maintain
elongated shape constraints. This involves a combination of both shape and noise
factors, including: proximities between elements, gaps between aligned clusters, and
strip boundedness. The strip clusters are scanned along a curve extending from a
given image location p 0. Initially, all points are collected within the strip of width,
Ws , about the curve, c(t).

Connected components are then computed, using GG

relations, with the parameter Wc giving the maximum distance separating related
points. The strip points are then collected in both curve directions from p 0, in axial
sequence. The process terminates at the places where a cluster becomes unbounded, as
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shown for the linear strip of Figure 2.10(a), or at a perceptual gap between aligned
components, as shown in Figure 2.10(b). Unboundedness is determined by observing
connections through the strip boundary. Alignment gaps are given by a minimum
distance, Wg , between separated strip clusters. Experimentally, it is observed that the
allowable gap crossing between aligned clusters is usually greater than the proximities
between separate nonaligned clusters.

These parameters are therefore considered

separately in the fitting algorithm that follows.
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Figure 2.10. C urvilinear strip clustering.

AXIAL CURVE-FITTING ALGORITHM
Elongatedness is interpreted by fitting fixed-width strips oriented about parametric
curves to isolate connected linear shape clusters in the spatial pattern. In an image
analysis, it is usually assumed that all orientations object orientations are equally
likely, thus approximating curves of two independent variables are required.

The

general RANSAC strategy for parametric model-fitting is used to fit these curves,
using the previously described strip clustering process and a suitable method for
finding initial curves. The general algorithm is given below:

Given:

A curve, c=(x, y), that requires a minimum of n data points to
instantiate its free parameters; a location from which to scan
strips, p 0 = (x 0, y 0), and searching/fitting parameters (Ws , Wg ,
Wc, Rn, Ec and Mc ).

Repeat:

Steps 1-3 with all combinations of n points, selected from the
circular neighborhood of radius Rn about location p 0 . Compute
the initial curve c Q (i = 0) using the n points.

1.

Scan bounding strip point set, S i+j of width, Ws ; with minimum
GG interpoint gap of Wc ; and maximum curve alignment gaps of
Wg ; about curve c ; ; from location p 0.

2.

Use set S i+1 to compute a new curve c i+1. (If S j is not
elongated about c j; terminate clustering, as given by min.
elongatedness, £/)

3.

If the consensus set S i+1 increases, then repeat the process at 1,
with i=i+l; else, the current solution is given by results c ^ and
Sf.

Return:

The endpoints and curve parameters for the largest consensus set
found.

Initially, fitting parameters must be specified for the region shapes expected in the
segmentation. This includes the specification of the minimum size, Mc and
elongatedness, Ec , of fragment clusters to be considered. The strip width, Ws , must
account for maximum region width, and region curvature variation relative to the
model curve. The maximum interpoint gap, Wc is chosen less than the valid region
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separations. Gaps between points in the curve sequence must be less than Wg .
The search radius, Rs , must give a window large enough to find an initial curve
that is close enough to the full elongated cluster.

Complex curves will require

relatively large search radiuses, depending on the ability to extrapolate the parts of the
curve segment outside the window.

In the given algorithm, the curve can be

iteratively initialized using a minimal number of points taken from the window.
Alternatively, it can be initialized using all the points within the window.

This

alternative method is more useful for the higher-order curves.
In step 1, strip clusters are computed, as defined in the previous section, using the
following steps:

a.
b.
c.

All points within the strip of width W5 are collected.
Connected components are computed within the strip.
In both curve directions, the strip points are collected in sequence
up to a perceptual gap, or to where component clusters become
unbounded.

In step 2, the curve is fitted to minimize the consensus errors and achieve a new
scan axis. A minimax normal error fit is desired, i.e minimize L „ = max \d i\, where
dt is the normal distance to the curve for point i. This will maintain strip boundedness
to the consensus set between iterations of the fits. Solutions of this kind are difficult;
except for the line fitting case, where a geometric solution using the the maximum
polygon is given by Kurozomi (who credits Ichida, 1982) ; and for functional fits of
the form ( x , f ( x )), using linear programming (Pavlidis 1977). Iterative least-squares
solutions give good results and do not place any restriction on x-y axis orientations.
Smooth fits are achieved when the solution is greatly overdetermined and is a good
model of the data. The few points that fall out the strip between iterations are then
insignificant, and can be ignored in the next iteration. If too many points fall out of
the strip, the iterative adjustment of parameters halts, with the endpoints of the strip
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determined at the location(s) the cluster becomes unbounded. Step 3 selects the largest
consensus set that is computed for the given curve approximation.
The fitting of curve models is designed to make explicit the correspondence
between elongated objects and image data. The goal is to find the groupings that
represent an elongated structure and to locate this structure in the image using curvefitting.

The method fits an axis approximating curve that defines an elongated

structure. The type and order of the curve defines the smooth form of the resulting
delineation.

Iterative Least Squares Curve Fitting

It is evident that there is large selection of curves, applicable to the modeling of
unordered data using least-squares fitting methods. These include lines, circles, and
general polynomial curves. These common curves all fall under the set of linearly
parameterizable curves (Chen 1989) of the form:

F ( b , p ) = 2 b i f 1(p) + fp(p) = 0
i=0

where the b is the parameter vector, (b0, b t, . . . ,br_,); the / , , i=0,l,. . .,r are
arbitrary basis functions.
The curve-fitting errors are given by the residuals, £,-, defined by:

F(b, pj) = Ej

Each point, p j , lies on a level curve (running parallel with the model curve) that gives
a nonlinearly weighted distance to the model curve.

The weighted least-squares
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solution is given by solving for b such that:
A

A

E ( b , P ) = min(E (b ,P )

where,

£ ( b ,P ) = 2 > [ ^
i=l
P = { p i(i= l.„n } is the set of data points, and the w; are their respective weights.
From this we can obtain closed-form solutions from the normal equations of linear
regression(Numencal Recipes 1984):

X TXb = X Ty

where

~wofo(

Pi)---

-^ /r-l(P l)

X=

^nfo(Pn) • • •

~ w o f r ( P l)

y =

~*v n f

r(P n )

w/ i / r - l ( P n )
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The residuals are nonlinearly weighted distances, therefore an iterative weighted
least-squares solution (Gill et al. p. 98, 1981) is more accurate when the data is not
exactly on the curve. Let

denote the least-squares solution with weights w ^ f, i

= 1 . . . n. The initial weights are given by w,-^ = 1In. Each subsequent least-square
problem is solved using weights:
H,.(*)

where S =

pj), so that

= 1; and d( Pi ) is the distance of the point

to the curve as previously derived. It is not necessaiy to compute

to a high

accuracy at any one step, but the successive approximations will converge to an
accurate solution. The success of the scheme depends on whether the model actually
gives a close fit to the data.
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Line Fitting
A complete implementation is best described by the line fitting algorithm given
below:

Given:

Fitting at location p 0, with parameters (W^, WB, Wc, £ /, Mc and
**)•

Repeat:

Until all neighbors p n within neighborhood(of radius Rn ) about
p 0 have been evaluated.

Return:

1.

Calculate line L passing through p Q and p n.

2.

Repeat: Until the number of strip points in S does not
increase.
a.

Scan the linear strip cluster S along L; with a strip of
width Ws , maximum interpoint gap of Wc, and
maximum alignment gap of Wg.

b.

Redefine L as the principal axis of S. (If L deviates
from p 0 by more than Ws!2, or the strip length is less
that £ /, terminate the loop)

The parameters of the most elongated cluster bounding strip.

Each point that is in the circular neighborhood, of radius R„ , is considered as an
initial estimate of the direction of the region.

Steps a-b iteratively adjust the

orientation of the strip about L, so as to maximize bounded cluster elongatedness.
Each iteration determines the part of the feature set that remains within the strip and
maintains the connectivity and alignment distances about the curve, previously
described, with new scan directions given by the principal axis. Figure 2.11 illustrates
how the orientation changes after each iteration to collect more points into the strip.
Iterative adjustment terminates when consensus does not increase, or the strip deviates
from the fitting location p Q. Strips that are nonelongated or contain few points are
rejected. The best strip found from fitting in all the neighbor directions is selected.
The final result gives the best bounding strip fitted to the given point set at location
p 0 , in the local neighborhood of search.

n j ° JU3*Jsnrpl,
'

ej3” ' " ^ n S y
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The line fitting technique is used in the general analysis of elongated regions
developed in the next chapter.

Circle Fitting
The axial geometry of the circle in shown in Figure 2.12, In Appendix C, the
weighted normal equations are derived for standard form circles. This is a more
accurate calculation that the solution of Asadi and Brady (1981). The fitting is
initialized using all points in the search window. It then proceeds according to the
general algorithm.
Figure 2.13 shows the black and white image of a circle with occlusions and gaps.
Also shown is the low-resolution classified data, along with the circular neighborhood
used to initialize the model.

The iterative refinement of the solution is uses 4

iterations to achieve model convergence, as shown in Figure 2.14. The final fit shows
how gaps are filled and occluded parts of the object are extrapolated from the initially
local evidence.
Overlapping circles are shown in the image of Figure 2.15. The classification is
given in Figure 2.16. The most difficult extraction is of the middle circle which is
overlapped by all the other circles. Using only a small part of the circular arc to give
an initial approximation, the global structure is extracted, as in Figure 2.17. The
ability to do this requires accurate approximation techniques for inferring the circle
outside the sampling window. A wider strip width is used to allow larger deviations
from the curve, to accommodate the inaccuracies of the initial approximation. The fit
to the image circles after convergence is shown in Figure 2.18.

Figure 2.12. Axial geometry of a circle.

Figure 2.13. Noisy circle image, (left) The image, (right) The classification, showing the circular neighborhood used to
initialize the model

Figure 2.14. Fitting to the noisy circle image classification, (left) Iterations, (right) Fit to the image.
Ln

Figure 2.15. Overlapping(Olympic) circles image.

Figure 2.16. Low-resolution (4 pixel) classification o f the overlapping circles image.

Figure 2.17. Iterations to fit the middle circle.

Figure 2.18. Circular strip partitions o f the overlapping circles classification. Also shown is the point at which the fit for
each circle is initiated.

Figure 2.19.

Circles Fitted to the the overlapping circles im age classification.

CHAPTER 3
ANALYSIS OF ELONGATED REGIONS FR O M
SPECTRAL CLASSIFICATIONS
PROCESSING STEPS
The approach followed in this research uses the fitting of primitive curve models
to interpret the elongated structures within a region segmentation. Initially, the stripfitting algorithm of Chapter 2 is used to extract elongated partitions, i.e. feature
clusters that can be bounded by fixed-width curvilinear strips. Thus, representative
clusters are extracted having a maximum deviation from the a fitted curve (or line) and
a minimum length (or elongateness). The linear clustering extracts complex elongated
regions, which must be then decomposed into the simpler sets having primitive
curvilinear descriptions.
The processing hierarchy given in Figure 3.1 is designed to implement the above
for the recovery of object regions, using multispectral classification and line-fitting. It
is also applicable to the modeling of generic linearity of regions in all images of
elongated objects.

The low-level feature extraction uses the spectral or gray-scale

values as region class signatures. Scaling of local features is found to be important in
the rejection of noise and spurious detail from the spatial analysis that follows. Fitting
the lines also incorporates noise rejection along with shape constraints for noisetolerant parsing of linear components.
The full set of strips fitted over the initial segmentation derives linear clusters at a
given scale of width and elongatedness of feature region.

The elongated region

structure is computed from the segmentation using a circular operator to decompose
the linear clustering into the sets that can be represented by the primitive curve
elements.

The decompositions is accomplished by detecting features of shape
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Multispectral Image

Enhancement/
Scaling

Spectral
Classification

Linear
Strip Clustering

Shape Feature
Detection

Strip Fitting

Axial Strip Delineation

Figure 3.1. Multispectral analysis of elongated regions.

65
discontinuity, which give partition points between sets analytical by the primitive
linear model.
The programs were implemented using the Earth Resources Laboratory System
(ELAS). Tests of the approach were made on images of circuit board patterns, aircraft
images of a suburban road network, and a satellite image of a river. Elongated
regions are recovered given the image and region class statistics. Piecewise-linear
strip delineation is extracted with the associated shape features that form the relational
graph.

Scaling and Classification

Initially, the image is smoothed and the pixels scaled to: (1) reduce extraneous
detail and surface textures, (2) decrease the number of representative spectral classes,
and (3) reduce computational complexity.

Thus the focus must begin with the

prominent regions represented at a scale in which their axial natures are evident. Pizer
et. al. (1986) discusses the preferability a 2-d blurring of the region, rather than a 1-d
boundary smoothing, so as to isolate the significant components and properties of what
is called shape. The essence of this argument is that the the boundary information, by
itself, is too local. Also, it is difficult to reliably extract complete boundaries from
complex images. Thus, it is better to smooth the image directly, and then to extract the
homogeneous regions, while disregarding the local details.

A pyramidal reduction

obtained from neighborhood averaging is sufficient for the examples of this research.
Classification, based on the spectral signatures of each reduced-resolution pixel, gives
an initial region segmentation.
A supervised maximum-likelihood classification is computed from the class
statistics for each spectral band, as shown in Figure 3.2.

Assuming gaussian
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d( x ) £R C
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Image
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Figure 3.2. Multispectral classification using Mahalonobis distance.
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distribution, class conditional probabilities for each pixel, arc computed using a
similarity measure obtained from Mahalonobis distance (Tou and Gonzalez 1974):
d(x) = (x - u ) T C " 1 (x - u )
where d(x) is the statistical distance from the class prototype, u, of the pattern vector,
x, and C -1 is the inverse covariance matrix. A probability of x belonging to class i is
then given by normalizing the similarity measures as follows:
^(x) =

(1/di)

tl'dj

i=l

where P, (x) is the probability x belongs to class i, d,- is the Mahalonobis distance to
the class i prototype(class j prototype for dj), and c is the number of classes. This
gives the intrinsic data as a class conditional probability vector for each pixel. Pixels
are initially labeled to the class of highest probability. A threshold is provided to
reject a certain percentage of the least probable points of the class of interest, allowing
a range of segmentations.
This kind of minimum distance classification is based on obtaining spectral region
prototypes, either from supervised sampling of representative areas, or clustering into
homogeneous partitions. Results of an unsupervised low-level segmentation technique
using a fuzzy-c means clustering algorithm (Trivedi and Bezdek 1986) is shown to
give results comparable to supervised statistical sampling. In applications, supervised
sampling gives the experts knowledge as to the object label of the prototype.
Statistical clustering requires a criterion of homogeneity and external knowledge of
spectral signatures to identify the physical surfaces represented. The class labelings
that can be generated by either method give pixel features, from which elongated
objects can be interpreted.
Figure 3.3 shows a typical multispectral image of an aerial scene, containing both

(a) .50-.55um Channel (Green).

(b) ,65-.69um Channel (Red).

(c) 8.5-13.0um Channel (Thermal IR).
Figure 3.3. The three channels of the curved road example image.
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curved and straight roads. The road classification for the example image is shown in
Figure 3.4, over which the shape analysis is performed.

Linear Shape Analysis

Elongated objects are recovered using the strip-fitting to compute linear clusters.
A constrained segmentation is obtained containing only those class pixels consistent
with linear fitting constraints, that include: a maximum width, minimum length,
maximum alignment gaps, an minimum cluster size.
The example of Figure 3.5 shows an image of roads which run closely parallel.
Proximities within the classification, as given by the GG recognize only the dense
configurations of the region points. Figures 3.6 (a) and (b) show the proximity
relations for the classification at two different connection distance thresholds. Figure
3.6 (a), using a maximum connection distance of 2.5 pixels, recognizes the separation
between the closely parallel road regions; but does not relate across gaps due to
occlusion of the road. A greater connection distance of 3 pixels crosses the physical
separations between independent road regions, as shown in Figure 3.6 (b). Thus,
proximity clustering by itself does not represent regions in noisy segmentations.
Curve-fitting is used to relate aligned regions across the gaps in the segmentation.
The linear strips that are fitted to the curved road example classification gives
initial road hypotheses, as shown in Figure 3.7. The road region pixels are clustered
using 8-connectivity, as specified by Wc=1.5 pixels (15 ft.). A strip width of 2 pixels
(20 ft) pixels and a minimum length of 6 pixels (60 fL) pixels are used to extract just
the significant roads in the image, ignoring the short driveways. There are no major
gaps in the example classification, so that structural decomposition is the main goal.
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Figure 3.4. Low resolution (4 pixel) road classification of the curved road example image.
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Figure 3.5. Parallel roads example image (.50-.55 um channel).
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(b) W =2.5,

(c) 1FC=3.5

Figure 3.6. Gabriel graph connectivities for the road classification of the parallel roads image
at two connection distance thresholds.

Figure 3.7. Linear strip fitting to the curved road classification (overlaying the image).
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A complete analysis of elongated objects in images must detect the features of
shape which define structural partitions. The process is similar to curve partitioning
using significant changes in curvature as features of structural discontinuity (Asadi and
Brady 1986). The shape features are described symbolically as corners and joins,
signifying discontinuities of the tangent and the curvature respectively.

The

discontinuities are viewed over a series of scales to determine those of a "compelling"
significance. Smoothing trades off the an improved object-to-noise recognition versus
the localization of shape details in the image. Discontinuities observable over at low
resolutions give basic locations of shape partition.
Similar features are recognized within the networks of elongated regions, as
discontinuities of linear shape. Wojcik’s shape coding (1986) of linear objects or
boundary contours, that uses the Euler number of the regions within a local circular
operator, is used to make local measurements of the local region configuration. The
shape is computed from the strip-fitting by counting the number of separate linear
region clusters extending from the circular window. Figure 3.8 shows how the pattern
cluster at a given location is decomposed by the circular operator. The MST is used
since these are known to be linear or axial shaped clusters. Figure 3.9 shows the
shape labeling of the example classification using the circular operator at each
classified pixel location. The foremost shape features are called junctions and tips,
which describe the rough locations where delineations of the simply elongated,
nonintersecting, regions will begin and/or end. The exact location of a junction or tip
can be approximated from the lines fitted to its component clusters.
The complete linear region delineation requires the smooth fitting of simple
parametric curve-models to the simply elongated region partitions. The longest fitted
strips are selected that connect between the pairs of junctions and/or tips that form the
network.

The simply elongated partitions have arbitrary (perhaps complex) curve
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MST

MST

Shape

Operator

MST

Figure 3.8. Circular shape operator used to decompose linear MST clusters into linear
shape components
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@ TIP

■ LINEAR

NOISE

Figure 3.9. Shape labeling of the curved road classification, using the circular operator of
radius, Rs = 2.5 (25 ft.).
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descriptions, which can be further decomposed into components having primitive
parametric curve or even linear descriptions.
A corner is detected by the overlapping partitions of two linear strips fitted to a
curved section of the region. The fit is relaxed at this comer by repartitioning at the
intersection and refitting, as follows:

Given:

Two strip partitions, S j and S 2, given by the fitting of two
models, Af j, and M 2 to the sets.

Repeat:

Until the partitions becomes mutually exclusive.

1.

Compute the intersection of S i and S 2-

2.

Repartition the strip sets based on the geometric intersection
of the model curves.

3.

Refit to the new partitions, giving a new S ^ d S ^ , with
corresponding M xandM 2.

Return:

The new strip partitions.

The geometric intersection is given by the intersection of the centerline of the strips,
which gives the location where to repartition the strips. Refitting the curve model then
may require repartitioning again at the new curve intersection. This will converge to
two separate models that give a comer that partitions the elongated set into two
mutually exclusive curvilinear sets. For the example, this gives the piecewise-linear
strip delineation of Fig. 3.10, with a comer recomputed on the curved road, using only
one iteration of the process.
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Figure 3.10. Piecewise-linear strip delineation of the structural road partitions after shape
labeling. The partition is relaxed at a detected comer, in the center of the image.
(Wc=1.5(15 ft.), El=3(30 ft.), Rn=4).

CHAPTER 4
ELONGATED REGION DETECTION: EXPERIMENTAL EVALUATION
PRINTED CIRCUIT BOARD PATTERNS

The algorithms are applied to the circuit board image of Figure 4.1, as an example
of visual inspection. The fitting is to strictly linear regions in a noise-free region
segmentation. The image is processed to give a low-resolution binary classification,
shown in Figure 4.2. This gives 1 or 2 pixel wide linear features (circuit board traces)
to which linear strips are fitted. Strip widths of 2 pixels are used to fit to this
segmentation, which is assumed to be noise-free. Gaps, occlusions, and other noise
factors need not be considered in this analysis. The computed linear partitions are
given in Figure 4.3. Comers are detected at the locations where the strips intersect,
and the strip partitions overlap. The partitions are adjusted to give exclusive fits, using
the procedure described in the previous chapter. The final piecewise-linear delineation
is given in Figure 4.4.
The initial resolution of the classification does not give separate regions in the
detailed area in the center of the image. By focusing in on the detailed area at higher
resolution, as shown in Figure 4.5 (a), a more accurate fit can be achieved. Figures
4.5 (b) gives the initial linear strip fitting; and Figure 4.5 (c) gives the piecewise-linear
delineation after comer detection.
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Figure 4.1. Printed circuit board image.

Figure 4.2. Low resolution (4 pixel) printed circuit board pattern classification.
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Figure 4.3. Linear strip fitting to the low resolution circuit board regions(Ws=2).
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Figure 4.4. Fitted lines after structural partitioning of the circuit board region low resolution
region pixels.

(a)

(b)

(c)

(d)

Figure 4.5. Fit to the detailed area at higher resolution, (a) Image subsection, (b) classification (4-pixel neighborhoods),
(c) strip fitting (width o f 2 pixels), and (d) linear delineation.
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AERIAL IMAGE OF A SUBURBAN ROAD NETWORK
The algorithms are applied to a aerial image of a suburban road scene, to show an
application where both noise and object structures must be considered. The aircraft
image was taken at an altitude of 1000 ft. giving a ground resolution of 2.5 ft. Three
scanner channels (.55-.59 |im, .65-.69 pm, and 8.5-13.0 pm) were used, as shown in
Figure 4.6 (a)-(c). Resolution was reduced to 12.5 ft. pixels by averaging over 5 pixel
square neighborhoods, giving expected widths of about 2 or 3 pixels for the main
roads. Class statistics were obtained from a supervised training routine, with sampling
performed over areas surrounding the test data, to distinguish between the four spectral
classes of: road, vegetation, carport, and housing. The road classification is shown in
Figure 4.7.

We reject 25% of the lowest probability points to oversegment the

regions. Noise is present in the form of parking lots, which show up as regions wider
than the roads; occlusions, due to trees and cars over the road; carports, which show
up as small regions connected to the long roads and driveways; and spurious isolated
classifications.
Proper specification o f the fitting parameters are essential to achieving good
results. Inspection of the initial segmentation usually gives the values that will extract
the regions of interest.

Strip width must be set to account for road width, and

curvature. Mostly straight roads are evident in the example, so a width o f about 2
pixels gives the approximate road width, although there is some variance from this
over the image. The radius o f the shape operator, for decomposing the classification
into separate road segments, must be greater than the size of the largest shape feature,
while not being any larger than any of the relevant regions. This is usually set to the
road width plus a certain amount to account for sensitivity at junctions. The partitions
that represent valid regions must maintain a degree of elongatedness greater that the
spurious point clusters. The fitting of the strips is to the road network and long
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driveways, which have only a few curved sections. The strips must distinguish the
roadways from the various sources of segmentation errors and spectrally-similar,
although irrelevant, structures, such as parking lots.
The initial fitting, given in Figure 4.8, uses the highly constrained width of
Ws =\.15 (22 ft.) and clustering distance Wc of 2.5 (31 ft), so as to fit the exactly to
the road regions. This extracts many valid linear regions, but does not cross the gaps
between aligned fragments. This result is used to detect the junction and tip features.
The junctions with their associated number of component regions are shown in Figure
4.9. The tips are located at the ends of the longest strips which bound each linear
cluster. Using the wider strip width of Ws =2.0 connects across the gaps between
aligned fragments, but also finds the spurious clusters due to sidewalks and parking
lots, as shown in Figure 4.10.
To refine the fitting of the network we use those longest strips that connect
between junctions or tips. This gives the fit to the road regions as shown in Figure
4.11. The delineation is complete except for those roads that are not evident from the
classification due to oversegmentation or a different surface signature. Also short,
nonelongated road segments are ignored.
Errors are due to lack of resolution in the classification. The more complex region
configurations can be accurately fitted by increasing the resolution.

The image

subsections in Figure 4.12 is classified at a 4 pixel (10 ft.) resolution. Fitting to the
higher resolution road classification given in Figure 4.13 , and using only the 8connectivity (Wc = 1.45), gives the linear clusters and shape features of Figure 4.14,
The strip fitting of Figure 4.15 derived from this gives better recognition of the
separations between regions, than does the parameters used over the complete image.
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Figure 4.6. (b) .65-.69um channel of the suburban road network image.
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Figure 4.6. (c) 8.5-13.0um channel of the suburban road network image.
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^

Figure 4.7. Road classification (5 pixel resolution) of the suburban image
(25% bad point rejection).

( ^ r 7.
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Figure 4.9. Junctions locations (along with the number of observed roads) detected from the
linear partitions of Figure 4.8 (Ws=1.75 (22 ft,), and Rs=2.5 (31 ft.)).
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Figure 4.12. Detailed area of suburban road image(.55-.59 um channel).
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Figure 4.13. Higer resolution (4 pixel) road classification of the subimage of
the suburban road network image.
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Figure 4.14. Detected linear clusters using strip width, Ws=2.G(25 f t) and shape labeling using
operator radius, Rs=2,5(31 ft.).
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LANDSAT RIVER IMAGE
This image gives an example of "natural" elongatedness; where the region width
varies, as well as the curvature, over the length of the object. Figure 4.16 shows the
three channels of a LANDSAT image of the Mississippi river South of Baton Rouge.
Samples are selected from the 4 spectral classes of water, agriculture, forest, and
manmade. The low-resolution water classification is give in 4.16 (left), with 15% bad
point rejection.

10x10 neighborhood averaging reduces image resolution from

340x340 to 34x34. Linear strips of width 2.5 are fitted to the classification as given in
Figure 4.16 (middle).

The comers are detected at the intersections giving the

delineation of Figure 4.12 (right).

The delineation follows the region trying to

accommodate changes in both curvature and width.

99

Figure 4.16. Three channels of the Mississippi river image south of Baton Rouge. (left) .5-.55 um, (middle) .6-.7um, and
(right) 11.6-12.0 um.
o

O

Figure 4.17. Elongated region analysis of the Mississippi river image, (left) Spectral classification, (middle) Line fitting and
(right) Refitted lines.
o

CHAPTER 5
SUMMARY AND DISCUSSION
DISCUSSION OF RESULTS
The goal of recovery of elongated regions is achieved using a shape analysis that
employs curve-fitting to extract structural configurations of classified image pixels.
The parameters of elongated shape are specified from external knowledge of the
linearity and width of the regions of relevance. Noise in the initial segmentation is
corrected using knowledge of valid alignments of proximity clusters, as related by the
curve-model. Scaling of the pixel features removes noise, while constrained fitting
allow the technique to ignore irrelevant structural detail. The advantages of using
more general proximity relations to distinguish the elongated regions from those of
broader shape is bome out in the experimental results. Direct measurement of region
properties allows direct interpretation of relevant object shapes.
Complex elongated structures are extracted from a region classification using
parameters to control the strip fitting over the entire image. The simply elongated
parts that form the complex network are then parsed from the overall linear set using
the circular operator to decompose the fitted strip clusters. The accuracy of the strip
fitting is the most critical part of this process, since it removes the noise and
irrelevancies.

A focusing mechanism, recognized by other researchers (Nagao and

Matsuyama 1983) (Hwang et al. 1987)(McKeown 1987), is sometimes needed, in
which a a more detailed analysis is made of a smaller image area. Higher resolution
computations would improve the analysis over the whole image, but is not easily
performed with the sequential implementation of the algorithms.
The examples of cultural objects, the roads and circuit board patterns, are both
recovered and represented directly by the fixed-width strips. The example of natural
102
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elongatedness shows how the linearity is recognized and recovered from the image, but
the delineation is not complete. Linearity is detected, which is the global region
property, but not the width variations, which are a product of local boundary variations
about the symetric axis. An additional boundary contour analysis would seem to be
needed for a complete region description. More complex curves would be required for
the delineation of arbitrary contours. However, the direct measurement of linear
regions would be performed first in the overall strategy for elongated shape extraction.

DIRECTIONS OF FUTURE RESEARCH
Regularized Curve and Surface Fitting
The extension of the method to more general curves and surfaces would be useful
for the representation of both 2-d and 3-d objects in a more general of imaged scenes.
Functionals that are restricted to spaces of smooth curves or surfaces would provide
this type of representation. (Poggio et al. 1988, Terzopoulis 1986). Splines solutions
with controlled continuity constraints are given by Terzopoulis (1986) for fitting
directly to image data. Discontinuities within the data can be inferred by solving the
problem with stabilizing functionals. The inverse visual problem is very complex,
requiring many parameters and types of stabilizing constraints to achieve a reasonable
solution. Lee and Pavlidis (1987) show this solution for a 1-d curves. Computational
methods using multigrid relaxation are developed in Terzopoulis (1986).
The curve-fitting method, described in this research, performs a version of this
over discrete planar

features, where thesmoothing

and scaling perform the initial

regularization of the

data. Discontinuityis inferred

by fitting the smoothfunctional

directly to shape points. For least squares curve fitting, the solution of Diercxz(1984)
or Reinsch(1969) can be used. Parametric B-spline polynomials are computed using
weighted least-squares minimization incorporating a smoothness constraint.

The

Additional parameters of knots at comers can also be computed; giving the regularized
curves of Kass et al.(1987) fitted to classified features, with the only requirement being
the selection of a smoothing factor.

Smoothing spline solutions are

generally

applicable to features representing imaged surfaces and region contours, and not the
variable width data clusters that depict elongated object regions.

104

105
Fitting Boundary Shape-Hulls
Figure 5.1 shows the definition of Edelsbrunner et al. a-shape hulls(for a negative
a ) for a perceptual point pattern.

By choosing a proper radius of the exclusion

neighborhood, external point relations are established which would give a polygonal
boundary approximating planar shape.
Similarly the method described in this research using GG relations can be used to
fit to a boundary-hull. Figure 5.2 shows this; using exclusion neighborhoods defined
by GG relations to compute hull points; and strip clustering to select and sort these
points from the pattern. The curve is fitted directly to the GG-hull of the cluster
depicting the object shape. The GG-hull contains more convexities than that of the ashape hull of the same threshold radius. The fitted curve smooths the polygonal
boundary.

Voronoi Neighbors

Generalized Disk
1/a

a) Extremal Points of the Delauney Triangulation.

,

-I/CX2

b) Shape-Hull at Two Different at Radii.

Figure 5.1. Relating a-Shape Hull Points.
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<a )

(b)

Sequence

Initial

of

GG-hul l

Figure 5.2. Fitting to the GG-hull.

L ine.

points.

CONCLUSIONS
In this work, a general shape analysis approach is described that is applicable to
model and recognize elongated objects, such as road and river networks in aerial
images. Geometric model-fitting is used to interpret a low-level region segmentation
by recognizing the segmentation errors as well as the spatial structure within the data.
It is important that the low-level patterns give good evidence of the region shapes.
Multispectral methods have been shown to give less noisy results in which shapes are
easily observable. Fitting of curve models is shown to interpret the axial properties of
shape Scale-based reasoning and RANSAC curve-fitting combined with internal data
geometry recovers organizations of image data for what is perceived to be an
elongated object.
The general algorithm for noise-free curve fitting is developed for the recognition
of the curvilinear form of an elongated objects. The model has the ability to predict,
compensate, and correct inaccuracies in the initial segmentation. The forms chosen for
the axial delineation are restricted to easily defined primitive curves that match the
smoothness and complexity over known objects in the image. For the road examples,
and presumably for other cultural features, this is easily defined. More complex
examples, such as the cases where width variation is important, would require higherresolution boundary descriptions. The overall linearity would still be recognizable at
low-resolution using the fitted bounding strips. It is hoped that the approach can be
extended to incorporate both notions of external and internal shape of planar region
sets. RANSAC curve-fitting could possibly be applied to aspects of general region
shape, such as boundary shape-hulls (Edelsbrunner et al., 1984) or the elongated axes
computed from fragmentary region extractions (McKeown

1987, Nagao and

Matsuyama 1980).
Determination of the recognition constraints of resolution, noise, width, and size
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must come from external knowledge of the objects, the scene domain, and the
evidences available from low-level image processing. Such knowledge can be and has
been compiled into the rules used by high-level image understanding systems,
especially in aerial image and visual inspection applications. The proposed method for
the recovery of elongated regions would thus make a useful intermediate-level module
in such a system.
Approaches that do not consider object scale are affected by the spurious and
irrelevant features that are evident in high-resolution imagery. The scaled region
classification approach would appear to offer a representational hierarchy that is not
available to the strict boundary analysis. In addition, a variety of primitive curve
models can be used to describe image data. A choice of model should be best in terms
of both overall error and representational complexity.

A smoother(lower order) or

regularized model, that is valid over the same partition of data as a more complex
curve, gives a more meaningful description. Shape features of discontinuity give the
means of recognizing the complexity of a description using the given set of primitive
models. The structural decomposition described for recognizing semantically significant
features of shape would seem to be a necessary part of any complete and successful
analysis.
New architectures are desired that give a parallel realization of the visual
reconstructions to be obtained from the image data. Numerical relaxation methods,
using local iterative processing, have been developed for approximating visual surfaces
and contours in imagery (Terzopoulis 1986, Poggio 1988).

Many computational

geometric problems have been found to have highly parallel solutions using meshconnected and pyramid architectures. (Miller and Stout 1984 and 1985, Manohar et al.
1989) Practical computer vision must evolve algorithms suitable to these more
powerful machines.
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Visual perception is a very practical attribute to give a machine that analyzes
spatial data. Computer vision is advancing rapidly with the invention of powerful
algorithms and the general control structures to guide them from expert knowledge.
Deeper philosophical questions will be answered if human visual understanding can be
fully presented as a similar computational process. It remains for the future to show
how such a process of vision evolved, or perhaps, how it could be created.
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APPENDIX A:
MODEL-BASED AERIAL IM AGE UNDERSTANDING SYSTEMS
Remotely-sensed aerial imagery offers the rich variety of views of the earth’s
surface.

These are obtained from a known process, using imaging systems that

include: film and ccd cameras, multispectral scanners, and the many types of radar.
Scene classes may be urban, suburban, rural, forests, etc.; containing known types
objects. These are viewed in the image as homogeneous or uniformly textured regions
with special shape properties. Some important region types that have been studied
are[33-35]:
1.
2.
3.

Local or unique object- a small object contrasted with a uniform background.
Elongated or linear- a region shaped to follow an extended axis or path.
Large textured regions — large, broadly defined areas.

These are shown on maps as labeled points, lines, or areas, respectively. This paper is
concerned with elongated regions, describing such things as roads, bridges, rivers, etc;
and which can be idealized as having axial shapes. Such shapes have an overall
linearity, although local variations of width are evident.
Geometric models of shape provide the perceptual link between observations of
unrelated low-level features and instances of hypothesized objects. These models are
designed, not for a particular object, but for a general structure that can be formulated
from organizations of image data. This has been the demonstrated goal of the recent
approaches toward aerial image interpretation (McKeown, 1987) (Hwang, 1987)(Nagao
and Matsuyama, 1983)(Hanson and Riseman) (Brooks, 1980).
ACRONYM(Brooks,

1980)

is

designed

to

describe

edge

boundaries

in

monochromatic photographs as instances of elongated and compact shapes. Originally,
the 2-d image regions were related to the 3-d object models of generalized cones and
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ellipses

specified

for unique objects(aircraft)- to

give viewpoint independent

recognition. Later, Brady and Asadi[5] developed the 2-d axial shape description of
smooth local symmetries (SLS), which allowed the recoveiy of more generic structural
objects.

Implementations of SLS uses scale-space smoothing and curve-fitting to

extract only the significant boundary attributes that uniquely define a region axis. This
gives better representations, but does not address the basic weakness in the recognition
of the primitive shapes from noisy edge elements.
McKeown et. al. (1987) designed SPAM to recognize cultural objects in airport
scenes; such as the roads, runways, and buildings. Map-guided region growing is used
to obtain initial region fragments. These are then connected using geometric and
domain-specific knowledge.

SPAM seems to assume that object regions are

oversegmented into fragments. In particular, elongated region fragments are connected
simply into road or runways based on their spatial alignments. Rules and parameters
are specified for recovery of generic fragments and to define the allowable alignments.
Overlaps may occur due to multiple interpretations of the same fragments, which must
be resolved in later evaluations. Successful object delineation is dependent on the
rules defining low-level regions and the geometric connection of the fragmented
features.
SIGMA (Hwang et al., 1987), shown in Figure A .l, is a knowledge-base system
that provides a general framework for the construction of generic hypotheses that
validate high-level

queries. The

basic

interpretation

process

using

low-level

observations and high-level hypothesis generation is shown in Figure A.2. Specific
techniques and types of features are defined for each object class. Partial hypotheses
and decompositions of complex hypotheses are grouped to make interpretations of
complete structures. These hypotheses are generally stated in the form of a simple
shape constraints upon the results of an available low-level method. This has been
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demonstrated in finding the roads and houses in suburban scenes. This structural
understanding can be made very general, however, this emphasizes the need for good
low-level evidence and structural parsing rules.
The more recent methods use a resegmentation techniques (Fua and Hanson, 1987) to
extract generic object structures from the image. The process has a similar description
to hypotheses integration but is defined for object geometry, as shown in Figure A. 3.
Low-level structures are clustered into intermediate-level representations base on object
geometries. Localization of the extracted cluster is accomplished width analytic model
fitting.
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Query
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Low-Level
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High-Level
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Object
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Figure A.I. SIGMA image understanding system architecture (source: Hwang et al. 1986).
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H ypotheses

C lusters o f R elated H ypotheses

I
C om posite H ypotheses

I
H ypotheses V erification
Figure A.2. Hypotheses integration(from Hwang et. al., 1986).

P rim itive Structures

I

G eom etrically R elated C lusters
1

Resegm ent Using M odel C onstraints

Figure A.3. Inteipretation-guided resegmentation( from Tenenbaum and Barrow, 1981;
Fua and Hanson, 1987).

APPENDIX B:
SHAPE LABELING OF REGIONS
Wojcik(1984) gives a method for for shape labeling a region using euler numbers,
and characterizations of linearity or elongatedness of the component regions. Some of
these are shown if Figure B .l

r= l
b=l

r=l
b=l

Tip

Boundary
r=2
b=2

r=3
b=3

Junction
Line

(r) - regions crossing operator periphery

(b) - background regions

Figure B .l. Semantic shape labels obtained from a circular operator.
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APPENDIX C:
ITERATIVE W EIGHTED LEAST-SQUARES CIRCLE FITTING

This does not directly use a linear parametrized form, as given
in Chapter 2. This is a improved solution for fitting standard form circles
as described in Brady and Asadi (1984), that is more accurate where the points don’t
fall exactly on the curve. The standard equation of a circle is used, with the radius, r,
and the center point (x0y 0) as the parameters, as follows:

0 = (x - x 0 )2 + (y - y 2} - r 2

Forming the weighted sum of square residuals gives:

E(x0, y 0 , r) = X K - (*; + xQ)2+(yf + y Qf - r 2)2
i=i

n

where l= X wi* Minimizing E with respect to its parameters gives:

r \ x 0 , yQ) = X K ( * i + *0)2+(y; + y0 )2)
i=l

Replacing r 2 in the equation for E, taking the partial derivatives for the minimization,
and after algebraic manipulation; leaves the solution of the set of linear equations:
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where:
n

n

= £ WiXit

y = ' £ w iyi ,

j j V i X 2h

y 2 = j j v iy 2i,

The least-squares problem is solve iteratively with the weight given by the
correction factor that gives the actual square distance to the curve, given by:

w(k)i = ( d 0 (pi) + T)2

where d0 (p j ) is the distance of point pt to the center of the circle, (xQ, y 0); and
= —, i = 1 . . . n. The solution usually converges in 2 or three steps.
n
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