Abstract: A unified framework for the integration of the artificial potential field (APF) theory and the navigation for the search of sensory target sources is presented. This global framework is based on modelling both APF navigation and sensory search as a functional optimization problem, making possible to apply a simple gradient operator that allows a unified navigation. The novel idea of generating steering angles tangent to the potential field curves instead of the conventional use of normal forces is also introduced. Finally, an optimal holonomic kynematics has been implemented in a prototype vehicle. Experimental testing with light and temperature sources and with sonar sensors for obstacle avoidance has shown the efficiency and practical interest of this unified framework.
INTRODUCTION
In the last decade a new paradigm for the design and development of mobile robots -indistinctly known as autonomous vehicleshas emerged with considerable strength and some remarkable successcases like Mars'Sojourner. This novel paradigm, usually called reactive approach, differs from the traditional so-called deliberative approach in the absence of formal "reasoning" abilities in such a way that the design and implementation of an autonomous robot is based on the direct coupling between Perception and Action. Using a widely accepted terminology, the novel approach can be entitled as the PA paradigm and the traditional one as the PPA paradigm, with the second P meaning Planning -some authors prefer to use the term reasoning-. A distinctive feature of the PA approach is its pragmatism, in the sense that under this approach the design and implementation of robots is based on the search of functional principles, as simple and general as possible. A good instance of such endeavour is the migration to the reactive paradigm of the artificial potential field theory (APF) (Latombe, 1991; De Lope, and Maravall, 2001; Maravall, et al., 2000) . Within this effort of obtaining simple computational procedures, we present in this paper a unified framework for the integration of APF-based navigation algorithms with sensory-guided navigation, by modelling both of them as a functional optimization problem and by using a gradient operator.
FORMALIZATION OF AUTONOMOUS NAVIGATION AS A FUNCTIONAL OPTIMIZATION PROBLEM
Obviously, we do not claim that the sensory gradient operator is a novel concept in the field of autonomous navigation of physical agents. To begin with, it is well known that the physiological structure of most living beings is based on a spatially symmetrical distribution of the sensory organs. It seems clear that such sensory architecture is aimed at performing gradient-based operations at several physiological levels (Gonzalo, and Gonzalo, 1996) . At the same time, although there exist an abundant technical literature, both biologically inspired (Franz, and Mallot, 2000) and technological oriented (Goldberg, et al., 1995) , we believe that a theoretical unifying framework is needed to systematically design and implement autonomous navigation systems. It is our claim that in this paper we present a unified formalization of the APF paradigm for obstacle avoidance and the sensory-guided navigation by means of a sensory gradient operator. More specifically, we are going to formalize the APF as a functional optimisation problem. Simultaneously, we are going to develop a mathematical model of the navigation of an autonomous vehicle or robot aimed at searching sensory sources as a functional optimization problem too. As a result, we obtain a unified solution of both problems -i.e. obstacle avoidance based on the APF and sensory sources search-by means of a gradient operator. In the sequel we present the basics of both contributions, starting with the search problem.
The Search of Sensory Sources and Functional
Optimization.
Consider the situation depicted in Fig. 1 , where there are a sensory source S and a robot R. The objective for robot R is to reach the goal S as efficiently as possible -minimum energy and minimum time-in the hypothesis of being an attractive goal, while the opposite situation should be a repulsive goal in which case the robot had to evade it. In Fig. 1 there also appear two solid obstacles that the robot must obviously avoid in its search towards the goal -or in its scape from it-. The curves appearing in the figure represent hypothetical isosensory curves. The sensory source can be mathematically defined by a function F (x,y,z,t) that determines the spacetime distribution of the sensory information induced by the source S. A particular ecological environment introduces, apart from its specific influence on the sensory function throughout its particular topography, additional space-time effects that can perturbate the sensory function as a noise function N (x,y,z,t) , that can be, in general, multiplicative or additive:
An additional interesting case is the potential mobility of the sensory sources that makes the autonomous navigation a much more complex task. Without loss of generality and in order to simplify the formal development of our model, we shall consider the simple case of a static source without any environmental disturbance and independent of time and coordinate z: i.e. the sensory function is given by I(x,y). Remembering figure 1, our objective is that robot R efficiently reaches the sensory source S by simply using sensors able to measure the function I(x,y). In general, I(x,y) is a priori unknown by the robot that only needs to measure it at any given point. Under this layout, the sensory navigation aimed at searching and finding a sensory sourcethink about an autonomous vehicle that have to detect gas leakages, burning spots or the like-can be modelled as a functional optimization problem. In this particular case, the objective is to obtain the optimum trajectory, or at least an efficient one, in the plane XOY that allows the robot to reach the goal S. Therefore, we can obtain the robot's dynamical equations as follows:
and for the escape manoeuvre:
It is convenient to discretize these partial-differential equations, as the robot's control and the sensory measurements are based on digital processors. Then, we can re-write equations (2) or (3) as:
in which we have introduced an additional parameter to control the optimization trajectory, ¢ k , that plays an important role in simultaneously controlling speed and fiability of the maximum or minimum search. Notice that equations (4) provide the new position of the robot (x k+1 , y k+1 ) which is currently placed at point (x k , y k ). As
, a more compact expression is the following:
where
is the gradient vector of the sensory function with respect to the vector position of the robot, r ¦ . A remarkable and positive characteristic of expressions (4) and (5) is that with the gradient-based optimum search the a priori knowledge of the sensory function is unnecessary. As a consequence, with the gradient operator we provide the robot with a very effective device that allows it to navigate without explicitly knowing the gobal sensory information. Paraphrasing Elias Cannetti: "nobody knows what is good, but everybody knows what is better or worse". In summary, our robot does not need to know the precise form of the sensory objective function and it only has to reason about whether its actions -movements-are improving the sensory source search. Expression (5) can be rewritten in a more convenient way as a robot's orientation control signal:
In summary, expression (6) gives the control action, interpreted as a wheel orientation, to be applied to the robot at each discrete instant and exclusively derived from the sensory search navigation. Let us now proceed with a similar idea for the obstacle avoidance navigation.
Formalization of the Artificial Potential Field Theory for Obstacle Avoidance as a Funcional Optimization Problem.
There is no need to insist about the interest of the APF paradigm in autonomous navigation of mobile robots, as well as in the adaptive trajectory generation and execution of mechanical manipulators (Latombe, 1991) . In the sequel we are going to formalize this well-known method as an optimization problem. Roughly speaking, APF's basic idea is to create imaginary potential curves U(x, y, z) around the objects that are present in the robot's environment. Inspired in physics, the forces acting on the robot are generated as
If the obstacles produce positive potential functions inversely proportional to distance and the goals produce negative potential functions, then the resultant forces tend to drive the robot towards the goal without colliding with any obstacle. In despite of its conceptual elegance and practical appeal, there exist many problems that plague this method: difficulties in generating the potential field curvesin particular in unknown or in dynamical environments-, appropriate tuning of the control forces, chaotic trajectories, local minima trapping, etc. We believe that one of the main reasons for the malfunction of the APF in many situations lies in the fact that by its very definition the negative forces produced by the obstacles are normal to the potential field curves and although these forces are compensated by the attractive force due to the goal, they tend to generate far from optimal trajectories. Instead, we propose to use forces tangent to the potential curves that tend to generate near-optimal trajectories.
Apart from avoiding the local minima produced by equal opposite normal forces -a situation extremely frequent in indoor environments-, the main advantage of tangent forces is that they follow the obstacle contours; i.e. the optimal trajectories for navigating through obstacles is to go around them, rather than just to escape from them. The only problem with the navigation based on tangent forces is that for obstacles with a closed contour they tend to trap the robot, in which case an evasion manoeuvre must be performed. We shall introduce later on a general solution for this trapping problem.
Another important drawback of the APF method resides in the fact that the generated forces are directly applied to the robot's control system, giving way to considerable trouble in the appropiate tuning of the involved control actions, like the speed and acceleration magnitudes (Adams, 1999) . To eliminate this problem, apart from introducing the optimisation approach, we propose to control the robot only in direction, with a constant speed or at a speed profile that is not directly computed from the potential field curves.
This novel interpretation of the APF theory means that the robot's dynamics is not longer based on the usual expressions:
obtained from the application of the Lagrange equation to the mobile robot. Instead, the robot's dynamics, as far as obstacle avoidance is concerned, is expressed now as follows:
which can be integrated directly into the same framework of functional optimisation previously introduced for the sensory search navigation. Note that no external forces are now present.
In order to formalize the APF method -with the proposed two variations: (a) using the tangential component instead of the normal one and (b) employing direction control rather than forces-as an optimization problem, we first define a potential field function as follows:
where by
is meant that this function is inversely proportional to the distance between the robot, placed at point (x, y), and the obstacle. If there are, let's say, N obstacles then the global potential function is:
Unlike conventional APF-based algorithms that compute the forces acting upon the robot, we are going to obtain from the potential curves the robot's next position that eventually will make possible to drive the robot only by its direction. Taking into account that the objective now is to minimize the function U(x,y), the robot's future position is immediately obtained from the discretization of expression (8): Notice the total equivalence between expressions (4) and (11), the only remarkable distinction being that unlike the sensory-based navigation case, expression (4), now we do not have a straightforward and easily available function to be minimized. In other words, for the APF module we still have the delicate problem of selecting a proper distance function, that plays the role of a "virtual" sensory information. In this respect we have introduced in another place (De Lope, and Maravall, 2002 ) a method for obtaining such distance function that is briefly described later on in this paper.
By composing the movements generated by the sensory information function, I(x,y), and the potential function, U(x,y), the final robot's control coordinates are given by the compact expression:
that de facto unifies the navigation strategy of the robot by simultaneously using the potential field information and the sensory function information. However, instead of the normal direction computed from the gradient of the artificial potential field, we shall use the tangent direction, which is directly derived from the normal one. In effect, the dynamics of the robot when following the tangent orientation instead of the normal one results to be the double, antisymmetrical signs of the partial derivatives give the two possible tangent orientations. Once established the global navigation strategy, the next step is to obtain the robot's physical trajectory, which depends on its particular kinematics.
DESIGN OF A ROBOT WITH AN OPTIMAL KINEMATICS
Let us suppose the usual case of a robot controlled by the steering angle, that can be modeled with a conventional feedback loop like in Fig. 2 . Fig. 2 . Feedback loop of a mobile robot controlled by the steering angle.
In this case d (t) is the desired robot's direction that is compared to its current orientation,
, and as a result of the difference error a control law generates the steering angle ) (t φ that eventually drives
! towards d (t).
An optimal kinematics for an autonomous robot should allow it to almost instantaneously turn around its vertical axis -centered at coordinates (x,y)-in such a way that its dynamical equations should be:
For such kind of kynematics, trajectory generation and execution is extremely simple, as the desired control variable, ) (t φ ,coincides with the robot's steering angle, (t); or to be more correct, as the steering angle can be made almost instantaneously equal to the desired orientation. As the next step is to compute in real-time the desired orientation, by looking at the dynamical equation of the optimal robot -expression (15)-and by considering the basic equations of a purely "optimum seeking" robotexpression (2)-we can finally write:
where superindex s indicates that these angles are generated by the search module. For the angles produced by the AFP module for obstacle avoidance we will use superindex o. Obviously, for a computercontrolled autonomous vehicle this continuous trajectory has to be discretized, so that the desired orientation should be:
y k = y k-1 -y k are given by expression (4).
So far we have only dealt with the sensory source searching navigation. For the obstacle's avoidance navigation, based on the APF paradigm, the basic idea is exactly the same, as the orientation for the robot should be derived from the normal direction given by:
The ambiguity due to the two tangent components is removed by choosing the one closer to the current robot orientation (De Lope, and Maravall, 2002) we have theoretically justified an algorithmic approach to the computation of suitable potential functions by using a radial structure of sonar sensors. We are going to just give a brief literary description of this procedure for computing the steering angle based on the APF method, with the help of Fig. 4 . In Fig. 4 we can observe a wheeled robot with the optimal kinematics given by expression ( k+1 the next one, as computed by our algorithmic procedure and which coincides with the normal orientation to the imaginary radius defined by the sensor with the minimum distance reading. It can be demonstrated (De Lope, and Maravall, 2002 ) that this algorithm tends to align the vehicle's steering angle with the tangents to the potential field curves, which is the optimal trajectory in obstacle avoidance navigation. The number of sensors and the distance between the mobile robot and the obstacles are the key elements in the precision achieved in the alignment of the steering angle with the optimal trajectory.
As previously stated, the final steering angle to be applied to the vehicle is the combination of both angles: i.e. the one provided by the sensory source search module, expression (17), and the angle obtained from the obstacle avoidance module, expression (18).
COMBINATION OF NAVIGATION ACTIONS
The combination of both angles is a crucial and delicate design issue, as it determines the relative importance of each control action. Let us suppose that we establish the following linear combination for both navigation actions:
Thus, values of @ 1 close to unity means that the robot is almost unconcerned about avoiding obstacles, whereas the opposite case of @ 2 approaching unity implies that the robot's main goal is to avoid obstacles without searching sensory sources. For complex environments, the appropriate balance between both navigation goals in order to achieve an efficient global navigation can be hard to obtain. Unknown and unpredictable environments make things worse.
Probably, the most serious problem is the above mentioned situation in which the robot is trapped by an obstacle. An ad hoc solution consists of applying the normal direction to the robot in order to escape from the obstacle orbit, whenever a complete 360º manoeuvre has been detected. Although effective, such specific solution is not advisable and a more general and efficient navigation strategy should be attempted. Thus, we have tried a heuristic solution that provides excellent results. It is based on the idea of building a "security zone" around the obstacle by applying a distance threshold beyond which the robot enters a state in which the obstacle avoidance navigation is of maximum priority. This state is activated whenever the minimum distance value provided by the sensors readings is below the threshold. After testing different switching rules and parameters, we have found that the sigmoid function is very efficient when suitably tuned. Fig. 5 displays the two-state automaton controlling the combination of the orientation angles. State S 1 stands for the obstacle avoidance priority state and S 2 the sensory search priority state. In Fig. 6 are displayed several simulated navigation examples, in which we have used a kinematic model for the simulated robot based on our holonomic prototype shown in Fig. 7 . The simulated distance sensory system onboard the robot is a ring of 16 ideal ultrasonic sensors with a range of 5 to 110 inches. The sensory source search has been simulated by a simple point source. After thorough testing the optimum values for the tuning of the two-state automaton have been 
CONCLUSIONS
A wheeled mobile robot with the optimal holonomic kinematics conceptually described in Fig. 5 and based on the dynamical equations (15) has been built and extensive navigation testing has been carried out with this prototype, using temperature and light sensory sources for the searching module and the APF module for obstacle avoidance. Fig. 7 shows one view of the prototype. The integration of the sensory sources search navigation and the APF-based navigation for obstacle avoidance, by means of the unifying framework based on functional optimization described in this paper, and the corresponding successful experimentation has shown that the sensory gradient concept -applied both over a physical sensory information and over a virtual or abstract information given by the potential functions-along with the idea of the navigation based on steering angles have shown to be very efficient and practical tools for the autonomous navigation of mobile robots. 
