In this paper we treat noncoercive operators on simply connected homogeneous manifolds of negative curvature. J. Wolf W] and E. Heintze Hei] proved that such a manifold is isometric with a solvable Lie group S = N A , being a semi-direct product of a nilpotent Lie group N and A = R + and, moreover, for a H 2 A the Lie algebra of A the eigenvalues of Ad H j N are all greater than 0. Conversely, every such group equipped with a suitable left-invariant metric becomes a homogeneous Riemannian manifold with negative curvature. 
Also plays an essential role in description of the Martin boundary for L (and L ; ) both in the coercive and the noncoercive case.
However, while the rst case can be deduced from Ancona's theory D2], the latter requires new methods. This is the main topic of our study here.
We make use of a probabilistic method introduced in DH1] and continued in DHZ] . The essence of it is a decomposition of the di usion on S generated by a ;2 L into the \vertical component" generated by (@ a ) 2 ; ( = a ) @ a (Bessel process) and the \horizontal component" for which the transition probabilities conditioned on a trajectory a t of the \vertical component" satisfy some evolution equation (Chapter 3). The idea of this decomposition is very intuitive and goes back to M], MM], cf. also K], S], Tay]. The available proofs of the properties of this decomposition are either very sketchy or quite involved. We give here a direct proof of it adapted to the situation of our interest.
The main aim of the present paper is to describe the Martin boundary for L , for all 2 R. In addition, we nd lower and upper pointwise bounds for . turns out to be the main building block for all minimal positive L .
In the simplest two dimensional case, i.e. when S = \ax + b" the description of the Martin boundary is due to Molchanov, Mo]. Indeed, his technique is based on properties of the Bessel process, as is ours, only in the two-dimensional case the operator in the horizontal direction can be made independent o f t h e v ertical direction which makes the decomposition mentioned above super uous, and all the arguments are much simpler.
1. Preliminaries. P y (xa) = a ;Q m ( a ;1 (y ;1 x)) : If > 0, the family fP y g y2N and the function a are all the minimal positive L -harmonic functions ( A] , cf also D2]). The proofs (as well as the proof of (1.5)) are based on the Ancona's potential theory on manifolds with negative curvature. Since L ; f = a ; L(a f), the minimal positive L ; -harmonic functions are 1 and a ; P y (xa).
The case = 0 is essentially di erent, because Ancona's theory does not apply. To examine the Martin kernel we have to estimate the Green function G 0 for L 0 in another way. The nal description of positive minimal L 0 -harmonic functions, however, is very similar to the case 6 = 0 .
Let t be the semigroup of probability measures with the in nitesimal generator L 0 and let = 1 . The Markov chain on N with the transition probability P(x B) = x (B) x 2 N B N Clearly, p t (x a y b) = p t (y b x a) and (1.14)
G (x a y b) = G (y b x a) :
Although the case = 0 is the most interesting for us, we keep the assumption 0 to stress that our method works for all those cases. In particular, we obtain new proofs of (1.5) and (1.7). (Again conjugating the operator by a .) Let ( X f(x) exists for j j < k + 1 g :
For k < 1 the space C k 1 is a Banach space with the norm
For a continuous function : 0 +1) ;! 0 +1) = A let fU (s t) 0 < s < t g bethe (unique) family of boundedoperators on C 1 = C 0 1
U (s t) is a convolution operator U (s t)f = f p (t s), where p (t s) is a probability measure with a smooth density. By ii) we have p (t r) p (r s ) = p (t s) for t > r > s. Existence of U (s t) follows from T].
Let dW a be the probability measure on the space C( 0 +1) R + ) for the Bessel process b (t) = b t .
For f 2 C 1 c (N) we de ne
Theorem 3.1. Let = ;2 and let u = u(t x a) be the function on A(0 t ) : Now our assumptions on K imply that we m a y neglect C " (x) and we can nd r such that r < (x)=16, x 2 K. Moreover, we assume that C " < 1=4. Then 
for s 2 r r + T] :
Given 0 < T 1 < T 2 < T and a neighborhood B of e, we can nd C > 0 independent on r such that (4.13) p (r r + t) C for z 2 B 0 < T 1 t T 2 < T and any satisfying (4:12).
Proof. Although we have an evolution here, not a semigroup, the proof of (4.12) is the same ( SS, ). It is based on the Poincar e inequality and upper bound estimates we have just proved. Let a be the optimal control metric de ned by t h e v ector elds a ;2 a (X 1 ) : : : , a ;2 a (X m ) and let B r a = fx 2 N : a (x) < r g. Then 5. Green function for L .
bethe semigroup of operators generated by L . Since jE a U (0 t )f(x t )j k fk L 1 and E a U (0 t )f(x t ) 0 for f 0 for every x 2 N a 0 t > 0 there exists a probability measure p t (x a ) such that
Therefore, jT t f(x a)j (E a 
because for a xed t the kernel (2.1) is bounded as a function of space variable. By (4.9), Lemma 2.2 and Corollary 2.15, E a kp (t 0)k 2 L 2 ( dx) < 1 and so, for every t x a, p t (x a ) 2 L 2 (N R + d x da 2 +1 da) : Now a standard argument shows that for xed x 2 N, a > 0, Proof. We rewrite (5.3) as lim
Since the trajectories are continuous, it is enough to show that U (0 t ) f(x (t) t ) i s a c o n tinuous function of the trajectory . For an arbitrary xed T > 0 let
We have
and jU (s t) f(x (t) t ) ; U (s t) f(x 0 (t) t )j ;D=2 e ;c=A (0 t 
