This paper describes a class of probabilistic approximation algorithms based on bucket elimination which offer adjustable levels of accuracy and efficiency. We analyze the ap proximation for several tasks: finding the most probable explanation, belief updat ing and finding the maximum a posteriori hypothesis. We identify regions of com pleteness and provide preliminary empiri cal evaluation on randomly generated net works.
Overview
Bucket elimination, is a unifying algorithmic frame work that generalizes dynamic programming to en able many complex problem-solving and reasoning activities. Among the algorithms that can be ac commodated within this framework are directional resolution for propositional satisfiability, adaptive consistency for constraint satisfaction, Fourier and
Gaussian elimination for linear equalities and in equalities, and dynamic programming for combina torial optimization [7] . Many algorithms for proba bilistic inference, such as belief updating, finding the most probable explanation, finding the maximum a posteriori hypothesis, and calculating the maximum expected utility, also can be expressed as bucket elimination algorithms [3] .
The main virtues of this framework are simplic ity and generality. By simplicity, we mean that complete specification of these algorithms is feasible Normally, the input to a bucket-elimination algo rithm consists of a knowledge-base theory specified by a collection of functions or relations, (e.g., clauses
for propositional satisfiability, constraints, or condi tional probability matrices for belief networks). In its first step, the algorithm partitions the functions into buckets, each associated with a single variable.
Given a variable ordering, the bucket of a partic ular variable contains the functions defined on that variable, provided the function is not defined on vari ables higher in the ordering. Next, buckets are pro cessed from top to bottom. When the bucket of vari able X is processed, an elimination procedure or an inference procedure is performed over the functions in its bucket. The result is a new function defined over all the variables mentioned in the bucket, ex cluding X. This function summarizes the "effect" of X on the remainder of the problem. The new function is placed in a lower bucket. For illustration we include algorithm elim-mpe, a bucket-elimination algorithm for computing the maximum probable ex planation in a belief network ( Figure 1 ) [3] .
An important property of variable elimination algo rithms is that their performance can be predicted using a graph parameter called induced width [5}, (also called tree-width [l] ), which is the largest clus ter in an optimal tree-embedding of the graph. In general, a given theory and its query can be asso ciated with an interaction graph describing various dependencies between variables. The complexity of bucket-elimination algorithms is time and space ex-ponential in the induced width of the problem's in teraction graph. Depending on the variable order ing, the size of the induced width will vary and this leads to different performance guarantees.
When a problem has a large induced width bucket elimination is unsuitable because of its extensive memory demand. Approximation algorithms should be attempted instead. We present here a collection of parameterized approximation algorithms for prob abilistic inference that approximate bucket elimina tion with varying degrees of accuracy and efficiency.
In a companion paper [4] , we presented a similar ap proach for dynamic programming algorithms, solv ing combinatorial optimization problems, and belief updating. Here we focus on two tasks: finding the most probable explanation and finding the maxi mum a posteriori hypothesis. We also show under what conditions the approximations are complete and provide preliminary empirical evaluation of the algorithms on randomly generated networks.
After some preliminaries (section 2), we develop the approximation scheme for the most probable expla nation task (section 3 ) , for belief updating (section 4), and for the maximum a posteriori hypothesis (section 5). We summarize the results of our em pirical evaluation in section 6. Related work and conclusions are presented in section 7.
Preliminaries
Definition 2.1 (graph concepts)
A directed graph is a pair, G = {V, E }, where V = {X1, ... , Xn} is a set of elements and E = {(X,,Xi)IX,,Xj E V} is the set of edges. I f (X;, Xj) E E, we say that X; points to Xi. For each variable X;, pa(X;) or pa;, is the 11et of variable11 pointing to X, in G, while the. 11et of child node11 of X,, denoted ch(X,), compri11e!l the variables that X1 point11 to. tained by processing the node!l from last to first,· when node X is processed, all its neighbor11 that precede it in the ordering are connected. The induced width of a graph, W*, is the minimal induced width over all it!l ordering!lj it is al!lo known as the tree-width [1] .
A poly-tree is an acyclic directed graph whose under lying undirected graph (ignoring the arrows) has no loops. The moral graph of a directed graph G is the undirected graph obtained by connecting the parents of all the node11 in G and then removing the arrows. 
The mo11t probable explanation (mpe) task is to find an anignment :z:0 = (:z:011 ... , :Z:0n) such that p(:z:0) = ma.x.z,. Ilf=1 P(:c,, el:z:p4;). The belief assessment task of X = :z: is to find bel(:z:) = P(X = :z: le). Given a set of hypothe11ize.d variables A = {At, ... , A�:}, A � X, the maximum a posteriori hypothesis (map) task is to find an as6ignment a0 = (a01, ... , a 0 �c ) such that p(a0) = ma.x;,11 L:'".x-A Ilf:::: : 1P(:z:;l:cpa,, e ) .
3
Approximating the mpe Figure 1 shows bucket-elimination algorithm elim mpe [3] [3] .
Since the complexity of processing a bucket is tied to the arity of the functions being recorded, we pro pose to approximate these functions by a collection By migrating the maximization operator into each mini-bucket, we get: �' = II1=1 mazx,.II,,h,,. As the partitionings are more coerced, both the com plexity and the accuracy of the algorithm increase.
'! Ql Proposition 3.2 I in the bucket of Xp, i! a
Algorithm approz-mpe{i,m) is described in Figure 2 .
It is parameterized by two indexes that control the partitionings. Clearly, in general, as m and i increase we get more accurate approximations.
Algorithm approx-rnpe(i,rn)
Input: A belief network BN = {Pt, ... ,Pn}i and an ordering of the variables, d;
Output: An upper bound on the most probable as signment, given evidence e.
1. Initialize: Partition into buclcet1, ... , bucketn, where bucket; contains all matrices whose highest vari able is X;. Let St, ... , S; be the subset of variables in bucketp on which matrices (old or new) are defined.
• lfbucketp contains Xp = Zp, assign Xp = Zp to each h; and put each in appropriate bucket.
• else, for h1, h,, .. . ,h; in buclcetp, do: A.uume we we the ordering (B, C, D, E, F, G, H, I) to which we apply both algorithm elim-mpe and it! 6imple6t approrimation where m = 1 and i = n. Ini tially the bucket of each variable will have at mod one conditional probability:
. Proce66ing the buckeb from top to bottom by elim-mpe generate6 functiom that we denote by h function,:
, and &o on. In bucket( B) obtain the mpe value mazBP(B). hc(B), and then can generate the mpe tuple while going for ward. If we proceu by approx-mpe(n,l) in6tead, we get (we denote by 'Y the function& computed by appro:z:.. elim{n, 1} that differ from tho6e generated by elim-mpe):
Algorithm& elim-mpe and approx-mpe(n,l) fir6t dif fer in their processing of bucket( G). There, in6tead of recording a function on three variable6, hH(E, F, G), iu6t like elim-mpe, appro:z:.. mpe(n,l) record6 two function6, one on G alone and one on E and F. Once approz-mpe{n,l} ha6 proceued all bucket!, we can generate a tuple in a greedy fa6h ion a6 in elim-mpe: we choo6e the value of B tiWJt marimize6 the product of function6 in B 's bucket, then a value of C marimizing the product-function6 in bucket(C}, and so on.
There is no guarantee on the quality of the tuple we generate. Nevertheless, we can bound the error of appro:z:-mpe by evaluating the probability of the generated tuple against the derived upper bound, since the tuple generated provides a lower bound on the mpe.
Alternatively, we can use the recorded bound in each bucket as heuristics in subsequent search. Since the functions computed by approz-mpe{i, m} are al ways upper bounds of the exact quantities, they can be viewed as over-estimating heuristic func tions in a maximization problem. We can associate with each partial assignment ip-1 = {z1, ... , :l:
where g(ip-1) = rrr.: � P(zi\Zpo.) and h(ip-1) = IT;ebuclcetp_1h;. It is easy to see that the evaluation function f provides an upper bound on the mpe re stricted to the assignment i,_1• Consequently, we can conduct a best first search using this heuristic evaluation function. From the theory of best first search we know that (1) when the algorithm ter minates with a complete assignment, it has found an optimal solution; (2) the sequence of evaluation functions of expanded nodes are non-increasing; (3) as the heuristic function becomes more accurate, fewer nodes will be expanded; and (4) if we use the full bucket-elimination algorithm, best first search will become a greedy and complete algorithm for the mpe task [10] .
Cases of completeness
Clearly, approz-mpe(n, n) is identical to elim-mpe because a full bucket is always a refinement-maximal (n, n)-partitioning. There are additional cases for i and m where the two algorithms coincide, and in such cases approz-mpe(i, m} is complete. One case is when the ordering d used by the algorithm has induced width less than i. Formally, Another interesting case is when m = 1. Algo rithm approz-mpe(n, 1) under some minor modifica tions and if applied to a poly-tree along some legal orderings coincides with Pearl's poly-tree algorithm [11] . A legal ordering of a poly-tree is one in which observed variables appear last in the ordering and otherwise, each child node appears before its par ents, and all the parents of the same family are con secutive. Algorithm approz-mpe{n, 1} will solve the mpe task on poly-trees with a legal variable ordering in time and space O(ezp(IFI)), where IFI is the cardinality of the maximum family size. In other words, it is complete for poly-trees and, like Pearl's algorithm, it is tractable. Note, however, that Pearl's algorithm records only unary functions on a single variable, while ours records intermediate results whose arity is at most the size of the fam ily. To restrict space needs, we modify elim-mpe and approz-mpe{i, m} as follows. Whenever the al gorithm reaches a set of consecutive buckets from the same family, all such buckets are combined into one !uper-bucket indexed by a.ll the constituent buckets' variables. In summary, Proposition 3.8 Algorithm approz-mpe{n,I} with the 8uper-bucket modification, applied along a legal ordering, i! complete for poly-tree! and i! identical to Pearl'! poly-tree algo'l'ithm for mpe. The modi fied algorithm'! complexity i! time ezponential in the family 1ize, but it require! only linear 1pace. D 4 Approximating belief updating
The algorithm for belief assessment, elim-bel, is iden tical to elim-mpe with one change: it uses sum mation rather than maximization. Given some evidence e, the problem is to assess the belief in variable X1, namely, to compute P(:z:1, e) = L-z = :! ;" II �1P(:z:i, e[:z:pa.).
When processing each bucket, we multiply all the bucket's matrices, At. ... , >.. i> defined over subsets S1, ... , S;, and then eliminate the bucket's variable by summation [3] .
In [4] we presented the mini-bucket approximation scheme for belief updating. For completeness, we summarize this scheme next. Let Ql = {Q1, ••• , Q,.} be a partitioning into mini-buckets of the func tions >.1, ... , >.; in Xp 's bucket. Algorithm elim bel com . putes ).. P: (l index the mini-buckets) ).. P = Lx, II�=l >.. i = l:x, III=1 lit, >.. 1,. Separating the processing of one mini-bucket (call it first) from the rest, we get ).P = L:x, ( ITt , >.1,) · (W==ziTt,>.t . ) , and migrating the summation into each mini-bucket yields, �, = rrr=l Lx, rr,,>.. l , . This, however, amounts to computing an unnecessarily bad upper bound on P because the product IIt,>.. l, for i > 1 is bounded by .L: x, II,,>.,,. Instead of bounding a function of X by 1ts sum over X, we can bound by its maximizing function, which yields �' = .L: x ,. ( (Iltl >.h) 0 rrr=2ma:z: x ,.III,AI.;)· Clearly, for ev ery partitioning Q, ).. P::; yq· In summary, an upper bound gP of ).. P can be obtamed by processing one of Xp 's mini� buckets by summation, and then process ing the rest of Xp's mini-buckets by maximization. In addition to approximating by an upper bound, we can approximate by a lower bound by applying the min operator to each mini-bucket or by computing a mean-value approximation using the mean-value operator in each mini-bucket. Algorithm, appro:c bel-maz(i, m) , that uses the maximizing elimination operator is described in [4] . In analogy to the mpe task, we can conclude that, approz-bel-ma:c(i,m} has time complexity O(m · ezp(2i)), is complete when, (1) w"(d) � i, and, (2) when m = 1 and i = n, if given a poly-tree. 5 Approximating the map
The bucket-elimination algorithm for computing the map, elim-map, presented in [3] is a combination of elim-mpe and elim-bel; some of the variables are eliminated by summation, others by maximization. Consequently, its mini-bucket approximation is com posed of approz-mpe{i,m} and appro:c-bel-ma:c{i,m).
Given a belief network BN = {Pt, .... , P,,J , a. sub set of hypothesis variables A :::: {A1, ... , Ar.}, and some evidence e, the problem is to find an assign ment to the hypothesized variable that maximizes their probability. Formally, we wish to compute m 4 axP ( a�ol e) = (m a ax L rr�=lP(:z:;,el:z:pa.))/P(e)
.. � .. :l!k+l when :z: = (a1, ... , a�o, :Z:Jo+l• ... , :Z:n) · Algorithm elim map, the bucket-elimination algorithm for map, as sumes only orderings in which the hypothesized vari ables appear fi rst. The algorithm has a backward and a forward phase, but its forward phase is only relative to the hypothesized variables.
The ap plication of the mini-bucket scheme to elim-map is a straightforward extension of approz-mpe(i,m} and approz-bel-maz(i, m}. We partition each bucket into mini-buckets as before. If the bucket's variable is a summation variable, we apply the rule we have in appro:c-bel-maz(i,m}, that is, one mini-bucket is approximated by summation and the rest by maxi mization. When the algorithm reaches the buckets with hypothesized variables, their processing is iden tical to that of approz-mpe(i,m). Algorithm approz map(i,m} is described in Figure 4 . Consider a belief network appropriate for decoding a multiple turbo-code, that has M code fragments (see Figure 5 , which is taken from Figure 9 in [2] ). In this example, the Ufs are the information bits, the X;'s are the code fragments, and the Yi's and Y, ,'s are the output of the channel. The task is to assess the most likely values for the U's given the observed Y's. Here, the X's are summation variables, while the U's are maximization variables. After the ob servation's buckets are processed, (lower case char acters denoted observed variables) we process the first three buckets by summation and the rest by maximization using appro:c-map(n, 1}, we get that all mini-buckets are full buckets due to subsurnp tion. The resulting buckets are: bucket(X1) = P (y1IX1), P(X1IUt, U:z:, U3, U4) bucket(X2) P (y:z:IX2), P (X2IUt, U2, U3, U4) f3x1 (Ut, U:z:, U3, U4) bucket(X3) P(y3IX2), P(X2IU11 U2, U3) , /3 x 2 (Ul l U2, U3, U4) bucket(Ut) = P(Ut), P(y,11Ut), f3 x • (U1 1 U2, U3, U4) bucket(U:z:) = P ( U2), P(y,.IU2), {3u1 (U2, U3, U4) bucket(U3) = P(U3), P(y,,IU3), {3 u 2 (U 3, U 4 ) bucket(U 4 ) = P(U4), P(y ,� IU 4), f3 u • (U 4 ) , Therefore, approz-map(n, 1} coincides with elim map for this network. 
Ur � U� = l Sr, -{Xp}· Generate the functions {:J1 = max x,. nf=1{:J,,. Add {3 1 to the bucket of the largest index variable in U,.
• else, if Xp E A, for f3t,f3l, ... 
Experimental evaluation
Our preliminary empirical evaluation is focused on the trade-off between accuracy and efficiency of the approximation algorithms for the mpe task. We wish to understand 1. the sensitivity of the approxima tions to the parameters i and m, 2. The effective ness of the approximations on sparse networks vs dense networks, and on uniform probability tables vs. structured ones (e.g., noisy-ORs), and 3, the extent to which a practitioner can tailor the approx imation level to his own application.
We focused on two extreme schemes of approz mpe{i, m): the first one, called approz:-mpe{m), as sumes unbounded i and varying m, while the sec ond one, called approz:-mpe{i}, assumes unbounded m and varying i. The algorithms were evaluated on belief networks generated randomly. The random acyclic-graph gen erator, takes as an input the number of nodes, n, and the number of edges, e, and randomly gener ates e directed edges, ensuring no cycles, no parallel edges, and no self-loops. Once the graph is available, for each node :z:;, a conditional probability function P(z•l:z:,.,..) is generated. For uniform random net works the tables were created by selecting a random number between 0 and 1 for each combination of val ues of :z:, and :z:,.,.,, and then normalizing. For ran dom noisy-OR networks the conditional probability functions were generated as noisy-OR gates by se lecting a random probability q1c for each "inhibitor".
Algorithm approz-mpe(i,m) computes an upper bound and a lower bound on the mpe. The latter is provided by the probability of the generated tuple.
For each problem instance, we computed the mpe by elim-mpe, the upper bound and the lower bound by the approximation (either approx-mpe{m} or approx mpe(i}), and the running time ofthe algorithms. For diagnosis purposes, we also recorded the maximum family size in the input network, F;,, and the max imum arity of the recorded functions, F0• We also report the maximum number of mini-buckets that occurred in any bucket during processing (mb).
Results
We report on four sets of uniform random networks (we had experimented with more sets and observed similar behavior): a. set of 200 hundred instances having 30 nodes and 80 edges (set 1), a set of 200 instances having 60 nodes and 90 edges (set 2), a set of 100 instances having 100 nodes and 130 edges (set 3) and a set of 100 instances having 100 nodes and 200 edges (set 4). The first and the forth sets represent dense networks while the second and the third represent sparse networks. For noisy-OR net works we experimented with three sets having 30 nodes and 100 edges; set 5 has 90 instances and uses one evidence, set 6 has 140 instances and uses three evidence nodes and set 7 has 130 instances and uses ten evidence nodes.
Uniform random networks
On the relatively small networks (sets 1 and 2) we applied elim-mpe and compared its performance with the approximations. The results on these two sets appear in Ta bles 1-3. Table 1 reports averages, where the fi rst column depicts m or i. Rather than displaying the mpe, the lower bound, and the upper bound (often, these values are very small, of order 10-6 and less), we report ratios which capture the accuracy of the approximation. Thus, the second column displays Ml1, the ratio between the value of an mpe tuple (Ma:z:) and the lower bound (Lower); the third column shows the U IM ratio between the upper bound (Upper) and Ma:z:; and the fourth col umn contains the time ratio, T R between the CPU running times for elim-mpe and appro:rJ-mpe(m) or approx-mpe(i). The next column gives the CPU time, T,., of appro:rJ-mpe(m) or approz:-mpe(i). Fi nally, F,, F 0 and mb, are reported. 1 to 4. We also display the corresponding mean T R.
For example, from Table 2 's first few lines we see that 8.5 % instances out of the 200 were solved by appro:tJ-mpe(m=1} with accuracy factor of 2 or less, 48% achieved this accuracy with m = 2. The speed up over m = 1 instances was 176 while the speed-up for m= 2 was 20.8. From these runs we observe a considerable efficiency gain (2-3 orders of magnitude) relative to elim-mpe for 50% of the probelm instances for which the ac curacy factor obtained was bounded by 4. We also observe that, as expected, sparser networks require lower levels of approximations than those required by dense networks, in order to get similar levels of accuracy. In particular, the performance of appro:tJ mpe(i=a) gave a 1-2 orders of magnitude perfor mance speedup while accompanied with an accuracy factor bounde by 4, to 80 percent of the instances on dense networks, and to 97 percent of the sparse net works. From table 1 we also observe that controlling the approximation by i provides a better handle on accuracy vs efficiency tradeoff. Finally, we observe that approz-mpe(m=l} can be quite bad for arbi trary networks.
We experimented next with larger networks (sets 3 and 4), on which running the complete elimina tion algorithm was sometimes computationally pro hibitive. The results are reported in Tables 4 and  5 . Since we did not run the complete algorithm on those networks, we report the ratio U /L. We see that the approximation is still effective (a factor of accu racy bounded by 10 achieved very effectively) for sparse networks (set 3). However, on set 4, appro:tJ- 
Noisy-OR networks
We experimented with several sets of random noisy OR networks and we report on three sets with 30 variables and 100 edges. The results are summa rized in Figure 6 and Table 6 . In the first, we display all instances of set 5 plating the accuracy (M/L and U /M) vs T R, for all 90 instances. In the second we display the results on sets 6 and 7 in a manner similar to Table 2 . T.,1 gives the time of elim-mpe.
The results for the noisy-OR networks are much more impressive than for the uniform random net works. The approximation algorithms often get a correct mpe while still accompanied by 1-2 orders of magnitue of speed-up (see cases when i = 12 and i = 15.) Although the mean values of U /M and M/1 can be large on average due to rare instances (see Figure 6 ), in many of the cases both ratios are close or equal to 1.
In summary, for random uniform and noisy-OR net works, 1. we observe that very efficient approxi mation algorithms can obtain good accuracy for a considerable number of instances, 2. appro:tJ-mpe(i) allows a more gradual control of the accuracy vs. ef- 
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Conc lus ions and related work
The paper describes a collection of parameterized algorithms that approximate bucket elimination al gorithms.
Due to the generality of the bucket- plied to examples coming fr om coding problems [2; 9] . On the positive side, we see that on many prob lem instances the approximations can be quite good.
As theory dictates, we observe substantial improve ments in approximation quality as we increase the parameters (m or i). This allows the user to an alyze in advance, based on memory considerations and given the problem's graph, what would be the best m and i he can effort to use. In addition, the ac- 
