Asymptotic normality of spectral estimates  by Dahlhaus, Rainer
JOURNAL OF MULTIVARIATE ANALYSIS 16, 412-431 (1985) 
Asymptotic Normality of Spectral Estimates 
RAINER DAHLHAUS 
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Communicated by E. J. Hannan 
The asymptotic normality of some spectral estimates, including a functional cen- 
tral limit theorem for an estimate of the spectral distribution function, is proved for 
fourth-order stationary processes. In contrast to known results it is not assumed 
that all moments exist or that the process is linear. The data are allowed to be 
tapered. Using some recent results on the central limit theorem for stationary 
processes, corollaries are obtained for strong and &mixing sequences and linear 
transformations of martingale differences. 0 1985 Academic Press, Inc. 
1. INTRODUCTION AND NOTATIONS 
Consider a real valued weakly stationary time series {X(t)}, t E Z, with 
components X,(t) (a = l,..., r), mean 0, spectral distribution function 
F(A) = E&W,,= I,...,ry and spectral density f(n) = (f&,I)},,= l,,,,,,. For 
a, b E {l,..., r j let us denote by 
&b(4) = s, 4(a).foda) da (n= t-x, xl) 
the spectral mean, where 4: IZ --t C is a function of bounded variation. As 
an estimate of Aab(d) we consider 
A;;)(@ := j” c++(a) Z:;‘(a) da 
I7 
where I:;)(U) is the periodogram of tapered data 
Z;;‘(a) := {27rH:;‘(O)} -’ d:“(m) df-‘( -a) 
with 
T-l 
dbT’(Cc) = c h,(t/T) X,(t) ecia’ 
1=0 
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and the window 
where h,: R + R are also functions of bounded variation (a = l,..., I+). They 
normally have a maximum at x = $ and then decrease to 0 as x tends to 0 
or 1. Such a data taper h(x) is introduced in practice to reduce leakage (cp. 
Bloomfield [6, Chapts. 5.2 and 5.31). Data tapers can also be applied in 
situations in which some of the data are missing. 
We further set 
and assume H,, # 0 and for technical reasons Habcd # 0 (a, b, c, d = l,..., r). 
In this paper we prove the weak convergence of 
fi {A~~~t~ji,-EA~~~t~j))j= 1 . ..I . . (1) 
and of 
~iA~~~t~j)-Ao,b~~j)}j=l.../ . , 
to a complex valued Gaussian random vector (S,,(q5j)} j= 1,,,.,, with 
ESrr/b,t4j) = O (j = l,..., I), 
la,b,tdjt ’ 1) = Sa,b,tti.jt - ’ 1) (j = l,..., Z), 
and 
(2) 
=27c Kz;bia,b, 
Ha,b, Ha,b, 
+ S 
n 
dita) $ji(a) .&&a) .fb,b,t -a) da 
where hk is the Lebesgue measure on the Bore1 o-algebra on 17k and the 
fourth-order cumulant spectrum fa,bi+, is defined as follows. Let k E N be 
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fixed and EJX,(t)lk < co (a = I,..., r). If the cumulant cum(X,,(u, + t) ,..., 
Xa,_,(uI- i + t), x,,(t)) is independent of r E H for all a, ,..., al E { l,..., r}, all 
u ,,..., u,- i E 2, and all I< k we will call the process X(. ) kth order 
stationary. In this case we define 
c,, o~(ul 3 . . . . uk- 1) :=cum(xal(ul + t)p-, xakml(uk- 1 + l)? xak(t))e 
If a function fa,. _. it : ZZk - ’ + @ with the property 
exists, we shall call it the kth order cumulant spectrum. 
The convergence of (1) and (2) has two important applications in the 
spectral analysis of time series which have been considered by many 
previous authors. The first application is obtained by setting #1 = Zco,n, giv- 
ing A~~)(Z~o,i,) = F’::)(J) which is an estimate for the spectral distribution 
function. The convergence of (1) and (2) in this case (and for general 4 in 
view of this application) was proved in [l&4, 7, 10, 14, 15, 22, 24-26, 281. 
The authors considered either linear processes and proved the convergence 
by a transformation [ 14, 15, 241, or processes all of whose moments exist 
and proved the convergence by the method of moments or cumulants. 
The second application is obtained in the case of a parametric spectral 
density f,,BE@cR! p, by setting qJ, = (a/dO,)(f 8’). In this case the con- 
vergence of (2) is one of the main parts in the central limit theorem for so- 
called quasi maximum likelihood estimates 8 of 8 (cp. Hosoya and 
Taniguchi [21, Sect. 3 and Lemma A.3.33). In this context many authors 
had proved the convergence of (1) and (2) for continuous 4. By 
approximating 4 by its Cesaro sums they reduced the problem to the con- 
vergence of the empirical covariance function which is in general easier to 
prove. They all considered linear processes, linear transformations of mar- 
tingale differences, or further generalizations in this direction (e.g., [ 11, 12, 
16, 211). 
Modifying a basic idea of the first proof given by Grenander and Rosen- 
blatt [ 141 we present in Section 2 a result (Theorem 2.1) in which the con- 
vergence problem is reduced also for noncontinuous 4 to the convergence 
of the empirical covariance function 
X,(r). 
It turns out that we have to assume a certain continuity condition on the 
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spectral densities f,, at the points where the function 4 is not continuous 
(condition (iv) of Theorem 2.1). 
In Section 3 we demonstrate how the convergence of the empirical 
covariance function may be obtained in many situations from central limit 
theorems for stationary sequences. Using the central limit theorem for 
mixingales of McLeish [27], we obtain the convergence of the empirical 
covariance and thus for (1) and (2) for strong- and &mixing sequences 
(Corollary 3.1) and for linear transformations of martingale differences 
(Corollary 3.2). These corollaries complete some known results in which 
the convergence of the empirical covariance function was proved directly 
(e.g., U3, 17, 21 I). 
Using this method we are able to remove the stringent conditions (linear 
processes, existence of all moments of the process, summability of all 
cumulants) which were imposed by previous authors. We also reduce the 
condition of strict stationarity to fourth-order stationarity. 
Further this is the first result of this kind for tapered data. As can be 
seen from (3) tapering just leads to a constant factor in the covariance 
structure of the limit process. In Theorem 2.2 we simplify the assumptions 
of Theorem 2.1 in the tapered case and show that in this case the con- 
vergence of (1) holds for every h of bounded variation if for 
X,(r + u) X,(r), r E Z, a functional central limit theorem holds. The validity 
of such a functional limit theorem may be obtained as in the nontapered 
case from known results for stationary processes (Corollaries 3.1 and 3.2). 
In Section 4 we prove a functional limit theorem for the empirical spec- 
tral distribution function FL:)(n). It is further possible to obtain in a second 
application a generalization of the known results for the estimation of the 
parameters of a parametric spectral density, but we will omit such a result 
here. 
Finally, let us remark that it is possible to get analogous results if we 
replace the integral in AL;)(b) by the corresponding sum over the Fourier 
frequencies or if we estimate the unknown mean of X( .). 
The proofs together with the lemmas are contained in Section 5. 
2. THE MAIN RESULT 
We have 
~~~~(24) exp( - hu) 
and therefore 
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where C&U) := In d(a) exp( -iau) d a are the Fourier coefftcients of 4. With 
the notations 
and 
we get 
for every k E (l,..., T}. Using summability properties of frequency kernels 
(Lemma 5.1), special upper bounds for frequency kernels (lo), and their 
convolution properties (cp. Dahlhaus [lo]), we show that for large k 
Rzk(q5) is stocha$ically small independent of T> k (Lemma 5.2). This and 
the assumed convergence of ,,I% (c~~J(u) - E@(u)),,, Qk leads to the con- 
vergence of ,,/? {A$i(#j) - EA$~(#j)}j= r,...,/ to the Gaussian process 
ito,b,(dj) >j= I...., I and from that we obtain also the convergence of 
&A$y4j)-A a,4j41)),= I...,, 1 to (t,,(#ji,Ij= I,..., 1. In all we get the follow- 
ing main result. (The definition of a Lebesgue point is given in Hewitt and 
Stromberg [ 18, Definition 18.61.) 
THEOREM 2.1. Let the following conditions hold: 
(i) X(t) = {x,(t)),= l,...,rr t E %, is a fourth-order stationary process 
with EX(t)-0,f,bE~2, with 4> 1,Lbcd~~3, ~~~~~~~~~~~ Ifubcd(al,-al+ 
y, a2)(2*‘(2y+ I) h2(da) < co for some 6 > 0, and 
lim 
J Ifida I , -aI + Y, a21 -f&h, -ai, a2)l k2(da) = 0 
(a, b, c, d= I,..., r)- 
(ii) For all k E N, u1 ,..., uk E & and all a,, b, ,..., ak, bk E (l,..., r}, 
JT (C!$(uj) - EC$(~j)}j= I,...,k (6) 
converges to a Gaussian random vector { C+,( z+) } j = l,...,k with cov( COlbI( u1 ), 
C,,b,(u2)t = I%- m T cov(ck~,,(u,), ci~&(+))for all a,, b,, a2, b2 E {L..., r> 
and all ul, u2 E Z. 
(iii) Let IE N and +: Iw + C’ be a vector of periodic functions (with 
period 27~) of bounded variation on 17. 
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(iv) Let a,, b, ,..., at, blE { l,..., r} and for every cj= aj and cj= bj, 
y == 0 be a Lebesgue point of the function jnfCjC,(r -x)’ I4Tl (dx), where j4Tl 
is the total variation of the complex measure induced by the function 
f$i*(~)=lirn~,,~~(y) on (R, 9). 
Then we have 
(a) 
and 
(b) fi {A$i(#ji) - A+y(4ji)}j= I _._ I 2 {r,,(#ji,>j= I... I. 3 , 2 . (8) 
Condition (iv) is unpleasant since it depends on the function $. Note, 
however, that (iv) is fulfilled for all 4 if f,, is continuous for all a E { l,..., r}. 
The advantage of this technical condition instead of the continuity of the 
second-order spectra is that it leads to a more general functional limit 
theorem for fi {FfT’(. ) - F(. )} (Theorem 4.2). Condition (i) is fulfilled if 
fob E Yzq with a q > 1 and fabEd is continuous on L13. Condition (ii) is also 
somewhat unpleasant, because the convergence of (7) must hold with 
exactly the same h that occurs in the statistic {A$,j(q5j)}j=,,,..,,. If h(x)- 1 
this condition is also not very easy to verify. In the next theorem we give a 
condition in place of (ii), which is independent of h. By Dk[O, 1 ] we denote 
the Cartesian product of D[O, 11, the space of functions on [0, l] that are 
right continuous and have left-hand limits, with the Skorohod topology. 
THEOREM 2.2. Let condition (i) of Theorem 2.1 be fulfilled and let further 
for all k E N, u1 ,..., 1.4~ E Z, and a,, 6, ,..., ak, bk E { l,..., r} 
BcT’(u, S) = T-l’* C {xa,(r + Uj) X,,(r) - Ccz,b,(uj)Ij= l,...,k (9) 
r=O 
converge weakly on Dk[O, 1 ] to a Gaussian process 
B(u, s) = {Ba,b,(Ujv s)}j= l,..., k 
with 
(a,, b,, a2, b2 = I,..., r). Then condition (ii) of Theorem 2.1 holds for every 
h: [0, l] + R’ of bounded variation with H,, # 0 (a, b = l,..., r). 
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3. COROLLARIES 
If we assume, for example, that the second- and fourth-order spectra are 
continuous, we have reduced the conditions for the convergence of (1) and 
(2) with Theorem 2.1 and Theorem 2.2 to the validity of a functional cen- 
tral limit theorem of {XJr + uj) Xb,(r)}j, l,,,,,k, r E I%!,. Since vj(r) := 
Xa,(r + ui) X,,.(r) is also weakly stationary (up to the second order), we can 
apply most of the results on the central limit theorem for stationary 
processes to our situation and can so obtain a great number of corollaries. 
First we want to consider strong- and &mixing sequences, using a result of 
McLeish [27] on mixingales. As usual define JQ := cr{ X,( t): n < t 6 m, 
a E {L.., r> >, 
and 
#kn) := sup sup IJYGIF) - f’(G)I, 
neN FEdXnm 
G~X,m+rn 
P(F) P 0 
a,(m) := sup sup IP(FG)- P(F) P(G)I. 
nsN FE&:$ 
GE -lu:+“,, 
COROLLARY 3.1. Let X(t) = (X0(t)},= l,,,,,r, t E Z, be a fourth-order 
stationary process with EX(t) z 0 and 
(i) ElX,(O)[‘” < cc (a = l,..., r) with a q > 2 
and 
(ii) C,“= 1 m2dx(m)‘- liq < co 
or 
(ii’) q > 2 and C,“= 1 m2a,(m)1-2’q < co. 
Let further h and $ be defined as above. Then ail conditions of Theorem 2.1 
are fulfilled and the convergence (7) and (8) hold. 
Bentkus and Zhurbenko [4] have proved the result of Corollary 3.1 in 
the strong-mixing case for strictly stationary processes with ax(m) Gee”” 
(K> 0, 6 > 0). They further assumed that all moments of the process exist 
and considered only the case h(x) - 1. 
The convergence of (6) also holds under weaker assumptions, for exam- 
ple, under the assumptions (instead of (ii) or (ii’)) 
(iii) C,“= 1 fjx(m)’ ~ 2’q < co 
or 
(iii’) q > 2 and C,“= 1 cr,(m)‘-2’q < co. 
From this the convergence follows with Theorem 3.8 of McLeish [27]. 
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Other (partially stronger) results may be obtained by applying other 
works on the central limit theorem to this situation (e.g., Heyde [20] or 
Ibragimov [23]). 
In a second corollary we consider linear transformations of martingale 
differences. For convenience we will restrict ourselves to one-dimensional 
processes. 
COROLLARY 3.2. Let I, t E Z, be an 8th-order stationary process, 
Pt := CT{&(S): s < t} and E(E(t)19z-1)=0, E(e(t)2)F,--tI)=02 and 
E(.z(t)31.F-1)=~3. Let further X(t) :=C,“= --30 a(s)E(t-s) with a(s)= 
O(S-~) and fi > 1 and let h and 0 be defined as above. Then all conditions of 
Theorem 2.1 are fulfilled and the results (7) and (8) hold. 
If we just want to consider the nontapered case h(x) = 1 we only have to 
verify an ordinary central limit theorem instead of a functional central limit 
theorem for {qj(r)}i= 1 ,._., k r E: No. This often leads to better results. For 
example, using a result of Heyde [ 191 and assuming s(t) to be ergodic we 
can weaken the above conditions to a(s) = O(sdP) with /? > 4. Note that in 
this case the regularity conditions (i) of Theorem 2.1 have to be assumed as 
well. 
There are also several results which deal exclusively with the convergence 
of (6) to a Gaussian random vector. Applying these results to our situation 
we also get some corollaries in the nontapered case h(x) = 1. We recall a 
result of Hannan [17], who considers linear transformations of vector 
valued martingale differences summed over the past with x:,“=O 
IIA(s)ll’ < co. He proves that the convergence of (6) holds if the spectra f,, 
(a = l,..., r) are square integrable. 
4. FUNCTIONAL RESULTS 
In this section we consider the important case tiL = ZcO,i, and prove a 
functional limit theorem for Y (T)( * ) := fi { FcT’( * ) - EFtT’( * ) > and 
UcT)(.):=fi{FcT)(*)-F(*)) in C’l’[O, z], the Cartesian product of the 
space of continuous functions on [0, z] with the supremum-topology. The 
covariance structure of the Gaussian limit process Y( . ) may easily be 
obtained from (3) for bL= ZcO,A1 (in the case h(x) - 1 cp. Brillinger [8, 
(7.6.20)]). Using the usual convergence concept (cp. Bilingsley [S, p. 353) 
we have to prove the weak convergence of the finite-dimensional dis- 
tributions of YcT)( .) to the corresponding distributions of Y( .) and the 
tightness of the measures generated by Ycr)(. ). 
Concerning the tightness we have the following result. 
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THEOREM 4.1. Let X(t)= {X,(t)}, =,,,,,, r, tEZ, be an 8th order 
stationary process with EX( t) E 0 and all spectra up to the 8th order be boun- 
ded. Let further h be defined as above. Then the sequence {YCT’( * )> is tight in 
cqo, z]. 
If we now want to apply Theorem 2.1 to verify the convergence of all 
finite-dimensional distributions, condition (iv) of Theorem 2.1 means that 
f:Jr) has a Lebesgue point for all YE [0, R] (a = l,..., r). Using the con- 
tinuity properties of the processes Ycn(. ), TE N, and Y(* ) and the fact that 
the set of Lebesgue points off L(r) is dense in [0, rr] we can weaken this to 
the condition of a Lebesgue point at y = 0. 
THEOREM 4.2. Let X(t)= {X,(t)),=1 ,...,,, t EZ, be an 8th-order 
stationary process with EX(t) SE 0 and all spectra up to the 8th order be boun- 
ded. Let further h be defined as above and conditions (i) and (ii) of 
Theorem 2.1 hold. Zf f&(y) has a Lebesgue point at y = 0 (a= l,..., r), then 
we have 
(a) YcT)(.) 9 Y(e) and (b) UT)(.) 2 Y(.). 
Note that the condition that a function g has a Lebesgue point at y is 
implied by the condition that g is continuous at y. 
Analogous results to Corollaries 3.1 and 3.2 as well as to further 
corollaries may be obtained at this point in the same manner as in the last 
section. 
As noted in the Introduction many articles on this theorem have already 
been published. They all consider the case of processes for which all 
moments exist or linear processes. 
Proof of Theorem 2.1. As already noted in Section 2 we use the 
representation (5) and investigate the two summands in the following 
sequence of lemmas. 
To show that R:L~(~) is stochastically small for large k we prove 
Lemma 5.1 and Lemma 5.2. First we define the function Kz: R + C 
(TE N, UE No, h as above) by 
K,T-,“(a) := 1 h =;:iU a(F) hb (i) exp(-iar), UC T 
.- .- 0, u2 T, 
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and the function Ljn: R + It3 (s E N,, T E fV) as the periodic extension (with 
period 21~) of 
LcT)‘(a) := (s/e)’ T, s (al G es/T 
In”T(a( (10) 
:=-r 
es/T< [a( 6 II. 
The properties of the functions Lj” and their importance in proving 
asymptotic results in the spectral analysis of time series are discussed in 
Dahlhaus [lo]. Let us just remark that the following relation holds for the 
spectral windows if we assume that h is of bounded variation (see, e.g., 
Dahlhaus [lo, (6)]): 
IH~~!..,(a)l < IL$jT)(a) (a 1 ,..., ak = l,..., r) (11) 
where K is a constant independent of TE N and a E R. 
Note that in the following lemmas and proofs K denotes a constant 
which is in general not always the same. 
LEMMA 5.1. Let h and I$ be as above. Then we have 
foralfy~[W,~~n\(O},~~(O,1} andforallu,TEN withu<T-1; 
(b) 12’2-’ A Kzi”(a) exp( -iflu)1 
u=zp 
,< $ LS”)(p) [LAT)(a) + LhT)(Cr - p)] 
forallpEN with2P+‘<Tandforalla,fiER; 
(c) 12’5-’ (8(u) KTi”(a) exp(-i/?u)l 
u = 2p 
~$jnL~z’)(~+x) [L.S’)(a)+L~~)(a-/3-x)] Id*l(dx) 
forallpEN with 2P+1<Tandfor alla,flER. 
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ProoJ (a) If we denote by d(T’(~) :=CT:d ehiE’ the spectral window 
HcT)(a) in the nontapered case h(x) s 1 we get through summation by 
parts that the term on the left side is equal to 
X 
exp{-i(r+u+S)Bf-lh 
exp(-@)- 1 n 
Using the monotonicity of Lbr’(a) we get IX$n(/?) LiTI as an upper 
bound for the first term. To estimate the second term we use the following 
relation which is also obtained by summation by parts: 
IT~~~~h.(r+UfT6-i)h~(~)eip(-ja,)i~KLb’”i(or). (12) 
This and the fact that l/jexp( - $) - 11 < K/\fl\ gives part (a). 
(b) Case 1: 181 < 1/2P. Using (12) we obtain 
20+1-I 1 
1 - IKz;“(a)l < KL&r-2P)(a) <$ L&2”J(B) Lr)(a). 
u=ZP 24 
Case 2: 1/2p < 181 < n. Let g(r) := min{ T- 1 -r, 2p+’ - l}. Using the 
definition of K:;“(a) we get through summation by parts 
2P+‘- 1 
1 .! Kz(a) exp( - $24) 
u=2P u 
(0 
(ii) (iii) 
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For every summand in the brackets, the estimation will be carried out 
separately: 
(i) We get as an upper bound 
which gives the required upper bound using part (a). 
As above the first of these terms may be estimated by the required upper 
bound using part (a). For the second term we use summation by parts and 
obtain 
+ d’T-2p)(a -/?) 
h,(T-yp) 
2p -d(T-2P+‘)(a-p) 
hb( ‘-f”‘) 
2p+‘_ 1 . 
Using the relation Id @)(c()\ < KICKS) for all r < T we get the required 
upper bound. 
(iii) The estimation for the last summand again follows from part 
(a). 
For fi $ [ -71, n] the result follows with the periodicity of all expressions. 
(c) is obtained from (b) through integration by parts. u 
Using Lemma 5.1 we now prove that R:A~(#) is small for large k. 
LEMMA 5.2. Let the assumptions (i), (iii), and (iv) of Theorem 2.1 hold. 
Let further K, E R be a constant and p: = q/(q - 1) (with q from assumption 
(i)). Then there exists a constant K, E R with 
.for all TE N and all k < T- 1 with k = 2” with a n E N. 
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Proof: For 2S+1 < T let Q2(4> := (,,@/2a) Cz”f;;’ {Q(u) - 
E@(u)} 4(u). Using the product theorem for cumulants (see, e.g., 
Brillinger [8, Theorem 2.3.2)) and the spectral representation (4) we get 
cw~~lc~l)~ 4~2;l&)) 
1 
= q,T,,,(O) q&(O) [j I73 f 
a,bp?26*(Y) cg:(-Y, -Y*) qi;(YI + Yd 
x exp(W, + iy3u2) S3(dy) 
x exp(iy,(u, - uJ> k*(h) + a similar term (13) 1 . 
From this we obtain with Lemma 5.1 (c) 
x CL6T’(-y*-Y2)+Lbr)(-Y2-x)l 
xCL6T)(-yl-Y2)+LbT)(-~l-Y2-Y3-~)l 
x lb*1 (dx) 14*t (&I a3(dY) 
+jn2 Ifm(YI)fbb(Y2)l jnjn qj*y - y1 + x) q)*y - y1 + y) 
xCL6='(-Yl-Y2)+L6T'(-Y2-X)l 
XCL67)(-Yl-Y2)+L6T'(-Y2-Y)l 
x Id*1 (dx) [+*I (dr) k’(4) + a similar term 
I 
. 
After changing the integrals, all 12 summands must now be estimated 
separately using Holder’s inequality and a suitable substitution. We will 
treat 3 of the 12 summands in the following parts (i) to (iii) (the estimation 
of the others is similar): 
(i) Using Lemma 1 of Dahlhaus [lo] we obtain 
I II-' 
Ifabab(Y)I J%2"'(-Y1 +x) 42"'(Y3 + v) G.P(-Y, -Y2J2 a3(4) 
6Kj 
II 
w)(Y2)2 j** IfadY1,-Y1 +Y2, Y3N2q’(q+‘) 
( 
xb*(d(y,,y3))y+‘~‘29 (2s)2--(4-1)‘vy2. 
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Integrating the first integral separately over { lyZl <S} and n\(lvZl ~6) 
(with 6 from assumption (i)) we get KT(2”)2- ‘lp as an upper bound for the 
last expression. 
(ii) Using the Cauchy-Schwarz inequality we obtain 
s L;rl)(y)P Ljr2’(y)P dy <I Ty - ‘f2Tz- II2 for all r,s~N* and allp> 1 n 
from which we obtain with the convolution properties of the functions 
LIT)(~) (see Dahlhaus [lo, Lemma 23) and Holder’s inequality for all x 
and y 
I I73 l.Lbob(Y)l G2”‘(-Y1 +x) cj2”‘(r3 + Y) q?(-Yl -Y2) 
x JLy’( -y2 - x) k3(dy) 
ii 
213 
<K q2y - y 1 + x)3/2 (293/2 ~ 1 T3’2-1 I!/‘,~‘( -yl +x)~‘~ dy, 
n 
< Kl-2” < KT(2”)2 - ‘lp. 
(iii) jnjnjn2 If,~(rl)fb6(~2)l L~*“)(-Y,+x)L~~‘)(-Y~+Y) 
~~~;T~~-Y~-~~~~~~~-Y~-Y~~~~~Y~I~*I~~~~I~*I~~Y~ 
l/2 
6 
I s {, nn n2 
.fa,(~A~ J%~“‘(-Y~ + yJ2 W’FY,- yJ2 k2(44 
X 
U I 
112 
n2fbb(Y2)2~~2s)(-y,+X)2L~~)(-Y2-X)2~2(~) 
x Id*1 (dx) I#*I (dv) 
< Kjn j, T”’ {In Ifa,(y1)12q dyl)“i2q’ (2s)1-1’(2p) 
x (271’2 
u 
f&2 - xl" L!,?Y~)~ 4 2 
n 1 
112 
Id*1 W) I4*I (dv) 
112 
< KT1/2(2S)3/2 - 1/&‘) 
1, J 
fd~2 - 4’ Id*l (dx) GjT)(~d2 42 
nn I 
We obtain KT(2s)3/2- 1’(2p) and therefore also KT(2”)2- ‘lp as an upper 
bound if we show that the term in the brackets is of order O(T). This may 
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be obtained from assumption (iv) of Theorem 2.1 and a generalization of a 
theorem of Lebesgue (see, e.g., Hewitt and Stromberg [18, 
Theorem 18.291) if we replace the Fejer kernel by ~!$7a)~/4T in that 
theorem. 
Thus we have E(IQ~;(#)J2)<K2-S’P. Because of c$c)( -a) = c::)(a) the 
estimation for the corresponding expression with negative u works in the 
same way. Thus we obtain for k = 2” 
Note that the above proof would be much simpler if we would assume 
that the spectra of second and fourth order are bounded. 
For the investigation of Ssk(qj) we now define 
k-l 
c C,,(u) m  
u= -(k- 1) 
where {CabWllulGk-l has the Gaussian distribution specified in 
assumption (ii) of Theorem 2.1. From this assumption we get 
for all k, Icz N and all a,, b, ,..., a,, blE { I,..., r}. The behaviour of S$j(q5) is 
investigated in the next lemma. 
LEMMA 5.3. Under the assumptions (i) and (iii) of Theorem 2.1 we have 
for all 1 E N and all a,, 6, ,..., a,, blE { l,..., r}. 
ProoJ: Since all distributions are Gaussian we only have to prove the 
convergence of the expectations and the convergence of the covariance 
structure. We first calculate the moments of C,,(u). 
For u1 20 and a2 20 we can verify that 1/(27rTH,,,,,,,,) K;;;(y) 
Kz;;( -7) is an approximate identity in A$ (cp. Edwards [ 13, 3.2.11). Using 
this we obtain from (13) 
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x exp{ iy(ul - u2)} h(dy) + a similar term 1 
Using @(-u) = cbz’(u) the cases u, < 0 or u2 < 0 are treated similarly. 
Thus the sequence {cam) - Ec$?(u)} is uniformly integrable and we 
obtain EC,,(u)=limE{c~~)(u)-E@(u)} =0 (cp. [S, (5.1) and (5.3)]). 
We now have for the covariance structure of ST;“(d) (where D,(y)= 
c ,kl G n exp( iky ) is the Dirichlet kernel) 
x n$l(a,)Dk-l(Y1-al)dal s 
x 
I 
~ 42(~2) Dk--1(~2 + ~2) 4 k2(dy) 
+ 2 similar terms 1 . 
Since the partial sums of the Fourier series of a function of bounded 
variation are bounded and converge to the function itself (cp. Edwards 
[13, 10.1.1 and 10.1.41) we obtain the required result by means of the 
dominated convergence theorem. 1 
Using the method of Cramer and Wold, the convergence (a) of 
Theorem 2.1 now follows with Lemma 5.2 and Lemma 5.3 (cp. also 
Grenander and Rosenblatt [14, p. 5471). 
(b) follows from (a) with Lemma 5 of Dahlhaus [lo]. (In the non- 
tapered case cp. Ibragimov [22, Theorem 1.11.) 1 
Proof of Theorem 2.2. Since 1/(2rcTmin(s,, s2}) AcTsL1(a) Ac”27( -a) is 
also an approximate identity (cp. Edwards [ 13, 3.2.11) we obtain that Cov 
(Ba,,b,(#r, si), B&(U2, s2)) is 271 min{s,, s2} times the expression in the 
brackets of (14). Thus Bajbj(Uj, .) is a Wiener process on [0, l] (j= l,..., k) 
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and we have P(B(u;)EC’[O, l])=l. Now let hj*(~):=lim,~,h,(y) 
&(~)(j= l,..., k) andf: Dk[O, l] -+ Rk be defined by 
If x(. ) E Ck[O, l] and x(“)( * ) E @CO, 1 ] is a sequence with d(x, xc”)) + 0 
(where d is the Skorohod-metric, cp. Billingsley [S, p. 11 l]), we have 
cj”= 1 suPtP [O,l] Ix,(“)(t) -xi(t)1 -rO and thus j(x’“‘) *f(x). So we get for 
the set D, of discontinuities offP(B(u, .) E Of) = 0. It follows (see Bilingsley 
[S, Theorem 5.11) that f(BcT’(u, .) 3 f(B(u, e)). But the second summand 
of the jth component off(BcT’(u, .)) is 
- 
Since h, is of bounded variation we obtain with the Markov inequality 
Sin% C(U) := {fi(B(u, *))/Hojb,)j= 1,~ 
is a Gaussian random vector we have 
proved the first part of condition (ii) of Theorem 2.1. We now calculate the 
covariance structure of C(u). Using Fubini’s Theorem we obtain 
cov( Ccz,b,(Ui), ‘CZjbj(‘j)l 
cH lH COV{Bn;bi(Ui, l),B,b,(uj, l))(hi*(l-)hT(l-) 
dh 9,4 
-h:(l-)J~oI,sh:(rlc)-h,*(l-)S sh:(ds) 
CO,l) 
+J COJ)2 
min(s,, s2} h,+(ds,) h,*(ds,)}. 
Using the formula (integration by parts) 
J 
sh,F(s) h:(A) 
CO,l) 
=h:(l-)h,ql-)-J h:(s-)h:(s)ds-J~ol,sh:(s-)h~(ds) 
CO.1) 
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we get at last for the covariance 
and so the required result. 1 
Proof of Corollary 3.1. We just consider the &mixing case (ii) (the 
strong-mixing case must be treated analogously). Using Lemma 3.5 of 
McLeish [27] and the product theorem for cumulants we obtain 
and 
Thus fab and fabcd are continuous on R (a, b, c, d = l,..., r) and assumptions 
(i) and (iv) of Theorem 2.1 are fulfilled. 
Assumption (ii) follows by means of the method of Cramer and Wold 
from McLeish [27, Corollary 3.93 with our Theorem 2.2. 1 
Proof of Corollary 3.2. If we define v(r) := I,!= 1 tj(X(r $ u,) X(r) - 
c(ui)} (tl E R) we obtain that {q(r), Fr} is a mixingale in the sense of 
McLeish [27] and that the assumptions of Theorem 2.6 of McLeish [27] 
are fulfilled. Since this calculation is very technical (but not very difficult) 
we leave it out. Assumption (ii) of Theorem 2.1 now follows for all h of 
bounded variation from McLeish [27, Theorem 2.61. 
Since A(,?) := C,“= --co a(u) exp(ilu) is continuous, we obtain the con- 
tinuity of the second- and fourth-order spectra and thus the validity of 
assumptions (i) and (iv). 1 
Proof of Theorem 4.1. We give a short sketch of the proof. 
Let 
cum[,JX, Z) := cum(X ,..., X, 2 ,..., Z). 
I-times k-times 
If we prove 
Icuml,k{ %‘(22) - Y:;‘(&), Yj,;f’(n2) - Yp(&)}l d K(A, - &)(‘+k)j2 
for all l,k~N, with Z+kg4 and all O<I,bl,<7r the tightness of the 
marginal distributions and therefore the tightness of the whole sequence 
follows with the product theorem for cumulants from Billingsley [S, 
Theorem 12.31. Using the terminology and the estimation of Dahlhaus 
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[lo, Lemma lo] we obtain as an upper bound for the above expression 
(rl=l+k) 
KT-“l= 1 j 
G-m 
j fi 
cn,,i2]~ 
LhT)(aj - pa,) LhT)( - aj - /lb,) da dp. 
i.P. ,=l 
Because of the indecomposibility of the partitions (in the sum) and the 
convolution properties of the functions L jr) (cp. Dahlhaus [lo, Lemma 31) 
we obtain for every summand (m is the magnitude of the partition) as an 
upper bound K(1, - J.l)mi”(3r12-m*l’) which gives the required result (using 
lQmG1’). 1 
Proof of Theorem 4.2. (a) Because of Theorem 4.1 we have to prove 
the convergence of the finite-dimensional distributions. Here we shall just 
consider the one-dimensional distributions, and the convergence of the 
multidimensional distributions follows analogously. The convergence of 
(Y:;)(A), Yh?(A)) and therefore the convergence of Re Y::)(A) follows from 
Theorem 2.1 if y = A is a Lebesgue point off:,(y) and off&,(y). 
Using the results of Cramer and Leadbetter [9, Chap. 9.41 we obtain 
that the limit process Re Y,,(e) has continuous paths almost surely. Using 
this continuity, the tightness of the sequence Re Yiz)( .), Theorem 8.2(ii) of 
Billingsley [S], and the fact that the set of Lebesgue points is dense in 
[0, n] (cp. Hewitt and Stromberg [lS, Theorem 18.51) we get the con- 
vergence of Re Y::)(A) for all 1 E [0, rr]. 
(b) now follows again from (a) with Lemma 5 of Dahlhaus [lo]. 1 
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