Introduction
During a certain stage of cell division, namely metaphase, the so called centromeres of the η chromosomes of a haploid genome are sometimes assumed to form a flat regular n-gon Ρ (cf. [5] , [6] ). However, due to the measuring process and because of natural variations only a more or less irregular arrangement of the η individually identifyable centromeres -if η is not too large -can be observed under the electron microscope. Today the resolution of the microscope limits η to about 30. The question arises, how large the deviations (within the plane of Ρ ) from the corners of Ρ may be so that the method used to find the original arrangement reconstructs Ρ correctly.
Let Pi, i < 1,2,..., τι, be the vertices of Ρ and Q, be the point obtained by displacing P¿.
In their papers [5] and [6] the biologists Heslop-Harrison and Bennett used the following method to reconstruct Ρ (without taking into account the distances P,Q,·):
For Q = {Qi I i = 1,2,.,.,η} they determined all the possible -1)! polygons with vertex set Q and assumed that the n-gon with the shortest perimeter correctly reconstructs the order of the P¿ within P.
It was shown in [2] that this method is correct, if the displacements QiPi for i < 1,2,...,τι stay beneath a given bound u(n), which ranges in percentage of the sidelength d of Ρ between 28% for η = 6 and 44% for η = 30. In the case η -7, for which most of the biological research work has been done so far, we have v(n)/d = 31% .
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In [3] an algorithm was formulated which guarantees the correct reconstruction under similar assumptions about the displacements of the Pi as above but only required polynomial time. (The reconstruction can be done in 0(n 2 ) steps.)
In this paper we present an algorithm which improves the bound v(n) for all η and which can be performed in 0(n 2 ) time. For the important case η = 7, the improvement of v(n)/d is nearly 50%.
The convex hull algorithm
Given the η (pairwise different) points Qj, Q2, · · · , Qm (i) determine the convex hull Η of Qi, Q2,..., Qn and denote the vertex set of Η be V{H).
(ii) project each Qi, which lies in the interior of Η, onto the lateral edge of Η1 which is nearest to Qi, and denote the set of points obtained this way by P{H).
(iii) determine the sequence of the points of V(H) U P(H) on the boundary of Η ; it provides the original order of the points in P.
As for the details of step (i), we point out that there are well known algorithms to determine the convex hull of η points in a plane, such as Graham's scan or Jarvi's march, which have running time 0(nlogn) and 0(n 2 ) respectively (cf. eg. [4] , [7] ). As far as step (ii) is concerned, an easy method would be to check the distances of all Qi within the interior of H to the edges of Η, for which 0(n 2 ) time is necessary, so that the whole computing time amounts to 0(ra 2 Tab. 1
REMARK:
The values in Tab.l are all 0,2% within the range of the optimal values that can be determined numerically.
The rest of the paper deals with the proof of Theorem 1.
Reconstructing the spatial order of chromosomes 831 3. The property W(n,s) For fixed η > 3 and fixed ε < £ we consider the n-gon Ρ with corners Pi, P2,..., P" and side-length d. Further we set up a disc of radius ε around Pi for every í, i = 1,2,..., η. DEFINITION 1. We say that the property W{n, ε) is fulfilled, if for any consecutive quadrupel of discs, say C3, C2, Cj, C4, the following is true: For any Qj G Cj,j = 1,2,3,4, the bisector w of the angel between the line segments Q3Q1 and QiQi does not intersect the disc C2 (see Fig. 1 ).
W.l.o.g we obviously can assume that Q3 and Q4 lie on the boundaries of Cz and C\ so that the lines through Qi, Q3 and Q\, Q4 are tangents to C3 and C4 resp.; we denote these tangents by Í3 and <4. Moreover, by projecting Q1 along w to the boundary of C\ in direction of the outside of Ρ (see Fig. 2 ), one can see that it suffices to assume Qi to lie on the boundary of C\. Because Cz,Ci,C\,C\ are circles with the same radius around consecutive vertices of a regular polygon, the distance QzQi is greater than the distance Q1Q4, from which we can conclude that the angle δ between the bisector w and the line through Q3 and is smaller than f. Studying the situation after the projection as depicted in Fig. 3 , it follows that the angle a between w and the line through S3 = Í3 Π t' 3 and 5*4 = ¿4 Π t\ is < 6, hence the line-segment S3Q1 is longer than the line-segment which yields 7i <72· Therefore w' is nearer to C2 than w.
In the following we want to prove that W(n, ε) holds for all pairs (η,ε) according to Tab.l in Theorem 1.
That VF(3, ε) is fulfilled for ε = 0,433d < |Λ/3 follows from Fig. 4 , where the only "critical situation" appears at point Q1 = Q c . So we will assume η > 4 from now on. In order to find optimal values for ε we describe the property
analytically: We choose the side-length ci of Ρ to be 2 and introduce a coordinate-system. We agree upon the notation as indicated in Fig. 5 . The crucial parameter is the parameter t in the polar coordinates (1 + ε cosí,£siní) of Q\. The parameter t determines the angles φ3 and <¿>4 between the tangents Í3 and ¿4 and the x-axis resp. and therefore fixes the value of the angle ψω= ν3 + φ * between the bisector ω and the x-axis (see Fig. 5 ).
Applying the condition of a line y = kx + d being tangent to a circle 2 to and Í4 and taking into account that W(n, ε) is only fullfilled, if ω does not meet C2, we obtain the following inequality and equations (which are derived by means of some elementary calculations and geometric considerations that help to determine the sign when extracting roots): 
Our problem is to find the least upper bound of ε such that (W), (T3) and (T4) hold.
In the first place we observe that for given η and ε equations (T3) and (T4) can be solved with respect to and φ^ so that <¿>3,<¿>4 and hence Moreover, by implicitely differentiating (T3) and (T4) with respect to t we obtain
Introducing φ3 and φΑ from (T3') and (T4') into (DT3) and (DT4) yields explicit expressions for the functions φ'3(ί),φ'Λ(ί) and <p'w(t) = ^(váíO + f'n(t))·
Next we notice that the condition ε < F(t) for all t is equivalent to ε < min F(t) =: F(t0) and that t0 can be determined by solving the equation F'(t) = 0, which yields
ΎχυΧ~ ' cos φυι + sin t Finally we observe that if (W),(T3), (T4) hold for an ε this is also true for any radius ει < ε because ε\ just characterizes points within the disks C3, Ci, C4 and, as we have seen above, when dealing with W(n^), we can always restrict ourselves to the boundaries of Cz,C\,Ci. Let us summerize: we can therefore find the least upper bound ε of ε for a given η by solving the system of equations
ε = F(t), (W), (T3), (TA).
These four equations can be reduced to two equations in t and ε by the virtue of (T3'), (T4'), (DT3) and (DTA).
The equations we have derived only allow us to find ε numerically. However, one can prove that the following values οίε, which will stay unchanged from now on, are (very close) lower bounds of ε (cf. Tab.2). We determine α (with -0,22 < α < 0,88) such that 1+sin ( Q~y \ = ε -Uf and β (with β > f) such that the increase of the tangent W2 to Cι in Qi(ß) equals tanTp w . Then one easily can see that W(n^,t) is fulfilled for all t with Qi(t) "below" the line wi through Qi(a) with increase ίαηφ (dotted part of the circle C\ in Fig. 6 ). Moreover, by virtue of projecting a point Qi(t) along w to the periphery of Ci in the direction out of Ρ (cf. section 2), it obviously suffices to consider parameter values t with t < β only.
A short numerical calculation shows that e.g. the following numbers α and β can serve as lower and upper bounds of a and β resp. (cf. Tab.3): η Next we observe that for given η and ε íhe qualitative and quantitative behaviour of the function <p w (t) can be well described by discussing the functions <pz{t) and (/): Apart from scale, the choice of the coordinate system and phase shifts, (T3) and (T4) are both equations of the form (T) r(l + sin(i + φ)) = 2 sin φ. Fig. 7 and can be exploited to describe the graph of the function <p(t) for 0 < t < 2π, changes its sign exactly two times, namely at the points which seperate the transitions between the two relative extrema of <p). By superposition of ψζ{ί) and φ±{ϊ) one obtains the behaviour of = + V4(0)· particular, for given ra (and ε according to Tab.2), one can determine an exact lower and an exact upper bound for the smallest root t* > a of <p' w (t), both being close to t*. For 4 < ra < 80 it turns out that t* < β, e.g. 156° < t* < 157° for η = 4 and 162° < t* < 163° for 71-7, and for 81 < ra < 199 one finds t* > 180° = β. The choice of the upper bound 199 for η is determined by the following considerations:
Equation (T) expresses the movement of a tangent to a circle in the way indicated in
In order to obtain exact numeric results for all ra G Ν we set φ3 (t) = limn-^oo define <p4 (t) as the value of ^(t) for ra = 200 (this number will be convenient for the following calculations) and put φυ) (t) = \{ψζ (0+ (0)· Moreover we denote the line through Qi(t) with increase tan ψ υι (ί) by w (t) and define W (200, £,i) to be the property that w (ί)Π nC 2 = 0. Then, because of φ 3 (t) < φζ(ί) for all η and φ 4 (t) < <¿>4(0 for η > 200, we obtain (ί) < ν> ω (ί), which yields W (200, ε, ί) =» W(n,e,í)
for η > 200. For the smallest root t* > a of <p w (t) = 0, one can deduce 281° <t* < 282°.
Now we can show that W(n,e,t)
is fulfilled for a < t < β. For this end we establish the following procedure for 4 < η < 199, which starts with a = a. (The dependence of the bisector w on t is emphasized by writing For 4 < η < 80 the above procedure yields Τ < t* < β, and for 81 < η < 199 one obtains Τ < β < t*. Since ψ υι is increasing for a < t < t*, inequality (W) holds for all ί G [a,Τ], from which we can conclude that W(n, ε, t) is fulfilled for all t G [α, Τ]. For Τ < t < β we have either ^(i) >
<p w (t) or <p w (t) < <p w (t). <p w {t) > <p w (t) yields
sin Vu;(0 > sinv^(ï) > ε. Therefore we can conclude that W(n,e,t) is fulfilled. If we have otherwise < φυ,(ϊ), we can project the point Q\(t) along w(t) to the opposite side of the periphery of C\ obtaining a point Qi(t'), which has the property that the line w(t') through it is "nearer" to C2 than w(t). Since t' < Τ this shows that also holds. As for η > 200, we are concerned with W (200,ε,t), which implies W(n,e,t) for η > 200. If we proceed exactly in the same way as above with (p w ,w,<p 3 and <p 4 in the role of <¿>u,,w,<¿>3 and <¿>4 resp., we obtain that W (200, ε, t) holds for all t € [α, ß], (In particular, it follows that a<T <β = π <t*.)
Summarizing we have proved H(n, ε) is not fulfilled in Fig. 9 . Since the assumption we made about the location of h can only occur if η < 5, we assume η > 6 from now on.
Let k t be the rise of the tangent t common to C2 and Ci and k p be the rise of the line ρ through Q\ orthogonal to h, as indicated in Fig. 9 . Then Η(η,ε) is obviously fulfilled if w ^ΞΖ = 4 > fc. ε h,t We will show that for all choices of ε according to Tab.2 {II) holds (so that we do not have to take into account other conditions which have to be satisfied in case Η(η,ε) is fulfilled).
If (Η) is true for the largest k^ that can occur then it is true for all khWith reference to the situation described in Fig. 10 , kh assumes the largest value, if h is tangent to C2 and C4, provided h Π Cz φ 0. That is exactly the case when the angle χ between h and the x-axis is smaller than Fig. 10 h being tangent to both C2 and C4 can be expressed analytically by
which follows from solving the equation ε -sinx + sin(x+ with respect to χ.
For η > 6 equation (CH) yields χ < ^, which is exactly the case when η < 18. By introducing χ in (H) and assuming kh > 0 we obtain (Η') ε < cos χ,
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Since, by our choices of ε,the inequality (H') holds for all η with 6 < η < 18, we infer that Η(η,ε) is fulfilled for η < 18.
As for η > 19, we obtain an upper bound of kh., if we take h to be a tangent to C3 and C\, which means that ε = (sinx)(l + 2cos^-), from which we can conclude Computing χ for ra = 19 shows that (Η') is satisfied, and since χ is decreasing with increasing η, (Η') holds for all η > 19. Hence Η(η,ε) is also fulfilled for η > 19. Thus we obtain 
Proof of Theorem 1
Let us refer to the "correct order" as the order of the points Qi, which is given by the angular order of the vertices P¿ of Ρ, from which the Qi are obtained.
As far as step (i) of the convex hull algorithm is concerned, the angular order of the vertices of the convex hull Η are a suborder of the correct order, because for any arbitrary convex polygon the consecutive vertices occur in a sorted angular order around any interior point (cf. eg. [7] ). If we draw the tangents from the center of Ρ to all circles C,·, we can see that the angular order of the Qi we obtain this way does reflect the correct order. Now to step (ii) of the convex hull algorithm: If an interior point of Η is projected onto a lateral edge hoi Η nearest to it, one can see immediately that the worst case for not obtaining the correct / / /
Fig. 11
Reconstructing the spatial order of chromosomes 841 order (or even of not being able to find a nearest edge, because there exists more than one edge of nearest distance) occurs, if the property W(n, ε) is violated (cf. Fig. 11) Since, according to Theorem 2, W(n,e) holds for all η > 3, step (ii) always yields the correct order.
If more than one point is projected onto an edge h, the relative order of the projected points can not be incorrect if property Η(η,ε) is fulfilled, which is the case by Theorem 3. Therefore the convex hull algorithm always reconstructs the order of the original points correctly.
