Abstract. Consider a Dirac operator defined on the whole plane with a mass term of size m supported outside a domain Ω. We give a simple proof for the norm resolvent convergence, as m goes to infinity, of this operator to a Dirac operator defined on Ω with infinite mass boundary conditions. The result is valid for bounded and unbounded domains and gives estimates on the speed of convergence. Moreover, the method easily extends when adding external matrix-valued potentials.
Introduction
On the plane R 2 consider a smooth open set Ω, not necessarily bounded, with boundary ∂Ω. For m > 0, let H m be the standard two-dimensional Dirac operator, defined on the whole plane, with a mass term being zero on Ω and m onΩ := R 2 \ Ω. Berry and Mondragon [8] realised that in the limit when m → ∞ the operator H m converges -in some sense -to an operator H Ω , defined only on Ω, with certain prescribed conditions at the boundary (which were later known as infinite mass boundary conditions). Recently in [22] it was shown, assuming Ω to be bounded, that the spectral projections of H m converge to those of H Ω as m → ∞. The strategy used in [22] was based on the mini-max principle, which is only appropriate for bounded domains. In this work we extend the results from [22] in several directions.
In recent years, Dirac operators have regain much attention since they provide an effective description for the dynamics of charge carriers in graphene [13] and in other novel materials that exhibit interesting physical properties (see e.g., [2] ). In the physics literature, this type of spatially localised mass terms in the Dirac equation are used to model obstacles for the effective particles [1, 18, 21] . In addition, the limiting operator H Ω is used to model particles confined to Ω, as it is the case for quantum dots [16] or for a periodically perforated sheet of graphene [12, 11] . It is therefore desirable to estimate the speed of convergence of H m to H Ω .
In this article we allow Ω to be unbounded and show that, as m → ∞, the norm resolvent difference between H m and H Ω is of order 1/ √ m, uniformly in the spectral parameter (see Theorem 1.1). Our proof is based on a novel resolvent identity (see Lemma 2.1), which Hypothesis 1.
(1) Its boundary ∂Ω is C 2,1 , (2) the curvature κ Ω of ∂Ω is in L ∞ (∂Ω), (3) there exist global tubular coordinates for a neighborhood of ∂Ω. Namely, there exist δ 0 > 0 and C 0 > 0 such that the mapping
This includes for instance the following cases:
(i) Bounded boundary case. The set Ω orΩ is a bounded set, with C 2,1 boundary. (ii) Deformed half-space. The case in which Ω is a connected unbounded set given by {x = (x 1 , x 2 ) ∈ R 2 : x 2 ∈ R and − ∞ < x 1 < f (x 2 )} for some f ∈ C 2,1 (R). (iii) Periodic holes. Another typical situation in which we are interested in is the case where, for fixed L > 0,Ω = γ∈LZ 2 B r (γ) consists of periodically distributed balls of radius r < L. We work on the spaces of measurable square integrable functions
, with scalar products ·, · Ω , ·, · Ω , ·, · ∂Ω , and we set ·, · ≡ ·, · R 2 . We indicate the set of integration in the same way for the corresponding norms · 2 = ·, · . The Euclidian scalar product on C 2 is denoted by (·, ·). Thus, we have, for
Throughout this paper we use the identification
where 1 denotes the indicator function on the corresponding set.
For Ω ′ ∈ {Ω,Ω} we denote by
If it is clear from the context we may drop the reference to the spinor space C 2 and simply write
etc. Due to the regularity of the boundary, there exist a continuous linear operator, the trace operator, [20, Theorem 15.23 ] for a general statement valid in the case of unbounded boundaries).
Moreover, for any ε > 0 there exists a constant C ε such that for all
Remark 1. The above trace inequality is usually stated with ε = 1. To obtain the desired result (2), following the standard proof, it suffices to apply 2ab
We define the differential expression associated to the standard massless Dirac operator on the plane as
where σ = (σ 1 , σ 2 ) and the Pauli matrices are given by
They satisfy the anticommutation relation
Let us now introduce the main operators of this work. For m > 0 we denote by H m the self-adjoint operator in L 2 (R 2 , C 2 ) acting as
. For an element of its resolvent set z ∈ ̺(H m ) we write the resolvent of H m as
We are interested in the limit of R m as m → ∞; the limit operator acts non-trivially in L 2 (Ω, C 2 ). In order to describe its boundary conditions we set, for Ω ′ ∈ {Ω,Ω}, n Ω ′ : ∂Ω → S 1 to be the normal vector to Ω ′ pointing outwards. For any x ∈ ∂Ω we define the boundary matrix as
which is self-adjoint with eigenvalues ±1. For the case Ω ′ = Ω we write the corresponding eigenprojections as P ± := (1±B Ω )/2. Due to the anticommutator relations (3) the following intertwining relation holds
We define the self-adjoint operator (see e.g. [6] )
In the physics literature conditions as P − tr Ω ϕ = 0 or P + tr Ω ϕ = 0 are referred to as infinitemass boundary conditions [1] . For further recent study of H Ω from the mathematical point of view see e.g. [7, 19, 10] . Note that in dimension 3, this infinite mass limit is strongly related to the MIT bag model for quarks confinement. This model has been derived first by Bogolioubov [9] in 1968 and extended by physicists from MIT into a shape optimization problem [14] in 1974. We also refer to [3, 5, 4] for a study of these problems from the mathematical viewpoint and other physical references on the subject. For z ∈ ̺(H Ω ) we write
and there is a constant
Here the orthogonal sum is in the sense of the splitting (1).
Remark 2. Notice that Theorem 1.1 implies that the spectrum of H m converges to that of
where 1 (a,b) is the indicator function on (a, b) and the spectral projections are defined through the functional calculus. This result is obtained by applying the estimate (8) to the Riesz' Formula 1 (a,b) (
where γ is a contour around (a, b) with distance ν > 0 to (a, b).
In particular, if λ is an isolated eigenvalue of H Ω , there exists a sequence (λ m ) such that for all m large enough λ m is an eigenvalue of H m and
Remark 3. It is easy to check that H −m convergences, as m → ∞, to an operator defined as in (6) but with the boundary condition replaced by P + tr Ω ϕ = 0 (see [22, Remark 2] ).
In [22] it was shown that the spectral projections of H m convergence to those of H Ω in operator norm. In their proof the authors used a combination of the mini-max principle (which is not suitable for unbounded domains) with certain apriori lower bound on the quadratic form ϕ → H m ϕ 2 . In this work we use the same lower bound (see [22, Lemma 4] and Proposition 1.2 below) together with certain novel resolvent identity stated in Lemma 2.1 below. The main point here is that we compare, through their resolvents, the operator H m with
, where H (m) Ω = T +mσ 3 is an auxiliar operator having domain H 1 (Ω) with infinite-mass boundary conditions (see (10) below). We conclude the proof by estimating the corresponding resolvents and resolvent traces. The proof of Theorem 1.1 is given in Section 2.
The next theorem is an extension of the main theorem to the case of Dirac operators with matrix-valued potentials.
Hypothesis 2. Let V be a symmetric matrix-valued potential. We assume:
(i) There exists a ∈ [0, 1) and b 0 such that for all
We thus consider the following operators
We also define 
The proofs of the above two results are postponed to Section 4.
Proof of Theorem 1.1
For m > 0 we define the auxiliar self-adjoint operator acting in
) we write its resolvent
Remark 4. Notice that, since B Ω = −BΩ, the boundary conditions stated in (6) and (10) can both be written in terms of the corresponding boundary matrix. More precisely, for Ω ′ ∈ {Ω,Ω}, we have
Lemma 2.1 (Resolvent identity). Consider the resolvents (4), (7), and (11), evaluated at
2 ) and ϕ = φ ⊕φ ∈ D Ω ⊕ DΩ. Since the mass term of H m is supported onΩ we have that
Using partial integration (see Lemma 2.2 below) we get for any z ∈ C
where in the last step we used the boundary conditions for φ andφ (see Remark 4) . Since tr Ω φ = P + tr Ω φ and trΩφ = P − trΩφ we may write, in view of (5), the two boundary terms above as P − tr Ω ψ, σ 3 tr Ω φ ∂Ω and P + trΩψ, σ 3 trΩφ ∂Ω , respectively.
Let f, g, h,h, and z be given as in the statement of the lemma. The claim follows from the above computation since it holds for ψ := R * m f = R m (z)f , φ := R Ω (z)h, and
Proof of Theorem 1.
. For fixed constants µ 0 > 0 and ρ 0 define the set S µ 0 ,ρ := {ξ ∈ C : |Im(ξ)| µ 0 and |Re(ξ)| ρ} .
According to Lemma A.1 below it suffices to show, for some C ′ < ∞ and m ′ < ∞,
From the resolvent identity in Lemma 2.1 we get, using Cauchy-Schwarz Inequality,
for any ξ ∈ S µ 0 ,ρ . The theorem now follows from lemmas 3.2, 3.3, and Corollary 3.5 from Section 3 below.
The next is an elementary result from partial integration.
Proof. Using divergence theorem for the Sobolev functions φ, ψ ∈ H 1 (Ω ′ , C 2 ) we compute
The lemma follows now since iσ · n Ω ′ = −σ 3 B Ω ′ . 
Resolvent estimates
Let us start by introducing some additional geometrical objects for Ω ′ ∈ {Ω,Ω}. Given n Ω ′ = (n 1 , n 2 ) we define the tangent vector t Ω ′ := (−n 2 , n 1 ). Normal and tangent vectors are related to the curvature κ Ω ′ through the formula
Due to Hypothesis 1 on ∂Ω we have κ Ω ′ ∞ ≡ κ ∞ < 0. The following lemma is well known. We give its proof for completeness at the end of this section.
Let µ 0 ∈ (0, ∞) and ρ ∈ [0, ∞) be fixed constants. In this section we will evaluate the resolvents on the set S µ 0 ,ρ defined in (12) . Lemma 3.2. There exist a constant c < ∞ such that for all ξ ∈ S µ 0 ,ρ and all h ∈ L 2 (Ω, C 2 )
tr
Proof. The first inequality above is straightforward. In order to show (17) observe first that, for all ϕ ∈ D Ω and ξ = η + iµ ∈ S µ 0 ,ρ ,
Recall that by the Trace Inequality (2) for every ε > 0 there is a C ε < ∞ such that
Thus, using the previous two inequalities and estimating equation (15) we get, for all ϕ ∈ D Ω and ξ ∈ S µ 0 ,ρ ,
where in the last step we choose ε −1 = 1 + κ ∞ /2 and setC ε := |2µ
. This finishes the proof of the lemma.
, and all m > 2 |µ 2 0 − 2ρ 2 | the following inequalities hold
7
Proof. First observe that, for ϕ ∈ DΩ,
where in the last step we used the boundary conditions (see Remark 4) and that Green's identity gives, for ϕ ∈ H 1 (Ω),
Reasoning as in (18) and using (23) we obtain, for any ϕ ∈ DΩ and ξ ∈ S µ 0 ,ρ ,
where in the last step we used the hypothesis on m. We find the bounds (21) and (22) after inserting ϕ = R Proposition 3.4 (A priori lower bound [22] ). There exist constants c < ∞ and m
This result is stated in [22, Lemma 4] for a bounded and regular domain Ω. However, its proof extends easily to unbounded domains. It also extends to the case in which different components of the boundary are at a certain minimal distance from each other and when we can choose global tubular coordinates with a globally bounded curvature. Hypothesis 1 on the boundary guarantees just that.
For completenes let us quickly review the argument: In view of Lemma 2.2 one can check that, for any ϕ ∈ H 1 (R 2 , C 2 ),
. Thus, it suffices to show that, for m large enough,
Recall the definition of δ 0 given in Hypothesis 1. The next step in the proof given in [22] uses a smooth partition of the unity u, v on the set Q δ 0 = {x ∈Ω : dist(x, ∂Ω) < δ 0 } such that u 2 + v 2 = 1 onΩ and u is supported in Q δ 0 with u(x) = 1 when dist(x, ∂Ω) < δ 0 /2. Using the IMS localisation formula one gets, for some c > 0,
The latter expression, locates the problem only on Q δ 0 . One can then obtain (24) by expressing the integrals in tubular coordinates and using [22, Lemma 4] .
, and all m > m
Proof. We follow the same strategy as in the proof of Lemma 3.2. By Proposition 3.4 and (19) we have, for ε
from which follows the claim.
Proof of Lemma 3.1.
Assume further that ϕ ∈ D Ω ′ and write ∂ t := (t · ∇) (we skip the index reference to the set Ω ′ ). Then, according to Remark 4, we find that on ∂Ω
where in the last inequality we use that {B, σ 3 } = 0. This implies that (ϕ, σ 3 ∂ t ϕ) = (ϕ, σ 3 (∂ t B)ϕ)/2. Moreover, using (14), we get on ∂Ω that
Using a density argument we can extend the above expression to D Ω ′ obtaining (15).
Proof of Proposition 1.2 and Theorem 1.3
Proof of Proposition 1.2. We first prove self-adjointness of H V Ω . Lemma 3.1 and trace inequalities (2) give, for ǫ ∈ (0, 1) and all ϕ ∈ D Ω , with C ǫ given by (2)
9 Moreover, from Hypothesis 2(i), we have, for
Picking ǫ small enough, (27)-(28) imply that there exists a ′ ∈ (0, 1) and 
Now using the Hypothesis 2(ii), implies
In view of estimates (31) and (32), we conclude by picking ǫ small enough so thatã := a/(1 − ǫ) < 1.
We are now equipped to prove Theorem 1.3.
Proof of Theorem 1.3. As in the proof of Theorem 1.1, for fixed constants µ 0 > 0 and ρ 0, we consider the set S µ 0 ,ρ defined by (12) . Pick ξ ∈ S µ 0 ,ρ and denote R 
Similarly, with (30), we have for µ 0 large enough
Hence, using resolvent formulae for R 
