Abstract. We consider the stabilization of an anisotropic thermoelasticity system with a natural Neumann boundary condition on part of the boundary and combined nonlinear internal and boundary feedbacks. We then give an answer to a problem raised
Introduction.
Let Ω be a nonempty bounded open subset of R n , n ≥ 1, with a boundary Γ of class C 2 . We denote by ν = (ν 1 , · · · , ν n ) the unit outward normal vector along Γ. For a fixed x 0 ∈ R n we define the function m(x) = x − x 0 ; x ∈ R n and the following partition of the boundary Γ (see Figure 1 ):
In this paper we consider the system of anisotropic thermoelasticity: 
where u = u(x, t) = (u 1 (x, t), · · · , u n (x, t)) denotes the displacement vector field, θ = θ(x, t) the temperature and the stress tensor σ is defined by σ ij (u) = a ijkl ε kl (u) (throughout the paper we adopt the convention of repeated indices), where ε(u) is the strain tensor given by
) and the coefficients a ijkl of class C 2 (Ω) are such that a ijkl = a klij = a jikl and satisfy the ellipticity condition:
for all symmetric tensor ε ij . The components of the vector field div σ(u) are given by
The function a is nonnegative and belongs to C 1 (Γ 2 ); the functions g(u) = (g 1 (u), ..., g n (u)) and f (u) = (f 1 (u), ..., f n (u)) are continuous and satisfy
The coupling parameters α and β are supposed to be positive. These assumptions guarantee that the system (3) is dissipative since its energy defined by
is nonincreasing. The stabilization of this system without feedback has been analyzed in [14] and cannot be guaranteed for all domains since the damping produced by the heat equation is not sufficient. Therefore, it is natural to study the stabilization of this system by adding supplemantary damping terms. According to the existing literature on damping, both internal or boundary damping are natural ways of doing that.
The stabilization of different variants of the system (3) has been studied in the literature, notably in [15, 16] (see also [5, 17, 18, 19, 20] ) in the isotropic case but with nonnatural boundary conditions, namely by replacing in (3) the term σ(u) · ν by µ ∂u ∂n + (λ + µ)νdiv u. In [15] , Liu considered the case f = 0 and the linear feedback, i.e., g(x) = x. Recently, Liu and Zuazua [16] have established, still in the case f = 0, exponential, polynomial or logarithmic decay of the energy for some nonlinearities g. The aim of this work is to generalize these results to the case of an anisotropic system, to the case f = 0 and to the case of natural boundary conditions. This last case answers a question raised in [16] . For this purpose, in the linear case we establish integral inequalities as in [15] and [1] leading to the exponential decay and in the nonlinear case, we use the theorical results established in [13] . In fact, the results from [13] guarantee that, if the linear system has an exponential decay, then the nonlinear system is automatically stable, the decay rate being related to the properties of the nonlinearity. The main idea from [13] is to use Liu's principle in a abstract setting and an appropriate integral inequality. The results of this paper have been announced in [6] in the case of constant coefficients a ijkl .
The main results.
In the remainder of our paper we suppose that
Furthermore, in order to avoid regularity problems related to the change of boundary conditions we assume that (see Figure 1 )
Since we impose Dirichlet boundary conditions on the temperature θ and mixed boundary conditions on the displacement u, the regularity problem of the solution to our system is related to the one of the elastodynamic system. We then refer to [2] for the treatment of the case Γ 1 ∩ Γ 2 = ∅ (in the case of 2D-polygonal domains).
We finally suppose that there exist positive constants C f and C g such that
We define the following Hilbert spaces:
The space W is equipped with the natural norm:
In the sequel, we denote by ·,· the duality pairing between H 1 0 (Ω) and
Theorem 2.1. Let Γ 1 and Γ 2 be defined by (1) and (2) and satisfying (9) and (10) . Assume that the functions f and g satisfy (5), (6), (7), (11) and (12) . Then for initial data (u 0 , u 1 , θ 0 ) ∈ H, the system (3) has a unique (weak) solution (u, θ) satisfying
We assume that there exists γ m ∈ ]0, 2[ such that
for all symmetric tensor ε ij . The main result of our paper is the next theorem:
Theorem 2.2. Let Γ 1 and Γ 2 be given by (1) and (2) and satisfying (9) and (10) . Assume that the coefficients a ijkl satisfy (4) and (14) . Assume that the functions f and g satisfy (5), (6), (7), (11) , (12) , as well as the inequalities
where d is a positive constant and G a concave function defined on R + such that G(0) = 0. Then there exist positive constants τ , r 1 , r 2 and a time T 1 > 0 (depending on τ, E(0), |Γ 2 |, |Ω|) such that the energy of any solution of (3) satisfies
where Ψ is given by
and R 1 = min(|Γ 2 |; |Ω|).
Explicit decays are presented in Section 6. Remark 2.1. The previous Theorem still holds if f = 0 and g satisfies the previous hypotheses (case of boundary feedback only) or conversely if Γ 2 = ∅ and f satisfies the previous hypotheses (case of internal feedback).
3. Well-posedness of the problem. In this section we prove Theorem 2.1 by reducing the system (3) to a first order evolution equation.
Let us define the operators
We further introduce the nonlinear operator B 0 from (H
Lemma 3.1. If the functions f and g satisfy (11) and (12) , then the operator B 0 is well defined.
The proof of this lemma is similar to the one of Lemma 3.1 of [16] (see also section 6 of [13] ).
To obtain the abstract formulation of (3), we multiply the first identity of the system (3) by v ∈ (H 1 Γ 1
(Ω)) n and we integrate by parts on Ω, this yields
This leads to the identity
In a similar manner, if we multiply the second identity of system (3) by v ∈ (H 1 Γ 1
(Ω)) n and if we integrate by parts on Ω, we obtain
and
the system (3) reduces to
Lemma 3.2. Under the hypotheses (5), (6), (7), (9), (11) and (12), the operator A defined on H by (20), with domain
The proof of this lemma is similar to the one of Lemma 3.2 of [16] . The theory of nonlinear semi-groups [21] leads to Theorem 2.1.
An abstract stabilization result.
In this section we recall the results obtained in [13] . For brevity, we do not give the full proofs and refer to [13] for the details.
As mentioned in the introduction, the philosophy of [13] is that if the linear system has an exponential decay, then the nonlinear system is automatically stable, the decay rate being related to the properties of the nonlinearity. The two main steps are: 1. First we use Liu's principle in a abstract setting. This principle allows us to estimate the energy of the (nonlinear) direct system by terms relative to the inverse linear system with final condition equal to the initial condition of the direct system. 2. In a second step these terms are estimated using the exponential stability of the inverse linear system and an appropriate integral inequality.
We first describe a general abstract setting of hyperbolic type. Let us fix two real separable Hilbert spaces H, V with respective inner products (., .) H , (., .) V and such that V is densely and continuously embedded into H. Identifying H with its dual H we have the standard diagram:
We suppose given a bounded linear operator A 1 from V into V and a (nonlinear) mapping B from V into V . We now define two (nonlinear) operators A + and A − as follows:
For brevity we often drop the superscript + from A + .
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Throughout this section we make the following assumptions:
where here, above and below ., . means the duality pairing between V and V. Using nonlinear semigroup theory [21] , the evolution equation
This system is dissipative since its energy
is nonincreasing. Moreover, for u 0 ∈ D(A), we have
The same results hold for A − (with the same expression for the energy and the same identity (32) for u 0 ∈ D(A − )). We first recall a necessary and sufficient condition which guarantees the exponential stability of (30). This condition is the validity of a stability estimate that will be checked in our particular case in the next section.
We start with the following definition.
Definition 4.1. We say that the pair (A 1 , B) satisfies the stability estimate if there exist T > 0 and two nonnegative constants C 1 , C 2 (which may depend on T ) with
for all solutions u of (30). That property admits the following equivalent formulation:
Lemma 4.1. The pair (A 1 , B) satisfies the stability estimate if and only if there exist T > 0 and a positive constant C (which may depend on T ) such that
for all solution u of (30).
Proof. ⇒: Since E(t) is nonincreasing, the estimate (33) implies that
By the identity (32) we get
This yields (34) with C =
From the monotonicity of E we may write
Again the identity (32) yields
Bu(t), u(t) dt).
Using the assumption (34) we obtain
Bu(t), u(t) dt),
which is nothing more than (33). Let us now recall that Theorem 3.3 of [13] showed that the stability estimate is equivalent to the exponential stability of (30): 
for all solutions u of (30).
Proof. Assume that the stability estimate holds, i.e., by the previous lemma, (34) equivalently holds. The identity (32) then yields
This estimate is equivalent to
Applying this argument on [(m − 1)T, mT ], for m = 1, 2, · · · (which is valid since our system is invariant by a translation in time), we will get
For an arbitrary positive t, there exists m = 1, 2, · · · such that (m − 1)T < t ≤ mT and by the nonincreasing property of E, we conclude
The converse implication is based on the identity (32). By Russell's principle the exponential stability lead to exact controllability results for the evolution equation associated with the operator −A 1 with controls in L 2 (]0, T [; U ), the control space U being a given real Hilbert space such that V is continuously embedded into U . We then denote by I U the embedding from V into U and I U the mapping identifying U as a subspace of V , i.e.,
The exact controllability problem may be formulated as follows: for all u 0 ∈ H, we are looking for a time Proof. For further purposes we prefer to solve the inverse problem (so that the asumption "(A 1 , I U ) satisfies the stability estimate" is replaced by "(−A 1 , I U ) satisfies the stability estimate"):
We solve problem (38) and (39), using a backward and an inward system with linear boundary feedbacks I U : First given f 0 in H, we consider f ∈ C([0, T ], H) the unique solution of
Applying Theorem 4.1 we get
We now take p = g − f . From (40) and (42), p satisfies (38) with
Let us further consider the mapping Λ from H to H defined by
We show that for T > 0 such that d := Me −ωT < 1, the mapping Λ − I is invertible by proving that Λ L(H,H) = √ d using the estimate (41). Once Λ − I is invertible, for any p 0 ∈ H, there exists a unique f 0 ∈ H such that
The proof will be complete if we can show that K ∈ L 2 (]0, T [; U ). For that purpose, we remark that the identity (32) yields
Summing these two identities and using the initial condition of problem (42) and the final condition of (40), we obtain
Using the identity (44) and the boundedness of (I −Λ) −1 we finally arrive at the estimate
This proves that K given by (43) belongs to L 2 (]0, T [; U ). Let us now pass to stability results in the nonlinear case. Using Liu's principle [15] and an integral inequality from [3] we deduce decay rates of the energy using appropriate nonlinear feedbacks. For that purpose we assume that the control space U is of the form
where for all j = 1,
is a measure space such that µ j (X j ) < ∞ and N j ∈ N . For all j = 1, · · · , J, we suppose given a mapping g j :
for some positive constant M . We finally suppose that B is given by
where we recall that I U is the embedding from V to U and therefore (I U u) j is the jth component of I U u.
Recall that the conditions (47) and (48) guarantee the assumption (29) on B, while (49) guarantees that B is well defined. In most examples these conditions guarantee that the assumptions (24) and (25) hold. We further remark that these conditions always hold for g j (x) = x, corresponding to linear controls, i.e., B = I U .
We now recall the integral inequality obtained in [3] (compare with Theorem 9.1 of [8] ). 
φ(E(t)) dt ≤ T E(S), ∀S ≥
for some T > 0 and some strictly increasing convex mapping φ from [0, +∞) to [0, +∞) such that φ(0) = 0. Then there exist t 1 > 0 and c 1 depending on T and E(0) such that
where ψ is defined by
We now give the consequence of this result to our system (30). 
for all solutions u of (30), where ψ is given by (53) for φ defined by
where µ = min j=1,··· ,J µ j (X j ).
Proof. By the density of D(A) into H, it suffices to prove (56) for data in D(A).
In that case let u be the (strong) solution of (30) and consider p the solution of problems By (30) and (38) we may write
This may be written equivalently as
As the assumption (28) yields
the above identity reduces to
Integrating this identity for t ∈ (0, T ), we get
By the definitions of K and B we arrive at
Using the initial and final conditions on p, we have obtained
Cauchy-Schwarz's inequality leads finally to
Let us remark that the estimate (45) and the final conditions on p yield
This estimate, the definition of K and p = g − f , lead to
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Inserting these estimates into (58) we arrive at
Using the properties on g j we can estimate this right-hand side and obtain
for some c 3 > 0 (depending on T , E(0), max j µ j (X j ), and min j µ j (X j )).
Using this argument in [t, t + T ] instead of [0, T ] we have shown that
when we recall that φ was defined by (57).
As φ is increasing, this estimate implies that for all 0 ≤ S < N, with N large enough
≤ T E(S) − T E(N + T ).
Letting N goes to infinity we arrive at the estimate (51) (see Lemma 5.1 of [3] ) and we conclude by Theorem 4.3.
Proof of Theorem 2.2.
Deriving (8) in time and integrating by parts in space we readily see that
and consequently
The hypotheses (5), (6) and (7) lead to the decay of the energy. Under additional hypotheses on f and g, we will now obtain different types of decay. For that purpose introduce the constant
Further, let γ and λ 0 be the smallest positive constants such that for all u ∈ (H
respectively. To prove Theorem 2.2, we are reduced to check the sufficient conditions of Theorem 4.4. In our case it remains to show that the linear system associated with (3) is exponentially stable. This system takes the form:
Recall that this system is dissipative and that its energy defined by (8) satisfies
To enter in the formalism of the previous section, we have to define the operators A 1 and I U associated with our system (62):
Moreover, in view of the feedbacks used in (62) and of the identities (32) and (63), we need to take
and to define the mappings
To establish the exponential stability of the system (62), we are reduced to prove a stability estimate for the pair (−A 1 , I U ) (see Theorem 4.1).
We start with two technical lemmas:
Lemma 5.1. Let (u, θ) be a strong solution of (62). Define
Then for all t ≥ 0, there exists a positive constant η such that
Proof. By integration by parts we have
We conclude using Korn's inequality.
Lemma 5.2. There exists a constant C > 0 such that for all ε ∈ (0, 1) and T > 0, we have
Proof. We proceed as in [1] . For t ≥ 0, consider the solution z = z(t) of div (σ(z)) = 0 in Ω,
This solution is characterized by z = ω + u where ω ∈ (H 1 0 (Ω)) n is the unique solution of
This identity means that
Taking v = z − u in this identity, we deduce that
Let us now show that z also satisfies
where
A. HEMMINA, S. NICAISE and A. SÈNE
The two above identities combined with the boundary conditions in (62) (implying in
This identity may be equivalently written
where we have set
It then remains to estimate each term I i : For t ≥ 0 and ε > 0 fixed, we have
By Lemma 5.1 and the identity (63), there exist two positive constants k 1 and k 3 such that
Similarly, by Lemma 5.2, there exists a positive constant k 2 such that
By Young's inequality, the definition of R 0 and of λ 0 , and taking into account (59), we have successively
where k 4 and k 4 are positive constants. As in [1] the estimation of I 5 is based on the use of local coordinates systems. Namely for all x ∈ Γ, we denote by π(x) the orthogonal projection on the tangent hyperplane T x (Γ). Any vector field v :Ω → R n will be split up as follows:
We further denote by ∂ ν v = ν · ∇v, the normal derivative of v and by ∇ T v = ∇v − ∂ n v the tangential gradient of v. For further use, we set ∂ T v = ∇ T v, the tangential derivation of v, where τ means the transposed matrix of the matrix τ . Similarly, for a vector v, v will mean its transposed vector. Following [9] or [22] , the strain tensor is written as follows:
where (∂ T ν) is the curvature operator of Γ. Similarly, the stress tensor may be written
where σ T (v) is an endomorphism on the tangent hyperplane, σ S (v) is a tangent vector field and σ ν (v) is a scalar field.
These splittings allow us to write
Let us now recall that Proposition 1 of [1] showed that there exists C > 0 such that
The Dirichlet boundary conditions on Γ 1 lead to
and consequently,
These two identities lead to 
Using the boundary conditions on Γ 2 , we may write This identity, the estimate (72) and the assumption (4) lead to
where here and below C will denote a positive constant large enough but independent of u. k is a positive constant such that m · ν ≥ k > 0 on Γ 2 . We first estimate the term
We remark that u · (m · ∇)u = By Green's formula, we have
and therefore
Using the expression of ε S (u), we may write
By Young's inequality we have
for any θ ∈ (0, 1) (that will be chosen later on).
Green's formula and Leibniz's rule yield
By the estimate (71) and again Young's inequality, we obtain
The remaining terms are estimated by Young's inequality to obtain
Next we estimate the term
The expression of the gradient in local coordinates gives
The most difficult terms are u ν m T · ∇ T u ν and m ν u T · ∂ ν u T , the other terms being estimated with the help of Young's inequality. For the first one, using local charts, a partition of unity and a Fourier analysis (see [1] for the details), one can show that
By the definition of the energy, we then obtain
