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ワーク（Radial Basis Function Network [4]，以下RBFNと称する），RBFNとDPCMの組合せ，リ
カレントニューロンネットワーク（Recurrent Neuron Network，以下RNNと称する），入力遅れ
ニューロンネットワーク（Input-Delay Neuron Network，以下IDNNと称する），時間遅れニュー






















































































向上，第 6 章誤差収束の原理，第 7 章誤差収束によるニューロンネットワークの学習精度向












第 3 章では，2 出力以上の BPNの出力間で生じる学習の干渉や各出力で用いる中間層の共有
化実現の困難性の問題を指摘している．この問題による BPN の能力低下を改善するためのニ
ューロンネットワークとして，並列型ニューロンネットワーク（Parallel-Type Neuron Network、
以下 PNN と称する）を説明している．そして，PNN の問題改善に対する有効性を示すため
に，PNN のすべての出力の学習精度に関して，BPN に対する優位性が存在することを実証し
ている．これにより，正しいニューロンネットワークの構成方法を認識する． 
第 4 章では，心電図信号の非線形予測が抱えている QRS 波の予測誤差問題に対する 2 次ボ





る 1次ボルテラニューロンネットワーク（First-Order Volterra Neuron Network，以下 1VNNと称





の原理を具現した誤差収束関数システム（Error-Convergence Function System，以下 ECFSと称
する）とそれを適用した誤差収束型ニューロンネットワーク（Error-Convergence Neuron Net-
work，以下 ECNNと称する），誤差収束並列関数システム（Error-Convergence Parallel Function 
System，以下 ECPFS と称する）とそれを適用した誤差収並列型ニューロンネットワーク
（Error-Convergence Parallel Neuron Network，以下 ECPNNと称する），誤差収束リカレントシ
ステム（Error-Convergence Recurrent System，以下 ECRSと称する），誤差収束並列リカレント






収束型ニューロンネットワーク予測器（Error-Convergence Neuron Network Predictor，以下
ECNNPと称する）の高精度予測器としての実現性と時系列信号の保存機能を確認する． 
第 8 章では，汎化利用時の ECNNPの高段のニューロンネットワークの誤差の補償効果の確
認，ECNNPの汎化能力の評価，予測器に ECNNPを用いた予測符号化の改善に関して述べてい
る．そして，予測符号化のデータ圧縮率と再構成系列信号の精度を改善できる独立量子化型予
測符号化（Independent Quantization Predictive Coding，以下 IQPCと称する），リアルタイムに
ECNNP のニューロンネットワークを学習しながら予測誤差を低減する独立量子化型学習予測
符号化（Independent Quantization Learning Predictive Coding，以下 IQLPCと称する），ニューロ
ンネットワークの教師信号の符号にそのニューロンネットワークの出力信号の符号を合わせ
て誤差の低減を行う方法，IQLPCと Cabinet（以下 CABと称する）と称するデータフォーマッ
トを用いた 2重圧縮の 4つの考案に関して述べている． 
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 2.2.1 方法 
  
 図 2.1 の BPN の時刻 τ の入力に対する時刻 τ+1 の予測を用いて，2 入力 1 出力と 5 入力 1 出
力の 2 つの非線形信号予測システムを構成する．ここで，τ は離散時間を示す整数である．そ








































図 2.2 学習用非線形プラント信号 
 
表 2.1 学習精度評価計算機シミュレーション条件 
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ときは入力信号に x1と x2，5 入力のときは入力信号に x1～x5，教師信号は両方とも x1を用いる．
また，BPN の出力関数には，逆正接関数を用いる． 
表 2.1 に学習精度評価計算機シミュレーション条件を示す．ここで，結合荷重としきい値の
初期値は，シミュレーション 1 回ごとに表 2.1 に示す範囲内で，擬似乱数を用いて決定される．
また，αminは，粗探査で平均 2 乗平均平方根誤差（Root Mean Square Error，以下 RMSE と称す
る）が，最小となる勾配法項の学習強化係数である． 
学習は，はじめに，非線形信号予測システムとして用いられる BPN の中間層素子数を表
2.1 に示す範囲と間隔で設定し，それらに対して，勾配法項の学習強化係数を表 2.1 に示す範
囲と間隔で変化させながら，3 回の粗探査を行い，その結果得られた平均 RMSE を比較する．





 2.2.2 結果 
 
図 2.3～2.6 に，中間層素子数と勾配法項の学習強化係数 α に対して学習で得られた平均
RMSE とその標準偏差を示す．ここで，図中の縦棒は，標準偏差の±の範囲を示す．図 2.3 と
2.5 の(a)は，粗探査学習後のすべての結果を 3 次元表示したものである．また，同図(b)は，同
図(a) の平均 RMSE-中間層素子数面に対して，α=1 を除いて拡大表示したものである．図 2.3
より，2 入力 BPN では，中間層素子数 24，α=0.1 のとき最小平均 RMSE1.76×10-3，図 2.5 よ
り，5 入力 BPN では，中間層素子数 22，α=0.1 のとき最小平均 RMSE1.09×10-3が示されてい
る． 
図 2.4 と 2.6 は，細探査学習後得られた最小平均 RMSE の付近を拡大して表示したもので
ある．図 2.4 より，2 入力 BPN では，α=0.1 のとき最小平均 RMSE1.76×10-3，図 2.6 より，5
入力BPNでは，α=0.1のとき最小平均RMSE1.09×10-3が示されている．両ネットワークとも，粗
探査学習と細探査学習での最小平均 RMSE が同じになっているが，これらは，偶然に生じた
結果である．この結果より，5 入力 BPN は，2 入力 BPN より最小平均 RMSE が 38.1%減少し，学
習精度が高いことが示されている． 
表 2.2 は，両ネットワークが細探査学習後に最小平均 RMSE を得たときのシミュレーショ 
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図 2.6 中間層素子数 22 の 5 入力 BP ネットワークの細探査学習後の平均 RMSE と標準偏差 
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(b) 5 入力 BP ネットワーク 
 
図 2.8 細探査学習後の最小 RMSE を得たときのネットワークの出力信号波形 
 
ン結果を示す．この表からも，5 入力 BPN は，2 入力 BPN より，最小 RMSE について 22.0%
減少し，学習精度が高いことが示されている．図 2.7 は，2 入力 BPN と 5 入力 BPN の細探査
学習で，それぞれの最小平均 RMSE が得られたときの学習開始前，学習サイクル 1 回目，学
習サイクル 100 回ごとに記録した学習サイクルと１単位時間データ当りの平均評価関数値の
平均との関係を示す．この図より， 5 入力 BPN の方が，2 入力 BPN より学習の起伏が少な



















は，1 つの入力信号値に対して 1 つの教師信号値を入出力写像として学習できる状態になる．
今回の計算機シミュレーションでは，出力信号に対する入力信号の分離能力が向上する効果










2 入力 BPN と 5 入力 BPN を用いた 2 つの非線形信号予測システムの学習精度を評価した結
果，5 入力 BPN を用いた非線形信号予測システムの方が 2 入力 BPN を用いた非線形信号予測
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いた中大脳動脈性発作の検出や I. Babaoglu [7]らによるニューロンネットワークを用いた冠動
脈疾患の決定と損傷部位の予測などがあり，盛んに用いられるようになってきている． 
本章では，PNN と BPN を用いた非線形時系列信号予測システムで，学習精度を比較し，PNN
の優位性を示しながら，その理由を考察する．そして，誤差を収束させるための複出力関数シ




 3.2.1 入出力特性 
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図 3.1 離散時間の並列型ニューロンネットワーク 
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ここで，括弧＜＞内は，上段が層番号，下段が素子番号，2 列表記のものは，左列が出力側素
子，右列が入力側素子， xは入力信号， z は出力信号，wは結合荷重，uは入力荷重和， h は
しきい値， sは入力の総和，f は出力関数， A は出力係数，M は出力層，各記号の添え字 iは
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並列ユニット番号である．また，wと h は，学習により変更される． 
 
 3.2.2 学習則 
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ここで， E は評価関数，y は教師信号， w∆ は結合荷重の変更量， h∆ はしきい値の変更量，α




 3.3.1 方法 
 
図 3.2 に，時刻τ の入力に対して，時刻τ +1 の予測を得る 5 入力 4 出力の非線形時系列信号
予測システムを示す．このシステムへ各 3 層の BPN と PNN を適用し，表 3.1 の条件下で，最
小平均 RMSE を求め，その値を比較する計算機シミュレーションを行う．入力信号と教師信号
は，第 2 章の図 2.2 の学習用非線形プラント信号を用いる．結合荷重としきい値の初期値は，表
3.1 に示す範囲内で，学習計算機シミュレーション 1 回ごとに，疑似乱数を用いて決定される．
中間層素子数の範囲は，BPN と PNN の 1 出力当りの素子数が同じになるように定める．ま




































































隔で設定し，勾配法項の学習強化係数を表 3.1 に示す範囲と間隔で変化させながら，4 回の粗
探査学習を行う．その結果得られた平均 RMSE を比較する．次に，粗探査学習で最小平均 RMSE
を実現した中間層素子数と勾配法項の学習強化係数を用いて，勾配法項の学習強化係数を表
3.1 に示す範囲と間隔で変化させながら，4 回の細探査学習を行う．さらに，細探査学習で最小
平均 RMSE を実現した勾配法項の学習強化係数を用いて，勾配法項の学習強化係数を表 3.1 に
示す範囲と間隔で変化させながら，4 回の細々探査学習を行う．このようにして得られる両シ




図 3.3～3.8 に，BPN と PNN の粗探査，細探査，細々探査の学習後に得られた平均 RMSE と
その標準偏差を示す．ここで，図中の縦棒は，標準偏差の±の範囲を示す．表 3.2 に BPN と PNN
の最小平均 RMSE 時の条件を示す．この表の各波形について，最小平均 RMSE を比較した結
果，PNN のすべての学習精度は，BPN より高いことが確認できる．また，PNN のすべての出












































































































































































































































































































































表 3.2 細々探査学習後の最小平均 RMSE 時の条件 
 










表 3.3 細々探査学習後の最小平均 RMSE 
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図 3.11 細々探査学習後の最小 RMSE を得たときのネットワークの出力信号波形 
 
表 3.3 は，両ネットワークが細々探査学習後に最小平均 RMSE を得たときのシミュレーション
結果を示す．この表からも，PNN は，BPN より，最小 RMSE について 38.5%減少し，学習精
度が高いことが示されている．図 3.9 は，BPN と PNN の細々探査学習で，それぞれの最小平
均 RMSE が得られたときの学習開始前，学習サイクル 1 回目，学習サイクル 100 回ごとに記録
した学習サイクルと１単位時間データ当りの平均評価関数値の平均の関係を示す．この図よ
り， 学習サイクル 1 万回前後までは，BPN の方が，PNN より学習が良好であるが，それ以上
の学習サイクルでは逆転し，PNN の学習精度の方が良好になっていることが確認できる．図
3.10 は，粗探査学習後の総モデルパラメータ数と 1 出力当りの最小平均 RMSE の関係を示す．
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この図より，粗探査学習では，どの総モデルパラメータ数においても PNN の方が，BPN より













































BPN と PNN を 5 入力 4 出力非線形時系列信号予測システムへ適用し，非線形プラントか
ら得られた非線形時系列信号を用いて，それらの学習精度を比較した．その結果，PNN
は，BPN より，平均 RMSE で 39.0%，最小 RMSE で 38.5%減少していた．このとき，PNN
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 4.2.2 入出力特性 
 
層数が M の 2VNN の入出力特性は，入力層では式(4.7)，中間層から出力層までは式(4.8)～
(4.10)となる． 
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 4.3.1 方法 
 
計算機シミュレーションでは，空間方向が 1 次元の時系列パターンの入力信号 x(τ)と教師信
号 y(τ) = x(τ+1)の組合せを学習させる．はじめに，入力遅れニューロン（Input-delay Neuron，以
下 IDN と称する）を入力層に用いて構成される 3 層の IDNN で学習を行い，予測誤差を評価す
る．図 4.3 に IDN のブロック図を示す．IDN の特徴は，形式ニューロンの入力部に有限インパ





















































































図 4.3 入力遅れニューロン 
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図 4.5 2 次ボルテラニューロンによる時系列処理ネットワーク 
 
 













































































































































































































































































めに IDNN へ 2VN を適用した入力遅れ 2VNN （ Input-delay Second-order Volterra Neuron 
Network，以下ID2VNNと称する），時間遅れニューロンネットワークへ2VNを適用した時間遅
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変ニューロンネットワーク（Time Variant Neuron Network，以下 TVNN と称する）と名づける． 
本章では，出力用ニューロンネットワークに VNN を用い，そのパラメータをすべて時変化
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 はじめに，学習用心電図信号の最大絶対値が 1 となるようにゲインチューニングする．単独
にした出力用 1VNN へ空間方向が 1 次元の時系列パターンの入力信号 x(τ)と教師信号
y(τ)=x(τ+1)の組合せを与え学習強化係数を変えながら探査学習を行う．ここで，最小平均 RMSE
を得た条件の中から最小 RMSE の 1VNN を選び，それを出力用 1VNN とする．次に，パラメ
ータ調整用 1VNN へ入力信号 x(τ)を入力し，決定した出力用ニューロンネットワークへ教師信
号 y(τ)=x(τ+1)を与え学習強化係数を変えながら探査学習を行う．ここで，TVVNN が最小平均
RMSE を得た条件の 
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i i iy z     1,2, ,i n  (6.1) 
 














































図 6.1 誤差収束の原理のブロック図 
 








    (6.4) 
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ック図をそれぞれ図 6.2 と図 6.3 に示す．ECFS は，内部の関数の入出力関係に応じて，最適な
処理ができる関数と学習則を自由に選択して構成することができる．ここでは，ECFS の一般






















ini ix A x    1,2, ,i n  (6.8) 
 

























































































       1,2, ,i n    (6.11) 
 













          2,3, ,i n             (6.13) 
 
Ai Ai Aiy z                 1,2, ,i n             (6.14) 
 
0iA                    1,2, ,i n             (6.15) 
 
ここで，xiは第 i 段目の関数の増幅後の入力信号，Aini は第 i 段目の関数の入力信号増幅率，zAi 
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は第 i 段目の関数の出力信号，y は ECFS の教師信号，z は ECFS の出力信号，yiは第 i 段目の
関数の増幅前の教師信号，yA1と yAiはそれぞれ第 1 段目と第 i 段目の関数の増幅後の教師信号，zi
は第 i 段目の関数の復元後の出力信号，Aiは第 i 段目の関数の教師信号増幅率，εAi は第 i 段目
の関数の増幅後の教師信号に対する出力誤差を示す． 
 次に，複数出力の関数システムへ ECFS を適用する方法について述べる．複数出力の関数シ
ステムの出力数と同じ数の ECFS を用意し，それらを並列ユニットとした並列システムの形










 in1 2, , , nx x xx   (6.17) 
 
 inin 1 2, , ,ij ij ij ijna a aA    1,2, , ; 1,2, , ii m j n 　     (6.18) 
 
Aijk ijk kx a x    
in
1,2, , ; 1,2, ,
1,2, ,























図 6.4 誤差収束並列関数システム 
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                  1,2, , ; 1,2, , ii m j n 　     (6.23) 
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          1,2, , ; 2,3, , ii m j n 　        (6.25) 
 
Aij Aij Aijy z                 1,2, , ; 1,2, , ii m j n 　         (6.26) 
 
0ijA                      1,2, , ; 1,2, , ii m j n 　    (6.27) 
 
ここで，ninは入力信号数，x は入力信号の集合，xAは増幅後の入力信号，Ain は入力信号増幅
率の集合，a は入力信号増幅率，x と xAij と aijの添え字は信号番号，2 つの数字の組合せで表
記されている添え字の 1 番目の数字は並列ユニットの番号，2 番目の数字は ECFS の関数の

















































れる．具体的には，1 状態信号のシミュレータとして，図 6.5 に示すような ECFS の出力信号
を，端数処理を介して入力に帰還させたシステムが考えられる．これをECRSと呼ぶ．さらに，複
数状態信号のシミュレータとして，図 6.5 に示すような ECPFS の出力信号ベクトルを，端数処
理を介して入力に帰還させたシステムが考えられる．これを ECPRS と呼ぶ．これらの図の x
は入力信号ベクトル，yは教師信号，y は教師信号ベクトル，z は出力信号，z は出力信号ベク
トルである．また，ECRS と ECPRS のほかの使用例として，図 6.5 と図 6.6 の入力信号ベクト
ル x を取り除いき，初期入力を与えるだけで，系列信号の逐次出力が得られるようにした図 6.7
と図 6.8 に示すリカレントシステムが考えられる．以上までの各システムに用いる学習可能な
関数として，ニューロンネットワークを適用することができる．特に ECFS と ECPFS の関数に
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 本章の目的は，前記の学習の困難性を改善できる ECNN を用いた予測器を提案することにあ
る．はじめに，ECNN の学習能力を改善するために，その再設計を行う．その再設計は，ECNN
の各段のニューロンネットワークが，入力信号と教師信号の関数関係が強い予測器となるよう
に行われる．その結果，ECNNP を考案した．また，ECNNP に 2VNN，再帰型 2 次 VNN（Recurrent 
Second-order Volterra Neuron Network，以下 R2VNN と称する），それらの入力部に FIR フィル
タを装着した ID2VNN や入力遅れ R2VNN（Input-delay Recurrent Second-order Volterra Neuron 
Network，以下 IDR2VNN と称する）を用いることを提案する．ここでは，正常洞調律心電図
信号を用いて，2 段の 2VNN から構成される ECNNP の学習計算機シミュレーションを行う．
そして，ECNNP の学習精度を評価し，誤差のない学習，すなわち，完全学習を実証する．こ
れにより，系列信号逐次出力器が実現され，高精度予測器の実現も期待できることを述べる．
さらに，この ECNNP の緒元を基に構成した別の 2 段の 2VNN で構成される ECNNP と条件の
異なる正常洞調律心電図信号を用いて，その学習能力を評価する．最後に，その学習能力の限





















































































































































































in 1n    inn   (7.1) 
 
         in1 11 12 1, , ,A A A nx x x
   
x  (7.2) 
 
          inin 1 2, , , ,i i ij Ai Ai AinAe x x x x
    




   in0; 2,3, , ; 1,2, ,i n j n      (7.4) 
 
























 Ai i iz f x   1,2, ,i n  (7.6) 
 
   1ˆ jz x
  
   in1,2, ,j n  (7.7) 
 
   1
jy x
  
   in1,2, ,j n  (7.8) 
 
ここで，xijは ECNNP の入力信号 xj に対する第 i 段目の入力誤差信号，Aeiniは第 i 段目の入力

























図 7.3 2 次ボルテラニューロンネットワーク 
 
表わす nin変数関数，第 2 段目以降のときは第 2 段目以降のニューロンネットワークの入出力
関係を表わす nin+1 変数関数である．また，1 入力の ECNNP を用いた系列信号逐次出力器
は，ECNNP の学習が完全ならば，実現できる．応用としては，ニューロンネットワーク付の
神経振動子（Central Pattern Generator，以下 CPG と称する）として用いることができる[4]．こ














u w x w z     














































































2 ( , )Q Q

DDD




























































図 7.7 入力遅れ再帰型 2 次ボルテラニューロンネットワーク 
 
 ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2
0 0
( ) ( , )
Q Q Q
p p q
p p q p
s p u p q u u h         
  
   　  (7.10) 
 
    ( ) 1( ) tan ( )z f s A s     (7.11) 
 
ここで，wr は再帰入力のための結合荷重である．w i，wr，h， σ1， σ2 は学習により更新され
る． 
 基本ニューロンネットワークの能力を向上させるものとして，次の 2 つの応用ニューロンネ
ットワークに関して述べる．図 7.6 に 2VNN の入力部に FIR フィルタを装着した ID2VNN を示
す．これは，中間層が 2VN の入力部に FIR フィルタを装着した入力遅れ 2VN，以下 ID2VN と
称するニューロン，出力層が 2VN で構成されている．図 7.7 に R2VNN の入力部に FIR フィル







































































































































図 7.8 入力遅れ 2 次ボルテラニューロン 
 
図 7.8 に ID2VN を示す．さらに，式(7.12)～(7.14)に ID2VN の入力特性を示す． 
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図 7.9 2 段のニューロンネットワークで構成されている誤差収束型ニューロンネットワーク
予測器 
 






































































































































































































 7.3.2 結果 
 a. 基本予測器の作成 




きる．細探査学習では，図 7.13 に示すように学習強化係数が 10-2のときの 1 箇所で著しく平均
RMSE が減少する．図 7.14 は，NN2の 3 回の細探査学習で，最小平均 RMSE が得られたとき












ークの条件は，中間層素子数 8，フィルタ長 50，学習強化係数 1×10-2である．図 7.17 に NN1 と
NN2の出力信号を示す．図 7.18 に NN1 と NN2の出力信号を加算し，端数処理を行った結果得




























































































































































































るといえる．さらに，この実証により，図 7.2 に示す時系列信号逐次出力器の実証もできた． 
 
 b. 基本予測器の学習汎用性の評価 
 はじめに，5 秒間の正常洞調律心電図信号を用いて行った 2VNN で構成される ECNNP の学 
習計算機シミュレーションの結果を示す．図 7.19 は，NN1の学習後，最小平均 RMSE を実現
したときの出力信号を基に得た NN2の学習用誤差信号である．図 7.20 より，最小平均 RMSE
を実現したときの各段のニューロンネットワークの勾配法項の学習強化係数が得られる．図
7.21 は，各ニューロンネットワークの 3 回の学習で，最小平均 RMSE が得られたときの学習開























































































図 7.22 第 1 段目と第 2 段目のニューロンネットワークの出力信号 
 
 






















































図 7.25 学習サイクルと 1 単位時間データ当りの平均評価関数値の平均との関係 
 




















図 7.26 第 1 段目と第 2 段目のニューロンネットワークの出力信号 
 




















習サイクルが 3 万回での NN2の 1 単位時間データ当りの平均評価関数値の平均の勾配は，さら




次に，15 秒間の正常洞調律心電図信号を用いて行った 2VNN で構成される ECNNP の学習計
算機シミュレーションの結果を示す．図 7.23 は，NN1の学習後，最小平均 RMSE を実現した
ときの出力信号を基に得た NN2の学習用誤差信号である．図 7.24 より，最小平均 RMSE を実
現したときの各段のニューロンネットワークの勾配法項の学習強化係数が得られる．図 7.25
は，各ニューロンネットワークの 3 回の学習で，最小平均 RMSE が得られたときの学習開始
前，学習サイクル 1 回目，学習サイクル 100 回ごとに記録した学習サイクルと 1 単位時間デー
タ当りの平均評価関数値の平均との関係を示す．この図は，NN1の学習が飽和したときの予測
誤差を，NN2を用いることで，さらに小さくすることができることを示している．しかし，図
7.21 の 5 秒間の正常洞調律心電図信号を用いた結果より悪く，学習が教師信号の長さに従っ
て，より困難になっていることが確認できる．また，学習サイクルが 3 万回での NN2の 1 単位
時間データ当りの平均評価関数値の平均の勾配は，飽和している．図 7.26 に NN1と NN2の出
力信号を示す．これらの信号の和を端数処理しても，誤差がない教師信号は得られない．この





シミュレーションの結果を示す．図 7.28 は，NN1の学習後，最小平均 RMSE を実現したとき
の出力信号を基に得た NN2の学習用誤差信号である．図 7.29 より，最小平均 RMSE を実現し
たときの各段のニューロンネットワークの勾配法項の学習強化係数が得られる．図 7.30 は，各
ニューロンネットワークの 3 回の学習で，最小平均 RMSE が得られたときの学習開始前，学習
























































































クルが 3 万回での NN2の 1 単位時間データ当りの平均評価関数値の平均の勾配は，さらに学習
が可能であるかのように推測できる．図 7.31 に NN1と NN2の出力信号を示す．これらの信号
の和を端数処理することで，誤差がない ECNNP の教師信号と同一の出力信号が得られる．こ
のように ID2VNN を ECNNP に用いることで，完全学習が成し遂げられ，図 7.27 に示したよう
な ECNNP の予測誤差は生じなくなる．以上より，2VNN で構成される ECNNP の正常洞調律















記の完全学習済みの ECNNP，すなわち基本予測器に用いた各段の 2VNN の諸元を基に構成し
た 2VNN を用いた別の ECNNP でも，ある程度完全学習は可能であると予想されていた．実際
には，異なる条件の 5 秒間の正常洞調律心電図信号では，完全学習が可能であったが，15 秒間
のものでは，不可能であった．これは，学習で用いた心電図信号長が基本予測器で用いた信号
長の 1.5 倍程度では問題はないが，3 倍程度となると学習能力に問題が生じるということであ
る．学習で用いる信号長が，学習済みの信号長より長くなるに伴って，基本予測器の諸元を基
本としたものでは，能力不足になっている．しかし，ID2VNN を ECNNP に用いることで，15
秒間の正常洞調律心電図信号の完全学習は可能となった．この理由は，ID2VNN の方が 2VNN
より，ネットワークの入力信号数やモデルパラメータ数が多く，学習能力が高いためであると


































そして，ECNNP の各段のニューロンネットワークへ 2VNN，R2VNN，ID2VNN，IDR2VNN を
用いることを提案した． 
次に，正常洞調律心電図信号を用いて，2 段の 2VNN から構成される ECNNP の学習計算機
シミュレーションを行い，その学習精度を評価した．その結果，誤差のない出力を得る学習能
力，すなわち，完全学習能力が ECNNP にあることを実証した．この実証により，ECNNP を用
いた時系列信号逐次出力器の実現も示された．これは，ニューロンネットワーク付き CPG と
しても応用することができる．また，ECNNP を高精度予測器として実現できる可能性がある
ことも示された．さらに，この ECNNP を基本予測器とし，その緒元を基に構成した別の 2 段
の 2VNN で構成される ECNNP と条件の異なる正常洞調律心電図信号を用いて学習能力を評価
した．その結果，学習で用いた心電図信号長が，基本予測器で用いた信号長の 1.5 倍程度では，問
題なく完全学習が成し遂げられたが，3 倍程度となると完全学習ができず，学習能力に問題が
生じた．この学習能力を改善するために，2 段の ID2VNN で構成される ECNNP と完全学習が
できなかった心電図信号を用いて，学習計算機シミュレーションを行った結果，完全学習を成
し遂げることができた．これにより，2VNN で構成される ECNNP の正常洞調律心電図信号に
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問題を除くための高精度な予測符号化として，IQPC を提案する．図 8.1 にその原理を示す．こ











































図 8.1 独立量子化型予測符号化の原理 
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の可逆圧縮に限定して行ったものはある[3]．また，IQPC の予測器に 1 入力の ECNNP を用い
ることで，データ圧縮率の改善が期待できる． 
 


















































図 8.2 独立量子化型学習予測符号化の原理 
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しても用いる． 
2) 学習終了後，予測器から xp(τ)が出力される． 
3) xp(τ)を端数処理し，xpq(τ)が出力される． 
4) eq(τ)は，xq(τ)から xpq(τ)を減算して得られる． 







2) eq(τ)に xpq(τ)を加算し，xq(τ)を再構成する． 
3) ここで，xpq(τ) は，xp(τ)を端数処理して得られている．xp(τ)は，予測器の学習終了後，予測器
から出力されている． 










IQLPC に用いる ECNNP の各段のニューロンネットワークの復元後の出力に適用すること
で，データ圧縮率の改善が図れる．これを式(8.1)，(8.2)に示す． 
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 + ≠ + = + +  
( )1,2, ,i n= L  (8.2) 
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 8.3.3 結果 
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 a. 誤差収束型予測器 
 ECNNP のニューロンネットワークを第 1 段目から ID2VNN の学習により順次決定して行く
と，第 4 段目のニューロンネットワークを決定した時点で，ECNNP の出力誤差はなくなり，完
全学習が実現した．図 8.5 に，ECNNP の第 2 段目から第 4 段目までの ID2VNN の学習用誤差
信号を示す．これらの図より，誤差信号の振幅が，ニューロンネットワークの段数の増加に伴
って小さくなることが確認でき，ECNNP の出力誤差が収束して行くことが示されている．図
8.6 に，第 1 段目から第 4 段目までの ID2VNN の学習強化係数に対する平均 RMSE を示す．こ
の図からも，各段の最小平均 RMSE が，ニューロンネットワークの段数の増加に伴って，1 段
当りおおよそ 10 分の 1 ずつ指数関数的に減少することが確認でき，ECNNP の出力誤差が収束
して行くことが示されている．図 8.7 に，第 1 段目から第 4 段目までの ID2VNN の最小平均
RMSEを実現した ID2VNN の学習回数に対する 1単位時間データ当りの平均評価関数値の平均
を示す．この図より，前段の ID2VNN の学習終了時の誤差が，後段の ID2VNN の学習開始時
の誤差として引き継がれ，ニューロンネットワークの段数の増加とともに，学習が順調に進行
していることが確認できる．図 8.8 に，学習後の ECNNP の出力信号を示す．これは，教師信
号と完全に一致している．以上の結果より，僅か 1,000 回の ECNNP の学習でも，ニューロン
ネットワークの段数を増加させることで，完全学習が得られることが示された． 







 図 8.9 に，IQLPC で用いる ECNNP の第 1 段目と第 2 段目の ID2VNN の学習サイクルと最大
予測誤差振幅の絶対値の関係を示す．これより，第 1 段目の ID2VNN の最大予測誤差振幅の絶
対値は，学習を全く行わない場合が，最も小さいということが確認できる．また，この第 1 段
目の ID2VNN を用いたとき，第 2 段目の ID2VNN の最大予測誤差振幅の絶対値は，学習サイ
クルが 2回の場合が，最も小さいということが確認できる．さらに，これら最良の学習サイク
ルの組合せで得られた ECNNP の第 2 段目の ID2VNN へ 8.2.3 の誤差の低減方法をバイアス値
なしで施した結果，第 2 段目の ID2VNN の最大予測誤差振幅の絶対値，すなわち，ECNNP の 
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(a) 第 2 段目 
 
 







(c) 第 4 段目 
 




































































 次に，IQLPC について検討する．予測符号化を IQLPC とし，その予測器に ECNNP を用い，ニ
ューロンネットワークの教師信号の符号に出力信号の符号を合わせる誤差の低減方法を導入


















正常洞調律心電図予測を学習サイクル 1000回で完全学習した後の 4 段の ID2VNN から構成
される ECNNP の汎化能力に関して，ECNNP の後段のニューロンネットワークの誤差の補償効
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第 2 章では，2 入力 BPN と 5 入力 BPN を用いた 2 つの非線形時系列信号予測システムの学
習精度を評価し，5 入力 BPN を用いた非線形時系列信号予測システムの方が，2 入力 BPN を
用いた非線形時系列信号予測システムより学習精度が向上することを示した． 




















た．次に，正常洞調律心電図信号予測学習に対して，2 段の 2VNN から構成される ECNNP の
学習計算機シミュレーションを行い，完全学習能力が ECNNP にあることを実証した．さら
に，2VNN で構成される ECNNP の学習能力を ID2VNN で構成される ECNNP で改善できるこ
とを示した． 


















2. 学習サイクルを少なくできる ECNNPのニューロンネットワークの段数の調査． 
3. 非線形プラントの複数の時系列信号に対しての ECNNPの汎化能力の評価． 
4. IQLPC のデータ圧縮率を最も大きくできる ECNNPの学習終了条件の調査． 
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