We give a constructive account of the de Groot duality of stably compact spaces in the setting of strong proximity lattice, a point-free representation of a stably compact space. To this end, we introduce a notion of continuous entailment relation, which can be thought of as a presentation of a strong proximity lattice by generators and relations. The new notion allows us to identify de Groot duals of stably compact spaces by analysing the duals their presentations. We carry out a number of constructions on strong proximity lattices using continuous entailment relations and study their de Groot duals. The examples include various powerlocales, patch topology, and the space of probabilistic valuations. These examples illustrate the simplicity of our approach by which we can reason about the de Groot duality of stably compact spaces.
Introduction
Goubault-Larrecq [9] showed that the de Groot duality of stably compact spaces induces a family of dualities on various powerdomain constructions. For example, he showed that the dual of the Smyth powerdomain of a stably compact space X is the Hoare powerdomain of the dual X d ; the dual of the Plotkin powerdomain of X is the Plotkin powerdomain of X d ; and the same holds for the probabilistic powerdomain.
In this paper, we give an alternative account of these results in the setting of strong proximity lattice, a point-free representation of a stably compact space due to Jung and Sünderhauf [16] . Strong proximity lattices have an intrinsic duality which reflects the de Groot duality of stably compact spaces in a simple way (see Section 5) . Moreover, a strong proximity lattice is just a distributive lattice with an extra structure, so it does not require infinitary joins inherent in the usual point-free approach. This provides us with a convenient setting to study the de Groot duality of stably compact spaces constructively.
To deal with stably compact spaces presented by generators and relations, however, we introduce a notion of continuous entailment relation, which can be thought of as a presentation of a strong proximity lattice by generators and relations. The notion is a variant of that of an entailment relation with the interpolation property due to Coquand and Zhang [4] . Here, the structure due to Coquand and Zhang is strengthened so that it has an intrinsic duality which reflects the de Groot duality of stably compact spaces. The resulting structure, continuous entailment relation, allows us to identify de Groot duals of stably compact locales presented by generators and relations by analysing the duals of their presentations. We illustrate the ease with which we can reason about de Groot duality by carrying out a number of constructions on strong proximity lattices using continuous entailment relations. The examples include various powerlocales; patch topology; and the space of probabilistic valuations.
Throughout this paper, we work solely in the point-free setting, identifying stably compact spaces with their point-free counterpart, stably compact locales. This allows us to work constructively in the generalised predicative sense as manifested in Aczel's constructive set theory [1] . However, the point of this work is not the constructively but the simplicity of our approach by which we can analyse de Groot duals of various constructions on stably compact spaces.
The paper is organised as follows: in Section 2 and Section 3, we recall background on point-free topology and strong proximity lattices. In Section 4, we introduce continuous entailment relations and show that the category of continuous entailment relations is equivalent to that of strong proximity lattices. In Section 5, we formulate dualities of strong proximity lattices and continuous entailment relations and show that these dualities reflect the de Groot duality of stably compact locales. Finally in Section 6, we study the de Groot duals of various constructions on stably compact locales by exploiting the duality of continuous entailment relations.
Related works
Besides Coquand and Zhang [4] , and Jung and Sünderhauf [16] mentioned above, many authors studied stably compact spaces from the point-free perspective: see Escardó [6] ; Jung, Kegelmann, and Moshier [15] ; and Vickers [26] .
Among them, coherent sequent calculi by Jung et al. [15] and entailment systems by Vickers [26] seem to be closely related to the notion of continuous entailment relation. These structures have an intrinsic duality which reflects the de Groot duality of stably compact spaces. The essential difference between our approach and those by Jung et al. and Vickers, however, seems to be the following: In the former, the structures of the entailment relation and that of the interpolation relation on the generators are kept separate. In the latter, they are combined into a single relation. Hence, the structures due to Jung et al. and Vickers are similar to the relation defined as (4.6) in Proposition 4.7. Although these structures are more economical in presentation than continuous entailment relations, they are not in line with the usual geometric logic. Hence, they may require extra work when we deal with locales presented by geometric theories.
Nevertheless, various constructions on coherent sequent calculi are known: products, the Smyth powerdomain (or the upper powerlocale), and the relation space [17] ; the patch topology [19] ; and the probabilistic powerdomain [20] . Whether de Groot duals of these constructions can be analysed similarly as we do in this paper remains to be seen, but we conjecture that it is possible.
Apart from the point-free approaches mentioned above, we are motivated by the corresponding results for stably compact spaces due to Goubault-Larrecq [9] . To derive these results, he used the notion of A-valuation due to Heckmann [10] . It would be interesting to know if there is any connection between our approach and the A-valuation approach. However, since we prefer to work constructively, we do not compare the two approaches in this paper.
Preliminary on locales
A frame is a poset (X, ∧, ) with finite meets ∧ and joins for all subsets of X where finite meets distribute over all joins. A homomorphism from a frame X to a frame Y is a function f : X → Y that preserves finite meets and all joins. The category of locales is the opposite of the category of frames and frame homomorphisms. We write Ω(X) for the frame corresponding to a locale X, but we often regard a frame as a locale and vice versa without change of notation.
Given a set S of generators, a geometric theory over S is a set of axioms of the form
where A is a finite subset of S and (B i ) i∈I is a set-indexed family of finite subsets of S. 1 Single conjunctions and single disjunctions are identified with elements of S. We use the following abbreviations:
Let T be a geometric theory over S. An interpretation of T in a locale X is a function f :
for each axiom A ⊢ i∈I B i of T . There is a locale Sp(T ) with a universal interpretation i T : S → Ω(Sp(T )): for any interpretation f : S → Ω(X) of T , there exists a unique frame homomorphism f : Ω(Sp(T )) → Ω(X) such that f • i T = f . In this case, Sp(T ) is called the locale (or frame) presented by T . See e.g. Fox [7] for a predicative construction of locales presented by geometric theories.
A model of a geometric theory T over S is a subset α ⊆ S such that
for each axiom A ⊢ i∈I B i of T . If models of T form a distinguished class of objects, we call Sp(T ) the locale whose models are members of that class; see e.g. the definition of Σ(S) in Section 3.1.
Strong proximity lattices
We recall the notion of strong proximity lattice from Jung and Sünderhauf [16] . We begin with a weaker notion, which is similar to that of join-strong proximity lattice by van Gool [22, Definition 1.2]. Definition 3.1. A ∨-strong proximity lattice is a distribute lattice (S, 0, ∨, 1, ∧) together with a relation ≺ on S such that
An ideal is a downward closed subset of S that is closed under finite joints. An ideal I is rounded if a ∈ I ↔ (∃b ≻ a) b ∈ I for all a ∈ S, where ≻ is the relational opposite of ≺. A filter is an upward closed subset of S that is closed under finite meets. A filter
We write (S, ≺) or S for a ∨-strong proximity lattice ((S, 0, ∨, 1, ∧), ≺), leaving the lattice structure implicit.
Remark 3.2. Since ↓ ≺ a is rounded, the relation ≺ is idempotent, i.e. ≺ • ≺=≺, where • denotes the relational composition.
A locale X is stably compact if
where ≪ is the way-below relation: The frame structure of Idl(S) is defined as follows: directed joins are unions, and finite joins and meets are defined as follows:
Note that every rounded ideal I is a directed join of its members: I = a∈I ↓ ≺ a. Let X and Y be locales. A function f : Ω(X) → Ω(Y ) is Scott continuous if it preserves directed joins. A Scott continuous function is a suplattice (preframe) homomorphism if it preserves finite joins (resp. finite meets).
Let (S, ≺) be a ∨-strong proximity lattice and X be a locale. A dcpo interpretation of (S, ≺) in X is an order preserving function f : S → Ω(X) such that f (a) = b≺a f (b). A dcpo interpretation f : S → Ω(X) is a suplattice (preframe) interpretation if it preserves finite joins (resp. finite meets); f is an interpretation if it preserves both finite joins and finite meets.
For any ∨-strong proximity lattice (S, ≺), there is an interpretation i S : S → Idl(S) defined as
with the following universal property. 
Proof. For the proof, see Vickers [28, Theorem 9.1.5] where analogous fact about spectral locales is given. The unique extension of f is defined as f (I)
Corollary 3.5. For any ∨-strong proximity lattice (S, ≺), the frame Idl(S) is presented by a geometric theory over S with the following axioms:
Here, a subset U ⊆ S ′ is rounded upper if it is upward closed and rounded as defined for rounded filters. We write r : S → S ′ if r is an approximable relation from S to S
′ . An approximable relation r : S → S ′ is said to be
• meet-preserving if (AppF) ra is a rounded filter for all a ∈ S.
A meet-preserving approximable relation is also called a closed relation. A proximity relation is a meet and join preserving approximable relation. Proof. It is straightforward to show that an approximable relation r : S → S ′ bijectively corresponds to a dcpo interpretation f r : S ′ → Idl(S) defined as
It is routine to show that r is join-preserving (meet-preserving) if and only if f r is a suplattice (resp. preframe) interpretation.
Let (S, ≺) and (S ′ , ≺ ′ ) be ∨-strong proximity lattices. By Proposition 3.4 and Proposition 3.7, there is a bijective correspondence between approximable relations from S to S ′ and Scott continuous functions from Idl(S ′ ) to Idl(S). Under this correspondence, the relation ≺ of (S, ≺) corresponds to the identity function on Idl(S), and the relational composition of approximable relations corresponds to the composition of Scott continuous functions. Note that this correspondence is contravariant. 3 Analogous remarks apply to the correspondences between join-preserving approximable relations and suplattice homomorphisms; meet-preserving approximable relations and preframe homomorphisms; and proximity relations and frame homomorphisms.
Let JSPLat be the category of ∨-strong proximity lattices and proximity relations: the identity on (S, ≺) is ≺, and composition of proximity relations is the relational composition. Proof. Let Spec be the full subcategory of JSPLat consisting of ∨-strong proximity lattices (S, ≺) where ≺ is identical with the order of the lattice S. Then Spec is equivalent to the category of spectral locales, i.e. ideals of distributive lattices and locale maps between them. Since every stably compact locale is a retract of a spectral locale [11, Chapter VII, Theorem 4.6] and every idempotent splits in the category of stably compact locals, the latter category is equivalent to the splitting of idempotents of the category of spectral locales.
We now strengthen the structure of ∨-strong proximity lattice so that it has an intrinsic duality. The resulting structure is essentially equivalent to that of a strong proximity lattice by Jung and Sünderhauf [16] . Definition 3.9. A strong proximity lattice is a ∨-strong proximity lattice (S, ≺) satisfying
Let SPLat be the full subcategory of JSPLat consisting of strong proximity lattices. As we show in Section 4.2, SPLat and JSPLat are equivalent.
Scott topologies
Definition 3.10. Let (S, ≺) be a ∨-strong proximity lattice. We write Σ(S) for the locale whose models are rounded ideals of S, i.e. Σ(S) is presented by a geometric theory T Σ(S) over S with the following axioms:
Let Upper(S) denote the collection of rounded upper subsets of (S, ≺). Clearly, Upper(S) is closed under all joins, which are just unions. Moreover, (PxI) ensures that Upper(S) has finite meets defined as
which clearly distribute over all joins. Hence Upper(S) is a frame.
Lemma 3.11. The frames Ω(Σ(S)) and Upper(S) are isomorphic. 
Proof. It is straightforward to show that a function
i Σ(S) : S → Upper(S) de- fined as i Σ(S) (a) def = ↑ ≺ a is a universal interpretation of T Σ(S) .
Proposition 3.12. Σ(S) is the Scott topology on Idl(S).

Proof. It is is well known that Upper(S) is the Scott topology on Idl(S)
;
Continuous entailment relations
Continuous entailment relations can be seen as presentations of strong proximity lattices by generators and relations. They are built on the notion of entailment relation [2, 21] , a logical presentation of a distributive lattice.
Definition 4.1. Let Fin(S) be the set of finite subsets of a set S. An entailment relation on a set S is a binary relation ⊢ on Fin(S) satisfying
for all a ∈ S and A, A ′ , B, B ′ ∈ Fin(S). Here, "a" denotes {a} and "A, B" denotes A ∪ B.
An entailment relation is continuous if it is equipped with an idempotent relation ≺ ⊆ S × S satisfying
for all A, B ∈ Fin(S) where
We often write S for a continuous entailment relation (S, ⊢, ≺), leaving the underlying structure implicit.
Remark 4.2. Definition 4.1 is a slight modification of the notion of entailment relation with the interpolation property by Coquand and Zhang [4]
, which is an entailment relation (S, ⊢) with an idempotent relation ≺ on S satisfying only one direction of (4.1):
To each continuous entailment relation (S, ⊢, ≺), we associate a geometric theory T (S, ⊢, ≺) over S with the following axioms: Henceforth, we identify a continuous entailment relation (S, ⊢, ≺) with theory T (S, ⊢, ≺).
For any set S, we write Fin 2 (S) for Fin(Fin(S)), the free distributive lattice over S. For each U ∈ Fin 2 (S), define U * ∈ Fin 2 (S) inductively as
where Fin + (A) is the set of inhabited finite subsets of A. Intuitively, the mapping U → U * transforms a disjunction of conjunctions of generators into an equivalent conjunction of disjunctions of generators (or the other way around).
Lemma 4.4. Let S be a set. For any U ∈ Fin 2 (S), we have
where
Proof. 1. Immediate from the definition of U * .
2. By induction on the size of U. The base case is trivial because ∅ * = {∅}. For the inductive case, suppose U is of the form
In the latter case, by induction hypothesis, there exists
3. This is a corollary of 1 and 2 because (∀C ∈ U * ) C ≬ A for all A ∈ U * * and (∀C ∈ U * ) C ≬ B for all B ∈ U.
An entailment relation (S, ⊢) determines a distributive lattice D(S, ⊢) whose underlying set is Fin 2 (S) with equality defined as
The lattice structure of D(S, ⊢) is defined as follows:
It is easy to check that joins and meets are well-defined with respect to the equality = ⊢ and the order determined by D(S, ⊢) agrees with ≤ ⊢ . The following notion captures locale maps between locales presented by continuous entailment relations.
As in Definition 4.1, "b" and "c" denote {b} and {c}, and "A, B" denotes A ∪ B.
Lemma 4.6. For any proximity map r :
Proof. 1. By Lemma 4.4, it suffices to show that
To this end, we show that
for all A, C ∈ Fin(S) and B ∈ Fin(S ′ ) by induction on the size of U. The base case is trivial. For the inductive case, suppose U is of the form U ≡ V ∪ {D}. Let A, C ∈ Fin(S) and B ∈ Fin(S ′ ), and suppose that
′ , C r B by (PxLT). Hence A, C r B by induction hypothesis.
2. The proof is the dual of 1.
Proposition 4.7. Continuous entailment relations and proximity maps form a category ContEnt. The identity on a continuous entailment relation
Composition s · r of proximity maps r : S → S ′ and s :
Proof. First, we show that ≪ is a proximity map on (S, ⊢, ≺). We check property (PxLT). Suppose that A ⊢ C and A, c ≪ B for all c ∈ C. For each c ∈ C, there exists B c such that
, and hence A ≪ B. The other properties can be easily verified.
Next, we show that the composition s · r of proximity maps r : S → S ′ and s : S ′ → S ′′ is a proximity map. We check property (PxJ). Suppose that
This complete the proof of (PxJ). The other properties of proximity maps are easy to check.
It remains to verify the laws of the category. The identity law is easy. For the associativity law, let r : S → S ′ , s : S ′ → S ′′ , and t :
The converse is similar.
where A ≪ B is defined as (4.6). Then, the pair (D(S, ⊢), ≪) is a strong proximity lattice.
Proof. Claim 1: The relation ≪ is idempotent.
First, suppose that U ≪ V. Then, for each A ∈ U, there exist C A and
From the former, there exists
Since ≪ is the identity proximity map on (S, ⊢, ≺), we have A ′ ≪ B by Lemma 4.6. Hence U ≪ V.
Claim 2: (D(S, ⊢), ≪) is a strong proximity lattice.
We check property (Px∨). Suppose that
The verification of (Px∧) is similar, and the other properties are easily verified.
Lemma 4.9. For each proximity map
Proof. We must show that r satisfies (AppI), (AppF), (App0), and (App∨). By Lemma 4.6, one can show that ( r) − V is a rounded ideal of (D(S, ⊢), ≪) for all V ∈ Fin 2 (S ′ ), and r U is a rounded filter of (D(S ′ , ⊢ ′ ), ≪ ′ ) for all U ∈ Fin 2 (S). The property (App0) easily follows from (PxJ) for r.
To prove (App∨), suppose we have
, we have A r B ∪ C for all A ∈ U, B ∈ V * and C ∈ W * . Let A ∈ U, B ∈ V * and C ∈ W * . By (PxJ) for r, there exists U A,B,C ∈ Fin 2 (S) such that {A} ≤ ⊢ U A,B,C and ( 
determines a functor F : ContEnt → SPLat which establishes an equivalence of ContEnt and SPLat.
Proof. Claim 1: F is a functor. Clearly, F sends the identity ≪ on (S, ⊢, ≺) defined as (4.6) to the identity ≪ on (D(S, ⊢), ≪) defined as (4.7).
To see that F preserves compositions, let r :
Claim 2: F is full and faithful.
It is clear that F is faithful. To show that F is full, for each proximity relation r :
, we have r = r. Also, it is straightforward to show that r is a proximity map from (S, ⊢, ≺) to (S ′ , ⊢ ′ , ≺ ′ ). It is straightforward to show that η S is an isomorphism of strong proximity lattices S and S ′ with an inverse r :
Since S ′ and η S : S → S ′ are explicitly constructed from S, we conclude that ContEnt and SPLat are equivalent without using axiom of choice. 
where ⊢ is defined as in (4.9). The functor G sends each proximity relation r : (S, ≺) → (S ′ , ≺ ′ ) to a proximity map G(r) :
The following proposition says that continuous entailment relations and strong proximity lattices present essentially the same locales.
Proposition 4.12.
1. For any strong proximity lattice (S, ≺), the frame Idl(S) is presented by G(S, ≺).
For any continuous entailment relation (S, ⊢, ≺), the frame Idl(F (S, ⊢, ≺))
is presented by (S, ⊢, ≺).
Proof. 1. This is clear from the definition of G(S, ≺) and Corollary 3.5.
2. First, we construct a bijection between interpretations of (S, ⊢, ≺) in a locale X and interpretations of GF (S, ⊢, ≺) in X mediated by the mapping a → {{a}} :
which clearly satisfies f ({{a}}) = f (a) for all a ∈ S. We show that f preserves the order on D(S, ⊢), which implies that f respects the equality of D(S, ⊢).
Since f is an interpretation of (S, ⊢, ≺), we have
where ≤ X is the order on X. By induction on the size of V, we see that
It is also easy to check that f preserves finite meets and finite joins. Finally, for any A ∈ Fin(S), we have
Since U = ⊢ A∈U a∈A {{a}} for each U ∈ Fin 2 (S), the function f is a unique interpretation of GF (S, ⊢, ≺) in X such that f ({{a}}) = f (a) for all a ∈ S. Define j S : S → Idl(F (S, ⊢, ≺)) by j S (a) = ↓ ≪ {{a}}. Then, it is straightforward to show that j S is a universal interpretation of (S, ⊢, ≺).
In particular, item 2 of Proposition 4.12 implies that proximity maps between continuous entailment relations S and S ′ bijectively corresponds to locale maps between locales presented by S and S ′ .
Generated continuous entailment relations
To construct a new entailment relation, one usually specifies a set of initial entailments, called axioms, from which the entire relation is generated.
Definition 4.13. An axiom on a set S is a pair (A, B) ∈ Fin(S)×Fin(S). Given a set ⊢ 0 of axioms on S, an entailment relation (S, ⊢) is said to be generated by ⊢ 0 if ⊢ is the smallest entailment relation that contains ⊢ 0 . We usually write A ⊢ 0 B for (A, B) ∈ ⊢ 0 .
Lemma 4.14. If ⊢ 0 is a set of axioms on S, the entailment relation ⊢ generated by ⊢ 0 is inductively defined by the following rules:
Proof. First, the relation ⊢ generated by the above rules is an entailment relation. For example, to see that ⊢ satisfies (T), suppose that A ⊢ B, a and a, A ⊢ B. Then A ⊢ B, a is derived by either (R ′ ) or (AxL). The former case is easy. For the latter case, A ⊢ B, a is of the form C ′ , C ⊢ B, a for some
Dually, we have the following.
Lemma 4.15. If ⊢ 0 is a set of axioms on S, the entailment relation ⊢ generated by ⊢ 0 is inductively defined by the following rules:
The following is useful when we construct a new continuous entailment relation from axioms. Lemma 4.16. Let ⊢ be an entailment relation on S generated by a set ⊢ 0 of axioms. If ≺ is an idempotent relation on S satisfying
then (S, ⊢, ≺) is a continuous entailment relation.
Proof. Let ≺ be an idempotent relation on S satisfying 1 and 2. We show only one direction of (4.1),
for all A, B ∈ Fin(S), by induction on the derivation of A ⊢ B.
If A ⊢ B is derived by (R ′ ), the conclusion is trivial. Suppose that A, A ′ ⊢ B is derived by (AxL). Then, there exists C ∈ Fin(S) such that A ⊢ 0 C and
Then, by successive applications of (T), we have D ⊢ B ′ as required. The other direction of (4.1) follows from 2 and Lemma 4.15. 
Equivalence of JSPLat and SPLat
Recall that the category SPLat of strong proximity lattices is a full subcategory of the category JSPLat of ∨-strong proximity lattices. Proof. It suffices to show that for each ∨-strong proximity lattice S, we can construct a strong proximity lattice S ′ and isomorphism η S : S → S ′ . Given a ∨-strong proximity lattice (S, ≺), define an entailment relation ⊢ on S generated by axioms ⊢ 0 given by 
It is straightforward to show that η S is a isomorphism of strong proximity lattices S and S ′ with an inverse r : S ′ → S defined as 
De Groot duality
Classically, the de Groot dual of a stably compact space has the same set of points equipped with the cocompact topology: the topology generated by the complements of compact saturated subsets of the original space. By HofmannMislove theorem, compact saturated subsets correspond to Scott open filters, which are amenable to the point-free treatment. Thus, the de Groot dual of a stably compact locale X is defined to be the frame of Scott open filters on Ω(X); see Escardó [5] . In this section, we relate the de Groot duality of stably compact locales to the structural duality of strong proximity lattices and continuous entailment relations. Scott open filters on a locale X are models of the upper powerlocale of X, which is characterised by the following universal property; see Vickers [24] .
Duality of strong proximity lattices
Definition 5.2. The upper powerlocale of a locale X is a locale P U (X) together with a preframe homomorphism i U : Ω(X) → Ω(P U (X)) such that for any preframe homomorphism f : Ω(X) → Ω(Y ) to a locale Y , there exists a unique frame homomorphism f : Proof. Let (S, ≺) be a strong proximity lattice. By Definition 3.10, Σ(S d ) is presented by a geometric theory T over S with the following axioms:
By the preframe version of Proposition 3.4, the function i S : S → Idl(S) defined as (3.1) is an interpretation of T in Idl(S) such that every interpretation f : S → Ω(X) of T in a locale X uniquely extends to a preframe homomorphism
be the unique preframe homomorphism that extends the universal interpretation
Then, it is straightforward to show that Σ(S d ) together with i U satisfies the universal property of the upper powerlocale of Idl(S).
Theorem 5.4. For any strong proximity lattice S, the frame Idl(S d ) is isomorphic to the de Groot dual of Idl(S), i.e. the frame of Scott open filters on Idl(S).
Proof. Let S be a strong proximity lattice. By Proposition 5. Recall from Definition 3.6 that a closed relation between strong proximity lattices is a meet-preserving approximable relation. Let SPLat C be the category of strong proximity lattices and closed relations: identities and compositions in SPLat C are defined as in SPLat. The collection Hom(S, S ′ ) SPLat C of closed relations is ordered by the subset inclusion: r ≤ s def ⇐⇒ r ⊆ s.
Lemma 5.5. If r : S → S ′ is a closed relation between strong proximity lattices, then the relational opposite r − is a closed relation from
Proof. Obvious. By the remark following Proposition 3.7, SPLat C is dually equivalent to the category of stably compact frames and preframe homomorphisms.
Definition 5.7. Let s : S → S ′ and r : S ′ → S be closed relations between strong proximity lattices (S, ≺) and (S ′ , ≺ ′ ). We say that s is left adjoint to r and r is right adjoint to s if s • r ≤ id S ′ and id S ≤ r • s, where id S is the identity on (S, ≺) in SPLat C . In this case, the pair (s, r) is called an adjoint pair.
If (s, r) is an adjoint pair of closed relations, then the right adjoint r is necessarily a proximity relation. This is because the preframe homomorphism f r corresponding to r has a right adjoint, and hence f r is a frame homomorphism.
Let SPLat P be the category of strong proximity lattices and adjoint pairs of closed relations between them. Specifically, a morphism from S to S ′ is an adjoint pair (s, r) of closed relations s : S ′ → S and r : S → S ′ . The identity on (S, ≺) is (≺, ≺), and the composition of composable adjoint pairs (s, r) and
Proof. It suffices to show that for any adjoint pair (s, r) : S → S ′ of closed relations between strong proximity lattices, the pair (r − , s − ) is an adjoint pair. But this follows from the fact that the functor (·)
− : SPLat C → SPLat C op preserves the order of closed relations.
A locale map f : X → Y is perfect if the corresponding frame homomorphism Ω(f ) : Ω(Y ) → Ω(X) has a Scott continuous right adjoint g : Ω(X) → Ω(Y ). In this case, g is necessarily a preframe homomorphism.
An adjoint pair (s, r) : S → S ′ of closed relations in SPLat P corresponds to a perfect map from Idl(S) to Idl(S ′ ). Hence, Theorem 5.8 is a manifestation of the de Groot duality of stably compact locales in the setting of strong proximity lattice. Proposition 5.11. The assignment r : 
Duality of continuous entailment relations
Since U ≪ V ↔ V * ≪ d U * , one can easily show that r S is a closed relation from
We define adjoint pairs of closed maps between continuous entailment relations as in Definition 5.7 (suitably adapted to ContEnt C ). Let ContEnt P be the category of continuous entailment relations and adjoint pairs of closed maps that is defined similarly as SPLat P .
As in Proposition 5.11 and Theorem 5.12, we have the following.
Theorem 5.14. ContEnt P is equivalent to SPLat P . The equivalence commutes with isomorphisms (·) d on ContEnt P and SPLat P up to natural isomorphism.
Applications of continuous entailment relations
We carry out a number of constructions on strong proximity lattices using continuous entailment relations and analyse their de Groot duals. Our main tool is the following simple fact.
is an entailment relation generated by a set ⊢ 0 of axioms, then the dual ⊢ • is generated by ⊢ 0
Proof. Immediate from the structural symmetry of entailment relations.
Powerlocales
We deal with the lower, upper, and Vietoris powerlocales, which are localic analogues of the Hoare, Smyth, and Plotkin powerdomains respectively; see Vickers [24] . We also treat Scott topology, which is closely related to the upper and lower powerlocales.
Lemma 6.2. Let (S, ≺) be a strong proximity lattice.
The Scott topology on Idl(S) is presented by a continuous entailment relation Σ(S) = (S, ⊢ Σ , ≻)
where ⊢ Σ is generated by the following axioms:
The upper powerlocale of Idl(S)
is presented by a continuous entailment relation P U (S) = (S, ⊢ U , ≺) where ⊢ U is generated by the following axioms:
In particular, the Scott topology and the upper powerlocale of a stably compact locale are stably compact.
Proof. It is straightforward to check that Σ(S) and P U (S) satisfy the condition in Lemma 4.16. Then, item 1 is immediate from Definition 3.10, while item 2 follows from Proposition 5.3.
Constructions Σ(S) and P U (S) extend to functors Σ : SPLat op → ContEnt and P U : SPLat → ContEnt, which send each proximity relation r : (S, ≺) → (S ′ , ≺ ′ ) to proximity maps Σ(r) : Σ(S ′ ) → Σ(S) and P U (r) :
The notion of lower powerlocale can be seen as the dual of that of upper powerlocale (cf. Definition 5.2). 
where ⊢ L is generated by the following axioms:
In particular, the lower powerlocale of a stably compact locale is stably compact.
Proof. Immediate from the suplattice version of Proposition 3.4.
Construction P L (S) extends to a functor P L : SPLat → ContEnt, which sends each proximity relation r :
Theorem 6.5. For any strong proximity lattice S, we have
Proof. Immediate from Lemma 6.1, Lemma 6.2, and Lemma 6.4.
Item 1 and 2 of Theorem 6.5 are known: Vickers gave a localic proof using entailment systems [26, Theorem 54] , and Goubault-Larrecq proved the corresponding result for stably compact spaces [9, Theorem 3.1] . It is notable, however, that our proof is a simple analysis of axioms of entailment relations.
In the following, a composition such as P U (Σ(S)) denotes P U (F (Σ(S))), where F : ContEnt → SPLat is the functor described in Theorem 4.10. Proposition 6.6. For any strong proximity lattice S, we have
Proof. Since F commutes with the duality (·) d , we have
by item 3 and 4 of Theorem 6.5. The proof of item 2 is similar.
Given a strong proximity lattice (S, ≺), let P D (S) = (S, ⊢ D , ≺) be a continuous entailment relation generated by the following axioms:
Lemma 6.7. For any strong proximity lattice (S, ≺), we have
Proof. By item 2 of Proposition 6.6, it suffices to show that P D (S) presents the upper powerlocale of Idl(F (P L (S))): for then, the locales presented by P D (S) and Σ(Σ(S)) are isomorphic, and so are P D (S) and Σ(Σ(S)).
To this end, we first construct a bijection between interpretations of P D (S) in a locale X and preframe interpretations of F (P L (S)) in X mediated by the mapping a → {{a}} :
Let f : S → Ω(X) be an interpretation of P D (S) in X, i.e. f is an order preserving function such that f (a) = b≺a f (b). Define f :
f preserves the order and equality on D(S, ⊢ L ). Then, f clearly preserves finite meets. Similarly, U ≪ V implies f (U) ≤ X f (V). To see that
let A, B, C ∈ Fin(S) and U ∈ Fin 2 (S). Then, we have b∈B c≺b
2)
The inequality (6.2) is proved by induction on the size of B, while (6.3) is proved by induction on the size of U. For example, the inductive case of (6.3) is proved as follows: Fix U = W ∪ {D} and C. Then
where the last inequality follows from the fact that V ≪ W and
This complete the proof of (6.3). Since
we have (6.1). Hence, f is a preframe interpretation of F (P L (S)) in X. Since U = ⊢ L A∈U * {{ A}}, the function f is a unique preframe interpretation of F (P L (S)) such that f ({{a}}) = f (a). Now, it is straightforward to show that P D (S) presents the upper powerlocale of Idl(F (P L (S))).
By the dcpo version of Proposition 3.4, interpretations of P D (S) in a locale X correspond to Scott continuous functions from Idl(S) to Ω(X). Thus, Σ(Σ(S)) is the double powerlocale [28] of Idl(S). Vickers [25] showed that the double powerlocale of a locally compact locale can be characterised in a similar way. 
Proof. Immediate from the Lemma 6.7 and Lemma 6.1.
Proposition 6.9. For any strong proximity lattice S, we have
Proof. 1. By Corollary 6.8, and item 3 and 4 of Theorem 6.5. 2. Apply item 1 to S d .
Item 2 of Proposition 6.6 and Proposition 6.9 are known for locally compact locales; see Vickers [25] . Item 1 of Proposition 6.6 and Proposition 6.9 say that Scott topologies of stably compact locales are closed under the lower and upper powerlocale constructions. Moreover, the lower and the upper powerlocales of the Scott topology of a stably compact locale X are obtained by the upper and the lower powerlocale constructions on X, respectively. Definition 6.10. Let (S, ≺) be a strong proximity lattice. The Vietoris powerlocale of Idl(S) is presented by a continuous entailment relation
where ⊢ V is generated by the following axioms:
The idempotent relation ≺ V is defined as
One can easily verify that P V (S) satisfies the condition in Lemma 4.16. Moreover, it is straightforward to show that the locale presented by P V (S) is isomorphic to the Vietoris powerlocale of Idl(S); see Johnstone [12] for the construction of Vietoris powerlocales. Thus, the Vietoris powerlocale of a stably compact locale is stably compact.
Construction P V (S) extends to a functor P V : SPLat → ContEnt, which sends each proximity relation r : (S, ≺) → (S ′ , ≺ ′ ) to a proximity map P V (r) :
Theorem 6.11. For any strong proximity lattice S, we have
Proof. P V (S) d and P V (S d ) are identical except that ✸ and ✷ are swapped.
Goubault-Larrecq proved the result corresponding to Theorem 6.11 for stably compact spaces using A-valuations [9, Corollary 5.24].
Patch topologies
Coquand and Zhang [4] gave a construction of patch topologies for entailment relations with the interpolation property. The same construction carries over to the setting of continuous entailment relation.
Definition 6.12 (Coquand and Zhang [4, Section 4] ). Let S = (S, ⊢, ≺) be a continuous entailment relation. The patch topology of S is a continuous entailment relation Patch(S) = (S P , ⊢ P , ≺ P ) on
where ⊢ P is generated by the following axioms:
The idempotent relation ≺ P is defined as
Let Patch ′ (S) = (S P , ⊢ ′ P , ≺ P ) be the continuous entailment relation that is obtained from Patch(S) by adjoining the following axioms:
where A
• def = {a • | a ∈ A} for each A ∈ Fin(S).
Proposition 6.13. For any continuous entailment relation (S, ⊢, ≺), we have
Proof. It suffices to show that the axiom (6.7) holds in the locale Sp(Patch(S)) presented by Patch(S). In the following, we identify generators S P with the corresponding elements of Sp(Patch(S)), and write ≤ P for the order in Sp(Patch(S)). Suppose that A ⊢ B. By the definition of ≺ P , we have
by (6.6) and (6.4). Thus
where the last inequality follows from (6.5). This, together with (6.8), implies
In for all p ′ , q ′ ∈ Q such that p ′ + q ′ = p + q. Applying (6.10), we obtain (6.12). Similarly, we obtain (6.13) from (6.11).
Conversely, assume (6.12) . By the last two axioms of T V , we have q, a ∧ r, b ≤ V q ′ +r ′ >q+r q ′ , a ∧ r ′ , b . (6.14)
Let q ′ , r ′ ∈ Q such that q ′ + r ′ > q + r. Let θ ∈ Q such that q ′ + r ′ = q + r + θ, and choose N ∈ N so large that q + r + θ − N θ < 0. By (6.12), we have Thus, in any case
This, together with (6.15) and (6.14), implies (6.10). Similarly, (6.13) implies (6.11). Proof. Immediate from Proposition 6.19 and Lemma 6.1.
Since "1" in the lower and upper reals form a Dedekind real, the following proposition is analogous to Vickers [27, Proposition 6.3] . Proof. We can interpret theory V(S) in Sp(C(S)) as p, a → 1 − p, a and theory C(S) in Sp(V(S)) as p, a → 1 − p, a . These interpretations determine locale maps between Sp(C(S)) and Sp(V(S)) which are inverse to each other.
In terms of ContEnt, we have proximity maps r : V(S) → C(S) and s : C(S) → V(S) defined as Proof. By Theorem 6.20 and Proposition 6.21.
Goubault-Larrecq [9, Theorem 6.11] proved the corresponding result for stably compact spaces. Although his proof is classical and the space of covaluation is implicit in his proof, the essential idea seems to be similar.
