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ABSTRACT
Inverse Compton scattering dominates the high energy part of the spectra of neu-
tron star (NS) low mass X-ray binaries (LMXBs). It has been proposed that inverse
Compton scattering also drives the radiative properties of kilohertz quasi periodic os-
cillations (kHz QPOs). In this work, we construct a model that predicts the energy
dependence of the rms amplitude and time lag of the kHz QPOs. Using this model,
we fit the rms amplitude and time lag energy spectra of the lower kHz QPO in the NS
LMXB 4U 1636− 53 over 11 frequency intervals of the QPO and report three impor-
tant findings: (i) A medium that extends 1-8 km above the NS surface is required to
fit the data; this medium can be sustained by the balance between gravity and radia-
tion pressure, without forcing any equilibrium condition. (ii) We predict a time delay
between the oscillating NS temperature, due to feedback, and the oscillating electron
temperature of the medium which, with the help of phase resolved spectroscopy, can
be used as a probe of the geometry and the feedback mechanism. (iii) We show that
the observed variability as a function of QPO frequency is mainly driven by the os-
cillating electron temperature of the medium. This provides strong evidence that the
Comptonising medium in LMXBs significantly affects, if not completely drives, the
radiative properties of the lower kHz QPOs regardless of the nature of the dynamical
mechanism that produces the QPO frequencies.
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1 INTRODUCTION
Kilohertz quasi periodic oscillations (kHz QPOs) represent
the fastest variability observed in the X-ray light-curves of
neutron star (NS) low mass X-ray binaries (LMXBs) to date.
van Doesburgh et al. (2018), reported a QPO at 1267 Hz in
the NS LMXB 4U 0614 + 09, which is the highest ever ob-
served in such a system. A QPO is a narrow, albeit with
finite width, peak in the power density spectrum (PDS) of a
light-curve. See van der Klis (1989) for more information on
the timing techniques. QPOs in LMXBs had been previously
discovered at lower frequencies, however the timing resolu-
tion and large effective area of modern instruments made it
possible to also detect them at kHz frequencies. Through-
out this paper ,we refer to the kHz QPOs when the QPOs
appear between approximately 400 Hz and 1200 Hz.
⋆ E-mail: karpouzas@astro.rug.nl
The history of kHz QPOs begins with the launch
of the Rossi X-ray timing explorer (Bradt et al. 1993,
RXTE). The first detections and analyses of the newly
discovered kHz QPOs are presented in van der Klis et al.
(1996); van Paradijs et al. (1996); Strohmayer et al. (1996);
Berger et al. (1996); Zhang et al. (1996) and Ford et al.
(1997). The kHz QPOs in NS LMXBs, that were reported in
the aforementioned papers, usually consist of a lower and an
upper QPO, separated by a few hundreds of Hz. Later, work
done by Wijnands et al. (1997); Wijnands & van der Klis
(1997); van der Klis et al. (1997) and Me´ndez et al. (1998);
Me´ndez & van der Klis (1999); Zhang et al. (2006) shed
more light into the existence of pairs of kHz QPOs, or twin
as they are often called. For a detailed review on the first
detections and characterization of kHz QPOs we refer the
reader to van der Klis (1998).
Theoretical models trying to explain the origin of the
QPO frequencies date back to 1985, before kHz QPOs were
c© 2019 The Authors
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even detected. Among the first attempts to link the low-
frequency QPOs to a physical mechanism, was the beat
frequency model, as described in Alpar & Shaham (1985),
where the QPO frequency is a beat between the spin of the
NS and the Keplerian frequency of the accreting material.
Later, Hameury et al. (1985) connected the QPO frequency
with the NS spin. More specifically, a magnetic field driven
mechanism was thought to be able to produce bright spots
on the NS surface, which rotate at the NS spin, causing
brightness oscillations to manifest themselves as QPOs.
Boyle et al. (1986), assumed for the first time a spa-
tially resolved Comptonising medium, which we will here-
after refer to as the corona, whose optical depth was linked
to the QPO frequency. In the model of Boyle et al. (1986)
the corona can exist on top of an accretion disc. The optical
depth of this corona has a spatial dependence and thus can
be linked to a Keplerian frequency associated to a certain
distance inside the corona. The optical depth is regulated by
the incident flux, from the central object onto to the outer
surface of the corona, and for the first time is linked to the
QPO frequency. The aforementioned work models the inten-
sity of a source as a function of a Keplerian frequency, and a
fit to the source GX5-1 resulted in reasonable values for the
spectral parameters. Another pioneering QPO model was in-
troduced by Fortner et al. (1989), where the frequency of an
oscillating radial flow of material is associated to radiation-
hydrodynamic overstability that causes the observed QPOs.
Shortly after the discovery of kHz QPOs, the statistical
properties and dependence of these high-frequency oscilla-
tions upon observed physical quantities became too com-
plex to be explained by the models that had been pro-
posed to explain the low-frequency QPOs. Without go-
ing into detail, Klein et al. (1996); Kaaret et al. (1997);
Miller et al. (1998a); Stella & Vietri (1998); Titarchuk et al.
(1998); Osherovich & Titarchuk (1999) and Zhang (2004),
proposed a new generation of models that led to a more
physically robust explanation of the observed kHz QPO fre-
quencies, based on their latest observational properties (see
van der Klis (2006) for a review of these models).
At the same time as their discovery, a lot of attention
was given to the energy resolved variability of kHz QPOs.
By energy resolved variability, we mean the study of how
the properties of the kHz QPOs, namely the fractional root
mean square amplitude (hereafter rms) and time (or phase)
lags, depend on photon energy. For a review on timing tech-
niques, and derivation of rms and lags, we refer the reader
to Uttley et al. (2014). The spectral analysis of a source,
combined with the study of energy resolved variability has
recently become famous as the spectral-timing approach.
Strohmayer et al. (1996) found, for the first time, that
the rms of the lower kHz QPO in the LMXB 4U 1728 − 34
increased with energy from 3%, at energies between 2-6 keV,
to ∼9.5% at 12 keV. Later, Berger et al. (1996) found that
the rms of the ∼ 800Hz QPO in 4U 1608 − 52 increased
with energy from 4% at 2 keV to 15% at 12keV, while at
higher energies it remained constant within the uncertain-
ties. Zhang et al. (1996) suggested that the high values of
rms, of the kHz QPOs at high energies indicate that the
QPOs originate either at the NS surface or the corona, since
the temperature of both is higher than that of the disc.
Me´ndez et al. (1997) carried out an interesting analysis of
the absolute root mean square (RMS) in multiple energy
bands for the source 4U 0614 + 09. More specifically, the
absolute RMS in units of counts/(s keV) is a measure of the
shape of the oscillating spectrum that would be on top of
a non-varying component (e.g. a truncated accretion disc).
Me´ndez et al. (1997) found that a Wien spectrum of tem-
perature ∼ 1.56 keV and radius of ∼ 500m (at a distance
of 3 kpc ) could explain the data. In the same work, the
fractional rms spectrum is moderately well fitted by a black
body spectrum with a ∼ 2.5% variation in its temperature
and by a Comptonized spectrum with a ∼ 5% variation in
its optical depth.
Later, Revnivtsev et al. (1999) introduced a technique
called frequency resolved spectroscopy (FRS), in which the
spectrum of the absolute RMS is constructed in separate
frequency bands with the help of the energy resolved PDS.
An application of the FRS technique was discussed by
Gilfanov et al. (2003), who showed that the spectral shape
of the absolute RMS, resolved around the QPO frequency
for the sources GX 340 + 0 and 4U 1608 − 52, is in very
good agreement with the average spectrum of the source if
a disc blackbody component is subtracted from the energy
spectrum. These authors claimed that the remaining energy
spectrum, after subtracting the disc blackbody, matches that
of the boundary layer. A simple Wien spectrum, represent-
ing the boundary layer, fits their data well, but they note
that, depending on the spectral state of the source, taking
into account thermal Comptonisation might improve the fits
significanty.
At the same time, the study of the energy-dependent
time lags was added to the spectral timing approach. In par-
ticular, after the discovery that, in the lower kHz QPOs, the
soft photons lag behind the hard ones, an effect that we will
refer to as soft lags, by Vaughan et al. (1998); Kaaret et al.
(1999); Markwardt et al. (2000); de Avellar et al. (2013),
the study of time lags became an important part of any com-
prehensive spectral-timing analysis. de Avellar et al. (2013),
mentioned for the first time that the energy-dependent time
lags of the upper kHz QPOs exhibit a behaviour significantly
different to that of the lower kHz QPO, such that the hard
photons lag behind the soft ones, producing the so called
hard lags. The findings presented in de Avellar et al. (2013),
suggest a different origin for the lower and the upper kHz
QPO.
Later, a detailed spectral-timing analysis of the NS
LMXB 4U 1728 − 34, done by Peille et al. (2015) revealed
that although the rms increased with energy, both for the
lower and the upper kHz QPOs, the time lags of the lower
kHz QPOs were always soft whereas for the upper kHz QPO
the time lags were mostly hard. These authors also fitted the
RMS, or covariance, spectra of the sources 4U 1608−52 and
4U 1728−34 with a thermal Comptonisation model and ob-
tained a very good fit. In agreement with de Avellar et al.
(2013), Peille et al. (2015) concluded that the physical mech-
anisms driving the lower and upper kHz QPOs must be
different and that the oscillating component in the source
spectra, thus the QPO, must be associated with Comptoni-
sation. A systematic study of multiple sources presented by
Troyer et al. (2018), also verified the differences between up-
per and lower kHz QPOs. However, the question of whether
the kHz QPOs originate in the accretion disc, the NS surface,
the NS boundary layer, or in a surrounding Comptonising
region remained unknown.
MNRAS 000, 1–20 (2019)
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The explanation of the dependence of the time lags and
rms upon photon energy is still highly debatable. Predicting
the energy dependence of timing properties such as time
lags, due to Comptonization, dates back to Wijers et al.
(1987), who used a Monte Carlo simulation to calculate the
Comptonization of a black-body spectrum inside a spherical
homogeneous cloud, highlighting the importance of energy
dependent time-delay measurements as a probe for both the
source of soft photons and the properties of the Comptoniz-
ing cloud. Specific models trying to explain this dependence
were introduced by Lee & Miller (1998), Lee et al. (2001)
and Kumar & Misra (2014). The models described in the
aforementioned papers assume that the flux oscillation of
the time averaged spectrum, that is modulated at the QPO
frequency, is produced by an oscillation in the thermody-
namic properties of a Comptonising region, hereafter the
corona, or of the seed photon source, which can be either
the NS surface, accretion disc, or both. More specifically,
these thermodynamic properties are the temperature and
external heating rate of the corona, the electron density of
the corona and finally the temperature of the soft photon
source that provides the seed photons for Comptonisation.
Lee & Miller (1998) assumed that, if thermal Comp-
tonization is responsible for the shape of the rms spectrum
(Me´ndez et al. 1997; Gilfanov et al. 2003; Peille et al. 2015),
then thermodynamic properties such as the heating rate and
temperature of the corona and seed photon source should
be also oscillating. The simplest case would be one in which
the latter quantities oscillate exactly at the QPO frequency.
The novel idea presented in Lee & Miller (1998) predicts the
rms and time lags due to Comptonisation, of a seed photon
source in a homogenous and spherically symmetric corona.
Temperature oscillations of either the corona or the seed
photon source, but also the effect of an oscillating electron
density, are used to reproduce the rms and time lag spec-
tra. The authors apply an empirical fit to rms and time lag
spectra of the source 4U 1608−52, with a model that uses a
superposition of the three oscillations mentioned above, and
conclude that a time varying coronal electron density is more
likely to drive the observed behaviour. They also find a size
of around 6 km for the, assumed spherical, corona, which
reinforced the idea that the kHz QPOs are either produced
or radiatively enhanced in a region close to the NS.
The hard time lags of the source 4U 1608 − 52 ini-
tially reported in Vaughan et al. (1997), that were used by
Lee & Miller (1998), were later on proven to have the op-
posite sign. After Vaughan et al. (1998) clarified that the
time lags of 4U 1608 − 52 were actualy soft, a second work
by Lee et al. (2001) assumed that an oscillation in the tem-
perature of the corona, that produces the QPO, causes a
delayed oscillation in the temperature of the seed photon
source through feedback. By feedback we mean that a frac-
tion of the photons Comptonised in the corona return to the
seed photon source through random walks, and re-heat it.
Because of this delayed response of the seed photon source,
the low energy photons are expected to lag behind the hard
ones, thus explaining the observed soft lags. However, in
Lee et al. (2001) the QPO amplitude is approximated as a
linear combination of the amplitudes of the corona and seed
photon source oscillations. This ad-hoc method is used in
order to connect the two amplitudes (corona and seed pho-
ton source) through feedback and calculate one as a func-
tion of the other. This approach succeeds in explaining, at
least qualitatively, the behaviour of the rms and time lags.
However, the major disadvantage of this model is that the
energy balance of the corona, through Compton cooling, is
not taken into account and thus the amplitude of the tem-
perature oscillations do not emerge as natural consequences
of a self consistent physical process.
A self consistent model, that takes into account the
dynamic cooling of the corona and the feedback onto the
soft photon source was proposed by Kumar & Misra (2014).
Since the work presented here uses, and builds upon, the
aforementioned model we will provide a detailed description
of the model in the next section. Kumar & Misra (2016a)
used this model for a preliminary study of the rms and lag
energy spectra of the NS LMXB 4U 1608 − 52. The au-
thors found that a small corona (∼2-6 km) and a significant
amount of feedback (20-80%) are required to qualitatively
explain the observed behaviour. Finally, Kumar & Misra
(2016b) used a Monte Carlo method to estimate the ex-
pected amount of photons that would impinge back onto
the seed photon source during Comptonisation. They simu-
lated different corona geometries and concluded that in all
cases a significant amount of feedback is justified.
Although self consistent, the model of Kumar & Misra
(2014) failed to predict the flattening of the rms energy
spectrum above 12 keV that was observed by Berger et al.
(1996) in the NS LMXB 4U 1608− 52. Attempts to explain
the aforementioned flattening were made before, initially by
Miller et al. (1998a) and later by Lee & Miller (1998), based
on the assumption that the optical depth is oscillating at the
QPO frequency. The assumption of an oscillating electron
number density, and thus optical depth, allowed the model
of Lee & Miller (1998) to explain the flattening of the rms
energy spectrum better. However, to explain the soft time
lags of 4U 1608−52 the model of Lee et al. (2001) introduced
the assumption of feedback and an oscillation in the temper-
ature of the corona instead of an oscillating optical depth.
Particularly interesting is the NS LMXB 4U 1636 − 53, for
which spectral analyses date back to 1986 (see Vacca et al.
1986; Hirano et al. 1987 and Damen et al. 1990). Recently,
Ribeiro et al. (2019) showed that the rms energy spectrum
of the NS LMXB 4U 1636− 53 depends highly on the lower
kHz QPO frequency and, on average, decreases at energies
above 12 keV, a fact that might present an interesting chal-
lenge for all of the aforementioned models.
Evidence that the properties of the corona undergo
changes was already given by Barret (2013). In the afore-
mentioned work the optical depth, corona temperature and
seed photon temperature, of the NS LMXB 4U 1608 − 52,
appear to have a dependence on QPO frequency. A similar
dependence was reported, for the NS LMXB 4U 1636 − 53,
in Zhang et al. (2017) and Ribeiro et al. (2017). Further-
more, phase resolved spectroscopy of type B QPOs in the
black hole X-ray binary GX 339 − 4 and of kHz QPOs in
the NS LMXB 4U 1608− 52, presented in Stevens & Uttley
(2016) and Stevens et al. (2018), respectively, revealed that
the corona temperature and seed photon source temper-
ature oscillate at the QPO frequency. Preliminary results
(Stevens et al. 2019) indicate that the properties of the
corona and soft photon source, apart from oscillating co-
herently at the QPO frequency, show systematic time lags
between them. All of the the above results prove the impor-
MNRAS 000, 1–20 (2019)
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tance of linking the variability of the photon number den-
sity (QPO) to the spectral and geometric properties of the
corona.
In the present work we reproduced the model of
Kumar & Misra (2014) with minor changes in the physi-
cal assumptions and a basic change of the solving scheme.
These changes are discussed in section 2, with the help of
Appendix A. In section 3, we discuss the process of fitting
our model to a set of frequency resolved rms and time lag
spectra of the lower kHz QPO, in the NS LMXB 4U 1636−53
(Ribeiro et al. 2019). Finally, in sections 4 and 5 we summa-
rize our results and discuss our findings on the magnitude
of the measured quantities and their dependence upon fre-
quency.
2 THE MODEL
In this section we give a brief description of the model pre-
sented in Kumar & Misra (2014) alongside the changes in-
troduced by us. The model assumes that the surface of a
neutron star of radius a and temperature Ts, injects photons
inside a spherically symmetric medium of width L, consist-
ing of highly energetic electrons, the so called corona, cen-
tered at the NS, with a rate n˙sγ . The photons are inverse
Compton scattered and, since the medium is finite, after a
photon of energy E undergoes certain number of scatterings
it will escape the medium with an energy E′ > E. The es-
cape rate per unit volume is n˙esc. This symmetry, and the
assumption that the density of the corona is uniform, sim-
plifies the definition of the (Thomson) optical depth, which
reduces to τT = σTneL, where σT is the Thomson cross
section and ne the electron number density of the plasma.
Schulz & Wijers (1993) showed that theoretical spectra con-
structed with a simple geometry, such as the one described
above, can yield good fits to the data.
The time dependent evolution of the spectrum, nγ(E, t),
that undergoes multiple inverse Compton scatterings is de-
scribed by the Kompaneets equation (Kompaneets 1957).
We use the form of the equation that was first presented in
Psaltis & Lamb (1997), then used by Lee & Miller (1998),
Lee et al. (2001) and later by Kumar & Misra (2014). This
equation can be written as:
tc
∂nγ
∂t
=
1
mec2
∂
∂E
(
− 4kTeEnγ + E
2nγ + kTe
∂
∂E
(E2nγ)
)
+tcn˙sγ − tc ˙nesc ,
(1)
where tc = L/cτT is the Thomson collision time scale,
Te the temperature of the medium, k the Boltzmann con-
stant, me the electron rest mass and c the speed of light.
Assuming that the soft photon source emits like a black-
body, the photon injection rate, n˙sγ , is
˙nsγ =
[ 3a2
[(a+ L)3 − a3]
]( 2pi
h3c2
E2
e
E
kTs − 1
)
, (2)
where h is the Planck constant and a the NS radius. We used
the same notation and symbols as in Kumar & Misra (2014)
so far in order to avoid confusion and built upon their model
in a coherent way. Equation (1) is subject to specific assump-
tions, some of which will be summarised now for the sake of
clarity. First of all, a uniform and isotropic distribution of
electrons and photons is assumed. We thus ignore the spa-
tial dependence of the photon phase-space density and also
ignore any effects of electron bulk motion inside the plasma.
The seed photon source is the NS surface which, combined
with the fact that the medium is a spherically symmetric
shell, means that each photon is emitted at equal distance
from the surface of a sphere with radius L+ a.
We further assume that photons escape the medium at
a constant rate, n˙esc. According to equation (1), the number
density of photons with energy between E and E + dE at
a given time is nγ(t,E). After production, a photon under-
goes a number of scatterings, Nesc, before it escapes from
the medium. Assuming that each scattering is an indepen-
dent event, we can assign an escape probability per scat-
tering, Pesc = 1/Nesc. For Nesc we used the same formu-
lation as in Lightman & Zdziarski (1987), which is based
on the solution of the photon diffusion equation, under
the assumption that the intensity of the source inside the
sphere is sinusoidally distributed with radius, as presented
in Sunyaev & Titarchuk (1980). Using the Klein-Nishina op-
tical depth, τKN , we can write,
Nesc = τT +
1
3
τT τKN (E)f(E), (3)
where
f(E) =


1 if E ≤ 0.1mec
2
(1− E
mec2
)/0.9 if 0.1mec
2 < E < mec
2
0 if E ≥ mec
2
(4)
and given the Klein-Nishina cross section, σKN (E), the
Klein-Nishina optical depth is
τKN (E) =
τTσKN (E)
σT
. (5)
In order to calculate n˙esc, which according to equation
(1) has units of photons per unit volume per unit energy per
unit time, we must multiply nγ(E, t) by the escape probabil-
ity density function, which is assumed as a constant number
that represents probability per unit time. Thus, based on
the fact that the average time a photon takes to escape the
medium is tcNesc, the escape probability per unit time is
1
tescNesc
or cτT
LNesc
so that
n˙esc =
cτTnγ(t,E)
LNesc
=
c
L
nγ(t, E)[
1 + 1
3
τKN (E)f(E)
] (6)
Equation (6) is the same as equation (21a) of
Lightman & Zdziarski (1987). We must note that in
Lightman & Zdziarski (1987) the authors include a relativis-
tic correction term, ω(x), in equation (22a) of their pa-
per. Given that the majority of the spectral analyses pre-
sented in the literature use nthcomp (Lightman & Zdziarski
1987; Zdziarski et al. 1996) to model thermal Comptoniza-
tion, we want our model for nγ to resemble that of nthcomp
as much as possible for a given set of spectral parame-
ters. Therefore, in our approach for n˙esc we include Klein-
Nishina corrections and the same form of Nesc that is used in
MNRAS 000, 1–20 (2019)
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Lightman & Zdziarski (1987), because the aforementioned
paper is the basis of the nthcomp model (Zdziarski et al.
1996) in XSPEC (Arnaud 1996). To conclude with the as-
sumptions, the electrons of the plasma are hot, but not rel-
ativistic (kTe << mec) in our case, thus allowing for the
use of the Thomson cross section, σT , for the scatterings. In
spite of this, we use the Klein-Nishina cross section, σKN , to
preserve generality throughout this work, but we note that
using σT would not change any of the results of this work,
because we mainly work with energies E << mec
2. The
steady state solution (
∂nγ
∂t
= 0, hereafter SSS) of equation
(1) is the energy averaged spectrum, nγ0, i.e. the Comp-
tonised continuum of the observed spectrum. Equation (1)
is discretised and solved numerically as a boundary value
problem in order to obtain nγ0. In Appendix A we provide
the reader with details on the solving scheme.
The model that we reconstruct in this work is based on
the idea that a QPO is modeled as a small oscillation of the
SSS. Regardless of whether the QPO is produced on the NS
or accretion disc, or whether it is the result of oscillations
of thermodynamical and physical properties of the corona,
a perturbation of the SSS can be linked to a perturbation
in any physical quantity that appears in equation (1). This
concept was first introduced by Lee & Miller (1998). We can
write the perturbation as nγ = nγ0(1 + δnγe
−iωt), where ω
is the mean frequency of the QPO and δnγ the complex frac-
tional amplitude of the QPO. We further assume that this
perturbation can be linked to a perturbation in the tem-
perature of the plasma, Te = Te0(1 + δTee
−iωt), that could
be a product of an oscillating external heating rate, H˙ext,
which we write as H˙ext = H˙ext0(1 + δH˙exte
−iωt). The ex-
ternal heating rate is required in order to account for the
observational fact that the cooling of the medium, through
repeated scatterings, does not lead to an extreme drop in
the temperature of the medium. Finally it is assumed that a
fraction, η, of the Comptonised photons impinge back onto
the surface of the NS causing an oscillation in its tempera-
ture, Ts = Ts0(1+ δTse
−iωt). In principle the NS, as a black
body, could undergo inherent oscillations on its own, on top
of the oscillations caused by this feedback loop.
All of the perturbations are written in the form Xi =
X0(1+ δXie
−iωt) so that δXi is a fractional variation of the
equilibrium value, X0, and thus dimensionless. We must also
note that in the above, δH˙ext, δTe, δTs and δnγ are complex
quantities, while δnγ is a function of energy. After linearising
equation (1) we can form a new differential equation for the
complex amplitude. For the new variables N = nγ/nc and
x = E/kTe (see Appendix A), the linearised form is:
d2δnγ
dx2
= −
dδnγ
dx
−
2
N
dN
dx
dδnγ
dx
+
1
N
δnγ
exTe/Ts − 1
−
ic5δnγ
x2
+ δTe
( 2
x2
−
1
N
d2N
dx2
)
−
−δTs
1
N
Te0
Ts0
x(
exTe0/Ts0 + e−xTe0/Ts0 − 2
) ,
(7)
where c5 =
ωmetcc
2
kTe0
. The complex amplitudes δTe, δnγ and
δH˙ext are connected through the first law of thermodynam-
ics, and δTs is related to δnγ through a feedback term added
to the blackbody spectrum such that the energy balance of
both the corona and seed photon source are taken into ac-
count (for more information see Appendix A2).
In Appendix A2, we show that δTs, δTe are integral
functions of δnγ but are also present in equation (7), which
we need to solve in order to find δnγ . The solution of equa-
tion (7), as presented in Kumar & Misra (2014), requires
an initial assumption both for δTe and also δTs. The au-
thors use the assumed values to calculate an initial solution
for δnγ , which they afterwards use to update the values of
δTe and δTs. This process is repeated a few times until the
temperature amplitudes converge. The final solution, δnγ ,
after the required steps for convergence, is taken as the final
QPO complex amplitude whose modulus, |δnγ(E)|, and ar-
gument, tan−1
Im(δnγ )
Re(δnγ)
, will translate directly into rms and
phase lag respectively. If the external heating rate is assumed
variable, then δH˙ext can be factored out of equation (7) and
its modulus can be used as a normalization for |δnγ |, which
is the rms. Thus, the argument, or phase, of δH˙ext could
be arbitrary. In Appendix A2 we discuss a different mathe-
matical approach to solve for δnγ , δTe and δTs without the
need of a converging iterative scheme. Finally, we must note
that although our numerical solution, δnγ , is calculated at
each energy value of the selected grid, the actual quantity
that we compare to the data, eventually, is the ratio of the
integrals
∫
δnγnγ0dE/
∫
nγ0dE where the integration is per-
formed within the selected energy band of the corresponding
measurement.
3 APPLICATION TO THE LOWER KHZ QPO
OF THE NS LMXB 4U 1636 − 53
3.1 Data overview
Recently, Ribeiro et al. (2019) presented a detailed analysis
of the timing properties of the lower and upper kHz QPOs
in the NS LMXB 4U 1636 − 53. In particular, they studied
the rms of both the lower and upper kHz QPO as a function
of photon energy and frequency. In order to get a good sig-
nal to noise ratio for the rms measurements, Ribeiro et al.
(2019) averaged RXTE observations with lower kHz QPOs,
over narrow frequency intervals centered at frequencies that
span from 530 Hz to 940 Hz. The observations that they av-
eraged were taken at different times, but correspond always
to the transition from hard to soft state (Zhang et al. 2017).
Furthermore, de Avellar et al. (2013) studied the time lags
as a function of energy, in 4U 1636−53, at different QPO fre-
quencies and they concluded that the time lags of the lower
kHz QPO were soft and did not depend on QPO frequency.
Ribeiro et al. (2019) found that, in all frequency inter-
vals, the rms of the lower kHz QPO of 4U 1636 − 53 was
an increasing function of energy up to 12 keV and then,
in some cases, it decreased. The authors therefore refer to
the critical energy of 12 keV as the break energy, Ebreak.
In the same work it was also noted that the slope of the
increasing (E < Ebreak) part, of the rms as a function of
energy, initially increased with increasing QPO frequency,
until a critical QPO frequency of ∼770 Hz while for higher
frequencies the slope decreased. The frequency at which
the slope is maximum coincides, more or less, with the fre-
quency at which the energy averaged rms is also maximum.
Ribeiro et al. (2019) also report that the energy averaged
MNRAS 000, 1–20 (2019)
6 K. Karpouzas et al.
rms, measured for the full energy band (nominally 2-60 keV),
exhibits the same dependence with frequency as the slope of
the rms versus energy for the lower kHz QPO. To conclude
with the data overview, for every frequency interval, defined
in Ribeiro et al. (2019), we fit the energy dependent rms,
given in the aforementioned work, and the energy depen-
dent time lags, given in de Avellar et al. (2013), which ac-
cording to their results are same for each one of the selected
frequency intervals.
3.2 Fitting the model
The model has eight free parameters, namely the size, L,
of the corona, the amplitude of the external heating rate,
δH˙ext, the feedback parameter, η, the corona temperature,
Te, the Thomson optical depth, τT , the seed photon source
(NS here) temperature, Ts, the NS radius, a, and the fre-
quency of the QPO, νlow. The spectral parameters Te,τT
and Ts are the steady state values corresponding to the time
averaged spectrum. In principle any fit of our model to rms
and time lag spectra should fit the time averaged spectrum
at the same time, so one would get a good constraint on the
spectral parameters. In this work, since the rms and time lag
spectra were derived by combining observations and since
the time averaged model assumed in Zhang et al. (2017) is
different than ours, we do not fix Te,τT and Ts to the values
reported in Zhang et al. (2017) and Ribeiro et al. (2017),
but instead treat them as free parameters and expect to re-
trieve reasonable values for them. We kept the NS radius,
a, fixed at 10 km in every frequency interval. We note that
any value of the NS radius, in the 8-18 km range, does not
change the results presented here except for the external
heating rate, H˙ext0, which increases almost by a factor of 8
at a = 18 km.
Equation (A5) is used to describe the total, blackbody,
luminosity of the seed photon source as a superposition of a
black body with an inherent temperature Ts,inh and a feed-
back dominated term that is associated with an assumed
fraction of photons that would fail to escape the medium
and impinge back onto the NS increasing its temperature.
For a set of spectral parameters Ts, Te, τT and size L, if
feedback dominates the luminosity of the soft component,
we can assume the term associated with Ts,inh on the right
hand side of equation (A5) is zero and solve for η to find
the maximum feedback, ηmax, that is allowed. Clearly, the
value of ηmax depends on the parameters (Ts, Te, τT and
size L) and, therefore, if we use η as a free parameter we
would have to dynamically change its upper value (through
a uniform prior distribution) based on the values of the other
free parameters. Instead of using η directly, we define a feed-
back fraction, fη = η/ηmax, which now takes values between
zero and unity, and use this as a free parameter, so that the
model calculates η internally using fη and the rest of the free
parameters. Since we fit our model to the data of the energy
dependent rms and time lag simultaneously, we define two
different likelihood functions, one for the rms and one for
the time lag. Assuming that the rms and time lag are inde-
pendent measurements, we define our best fit as the set of
parameters that minimize the product of the two likelihoods.
We use the python implementation of the
affine-invariant ensemble sampler, introduced
by Goodman & Weare (2010), as presented in
Foreman-Mackey et al. (2013), to find the best-fitting
parameters given the data. We used 200 walkers in the
6-dimensional parameter space of Te, Ts, τT , δH˙ext, η and
L, and allowed 1000 iterations, or walks, for each walker
on average. The QPO frequency, νlow, in our model was
fixed to the mean of every frequency interval of the data.
After performing a 20-30% burn-in on the total number
of iterations, we noticed that in all frequency intervals
the posterior distributions were bi-modal. In order to
distinguish between the two modes we chose a pair of
free parameters, that were different at each frequency
interval, for which the two modes in their posterior were
well separated. After a pair was chosen, we applied the
Density Based Spatial Clustering Algorithm of applications
with noise, DBSCAN, (Ester et al. 1996). After the clusters
were detected in the two dimensional density plot of a
pair of parameters we assigned an ID to each member of
each cluster. The IDs that we assigned correspond to the
position in the parameter space of a certain walker at a
specific iteration. By identifying the cluster, in any pair
of parameters, and assigning IDs to their members, one
can distinguish between the modes in the posterior of any
parameter simply by isolating the IDs of a single cluster. We
chose DBSCAN as a clustering algorithm for two reasons:
The first, and most important, reason is DBSCANs ability
to deal with noise-like patterns, that contaminate the two
dimensional density plot of a pair of two parameters, caused
by the fact that at the end of the MCMC iterations not
all of the walkers have converged necessarily. The second
reason is that DBSCAN also works well in cases where the
clusters are not of the same size, which also happens in our
case. We took as the best-fitting value of each parameter
the median of the corresponding posterior of each mode.
The median was used because the posterior distributions
were not strictly normal. Finally, we note that in the cases
where the data value of the rms, in a certain energy band,
was taken to be zero (due to a large uncertainty as specified
in Ribeiro et al. (2019), we excluded the particular data
point from the fit. To get an estimate of the quality of our
fits, we computed a common reduced χ2 by combining the
rms and time lag measurements at each frequency and for
each one of the two modes, denoted by χ2m. We used the
general formula χ2m =
∑D
i=1(di−ei)
2
D−6
, where D − 6 is the
total number of measurements of rms and time lag that
were used in the fitting process minus the six degrees of
freedom of our model, di and ei are, respectively, the data
and the model estimation. The subscript m denotes which
mode of the posterior was used.
To summarise, at each frequency interval we have two
best-fitting models, one for each one of the two modes of
the posteriors. This bimodality arises from the fact that, al-
though we use the time averaged spectrum to generate the
rms and time lag spectra, we do not directly fit it. As we
discuss in the next section, one of the two modes predicts
a low temperature for the seed photon source, Ts, while the
other one predicts a significantly higher temperature. There-
fore, following Kumar & Misra (2016a) and Kumar & Misra
(2016b), we will refer to one mode as the cold-seed model
and to the other one as the hot-seed model.
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4 RESULTS
In Figures 1 and 2, we plot our best-fitting cold- and hot-seed
models together with the data of 4U 1636−53 (Ribeiro et al.
2019) at each frequency interval. As we described in the pre-
vious section, we fit the model assuming that the external
heating rate, H˙ext, is perturbed with a fractional amplitude
|δH˙ext|. In table 1, we summarise the results of our model
fit to every frequency interval and in Figure 3, we plot the
best-fitting parameters versus the frequency of the lower
kHz QPO. In each panel of the aforementioned figure we
plot the best-fitting value of each one of the free parameters
of both our cold- and hot-seed model, alongside the corre-
sponding 1σ MCMC uncertainty, at each frequency interval.
The asymmetric uncertainties reflect the non-symmetric, in
some cases, posterior distributions.
The size, L, of the corona is larger in general for the
cold-seed model, with a minimum of about 3.9 km at 574
Hz and a maximum of 8.7 km at 765 Hz. In the hot-seed
case, the size is systematically smaller, staying below 2 km
at almost all frequency intervals. The amplitude of the ex-
ternal heating rate, δH˙ext, for the cold-seed model increases
with QPO frequency from approximately 8 % at 570 Hz,
to a maximum of over 10% at 730 Hz and then decreases
again to around 5% at 890 Hz. In the hot-seed case although
δH˙ext has the same behaviour as in the hot-seed case, the
maximum value of 13% is found at around 800 Hz. Nev-
ertheless, the relatively large uncertainties of δH˙ext, in the
cold-seed case compared to those of the hot-seed case, do not
allow us to place a tight constraint on the exact lower kHz
QPO frequency at which δH˙ext exhibits its maximum value.
The feedback fraction, fη , is significantly different between
the cold- and hot-seed models. More specifically, in the hot-
seed model case fη is almost 100% at all frequency intervals,
whereas in the cold-seed model case it stays more or less sta-
ble around 50%. In both model cases, the high values of fη
indicate that a significant amount of the NS luminosity is
due to feedback.
We also found reasonable values (compared to
Zhang et al. 2017) for the average corona temperature, kTe.
In Figure 3 we plot the predicted kTe, for both the cold-
and hot-seed model cases, together with the values from
Zhang et al. (2017). The electron temperature, kTe, de-
creases with QPO frequency in the cold-seed model case,
as reported in Ribeiro et al. (2017), but has a more complex
behaviour in the hot-seed model case. However, as we ex-
plain later, we did not expect a perfect agreement between
our fitted kTe values and the values presented in Zhang et al.
(2017), given that our time averaged spectral model is neces-
sarily different from theirs, mainly because we use a simple
blackbody as the seed photon source. Nevertheless, our pre-
dicted values of kTe for the cold-seed model case agree at the
1σ level with the observed values from Zhang et al. (2017),
contrary to the hot-seed case. The temperature of the NS,
kTs, decreases from around 1.8 keV at 570 Hz, to 1 keV at
610 Hz and then remains quite stable in the hot-seed model
case, while in the cold-seed model case kTs is around 0.3
keV at all QPO frequencies.
Finally, we find that in the cold-seed model case the
optical depth, τT , slightly decreases from around 10.6 at
610 Hz, to 8.5 at 860 Hz. These values are consistent with
the observed values of Zhang et al. (2017), but not with the
increasing behaviour with QPO frequency reported in the
latter paper and also in Ribeiro et al. (2017). On the other
hand, in the hot-seed model case, the values of τT are signif-
icantly smaller with no clear behaviour. The photon power-
law index, Γ, for the hot-seed model case is found to be above
5, on average. For the cold-seed case model, Γ increases from
around 1.5 at 570 Hz to around 2.2 at 860 Hz and then de-
creased to 1.7 at 920 Hz. In Figure 4 we plot the observed Γ
values from Zhang et al. (2017) and Ribeiro et al. (2017) to-
gether with the predicted values of Γ, given the best-fitting
values of kTe τT and their MCMC uncertainties. The values
of Γ, alongside their propagated uncertainties, are given in
Table 2.
4.1 The leading oscillation
Our solving scheme, described in detail in section 2 and Ap-
pendix A2, solves for the complex amplitudes δnγ(E), δTe
and δTs self consistently. Since no mathematical information
about which one of the two oscillations leads in time is put in
equation (7), a priori, the solution will dictate which of δnγ ,
δTe or δTs will be the leading signal at the time of escape
from the corona. At all QPO frequencies, we find that the
oscillation of the NS temperature, δTs, lags the oscillation of
the corona temperature, δTe, by ∼ 150 µs on average, both
for the cold- and hot-seed model. In order to visualize our
result, we created a mock model for the temperatures of the
corona and NS, both for the cold- and hot-seed model cases.
We represent both of the temperatures Te and Ts as sim-
ple sinusoidal signals with amplitudes |δTe| and |δTs|, and
phases φTe and φTs , respectively, normalized around zero.
All the quantities mentioned above are taken directly from
our best-fitting cold- and hot-seed model at the given fre-
quency interval. Our wave-like mock models are presented in
Figure 5 for three different QPO frequencies, alongside the
predicted time lags, ∆tT , between the leading and lagging
oscillations for the same QPO frequencies. We plot the time
lag, ∆tT = tTe−tTs , between the response of the corona and
the NS, in the second panel of Figure 5. We summarise the
retrieved values of ∆tT in Table 2, for each QPO frequency.
Based on our model, we can explain both why the oscil-
lating NS temperature leads in time, and the dependence of
the time delay between the two oscillations, ∆tT , upon QPO
frequency. On the first question, the high feedback fraction
that we find in all our fits means that a significant fraction
of the emitted soft photons, from the NS surface, is delayed
because of the feedback mechanism. If the temperature of
the NS is not oscillating independently, then the only al-
lowed oscillation of the NS temperature would be the one
caused by the feedback photons, whose number density os-
cillates at the QPO frequency. The time that it takes for
a photon to impinge back onto the NS surface is hard to
calculate using random walk arguments. However, we can
assume that it is of the order of tcNesc, which is the average
escape time from the corona. Thus, by the time the QPO is
produced, the NS temperature, through feedback, responds
after ∼ tcNesc. If the QPO is produced by an oscillation
of the corona temperature, then δTe would naturally lead in
time. However, even if the corona responds to an already ex-
isting QPO (δnγ), through Compton cooling, the extremely
short, compared to tcNesc ∼ 10
−5 s , electron-electron col-
lision characteristic timescale (∼ 10−10 s) would make the
MNRAS 000, 1–20 (2019)
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Figure 1. Best fit of the cold- and hot-seed model to the lower kHz QPO rms and time lag spectra of 4U 1636 − 53, in the frequency
range 574.1-732.1 Hz. In the left hand side panels we plot the measured rms as a function of energy (grey circles and shaded area; taken
from Ribeiro et al. (2019) alongside our best model fits. The red dashed lines represent the best-fitting hot-seed model, whereas the
blue dotted lines represent the best-fitting cold-seed model. In the right hand side panels we plot the time lag in µs (grey circles and
shaded area; following de Avellar et al. 2013, we assumed that the time lags are independent of QPO frequency) alongside the best-fitting
models, in the same way as in the left hand side.
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Figure 2. Same as Figure 1 for the lower kHz QPO in the frequency range 765.2-917.8 Hz
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Figure 3. Summary of the MCMC results for the fits to the rms and time lag energy spectra of the lower kHz QPO in 4U 1636− 53 at
all QPO frequency intervals. We plot the best-fitting parameters of the size, L, amplitude of the external heating rate, |δ ˙Hext|, feedback
fraction, fη , corona temperature, kTe, NS temperature, kTs, and optical depth, τT , in panels (a), (b), (c), (d), (e) and (f), respectively,
using blue squares for the cold-seed mode and red circles for the hot-seed model, alongside their 1-σ MCMC uncertainties, as a function
of frequency of the lower kHz QPO. In the middle and bottom panels, alongside our best-fitting values of kTe and τT , we plot the same
best-fitting parameters (grey shaded area) obtained by Zhang et al. (2017), through a slightly different spectral model, as presented in
Ribeiro et al. (2017).
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Table 1. Best-fitting values of the model parameters for the rms and time lag energy spectra of the lower kHz QPO in 4U 1636− 53 as
a function of QPO frequency. At each line of the table, the first row corresponds to the best-fitting cold-seed model and the second one
to the best-fitting hot-seed model case.
νlow [Hz] L [km] |δH˙ext| fη kTe [keV] kTs [keV] τT χ
2/d.o.f.
574.1 3.9+2.2−2.3 0.08 ± 0.04 0.7 ± 0.2 6.7 ± 1.7 0.4 ± 0.45 10.4
+2.5
−2 14.2/6
2 ± 0.4 0.07±0.2 0.96 ± 0.03 8.9 +6.2−4.4 1.8
+1
−0.6 1.4
+1.2
−0.6 11.5/6
611.2 4.7± 2.4 0.1 ± 0.05 0.5 ± 0.2 5.5+1.4−2.1 0.3
+0.2
−0.06 10.6
+1
−1.5 28.2/6
1.3+1.2−0.6 0.064
+0.007
−0.02 0.97 ± 0.04 7.9
+1.71
−2.2 1± 0.1 1.1± 0.5 16.5/6
651.9 5.3± 2.2 0.14 ± 0.05 0.5 ± 0.08 4.9 ± 1.5 0.3 +0.05−0.2 10.4± 1 9.8/8
1.1± 0.3 0.08 ± 0.02 0.97 ± 0.02 5.8±1.5 1 ± 0.3 1.6+0.3−0.5 14.8/8
698.3 6.4+3−2.7 0.12± 0.06 0.5 ± 0.1 4.2 ± 1.4 0.3
+0.02
−0.04 10± 1 22.6/8
1.1 ± 0.3 0.08 ± 0.008 0.97 ± 0.02 7.4+0.9−1.6 1 ± 0.2 1.2 ± 0.5 10.2/8
732.1 7.5 ± 2.6 0.13 ± 0.06 0.5 ± 0.1 3.6 ± 1.1 0.3 ± 0.03 10 ± 1 15.1/7
1.6 ± 0.6 0.1 ± 0.04 0.96 ± 0.03 8.7+6.7−4.3 1.5 ± 0.4 1.2
+1.8
−0.4 16.7/7
765.2 8.7 ± 2.8 0.094 ± 0.04 0.6 ± 0.2 2.7 ± 1 0.3+0.04−0.1 9.8 ± 1 27.9/8
1.2 ± 0.5 0.1 ± 0.04 0.96+0.04−0.08 5.8 ± 2.6 1.2 ± 0.3 1.4
+1.1
−0.6 31.4/8
809.1 5.4 ± 1.6 0.09 ± 0.03 0.5 ± 0.09 2.9 ± 0.9 0.31 ± 0.03 10.3 ± 0.8 32.5/8
1.3+0.3−0.4 0.13 ± 0.03 0.8 ± 0.09 4.9
+1.9
−1.6 1 ± 0.2 4.9 ± 3 55/8
838.8 7.4 ± 2 0.08 ± 0.03 0.6 ± 0.1 2.8+0.9−0.6 0.3
+0.02
−0.06 9.4 ± 1 29.2/8
1.4 ± 0.4 0.1 ± 0.03 0.95 ± 0.04 6.6+3−3.3 1.3
+0.3
−0.2 1.45
+1
−0.7 31.7/8
864.3 5 ± 1 0.06 ± 0.02 0.7 ± 0.08 2.9 ± 0.7 0.25+0.06−0.02 8.5 ± 0.7 70/7
1.1+0.6−0.4 0.07 ± 0.02 0.98
+0.01
−0.03 6.5
+4.4
−2.7 1 ± 0.2 6.1 1.6
+1
−0.7 41/7
894.4 5.2 ± 1.6 0.005 ± 0.003 0.58+0.1−0.08 2.7
+0.5
−1 0.3 ± 0.03 9.9 ± 1 53.8/8
1.2 ± 0.4 0.074+0.03−0.01 0.94 ± 0.04 5.5
+2.5
−1.7 1 ± 0.2 2
+1.7
−0.8 52.8/8
917.8 5.1+1.9−1.6 0.055 ± 0.03 0.66 ± 0.08 5
+1.2
−1.4 0.25 ± 0.07 9.2 ± 0.9 55.5/8
1.5 ± 0.5 0.048+0.03−0.01 0.97
+0.02
−0.09 6.7
+1.8
−1.9 1.3 ± 0.2 5.9
+6
−3.8 78.8/8
corona temperature to respond almost instantaneously to
the presence of an oscillating photon number density inside
it.
From the above reasoning, one would expect ∆tT to be
of the order of tcNesc. That brings us to the second question,
about the measured time delay ∆tT . This is well correlated
(in the cold-seed model case) to the time tcNesc, needed for
photons, on average, to escape the medium. We plot ∆tT
and tcNesc as a function of QPO frequency in the second
and third panels of Figure 5, respectively. This agreement
between the time difference, ∆tT , and the factor tcNesc, pre-
dicted by random walk arguments, was expected and there-
fore it serves as a sanity check of our model.
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Figure 4. Observed (black squares, Ribeiro et al. (2017)) values
of the photon power law index, Γ, as a function of the frequency
of the lower kHz QPO for 4U 1636− 53, and the predicted values
based on the hot- (red dotted line) and cold-seed (blue dashed
line) model cases.
4.2 Thermodynamic properties of the corona
In our model we can retrieve the average external heating
that the corona requires per unit time, per scattering and
per electron, H˙ext0, in order to maintain equilibrium. This
external heating rate can be calculated from equation A8
and the dependence upon energy, through the Kein-Nishina
cross section, simply means that the cooling is less efficient at
higher energies (i.e. less external heating is required). Based
on our best-fitting parameters, we can estimate that H˙ext0
is, on average, below 2% of the Eddington luminosity both
for the cold- and hot-seed model. In the hot-seed model case,
we find that H˙ext0 is systematically larger than in the cold-
seed case by almost an order of magnitude. We plot the
dependence of H˙ext0 to QPO frequency, for the cold- and
hot-seed model case, in Figure 6. In the cold-seed case, H˙ext0
is on average much smaller than the observed luminosity of
4U 1636 − 53, which is around 0.1 Eddington, at the state
where the kHz QPOs are observed. The reason that we find
low values of H˙ext0 is because we only study the kHz QPOs
which have time lags of the order of micro seconds, which in
turn means that the corona sizes are expected to be small as
we find here. In other words, we only study the inner part
of the corona while the full corona could be more extended,
thus requiring a much higher heating rate.
On top of the heating rate, H˙ext0, an oscillation of this
heating rate, δH˙ext, is used to explain the observations. Since
δH˙ext is a free parameter in our model, we can assume that
its complex phase is zero, since it does not affect the phase
(or time) delay between δTe and δTs or the QPO time lags,
given that they are calculated with respect to a reference
energy band. Given the fact that |δH˙ext| plays the role of a
normalization for the modulus of the QPO amplitude, |δnγ |,
it is not surprising that |δH˙ext| is correlated to the energy
averaged rms (Figure 7), since the latter may be thought
of us approximately the area under the curve of rms as a
function of energy. A direct comparison between our best-
fitting cold- and hot-seed model and the energy averaged
rms and time lags presented in Ribeiro et al. (2017) and
de Avellar et al. (2013) respectively is shown in Figures 7
and 8. We calculated the energy averaged rms in the full
energy band (nominally 2-60 keV). For the comparison to
the time lags of de Avellar et al. (2013), we computed the
time lag of the 12-20 keV band with respect to the 4-12
keV band using the best-fitting parameters in each frequency
interval.
Finally, the NS temperature oscillation amplitude,
|δTs|, remained constant, within uncertainties, at 1% both
in the cold- and hot-seed model case, at all QPO frequencies.
However, the oscillation amplitude of the corona tempera-
ture, |δTe|, in the cold-seed model case increased from ∼2.6%
at 574 Hz to around 7% at 732 Hz, and then decreased again
to 2.5% at 918 Hz. In the hot-seed model case, |δTe| was al-
most as low as the NS temperature oscillation amplitude,
|δTs|, at all frequencies albeit a small range around 809 Hz
were a maximum of 4% was found. In the bottom panel of
Figure 5 we plot these amplitudes as a function of QPO
frequency. We present the exact values of the retrieved pa-
rameters |δTe|, |δTs| and H˙ext0 in Table 2.
5 DISCUSSION
We fitted the rms and time lag spectra of the lower kHz QPO
of the NS LMXB 4U 1636 − 53 at different QPO frequen-
cies with a physical model for the variability. Our model
assumes that soft photons from the NS surface only, are
up-scattered inside a hot and homogeneous corona that is
modeled as a spherically symmetric shell that extends to a
certain distance, L, from the NS surface. In our simplified
model the accretion disc is technically assumed to lie out-
side of the corona. Furthermore, our corona is not associated
with the boundary layer, although the latter might in real-
ity be included in what we call the Comptonising medium.
Our model takes into account the fact that after an aver-
age number of scatterings, a fraction of the hard photons, η,
that have not yet escaped the corona will return to the NS
surface, forming a feedback loop, and will cause a delayed
heating of the NS up to a higher observed temperature, Ts.
Our fits yield two statistically acceptable solutions, one with
a cooler (cold-seed) and another with a hotter (hot-seed) NS
surface. Through our fits, we can place a lower limit to the
size of the corona, L, between 1-8 km, in the sense that this
is the required corona size in order to explain the lower kHz
QPO properties based on inverse Compton scattering. Our
fits indicate that the fraction of the NS luminosity that is
due to feedback from the corona, fη , is more than 50% in
all model cases. We also find that the oscillations of the NS
temperature lag the oscillations of the corona temperature
by 150 µs on average, due to the finite travel time of the
feedback photons from the corona back to the NS surface.
Thus, the soft lags, as explained by our model, are due to the
finite escape time in the corona of photons illuminating the
MNRAS 000, 1–20 (2019)
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Figure 5. Comparison between the oscillating temperature and oscillation amplitude of the corona, Te, and NS, Ts, in 4U 1636− 53 as
a function of the frequency of the lower kHz QPO for the cold- (left column) and hot-seed model (right column). In the top panel, the
solid lines represent the mock oscillations of the corona temperature, Te, while the dotted lines represent the mock oscillations of the NS
temperature, Ts, at two arbitrary lower kHz QPO frequencies, denoted with different colors. In the second panel, we plot the time lag
between Te and Ts as a function of the QPO frequency. In the third panel, we plot the average photon escape time, tcNesc, as a function
of QPO frequency. In the bottom panel, we compare the oscillation amplitudes |δTe| and |δTs|. We must note that the quantities plotted
here are not directly observed but retrieved from the model, after fitting the rms and time lag data.
neutron star surface. The oscillating thermodynamic prop-
erties of the corona, namely the external heating rate, H˙ext,
and corona temperature, Te, exhibit a maximum variability
when the lower kHz QPO frequency is at 700 Hz, suggesting
a resonance between the source of soft photons (in our case
the NS surface) and the corona. To address the cold- and
hot-seed model degeneracy that we encountered, we note
that in the cold-seed case the inferred values of the photon
power-law index, Γ, tend to be more compatible with the
measured values of Zhang et al. (2017). Furthermore, the
inferred time delay between the corona and NS temperature
oscillations are in good agreement with the photon diffusion
time in the corona, deduced by random walk arguments, only
in the cold-seed model case. In general, the corona appears
to be the more active among the two components, corona
and NS, and our results suggest that the corona is primar-
ily responsible for the radiative properties of the lower kHz
QPOs in LMXBs.
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Table 2. Physical parameters retrieved from our model after the fitting to the lower kHz QPO in 4U 1636− 53, at each QPO frequency
interval. Each parameter is accompanied by the 1σ uncertainty around the best fitting, median, value.
νlow [Hz] |δTe| |δTs| ∆tT [µs] log H˙ext0 [Ledd] η Γ
574.1 0.026+0.005−0.009 0.011 ± 0.003 135
+40
−70 -2.3 ± 1.7 0.1
+0.06
−0.2 1.5 ± 0.2
0.022 ± 0.01 0.011 ± 0.003 162+57−110 -1.3 ± 0.2 0.85
+0.07
−0.2 5
+3.1
−2
611.2 0.042+0.007−0.03 0.012 ± 0.009 128
+12
−24 -2.8 ± 1.3 0.1
+0.1
−0.02 1.55 ± 0.2
0.021+0.004−0.01 0.01
+0.001
−0.006 135 ± 68 -2.3 ± 0.9 0.88
+0.02
−0.2 6.2 ± 2
651.9 0.058+0.01−0.02 0.014
+0.005
−0.003 133
+16
−33 -3
+0.2
−0.3 0.1
+0.08
−0.02 1.6 ± 0.2
0.02+0.004−0.008 0.014
+0.005
−0.002 165
+58
−54 -2.3 ±0.3 0.88
+0.07
−0.05 5.5
+1
−1.4
698.3 0.058 ± 0.01 0.012+0.004−0.003 151
+15
−31 -3.2
+0.9
−0.7 0.14
+0.08
−0.03 1.7 ± 0.2
0.022+0.003−0.009 0.014 ± 0.002 166
+21
−66 -2.3 ± 0.1 0.89 ± 0.06 6.2 ± 2
732.1 0.066+0.03−0.01 0.011
+0.006
−0.002 162
+35
−19 -3.2 ± 0.2 0.17
+0.1
−0.03 1.8 ± 0.2
0.044+0.007−0.009 0.02
+0.002
−0.005 150
+22
−44 -1.7 ± 0.06 0.87
+0.08
−0.02 5.6
+6
−2
765.2 0.054+0.02−0.01 0.008
+0.005
−0.001 184
+18
−24 -3.2 ± 1.8 0.27
+0.03
−0.1 2.1 ± 0.3
0.04+0.005−0.008 0.016
+0.007
−0.002 122
+31
−42 -2.2
+0.2
−0.02 0.89
+0.07
−0.5 6.3
+3.6
−2.3
809.1 0.05 ± 0.02 0.008 ± 0.002 131+24−32 -3.19 ± 0.1 0.21 ± 0.1 1.9 ± 0.3
0.04+0.007−0.01 0.018 ± 0.005 59
+12
−50 -1.7 ± 0.005 0.55
+0.05
−0.1 2.7 ± 1.4
838.8 0.046+0.02−0.004 0.008
+0.001
−0.003 173
+25
−16 -3.4
+0.3
−0.1 0.3
+0.03
−0.08 2.14 ± 0.3
0.04+0.003−0.007 0.018
+0.006
−0.001 126
+13
−21 -1.9 ± 0.01 0.87
+0.05
−0.2 5.6
+3.1
−2.4
864.3 0.031+0.003−0.004 0.007
+0.0005
−0.002 155
+12
−30 -3.7
+0.2
−0.7 0.33
+0.2
−0.03 2.2 ± 0.3
0.017+0.006−0.002 0.013 ± 0.002 178
+25
−42 -2.3
+0.2
−0.08 0.88
+0.02
−0.2 5.2
+2.6
−1.9
894.4 0.03+0.003−0.02 0.006
+0.0008
−0.002 135
+18
−58 -3.3 ± 1.2 0.26
+0.07
−0.1 2 ± 0.3
0.025+0.009−0.005 0.01
+0.003
−0.001 100
+21
−38 -2.1 ± 0.01 0.83
+0.03
−0.1 4.9
+3
−1.5
917.8 0.025+0.001−0.006 0.0076 ± 0.0007 142
+36
−26 -3.2 ± 0.06 0.16
+0.1
−0.09 1.7 ± 0.2
0.0095 ± 0.0002 0.01+0.002−0.0007 142
+20
−50 -1 ± 0.02 0.51
+0.2
−0.1 2
+1.5
−0.9
5.1 Insight about the properties of the corona
We find a mean (over the different frequency intervals) elec-
tron density of n¯e ∼ 10
25 m−3 for both the cold- and hot-
seed model case, and an average electron temperature, kTe,
of around 4 keV and 6.8 keV for the cold- and hot-seed case,
respectively. The resulting Debye length, λD, is ∼ 8×10
−3m.
The size of the corona that we find here is significantly
larger than this, i.e. λD << L, and therefore the corona
can be treated as nearly charge neutral, which allows us
to assume that the number density of ions, ni, is equal to
ne. We also estimate a Coulomb mean free path of about
7 × 10−2 m for the electron-ion scattering and so the aver-
age electron temperature, Te, can be taken as equal to the
average ion temperature, Ti, assuming thermal equilibrium
has been achieved through ion-electron collisions. We must
note that since thermalisation between ions and electrons
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Figure 6. The retrieved average external heating rate, H˙ext0, for
4U 1636− 53 in units of the Eddington luminosity, as a function
of the frequency of the lower kHz QPO for the cold- (blue dashed
line) and hot-seed (red dotted line) model cases.
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Figure 7. The energy averaged fractional rms amplitude mea-
surements as a function of the frequency of the lower kHz QPO
for 4U 1636 − 53 (Ribeiro et al. 2017; grey squares and shaded
area), alongside our cold- and hot-seed model predictions with
blue dashed and red dotted lines, respectively.
600 650 700 750 800 850 900
νlow [Hz]
−40
−20
0
20
40
Ti
m
e 
la
g 
[μ
μ]
cold seed model  rediction (this work)
hot seed model  rediction (this work)
data, de Avellar et al. 2013
Figure 8. The energy averaged time lags of the lower kHz QPO
in 4U 1636 − 53 vs QPO frequency (de Avellar et al. 2013; grey
squares and shaded area), alongside the cold- and hot-seed model
predictions with blue dashed and red dotted lines, respectively.
happens at a rate me
mi
times slower than the scattering rate,
the ”thermal equilibration length” will be ∼ 123 m, which
is still small compared to the km wide corona. Finally, an
estimate of the outward radiation pressure in the corona,
Prad = 4σT
4
e /3c, based on our estimated electron temper-
ature, yields a value of ∼ 1016 dynes cm−2, which agrees,
to an order of magnitude, with the pressure due to gravity,
Pg = nempgL, assuming a typical surface gravity of around
g = 1012 − 1013 m s−2 for the NS in 4U 1636− 53. This bal-
ance between gravity and radiation pressure emerges with-
out us forcing any condition for hydrostatic equilibrium and
thus supports the idea that a spherical corona can indeed be
naturally sustained.
5.2 On the corona geometry and seed photon
source type
As discussed in section 2, the current version of our model
assumes that the NS surface is the source of seed photons for
Comptonisation and no extra component is added. However,
Zhang et al. (2017) fitted the spectra of NS 4U 1636 − 53,
during the occurence of the kHz QPOs, using the model
nthcomp of XSPEC with a disc blackbody seed source and
a simple blackbody on top of that. The timing data that
are used in this work come from Ribeiro et al. (2017) and
Ribeiro et al. (2019), the first of which used the best-fitting
specral parameters of Zhang et al. (2017). Thus any com-
parison between our best-fitting values of kTe, kTs and τT ,
or their dependence on QPO frequency, to the results of
Ribeiro et al. (2017) must take into account the different
spectral approaches. In fact, it is physically more accurate
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for our model to use a factor of 1
2
instead of 1
3
in equation
(3), because the former is correct when the seed source in-
tensity is a delta-like function at the center of the corona,
while the latter is correct when the source intensity is dis-
tributed sinusoidally from the center of the corona, as was
suggested by Sunyaev & Titarchuk (1980). However, since
our variability model is constructed on top of an equilib-
rium solution, we need this equilibrium solution to resemble
the observed energy spectrum as much as possible, thus the
use of 1
3
. In principle, one should assume that the seed pho-
tons could come both from the surface of the NS and part of
the inner accretion disc, assuming the corona is sufficiently
large.
Another crucial factor when modelling thermal Comp-
tonisation semi-analytically, is the corona geometry. The
corona geometry is regulated through the spatial dependence
of the scattering optical depth τ (or τT ). The simplest pos-
sible geometry is a spherical shell and that is what we as-
sume in this work. However, the geometry of the corona of
LMXBs is believed to be more complex and for that reason
it is very common to use Monte Carlo methods to model
thermal Comptonisation, since there is freedom in choosing
the desired geometry. In timing analyses, such as the one
presented in Ribeiro et al. (2019), it would be nearly im-
possible to use Monte Carlo methods to study the timing
properties of the QPOs, so semi-analytical models such as
the one presented in Lee & Miller (1998), Lee et al. (2001),
Kumar & Misra (2014) and this work are extremely useful.
Finally, in Figure 9 we plot the feedback parameter, η,
retrieved for both our cold- and hot-seed model through fη,
against the measured size, L, of the corona alongside their
MCMC uncertainties. The same quantities were plotted by
Kumar & Misra (2016a) for the system 4U 1608− 52 in the
right hand panel of Figure 8 in their paper. Kumar & Misra
(2016a), however, did not fit the energy dependent rms and
time lags at different frequencies but matched the data of
de Avellar et al. (2013) for the soft time lag between two
energy bands with the predictions of a cold- and hot-seed
model. In other words, at each lower kHz QPO frequency
Kumar & Misra (2016a) used only one data point for the
time lag due to the lack of more data, hence the large uncer-
tainties in their work. Our detailed fits result in significantly
smaller uncertainities for η and L. Thus, a comparison of our
data to Monte Carlo simulations, such as those presented
in Kumar & Misra (2016b), that predicted the feedback, η,
given a specific size, L, and an assumed corona geometry,
can shed more light on what the most realistic geometry of
the corona of NS LMXBs is.
As it is apparent from Figures 1 and 2 show that our
model does not exhibit a break, and a subsequent drop, of
the rms amplitude above a certain energy, Ebreak ∼12 keV,
as reported in Ribeiro et al. (2019). Mathematically, in order
for the rms amplitude to decrease at a certain energy we need
to add to our continuum model an extra component, whose
flux would exhibit a sufficient incerase at around 12 keV.
If the corona is small and optically thick, as we find in this
work, the hard X-rays that leave the corona will irradiate the
accretion disc; This will increase the disc temperature and
produce a reprocessed component that peaks at an energy
that depends on the composition of the part of the disc that
is irradiated and the irradiating flux itself. Thus, a decrease
of the fractional rms as a function of energy is to be expected
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Figure 9. The feedback parameter, η, retrieved from our model
from the fits to the rms and time lag energy spectra of the lower
kHz QPO in 4U 1636− 53, plotted against the best-fitting value
of the size L. The cold- (blue squares) and hot-seed model (red
circles) form two separate regimes.
if we included a reflected component that was less variable
in our model.
Furthermore, since the flux that irradiates the part of
the disc that lies outside of the corona is already varying,
the reprocessed component will also undergo oscillations. Fi-
nally, the inner parts of the disc will be irradiated faster than
the outer parts, due to the finite light travel time, which in
combination with the already varying incident flux will cre-
ate a complex time lag as a function of energy. The initial
version of the model that we present here can not yet cap-
ture all the physical processes that happen around the NS.
Although out of the scope of this paper, the next step is a
model in which a combination of reprocessed emission from
the disc and Comptonisation in the corona can be imple-
mented to improve fitting of the timing properties of kHz
QPOs, since reverberation alone can not provide a satisfac-
tory explanation to the energy dependence of the time lags
as has been shown by Cackett (2016) for the NS LMXB 4U
1608− 52.
5.3 The size of the corona and the rms amplitude
of the lower and upper kHz QPOs
In some models that provide an explanation of the dynam-
ical origin of both the lower and upper kHz QPO, a beat
between the NS spin frequency and some other frequency
(Alpar & Shaham 1985), e.g., the Keplerian frequency at
the marginally stable circular orbit (MSCO), or at the
sonic radius of the accretion flow (Miller et al. 1998a; see
also Alpar & Shaham 1985). These models propose that the
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lower kHz QPO is produced close to the NS surface, and is
linked to mass accretion rate instabilities caused by inho-
mogeneites in the accretion disc. On the other hand, for the
upper kHz QPO the flux oscillations could also originate on
the NS surface (Miller et al. 1998a), or they could originate
further away and be caused either by occultations of self-
luminous disc inhomogeneites or by Doppler beaming of the
same inhomogeneites when their radial distance or orbital
inclination do not allow occultations (Stella & Vietri 1998).
Gilfanov et al. (2003), proposed that the lower kHz QPO
originates in a boundary layer close to the NS surface, and
it is associated with Comptonisation, and de Avellar et al.
(2013) proposed that, regardless of the dynamical mecha-
nism that explains the kHz QPO frequencies, the radia-
tive mechanism that governs the timing properties of the
lower and upper kHz QPOs should be different. Recently,
Ribeiro et al. (2017) showed that the frequency dependence
of the fractional rms amplitude of the upper kHz QPO, al-
though in general different from that of the lower kHz QPO,
exhibits the same behaviour as that of the lower kHz QPO
around certain QPO frequencies. The latter finding indicates
that when the lower and upper kHz QPOs are (separately)
observed within a certain QPO frequency range, their vari-
ability could be caused by the same radiative mechanism.
From the findings of Gilfanov et al. (2003),
de Avellar et al. (2013) and Ribeiro et al. (2017), we
assume that the flux that oscillates at the upper kHz QPO
frequency is produced in the disc, the flux that oscillates at
the lower kHz QPO frequency is produced close to the NS
surface. Furthermore, depending on its size, a spherically
symmetric corona can cover both the NS surface and the
inner parts of the accretion disc. In this scenario, the
balance between the NS radius, a, the corona size, L, and
the radius of the MSCO, Rms, determines whether the
fractional rms amplitude of the upper kHz QPO is affected
by Comptonisation, and thus whether it would resemble
the behaviour of the fractional rms amplitude of the lower
kHz QPO. Wang et al. (2017) fitted the spectrum of 4U
1636 − 53, with different reflection models, and found an
inner disc radius, Rin = (5.1− 10.3)Rg , in the intermediate
state, during which the lower kHz QPO is typically observed
(Zhang et al. 2017) (Rg = GM/c
2, with M the mass of the
neutron star and G and c the gravitational constant and
the speed of light, respectively). Assuming a minimum NS
mass of 1.55M⊙, as suggested by Bulik et al. (2000) based
on the maximum kHz QPO frequencies observed in 4U
1636 − 53, yields a minimum inner radius of ∼ 12− 23 km.
Assuming a minimum NS radius of ∼ 11 km for 4U
1636 − 53 (Stiele et al. 2016) which is smaller than the ra-
dius of the MSCO, a width of the corona of ∼ 8 km at 770Hz
(see Figure 3, for the cold-seed source case) would imply that
the inner parts of the disc would be covered by the corona at
specific frequencies. Based on these arguments, it is very in-
teresting that a hump in the energy averaged rms amplitude
of the upper kHz QPO is apparent at 770 Hz (Ribeiro et al.
2019), while the energy averaged rms amplitude of the lower
kHz QPO peaks at about the same frequency. Although the
energy averaged rms amplitude of the upper kHz QPO ex-
hibits a different dependence upon QPO frequency to that
of the lower kHz QPO, Ribeiro et al. (2019) showed that
around 770 Hz the energy averaged rms amplitude of the
upper kHz QPO resembles that of the lower. If the upper
kHz QPO originates in the accretion disc, as its frequency
increases and the orbiting material, that causes the QPO,
moves inwards there will be a critical frequency of the up-
per kHz QPO (e.g. 770 Hz) where if the corona is extended
enough the orbiting material will cross inside the corona and
the upper kHz QPO will be affected by the properties of the
corona and thus its radiative mechanism might be the same
as that of the lower kHz QPO. We note that the crossing of
the orbiting material inside the corona would happen when
the lower kHz QPO has a frequency of around 515 Hz given
an estimate of the constant separation between the lower
and upper kHz QPO in 4U 1636 − 53 of about 255 Hz, as
reported in Zhang et al. (1997).
A more accurate estimation of the critical upper kHz
frequency, where the orbiting material crosses inside the
corona is non-trivial and would require detailed general rela-
tivistic simulations. In particular, the high NS spin of ∼ 582
Hz reported for 4U 1636 − 53 ( Strohmayer & Markwardt
2002) does not allow us to apply corrections to the radius
of the MSCO and to the Keplerian frequency of the ac-
creting matter, that are of first order to the dimensionless
angular momentum j ≡ cJ/GM2 (Hartle & Thorne 1968;
Miller et al. 1998b and Miller et al. 1998a), where J is the
orbital angular momentum of the NS. However interesting,
such an analysis falls outside the scope of this work.
5.4 Future prospects with eXTP and NICER
The enhanced X-ray Timing and Polarimetry mission
(eXTP; Zhang et al. 2019), and the Neutron-star Interior
Composition ExploreR (NICER; Gendreau et al. 2012), are
two very promising missions that can help validate some of
the results presented here. NICER is currently active on the
International Space Station while eXTP is expected to be
launched in the mid 2020s. The improved timing and spec-
tral capabilities of both eXTP and NICER will allow phase
resolved spectroscopy of LMXBs (see in’t Zand et al. 2019
for an extensive discussion on the science with eXTP). The
variability and time delay between the time dependent tem-
peratures Te and Ts can be measured and compared to the
predictions of the model presented here (e.g Figure 5). Fur-
thermore, measuring NS radii with NICER through pulse
profile modeling (O¨zel et al. 2016), combined with knowl-
edge about the size of the corona, can help us understand
whether it is correct to use the accretion disc as a source of
seed photons in the case of a spherical corona.
6 CONCLUSION
We developed a numerical model that predicts the energy
dependence of the rms amplitude and time lags of QPOs in
NS LMXBs. Using observations of the lower kHz QPOs in
the NS LMXB 4U 1636 − 53 we propose that the depen-
dence of the variability of this QPO upon energy and QPO
frequency is due to the surrounding Comptonising medium
(corona) whose temperature exhibits the same dependence
upon QPO frequency. We demonstrated that this model al-
lows one to fit the timing properties of QPOs and get con-
straints on the thermodynamic properties and spatial extent
of the corona. More importantly, our model makes predic-
tions that can be tested with current and future instruments
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and thus can shed light on whether Comptonisation is the
mechanism responsible for the radiative properties of the
lower kHz QPOs in NS LMXBs.
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APPENDIX A: NUMERICAL SCHEMES
A1 Steady state solution
In this section we compute the SSS, nγ0 = nγ
[
∂
∂t
= 0
]
of
equation (1). After the change of variables nγ = Nnc and
E = xkTe equation (1), in steady state, becomes:
d2N
dx2
= −
dN
dx
+N
( 2
x2
−
2
x
+
c2
x2
)
−
1
e
x
Te
Ts − 1
, (A1)
where c2 =
mec
2
kTeNesc(x)
and nc =
2πmetckTe03a
2
h3[(a+L)3−a3]
. Equation
(A1), which is dimensionless after the change of variables,
is solved as a boundary value problem, using a finite differ-
ence scheme. The derivatives in equation (A1) were replaced
by second-order accurate central differences formulas. The
discretised equation on an arbitrary mesh is:
N j−1
( 1
δx2
−
1
2δx
)
︸ ︷︷ ︸
L
+N j
(
−
2
δx2
−
2
x2j
+
2
xj
−
c2
x2j
)
︸ ︷︷ ︸
D(xj)
+N j+1
( 1
δx2
+
1
2δxj
)
︸ ︷︷ ︸
U
= −
1
e
xj
Te
Ts − 1︸ ︷︷ ︸
C(xj)
,
(A2)
where j = 1, 2, ..., M−1, withM the number of mesh points
and δx the mesh size, i.e. step size of the method. (Note that
although we use δ for the step size, it does not represent any
kind of perturbation. The condition applied at the bound-
aries is naturally N0 = NM = 0. The solution of equation
(A1) comes from solving a linear system that is formed using
equation (A2). In particular, if we write equation (A2) for
every consecutive triad of points on the mesh, we can form an
(M−1)×(M+1) linear system. In matrix form this equation
will beA×N = C. Taking into account the boundary condi-
tions, the first and last columns of A can be incorporated in
C so now the new coefficient matrixT of the system is square
(M−1)× (M −1). Matrix T is tri-diagonal with L,D,U (ap-
pearing in A2) being its sub-diagonal, diagonal and super-
diagonal elements respectively. We solved this system using
Gaussian elimination with partial pivoting using the routine
dgtsv from the LAPACK library (Anderson et al. 1999) as
implemented in scipy’s package linalg (Jones et al. 01 ).
A2 Solution of the linearized equation
Initially, we derive the formulas that describe the fractional
amplitudes of the perturbations δH˙ext , δTe and δTs and
discuss how they are connected to δnγ . Following the rea-
soning and formulation of Kumar & Misra (2014), and using
the first law of thermodynamics, we can write:
3
2
k
∂Te
∂t
= H˙ext− < ∆E˙ > , (A3)
where < ∆E˙ > can be viewed as the work rate produced per
particle in an ideal gas, here electrons in the medium, H˙ext is
the heat offered to the system per unit time per particle, and
3
2
k(∂Te/∂t) is the change in the internal energy per particle
per unit time. The term < ∆E˙ > for the Comptonization
process is identified as the Compton cooling rate per electron
and is given by:
< ∆E˙ >=
Emax∫
Emin
(4kTe − E)
E
mec
nγσT dE , (A4)
where Emin and Emax are arbitrary limits. The bolometric
luminosity of the NS surface, is 4pia2σT 4s , where σ is the Ste-
fan Boltzman constant. According to Lee et al. (2001) and
Kumar & Misra (2014) it is valid to assume that a fraction
η of the output Comptonized photons return to the NS, in-
creasing its temperature and thus its luminosity. Based on
this effect we can model the luminosity of the NS as a super-
position of a luminosity of a black body component with an
inherent temperature Ts,inh, and a fraction, η, of the output
spectrum. In that sense we can write:
4pia2σT 4s = 4pia
2σT 4s,inh + ηVc
∫
nγ
tcNesc(E)
EdE , (A5)
where Vc = (4/3)pi[(a + L)
3 − a3] is the volume of the
medium. Hereafter η will be referred to as the feedback pa-
rameter; it is obvious from equation (A5) that there is an
upper limit ηmax for η that is obtained if we apply Ts,inh = 0.
Assuming that the inherent NS temperature, Ts,inh, does not
undergo oscillations then δTs is the result of the oscillating
photon density, δnγ , that affects the observed temperature,
Ts, through feedback.
The amplitudes δTe, δTs can be obtained by linearizing
equations (A3) and (A5) after substituting the perturbed
terms. The derived formulas for the amplitudes, after the
proper change of variables, are:
δTe =
H˙ext0 ˙δHext +
ncσKN (x)(kTe0)
3
mec
(
∫
x2Nδnγdx− 4
∫
xNδnγdx)
− 3
2
iωkTe0 +
4(kTe0)3ncσKN (x)
mec
∫
xNdx
,
(A6)
and
δTs =
k4ηVcnc(kTe0)
2
16pia2σ(kTs0)4tc
∫
xNδnγ
Nesc(x)
dx . (A7)
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In A6, H˙ext0 is the, assumed constant, external heating
rate when the corona is at thermal equilibrium. In order to
calculate this term we must consider the equilibrium solution
( ∂Te
∂t
= 0), of equation (A3), which leads to:
H˙ext0 =
(kTe0)
3ncσKN (x)
mec
(
4
∫
xNdx−
∫
x2Ndx
)
. (A8)
With equation (A8), we complete the set of equations
that are used to construct the model. Finally, we must note
that the integrals that appear in all of the aforementioned
formulas must be computed numerically and the integration
limits are arbitrary in general.
Equation (7), which already is in dimensionless form,
was discretized using second-order accurate central differ-
ence formulas, to become:
δn
j−1
γ
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−
1
δx2
+
1
2δx
+
dN
dx
∣∣∣∣∣
xj
1
Nδx
)
︸ ︷︷ ︸
L(xj)
+δn
j
γ
( 2
δx2
+
1
N
1
e
xj
Te
Ts − 1
−
ic5
x2
j
)
︸ ︷︷ ︸
D(xj )
+δn
j+1
γ
(
−
1
δx2
j
−
1
2δx
−
dN
dx
∣∣∣∣∣
xj
1
Nδx
)
︸ ︷︷ ︸
U(xj)
=
δTe
(
−
2
x2
j
+
1
N
d2N
dx2
∣∣∣∣∣
xj
)
+ δTs
1
N
Te0
Ts0
xj
(
e
xj
Te0
Ts0 + e
−xj
Te0
Ts0 − 2
)
︸ ︷︷ ︸
C(xj)
,
(A9)
Equation (A9) represents a linear system of equations,
where the left hand side can be used to construct a tri-
diagonal coefficient matrix with L(xj), D(xj) and U(xj) the
sub diagonal, diagonal and super diagonal elements respec-
tively. For simplicity we write equation (A9) as:
δnj−1γ L(xj) + δn
j
γD(xj) + δn
j+1
γ U(xj) = C1(xj)δTe+
C2(xj)δTs ,
(A10)
where C1(xj) and C2(xj) can be found by comparing equa-
tion (A10) to (A9). Assuming M mesh points, just as in
equation (A2) so that j = 1, 2, ...,M , the left hand side of
equation (A10) can be represented by a product of a tri-
diagonal array of coefficients, with L,D and U being its sub
diagonal, diagonal and super diagonal elements respectively,
and a column array of the unknown values of δnγ on the grid.
On the right hand side of equation (A10) the terms δTs
and δTe are integral functions of δnγ(x) thus we can write
for δTe:
δTe = k0(x) + k1(x)
∫
Q1(x)δnγdx+ k2(x)
∫
Q2(x)δnγdx ,
(A11)
where k1,k2,k3, Q1 and Q2 can be found by comparing equa-
tion (A6) to (A11). For δTs we can write:
δTs = p1
∫
Q3(x)δnγdx , (A12)
where p1 and Q3 can be found by comparing equation (A7)
to (A12). We can now use the composite 3/4 Simpson rule in
order to replace the integrals in equations (A11) and (A12)
with analytic expressions. The definite integral of a random
function F whose analytic form is unknown, using second
order Lagrange polynomials, can be written as
∫ b
a
F (x)dx =
δx
3
M/2∑
j=1
[F (x2j−2) + 4F (x2j−1) + F (x2j)] .
(A13)
In our case, the integrals in equations (A11) and (A12),
that we want to approximate, have the general form Ii =∫
Qi(x)δnγ(x)dx where i is an index that denotes a different
function. According to equation (A13) our integrals Ii can
be written as a weighted sum of the values of δnγ(xj) on the
grid as:
Ii =
δx
3
[
Qi(x0)δnγ(x0) +Qi(xM)δnγ(xM )
]
+
4δx
3
M−1∑
j=1
mod j/26=0
Qi(xj)δnγ(xj)
+
2δx
3
M−2∑
j=1
mod j/2=0
Qi(xj)δnγ(xj) .
(A14)
Using equations (A11), (A12) and (A14) the amplitudes
δTe and δTs can be substituted to the right hand side of
equation (A10), as the sum of the values of δnγ(xj) on the
entire grid. The final form of the coefficient array, corre-
sponding to the solution of the system of equations formed
by equation (A10), will not be tri-diagonal anymore. The
advantage of this mathematical technique is the fact that
no initial assumptions are needed for δTe and δTs, and also
there is no need of an iterative scheme that requires the
aforementioned amplitudes to converge in order to obtain a
final solution.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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