Abstract. This paper is devoted to study the existence and multiplicity solutions for the nonlinear Schrödinger-Poisson systems involving fractional Laplacian operator:
Introduction and main results
In this paper, we are concerned with the existence and multiplicity results for the following nonlinear Schrödinger-Poisson systems involving fractional Laplacian:
where (−∆) α is the fractional Laplacian operator for α = s , t ∈ (0 , 1). In (1.1), the first equation is a nonlinear fractional Schrödinger equation in which the potential φ satisfies a nonlinear fractional Poisson equation. For this reason, system (1.1) is called a fractional Schrödinger-Poisson system, also known as the fractional Schrödinger-Maxwell system.
If φ = 0 for all x ∈ R 3 , system (1.1) reduces to the nonlinear fractional scalar field equation
which has been extensively investigated, see for example, [4, 7, 9, 17, 18, 19] and references therein. This equation is not only a physically relevant generalization of the classical NLS but also an important model in the study of fractional quantum mechanics. In [12, 13] , Laskin introduced this equation by expanding the Feynman path integral from the Brownian-like to the Lévy-like quantum mechanical paths.
To the best of our knowledge, there are only a few article studying the existence and multiplicity of solutions for nonlinear elliptic system (1.1) involving fractional Laplacian via the variational methods after it was introduced in [10] . In [10] , the author studies the following one dimensional system − ∆u + φu = a|u| p−1 u, x ∈ R,
where 1 < p < 5, 0 < t < 1. In (1.2) the diffusion is fractional only in the Poisson equation. Recently, in [21] , the author proved the existence of radial ground state solution of (1.1) when V (x) ≡ 0 and nonlinearity f (x, u) is subcritical or critical growth. In this paper, we deal with the non-autonomous case when V (x) is not a constant, and use the Fountain Theorem to find infinitely many large energy solutions to system (1.1). Our system is more general and contain this as a particular case.
Observe that, taking s = t = 1, the system (1.1) reduces to the classical Schrödinger-Poisson system
Several papers have dealt with this problem, see, e.g., [1, 2, 5, 6, 14, 15, 20, 22, 23] and references therein. In [20] , the authors dealt with the case when f is asymptotically linear at infinity. In [2, 23] , the authors proved the existence of ground state solutions for the case when f is superlinear at infinity. Moreover, infinitely many high energy solutions for the superlinear case were obtained in [6, 14] via the fountain theorem. In [6] , the following Ambrosetti and Rabinowitz condition was assumed, (AR) There exist µ > 4 and L > 0 such that
where
It is well-known that the condition (AR) is crucial in verifying the boundedness of the (P S) c , c ∈ R, sequence of the corresponding functional. Without condition (AR), this problem becomes more complicated. In [6] , by using the variant fountain theorem, the authors only considered the case, where f (x, u) is odd in u and F (x, u) ≥ 0 for all x ∈ R 3 , u ∈ R. The natural question is whether system (1.1) has infinitely many high energy solutions if f is odd but does not satisfy F (x, u) ≥ 0. To answer these questions, we assume the following more natural conditions (f 3 ) or (f 4 ) and give a positive answer. So, we generalize the result in [6] , and deal with the Schrödinger-Poisson with fractional Laplacian operator. Moreover. the other main difficulty is to drive the boundedness of the (P S) c sequence of the corresponding functional. To overcome this difficulty, we will employ the condition (f 3 ) (or (f 4 )) to ensure the boundedness of the (C) c (or (P S) c ) sequence. If f (x, u) is odd in u, we obtain infinitely many high energy solutions by using the fountain theorem.
We introduce the following hypotheses on potential V and the nonlinear term f : 
(f 4 ) there exits a constant θ ≥ 1 such that
Under the above hypotheses, our results can be stated as follows.
where the functional I is defined in (2.6).
hold. Then when s , t ∈ (0, 1) satisfying 4s + 2t ≥ 3 problem (1.1) has infinitely many solutions
which implies that
for all x ∈ R 3 and |u| ≥ L. Since µ > 4 and inf |u|=L F (x, u) > 0 for all x ∈ R 3 , the inequality (1.3) yields that
From Theorem 1.1 and Remark 1.1, we get the following Corollary.
, which is weaker than the assumption that:
is increasing in u > 0 and decreasing in u < 0, is originally due to Jeanjean [11] for semilinear problem in R N .
From Theorem 1.2 and Remark 1.2, we get the following Corollary.
Obviously, under (f 2 ) and (f 3 ) or (f 2 ) and (f 4 ) , any (P S) c (or (C) c )-sequence of the corresponding energy functional is bounded, which plays an important role of the application of variational methods.
The remainder of the paper is arranged as follows. In Section 2, we present the variational setting for solving our problem. In Section 3, we give the proofs of the above existence results.
Variational settings and preliminaries
In this section, we first recall the variational setting for system (1.1). A complete introduction to fractional Sobolev spaces can be found in [8] , we offer below a short review. We recall that the fractional Sobolev space W α,p (R N ) is defined for any p ∈ [1, +∞) and α ∈ (0, 1) as
This space is endowed with the Gagliardo norm
, an equivalent definition of fractional Sobolev spaces is based on Fourier analysis, that is,
and the norm can be equivalently written by
whereû denote the usual Fourier transform of u. Furthermore, we know that · H α is equivalent to the norm
In this article, in view of the potential V (x), we consider the subspace
Then, E V is a Hilbert space with the inner product
and the norm
Furthermore, we know that · EV is equivalent to the norm
and the corresponding inner product is
Throughout out this paper, we use the norm · E in E.
which is the completion of
and the inner product
As usual, for 1 ≤ p < +∞, we let
To prove our results, the following compactness result is necessary.
α . It follows directly from the Lemma 2.1 that there are constants C p > 0 such that
It is easy to reduce (1.1) to a single equation. Indeed, using the Höleder inequality, for every u ∈ E
where using the following inequality
Thus, by the Lax-Milgram theorem, there exists a unique φ
and we can write an integral expression for φ t u in the form:
which is called t-Riesz potential, where
It follows from (2.
where C 1 , C 2 > 0. Substituting (2.4) in to (1.1), we can rewrite (1.1) in the following equivalent form
We define the energy function I : E → R by
From (f 1 ) and (2.5), I is well-defined. Furthermore, it is well-known that I is C 1 functional with derivative given by
Obviously, it can be proved that if u is a critical points of I, then the pair (u , φ t u ) is a solutions of system (1.1).
For reader's convenience, we introduce the Cerami condition (C), which was established by Cerami [3] . Definition 2.1. Let (X , · ) be a real Banach space, Φ ∈ C 1 (X , R). We say that Φ satisfies Cerami condition at level c ∈ R ( for short (C) c ) if any sequence {u n } ⊂ X such that Φ(u n ) → c and (1 + u n ) Φ ′ (u n ) → 0 as n → ∞ has a convergence subsequence.
In order to prove our main results, we shall use the following Fountain Theorem. Let X be a reflexive and separable Banach space with the norm · and X = i∈N X i with dimX i < ∞ for all i ∈ N. Set
Theorem 2.1 (Fountain Theorem). Assume that function
Then Φ has a sequence of critical points {u k } such that Φ(u k ) → +∞ as k → ∞.
Remark 2.1. In [16] , the fountain theorem and mountain pass theorem were established under the (P S) condition respectively. Since the deformation theorem also holds under the (C) c condition, these theorems are true when the (C) c condition is used instead of the (P S) condition.
Proof of Theorem 1.2 and 1.2
In this section, we shall apply the Fountain Theorem to find the critical points of I. We first show that the functional I satisfies the (C) c condition for any c ∈ R. Proof. Let {u n } ⊂ E be a (C) c sequence of I, that is,
In what follows, we shall show that {u n } is bounded in E. Otherwise, up to a subsequence, {u n } is unbounded in E, and we may assume that u n E → ∞ as n → ∞. We define the sequence {w n } by
Clearly, {w n } ⊂ E and w n E = 1 for all n ∈ N. Going over, if necessary, to a subsequence, we may assume that w n ⇀ w weakly in E,
We first consider the case w = 0 in R 3 , then the set Ω := {x ∈ R 3 |w(x) = 0} has positive Lebesgue measure. For all x ∈ Ω, we have |u n (x)| → ∞ as n → ∞, so that, using (f 2 ), for all x ∈ Ω,
and then, via Fatou's Lemma,
On the other hand, by (f 2 ), there exists L > 0 such that
Moreover, it follows from (f 1 ) that for any ε > 0 there exists c(ε) > 0 such that for all x ∈ R 3 , |u| ≤ L, we have
Then, by the mean value theorem, for all |u| < L, we obtain 6) where
Combining this with (3.4), we have
which implies that there exists c 2 > 0 such that
Hence, we obtain
So, combining (3.3) with (3.8), one has
Dividing both sides by u n 4 E and letting n → ∞, we deduce via (2.5) that
where C 2 is a positive constant. This contradicts (3.9). For the second case w = 0. It follows from (3.5)and (3.6) that, for all x ∈ R 3 and |u| ≤ L,
where c 4 = (ε + 4a 1 ) + c(ε)L p−2 > 0. This, together with (f 3 ), obtain that
where c 5 is a positive constant. Therefore, from (3.1),(3.2) and (3.10), for n large enough, we get
as n → ∞, which is contradiction. In any case, we deduce a contradiction. Hence {u n } is bounded in E. Next, we verify that {u n } has a convergent subsequence. Without loss of generality, we assume that
s . By (2.7), we easily get
It is clear that
According to (f 1 ) and the Hölder inequality, we get
Moreover, by the Hölder inequality, Sobolev inequality and (2.2), we have
where c 6 > 0 is a constant. Again using u n ⇀ u in E and {u n } is bounded in E, we have
Similarly, we obtain
Thus,
so that u n − u E → 0. Therefore, we prove that I satisfies (C) c condition for any c ∈ R. Proof. Like in the proof of Lemma 3.1, it suffices to consider the case w = 0 and w = 0, the (C) c sequence {u n } is bounded in E. If w = 0, the proof is identical to that of Lemma 3.1. If w = 0, inspired by [11] , we choose a sequence {η n } ⊂ R such that
Fix any m > 0, letting v n = √ 4m w n , one has
Then, by (3.5), (3.11) and Lebesgue dominated convergence theorem,
So, for n sufficiently large, we obtain
which implies that lim inf n→∞ I(η n u n ) ≥ 2m. By the arbitrariness of m, we have lim n→∞ I(η n u n ) = +∞.
Since I(0) = 0 and I(u n ) → c as n → ∞, I(ηu n ) attains maximum at η n ∈ (0 , 1), Thus, I ′ (η n u n ) , η n u n = o(1) for large n. Therefore, using (f 4 ),
This contradicts (3.1). In any case, we deduce that the (C) c sequence {u n } is bounded in E. This completes the proof.
Proof of Theorem 1.1. For the Hilbert space E, we choose an orthogonal basis {e i } of E, let X i = span{e i }, i = 1, 2, · · ·, and define
According to Lemma 3.1 and the oddness of f , we know that I satisfies the (C) c condition for any c ∈ R and I(−u) = I(u). It remains to verify the conditions (i) and (ii) of Fountain Theorem 2.1.
Verification of (i). Since on the finite dimensional space Y k all norms are equivalent, there exists C k > 0 such that
From (f 2 ) we deduce that, there exist L > 0 and M k > 0, such that for all x ∈ R 3 , |u| ≥ L, we have
By (f 1 ), one has
which and (3.13) implies that
where 0 < c 7 <
Combining (3.12), (3.14) with (2.5), we obtain for some ρ k > 0 large enough. Verification of (ii). For any 2 ≤ p < 2 * s , taking β k := sup Moreover, due to φ t u > 0 for all u ∈ H s (R 3 ), we have
F (x, u)dx
|F (x, u)|dx
where V 0 is a lower bound of V (x) from (V ) and β k are defined in (3.16). Choosing r k := (V 0 pβ p k ) 1 2−p , we obtain
Because β k → 0 as k → 0 and p > 2, we have 
