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Sheaf Cohomology is #P-hard
ERIC BACH
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We prove that computing the dimensions of the cohomology groups of a coherent sheaf
on projective space, specifled by the kernel, image, or cokernel of a graded matrix, is
hard for Valiant’s complexity class #P. The same is true of the Euler characteristic,
deflned as the alternating sum of dimensions.
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1. Introduction
In analyzing the solution sets of nonlinear equations, it is useful to consider their topo-
logical invariants. Within computation theory, these invariants have proved useful in the
derivation of lower bounds on computational complexity (Yao, 1994) and in the analysis
of randomized algorithms (Bach, 1991a,b). One powerful modern technique for defln-
ing invariants is the theory of sheaf cohomology, due to Leray. This has been used to
great efiect in modern algebraic geometry. For example, the genus of an smooth curve C
equals the H1-dimension of its sheaf of regular functions. We will assume that the reader
is acquainted with sheaf cohomology as presented in Hartshorne (1977).
As far as we know no one has studied the computational complexity of computing sheaf
cohomology. Bayer (1982) gave an algorithm to compute the cohomology of a coherent
sheaf on projective space, but did not analyze its running time. We will prove here that
this problem is at least as hard as counting the number of satisfying assignments to a
Boolean formula or counting the number of perfect matchings in a graph. That is, it is
hard for the complexity class #P introduced by Valiant (1979a,b).
We can give an intuitive justiflcation for our results in the following way. In many cases,
one computes cohomology groups by •Cech’s method, which then boils down to counting
lattice points in polytopes. For example, to compute the genus of a plane curve of degree
d, we count the lattice points in the plane satisfying 0 • x < d, y < 0, and x + y > 0
(see Hartshorne (1977, p. 224)). Referring to known results in integer programming, it
is natural to suspect that deciding whether a sheaf cohomology group is nonzero is NP-
hard, and computing its dimension should be as hard as counting lattice points in a
polyhedron, i.e. #P-hard.
We will prove these results, but without relying on the theory of integer programming.
We transform the satisflability problem into an algebraic set, whose solutions can be
counted using sheaf theory. In essence, we translate the results of Fraenkel and Yesha
(1979, 1980) into geometric language.
The signiflcance of this work is twofold. First, as practically everything in modern
algebraic geometry is deflned using sheaf cohomology, it is natural to ask to what extent
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its determination can be automated. Our conclusion is that barring dramatic progress
in computational complexity theory, we should not expect such calculations to be very
fast, except in certain cases (which it is now a problem to determine). Apropos of this,
Bayer (1982) remarked that his methods required the \laborious process of constructing
an entire standard basis", and our results give at least a partial explaination for his
di–culties. Second, Bayer and Mumford (1993) have called for more communication
between experts in complexity theory and algebraic geometry. If this is to happen, the
workhorses of the flrst fleld, such as Boolean satisflability, need to be expressed in the
language of the second. Our results give one way to do this.
2. Encodings of cohomology problems
Expanding a sketch of Bayer, we now explain how cohomology problems can be pre-
sented computationally. We consider only coherent sheaves on projective space, as these
have flnite descriptions and can be used to compute cohomology on any projective variety
(Hartshorne, 1977, p. 209).
Fix a flnite fleld k, whose algebraic closure we denote by „k. Let S = „k[x0; : : : ; xn]. We
specify a sheaf on the projective n-space Pn(„k) by giving an array
0B@
e1 ¢ ¢ ¢ es
d1 p11 ¢ ¢ ¢ p1s
...
...
dr pr1 ¢ ¢ ¢ prs
1CA
in which di; ej are integers, and pij are homogeneous polynomials from k[x0; : : : ; xn],
satisfying di = deg(pij) + ej , whenever pij 6= 0. We call this a graded matrix. A graded
matrix determines a degree-preserving homomorphism
„ :
sM
j=1
S(ej)!
rM
i=1
S(di)
of graded S-modules. (Here S(m) denotes S with degrees shifted down by m, so that 1
has degree ¡m, xi degree 1 ¡m and so on.) There are three flnitely generated graded
S-modules associated with „: (i) its kernel K; (ii) its image I; (iii) its cokernel C. When
M is one of these, there is a coherent sheaf ~M , whose local sections on xi 6= 0 have the
form m=xdegmi with m 2M . See Hartshorne (1977, p. 116 fi.) for details.
The task of a \cohomology algorithm" is to take a graded matrix and determine the
dimensions of the „k-vector spaces
Hi(Pn(„k);F); i = 0; 1; 2; : : :
where F is ~K, ~I, or ~C, corresponding to a choice from (i){(iii) above. (Bayer considers
only cokernels, but all three are used in practice.) By Iitaka (1982, Proposition 7.1), these
sheaves are the kernel, image, or cokernel of the sheaf morphism induced by „. We note
that Hi = 0 for i > n (Hartshorne, 1977, p. 208), so the algorithm need only consider
i • n.
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3. Why sheaf cohomology is di–cult
In this section we let k = F2. Let ’ be a Boolean formula over the variables x1; : : : ; xn,
in conjunctive normal form, with at most three literals per clause. The satisflability
problem for such formulas is NP-complete (Garey and Johnson, 1979), and counting
their satisfying assignments is #P-complete (Valiant, 1979a,b). We now give a mapping
that transforms ’ into a flnitely generated sheaf cohomology problem.
Recall that a literal is a variable or its negation, and a clause is a disjunction of literals.
For a literal ‚, let the polynomial
f‚ =
‰
(1¡ v); if ‚ = v;
v; if ‚ = „v.
If • = ‚1 _ ¢ ¢ ¢ _ ‚k is a clause, let
f• =
rY
i=1
f‚i :
If ’ = •1 ^ ¢ ¢ ¢ ^ •m is in conjunctive normal form, we let Q’ be the list of polynomials‰
x2i ¡ xi; i = 1; : : : ; n+ 1;
f•j ; j = 1; : : : ;m;
(3.1)
over the variables x1; : : : ; xn+1. (We include the extra variable xn+1 to make a parity
condition come out right later.) We also deflne gj to be the homogenization of f•j with
respect to z, and dj = deg(gj). We note that dj • 3.
We now make some remarks about the set of zeroes of (1). The flrst n+ 1 polynomials
have the zero set f0; 1gn+1, so the full system deflnes some subset of this, of the form
X = Y £ f0; 1g. (Intuitively, Y is the set of satisfying assignments to ’.) The set X
equals its projective closure, since the flrst n+ 1 homogenized equations
x21 ¡ x1z = x22 ¡ x2z = ¢ ¢ ¢ = x2n+1 ¡ xn+1z = 0
has only the trivial solution when z = 0.
We now show that the ideal I generated by (1) equals its radical. A short computation
shows that it is enough to prove this locally at every point P of X. Without loss of
generality, take P = (0; 0; : : : ; 0). The ideal generated by the flrst n + 1 polynomials of
(1) localizes to M = (x1; : : : ; xn+1), since x2i ¡ xi equals xi times the local unit (1¡ xi).
There are now two cases. Either all f•j (P ) = 0 or not. In the flrst case, IP = M , which
is a radical ideal (because it is maximal), and in the second case, IP = (1), which is also
radical.
Therefore, I is a zero-dimensional radical ideal, and the degree of X equals twice the
number of satisfying assignments to ’. Call this number 2d’.
We now express this number using sheaf theory. Let M be the graded matrix
¡ ¡2 ¢ ¢ ¢ ¡2 ¡d1 ¢ ¢ ¢ ¡dm
0 x21 ¡ xz ¢ ¢ ¢ x2n+1 ¡ xz g1 ¢ ¢ ¢ gm
¢
; (3.2)
determined from (1). Because I is a radical ideal, the image of M induces the sheaf I
of regular functions on Z = Pn+1(„k) that vanish on X. Let OZ be the sheaf of regular
functions on Z. Then we have an exact sheaf sequence
0! I ! OZ ! Q! 0;
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where Q is the quotient. As Q has the same cohomology as the sheaf of regular functions
on X (Hartshorne, 1977, p. 209) there is an exact sequence
0! H0(Z; I)! H0(Z;OZ)! H0(X;OX)! H1(Z; I)! H1(Z;OZ) = 0:
We consider all of these groups as vector spaces over „k, and recall that the zeroth
cohomology of any sheaf is its space of global sections. The dimension of H0(Z;OZ)
is 1, as there are no nonconstant global functions on projective space. H0(X;OX) is
isomorphic to the space of global functions on X, so it has dimension 2d’. The dimension
of H0(Z; I) is 0 (if d’ > 0) or 1 (if d’ = 0), as for constant functions, vanishing on some
nonempty subset of the domain is equivalent to vanishing everywhere. Considering the
alternating sum of dimensions, we flnd
dimH1(Z; I) =
‰
2d’ ¡ 1; if ’ is satisflable;
0; otherwise.
This gives the following result.
f # of satisfying assignments to ’g =
‰
[ dimH1(Pn+1; I) + 1 ]=2; if dimH1 > 0;
0; otherwise.
(3.3)
From this we have
Theorem 3.1. There is no polynomial time algorithm to decide whether a sheaf coho-
mology group (given as the image of a graded matrix) vanishes unless P = NP.
Theorem 3.2. There is no polynomial time algorithm to compute the dimension of a
sheaf cohomology group unless P = #P.
Recall that in determining a sheaf from a graded matrix we have the choice of using
its kernel, image, or cokernel. Our theorems were stated for the second choice, but can
also be proved for the other two. For the third choice (Bayer’s formulation, in which a
graded module is flnitely presented), it is enough to observe that
dimH0(Z; C) = dimH0(X;OX) = 2d’;
when C comes from the cokernel of M . For the flrst choice, taking K from the kernel of
M gives the exact sequence
0! K ! OZ(¡2)n+1 'OZ(¡d1)' ¢ ¢ ¢ ' OZ(¡dm)! I ! 0
of sheaves on Pn+1. From the long exact sequence we conclude
dimH1(Z; I) = dimH2(Z;K);
so we can use the latter group in (3) as well.
4. Further comments
Our calculations make sense in any characteristic. This allows us to observe that other
classical topological invariants are hard to compute, if the spaces are given to us as
solutions to polynomial equations. For example, in real (n + 1)-space, the polynomials
(1) deflne a set of • 2n+1 points, whose de Rham cohomology group H0 has dimension
2d’.
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We note that no polynomial appearing in (2) has degree greater than 3. Therefore, it is
the number of equations, not their degrees, that makes cohomology calculations di–cult.
Of course, the degree of X can be exponential in n.
A potentially easier sheaf invariant is the Euler characteristic, given by ´(X;F) =P
i‚0(¡1)i dimHi(X;F). For the sheaves deflned in Section 3, we remark without proof
that
´(Z; C) = 2d’ and ´(Z; I) = ¡´(Z;K) = 1¡ 2d’:
Thus, Theorems 1 and 2 hold for Euler characteristics as well.
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