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ABSTRACT
TTL caching models have recently regained significant re-
search interest, largely due to their ability to fit popular
caching policies such as LRU. This paper advances the state-
of-the-art analysis of TTL-based cache networks by develop-
ing two exact methods with orthogonal generality and com-
putational complexity. The first method generalizes exist-
ing results for line networks under renewal requests to the
broad class of caching policies whereby evictions are driven
by stopping times. The obtained results are further general-
ized, using the second method, to feedforward networks with
Markov arrival processes (MAP) requests. MAPs are partic-
ularly suitable for non-line networks because they are closed
not only under superposition and splitting, as known, but
also under input-output caching operations as proven herein
for phase-type TTL distributions. The crucial benefit of the
two closure properties is that they jointly enable the first ex-
act analysis of feedforward networks of TTL caches in great
generality.
1. INTRODUCTION
Time-to-Live (TTL) caches decouple the eviction mech-
anisms amongst objects by associating each object with a
timer. When a timer expires the corresponding object is
evicted from the cache. This seemingly simple scheme ex-
plicitly guarantees (weak) consistency, for which reason it
has been widely deployed in DNS and web caching. What
has recently however made TTL analytical models quite
popular is a subtle mapping between capacity-driven (e.g.,
Least-Recently-Used (LRU)) and TTL-based caching poli-
cies. This mapping was firstly established through a remark-
ably accurate approximation by Che et al. [12] for the pop-
ular LRU policy, which was recently theoretically justified
and extended to FIFO (first-in-first-out) and RND (random
eviction) policies (Fricker et al. [20]), and further confirmed
to hold for broader arrival models (Bianchi et al. [7]), and
even in networks with several replication strategies (Mar-
tina et al. [30]). Moreover, Fofack et al. [19] independently
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argued that TTL caches capture the properties of LRU,
FIFO, and RND policies, and, remarkably, presented the
first exact analysis for a line of TTL caches. While the
analysis of TTL caches is arguably simpler and more gen-
eral than the analysis of capacity-driven policies, the exact
analysis of TTL networks in general has remained an open
problem.
When considering a cache network (including TTL-based),
there are two inherent network operations which compli-
cate the analysis: input-output and superposition. Given
a caching node serving a request (point) process for some
object (i.e., the input), the corresponding miss process is a
sample of the request process at those points when the ob-
ject is absent from the cache. The exact characterization
of the output process is challenging; for instance, the conve-
nient and often assumed memorylessness property of request
processes would not be retained by the corresponding miss
process due to the TTL’s inherent filtering effect. The super-
position operation occurs when merging miss processes from
upstream caches into a new input process. Since convenient
statistical properties of the input processes (e.g., the renewal
property) are altered through superposition, the analytical
tractability of input-output operations becomes even more
complex.
In this paper we give the first exact analysis of caching
(feedforward) networks by jointly addressing broad classes
of request models, TTL distributions, and caching policies.
The request processes are either renewals or Markov arrival
processes (MAPs); the latter are dense in a suitable class of
point processes and generalize, in particular, the more popu-
lar Markov-modulated Poisson processes. The TTLs follow
general distributions including phase-type (PH), which are
dense within the set of probability distributions on [0,∞).
Moreover, we consider an abstract model for TTL caching
policies, whereby cache evictions are driven by stopping times,
and which captures in particular three popular policies. The
‘R’ policy regenerates the TTLs at every object’s request
and maps to the LRU policy. The ‘Σ’ policy regenerates the
TTLs only at those requests resulting in cache misses and
maps to FIFO and RND policies. Lastly, the ‘min(Σ,R)’
policy combines the key features of ‘R ’ and ‘Σ’, i.e., weak
consistency guarantee and efficient utilization of cache space,
respectively.
We structure our results in two parts. First we gener-
alize the recent results from Fofack et al. [19] which cover
line networks, renewals requests, general TTL distributions,
and the ‘R’ policy, by additionally covering the ‘Σ’ and
‘min(Σ,R)’ policies. The key analytical contribution is a
unified method to recursively characterize input-output op-
erations. This method is based on a suitable change of
measure technique using martingales to derive the Laplace
transform of a stopped sum, whereby the sum’s stopping
time characterizes the caching policy. Leveraging certain
martingale properties to extend from deterministic to stop-
ping times, we are able to systematically analyze the three
caching policies and conceivably many others. The proposed
method suffers however from the same limitation as [19]:
since renewals are not closed under superposition, unless
Poisson, only lines of caches can be (exactly) analyzed.
To address the annoying limitation of renewals’ lack of
superposition closure, the second part of the paper advocates
MAPs to model request processes. The motivation to use
MAPs is fairly straightforward since MAPs are known to be
closed under superposition. What is remarkable, however,
is that we are able to prove that MAPs are also closed under
the input-output operation when the TTLs are described by
PH distributions, for all the three ‘R’, ‘Σ’, and ‘min(Σ,R)’
policies. In other words, miss processes are also MAPs and
trees of cache nodes can be iteratively analyzed. As a side
remark, MAPs are also closed under a splitting operation,
enabling thus the analysis of feedforward networks.
The two proposed methods advance the state-of-the-art
analysis of TTL cache networks by providing the first ex-
act results covering broad request models, caching policies,
and network topologies. The second method in particular
has the key feature of enabling the first (exact) analysis of
feedforward networks and is thus conceivably more general
than the first one. However, there is a fundamental trade-
off between the two, which is driven by the state explosion
of MAPs under the superposition and input-output opera-
tions. Therefore, while the first method is computationally
fast but restricted to line networks, the second has a much
wider applicability but suffers from a high computational
complexity, i.e., exponential in the number of caches. How-
ever, because the underlying MAPs’ matrices are sparse, the
numerical complexity can be significantly reduced by using
appropriate numerical methods or by formulating lower and
upper bound stochastic models.
The rest of the paper is organized as follows. In Sec-
tion 2 we summarize related cache models and discuss re-
lated work. In Section 3 we list model definitions and key ob-
jectives for the analysis. In Section 4 we present the change
of measure technique to address lines of caches with renewal
requests. In Section 5 we consider more general networks
with MAP requests. Finally, in Section 6, we conclude the
paper. Some of the proofs and examples of MAP input-
output constructions are given in the Appendix.
2. CACHE MODELS AND RELATED WORK
Caching is implemented in many computer and commu-
nication systems, such as CPUs, databases, or the Internet.
Consequently, many analytical models and techniques have
been developed to study its performance. Next we discuss
related caching policies and results.
Caching policies can roughly be divided into two groups:
capacity-driven andTTL-based (see Rizzo and Vicisano [36]).
In the former, objects’ evictions are driven by the arrivals
of uncached objects and the capacity constraint. In the lat-
ter, objects’ evictions are determined by individual timers.
When compared, TTL-based cache models are typically eas-
ier to analyze because the caching behavior of different ob-
jects is decoupled and can be thus represented in terms of
independent point processes.
In this paper we address the following three TTL-based
caching policies, which differ in the behavior of the TTLs’
resets and eviction times:
1. Policy R: The TTL is reset with every request and an
object is evicted upon the TTL’s expiration.
2. Policy Σ: The TTL is reset only at the times of un-
successful requests and an object is evicted upon the
TTL’s expiration.
3. Policy min(Σ,R): Two TTLs are reset in parallel ac-
cording to the R and Σ policies, respectively, and an
object is evicted upon the expiration of either of them.
The R policy can be regarded as a TTL-based correspon-
dent of LRU caches [12]. R was properly formalized and
analyzed by Fofack et al. [19]. In turn, the Σ policy can be
regarded as a TTL-based correspondent of FIFO and RND
(see, e.g., Fricker et al. [20]); as a side remark, DNS and web
caching implement a variant of Σ.
Unlike R and Σ, the min(Σ,R) policy has not yet been
formalized, although related implementations exist. For in-
stance, the default mechanism in Amazon ElastiCache to
enforce an upper bound on memory consumption is to imple-
ment an LRU policy on top of evictions caused by TTLs [2].
Another example is the Squid web cache which explicitly
uses both R and Σ TTLs; the former is set locally and re-
ferred to as the “Storage LRU Expiration Age” [1], whereas
the latter is set by content owners.
In the following we discuss related work starting with sin-
gle cache models. Early analytical models addressed capacity-
driven caches, which, contrary to their implementation sim-
plicity, proved to be difficult to analyze. Some of the classic
works (e.g., King [28] and Gelenbe [23]) provided exact re-
sults for LRU, FIFO, and RND policies. However, these re-
sults were argued to be intractable by Dan and Towsley [16]
and Jelenkovic [26], who proposed instead accurate and com-
putationally fast approximations.
With respect to the second group of TTL based caches,
the first analytical model for a single Σ cache under re-
newal arrivals and deterministic TTLs was given by Jung et
al. [27] who derived the steady-state hit probability. Under
the same assumptions, Bahat and Makowski [6] extended
this result to the case of non-zero delays between the ori-
gin server and the cache, and derived the hit probability
for those requests which are consistent with documents that
undergo ongoing updates. For a single R cache, Fofack et
al. [19] obtained the exact hit probability and other metrics
for renewal arrivals.
Next we revisit analytical results for cache networks. Rosen-
zweig et al. [37] applied the approximation scheme from [16]
to networks of LRU caches (at the expense however of er-
rors up to 16%). Psaras et al. [35] proposed a Markov chain
approximation for LRU caches which can then be linked
together to form tree networks by assuming each cache’s
miss process to be Poisson. Under a similar approxima-
tion scheme (i.e., each cache’s request process is Poisson)
Gallo et al. [22] considered homogeneous tree networks un-
der the RND policy. A connection between the two domains
of capacity-driven and TTL-based policies was established
by Che et al. [12] for a simple two-level LRU cache net-
work. With the strong case made by Fricker et al. [21, 20]
on its wide applicability, the so-called Che approximation
has recently gained popularity: its impressive accuracy and
generality was confirmed by Bianchi et al. [7] and Martina et
al. [30], and parallel extensions to several other caching poli-
cies and replication strategies have also been proposed.
The success of the Che approximation is due to a subtle
mapping from the domain of capacity-driven caches to the
domain of TTL-based caches. In the case of LRU, the key
idea is to couple the cache capacity with the durations that
objects spent in a cache under the condition that no fur-
ther arrivals occur (i.e., R). By assuming these (random)
durations as deterministic and equal for every object, the
LRU model reduces to a TTL model [12, 20] that is easier
to analyze.
To analyze TTL cache networks (e.g., as arising from the
Che approximation for a capacity-driven policy), Martina et
al. [30] rely on Poisson approximations of the output pro-
cesses (for bothR and Σ caches) and report accurate results.
Moreover, Fofack et al. [19] derived the first exact results for
a line of R caches and analyzed tree networks by relying on
a renewal approximation of superposed processes.
Unlike these works, which assume an independent cache
behavior, another set of works considered hierarchies of caches
where the layers are synchronized by an aging mechanism:
the TTL value at child caches are set to coincide with the
remaining TTL of parent caches. In this way, Cohen and
Kaplan [14] were able to derive the miss rate for a two-level
hierarchy, and Cohen et al. [13] extended this result to het-
erogeneous parent nodes. Remarkably, by ingeniously lever-
aging the system’s property that misses occur synchronously,
Hou et al. [25] were able to analyze trees of caches under
Poisson arrivals at the leaf caches.
We finally overview some recent related work on poten-
tial applications. Borst et al. [9] addressed the optimiza-
tion of link utilization with a linear program for content
placement in a tree network. An important insight is that
placing caches close to the network edge often supersedes
placing additional caches within the network. This was fur-
ther confirmed through simulations by Psaras et al. [35] and
Fayazbakhsh et al. [18] for LRU caches; in particular, the
latter argued that placing caches at the leaf nodes of an ISP
access tree does not sacrifice performance when compared
to omnipresent cache placement. A potentially interesting
application of our results is to analytically confirm whether
this insight holds in a much broader sense, e.g., for other
network topologies where different nodes can implement dif-
ferent caching policies (i.e., either R, Σ, or min(Σ,R)).
3. ROADMAP
In this section we state the key objectives for analyzing
lines of caches and feedforward networks. First we give some
general definitions concerning some arbitrary node in a cache
network.
Definition 1 (Arrival/Input Process).
For each object, the arrival process is represented as a point
(counting) process N(t). The corresponding inter-arrival
process is denoted by {Xt}t≥1.
When analyzing a cache network, one needs to character-
ize the miss/output process relating two consecutive caches.
We give the definition in the renewal case.
Definition 2 (Miss/Output Process).
Let a caching node with inter-request times and TTL’s be
given by two independent renewal processes: {Xt}t≥1 and
{Tt}t≥1. The corresponding miss process is also a renewal
process with the same distribution as the stopped sum
Sτ := X1 + · · ·+Xτ , (1)
where τ is a stopping time defined separately for each caching
(TTL) policy:
Policy R : τ := min{t : Xt > Tt} (2)
Policy Σ : τ := min{t :
t∑
s=1
Xs > T1} (3)
Policy min(Σ,R) : τ := min{min{t :
t∑
s=1
Xs > T
Σ
1 },
min{t : Xt > T
R
t }} . (4)
For the last policy, TΣ1 and T
R
t are independent renewal pro-
cesses.
The corresponding definition for the non-renewal case can
be stated similarly and is omitted for brevity.
As a side remark, the structure of the first two stopping
times justifies the notation for the caching policies by R and
Σ: the former has a renewal structure (whence the letter R),
whereas the latter has a sum structure (whence the letter
Σ). We incorporate this notation in the whole notation of
a caching node, by borrowing from Kendall’s notation in
queueing theory.
Notation 1 (Caching Node).
Depending on the TTL policy, a caching node is denoted as
either one of the triplets
G-G-R or G-G-Σ or G-G-min(R,Σ) ,
where the two G’s stand for the generic distributions of the
inter-arrival times and the TTLs, respectively.
As an example, a cache with exponentially distributed inter-
arrival and TTL times, and implementing the R policy, is
denoted by M -M -R. Some other distributions used in this
paper are the deterministic (D) case, the exponential (M),
and the phase-type (PH) distribution.
Cache performance is commonly measured in terms of
hit/miss probabilities, which indicate the improvement in
link utilization when using a cache. For example, the cost
metrics in [18] depend on the hit/miss probabilities and the
arrival rates at the leaves of a caching tree.
Definition 3 (Hit/Miss Probability).
Consider an arbitrary cache with arrival process N(t) and
miss process M(t), for some fixed object. The hit and miss
probabilities are defined as
H := lim
t→∞
(
1−
M(t)
N(t)
)
M := lim
t→∞
M(t)
N(t)
,
respectively, subject to convergence.
Another metric of interest is the cache occupancy which
defines the average amount of storage required by an object,
and also establishes a connection between capacity-driven
and TTL-based cache models through a suitable set of pa-
rameters. For example, the connection between an LRU
cache’s capacity and the corresponding TTL-R model is es-
tablished by equalizing the summation of the occupancies of
the objects in the TTL cache with the LRU capacity [12].
Definition 4 (Cache Occupancy).
Let C(t) be a random binary process representing whether
the object is in the cache or not at time t. The cache occu-
pancy is defined as
pi := lim
t→∞
∫ t
0
C(s)ds
t
.
We next briefly introduce the key objectives for analyzing
lines and feedforward networks.
3.1 Lines of Caches with Renewal Arrivals
C2
ν
C1
µ
λ
Figure 1: A line of two caches C1 and C2 with Poisson ar-
rivals with rate λ and exponential TTLs with rates µ and ν
Consider the simplified line network with two nodes from
Figure 1. At the first node, requests for some object ar-
rive according to a renewal process {Xt}t≥1. If the object
is in the cache at the time of a request, then the request is
successful and the object is fetched. Otherwise, for every
unsuccessful request at some node, the object is recursively
requested at the next node in the line. Once the object is
successfully found at some downstream node, it is (instanta-
neously) transferred to the upstream nodes. For the model’s
completeness we assume that the last node always has a copy
of the object. All the nodes implement one of the R, Σ, or
min(Σ,R) caching policies (different nodes are allowed to
implement different policies).
We address a single node with a given arrival/input pro-
cess and TTL distribution. For this setting our objective is
to derive the Laplace transform of the corresponding miss/output
process, i.e., of the stopped random walk Sτ from Eq. (1):
Lω(Sτ ) := E
[
e−ω(X1+X2+···+Xτ )
]
. (5)
This technique can be iteratively applied along an entire line
of caches using numerical methods (as in Fofack et al. [19]);
note that numerical methods are not necessary in the case
of exponential TTLs. We emphasize that, unlike [19] which
is restricted to R, our method additionally covers Σ and
min(Σ,R).
3.2 Feedforward Networks with MAP Arrivals
The previous technique suffers from the major limitation
that cache requests must be a renewal process and thus it
does not apply to more general topologies subject to a su-
perposition operation.
C3 µ3
C1 µ1
λ1
C2 µ2
λ2
Figure 2: A tree
of caches
Indeed, consider the simple tree topol-
ogy from Figure 2 in which the
inter-request times at the leaf caches
are ∼ exp(λ1) (exponential) and ∼
exp(λ2), and the corresponding TTLs
are ∼ exp(µ1) and ∼ exp(µ2), re-
spectively; all the processes are in-
dependent. The inter-miss times at
the leaf caches are renewal processes
with hypo(λ1, µ1) (hypoexponential)
and hypo(λ2, µ2) distributions (to be
shown in Table 1). The superposition
of the two renewal processes is not a
renewal process, which means that the
technique targeting lines of caches does not apply at the root
cache (the superposition of renewal processes is a renewal
process if and only if the superposed processes are Poisson).
Let us now recall the two main analytical operations which
must be accounted for when analyzing trees of caches:
1. input-output : the characterization of the inter-miss
process from the inter-request process.
2. superposition: the characterization of a single inter-
request process from multiple ones (e.g., at the root
cache from Figure 2).
Unlike the input-output operation which will be shown in
Section 4 to be tractable (yet subject to recursions and also
evaluation of convolutions in the case of Σ and min(Σ,R)
caches), the superposition operation is conceivably the bot-
tleneck due to the lack of closure for renewal processes.
To circumvent this apparent difficulty, the natural gener-
alization of renewal processes are Markov arrival process
(MAPs), which are known to be closed under superposition
(and also splitting). The remaining objective is to addition-
ally show that MAPs are also closed under the input-output
operation of caches (see Section 5).
We point out that the apparently straightforward idea of
using MAPs has been efficiently used in the past to model
systems with non-renewal behavior, e.g., single queues with
non-renewal arrivals (Lucantoni et al. [29]) or closed queue-
ing networks with non-renewal workloads (Casale et al. [11]);
for an excellent related survey see Asmussen [3].
4. LINES OF CACHES
In this section we propose a unified method to analyze
lines of G-G-R, G-G-Σ, and G-G-min(Σ,R) caches. First
we instantiate the caching metrics from Definitions 3 and 4
for the renewal case.
Lemma 1 (Hit/Miss Probabilities).
For G-G-R, G-G-Σ, and G-G-min(R,Σ) caches, the hit and
miss probabilities from Definition 3 become
H =
E [τ ]− 1
E [τ ]
and M =
1
E [τ ]
. (6)
In particular, for G-G-R, it holds
H = P (X ≤ T ) and M = P (X > T ) . (7)
The expression of the miss probability for theG-G-Σ cache
is the same as in Jung et al. [27]. Unlike in the G-G-R
case, E[τ ] for the other two policies cannot be generally
given in closed-form due to the underlying convolution in
the definition of τ from Eqs. (3)-(4); it is, however, often
straightforward to derive E[τ ] for particular distributions of
{Xt}t≥1 and {Tt}t≥1.
Proof. Let tn denote the point process of the unsuccess-
ful request times (i.e., the miss times) for n ≥ 1 and t0 = 0.
Using the renewal property of {Xt}t≥1 and {Tt}t≥1, and the
strong law of large numbers, we have
lim
n→∞
M(tn)
N(tn)
= lim
n→∞
n
τ1 + · · ·+ τn
=
1
E[τ ]
,
where τi denotes the stationary sequence of stopping times,
as defined in Eqs. (2) and (3), but starting from t ≥ ti−1 in
the usual renewal sense. Moreover, since for t ∈ (ti−1, ti]
M(ti)− 1
N(ti)
<
M(t)
N(t)
≤
M(ti−1) + 1
N(ti−1)
,
the limit limt→∞
M(t)
N(t)
exists and Eq. (6) is proven. The
particular expression for G-G-R cache follows directly from
the geometric distribution of τ . ✷
Lemma 2 (Cache Occupancy).
For the G-G-R, G-G-Σ, and G-G-min(Σ,R) caches, the
cache occupancies from Definition 4 become
piR =
E [min{X, T}]
E [X]
, piΣ =
E [T ]
E [Sτ ]
pimin(Σ,R) =
E
[
min{
∑τ
s=1min{Xs, T
R
s }, T
Σ
1 }
]
E [Sτ ]
.
The expression for G-G-R is the same as the one given
by Fofack et al. [19] (written therein in the equivalent form
piR = E
[∫X
0
P(T > t)dt
]
/E [X]). Note that the last expec-
tation depends on the stopping time τ from Eq. (4), whose
mass function is later provided in Corollary 3; moreover, to
compute the cache occupancy, a decoupling argument like
the one we provide for the transforms of the inter-miss times
is needed to avoid the implicit correlations amongst the stop-
ping time, the inter-arrival times, and the TTLs (for all R,
Σ, and min(Σ,R)).
Proof. In the case of G-G-R, denote the point process tn
of the request times, i.e., tn =
∑n
i=1Xi. Using the renewal
property of {Xt}t≥1 and {Tt}t≥1, and the strong law of large
numbers, we have
lim
n→∞
∫ tn
0
C(s)ds
tn
= lim
n→∞
∑n
i=1min{Xi, Ti}∑n
i=1Xi
=
E [min{X, T}]
E[X]
.
In the case of G-G-Σ, we use the same embedding tn as
in the proof of Lemma 1 such that
lim
n→∞
∫ tn
0
C(s)ds
tn
= lim
n→∞
∑n
i=1 Ti∑n
i=1 Sτi
=
E [T ]
E [Sτ ]
,
where Sτi := Xτi−1+1 + · · ·+Xτi−1+τi .
In both cases, the extensions of the limits to the whole line
follows by a bounding argument as in the proof of Lemma 1.
The proof for G-G-min(Σ,R) follows using the same embed-
ding points as for G-G-Σ. ✷
The key problem to obtain caching metrics at the down-
stream nodes in a line of cache is to recursively characterize
the inter-miss time Sτ defined in Eq. (1). The expression
of Sτ , as well as those of the above cache metrics, sug-
gests following a martingale based technique to characterize
Sτ . This (rough) idea is driven by the fact that stopping
times—which are at the core of the very definition of Sτ—
preserve certain martingale results, e.g., if Lt is a martin-
gale and τ is a bounded stopping time then E [Lτ ] = E [L1],
which is a particular case of the optional stopping theorem.
Note however that caching stopping times are not necessar-
ily bounded, and thus require a more general framework.
For example, the stopping times from Eqs. (2)-(4) are un-
der realistic assumptions almost surely finite but may be
unbounded.
Next we will demonstrate the effectiveness of relying on
martingale techniques to derive an elegant and unified anal-
ysis of G-G-R, G-G-Σ, and G-G-min(Σ,R) caches. To this
end, we first provide a closed-form result (in most of the
cases) for the Laplace transform of the stopped random sum
Sτ . This result will be instrumental to the analysis of the
R, Σ, and min(Σ,R) policies.
4.1 The Laplace Transform of a Stopped Sum
Consider the two independent renewal processes {Xt}t≥1
and {Tt}t≥1 on a joint probability space (Ω,F ,P) (e.g., as in
Definition 2). Denote the corresponding distribution func-
tions by F (x) and G(x), and assume the existence of cor-
responding densities f(x) and g(x), respectively. Let Ft =
σ((X1, T1), . . . , (Xt, Tt)), F = (F , {Ft}t≥1) denote the fil-
tration associated with Sτ , and let (Ω, F,P) denote the cor-
responding filtered probability space. When clear from the
context the time indexes are suppressed.
Next we provide a closed-form expression for the Laplace
transform of the stopped random walk Sτ from Eq. (5). Re-
call from Eqs. (2)-(4) that τ is a stopping time with re-
spect to the filtration Ft. One may remark that, due to
the intrinsic dependencies amongst Xt’s and the stopping
time τ , the analysis of the stopped sum Sτ is conceivably
quite involved even for stopping times w.r.t. the filtration
F ′t = σ(X1, X2, . . . , Xt). In fact, unlike the first moment
which is relatively easily obtained as Wald’s equation, i.e.,
E [Sτ ] = E[τ ]E[X1] (under the additional condition that
E[τ ] < ∞), higher moments, however, are typically only
known in terms of bounds (see Gut [24], p. 22).
Despite the apparent technical difficulties, we will next
show that Lω(Sτ ), for stopping times τ w.r.t. Ft, can be de-
rived in a rather straightforward manner. The key idea is to
construct a suitable new filtered probability space (Ω,F, P˜),
whereby the new probability measure P˜ decouples the de-
pendencies amongst Xt’s and τ . Informally, the key idea to
obtain Lω(Sτ ) in closed-form is to offshore the underlying
derivations into the new (Ω,F, P˜) space.
This technique is known as change of measure. The change
of measure itself (e.g., from P to P˜) is performed as such
measures in the original space (e.g., P(A) for A ∈ F) can
be obtained in terms of the new (changed) measure in a
much simpler manner. An example of an application of this
technique is in rare events simulations, whereby rare events
become more likely to occur under the new (changed) mea-
sure, or more precisely under the new (changed) density,
guaranteeing thus faster convergence speeds than Monte-
Carlo simulations (see Pham [34]). Another application is
in pricing risks in incomplete markets, by constructing a new
risk-neutral probability measure (see Cox et al. [15]). Such
risk-neutral measures have also been constructed in finan-
cial models, in order to simplify a model with drift into one
with constant expectation and allowing thus the application
of the Girsanov theorem to describe the process dynamics
(see Musiela and Rutkowski [31]). Another application is an
elegant proof for Crame´r’s theorem in large deviation theory
(see Dembo and Zeitouni [17], p. 27).
To perform the intended change of measure, we extend the
measure construction for a filtration F ′t = σ(X1, X2, . . . , Xt)
(see Asmussen [4], p. 358) to the product filtration Ft =
σ((X1, T1), . . . , (Xt, Tt)) which accounts for (Tt)t≥1 as well.
While the extension proceeds mutatis mutandis, mainly due
to the independence between (Xt)t≥1 and (Tt)t≥1, the key
to our construction is to only tilt the distribution F (x) of Xt
while preserving the distribution G(x) of Tt; for this reason,
we refer to our change of measure as a fractional change of
measure.
Definition 5 (Fractional Change of Measure).
For any F ∈ Ft define the tilted probability measure P˜t as
P˜t(F ) := E [Lt1F ] , (8)
where Lt is the Wald’s martingale
Lt :=
e−ωSt
Lω(X)t
∀ t ≥ 1 (9)
w.r.t. the original filtered space (Ω, (F , {F ′t}t≥1),P), and for
some fixed ω ∈ R.
The tilted measures P˜t, which are by construction re-
stricted to Ft, uniquely extend to a probability measure P˜
on F which is Kolmogorov consistent, i.e.,
P˜(F ) = P˜t(F ) = E [Lt1F ] ,
for all F ∈ Ft. The proof follows the proof of Proposition 3.1
from [4], with the observation that Lt is also a martingale
w.r.t. the product filtered space (Ω,F,P) due to the inde-
pendence between (Xt)t≥1 and (Tt)t≥1.
Besides enabling the construction of the consistent prob-
ability measure P˜ (mainly using the fact that Lt’s are mar-
tingales with E [Lt] = 1), there are two technical reasons
behind the fractional change of measure from Definition 5.
On one hand, Lt corresponds to the Radon-Nikodym den-
sity of the Kolmogorov extended measure P˜ (in addition to
that of Pt as well) w.r.t. P, i.e., Lt =
dP˜
dP
on (Ω,Ft) for all
t ≥ 1. This allows the computation of integrals w.r.t. P˜
according to the integration rule∫
A
Y dP˜ =
∫
A
Y LtdP ∀A ∈ Ft
for Ft-measurable Y , under the condition that Y Lt is in-
tegrable w.r.t. P (see Billingsley [8], Theorem 16.11). In
particular, one has in terms of expectations
E˜[Y ] = E[Y Lt] , (10)
where E˜[·] is the expectation w.r.t. P˜.
On the other hand, the particular expression of Lt from
Eq. (9) lends itself, by plugging in above Y := Lω(X)
t and
cancelling out terms, to the sought result, i.e.,
E
[
e−ωSt
]
= E˜
[
Lω(X)
t] ∀t ≥ 1 .
The final result, i.e., when t is replaced by a stopping time τ ,
follows similarly by applying Theorem 3.2 from Asmussen [4].
Theorem 1 (Laplace Transform of Sτ).
For an (a.s.) finite stopping time τ , the Laplace transform
of the stopped sum Sτ from Eq. (1) is given by
Lω(Sτ ) = E˜ [Lω(X)
τ ] . (11)
Note that this result is a manifestation of the earlier stated
motivation that ‘stopping times preserve martingale proper-
ties’, justifying thus our overall martingale framework to
analyze the inter-miss times Sτ .
Proof. 1 Fix T ≥ 0 and choose Y := Lω(X)
τ1{τ≤T}
which is FT measurable. Applying the integration rule from
Eq. (10) and the properties of conditional expectation we
get
E˜
[
Lω(X)
τ1{τ≤T}
]
= E
[
Lω(X)
τ1{τ≤T}LT
]
= E
[
E
[
Lω(X)
τ1{τ≤T}LT | Fτ
]]
= E
[
Lω(X)
τ1{τ≤T}E [LT | Fτ ]
]
= E
[
e−ωSτ 1{τ≤T}
]
.
In the last line we used the martingale property of LT , i.e.,
E [LT | Fτ ] = Lτ . From the monotonicity of 1{τ≤T} in T ,
the proof is complete by applying Lebesgue’s dominated con-
vergence theorem (see Theorem 16.4 in Billingsley [8]). ✷
The crucial aspect about Eq. (11) is that Lω(X) is com-
puted w.r.t. the original probability measure P. What re-
mains to compute is τ ’s pmf under the changed measure P˜.
In other words, the computations for Lω(X) and the pmf
of τ under P˜ are entirely decoupled, circumventing thus the
dependencies in the stopped sum Sτ .
To facilitate the auxiliary calculus under P˜ we next give
the following technical result whose proof is deferred to Ap-
pendix A.1.
Proposition 1. On the new probability space (Ω,F , P˜),
the random variables Xt and Tt have the following distribu-
tion functions for all t ≥ 1 and x ≥ 0
F˜ (x) := P˜ (Xt ≤ x) =
E
[
e−ωXt1{Xt≤x}
]
Lω(X)
G˜(x) := P˜ (Tt ≤ x) = G(x) .
The corresponding densities are f˜(x) := dF˜ (x) = e
−ωxf(x)
Lω(X)
and g˜(x) := dG˜(x) = g(x), respectively. Moreover, Xt and
Tt remain independent under P˜.
4.2 The Laplace Transform of Inter-Miss Times
Here we apply Theorem 1 to derive the particular trans-
forms of the inter-miss times for the G-G-R and G-G-Σ
caching model. As the result for the G-G-min(R,Σ) cache
model is notationally complex, it is stated in Appendix A.4.
Note that the stopped sum Sτ from Eq. (1) corresponds to
the inter-miss time at a G-G-R, G-G-Σ, or G-G-min(Σ,R)
cache, depending whether the stopping time τ is defined as
in Eqs. (2)-(4), respectively.
1The proof proceeds along the same lines as in [4] with the
main difference of working on an extended product filtration.
Theorem 1 herein is thus a simple extension of Theorem 3.2
from [4], and no significant technical contribution is accord-
ingly claimed.
M -M -R = M -M -Σ M -D-R M -D-Σ M -M -min(Σ,R)
Lω(Sτ )
λ
λ+ ω
µ
µ+ ω
λe−λ/µ
λe−λ/µ + ωeω/µ
λ
λ+ ω
e−ω/µ
λ
λ+ ω
µ+ ν
µ+ ν + ω
PSτ PX1+T1 (hypo(λ, µ)) open PX1+1/µ hypo(λ, µ+ ν)
E [Sτ ]
λ+µ
λµ
1
λe−λ/µ
λ+µ
λµ
λ+µ+ν
λ(µ+ν)
pi = hp
λ
λ+µ
1− e−λ/µ λ
λ+µ
λ
λ+µ+ν
Table 1: Explicit Laplace transforms Lω(Sτ ), distribution law P, expectation of the stopped sum Sτ , and cache occupancy
for several caching models. Corresponding results for M -D-min(Σ,R) are omitted as they depend on a closed form of PSτ
for M -D-R which currently remains open. (E[X1] = 1/λ, deterministic T = E[T1] = E[T
Σ
1 ] = 1/µ, E[T
R
1 ] = 1/ν)
Corollary 1 (G-G-R). 2
Let τ as in Eq. (2). If ψ(ω) := E
[
e−ωX1{X≤T}
]
< 1 for
some ω > 0, then the Laplace transform of the inter-miss
time in the G-G-R model is given by
E
[
e−ωSτ
]
=
Lω(X)− ψ(ω)
1− ψ(ω)
. (12)
To derive Corollary 1, it is sufficient to derive the prob-
ability mass function of τ under P˜, which follows a simple
geometric structure. A full proof is stated in Appendix A.2.
Corollary 2 (G-G-Σ).
Let τ as in Eq. (3). Then for some ω > 0 the Laplace
transform of the inter-miss time in the G-G-Σ model is given
by
E
[
e−ω Sτ
]
=
∑
t≥1
φ(ω)tE
[
F˜ t−1(T ) − F˜ t(T )
]
(13)
where F˜ t is the distribution of the t-fold convolution of X
in the tilded probability space.
Unlike the G-G-R model, the G-G-Σ model is more te-
dious to analyze due to the expression of the stopping time τ
from Eq. (3). In particular, to account for the sum in the ex-
pression of τ a convolution density is required. We state an
according definition and a subsequent proof of Corollary 2
in Appendix A.3.
4.3 Examples
Here we instantiate the results from Corollaries 1, 2, and
3 (the latter is given in Section A.4). In particular, Table 1
gives explicit expressions for the Laplace transforms, distri-
bution laws P, and expectations of the stopped sum Sτ , and
also the cache occupancies for several simple caching models.
Recall that the results for the R model have been previously
obtained by Fofack et al. [19]. In particular, the results for
M -M -R and M -M -Σ coincide as pointed out by Fofack et
al.and, more generally, it is easy to see that G-M -R and
G-M -Σ coincide in terms of the Laplace transforms of the
stopped sum and the corresponding caching metrics (due to
the TTLs’ memorylessness property). An explicit distribu-
tion law for the inter-miss process in the case of theM -D-R
model is open, albeit it can be obtained numerically.
We point out that these results hold for a single cache
only. That means that the attractive addition property of
the distribution law cannot be iterated (because the inter-
miss process at a M -M -R, M -M -Σ, and M -M -min(Σ,R)
model is not Poisson).
2This result was previously obtained by Fofack et al. [19].
5. FEEDFORWARD CACHE NETWORKS
In this section we prove that MAPs are remarkably suit-
able to model inter-request processes in a feedforward cache
network, to the point that the associated superposition and
input-output operations are quite straightforward.
MAPs generalize Poisson processes by allowing the inter-
arrival times to be dependent and also to belong to the broad
class of phase-type (PH) distributions (to be defined later).
MAPs have been motivated in particular by the need to
mitigate the modelling restrictions imposed by the expo-
nential distribution. From an analytical perspective, MAPs
are quite attractive not only due to their versatility (MAPs
are in fact dense in a large class of point processes, see As-
mussen and Koole [5]), but also due to their tractability. Let
us next give a common definition of MAPs.
Definition 6 (Markov Arrival Process (MAP)).
A Markov arrival process is defined as a pair of matrices
(D0,D1) with equal dimensions, or as a joint Markov pro-
cess (J(t), N(t)). The matrix Q := D0+D1 is the generator
of a background Markov process J(t). The matrix D0 is non-
singular and a subintensity3, and contains the rates of the
so-called hidden transitions which govern the change of J(t)
only. In turn, the matrix D1 contains the (positive) rates of
the so-called active transitions which govern the change of
both J(t) and a counting process N(t), i.e., if J(t−) = i and
a transition (i, j) from D1 occurs at time t, then J(t) = j
and N(t) = N(t−) + 1.
For the sake of familiarizing with MAPs, let us represent
a two-state Markov Modulated Poisson Process (MMPP),
described in terms of a background Markov process J(t) with
two states (see Figure 3); depending on the state, arrivals
can occur (and contribute to a counting process N(t)) at
rates λ1 and λ2.
1 2
a, 0
0, λ1
b, 0
0, λ2
Figure 3: MAP representation of a MMPP; the transitions’
components are hidden and active, respectively (e.g., in
‘0, λ1’, 0 is hidden and λ1 is active)
The corresponding MAP is given by the hidden and active
transition matrices
D0 =
(
−a− λ1 a
b −b− λ2
)
, D1 =
(
λ1 0
0 λ2
)
,
3A subintensity matrix S is similar to a stochastic matrix,
except that rows sum to a non-positive value; formally, Sii <
0, Sij ≥ 0 for i 6= j, and
∑m
j=1 Sij ≤ 0 ∀i ∈ {1, . . . , m}.
where D0 +D1 =
(
−a a
b −b
)
is the generator of J(t).
In any state, J(t) is driven by two competing transitions,
i.e., a hidden one (either a or b) and an active one (either
λ1 or λ2, respectively). One can note the two emerging
features of the inter-arrival times of N(t): they depend 1)
on the state of the background Markov process J(t), and 2)
on the time to transitingD0 and to make a transition in D1.
5.1 MAPs for Two Simple Cache Networks
To introduce the main ideas of constructing MAPs for
the input-output and superposition operations, we briefly
present two simple examples of cache networks; the general
results will be presented thereafter. For further more com-
plex examples see Appendix B.
5.1.1 Input-Output
We first illustrate the input-output operation in a line-
network scenario as in Section 4. Let the network from Fig-
ure 1 consist of two Σ caching nodes C1 and C2; requests
arrive at C1 as a Poisson process with rate λ, and the TTLs
are ∼ exp(µ) and ∼ exp(ν). At node C1, the arrivals can
be represented as a Poisson process N(t), which is itself an
elementary single-state MAP M1 defined in terms of
D0 = (−λ), D1 = (λ) ,
and a background Markov process with generator Q = (0).
See Figure 1.(a) for its graphical representation.
0, λ
(a) M1
C1
C1
µ, 0 0, λ
(b) M2
C1C2
C1C2
C1C2
C1C2
µ, 0
ν, 0
λ, 0
ν, 0
0, λ
µ, 0
(c) M3
Figure 4: M1 corresponds to the arriving Poisson MAP at
cache C1 in Figure 1, M2 to the output of C1, and M3 to
the output of C2
To construct the arrival MAP M2 at C2, capturing the
inter-miss times at C1, the basic idea is to duplicate the
states of M1 and suitably construct the hidden and active
transitions. The new states (see Figure 1.(b)) are denoted
by C1 (with the interpretation ‘object is not in the cache’)
and C1 (with the interpretation ‘object is in the cache’).
While in state C1, an arrival to C1 triggers a miss—whence
the active transition λ (i.e., the second component of ‘0, λ’)
to C1. While in state C1, the TTL may expire and hence
the hidden transition µ to C1. It is important to remark
that external requests while in C1 result in hits and thus
do not affect the MAP. Note also that the constructed MAP
recovers that the inter-miss times (i.e., the time between two
active transitions) are hypo(λ,µ) from Table 1. In matrix
form, M2 can also be represented as
D
′
0 =
(
−λ 0
µ −µ
)
and D′1 =
(
0 λ
0 0
)
.
Applying the same idea, we construct M3 by duplicating
the states of M2. The four new states have the interpreta-
tions ‘object is in none of the caches’ (state C1C2), ‘object
is in only one cache’ (states C1C2 and C1C2), and ‘object
is in both caches’ (state C1C2). There are two important
observations to make: one is that there is a single active
transition (i.e., ‘0, λ’) from C1C2 to C1C2. The other is that
while in C1C2, a request at C1 does not result in an active
transition because the object is already in C2—and no miss
at C2 can occur—whence the hidden transition ‘λ, 0’. The
remaining transitions are all hidden, capturing all possible
TTLs’ expirations depending on the states. In matrix form,
M ′′ can also be represented as
D
′′
0 =


−λ 0 0 0
µ −µ 0 0
ν 0 −λ− ν λ
0 ν µ −µ− ν

 ,
and D′′1 contains only zeros except for λ on position (1, 4).
5.1.2 Superposition
Consider now the tree topology from Figure 2. Applying
the previous ideas, we can immediately construct the (in-
dependent) MAPs M1 and M2 corresponding to the inter-
miss times at the caches C1 and C2, respectively (see Fig-
ures 5.(a)-(b)).
C1
C1
µ1, 0 0, λ1
(a) M1
C2
C2
µ2, 0 0, λ2
(b) M2
C1C2 C1C2
C1C2 C1C2
µ2, 0
µ1, 0
0, λ2
0, λ1 µ1, 0
µ2, 0
0, λ1
0, λ2
(c) M3
Figure 5: The MAPs M1, M2, and M3 corresponding to the
inter-miss times at caches C1 and C2 from Figure 2, and
their superposition
The construction of the superposition of M1 and M2, de-
noted by M3, proceeds by forming the Cartesian product of
the sets of states of M1 and M2; the resulting states have
the same interpretation as in the previous subsection, e.g.,
C1C2 stands for ‘object in cache C1 and not in cache C2’.
Moreover, the formation of the hidden and active transi-
tions proceeds as before. For instance, while in state C1C2
two transitions are possible: an active one (i.e., ‘0, λ2’) cor-
responding to an arrival at C2, and a hidden one (i.e., ‘µ1, 0’)
corresponding to the TTL expiration.
Furthermore, one can construct the MAP corresponding
to the inter-miss times at cache C3 (in Figure 2) following
the ideas so far. As the resulting number of states is eight
(i.e., from doubling the states of M3), we omit the graphical
depictions. We can remark however that both the input-
output and superposition operations result in an exponen-
tial increase of the number of MAP states; this fact will be
elaborated more precisely later.
5.2 General Results
We now present the general results for constructing MAPs
in feedforward networks of R, Σ, and min(Σ,R) caches. As
we previously mentioned, the MAP framework allows TTLs
to belong to the broad class of PH distributions, which we
define next.
Definition 7 (Phase-Type Distribution). Let S a
m×m subintensity, S0 := −S1, and pi a stochastic m-vector.
Define a Markov process with generator
P :=
(
0 0
S0 S
)
,
which extends S by an absorbing state 0 and exit transitions
from every state in S to 0. A PH distribution (of order m),
denoted as T = (S, pi), is defined as the time until absorption
in state 0 of the Markov process generated by P , and which
starts in any of the states {1, . . . ,m} according to pi.
We remark that we chose the less standard notation with
the 0 vector on the first row instead of the last; this choice
will permit expressing the input-output cache operation in
a convenient manner.
Next we summarize the known result of MAPs’ superposi-
tion and then present our main results on the input-output
cache operation involving MAP requests and PH TTLs.
5.2.1 Superposition
First we briefly review the superposition of MAPs, for
which we need to introduce the Kronecker sum ⊕ and prod-
uct ⊗ operators for matrices.
If A and B are m×m and n× n matrices then
A⊗B :=


a11B · · · a1mB
...
. . .
...
an1B · · · ammB


A⊕B := A⊗ In + Im ⊗B ,
where A = (ai,j) and Ik is the k × k identity matrix (note:
the operator ⊕ is simplified for the case of square matrices).
Theorem 2 (MAP Superposition [29]). If the MAPs
M1, . . . ,Mn are represented in terms of the matrices (D
1
0,D
1
1),
. . . , (Dn0 ,D
n
1 ), then their superposition M is also a MAP
given by
D0 = D
1
0 ⊕ · · · ⊕D
n
0
D1 = D
1
1 ⊕ · · · ⊕D
n
1 .
With abuse of notation we use the same operator ⊕ for the
MAPs’ superposition, i.e.,
M =M1 ⊕ · · · ⊕Mn .
Consider for example M3 =M1 ⊕M2 for the MAPs from
Figure 5, and in particular the corresponding matrices of
hidden transitions
D10 =
(
−λ1 0
µ1 −µ1
)
, D20 =
(
−λ2 0
µ2 −µ2
)
.
Then the Kronecker sum D10 ⊕D
2
0 can be written as

−λ1 0 0 0
0 −λ1 0 0
µ1 0 −µ1 0
0 µ1 0 −µ1

+


−λ2 0 0 0
µ2 −µ2 0 0
0 0 −λ2 0
0 0 µ2 −µ2

 .
It is instructive to observe that the state-space of the Kro-
necker sum corresponds to the Cartesian product of the state
spaces ofM1 andM2 in lexicographical order, and which re-
tains the Markovian properties of the (independent) super-
posed MAPs. Every state in M1 corresponds to a block of 2
(i.e., the dimensionality ofM2) states inM1⊕M2; moreover,
every state within such a block corresponds to a state inM2.
For the MAPM3 from Figure 5.(c), the corresponding states
are, in order, C1C2, C1C2, C1C2, and C1C2.
5.2.2 Input-Output: Σ, R, and min(Σ,R) Caches
LetM be the MAP of cache requests and T be the TTL’s
PH distribution. We now prove that the input/miss process
M ′, denoted formally using the notation
M ′ :=M ⊘ T ,
is also a MAP, for all Σ, R, and min(Σ,R) caches. Note
that, unlike in Section 4 where the R model was simpler
than the Σ model, the opposite holds for MAPs for which
reason we start with Σ.
Theorem 3 (MAP -PH-Σ Cache). Consider a Σ-cache
where requests arrive according to a MAP M = (D0,D1).
The TTLs are iid with a PH-distribution T and generator
P; also, M and T are independent. Then M ′ := M ⊘ T is
a MAP with
D
′
0 = (P⊕D0) +


0 0 . . . 0
0 D1
. . .
...
...
. . . 0
0 . . . 0 D1


D
′
1 =


0 pi1D1 pi2D1 . . . pimD1
0 0 0 . . . 0
...
...
...
...
0 0 0 . . . 0

 ,
where the 0 vectors have dimension n×n. IfM has n states
and T has m transient and one absorbing states, then D′0
and D′1 are n(m+ 1)× n(m+ 1) matrices.
The proof is based on a constructive argument.
Proof. First, it is easy to check that M ′ is a MAP ac-
cording to Definition 6. The state space of M ′ is the Carte-
sian product of the state spaces of T and M (thus the term
P ⊕D0 in the expression of D
′
0). Note that, for technical
reasons, the order of T and M in the Cartesian product is
the opposite to the order in M ⊘ T . The Cartesian product
accounts for all the combinations of states from T and M .
In particular, every state in T corresponds to a block of n
states in M ′ (e.g., the first n rows and columns in D′0 and
D′1), each corresponding to a state in M (recall the exam-
ple after Theorem 2); moreover, block i corresponds to the
states (i− 1)n+ j ∀j = 1, . . . , n.
Next, to prove thatM ′ models the miss process, we divide
the m+ 1 blocks of M ′ into two groups: OUT and IN. The
OUT group accounts for the situation when the object is
‘out of the cache’ and corresponds to the absorbing state
of T , i.e., when the TTL is expired. While in any of the
OUT states (corresponding to a position (i, j) in D′0 and
D′1 with 1 ≤ i ≤ n and 1 ≤ j ≤ n(m + 1)), there are
both hidden transitions (only due to the second Kronecker
product in P ⊕ D0; the first product does not contribute
because the current state of T is absorbing according to our
representation of P from Definition 7) and active transitions
(see the first block of rows in D′1). An active transition
regenerates the phase of the TTL according to the stationary
distribution pi and consequently M ′ jumps to an IN block.
The IN group accounts for the situation when the object
is ‘in the cache’, and each block within corresponds to one of
the phases of T . While in any of the IN states (corresponding
to a position (i, j) in D′0 and D
′
1 with (n+1) ≤ i ≤ n(m+1)
and 1 ≤ j ≤ n(m + 1)) there are only hidden transitions.
Some are given by the entries of P⊕D0, and thus modelling
the joint evolution ofM and T . Importantly, we remark that
since M ′ is within an IN group, the active transitions from
D1 become passive; this is expressed in the second term of
D′0. Moreover, the time between any two consecutive such
transformed passive transitions corresponds to an element
Xs from the definition of the stopping time of a Σ-cache
(recall Eq. (3)). Finally, M ′ eventually jumps to the OUT
block when an exit transition from T occurs.
Note that the proof implicitly uses the fact that the su-
perposition of independent MAPs retains the underlying
Markovian properties. ✷
Constructing the output for a R cache follows along the
same lines except that the state of the TTL is reset with each
arrival while the object is in the cache. This difference is
modelled explicitly in the second term of D′0 in the following
theorem.
Theorem 4 (MAP -PH-R Cache). Under the same con-
ditions as in Theorem 3, but for a R cache, M ′ := M ⊘ T
is a MAP with
D
′
0 = (P⊕D0) +


0 0 0 . . . 0
0 pi1D1 pi2D1 . . . pimD1
...
...
... . . .
...
0 pi1D1 pi2D1 . . . pimD1


D
′
1 =


0 pi1D1 pi2D1 . . . pimD1
0 0 0 . . . 0
...
...
...
...
0 0 0 . . . 0

 .
where the 0 vectors have dimension n×n. If M has n states
and T has m transient and one absorbing states, then D′0
and D′1 are n(m+ 1)× n(m+ 1) matrices.
Proof. The proof is identical to the previous one, except
for accounting for the difference between Σ and R caches
(see Eq. (3) vs. Eq. (2)). Concretely, while in the states of
the IN group, an active transition becomes passive (as in the
Σ case), but it also resets the phase of the TTL according
to the probability vector pi. ✷
Finally, the case of a min(Σ,R) cache exploits the known
property that PH-distributions are closed under the mini-
mum operator [10]):
Lemma 3 (Minimum of two PH-distributions). Let
T1 = (S1, pi1) of order m, and T2 = (S2, pi2) of order q be
two PH distributions. Then min(T1, T2) is a PH distribution
of order mq, and given by (S, pi) where
S = S1 ⊕ S2 and pi = pi1 ⊗ pi2 .
The construction of the min(Σ,R) output next follows by
leveraging the property that the minimum of the two stop-
ping times corresponding to Σ and R, respectively, carries
over to the TTLs’ PH representations. In fact, given the
minimum PH distribution from Lemma 3, the construction
of the new matrix D′0 is comparable to the one from The-
orem 4, and follows by repeating its construction for the
second term of D′0.
Theorem 5 (MAP -PH-min(Σ,R) Cache). Consider
a min(Σ,R) cache where requests arrive according to a MAP
M = (D0,D1). The two TTLs are iid with PH distri-
butions TΣ and TR for Σ and R, respectively. Arrivals
and both TTLs are independent. If P denotes the gener-
ator of the PH distribution min(TΣ, TR) with corresponding
initial vector pi = piΣ ⊗ piR (see Lemma 3, where piΣ and
piR are the initial vectors of TΣ and TR, respectively), then
M ′ :=M ⊘min(TΣ, TR) is a MAP with
D
′
0 = (P⊕D0) +

0n×n 0n×nq 0n×nq . . . 0n×nq
0nq×n Ω 0nq×nq . . . 0nq×nq
0nq×nq Ω
...
...
...
. . .
. . . 0nq×nq
0nq×n 0nq×nq . . . Ω


D
′
1 =


0n×n pi1D1 pi2D1 . . . pimqD1
0n×n 0n×n . . . . . . 0n×n
...
...
...
0n×n 0n×n . . . . . . 0n×n

 ,
where
Ω =


piR1D1 . . . pi
R
qD1
...
...
piR1D1 . . . pi
R
qD1


has dimension (nq × nq), whereas the 0a×b vectors have
dimension a × b. If M has n states, TΣ has m transient
states, and TR has q transient states, then D′0 and D
′
1 are
n(mq + 1)× n(mq + 1) matrices.
We make the important observation that because the or-
der of T1 and T2 from Lemma 3 matters for the order of the
states in the Markov chain of the corresponding minimum,
the order of min(TΣ, TR) cannot be interchanged without
changing the structure of D′0.
Proof. The eviction event for the minimum of the two
stopping times as defined in Eq. (4) translates into either
reaching the accepting state of TΣ, or reaching the accepting
state of TR without an intermittent arrival. The minimum
distribution of TΣ and TR captures this behavior up to the
resetting of TR upon arrivals. As mentioned in the proof
of Theorem 4, an arrival resets TR back to its initial state
defined by its initial vector piR; however, the state of TΣ
is preserved. By Lemma 3 (and the underlying Kronecker
sum), the states in min(Σ,R) are lexicographically ordered
with the states of Σ followed by the states of R. According
to this order and because the reset behavior only changes
the state of TR, an arrivals’ effect remains local to each
diagonal block Ω. Each Ω corresponds to theR reset matrix,
as defined in the second term of D′0 in Theorem 4. ✷
In order to analyze feedforward cache networks we next
complete the description of network cache operations by in-
troducing the splitting concept of MAPs.
5.2.3 Probabilistic Splitting of Arrivals
. . .
[p1. . . pn]
M
Figure 6:
n-fold split
of M
Apart from the superposition and the
input-output operations, the third op-
eration allows to split the MAP of an
input (output) process, as shown in
Figure 6. This works as an inverse op-
eration of the superposition operator
and allows to model the behavior of
a cache feedforward network. A com-
mon splitting operation is when the
process is split accordingly to some
fixed probabilities. Such a construc-
tion allows to capture the behavior of an idealized load bal-
ancer.
Lemma 4 (Splitting). Assume a MAPM = (D0, D1)
is split into n sub processes according to a stochastic n-vector
p. The resulting processes are characterized by the MAPs
Mi = (D
i
0, D
i
1), where
Di0 = D0 + (1− pi)D1 and D
i
1 = piD1 ,
for 1 ≤ i ≤ n.
Proof. This is an extension of the known result that a
single MAP is closed under thinning [33]. ✷
We point out that an input process represented as a MAP
can be split in different ways of which many can be captured
by a thinning operation. As further examples, the MAP ar-
rival model is also closed under splitting requests according
to their origin, or more generally, when the splitting deci-
sions can be described by a Markov process. Besides ac-
counting for splitting operations, our results can be further
extended to account for various cache replication strategies
as considered in Martina et al. [30].
Having introduced the main operations, we next state how
to obtain the cache metrics from a MAP model of a cache.
5.3 Cache Metrics
For the MAP representation, the metrics can be derived
in a uniform manner as the caching policies are encoded in
the model.
Lemma 5 (Cache Metrics for a MAP cache). For
the R, Σ, and min(Σ,R) caching policies, if the input pro-
cess is an n-state MAP M = (D0, D1), with steady-state
probability vector p, and the output process is an n′-state
MAP M ′ = (D′0, D
′
1), with steady-state vector p
′, the miss
probability and the cache occupancy are given by
M =
p′D′11
′
pD11
and H = 1−M
pi =
n′∑
i=1
pi 1{state i ∈ IN}
where 1 and 1′ are all-ones vectors of dimensions n × 1
and n′ × 1, respectively, and IN was defined in the proof of
Theorem 3.
We note that the underlying stationary distribution ofM⊘T
exists when both M and T are ergodic.
5.4 Numerical Complexity
Although MAPs exactly characterize the miss-process of
a cache network, the key drawback of the superposition and
the input-output operations is that the state-spaces of the
involved MAPs increase multiplicatively in the number of
caches and the number of states of the TTLs’ PH distribu-
tion, respectively (cf. Theorems 2-5).
We summarize the scaling behavior in the following lemma
for the analysis of a binary tree.
Lemma 6 (Scaling of State Space). Assume a com-
plete binary tree of height h with 2h−1 arriving n-state MAPs.
All nodes implement either R or Σ caches, with an m-state
PH-distribution for the TTLs. Then, for a fixed object, the
state space size for the exact analysis of the miss process
scales as n2
h
m2(2
h−1).
The proof follows immediately by induction. We note that,
in the case of min(Σ,R) caches, the state space complexity
is even higher.
Although the computational complexity in the tree height
appears to be prohibitively high, we point out that the ma-
trices arising from the caching operations have a very regu-
lar sparse structure (as those involved in matrix geometric
methods [32]). This sometimes allows to explicitly solve for
the MAP’s balance equations. Besides, matrix implemen-
tations using sparse representations enable the analysis of
medium sized caching networks. In our own implementa-
tions, used as sanity checks for Theorems 3-5, we considered
trees with height three (without relying on sparse-matrix
representations) and trees up to height five (using an open-
source sparse-matrix implementation), with multiple MAP
arrivals and PH distributions.
6. CONCLUSION
In this paper we have provided the first exact analysis
of TTL cache networks in great generality. We have de-
veloped two main methods covering three common TTL
caching policies: R, Σ, and min(Σ,R) which are employed
in practical implementations. With the first method we have
generalized an existing result available for lines of R caches
with renewal requests, by additionally accounting for Σ and
min(Σ,R). The key idea was to conveniently formalize the
three TTL caching policies by a stopped-sum representa-
tion, whose transform could thereafter be computed using
a change of measure technique. To address the lack of clo-
sure of renewals under superposition (and hence the inherent
limitation to line networks), our second method proposed to
use the versatile class of MAPs to model cache non-renewal
requests. The key contribution was to show that MAPs are
closed under the input-output operation of all three caching
policies, whereby TTLs follow PH distributions. This prop-
erty was instrumental for the exact analysis of feedforward
networks. While the method addressing MAPs has a much
broader applicability, it suffers however from an exponential
increase in the space complexity. An immediate research
direction concerns the development of fast numerical algo-
rithms leveraging the sparse and regular structure of the
underlying MAPs. In this way, one could gain analytical
insight into the general cache placement problem in large
heterogeneous networks, whereby different nodes can imple-
ment different policies.
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APPENDIX
A. PROOFS OF SECTION 4
A.1 Proof of Proposition 1
Fix t ≥ 1 and x ≥ 0. The distribution F˜ (x) follows im-
mediately from the integration rule from Eq. (10):
P˜ (Xt ≤ x) =
∫
e−ωXt
Lω(X)
1{Xt≤x}dPXt ,
where PXt is the projection of P on σ(Xt). In turn, for T˜ (x),
we have similarly
P˜ (Tt ≤ x) =
∫
ΩXt×{Tt≤x}
e−ωXt
Lω(X)
dPXt × PTt
=
∫
Tt≤x
∫
ΩXt
e−ωXt
Lω(X)
dPXtdPTt
=
∫
Tt≤x
dPTt = FT (x) ,
where ΩXt denotes the (projected) sample space correspond-
ing to Xt. In the first line we used the independence of Xt
and Tt, i.e., the random vector (Xt, Tt) has the product mea-
sure dPXt × PTt , where PXt and PTt are the projections of
P on σ(Xt) and σ(Tt), respectively. In the second line we
used Fubini’s theorem.
Lastly, consider B1 ∈ σ(Xt) and B2 ∈ σ(Tt). Using again
the independence of Xt and Tt (under P) and Fubini’s the-
orem we get
P˜ (Xt ∈ B1, Tt ∈ B2) =
∫
e−ωXt
Lω(X)
1{Xt∈B1,Tt∈B2}dP
=
∫
ΩXt
e−ωXt
Lω(X)
1{Xt∈B1}dPXt
∫
Tt∈B2
dPTt
= P˜ (Xt ∈ B1) P˜ (Tt ∈ B2) ,
which completes the proof. ✷
A.2 Proof of Corollary 1
Using the integration rule from Eq. (10) we first compute
P˜(X ≤ T ) = E˜
[
1{X≤T}
]
=
E
[
1{X≤T}e
−ωX
]
E [e−ωX ]
=
ψ(ω)
Lω(X)
,
such that the pmf of τ is
P˜(τ = t) =
(
P˜(X ≤ T )
)t−1 (
1− P˜(X ≤ T )
)
= (
ψ(ω)
Lω(X)
)t−1 (1−
ψ(ω)
Lω(X)
) .
Finally, applying Theorem 1 and manipulating progression
series yields
E
[
e−ωSτ
]
= E˜ [Lω(X)
τ ]
=
∞∑
t=1
(Lω(X))
t (
ψ(ω)
Lω(X)
)t−1 (1−
ψ(ω)
Lω(X)
)
=
Lω(X)− ψ(ω)
1− ψ(ω)
,
which completes the proof. ✷
A.3 Proof of Corollary 2
We first need to introduce the distribution convolution of
St, for all t ≥ 1, in the new space (Ω,F , P˜). These are given
for all x ≥ 0 by by F˜ 1(x) := F˜ (x) as in Proposition 1 and
then recursively for t > 1 by the convolutions
F˜ t(x) =
∫ x
0
F˜ t−1(x− y)dF˜ (y) ,
where F˜ 0(x) = 0 for x < 0 and F˜ 0(x) = 1 for x ≥ 0. Assume
also the existence of the corresponding densities f˜ t.
We next need the pmf of τ , which here proceeds by first
conditioning on T , and then on St−1 = X1+ · · ·+Xt−1 and
recalling from Proposition 1 that g˜(x) = g(x).
P˜(τ = t) = P˜(St > T, St−1 ≤ T )
=
∫ ∞
0
P˜(St > x, St−1 ≤ x) g˜(x) dx
=
∫ ∞
0
∫ x
0
(1− F˜ (x− y)) f˜ t−1(y) dy g(x) dx
=
∫ ∞
0
(
F˜ t−1(x) − F˜ t(x)
)
g(x) dx .
The rest proceeds as in the proof of Corollary 1. ✷
A.4 Corollary for the G-G-min(R,Σ) Case
Corollary 3 (G-G-min(R,Σ)).
Let τ be defined as in Eq. (4) and G(·), g(·) be the distri-
bution and density of TΣ, H(·) be the distribution of TR,
and F (·) be the distribution of the arrivals. Then for some
ω > 0 the Laplace transform of the inter-miss time in the
G-G-min(R,Σ) model is given by
E
[
e−ω Sτ
]
=
∑
t≥1
φ(ω)t
∫ ∞
0
E˜
[
t−1∏
i=1
(1−H(Xi))E˜ [H(Xt)] |
t−1∑
i=1
Xi ≤ k
]
− E˜
[
t−1∏
i=1
(1−H(Xi))H(Xt)|
t∑
i=1
Xi ≤ k
]
g(k)dk
+
∫ ∞
0
E˜
[
t−1∏
i=1
(1−H(Xi)) E˜ [H(Xt)] |
t−1∑
i=1
Xi ≤ k
]
g(k)dk
+
∫ ∞
0
E˜
[
t−1∏
i=1
(1−H(Xi))E˜ [1−H(Xt)] |
t−1∑
i=1
Xi ≤ k
]
− E˜
[
t∏
i=1
(1−H(Xi))|
t∑
i=1
Xi ≤ k
]
g(k)dk
The proof is quite tedious and follows by conditioning; an
explicit result for M -M -min(Σ,R) is given in Table 1.
B. EXAMPLES FOR CACHES WITH PH TTLS
In this section we give examples for the application of
Theorems 3-5. For all of the following three cache models
(Σ, R, min(Σ,R)), we assume MMPP arrivals, denoted by
M , in the following reproduction of Figure 3:
1 2
a, 0
0, λ1
b, 0
0, λ2
B.1 Σ Cache Model
We assume the following TTL T (in Markov chain repre-
sentation and which starts in state 1 with probability one).
1 2 0
µ1 µ2
The output MAP is constructed by replicating theMMPP’s
states for each state of the TTL and adjusting for the in-
herent cache property, that no misses occur while the object
is in the cache. This basic idea is reflected in taking the
Cartesian product of T and M and subsequently making all
of D1’s transitions passive (cf. definition of D
′
0 in Theo-
rem 3).
C1 C2
C1 C2
C1 C2
a, 0
b, 0
a, 0
b, 0
a, 0
b, 0
0, λ1
0, λ2
µ1, 0 µ1, 0
µ2, 0 µ2, 0
IN states
Note that we do not draw self-loops unless they are active
transitions (i.e., the entries D′0ii are not drawn, whereas an
entry D′1ii is drawn, as in the MMPP example). While the
cache is in the IN state, further arrivals do not change the
state of the cache. Thus, there are no transitions with λ1 or
λ2 in the IN part of the resulting cache.
B.2 R Cache Model
Similarly to the Σ case we consider the MMPP arrival
process M and the following TTL T (in Markov chain rep-
resentation and which starts in state 1 with probability one):
1 2 0
ν1 ν2
Constructing the output MAP for the R case bears a sub-
tle difference from the Σ case. The basic idea is again to
replicate the MMPP’s states for each state of the TTL but
then we have to accommodate for the R resetting behavior
of this cache model: every arrival while the object is in the
cache resets the TTL’s state according to its initial vector.
Recalling the notations from Theorem 4, this idea is re-
flected by taking the Cartesian product of T and M and
subsequently adjusting for the “resetting behavior”, i.e., by
making D1’s transitions passive and resetting T ’s state.
C1 C2
C1 C2
C1 C2
a, 0
b, 0
a, 0
b, 0
a, 0
b, 0
0, λ1
0, λ2
λ1, 0 λ2, 0
ν1, 0 ν1, 0
ν2, 0 ν2, 0
IN states
Note that if there was a greater number of TTL states
and a non-trivial initial probability vector pi for T , then
the passive transitions ‘λ1, 0’ and ‘λ2, 0’ for each state of T
would be directed to the initial states according to pi and
independently of T ’s current state. This is represented by
the second term of D′0 in Theorem 4 by repeating the row
with piiD1 for each state of the TTL.
Finally, we turn to the min(Σ,R) cache model which is
more complicated due to the higher number of states in-
volved.
B.3 min(Σ,R) Cache Model
Consider the same MMPP arrival process M with the fol-
lowing TTL representations. For the Σ part of the model,
the TTL is called TΣ:
1 2 0
µ1 µ2
In turn, for the R part of the model, the TTL is called
TR:
1 2 0
ν1 ν2
The corresponding output for a min(Σ,R) cache follows
by constructing the PH minimum for min(TΣ, TR) which
has four transient states and one absorbing state.
Then, we replicate the MMPP’s states for each state of
min(TΣ, TR) and link this Cartesian product construction
with the reset behavior of the R model. As pointed out in
the proof of Theorem 5, the resetting behavior of R has to
preserve the state of TΣ. This behavior is represented in the
following output MAP by the two ‘λ1, 0’ and the two ‘λ2, 0’
transitions.
C1 C2
C1 C2
C1 C2
C1 C2
C1 C2
a, 0
b, 0
a, 0
b, 0
a, 0
b, 0
a, 0
b, 0
a, 0
b, 0
0, λ1
0, λ2
λ1, 0 λ2, 0
λ1, 0 λ2, 0
µ1, 0 µ1, 0
ν1, 0 ν1, 0
ν1, 0 ν1, 0µ1, 0 µ1, 0
µ2, 0 µ2, 0
ν2, 0 ν2, 0
µ2 + ν2, 0 µ2 + ν2, 0
For a better visualization, the five layers of the above out-
put MAP can be interpreted as 1) OUT (absorbing state), 2)
IN Σ−State 1 R−State 1, 3) IN Σ−State 2 R−State 1, 4)
IN Σ−State 1R−State 2, and 5) IN Σ−State 2 R−State 2,
from bottom up, where OUT and IN have the meanings from
the proof of Theorem 3.
