Given a data set (t i , y i ), i = 1, . . . , n with the t i ∈ [0, 1] non-parametric regression is concerned with the problem of specifying a suitable function f n : [0, 1] → R such that the data can be reasonably approximated by the points (t i , f n (t i )), i = 1, . . . , n. If a data set exhibits large variations in local behaviour, for example large peaks as in spectroscopy data, then the method must be able to adapt to the local changes in smoothness. Whilst many methods are able to accomplish this they are less successful at adapting derivatives.
Introduction

Smoothing and weighted smoothing splines
In the one-dimensional case nonparametric regression is concerned with determining a function f n : [0, 1] → R which adequately represents a data set y n = {(t i , y(t i )) : t i ∈ [0, 1], i = 1, . . . , n}. The problem is to provide a function f n which is an adequate representation of the data. One well established method for accomplishing this goal is that of smoothing splines defined as the solution of the problem min S(g, λ) :
where λ is the smoothing parameter (see Wahba (1990) ; Green and Silverman (1994) ; Ruppert et al. (2003) ). This approach has two weaknesses. The first is that there may not be any choice of λ for which the resulting fit is satisfactory. This is particularly the case if the data show large local variations such as in Figure 1 which are taken from thin film physics. They were kindly supplied by Prof. Dieter Mergel of the Department of Physics, University of Duisburg-Essen. X-rays are beamed onto a thin film and the data give the photon count of the diffracted rays as a function of the angle of diffraction. The sample size is n = 7001. The high peaks can only be adequately captured with a small value of λ in (1). This has however the consequence that the function oscillates too rapidly between the peaks. The second problem is to give an automatic choice for λ. Methods suggested include cross-validation, generalized cross-validation, generalized maximum likelihood and restricted maximum likelihood (Craven and Wahba (1978) ; Wahba (1985) ; Ruppert et al. (2003) ). However it is clear that if there is no satisfactory value of λ then no automatic choice will work. In this paper we attain more flexibility by considering a vector λ = (λ 1 , . . . , λ n ) rather than a single value λ and we replace the minimization problem (1) by
Comparing this with (1) we see that the smoothing parameter λ has now been transferred from the penalty term to the observations themselves. The solution, which we denote by f n (· : λ), is a natural cubic spline (see Green and Silverman (1994) ) but the λ i now control the fit at the observation points (t i , y(t i )) rather than the size of the penalty which is now fixed. In the case of the data displayed in Figure   1 we would choose large values of λ i at the peaks causing them to be adequately approximated. At points away from the peaks we would choose the λ i to be small and thus ensure a smooth solution at these points.
The method proposed here belongs to the category of spatially adaptive splines.
For other spatially adaptive spline methods we refer to Luo and Wahba (1997) , Denison et al. (1998) , Ruppert and Carroll (2000) , Zhou and Shen (2001) , DiMatteo et al.
(2001), Pittman (2002) , Wood et al. (2002) , Shen (2003, 2005) , Pintore et al.
.
Contents
In Section 2 we describe an approach to choosing a model in the context of nonparametric regression which is based on a universal, honest and non-asymptotic confidence region. Section 3 shows how the ideas of Section 2 can be adapted to give a simple method for choosing the weights of a weighted smoothing spline. Examples and the results of a small simulation study are given in Section 4. Section 5 gives two variations on this theme and Section 6 extends the method to image analysis. Finally in Section 7 we look at the asymptotics.
Choosing a model
Nonparametric confidence regions
A lot of work has been devoted to choosing a model from a sequence of models of increasing complexity. Choosing a value of λ in (1) falls into this category as the smaller λ the more complex the resulting smoothing spline. Methods developed to solve the problem include cross-validation, plug-in methods as well as AIC and BIC which are explicitly phrased in terms of balancing complexity and fidelity. We take a different approach here which is implicit in Davies and Kovac (2004) and explicit in Davies et al. (2008b) . We define a universal, honest and non-asymptotic confidence region A n and given this region we choose non-decreasing λ j i , j = 1, 2, . . . to force f n (· : λ j ) to eventually lie in A n . This gives a sequence of functions of increasing roughness (or complexity) and we choose the first one which lies in A n . The region A n is based on the residuals and requires a stochastic model. The one we use is
with Z(t) standard Gaussian white noise. Following Davies et al. (2008b) A n is defined as follows. For any function g we consider normalized sums of residuals over intervals w(y n , I, g) = 1
where |I| denotes the number of points t i in the interval I. For data Y n = Y n (f ) generated under the model (3) we define the confidence region for f by
where I n is a family of intervals and τ n = τ n (α) is defined by
n 100 250 500 1000 2500 5000 10000 Table 1 : The values of τ n (α) for the dyadic scheme I n , α = 0.95 and 0.99 and n = 100, 250, 500, 1000, 2500, 5000 and 10000.
It follows that A n (Y n , σ, I n , τ n ) is a universal, honest and non-asymptotic confidence region for f , that is
= α for all f and n. of 2 we simply include the last interval whatever its form. In the remainder of the paper we use this dyadic scheme. For any scheme I n and for given α the values of τ n (α) as defined by (5) can be obtained by simulations. Table 1 gives the values of τ n (α) for the dyadic scheme just described, α = 0.95 and 0.99 and for various sample sizes n. The results are based on 10000 simulations.
It follows from a result of Dümbgen and Spokoiny (2001) and the very precise result of Kabluchko (2007) that if I n contains all one-point intervals then
for all α. In particular this holds for the dyadic multiscale family I n we consider.
The resulting curves are not sensitive to the value of τ n (α) and so for simplicity in the remainder of the paper we simply put τ n (α) = 3. This is consistent with the values of Table 1 .
An Associate Editor asked to what extent the results depend on the chosen scheme I n and the value of τ n . This can be analysed as follows. Suppose the data are generated by a function f and consider a functionf n which differs from f by δ n on an interval I, that isf n (t) − f (t) > δ n , t ∈ I. This will be detected by the procedure iff n / ∈ A n . If I n is the family of all intervals thenf n / ∈ A n follows from
From this we deduce that the deviation will be detected with probability at least
If we use the dyadic scheme I ′ n it is no longer guaranteed that I ∈ I ′ n . However there exists an interval I ′ ⊂ I in I ′ n with |I ′ | ≥ |I|/2. The same argument gives
Denser schemes I n (κ) parameterized by a parameter κ, 1 < κ ≤ 2, with |I n (κ)| = O(n) are given in Davies et al. (2008b) : the dyadic scheme corresponds to the case κ = 2. If we use I n (κ) then we can replace (7) by
As τ n (κ) < τ n this can be made arbitrarily close to the case of all intervals (6).
The dyadic scheme is the coarsest we use, but it is nevertheless efficacious as shown by the results of Davies et al. (2008a) . The analysis we have done is for a worstcase situation, the actual performance may be better. As an example we take α = 0.95, σ = 1 and n = 1000. It follows from Table 1 that the value of τ ′ n in (7) is 2.71. Simulations show that the corresponding value of τ n in (6) 
withf n (t) = 0.7 for 0.5 < t ≤ 0.524 and zero otherwise.
then we have δ n ≥ 1.39 for (6) and δ n ≥ 1.92 for (7). The upper panel of Figure 2 shows standard white noise f ≡ 0: the lower panel showsf n (t) + Z(t) for the same noise withf (t) = δ for 0.5 < t ≤ 0.524, zero otherwise and δ = 0.7. The signal in the lower panel is difficult to detect by eye: the signal-to-noise ratio is 0.11. However it is detected using the dyadic scheme with τ n = 3. If we put τ n = 2.71 then a signal with δ = 0.63 is detected. If we use all intervals then with τ n = 3 a signal with δ = 0.67 is detected, for τ n = 2.91 a signal with δ = 0.64 is detected. The differences are not large.
So far we have assumed that σ is known which is not the case. We use the default value (Davies and Kovac (2001))
For data generated under the model we have
If Z is a N(0, 1) random variable it may be checked that the median of |Z − c| strictly exceeds that of |Z| for any c = 0. From this it follows that σ n is always biased upwards under the model. Consequently A n (Y n , σ n , I n , τ n ) is no longer a universal, exact, non-asymptotic confidence region but it is a universal, honest (Li (1989) ), non-asymptotic confidence region
≥ α for all f and n.
Given the confidence region A n (y n , σ n , I n , τ n ) and the measure of roughness
the natural approach would be to solve minimize R(g) subject to g ∈ A n (y n , σ n , I n , τ n ).
As A n is defined by a set of linear inequalities involving the values of g at the points t i the problem is one of quadratic programming. If we take the dyadic scheme for I n then A n is defined by about 4n linear inequalities. For small data sets with n ≤ 1000 which exhibit little local variability it is possible to solve this directly but the approach fails for data sets such as those of Figure 1 with n = 7001.
The quadratic programming problem involves 7001 parameters and the number of linear constraints is about 28000. Furthermore the fact that the squared second derivative varies by several orders of magnitude over the interval causes excessive numerical instability. In contrast the problem (2) can be solved for in a fast and stable manner even for values of λ i which differ by orders of magnitude. In the next section we describe an automatic procedure for doing this which attempts to emulate the solution of (9).
The idea of the confidence region as defined above is implicit in Davies and Kovac (2001) . A similar idea was used by Dümbgen and Spokoiny (2001) for testing for monotonicity and convexity of nonparametric functions. Universal, exact, nonasymptotic confidence regions based on the signs of the residuals sign(y(
rather than the residuals themselves are to be found implicitly in Davies (1995) and explicitly in Dümbgen (2003 Dümbgen ( , 2007 and Dümbgen and Johns (2004) . These require only that under the model the errors are independently distributed with median zero. As a consequence they do not require an auxiliary estimate of scale such as (8).
3 Choosing the weights
The procedure
The procedure we use is based on the following heuristic. If λ is small then the solution f n (· : λ) of (2) will be essentially the least squares line through the data.
If on the other hand all the components λ i of λ are very large then f n (· : λ) will almost interpolate that data and will lie in A n as all residuals will be close to zero.
The idea is then to start with very small λ i and then to increase them gradually until f n (· : λ) lies in A n and then stop. More formally we start with the least squares regression line and check whether this lies in A n . If so we stop and accept the solution. Otherwise put λ 1 = (λ 1 , . . . , λ 1 ) where λ 1 is chosen to be so small that the solution of (2) with λ = λ 1 differs from the least squares lines by some small prescribed quantity. At the ith stage we have the solution f n (· : λ i ) based on the weights λ i . We check if the solution lies in A n and if so we stop. If not we determine those intervals I i ∈ I n for which
For all points t j in any such interval we increase the corresponding λ i j by a factor of q, that is λ i+1 j = qλ i j . Our default value for q is 2. The remaining λ i j are not altered. This gives us a new λ i+1 and we repeat the procedure.
As defined the procedure is difficult to analyse, especially as the effect is a finite sample one: it will gradually disappear for a fixed function f as the sample size n tends to infinity. The problem can be circumnavigated to a certain extent as follows. We consider a second procedure but this time with the components λ
If the solution does not lie in A n then all components are increased by a factor of q and not just those whose t j values lie in intervals I i for which (10) holds. For this form of λ = (λ, . . . , λ) it can be shown that R(f n (· : λ)) depends monotonically on λ which makes it amenable to mathematical analysis.
If we now perform both procedures and then choose at the end the smoothest of the two solutions we have a procedure which can be analysed. We have not yet encountered a data set where the result of the second procedure with equal weights was chosen. We point out that solving (2) for this form of λ is equivalent to solving
(1) but with λ −1 in place of λ. The second procedure therefore does the following. It considers the one-dimensional family of solutions of (1) and chooses the smoothest such function which lies in A n . This is an alternative to choosing the smoothing parameter by cross-validation or likelihood methods.
An illustration
We apply the procedure to the thin film data of Figure 1 . The value of σ n of (8) is 8.3868. With n = 7001 and τ n (α) = 3 we have σ n τ n (α) log n = 8.3868 3 · log 7001 = 43.22
The upper panel of Figure 3 forces the solution of (1) to adjust to the peak.
Examples and simulations
The thin film data
The estimators we consider are the weighted smoothing spline (wss), the spatially adaptive spline method due to Ruppert and Carroll (2000) and the standard smoothing spline (smspl) with smoothing parameter chosen by cross validation. The RuppertCarroll method uses so called 'penalized splines' which are the p-splines of Eilers and Marx (1996) (see also O'Sullivan (1986 O'Sullivan ( , 1988 ). In contrast to smoothing splines they use a spatially weighted penalty term with the weights being determined by generalized cross-validation. The method is not fully automatic and requires the specification of the maximum number of knots. Based on Ruppert and Carroll (2000) the numbers we choose are 40, 80, 160 and 320: we denote the corresponding estimators by pspl40, pspl80, pspl160 and pspl320. Figure 5 shows the results for the complete data set. It is seen that the peaks are satisfactorily captured only by the wss, pspl320
and smspl reconstructions. Figure 6 shows the results for the first 1000 observations only for these three methods. Only the wss succeeds in capturing the peaks and giving a smooth reconstruction between the peaks. 
Some simulation results
We give the results of a small simulation study using the functions of Ruppert and Carroll (2000) f (x) = f (x; j) = x(1 − x) sin 2π(1 + 2 (9−4j)/5)
x + 2 (9−4j)/5 with j = 6 and the bumps data of Donoho and Johnstone (1995) . We consider signal to noise ratios of 3 and 7. The tables gives the median (MRISE) of the root integrated square error
for the fit itself and the first and second derivatives MRISE(
The results are based on 1000 simulations.
We expect locally adaptive methods to perform better when the signal exhibits large changes in local variability and the signal to noise ratio is large. This is borne out by the results. The local variability of the Ruppert-Carroll is not large and there is not much to choose between the four methods wss, pspl80,pspl160 and smspl both in the low and high signal to noise scenarios. However the RMISE often disguises clear differences in the behaviour of the estimators. 5 Heteroscedasticity and robustness
Nonparametric scale approximations
The ideas developed in the previous section can also be used to obtain nonparametric approximations to heteroscedastic noise. The model we use is
Z(t) Gaussian white noise. Given data (t i , Y (t i )), i = 1, . . . , n, we define a confidence region as follows. We define for a function s : [0, 1] → (0, ∞) and an interval
and then set
where qu(γ, k) denotes the γ-quantile of the chi-squared distribution with k degrees of freedom. The rationale is clear. Under the model (11) the v(Y n , I, σ) has the chi-squared distribution with |I| degrees of freedom. By an appropriate choice of α n , which may be determined by simulations, C n (Y n , I n , α n ) is an α-confidence region for σ:
so that the confidence region is uniform, exact and non-asymptotic. Furthermore in this particular model there are no "nuisance" parameters corresponding to the σ of model (3). The default value of γ n we use is γ n = 1 − exp(−1.5 log(n)) = 1 − n −1.5 which roughly corresponds to the default choice of τ n = 3 in the definition of A n .
As before the second step is to regularize in C n (Y n , I n , α n ). One possibility which is useful for quantifying the changes in volatility of financial data, the volatility of the volatility, is to take s to be piecewise constant and to minimize the number of intervals of constancy (see Davies (2006) ). In the present context however we are looking for a smooth approximation and we take recourse to weighted smoothing splines. We take s = s n to be the solution of
where again the local weights are data dependent and are chosen so that the solution
The procedure we use is similar to that described in Section 3.1 but with some modifications. On intervals I where the inequality
is not satisfied we increase the weights by a factor of q but we do this firstly for single observations, that is intervals of length one. When (12) is satisfied for all such intervals we consider intervals of length two. When again all the inequalities are satisfied we move on to the next longer intervals until finally all inequalities are satisfied. A similar procedure was used in Davies and Kovac (2004) in the context of approximating spectral densities. Figure 8 shows the result of the procedure applied to data generated according to the model 
Robust smoothing
A complete robustification of the procedure described in Section 3.1 would entail replacing (2) by, for example,
and the definition of approximation (4) bỹ
to give rise to the confidence region
(y n , I, g) ≤ 2 log n (see Dümbgen and Kovac (2005) ). A much simpler but reasonably effective method is the following. The noise level σ n is quantified by (8). A running median with a window width of say five observations is applied to the data
and any data point y(t i ) for which
is replaced by m 5 (t i ) (see Hampel (1985) ). The weighted splines procedure is now applied to the cleaned data set. The procedure will work well as long as no group of five successive observations contains more than two outliers. Figure 9 shows the result of applying this robustified procedure to a sine curve contaminated with Cauchy noise. 
Weighted thin plate smoothing splines
We consider data y n = {(t i , y(t i )) : i = 1, . . . , n 2 } with the t i of the form
Corresponding to (2) we consider minimizing
It can be shown that the solution is a natural thin plate spline. We refer to Green and Silverman (1994) .
Approximation in two dimensions
For a given function g : [0, 1] 2 → R and a family G n of subsets G of [0, 1] 2 we define
For data generated by the model
this leads to the confidence region
The additional factor 2 is due to the fact that we now have n 2 observations. The noise level σ n is defined by
The quality of the results depends on the choice of G n . If G n contains too few sets then the concept of approximation is too crude. Consequently we require a fine division of [0, 1] 2 but one which allows the w(y n , G, g) to be efficiently calculated.
Work in this direction has been done and we refer to Friedrich et al. (2007) . The family G n we use is the set of all squares.
An example
As a simple example we consider the function F :
on a 50 × 50 grid on [−7, 4] 2 with added normal noise, ε i ∼ N(0, 1). Figure 10 shows the function F and its contaminated version together with the thin plate splines reconstruction using generalized cross-validation and the weighted smoothing spline method. The main drawback of weighted thin plate splines is the numerical difficulty of calculating them for larger grids.
Asymptotics
Weighted smoothing splines
Weighted smoothing splines may be seen as a heuristic method for solving The resulting function f n is defined by an algorithm and in the absence of a proof that it yields at least an approximate solution, that is
for some constant K > 0, we can either establish a rate of convergence on this assumption or we can try and analyse the algorithm. In the first case we are lead to a rate of convergence in the supremum norm of order (log(n)/n) 3/8 . Analysing the algorithm as it stands would essentially involve proving that it solves the minimization problem at least approximately. We therefore analyse a modified version of the procedure. We assume that the design points are of the form t i = i/n and that the data are generated as in (3) with
For a given function g we denote the vector of values of g at the design points by g n . We consider firstly the case of a global λ and denote the solution of (2) with
where Ω n is an n × n-non-negative definite matrix with normalized eigenvectors e ni and corresponding eigenvalues γ ni , 1 ≤ i ≤ n with γ n1 = γ n2 = 0. The remaining eigenvalues satisfy the inequalities
with the constants c 1 and c 2 being independent of n (see Utreras (1983) ). For an intervalJ ⊂ {1, . . . , n} we denote by θ I the vector whose elements θ i are 1/ |J| for i ∈J and 0 otherwise. We see that θ I = 1 and for the solutionf n (λ) of (16) the w(Y n , I,f n (λ)) of (4) are given by
whereJ(I) is the interval of {1, . . . , n} which gives the indices i with t i ∈ I. We have Theorem 7.1
is an increasing function of λ.
(c) There exists a constant A > 0 such that for all λ > A/ log n and for all I n with |I n | ≤ qn for some fixed q and for all τ > 2 we have
Proof. (a) In the following I n denotes the identity matrix. The solutionf n (λ) of (16) is given byf
from which the claim follows on noting that γ ni > 0 for i ≥ 3.
Arguing as above we obtain
On splitting the last sum into two parts, from i = 3 to i = n 1/4 λ 1/4 and from i = n 1/4 λ 1/4 to i = n and on using (17) we see that
for some constant c.
(c) We have
and on writing Y n = f n + Z n we obtain Y n −f n (λ) = h n + δ n with h n = (λI n + Ω n ) −1 Ω n f n , δ n = σ(λI n + Ω n ) −1 Ω n Z n .
On writing f n = n 1 α ni e ni we obtain As f t n Ω n f n = n 3 α 2 ni γ ni we see that at least asymptotically
We turn to δ n . We write Z n = The claim of the theorem follows from the usual upper bound for the tail of a Gaussian distribution.
We consider the following modified procedure. We consider the solutionsf n (λ)
of (16) and determine the smallest value of λ for whichf n (λ) ∈ A(Y n , I n , τ n ). It follows from (c) of Theorem 7.1 this smallest value is asymptotically with arbitrarily large probability smaller A/ log n. If we denote this solution byf n (λ * n ) then (a) and (b) of Theorem 7.1 imply lim c→∞ lim n→∞ P f n (λ * n ) t Ω nf n (λ * n ) ≤ cn 1/4 (log n) −5/4 = 1.
for some c > 0. Letf n (λ) be the solution obtained from the weighted smoothing spline procedures as described in Section 3.1 respectively. If
then we acceptf n (λ) and otherwise we acceptf n (λ * n ) and denote the solution by f * n . We have Theorem 7.2 If f satisfies (14) and (15) and if δ n is such that lim n→∞ δ n n 5/16 (log n) −9/16 = ∞ then sup δn≤t≤1−δn |f * n (t) − f (t)| = O P ((log n) 7/32 n −11/32 ).
Proof. For a function g satisfying the conditions (14) and (15) 
