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Abstract: The well-known Horodecki criterion asserts that a state ρ onCd⊗Cd is entangled
if and only if there exists a positive map Φ : Md →Md such that the operator (Φ⊗ Id)(ρ)
is not positive semi-definite. We show that the number of such maps needed to detect all
robustly entangled states (i.e., states ρ which remain entangled even in the presence of
substantial randomizing noise) exceeds exp(cd3/ logd). The proof is based on the 1977
inequality of Figiel–Lindenstrauss–Milman, which ultimately relies on Dvoretzky’s theorem
about almost spherical sections of convex bodies. We interpret that inequality as a statement
about approximability of convex bodies by polytopes with few vertices or with few faces and
combine it with the study of fine properties of the set of quantum states and that of separable
states. Our results can be thought of as geometrical manifestations of the complexity of
entanglement detection.
Key words and phrases: Complexity of entanglement, Figiel–Lindenstrauss–Milman inequality, Dvoret-
zky’s theorem, Facial dimension, Verticial dimension
1 Introduction
Entanglement [13, 37, 44] lies at the heart of quantum mechanics and is a fundamental resource for
quantum information and computation. It underlies many of the most striking potential applications of
quantum phenomena to information processing such as, for example, teleportation [8]. However, its
properties remain elusive; even at the mathematical level, the current understanding of entanglement in
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high-dimensional systems remains very incomplete, and not for lack of trying. In particular, there is an
extensive literature on the entanglement detection, of which we mention below just several highlights.
It is an elementary observation that if ρ is a separable state on Cd ⊗Cd and Φ : Md → Md is a
positive map (i.e., a map which preserves positive semi-definiteness of d×d matrices), then (Φ⊗ Id)(ρ)
is positive semi-definite. A remarkable result known as the Horodecki criterion [25] asserts that the
converse is true: if a state ρ on Cd ⊗Cd is entangled, then there exists a positive map Φ : Md →Md
which detects its entanglement in the sense that (Φ⊗ Id)(ρ) has a negative eigenvalue. Such a map is
called an entanglement witness.
The study of positive maps between matrix algebras is notoriously difficult. The situation is quite
simple when d = 2: any positive map on M2 is decomposable [39], i.e., can be written as Φ1+Φ2 ◦T
where Φ1,Φ2 are completely positive maps and T is the transposition on M2. (Of course completely
positive maps by themselves are useless for the task of entanglement detection since all their extensions
are positive by definition.) It follows that the well-known Peres partial transposition criterion is a
necessary and sufficient condition for separability of 2-qubits states [32, 25].
The situation in higher dimensions is much less clear. To describe it, we will use the following
concept. Let F = (Φi) be a family of positive maps on Md and let E be a subset of the set of entangled
states on Cd⊗Cd . We say that F is universal for E if for every ρ ∈ E, there is an index i such that Φi is
an entanglement witness for ρ , i.e., (Φi⊗ Id)(ρ) has a negative eigenvalue.
First, for d > 3, the partial transposition criterion is no longer sufficient [26]. Moreover, for such d,
any family F which is universal for all entangled states must be infinite (this result is proved in [38] and
based on [20]).
However, asking for detecting all entangled states is probably too demanding for any practical purpose.
We say that a state ρ on Cd⊗Cd is robustly entangled if 12(ρ+ρ∗) is entangled, where ρ∗ = I/d2 denotes
the maximally mixed state. In other words, robustly entangled states remain entangled even in the
presence of substantial randomizing noise. The main result of the paper is a super-exponential lower
bound on the cardinality of any universal family which detects robust entanglement.
Theorem 1. There is a universal constant c > 0 such that the following holds. Consider d > 2 and let
(Φi)16i6N be a family of positive maps on Md which is universal for all robustly entangled states. Then
N+1> exp(cd3/ logd).
We used the factor 12 in the definition of robust entanglement only for simplicity; the same proof
works for any fixed choice of weights. With a little care, the argument gives actually much more.
Theorem 1’. There are universal constants c0, c > 0 such that the following holds. Consider d > 2 and
set εd = c0 logd/
√
d. Let (Φi)16i6N be a family of positive maps on Md which is universal for the set
{ρ state on Cd⊗Cd : εdρ+(1− εd)ρ∗ is entangled}. (1)
Then N+1> exp(cd2 logd).
The fact that universal families must be large is not surprising. Indeed, each positive map leads to a test
for entanglement detection which runs in polynomial time. Consequently, the existence of small universal
families would have to be reconciled with the known result that deciding whether a given state is separable
or entangled is an NP-hard problem. This was first observed by Gurvits [17] and refined in [27, 15]; other
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relevant references include [9, 21, 19]. However, to the best of our knowledge, results in the spirit of
Theorem 1 cannot be derived from the existing literature. For starters, the complexity results cited above
that address lower bounds generally focus on states situated very close to the separability/entanglement
border (which precludes the robustness feature present in our setting) or are based on computational
assumptions such as in [21]. An exception is the forthcoming work [22], which addresses lower bounds
on the size of some relaxations of entanglement detection problems via semidefinite programming. (This
includes in particular the hierarchy of extendible states from [11]; see [28] for related questions.) Let
us also mention a result from [41] that is similar in spirit to ours: the set of completely positive maps
occupies a subexponentially (in the dimension of that set) small proportion, in terms of volume, of the set
of all positive maps.
Our proof of Theorem 1 is geometric and is based on the following observation due to Figiel–
Lindenstrauss–Milman [14]: an n-dimensional polytope with a center of symmetry cannot have few
faces and – simultaneously – few vertices. Complexity must lie somewhere. This paradigm is actually
rather general and can be applied to the set of separable states (although it is neither a polytope nor
centrally symmetric): given that it has “few” extreme points, it must have many “faces.” Since we can
upper-bound the number of faces provided by each test detecting entanglement, we conclude that many
tests are needed. This vague scheme can be converted to a rigorous proof through the introduction of the
verticial dimension and the facial dimension of a convex body K, which quantify the number of vertices
(resp., faces) required for a polytope to approximate K within a constant factor, and are measures of
algorithmic complexity of K. In the process, we obtain sharp bounds for some of these invariants for the
set of all quantum states and for the set of separable states; these bounds (particularly (20) and (21)) and
the arguments leading to them are surprisingly subtle and may be of independent interest.
The paper is organized as follows. The remainder of the Introduction is devoted to the notation and
to basic background results. Section 2 introduces the concepts of verticial and facial dimensions, and
states the fundamental Figiel–Lindenstrauss–Milman inequality (7) asserting that their product must be
large. It contains, in Table 1, estimates of these parameters for a selection of classical convex bodies,
and for the set of all quantum states and that of separable states. The latter estimates constitute the
main technical ingredient of the proofs of Theorems 1 and 1’ that are presented in in Section 3. The
Figiel–Lindenstrauss–Milman inequality is related to the classical Dvoretzky–Milman theorem in Section
4. Section 5 proves the estimates stated in Table 1 (sometimes up to a logarithmic factor, when irrelevant
for the main argument). Finally, in Section 6 we complete the proof of the full strength of the bounds on
verticial dimensions from Table 1 (stated as Theorems 8 and 9 in Section 5, and specifically as (20) and
(21)) by removing the remaining “technical” logarithmic factor.
The results from this paper will be incorporated in a forthcoming book [2], which contains more
background on both Quantum Information Theory and Asymptotic Geometric Analysis, and many
examples of their interaction.
Notation and basic facts
A convex body K ⊂ Rn is an n-dimensional convex compact set. Denote by | · | the Euclidean norm in Rn
or Cn, and by Bn2 and Sn−1 the unit ball and unit sphere in Rn. An ε-net in a set S⊂ Rn is a subset N ⊂ S
with the property that for any x ∈ S there is y ∈N with |x− y|6 ε . We will repeatedly use the following
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elementary bound.
Lemma 2. For every ε ∈ (0,1) and n ∈ N, there is an ε-net N in Sn−1 with cardN 6 (1+ 2/ε)n.
Conversely, if N is an ε-net in Sn−1 for some ε ∈ (0,√2), then cardN > 2/sinn−1 θ , where θ =
2arcsin(ε/2)< pi/2 is the angle between two points in Sn−1 which are ε-distant.
The first part of Lemma 2 is proved by a volumetric argument (see [33], Lemma 4.10). The second
part follows from the fact that the proportion of Sn−1 covered by a spherical cap of angular radius θ is
less than 12(sinθ)
n−1, as can be checked by simple geometric considerations.
The unit sphere in Cm is denoted by SCm . Since SCm identifies with S2m−1 as a metric space, the
results from Lemma 2 also apply. We denote by Mm the algebra of complex m×m matrices, which we
identify with operators on Cm. We use Dirac bra-ket notation. In particular, if ψ ∈ SCm , then |ψ〉〈ψ|
denotes the rank 1 orthogonal projection onto Cψ . The inner product of vectors ψ,ϕ is denoted 〈ψ|ϕ〉,
and if A ∈Mm we write 〈ψ|A|ϕ〉 for 〈ψ|A(ϕ)〉. Such notation leads to visually pleasant formulas such as
Tr(|ψ〉〈ψ|A) = 〈ψ|A|ψ〉. A fundamental object, which we denote by D(Cm) or simply by D when the
context is clear, is the set of (mixed) states on Cm defined as
D(Cm) := {ρ ∈Mm : ρ = ρ†, ρ > 0, Trρ = 1}= conv{|ψ〉〈ψ| : ψ ∈ SCm}.
States of the form |ψ〉〈ψ| are called pure states and coincide with the set of extreme points of D. We call
maximally mixed state the state ρ∗ := I/m, where I is the identity matrix. When Cm is identified with
the tensor product Cd⊗Cd (with m = d2), we denote by Sep(Cd⊗Cd), or simply Sep, the subset of D
formed by separable states:
Sep := conv{|ψ⊗ϕ〉〈ψ⊗ϕ| : ψ,ϕ ∈ SCd} .
States which are not separable are called entangled. Both D and Sep live in the affine space
H = {A ∈Mm : A = A†, TrA = 1}. (2)
In order to use tools from geometry of normed spaces (a.k.a. asymptotic geometric analysis), we consider
H as a vector space whose origin is the maximally mixed state ρ∗ = I/m. We use • to denote scalar
multiplication in H when thought of as a vector space, i.e., for ρ ∈ H and t ∈ R,
t •ρ := tρ+(1− t)ρ∗. (3)
If K ⊂ H, then denote t •K = {t • x : x ∈ K}. We will repeatedly use the following fact: for convex
bodies K, L in H and t > 0, the inclusion t •K ⊂ L is equivalent to the inequality
t sup
ρ∈K
Tr(Aρ)6 sup
ρ∈L
Tr(Aρ) (4)
holding for every trace zero Hermitian matrix A.
We equip H with the Hilbert–Schmidt (a.k.a. Frobenius) norm ‖A‖HS = (TrA2)1/2 inherited from
Mm, so that the unit ball is BHS := {A ∈ H : ‖A−ρ∗‖HS 6 1}. Denote also by ‖ · ‖op the usual operator
(or spectral) norm and by ‖A‖Tr = Tr((AA†)1/2) the trace-class norm.
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2 Verticial and facial dimension of convex sets
Let K ⊂ Rn be a convex body containing 0 in the interior. Fix a number A > 1, our resolution parameter.
All polytopes we consider are convex. Define the verticial dimension of K as
dimV (K,A) := log inf{N : there is a polytope P with N vertices s.t. K ⊂ P⊂ AK}
and the facial dimension of K as
dimF(K,A) := log inf{N : there is a polytope Q with N facets s.t. K ⊂ Q⊂ AK},
where by facets we mean faces of dimension n−1. We set the resolution parameter A as a default value
equal to 4 and write
dimV (K) := dimV (K,4) and dimF(K) := dimF(K,4).
All the results below are only affected in the values of the numerical constants (implicit in the notation
O(·), Θ(·) and Ω(·)) if 4 is replaced by another number larger that 1. However, the character of the
dependence on A will be important in some applications.
We note that the above concepts are linear invariants in the following sense: dimV (T K) = dimV (K)
and dimF(T K) = dimF(K) for any T ∈ GL(n,R). Moreover, there are dual to each other: if we define
the polar of a convex body K ⊂ Rn (say, containing 0 in the interior) as the convex body
K◦ = {x ∈ Rn : 〈x,y〉6 1 for all y ∈ K},
then
dimV (K◦) = dimF(K) and dimF(K◦) = dimV (K).
Indeed, P is a polytope with N facets if and only if P◦ is a polytope with N vertices.
We also note that if E ⊂ Rn is a linear subspace, dimF(K∩E)6 dimF K and dimV (PEK)6 dimV K
where PE denotes the orthogonal projection onto E. These inequalities reflect the fact that projections do
not increase the number of vertices of polytopes, while sections do not increase the number of facets.
For any convex body K⊂Rn which is 0-symmetric (i.e., such that K =−K), we have dimV (K)=O(n)
and dimF(K) =O(n) by a standard volumetric argument (see, e.g., Lemma 1 in [1]). This fails in complete
generality without the symmetry assumption, but for wrong reasons: consider the case of a disk in R2
which contains the origin very close to its boundary. If we insist that, for example, K has centroid at the
origin, then the inequalities dimV (K) = O(n) and dimF(K) = O(n) still hold, but this is less obvious than
in the symmetric case (see [10, 7, 30, 40, 2] for this and related questions).
Define also the asphericity of a convex body K ⊂ Rn as
a(K) = inf
{
R
r
: there is a 0-symmetric ellipsoid E with rE⊂ K ⊂ RE
}
. (5)
The reader will notice that, arguably, it would be more natural and more functorially sound to define
dimF(·), dimV (·) and a(·) with an additional infimum over all translates of K: we would end up then with
affine invariants (and not just linear invariants). However, this is not necessary in our setting and would
in fact lead to complications in duality considerations.
We will use in a fundamental way the following result, which appears in [14] only implicitly (see the
paragraphs preceding Example 3.5). We also make explicit the dependence on resolution parameters.
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Theorem 3. For any convex body K ⊂ Rn containing the origin in the interior we have
dimF(K)dimV (K)a(K)2 =Ω(n2). (6)
More generally, if A,B > 1, then
A2 dimF(K,A) ·B2 dimV (K,B) · a(K)2 =Ω(n2). (7)
Theorem 3 is fairly sharp for many convex bodies, as can be seen from Table 1 below. Moreover,
for all those examples it is enough to consider in (5) the appropriate Euclidean balls rather than general
ellipsoids E. In a nutshell, our argument to prove Theorems 1 and 1’ – which is presented in the next
section – combines the upper bound on dimF(D) with the lower bound on dimF(Sep), the latter being
obtained as a consequence of Theorem 3. The proofs of these bounds are relegated to Sections 5 and 6.
Table 1: Parameters appearing in (6) for some families of convex bodies, see Section 5 for justifications
and references. The main technical points of this paper are the estimates from the last two rows on the
verticial and facial dimensions of the set of states (Theorem 8) and of the set of separable states (Theorem
9). The bounds implicit in the first three rows are either trivial or well-known and are included here
mostly to provide reference points.
K dimension a(K) dimV (K) dimF(K)
Euclidean ball Bn2 n 1 Θ(n) Θ(n)
Cube [−1,1]n n √n Θ(n) Θ(logn)
Simplex in Rn n n Θ(logn) Θ(logn)
Set of quantum states D(Cm) m2−1 m−1 Θ(m) Θ(m)
Set of separable states Sep(Cd⊗Cd) d4−1 d2−1 Θ(d logd) Ω(d3/ logd)
As noted earlier, the values of the invariants appearing in Table 1 depend crucially on the location
of the origin, which is not canonical for non-centrally-symmetric bodies. For the simplex, we assume
the origin to coincide with the centroid. In particular, if we think of the n-dimensional simplex as the
set of classical states (i.e., probability measures) on n+1 points, the role of the origin is played by the
uniform probability measure with weights
( 1
n+1 , · · · , 1n+1
)
. This is analogous to the quantum case, where
the maximally mixed state ρ∗ is considered as the origin; the choice being implicit in definition (3) of the
operation •.
For future reference, we point out that the set D = D(Cm) of states on Cm satisfies the relation
D◦ = (−m)•D (8)
(polarity in H, with ρ∗ as the origin). This is a consequence of the self-duality of the cone of positive
semi-definite matrices. It follows in particular that dimF(D) = dimV (D).
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3 Proof of the main theorems
In this section we prove Theorems 1 and 1’ as consequences of the estimates appearing in Table 1. In
particular, we rely on a lower bound on the facial dimension of the set of separable states (Theorem 9)
that will be proved in Section 5.
In what follows, the symbol D will always stand for the set of states on H = Cd⊗Cd and Sep⊂ D
for the corresponding set of separable states. Next, Bsa = Bsa(H) will denote the space of self-adjoint
operators on H, while PSD ⊂ Bsa will be the cone of positive semidefinite operators on H. Let
{Φ1, . . . ,ΦN} be a family of N positive maps on Md which satisfies the hypothesis of Theorem 1 or
Theorem 1’. This is equivalent to the right hand side inclusion in
Sep ⊂
N⋂
i=1
{ρ ∈ D : (Φi⊗ Id)(ρ) ∈ PSD} ⊂ A•Sep. (9)
where either A = 2 (Theorem 1) or A = 1/εd = c−10
√
d/ logd (Theorem 1’). [The left hand side inclusion
is the easy part of the Horodecki criterion.] The value of the (universal positive) constant c0 will be
determined at the end of the proof.
The idea of the argument is to show that each of the sets appearing under the intersection in (9) can
be well-approximated by a polytope with “not too many” facets. Since the number of facets of a polytope
is subadditive under intersections, this leads to an upper bound on the facial dimension of Sep. Finally,
we can compare this upper bound with the corresponding estimate from Table 1, which will lead to a
lower bound on N.
To that end, we note first that we can assume that Φi(I) is invertible for every i. Indeed, if this
is not the case, denote by E ( Cd the range of Φi(I) (which is a positive operator) and replace Φi by
Φ˜i : X 7→Φi(X)+PE⊥XPE⊥ . The map Φ˜i is clearly positive and has the property that, for any state ρ on
Cd⊗Cd , we have
(Φi⊗ Id)(ρ) ∈ PSD ⇐⇒ (Φ˜i⊗ Id)(ρ) ∈ PSD.
(The key point in inferring the latter is that positivity of Φi implies then that, for any X ∈Md , the range of
Φi(X) is contained in E.) Further, we can also assume that Φi is unital (i.e., that Φi(I) = I) by considering
the map X 7→Φi(I)−1/2Φi(X)Φi(I)−1/2.
Next, we prove a simple lemma about approximability of D by polytopes. It does not imply the result
stated in Table 1 but is sufficient for our present purposes.
Lemma 4. Let M be a δ -net in (SCm , | · |). Then
(1−2mδ )•D(Cm)⊂ conv{|ψi〉〈ψi| : ψi ∈M} ⊂ D(Cm). (10)
The reader will notice that the proof given below can be fine-tuned to yield a slightly better – but
more complicated – factor
(
1−2(m−1)δ) in (10).
Proof. By (4), we have to show that, for any trace zero Hermitian matrix A,
λ1(A) := sup
ψ∈SCm
〈ψ|A|ψ〉6 (1−2δm)−1 sup
ψi∈M
〈ψi|A|ψi〉.
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Since A has trace 0, we have ‖A‖op 6 mλ1(A). Given ψ ∈ SCm , there is ψi ∈M with |ψ−ψi|6 δ . By
the triangle inequality, we have
〈ψ|A|ψ〉 6 δ‖A‖op+ 〈ψ|A|ψi〉 (11)
6 2δ‖A‖op+ 〈ψi|A|ψi〉 (12)
6 2δmλ1(A)+ 〈ψi|A|ψi〉. (13)
Taking supremum over ψ , we get λ1(A)6 2δmλ1(A)+ sup{〈ψi|A|ψi〉 : ψi ∈M} and the result follows.
We now set ε = 1/(1+d) and δ = ε/2d2, and choose a δ -net N in SCd⊗Cd . By Lemma 2, we may
assume that logcardN = O(d2 logd). We know from Lemma 4 that (1− ε)•D⊂ Q⊂ D, where Q is the
polytope
Q = conv{|ψ〉〈ψ| : ψ ∈N}.
It follows from (8) that the polytope P := (−(1− ε)d−2)•Q◦, which has at most cardN facets, satisfies
(1− ε)•D⊂ P⊂ D. (14)
It is now instructive to complete the argument under the additional assumption that each Φi is also
trace-preserving. Since Φi⊗ Id is then likewise trace-preserving, the condition (Φi⊗ Id)(ρ) ∈ PSD from
(9) is equivalent to ρ ∈ (Φi⊗ Id)−1(D) and so, in view of (14),
(Φi⊗ Id)−1(P) ⊂ {ρ : (Φi⊗ Id)(ρ) ∈ PSD} ⊂ (1− ε)−1(Φi⊗ Id)−1(P).
This shows that we succeeded in approximating the sets from (9) by polyhedra with exp
(
O(d2 logd)
)
facets, as required for the heuristics we sketched earlier. Note that the additional constraint ρ ∈ D can be
handled in a formal way by adding to the family {Φi} the map Φ0 = Id, and that Φi being unital translates
to (Φi⊗ Id)(ρ∗) = ρ∗, which assures that we are •-dilating all sets with respect to the same point.
The general case requires some tweaking: we need to be able to control how far Φi and Φi⊗ Id are
from being trace-preserving. We will use the following
Lemma 5. Let Φ : Md →Md be a positive unital map. Then, for any ρ ∈ D,
06 Tr [(Φ⊗ Id)ρ]6 d.
Proof. Since linear forms achieve their extrema on extreme points of convex compact sets, we may
assume that ρ = |ψ〉〈ψ| is pure. Let ψ = ∑λiei⊗ fi the Schmidt decomposition of ψ . Then, by direct
calculation,
Tr [(Φ⊗ Id)ρ] =
d
∑
i=1
λ 2i TrΦ(|ei〉〈ei|)6 d,
the last inequality following from ∑λ 2i = 1 and from Φ(|ei〉〈ei|)6Φ(I) = I.
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Returning to the proof of the theorems, we denote the convex bodies appearing in (9) by
Ki := {ρ ∈ D : (Φi⊗ Id)(ρ) ∈ PSD}= D∩ (Φi⊗ Id)−1(PSD) (15)
(note that ρ∗ ∈ Ki) and define the polyhedral cones
Ci := {M ∈ Bsa : (Φi⊗ Id)(M) ∈ R+P} . (16)
We now claim that
1
2
•Ki ⊂ P∩Ci ⊂ Ki. (17)
Before proving the claim, let us first show how it implies the Theorems. Combining (17) and (9) we
obtain
1
2
•Sep ⊂
N⋂
i=1
(
1
2
•Ki
)
⊂
N⋂
i=1
(P∩Ci) = P ∩
N⋂
i=1
Ci ⊂
N⋂
i=1
Ki ⊂ A•Sep.
The polytope R= P∩⋂16i6N Ci has at most f := (N+1)exp(Cd2 logd) facets (i.e., N+1 times the num-
ber of facets of P), where C is the constant implicit in the notation logcardN=O(d2 logd). Consequently,
by the definition of the facial dimension, we must have log f > dimF(Sep,2A) and so
log(N+1)+Cd2 logd = log f > dimF(Sep,2A)> cd3A−2/ logd,
where the last inequality will be proved as Theorem 9 in Section 5 (for A = 2, this is exactly the statement
from Table 1). In the case of Theorem 1 (A = 2), the conclusion is immediate. In the case of Theorem 1’
(A = c−10
√
d/ logd), we choose c0 =
√
2C/c and conclude that log(N+1)>Cd2 logd, as asserted.
It remains to prove the claim (17). The second inclusion is immediate from the definitions and
from (14). For the first inclusion, it is clearly enough to show that 12 •Ki ⊂ Ci. To that end, let
ρ ∈ Ki and denote t = Tr [(Φi⊗ Id)ρ] > 0. We now consider two cases. First, if t = 0, then – since
(Φi⊗ Id)(ρ) is a positive operator – we must have (Φ⊗ Id)(ρ) = 0. Hence trivially ρ ∈ Ci and, a fortiori,
1
2 •ρ ∈ Ci. If t > 0, we note that t−1(Φi⊗ Id)(ρ) ∈D and that, by Lemma 5, we have t 6 d, and therefore
t
1+t = 1− 11+t 6 1− 11+d = 1− ε . It thus follows from (14) that
t
1+ t
• t−1(Φi⊗ Id)(ρ) ∈ t1+ t •D ⊂ (1− ε)•D ⊂ P.
It remains to notice that
t
1+ t
• t−1(Φi⊗ Id)(ρ) = (Φi⊗ Id)(ρ)+ρ∗1+ t =
2
1+ t
(Φi⊗ Id)
(
ρ+ρ∗
2
)
,
which means that we showed that (Φi⊗ Id)
(1
2 •ρ
) ∈ 1+t2 P. In particular (cf. (16)), 12 •ρ ∈ Ci, as needed.
4 Connection with Dvoretzky’s theorem
Theorem 3 is actually a consequence of Milman’s version of Dvoretzky’s theorem [12, 31], which gives a
sharp formula for the dimension of almost spherical sections of convex bodies, together with the fact that
the Euclidean ball has large facial and verticial dimensions, as shown by the following lemma. We make
explicit the dependence on the resolution parameter.
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Lemma 6. For n> 1 and A > 1, we have dimV (Bn2,A) = dimF(Bn2,A)> n−12A2 .
Proof. First, since (Bn2)
◦ = Bn2, the verticial and the facial dimensions coincide; this justifies the equality
in the assertion. Now assume that dimV (Bn2,A) = logN, so that there exists a polytope P with vertices
x1, . . . ,xN such that A−1Bn2 ⊂ P⊂ Bn2. There is no loss of generality in assuming that xi ∈ Sn−1. A simple
geometric argument shows then that the spherical caps centered at xi and of angle θ = arccos(A−1) cover
Sn−1. It follows from Lemma 2 that N > 2/sinn−1 θ , and it remains to use to the elementary inequality
sin(arccosx)6 exp(−x2/2) valid for −16 x6 1.
Recall that to each convex body K ⊂ Rn containing the origin in the interior, we may associate its
gauge defined for x ∈ Rn as
‖x‖K := inf{t > 0 : x ∈ tK}.
This gauge is a norm if and only if K is 0-symmetric.
Theorem 7 (Dvoretzky–Milman theorem). There is an absolute constant c > 0 such that the following
holds. Let K be a convex body in Rn such that rBn2 ⊂ K for some r > 0, and let ε ∈ (0,1). Denote by M
the expectation of ‖X‖K , where X is a uniformly distributed random vector on Sn−1. Then there exist an
integer k > cε2M2r2n and a k-dimensional subspace E ⊂ Rn such that
(1− ε)MBE2 ⊂ K∩E ⊂ (1+ ε)MBE2
where BE2 := B
n
2∩E denotes the unit ball in E.
Theorem 7 is a fundamental result in the geometry of high-dimensional convex bodies. If we do not
insist on having the correct dependence on ε (which was shown in [16, 36], but which is not needed
here), its proof essentially amounts to using concentration of measure in the form of Lévy’s lemma [29],
combined with a simple union bound argument. We also note that the hypothesis that K is symmetric
present in [31] is not needed in the argument. Another important point is that the conclusion of Theorem
7 holds for most subspaces E, but this aspect is not relevant to the present paper. An application of
(the complex version of) Theorem 7 in Quantum Information Theory appears in [4], where it is shown
to imply and conceptually simplify Hastings’s result [23] about non-additivity of classical capacity of
quantum channels.
For the reader’s convenience, and because the statement is only implicit in [14], we reproduce the
argument allowing to derive Theorem 3 from Theorem 7. Let K be a convex body in Rn containing 0 in
the interior. Since the verticial and facial dimension are invariant under linear transformations, we may
assume that the ellipsoid witnessing the infimum in (5) is a Euclidean ball, i.e., that rBn2 ⊂ K ⊂ RBn2 with
R/r = a(K). Let M = E‖X‖K and M∗ = E‖X‖K◦ where X is a random vector uniformly distributed on
the unit sphere. The pointwise inequality ‖ · ‖1/2K ‖ · ‖1/2K◦ > 1 implies by the Cauchy–Schwarz inequality
that MM∗ > 1.
We now apply Theorem 7 to K with ε = 1/2 (say). This yields a subspace E ⊂ Rn of dimension
Ω((rM)2n) such that
M
2
BE2 ⊂ K∩E ⊂
3M
2
BE2 .
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It follows that dimF(K∩E,A)> dimF(BE2 ,3A)> 118A2 (dimE−1), where the second inequality comes
from Lemma 6. Consequently
dimF(K,A)> dimF(K∩E,A) =Ω((rM)2nA−2).
We apply the same argument to K◦ (note that R−1Bn2 ⊂ K◦) and obtain that
dimF(K◦,B) =Ω((M∗/R)2nB−2).
Since dimV (K,B) = dimF(K◦,B), it follows that
dimF(K,B)dimV (K,A) =Ω
(
n2(MM∗)2(r/R)2A−2B−2
)
=Ω
(
n2A−2B−2/a(K)2
)
,
as needed.
5 Facial and verticial dimension of D and Sep
We now give references or justifications for the values appearing in Table 1. The case of the Euclidean
ball is essentially contained in Lemma 2 (cf. Lemma 6). The estimates for the cube and for the simplex
are either trivial or follow by standard arguments; they are not used in this paper.
We set D = D(Cm) and Sep = Sep(Cd⊗Cd). We recall that the role of the origin is played by the
maximally mixed state, i.e., that the condition on polytopes appearing in the definition of dimV (D) or
dimF(D) is P⊂ D⊂ 4•P, and similarly for Sep. It is elementary to check that
1√
m(m−1) •BHS ⊂ D⊂
√
m−1
m
•BHS (18)
so that a(D)6 m−1. We have actually a(D) = m−1: by a symmetry argument, the optimal ellipsoid
must be a multiple of the Hilbert–Schmidt ball, and the values in (18) are optimal.
Similarly, we have
1√
d2(d2−1) •BHS ⊂ Sep⊂
√
d2−1
d2
•BHS. (19)
While the second inclusion in (19) is an immediate consequence of (18) and of Sep being a subset of D,
the first one is a non-trivial result due to Gurvits and Barnum [18]. It follows that a(Sep)6 d2−1 and,
like for D, there is actually an equality.
In order to justify all the estimates appearing in Table 1, we prove Theorems 8 and 9 below. The lower
bound on the facial dimension of Sep is obtained in an indirect way via the Figiel–Lindenstrauss–Milman
inequlity. This is reminiscent of the arguments from [5, 6], where calculating directly certain invariants
of the set Sep was not feasible because of the hardness of detecting entanglement, but it was possible
to reasonably estimate the values of those invariants using duality considerations and deep results from
asymptotic geometric analysis.
Theorem 8. Let D = D(Cm). We have
dF(D) = dV (D) =Θ(m). (20)
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Theorem 9. Let Sep = Sep(Cd⊗Cd). We have
dimV (Sep) =Θ(d logd) (21)
and
dimF(Sep) =Ω(d3/ logd). (22)
More generally, for any A > 1,
dimF(Sep,A) =Ω(d3A−2/ logd). (23)
As we already noted, the self-duality of D (see (8)) implies that dimV (D) = dimF(D). Since a(D) =
m−1, Theorem 3 implies that
dF(D) = dV (D) =Ω(m).
It is also easy to supply a direct argument going along the same lines as (but simpler than) the proof of
the lower bound in (21) presented later in this section.
Surprisingly, the upper bound dV (D) = O(m) is not that easy to establish and so we postpone the
proof of Theorem 8 to Section 6. However, the slightly weaker bound O(m logm), which is sufficient for
the proof of Theorems Theorem 1 and 1’, follows immediately from Lemma 4 (applied with δ = 38m ) and
Lemma 2.
We now prove Theorem 9. We first note that since a(Sep) = d2−1, once we know that (21) holds,
(22) and (23) follow by an application of Theorem 3. It is likely that the lower bound (22) on dimF(Sep)
is not sharp; any improvement would reflect on the estimate for N in Theorem 1.
Proof of the upper bound in (21). Let N be an ε-net in (SCd , | · |) with ε to be determined. We want to
show that
1
4
•Sep⊂ conv{|ψi⊗ψ j〉〈ψi⊗ψ j| : ψi,ψ j ∈N}⊂ Sep. (24)
Equivalently, by (4), we must show that for any trace zero Hermitian matrix A we have
W := sup
ψ,ϕ∈SCd
〈ψ⊗ϕ|A|ψ⊗ϕ〉6 4 sup
ψi,ψ j∈N
〈ψi⊗ψ j|A|ψi⊗ψ j〉.
First, note that using the left inclusion from (19) yields
W > 1
d2
‖A‖HS > 1d2 ‖A‖op.
Given ϕ,ψ ∈ SCd , there are ψi,ψ j ∈N with |ϕ−ψi|6 ε and |ψ−ψ j|6 ε . Using the triangle inequality
as in (11)–(12), we have
〈ϕ⊗ψ|A|ϕ⊗ψ〉6 4ε‖A‖op+ 〈ψi⊗ψ j|A|ψi⊗ψ j〉6 4εd2W + 〈ψi⊗ψ j|A|ψi⊗ψ j〉.
Taking supremum over ϕ,ψ , we obtain
W 6 4εd2W + sup
ψi,ψ j∈N
〈ψi⊗ψ j|A|ψi⊗ψ j〉.
We now set ε = 3/16d2; this guarantees that (24) holds. By Lemma 2, we may choose N such that
cardN6 (16d2)2d . Since we produced a polytope P with (cardN)2 vertices such that 14 •P⊂ Sep⊂ P, it
follows that dimV (Sep) = O(d logd).
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The estimates used in the argument above may appear quite crude and so it comes as a surprise that
the obtained bound is actually tight.
Proof of the lower bound in (21). Let P be a polytope with N vertices such that 14 •Sep⊂ P⊂ Sep. By
Carathéodory’s theorem, we may write each vertex of P as a combination of d4 extreme points of
Sep (which are pure product states, i.e., of the form |ψ ⊗ϕ〉〈ψ ⊗ϕ| for unit vectors ψ,ϕ ∈ Cd). We
obtain therefore a polytope Q which is the convex hull of N′ 6 Nd4 pure product states, and such that
1
4 •Sep⊂ P⊂ Q⊂ Sep. Let (|ψi⊗ϕi〉〈ψi⊗ϕi|)16i6N′ be the vertices of Q. Fix χ ∈ SCd arbitrarily. For
any ϕ ∈ SCd , let α = max{|〈ϕ|ϕi〉|2 : 16 i6 N′}. Consider the linear form
g(ρ) = Tr [ρ (|χ〉〈χ|⊗ (α ICd−|ϕ〉〈ϕ|))] .
For any 16 i6 N′ we have
g(|ψi⊗ϕi〉〈ψi⊗ϕi|) = |〈χ|ψi〉|2(α−|〈ϕ|ϕi〉|2)> 0
and therefore g is nonnegative on Q. Since Q⊃ 14 •Sep, we have
06 g
(
1
4
• |χ⊗ϕ〉〈χ⊗ϕ|
)
=
1
4
g(|χ⊗ϕ〉〈χ⊗ϕ|)+ 3
4
g(ρ∗)
=
1
4
(α−1)+ 3
4
× 1
d
(
α− 1
d
)
=
1
4
α
(
1+
3
d
)
− 1
4
(
1+
3
d2
)
.
It follows that
α >
1+ 3d2
1+ 3d
> 1− 3
d
.
In other words, we showed that for every ϕ ∈ SCd there is an index i ∈ {1, . . . ,N′} such that |〈ϕ|ϕi〉|2 >
1−3/d. This means that (ϕi)16i6N′ is an O(1/
√
d)-net in the projective space over Cd , when equipped
with the quotient metric from (SCd , | · |). It follows that the set
N =
{
e2ıpi j/dϕi : 16 i6 N′,16 j 6 d
}
is an O(1/
√
d)-net in SCd . Thus, by Lemma 2, cardN> (c
√
d)2d−1 for some absolute constant c > 0. At
the same time, cardN 6 dN′ 6 d5N, and combining the two bounds we infer that logN =Ω(d logd), as
asserted.
6 The verticial dimension of D: final touches
In this section we will complete the proof of Theorem 8. A proof of the lower bound (actually one proof
and a sketch of another proof) was given in Section 5, after the statement of Theorem 9. Concerning the
upper bound, it may seem reasonable to expect that choosing N as a δ -net in SCd (for some sufficiently
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small δ independent of d) and taking the convex hull of the corresponding states would yield a polytope
P such that 14 •D⊂ P⊂ D. This idea works for the unit ball for the trace class norm – the “symmetrized”
version of D – see Lemma 3 in [3]. What makes the problem intriguing is that this approach fails for D.
Indeed, given δ , for d large enough, a δ -net N may have the property that for some fixed unit vector
ψ , we have |〈ϕi|ψ〉| > 1/
√
d for every ϕi ∈ N. It follows that, for every ρ ∈ conv{|ϕi〉〈ϕi|}, we have
〈ψ|ρ|ψ〉> 1/d. However, this inequality fails for ρ = ρ∗, which shows that even the maximally mixed
state does not belong to the convex hull of the net! Elements of the net may somehow conspire towards
the direction ψ .
Yet, this approach can be salvaged if we use a balanced δ -net to avoid such conspiracies. Lemma 4 is
not enough to directly imply Theorem 8, but it can be bootstrapped to yield the needed estimate. The idea
is to use – instead of an arbitrary net – a family of random points independently and uniformly distributed
on the unit sphere, and to show that these points satisfy the conclusion of Theorem 8 with high probability.
(The observation that randomly chosen subsets often form very efficient nets goes back at least to Rogers
[34, 35].) We actually prove the following, which gives Theorem 8 by specializing to ε = 3/4.
Proposition 10. For every ε ∈ (0,1), there is a constant C(ε) such that the following holds: for every
dimension d > 2, there exists a family N = (ϕi)16i6N of unit vectors in Cd , with N 6 exp(C(ε)d), such
that
(1− ε)•D(Cd)⊂ conv{|ϕi〉〈ϕi| : ϕi ∈N}. (25)
Proof of Proposition 10. The conclusion (25) can be (by (4)) equivalently reformulated as follows: for
any self-adjoint trace zero matrix A we have
λ1(A) = sup
ψ∈SCd
〈ψ|A|ψ〉6 1
1− ε supϕi∈N
〈ϕi|A|ϕi〉. (26)
Let M be an ε4d -net in SCd given by Lemma 2. By Lemma 4, we have
sup
ψ∈SCd
〈ψ|A|ψ〉6 1
1− ε/2 supψ∈M
〈ψ|A|ψ〉. (27)
Set θ =
√
ε/8. For ψ ∈ SCd , denote by C(ψ,θ)⊂ SCd the cap with center ψ and radius θ with respect
to the geodesic distance. By symmetry, there is a number α (depending on d and ε) such that
1
σ(C(ψ,θ))
∫
C(ψ,θ)
|ϕ〉〈ϕ|dσ(ϕ) = (1−α)• |ψ〉〈ψ| (28)
where σ denotes the uniform probability measure on SCd . Taking (Hilbert-Schmidt) inner product with
|ψ〉〈ψ|, we obtain
1−α+ α
d
=
1
σ(C(ψ,θ))
∫
C(ψ,θ)
|〈ψ|ϕ〉|2 dσ(ϕ)> cos2 θ > 1−θ 2
so that
α 6 θ 2 d
d−1 6 ε/4. (29)
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Denote L := σ(C(ψ,θ))−1 and let N= {ϕi : 16 i6 N} be a family of N = d2L3e independent random
vectors uniformly distributed on SCd . (To not to obscure the argument, we will pretend in what follows
that 2L3 is an integer and so N = 2L3.) We will rely on the following lemma (to be proved later).
Lemma 11. Let Bop = {∆ ∈Md : ‖∆‖op 6 1} be the unit ball for the operator norm. For ψ ∈ SCd and
t > 0, the event
Eψ,t = {(ϕi) : (1−α)• |ψ〉〈ψ| ∈ tBop+ conv{|ϕi〉〈ϕi| : 16 i6 2L3}
satisfies
1−P(Eψ,t)6 exp(−L)+2d exp
(−t2L2/8) .
We apply Lemma 11 with t = ε/8d. When the event Eψ,t holds, we have
(1−α)〈ψ|A|ψ〉6 t‖A‖Tr+ sup
ϕi∈N
〈ϕi|A|ϕi〉. (30)
If the events Eψ,t hold simultaneously for every ψ ∈M, we can conclude from (27) and (30) that
(1− ε/2)(1−α)λ1(A)6 t‖A‖Tr+ sup
ϕi∈N
〈ϕi|A|ϕi〉 (31)
Since A has trace zero, we have ‖A‖Tr 6 2dλ1(A), and so (31) combined with (29) implies that
(1− ε)λ1(A)6
(
(1− ε/2)(1−α)−2td)λ1(A)6 sup
ϕi∈N
〈ϕi|A|ϕi〉,
yielding (26). The Proposition will follow once we establish that, with positive probability, the events
Eψ,t hold simultaneously for all ψ ∈M. To that end, we use Lemma 11, the estimate cardM6 (12d/ε)2d
from Lemma 2, and the union bound
P
 ⋂
ψ∈M
Eψ,t
 > 1− ∑
ψ∈M
(1−P(Eψ,t)) (32)
> 1−
(
12d
ε
)2d (
exp(−L)+2d exp(−ε2d−2L2/512)) . (33)
We know from Lemma 2 that exp(c1(ε)d)6 L6 exp(C1(ε)d) for some constants c1(ε), C1(ε) depending
only on ε . It follows that the quantity in (32)–(33) is positive for d large enough (depending on ε), yielding
a family of 2L3 6 2exp(3C1(ε)d) vectors satisfying the conclusion of Proposition 10. Small values of d
are taken into account by adjusting the constant C(ε) if necessary.
Proof of Lemma 11. Let Mψ = card(N∩C(ψ,θ)). The random variable Mψ follows the binomial distri-
bution B(N, p) for N = 2L3 and p = 1/L. It follows from Hoeffding’s inequality [24] that
P
(
B(N, p)6 N p
2
)
6 exp
(
− p
2N
2
)
.
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Specialized to our situation, this yields
P
(
Mψ 6 L2
)
6 exp(−L) . (34)
Moreover, conditionally on the value of Mψ , the points from N∩C(ψ,θ) have the same distribution as
(ϕk)16k6Mψ , where (ϕk) are independent and uniformly distributed inside C(ψ,θ). The random matrices
Xk = |ϕk〉〈ϕk|−E |ϕ1〉〈ϕ1|= |ϕk〉〈ϕk|− (1−α)• |ψ〉〈ψ|
(cf. (28)) are independent mean zero matrices. We now use the matrix Hoeffding inequality (see, e.g.,
Theorem 1.3 in [42]) to conclude that, for any t > 0,
P
∥∥∥∥∥ 1Mψ
Mψ
∑
k=1
Xk
∥∥∥∥∥
op
> t
6 2d exp(−Mψt2/8) (35)
(the factor 2 appears because we want to control the operator norm rather than the largest eigenvalue).
Define a random matrix ∆ by the relation
1
Mψ
Mψ
∑
k=1
|ϕk〉〈ϕk|+∆= (1−α)• |ψ〉〈ψ|.
The bound (35) translates then into P(‖∆‖op > t)6 2d exp(−Mψt2/8). If we remove the conditioning on
Mψ and take (34) into account, we are led to
P(‖∆‖op > t)6 exp(−L)+2d exp
(−L2t2/8) ,
whence Lemma 11 follows.
Conclusions
As a consequence of Milman’s tangible version of Dvoretzky’s theorem, we gave an illustration of the
complexity of entanglement in high dimensions by showing that the set of separable states requires a super-
exponential number of entanglement witnesses to be approximated within a constant factor, independent
of the dimension of the instance. To the best of our knowledge, this is the first (unconditional) result of
this nature that doesn’t collapse in presence of substantial randomizing noise.
There are several possible directions in which this work can be continued.
Upper bounds. Are there matching upper bounds on the cardinal of minimal universal families
of positive maps, in the sense of Theorem 1? One upper bound is exp(dF(Sep)), so the question is
essentially equivalent to computing the facial dimension of Sep(Cd⊗Cd). Since its linear dimension is
d4−1, an upper bound of O(d4) follows from general arguments. Closing the gap between this upper
bound and the lower estimate Ω(d3/ logd) seems an interesting question. While related constructions
using nets were considered by various authors, it seems likely that having a new class of invariants to
focus on may lead to sharper results.
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More/less robust entanglement. For which values of εd in Theorem 1’ can we conclude that N 1?
Note that this question is meaningful only for εd > 22+d2 since any ρ ∈ D(Cd⊗Cd) has the property that
2
2+d2 •ρ is separable [43]. In the opposite direction, the reader will notice that the assertions of Theorem 1
and Theorem 1’ differ rather modestly, and that we do not get further strengthening if we let ε to be close
to 1 (i.e., if we insist that the family of witnesses be universal for all ρ such that (1−δ )•ρ is entangled
for some small δ > 0, or even if we let δ = δd → 0 when d→ ∞). This is because our lower bound on
dF(Sep,A) does not improve substantially when A→ 1. However, it is still conceivable that, for some
other general reasons, Sep is harder to “finely-approximate” by a polytope with few faces than D, which
would perhaps allow to retrieve the results of [38] from general principles, and to link the perspective
provided by our approach with the prior algorithmic results on entanglement detection.
Multipartite or unbalanced setting. What if the underlying Hilbert space is of the form H =
Cd⊗Cm or H = (Cd)⊗N?
Unbalanced witnesses. What if we use witnesses Φ : Md →Mm, where m = poly(d)?
Finally, our primary motivation was to bring to the attention of the quantum information and theoretical
computer science communities another tool from asymptotic geometric analysis, which didn’t seem to be
widely known. Given the strong algorithmic flavor of the (40 years old!) Figiel–Lindenstrauss–Milman
inequality (7), it is quite likely that it has applications to complexity theory that go beyond entanglement
detection.
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