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Given a suitable function F,, we define a class of estimators called asymptotic 
F,,-estimators (i.e., estimators which approximate the solution of F”(6) = 0). 
It is proved that this class is nonvoid if appropriate regularity conditions are 
fulfilled and if one has at hand a suitable initial estimator. Furthermore, it is 
shown that F,-estimators admit a stochastic expansion (which enables to give 
results on asymptotic expansions for the distribution of these estimators). 
1. INTRODUCTION AND NOTATIONS 
Up to now the main ~01s in obtaining results on asymptotic expansions for the 
distribution of maximum likelihood estimators have been a stochastic 
expansion of the estimator, i.e., a polynomial in the standardized derivatives of 
B --f CyS, logp(xi , 0) which is sufficiently close to the maximum likelihood 
estimator, in connection with results giving asymptotic expansions for the 
distribution of such polynomials. For one-dimensional parameters this was first 
performed by Linnik and Mitrofanova [5]. A first attempt for the case of vector 
parameters has been made by Mitrofanova [7] under very restrictive regularity 
conditions. A rigorous proof of a more general result making clear, too, the two 
main steps of the approach has been given by Chibisov [l, 21. For a result con- 
cerning asymptotic maximum likelihood estimators (which include, under 
appropriate regularity conditions, maximum likelihood estimators), see also the 
paper by Michel[6]. In all of these papers, the structure of the stochastic expan- 
sion of the estimators is not very transparent (e.g., in [2, 71, it is obtained from 
a formal series-expansion of the .solution of the likelihood equation). 
In this paper we show that a suitable Newton-Raphson iteration procedure 
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yields, in a general case, the existence of suitable estimators together with their 
stochastic expansions. Previous results are improved in several respects: 
(i) A class of estimators whose distribution functions admit (under 
suitable regularity conditions) an asymptotic expansion is presented. This class 
includes minimum contrast estimators and asymptotic minimum contrast 
estimators (hence, it includes especially (asymptotic) maximum likelihood 
estimators). Furthermore, our approach is not limited to the i.i.d. case. 
(ii) Complete and new information is given about the structure of the 
functions constituting the stochastic approximation of the estimators. The 
approximation can be obtained from a recurrence formula in connection with a 
portion of a geometric series (see Remark 1 in Section 2). In the one-dimensional 
case, the stochastic expansion is presented in a closed form (see Remark 2 in 
Section 2). Furthermore, it appears that both the estimator and its stochastic 
expansion may be obtained by an application of one general concept. Both are 
approximations of the solution of F,,(B) = 0, where F, is the function being 
considered (e.g., F,, may be equal to 0 -+ n-l Cy=, (a/@) log&, , 0) if we deal 
with asymptotic maximum likelihood estimators). 
I f  we take, e.g., the functionjo (‘) of Remark 1, which fulfills properties (5) and 
(6) of Lemma 2, and if we know a suitable “initial estimator” Tc’ (see Defini- 
tion 1 in Section 3) then 
T&4 = f  w%)) 
is an estimator of our class (an asymptotic F,-estimator) and 
s$)tx, e) = f!‘,‘,(e) 
is its stochastic expansion. (Recall that f  Ii, depends on x and n through F, .) 
(iii) As an extension of the known results, it is shown that 
sup(IJ T,(X) - St)(x, T)II : /I 7 - e 11 < eKn-1/2(log n)“} 
is small with high probability, when 8 is the true parameter value. This result 
may be of special interest in testing hypotheses. 
The improvement procedure based on the Newton-Raphson method with 
quadratic convergence (see Lemma 5 in Section 2) applied to the numerical 
solution of the maximum likelihood equation was proposed as early as 1925 by 
Fisher [3] and was used by LeCam [4] to obtain asymptotically normal estimators 
of minimal variance. It has been taken up again in the papers of Pfanzagl[9] and 
Michel [6]. 
Our improvement procedure (see Lemma 4 of Section 2) is a Newton-Raphson 
iteration procedure with a higher degree of convergence (and is in fact 
“equivalent” to a sufficiently high number of steps of the former; see Lemma 5 
of Section 2). 
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The following notations are used in this paper: 
1) 11 denotes Euclidean norm, i.e., for any multilinear form HJ’ on W, 
Hj = (h. *1.....2, ~~.....ij-l....*k ) .I. 
II Hj II = ( i 
il.....+1 
g . . . . . J2. 
Observe that j = 1 means vectors and j = 2 denotes matrices. 
Furthermore, given a function F: W + W, we write DF(x) and DF(x) (in 
the case j = 1) for the multilinear form with entries 
where 
D<, ..., ,F(x), il ,..., ii = l,..., k 
Finally, for x,, E UP and 6 > 0 let 
I-qxJ = {x E w: 11 x - x, 11 < S}. 
2. AN APPROPRIATE NEWTON~APHSON METHOD 
The results of this section are given in some lemmas dealing with the existence 
and the properties of an appropriate iteration procedure. Lemmas 1 and 3 are 
more or less technical. Lemma 2 states the properties of two functions f{ii and 
f I;,’ which are in a certain sense equivalent to a given iteration procedure function 
f IT). In the statistical applications given in Section 3, f 1:; is reserved for the 
definition of the estimator and f 1;; is used for defining its stochastic expansion. 
(Observe that we can take f 12’; = f {ii .) In Lemma 4 we show that (under 
appropriate regularity conditions) there exists a function f CT) with the properties 
assumed in Lemma 2. In the first two remarks following Lemma 4 a well-suited 
function f {ii is defined. (The second remark deals with the one-dimensional 
case and here we give a closed form of the function f I;; .) In Lemma 5 we finally 
show that the usual Newton-Raphson procedure (used, e.g., in [6, 91 for the 
definition of asymptotic maximum likelihood estimators) gives rise to a function 
f (7’) (I) . 
The reader should not be scared by the many constants in these lemmas and 
the conditions on the constants. One should always bear in mind that in the 
satistical applications of Section 3 these constants (i.e., CX, 8, c, y, 7, T, w) are of 
the form 
n-l12(log n)% respectively l Kn-1/2(1og n)” 
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for suitable constants cK , yK > 0, and all the conditions .imposed reduce to only 
three conditions, namely, that n E N respectively yK > 0 should be sufficiently 
large and 6X. > 0 sufficiently small. 
In the following we assume that F: W + Rk is a differentiable function. 
LEMMA 1. Assume that there exists a regular matrix r, and a constant 6 > 0 
such that 
and 
Then there exists x* E &(x0) with F(x,) = 0. 
Proof. Let H(x) = x - r;lF(x). We have 
sup 
rsK&J 
II DH(a)ll < sup II C? II II DF(4 - To II -=c : 
ZE KS (q) 
(1) 
and therefore x E K6(x0) implies 
II W-4 - xo !I d II G’ II II F@o)ll + II x - ~,?W - (xo - C?F(xoNl 
d P + II x - x0 II sGs;8T4 II ~W4ll G 6. (2) 
By (1) and (2), the fixed-point theorem for contracting maps implies the existence 
of x* E &(x0) with H(x,) = X* , i.e., F(x,) = 0. 
LEMMA 2. Let the assumptions of Lemma 1 be fulfilled. Assume that there exists 
r E N, a d$ferentiable function f  (?I: &(x0) -+ W, and constants E, 7 > 0 with 
E < l/6 and 3 < 616 such that 
F(x) = 0 implies f  (‘j(x) = x, 
sup ~Ks(Zo) llf %4 - Mx)ll < T2, (3) 
where H(x) = x - I’;‘F(x), and 
sup 
M&o) 
II Of “‘(X)li < 2. 
Let f  I;;: &(x0) + R”, i = I, 2, be functions and 71 E [0, 1) a constant with 
q2 < S/6 such that 
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and 
(5) 
(6) 
Proof. (i) We have for x, x E Kd(x,,), 
Elf I:;<4 - fkk4ll G II fW> - f ‘%)ll + IIf’%) - J%ll 
+ Ilf”‘(4 - f$Ml 
B &++l + II x - x II ycy8y)zo) II w”‘(r)ll 
< 2(r]++l + SET), 
and this bound is independent of x and x. 
(ii) At first we show that x E K,(x,) implies f:;‘,(x) E I&(x,) (then this 
especially holds true forfcc)): 
We have for x E K,(q), 
llflrkx) y- x0 II G llfW> - f”‘W + IIf”’ -f%o)ll 
+ IIf”’ - ~(x,Il + II e%) - x0 II 
< rlr+l + II x - x0 II sup II @%)I1 + T2 
tEKg(zrJ 
< 112 + SC + r2 + s/2 < 6. 
Let x* E K8(xo) be given with F(x,) = 0 (see Lemma 1). Since F(x,) = 0 
impliesf@)(x,) = x* , i.e., F(f(T)(~,)) = 0, we obtain for x E KB(xo), 
II Rfw))ll G II W%(x)) - W’%>)ll 
+ II W’(4) - W”‘(~*nl* 
This together with 
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LEMMA 3. Assume that F is (r + I)-times dilferentiable and that there exists 
a regular matrix r, and constants 01, A, > 0 with (Y < 8 such that 
Then there exists a constant @+ , B, > 0 (depending only on T and A,.) such that 
sup I/ DjF(x)ll < B, , j = 2,..., r, (8) 
IEK&J 
where 
Proof. Obvious. 
LEMMA 4. Let the conditions of Lemma 3 be fuljlled, ana’ assume in addition 
that 
II CT’ II II Qdll < w (10) 
where 6 is given by (9). Then there exists a function f  (‘): Kd(x,J -+ Rk fuljZing the 
conditions in (3) of Lemma 2 for all I, E > 0 with 
where C, and m7 are given in (21) below. 
Proof. (i) F is injective on Ke(x,,) and the inverse function F-l: F(Ke(x&) --+ 
K8(x,,) is (r + I)-times differentiable. To prove the first assertion set H(x) = 
x - r$F(x) and let x, y  E K,(x,,) be given withF(x) = F(y). Then by (7), 
II x - Y II = II w4 - WYN G II x - Y II $& II JT4ll 
e a I/ x -Y II G i+ II * -Y IL 
which implies x = y. 
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The second assertion now follows from (7) and the assumptions. We further- 
more have, 
zEw& II ~Wll -=c a II To II9 vE;;$no)) II DmY)ll < 2 II G’ II 
and WI 
ue;;$d) II ~&WY) - 1 II < 23. 
This immediately follows from (7) together with OL < 4 and the Neumann series 
m-‘(y) = c’ f  [p-o - DF(x) LF-W) mm. (13) 
m-0 
(ii) Forj E I+J let W4 = tSlfl...fl(4>i.i, ,..., is-l ,..., k , where 
S3 U,...f,(4 = ~i,-.f~‘tY) Iv-F(a) - (14) 
Notice that for h E [w”, 
For h E UP and a R x k matrix M = (M&D--l,...,k define, furthermore, 
s+‘(x) h’M = 
( 
5 S:;f-i,+N W,+lv h hiv)f,p_l ,..., - (16) 
fl.....f,++ Y-4 9 
Observe that (14)-(16) yield the following recurrence formula for the S: 
and forj > 1, 
9(x) = DF(x)-1 
D[sqx)hq = s’+yx) h’DF(x), heRk. 
With the preceding notations we obviously have 
(17) 
D[SQ?)F(x)q = S’+‘(x)F(xy m(x) + jsqxy-1 m(x). (18) 
(iii) After these preliminaries, we now define the functionf(r): &(x0) + RL. 
Let 
Notice that the components jr’ of f(r) are nothing other than a portion of the 
Taylor series of y  +&l(y) around F(x), taken for the particular value y  = 0. 
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From the fact that the elements constituting S’(x) are polynomials in L@‘(x)-’ 
and the derivatives of F(x) up to the order j we immediately obtain that f(r) 
is differentiable with (see (18) and (19)) 
Df”‘(x) = y sT+l(x) F(q m(x). (20) 
(iv) Using (12) and the arguments preceding (20), we obtain the existence 
of a constant C, > 0 (depending only on Y and A,) and a natural number m, 
such that for every h E LV, every (R x k) matrix M and all j = 1,. . . , r 
and 
Furthermore, (7) and (10) together with II r;’ II--l < II r,, II imply 
The conditions on E, 7 now follow immediately from (9), (17), and (19)-(23). 
Remark 1. The function f(‘)(~) is not well suited for our purposes, as the 
inverse of the matrix DF(x) occurs in the representation of f”)(X). A candidate 
for fl34 [rev. .fl$ x )I is obtained by the following device: 
Replace DF(x)-l in ftr) by portions of the series 
m(x)-l = r;’ f  [(r, - m(x)) yjm, (24) 
nt=O 
(whose mth term is bounded on &(x0) by II r;’ jl elm (see (7))) in such a way that 
the remainder terms are bounded by 
E,(l + jl r;r ll)“r olrfl (25) 
for suitable q,. E N and a constant E, (both depending only on Y and A,). Observe 
that SU~,~J~,) IIF(x)ll < OL by (23). Then (4) is fulfilled for every 77 > 0 such 
that r] > or[E,(l + 11 &’ ll)‘r’ll/(r+lr and q2 < 6/6 
We illustrate this construction for the case Y = 3. To simplify our notations 
we use the following convention: If  in a product an index occurs twice, then this 
means the summation over this index from 1 to k, e.g., 
a,jbj means $r aijbj . 
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Let (GPuAw=l.....k denote the inverse nf DF(x). Hence 
G,,W&) = hw . 
Then we have 
DvG,, = --G,,G,BDJB . 
Let, furthermore, 
(26) 
Sihi = (S:il...ijhil ... h& ,..., k. 
Then (17) yields 
Stfl = Giil 
andforj>, 1, 
S:t,t. .i j+l = Gaf i,lD.S~i,. . .ij . 
Hence, 
S;,, = Gii, 
Sfti,i, =’ -GG,SB<,G&&~‘~ 
S&i, = G,~GBl,G,i,GB,,OG~B,F~~~ - &d’J* 
Let 
(rii)i,j=l,....7c = rO and (4>i,j=l,...,,t = ri?. 
(27) 
(28) 
(2% 
(30) 
From (24) we have to take at most the portion 
I-,-” + p;‘(i’, - DF(x)) r;’ + T,-‘[(To - DF(x)) F’]’ 
whose entries are 
A, + 4Q’as - W’a) 4 + &(r,, - DBFJ A,#-‘,, - W’,W, . (31) 
We finally set 
ui = &F, , Uij = Ai,(DjF, - I’,,). (32) 
Then we obtain from (19) and (29)-(32) the following result on the ith component 
off 1;;: 
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Remark 2. By some obvious but tedious calculations we derive in the case 
k = 1 the following closed form of the function fiz+l constructed in Remark 1: 
x c* (-l)j’+l 
1 
(2i - 2 - jl)! [r;lF(l)(x)]j’ fi + [A F’qq 
“4 Y. 
x [r;‘F(x)li p--,-yr() - F(qx))y, 
whereP)(X) denotes the derivative (&/&)F(x) and where C* means summation 
over all (jr ,...) ji) E (0, I)..., i - l>i with~~=,j, = i - 1 andzi=, & = 2i - 2. 
Remark 3. I f  X, E ilP is given such that X, is sufficiently close to x0 and such 
that 
IIF(4ll < uJ’+l (33) 
for some w > 0 (i.e., if X, approximates the solution of F(x) = 0), then X, is in 
a certain sense equivalent off(‘)(x). T o e b p recise, assume that the conditions of 
Lemmas 2 and 4 and (33) are fulfilled and that 
where 6 is given by (9). Then, 
sup 
2EiQ (4) 
II xr - f “‘(x)ll < 2 II CT’ II (1 + 3 II To Il)[m=+, 8, $+l, (34) 
wherefob is any function fulfilling (3) of Lemma 2. The proof in (34) is intuitively 
clear: The function F is locally Lipschitzian in both directions. We indicate the 
proof: 
By the first lines of the proof of Lemma 4, F is injective on K&J and 
F-l: F(K,(x,)) ---f &(x0) is differentiable with (see (12)) 
Hence, we have 
II xr - f “b)ll = II ~1(F(4) - p1(F(f”)(4))ll 
< 2 II CT’ II (II ~Wll + II w%Nl0? 
which implies the assertion. 
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LEMMA 5. Let the conditions of Lemma 2 be fuljilled and assume that (instead of 
the first condition of Lemma l), 
sup II G’II II W4 - To II < 01s where 01 < 4. 
EK,j (zo) 
Let W)(x) = H(x) [= x - I’;;lF(x)] and for j > 1, H(‘+l)(x) = H(Ho)(x)), 
x E Kd(xo). Then f i;#) = lP)(x) fuljih (4) for muy 
7 > (1 + 6 (I r{‘l\ I\ I’, jl)l’(‘+l) max(cY, 8, c, 7) with v2 < 6/6. 
Proof. We shall prove that for j E N, 
i-2 
sup II Ho’(x) -f “‘(X)ll < d-l 2 7 + 3 II ml II rrl II SET c a”* 
XEK&TJ v-0 
Since (II < 4, this then implies the assertion (by setting j = r.) 
By assumption, we have for x E K,(x) (case j = 1) 
(35) 
11 fw(x) -f (r’(X)II = II H(x) - f  (+)(x)II < 72. 
As shown in the proof of Lemma 1, H&(x)) C X6(x), i.e., x E &(x0) implies 
Im(x) E K&v) f  or every j E N. Therefore, we have for j > 2 and x E X,(X,), 
II HG”(4 - f “‘(4l < II w+“W) - Wf “‘(al 
+ II G1 II II F(f “‘WI 
< a II H(+l)(x) - f “‘(4)ll + 3 II G’ II II TO II 62 
as supz.EKa(zo) II ~W4ll < a. (Observe that x E &(x0) implies f t+)(x) E &(x0) 
by the first lines of the proof of Lemma 2(ii).) Furthermore, we have used 
Lemma 2(ii) with q =! 0 and f  {S’, t f  (r). Hence, (35) for j - 1 implies (35) for j. 
3. STATISTICAL APPLICATIONS 
Let (X, &) be a measurable space and PO I J&‘, 0 E 8, 8 C Rk open, a family of 
probability measures. 
DEFINITION 1. A measurable map T, . (O)* X+ IIP is an initial estimator of 
order s E N if forevery compact subset K of 0 and every constant c > 0, 
sup P,{x E X : 11 T:‘(x) - 0 II > cn-“2(log n)“} = 0(7t-~‘~). 
BEK 
Let F, := X x 8 + l!P be &’ x @-measurable. (The reader should not be 
confused by the fact that 6’ now stands for the x of Section 2.) 
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DEFINITION 2. A measurable map T,: X ---f IF!? is an asymptoticF,-estimator 
of order (I, S) E N2 if it is an initial estimator of order s and if for every compact 
subset K of 0 there exist a constant yK > 0 such that 
s-z! Po{x E X : IIF&, T&))Ij > (n-1’2(log n)‘“)‘“} = o@+‘~). 
We remark that these definitions generalize Pfanzagl’s definitions (see [9, p. 212 
and p. 249, respectively]). 
General conditions for the existence of initial estimators may be obtained by 
the minimum distance method (see [8, p. 190, Lemma 21) For practical purposes, 
however, it will be easier to use an initial estimator adjusted to the particular 
problem, e.g., the median as initial estimator for a location parameter and the 
range as initial estimator for the scale parameter. 
We now give conditions which imply the existence of asymptotic F,,-estimators. 
First, we state the following general conditions: 
Condition M, . A function H,: X x 0 --+ R fulfills Condition MS , if 
x -+ H,(x, 0) is &-measurable for every 0 E 0, and if there exist h: 0 -+ If% 
such that for every compact subset K of 0, 
and 
(ii) s.~; PO{x E X : 1 H&r, 0) - h(O)1 > l} = o(n-s’2). 
We remark that in the i.i.d. case this condition is fulfilled for H&x, 0) = 
n-l xi”=, H(x( , 0) if 
Condition R, . A function H,: X x 0 -+ lRk fulfills Condition R, if for every 
compact subset K of 8 and every constant c > 0, 
m; P,(x E X : 1) H&c, O)l\ > cn-1/2 log n> = o(tr8’*). 
This condition is fulfilled in the i.i.d. case for H-(x, 0) = n-1 C,“=, H(xi , t9) if 
E,H(*, 0) = 0, the smallest eigenvalue of Var,(H) is bounded aWay from zero on 
K, and supeEK EB 1 H( 0, O)ls+s < co. 
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Condition L, . A matrix-function H,, on X x 0 (i.e., H,: X x 0 + (IV)~) 
fulfills ConditionL, if for every 13 E 0 there exists a regular matrix r(0) such that 
for every compact subset K of 0 and every constant c > 0, 
and 
(ii) ;.I$ P&Z E X : I/ H,(x, 0) - P(e)]1 > c&/z log n} = o(r~-~/~). 
With these conditions and the results of Section 2 we immediately obtain our 
main result. 
THEOREM. Assume that B -+ F,(x, B) is (r + 1)-times dz@rentiable on 8 and 
that the function DF,,(x, 0) (d@rentiation with respect to 0) fu1jU.s condition L, . 
Assume furthermore that the partial derivatives D,I.+,F,,(x, e), j = 3,..., I, fuljill 
Condition M, , and that there exists an ~-measurable function h,( *, 8): X -+ IF& 
0 E 0, fulflling Condition M, such that for every 0 E 0 there exists a neighborhood 
U, of 0 with 
SUP I Dil...i,+Fn(~, T)I < h,(x, Q il ,..., i,+I E {I,..., h>r+‘. 
SW,9 
Assume, finally, that F,, fulflls Condition R, . Let T$” be an initial estimator of 
order s. Then there exists 
(i) an asymptotic F,,-estimator T,, of order (r, s). 
(ii) a polynomial in F,, and its partial e-derivatives, say Sp)(x, e), such that 
for every compact subset K of 6 and every asymptotic F,,-estimator T, of order (r, s) 
there exist constants l x , yK > 0 with 
sup Po(x E x : sup II T,(x) - Si%, 41 
&K ll,-ell<~Kn-‘~*(logl)* 
> (n-l12(log n)YK)++l} = o(n--‘/2). 
Proof. The proof immediately follows from the remarks at the beginning of 
Section 2, Lemmas 2,4, and Remark 3 in Section 2. 
(We only need to check that there exists a set A,,, E JZ’ with 
such that for x E A,,, and n sufficiently large all conditions of the lemmas are 
fulfilled if Q > 0 is sufficiently small, and yK > 0 is sufficiently large. Obviously 
the true parameter 0 stands for x0 of Section 2.) 
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