Abstract. We prove that the notions of compactness and weak compactness for a Hankel operator on BM OA are identical.
Introduction and notation
We write z ∈ D, where D is the unit disc in the complex plane, and ζ ∈ T = ∂D, where T is the unit circle. The usual Lebesgue spaces for T are denoted by L p = L p (T) and we write f (ζ) ∼ +∞ n=−∞ f (n)ζ n for the Fourier series of a function f in L 1 . The Hardy spaces for T are defined by H p = {f ∈ L p : f (n) = 0 for n < 0}. The M. Riesz theorem says that the Riesz projection P , defined by
n , is a bounded operator L p → H p when 1 < p < ∞. The Szegö projection or Cauchy transform of f at z ∈ D is defined by
For 1 ≤ p < +∞ and every f ∈ L p the lim r→1− P f (rζ) exists for a.e. ζ ∈ T and, when 1 < p < +∞, this limit is equal to P f (ζ) (where P is the Riesz projection) in both the a.e. sense and in the L p sense. If p = 1, the P f (ζ) = lim r→1− P f (rζ) serves as the definition of P f , which belongs to the space L 1,w of weak-L 1 functions. In all cases P f (z) is an analytic function of z ∈ D.
A function f is in BMO if f ∈ L 1 and
where I is the general arc of T, f I = 1 |I| I f (ζ)|dζ| and |I| is the length of I. BMO is a Banach space with the norm
We also define V MOA = V MO∩H 1 . V MOA is the closure of analytic polynomials in BMOA. The Riesz projection is a bounded operator L ∞ → BMOA and also BMO → BMOA. We then have the spaces BMO log and V MO log and their variants BMOA log and V MOA log . An f ∈ L 1 is in BMO log if
BMO log is a Banach space with the norm
We also define V MOA log = V MO log ∩ H 1 . For each arc I we define S(I) = {z ∈ D : 0 < 1 − |z| < It is known that µ is a Carleson measure if and only if
for some constant c(µ) and that, if c(µ) is the smallest such constant,
where A ≍ B means that there are two positive numerical constants c 1 and c 2 so that c 1 ≤ 
Similarly, f ∈ H 1 is in V MOA if and only if
Analogously, for functions f in BMOA log we have
Note that there exists a positive numerical constant c so that 
2 be an analytic symbol with a(0) = 0. The Hankel operator with symbol a is defined by
H a is well defined for analytic polynomials f (ζ) = N n=0 f (n)ζ n . The set of analytic polynomials is dense in each H p (1 ≤ p < +∞) and there are classical results which specify, for every particular value of p, the necessary and sufficient conditions on the symbol a so that these operators are extended as bounded or even compact operators on H p . The situation is described by the following theorems. Of course, because of the dualities between H 1 , BMOA and V MOA, the above results about H 1 hold also for BMOA and V MOA.
The main result
Theorem 2.1. Let H a be bounded on BMOA, i.e. a ∈ BMOA log . Then the following are equivalent:
Proof. General considerations show the equivalences between (1), (3) and (5), between (2) and (4) and that (2) implies (1). Also, Theorem 1.5 shows the equivalence between (2) or (4) and (6) . Therefore, it remains to prove that (5) implies (6) . The symbol a(ζ) of H a and the function b(z) are connected by
or, equivalently, b(ζ) = ζa(ζ) for the boundary values of b. Also, the variable f (ζ) of H a (f ) and g(z) are connected by
for the boundary values of g. For any arc I of T let z I be the midpoint of the inner side of the Carleson square S(I). Let f ∈ BMOA and a ∈ BMOA log or, equivalently, g ∈ BMOA and b ∈ BMOA log . Then
It is easy to show that
from which we get
Applying the Cauchy-Schwarz inequality together with standard estimates for functions in BMOA and in BMOA log , we get
In what follows, c denotes a positive numerical constant, not necessarily the same at each occurrence. This, for every arc I, implies
A direct calculation of the integral of the term A gives
Observing that |1 − z I z| ≍ |I| for all z ∈ S(I) and considering the Borel measure dµ(z) which is equal to |b
and equal to zero on D \ S(I), we find
, we observe that we need only consider
. If |J| ≤ |I|, then J ⊆ 3I, where 3I is the arc with the same midpoint as I and with length three times the length of I. Hence, in both cases we get
and, finally, 1
All the previous estimates of the terms A and B are contained in [6] and played a substantial role in the proofs of Theorems 1.4 and 1.5. We included them here for the sake of completeness. We also changed them slightly to make them more accessible for the present work.
Although this is not our immediate purpose, it is straightforward to show that (6) impies (5) . Suppose that b ∈ V MOA log . Then 1
and H a (f ) ∈ V MOA. For the converse, let b / ∈ V MOA log . Then there is some δ > 0 and some sequence (I n ) of arcs such that |I n | → 0 and log 2 4π |In|
for all n. The previous estimates imply that
We shall construct some g ∈ BMOA such that lim sup
This will imply that lim sup
The construction of g.
Taking a subsequence, we may assume that I n accumulate to some point of T. For simplicity of the formulas we shall replace D by the upper halfplane H = {z = x + iy : y > 0} and T by the real line R and assume that the intervals I n of R accumulate to 0.
Let z n = z In = x n + iy n , where y n = |I n | → 0 and x n (→ 0) is the midpoint of I n .
We consider a fixed function φ : (0, +∞) → [0, 1] with the following properties:
(i) φ(x) = 0 for x ≥ 2, (ii) φ(x) = 1 for 0 < x ≤ 1, (iii) φ is smooth in (0, +∞).
We then extend φ : (−∞, 0) ∪ (0, +∞) → [−1, 1] so that (iv) φ is odd.
We also consider the Hilbert transform
and the analytic function
where z ∈ H. Now it is easy to prove that
z ∈ H, |z| ≥ 3 and
for some appropriate fixed δ such that 0 < δ ≤ . For the first, we assume |z| ≥ 3 and find
For the second, we assume that |z| ≤ 1 2 and find
First case: Suppose there is some c > 0 such that 
Then φ n is supported in the interval [x n −2 √ y n , x n +2 √ y n ] and, taking a further subsequence, we may assume that these intervals are pairwise disjoint. This implies that the function
is in L ∞ and, more precisely, |ψ| ≤ 1 a.e. in R. Finally, we define
Since ψ ∈ L ∞ , we have that g ∈ BMOA. Using one of the previous estimates, we see that for large n (φ + iHφ) z n − x n √ y n = |(φ + iHφ)(i √ y n )| ≥ log 1 √ y n = 1 2 log 1 |I n | .
We may now assume that |x n+1 | ≤ 1 2 |x n | and that y n+1 ≤ y n for all n. Then for k < n we have | 
