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Abstract In this paper, we investigate weak Hopf algebras introduced in Li (J Algebra 208:72–100, 1998;
Commun Math Phys 225:191–217, 2002) corresponding to quantum algebras Uq( f (K , H)) (see Wang et al.
in Commun Algebra 30:2191–2211, 2002). A new class of algebras is defined, which is denoted by wU dq .
For d = ((1, 1) | (1, 1)), denote wU dq briefly by w1Uq ; for d = ((0, 0) | (0, 0)), denote wU dq briefly by
w2Uq . In some cases, the necessary and sufficient conditions for w1Uq and w2Uq to be weak Hopf algebras
are given. The PBW bases of w1Uq and w2Uq are presented. Finally, representations and the center of w1Uq
are characterized over C with q ∈ C which is not a root of unity.
Mathematics Subject Classification (2010) 16T05 · 16T20
1 Introduction
Along with the introduction of quantum groups [6,11], the importance of Hopf algebras [17,20] has been
widely recognized in both mathematics and physics. For example, Hopf algebra is a principal tool of studying
non-commutative space [16] as quantization of commutative ones. There are some interesting generalizations
of Hopf algebras. One way to generalize the concept of Hopf algebra is to introduce a kind of weak co-product
such that (1) = 1 ⊗ 1 (see [4,5]). The paragroups of [18] and the face algebras of [9] are examples of
this class of weak Hopf algebras. By defining a weak antipode on bialgebras, Li [13–15] introduced another
notion of weak Hopf algebras. The definition is as follows: a k-bialgebra H = (H, μ, η,, ε) is called a
weak Hopf algebra if there exists T ∈ Homk(H, H) such that id ∗ T ∗ id = id and T ∗ id ∗ T = T, where
Y. Hong · F. Li (B)





196 Arab J Math (2012) 1:195–218
T is called a weak antipode of H. It should be pointed out that this concept naturally generalizes the notion
of Hopf algebras, the left and right Hopf algebras [8]. There are some examples for this kind of weak Hopf
algebras. A natural example is the semigroup algebra of any regular monoid which is a natural generalization of
group algebra. The weak quantized enveloping algebras of semi-simple Lie algebras, generalized Kac-Moody
algebras and super-algebras (see [1,15,22–24]) are also contained in this kind of weak Hopf algebras. The
methods to construct such weak Hopf algebras in [1,15,22–24] are similar, that is, replacing the group of
group-like elements of the corresponding quantum enveloping algebra by some regular monoid.
Recently, some mathematical workers are interested in the generalization of Uq(sl(2)) which is the sim-
plest and most important example of quantum groups. As example, Ji and Wang [10] introduced a class of
quantum algebras Uq( f (K )) and studied representations of Uq( f (K )); Wang et al. [21] introduced another
class of quantum algebras Uq( f (K , H)) and studied representations and the center of Uq( f (K , H)) which
is a generalization of Drinfeld double of two Hopf algebras (see [21]). Our aim in this paper is to provide
more nontrivial examples for weak Hopf algebras under the Li’s meaning. So, using the similar method as in
[1,15,22–24], we can introduce a class of kq -algebras corresponding to Uq( f (K , H)). Denote this class of
kq -algebras by wU dq ( f (K , K , H, H)). For convenience, denote wU
d
q ( f (K , K , H, H)) by wU
d
q . It should be
pointed out that in [1,15,22–24], the corresponding algebras have only one center idempotent, but here are two
center idempotents P and Q in wU dq . If d = ((1, 1) | (1, 1)), denote wU dq by w1Uq . If d = ((0, 0) | (0, 0)),
denote wU dq by w2Uq . From the definitions of w1Uq and w2Uq , we can conclude that w2Uq is a homomorphic
image of w1Uq (see Proposition 2.9). We also study the basis of w1Uq and w2Uq . They are Noetherian but
with zero divisors. If we add the relation P + Q = 1, we can find that there are invertible elements in wU dq
and w1Uq can be decomposed into two ideals which are isomorphic to two algebras belonging to the class
of quantum algebras Uq( f (K )) introduced in [10]. In this condition, the algebra UK ,L (bialg)22 introduced in
[7] belongs to this class of kq -algebras wU dq . If f (K , K , H, H) = 0, we characterize all weak Hopf algebra
structures of w1Uq under some assumption. We also give a necessary and sufficient condition for w2Uq to
be a weak Hopf algebra. These are weak Hopf algebras but not Hopf algebras. If P = Q, these weak Hopf
algebras can be written as a direct sum of two ideals and one of them as Hopf algebra is isomorphic to a Hopf
algebra belonging to the class of quantum algebras Uq( f (K , H)). When k is the field of complex numbers,
q ∈ C, and q is not a root of unity, we find that the simple modules of w1Uq can be related with that of
Uq( f (K , H)), Uq( f (K )) and C〈E, F〉/(E F − F E − b) for b ∈ C. Finally, using the Harish-Chandra homo-
morphism, we study the center of w1Uq . In a word, the algebraic structure and representations of wU dq are
related to those of wUq(sl(2)) (introduced in [15]), Uq( f (K , H)), Uq( f (K )) and C〈E, F〉/(E F − F E − b).
The paper is organized as follows: In Sect. 2, we give some notions and the definition of wU dq . We charac-
terize the PBW bases of w1Uq and w2Uq . In Sect. 3, we study the weak Hopf algebra structures of w1Uq and
w2Uq . In some cases, the necessary and sufficient conditions for w1Uq and w2Uq to be weak Hopf algebras
are given. In Sect. 4, we investigate representations of w1Uq and describe the center of w1Uq . Although the
ideals in the proofs of Theorem 3.2 and Theorem 3.4 are ordinary, their computations are complicated. So, we
put them in an Appendix.
Throughout this paper, denote by k a field with characteristic zero and C the field of complex numbers;
N is the set of natural numbers, i.e., N = {0, 1, 2, . . .}; Z is the set of all integers.
2 Weak quantum algebra wU dq ( f (K, K, H, H)) and its basis
For the reader’s convenience, we recall the definition of Uq( f (K1, H1)) (see [21]). Let k be an algebraically
closed field with characteristic zero and q be an indeterminate. We use kq to denote the fraction field of the
domain k[q, q−1]. The kq -algebra Uq( f (K1, H1)) is generated by six variables E1, F1, K1, K −11 , H1, H−11
with the relations
K1 H1 = H1 K1, (2.1)
K −11 K1 = K1K −11 = H1 H−11 = H−11 H1 = 1, (2.2)
K1 E1 K
−1
1 = q2 E1, K1 F1K −11 = q−2 F1, (2.3)
123
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H1 E1 H
−1
1 = q−2 E1, H1 F1 H−11 = q2 F1, (2.4)
[E1, F1] = f (K1, H1), (2.5)
where f (K1, H1) = ∑Ni, j=−N ai j K i1 H j1 ∈ kq [K1, K −11 , H1, H−11 ].
Using the same method as in [15], we weaken the invertibility in (2.2) to regularity. Instead of {K1, K −11 }
and {H1, H−11 }, we introduce two pairs {K , K } and {H, H} subjecting to the following relations:
K K K = K , K K K = K , H H H = H, H H H = H . (2.6)
So, we can introduce two projectors P and Q such that
1 = P = K K = K K , P K = K P = K , P K = K P = K , (2.7)
1 = Q = H H = H H, Q H = H Q = H, Q H = H Q = H . (2.8)
Here, corresponding to the relation (2.1), we also let
K H = H K , K H = H K , K H = H K , K H = H K . (2.9)
To generalize the other relations in the definition, we need some terminologies for simplicity. For example,
if E satisfies
K E = q2 E K , K E = q−2 E K , H E = q−2 E H, H E = q2 E H , (2.10)
then we consider E to be of type (1, 1). If E satisfies
K E = q2 E K , K E = q−2 E K , H E H = q−2 E, (2.11)
then we consider E to be of type (1, 0). If E satisfies
K E K = q2 E, H E = q−2 E H, H E = q2 E H , (2.12)
then we consider E to be of type (0, 1). If E satisfies
K E K = q2 E, H E H = q−2 E, (2.13)
then we consider E to be of type (0, 0). The same convention holds for F by replacing E by F and 2 by
−2,−2 by 2 in the relations above.
By (2.7)–(2.8), we can get two formulas as follows:




K i− j , i > j,
P, i = j = 0,
1, i = j = 0,
K
j−i
, i < j.




Hi− j , i > j,
Q, i = j = 0,
1, i = j = 0,
H
j−i
, i < j.
Obviously, both P(i j) and Q(i j) satisfy the condition of regularity
P(i j) P( j i) P(i j) = P(i j), Q(i j)Q( j i)Q(i j) = Q(i j). (2.14)
Proposition 2.1 (i) E (resp. F) is of type (0, 0) if and only if E (resp. F) is of type (1, 1) and P E = E P =
E, QE = E Q = E, (respectively, P F = F P = F, QF = F Q = F);
(ii) E (resp. F) is of type (0, 1) if and only if E (resp. F) is of type (1, 1) and P E = E P = E, (respectively,
P F = F P = F);
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(iii) E (resp. F) is of type (1, 0) if and only if E (resp. F) is of type (1, 1) and QE = E Q = E, (respectively,
QF = F Q = F).
Proof The proof is similar to that of Proposition 3.1 in [22]. unionsq
For convenience, we write d = ((d1, d2) | (d1, d2)) to denote the types of E and F simultaneously. Here,
di , di ∈ {0, 1} for i = 1, 2. Having this notion, we say that E and F are of type d in an obvious sense.
Let














































Here, all coefficients are in kq .
Now, we introduce the definition of kq -algebras corresponding to Uq( f (K , H)) as follows and will give
the weak Hopf structures in the sequel.
Definition 2.2 The kq -algebra wU dq ( f (K , K , H, H)) is generated by E, F, K , K , H, H , P, Q with the rela-
tions (2.7), (2.8), (2.9), E, F are of type d, and
[E, F] = f (K , K , H, H), (2.15)
where f (K , K , H, H) = ∑ti, j,m,n=l ai jmn K i K j Hm Hn ∈ M(K , K , H, H). Here, l and t are two non-nega-
tive integers.
Remark 2.3 It should be pointed out that the algebra UK ,L (bialg)22 introduced in [7] belongs to the class of
kq -algebras in Definition 2.2 when we substitute L for H , L for H, and f (K , K , H, H) = (K+H)−(K+H)q−q−1
and add the relation P + Q = 1. The purpose of [7] is to obtain a new quantum algebra by adding a von
Neumann regular Cartan-like generator and some extra relations into Uq(sl(2)), which admits an embedding
of Uq(sl(2)). Thus, L in UK ,L (bialg)22 is not a group-like element of UK ,L (bialg)22 in [7]. So, the weak Hopf
structure of UK ,L (bialg)22 is different from that of wU dq ( f (K , K , H, H)) which will be introduced later.
The following lemma is easy to be checked:
Lemma 2.4 P and Q are two center idempotent elements of wU dq ( f (K , K , H, H)).
For convenience, from now on, denote wU dq ( f (K , K , H, H)) by wU
d
q .
Proposition 2.5 (i) wU dq = wU dq P ⊕ wU dq (1 − P), wU dq = wU dq Q ⊕ wU dq (1 − Q). Moreover,
wU dq = wU dq P Q ⊕ wU dq P(1 − Q)⊕wU dq (1 − P)Q ⊕wU dq (1 − P)(1 − Q). Here all sums mean the
direct sums of algebras.
(ii) wU dq /(1 − P, 1 − Q) is isomorphic to the algebra Uq(g(K , H)), where g(K , H) =
∑t
i, j,m,n=l ai jmn
K i− j Hm−n where l and t are two non-negative integers.
Proof For (i), we only prove wU dq = wU dq P ⊕ wU dq (1 − P). The other decompositions can be similarly
obtained. For any x ∈ wU dq , we have x = x P + x(1− P). Let y ∈ wU dq P
⋂
wU dq (1− P). Then, y = y1 P =
y2(1 − P) for some y1, y2 ∈ wU dq . By Lemma 2.4, P is a center idempotent element. Then, we obtain that
y(1 − P) = y1 P(1 − P) = 0 = y2(1 − P) = y. Therefore, we have wU dq = wU dq P ⊕ wU dq (1 − P). Since
P and 1 − P are in the center, the direct sum is the direct sum of algebras.
For (ii), denote the image of any x ∈ wU dq in wU dq /(1− P, 1− Q) by x˜ . Then, P˜ = Q˜ = 1˜. The morphism
of algebras from wU dq /(1 − P, 1 − Q) to Uq(g(K , H)) is given as follows:
K˜ −→ K , K˜ −→ K −1, P˜ −→ 1, H˜ −→ H, H˜ −→ H−1,
Q˜ −→ 1, E˜ −→ E, F˜ −→ F.
Obviously, it is an isomorphism. unionsq
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By Proposition 2.1, we can get the lemma as follows:
Lemma 2.6 For m ≥ 0, n ≥ 0, the following relations hold in wU dq :
Em K n = q−2mn K n Em, Em K n = q2mn K n Em,
Em Hn = q2mn Hn Em, Em Hn = q−2mn Hn Em,
Fm K n = q2mn K n Fm, Fm K n = q−2mn K n Fm,
Fm Hn = q−2mn Hn Fm, Fm Hn = q2mn Hn Fm .
In order to compute [E, Fk] and [Ek, F], we recall some notations in [21]. For any element
h(K , K , H, H) = ∑ti, j,m,n=l ai jmn K i K j Hm Hn in M(K , K , H, H) and l, t, s, k ∈ N and k ≥ 1, denote
by
h+(s)(K , K , H, H) =
t∑
i, j,m,n=l





h−(s)(K , K , H, H) =
t∑
i, j,m,n=l





h+(k)(K , K , H, H) =
t∑
i, j,m,n=l






h−(k)(K , K , H, H) =
t∑
i, j,m,n=l






Here (k)qi = 1 + qi + q2i + · · · + q(k−1)i for any i ∈ Z.
Using these notations, we can obtain the lemma as follows:
Lemma 2.7 Let s, k ∈ N and k ≥ 1. For any element h(K , K , H, H) = ∑ti, j,m,n=l ai jmn K i K j Hm Hn in
M(K , K , H, H), the following relations hold:
(1)
h(K , K , H, H)Fs = Fsh−(s)(K , K , H, H), h(K , K , H, H)Es = Esh+(s)(K , K , H, H),
h(K , K , H, H)Es = Esh+(s)(K , K , H, H), h(K , K , H, H)Es = Esh+(s)(K , K , H, H),
Fsh(K , K , H, H) = h+(s)(K , K , H, H)Fs, Esh(K , K , H, H) = h−(s)(K , K , H, H)Es .
(2)
h+(k)(K , K , H, H) =
k−1∑
s=0
h+(s)(K , K , H, H),
h−(k)(K , K , H, H) =
k−1∑
s=0
h−(s)(K , K , H, H).
Lemma 2.8 For k ≥ 1, the following relations hold in wU dq :
[E, Fk] = Fk−1 f−(k)(K , K , H, H) = f+(k)(K , K , H, H)Fk−1,
[Ek, F] = Ek−1 f+(k)(K , K , H, H) = f−(k)(K , K , H, H)Ek−1.
Proof This lemma can be easily obtained by induction on k and using (2.15). unionsq
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From now on, we mainly consider the two extreme cases: d = ((1, 1)|(1, 1)) and d = ((0, 0)|(0, 0)).
When d = ((1, 1)|(1, 1)), for convenience, denote wU dq by w1Uq . For d = ((0, 0)|(0, 0)), denote wU dq by
w2Uq .
Proposition 2.9
w1Uq/(P E − E, QE − E, P F − F, QF − F) ∼= w2Uq .
Proof By Proposition 2.1, E (resp. F) is of type (0, 0) if and only if E (resp. F) is of type (1, 1) and
P E = E P = E, QE = E Q = E (resp. P F = F P = F, QF = F Q = F). Therefore, we can give a
morphism of algebras from w1Uq to w2Uq . For avoiding confusion in notations, let the generators of wiUq be
Ki , K i , Hi , Hi , Pi , Qi , Ei , Fi for i ∈ {1, 2}. Then, the morphism of algebras is just as follows: X1 −→ X2
for any X ∈ {K , K , H, H , P, Q, E, F}. Obviously, it is surjective. P1 E1 − E1, Q1 E1 − E1, P1 F1 − F1 and
Q1 F1 − F1 are in the kernel of this morphism. Since P1 and Q1 are in the center, by Proposition 2.1, the kernel
of this morphism is just the ideal generated by P1 E1 − E1, Q1 E1 − E1, P1 F1 − F1 and Q1 F1 − F1. Therefore,
this proposition holds. unionsq
Next, using weak Ore extension (see in [15]), we study the basis of w1Uq .
Theorem 2.10 The algebra w1Uq is Noetherian with the basis A = {El Fk K i H j , El Fk QK i , El Fk P H j ,
El Fk QK
m
, El Fk P H
n
, El Fk K i H
n
, El Fk K
m
H j , El Fk · K m Hn, El Fk P Q}, where i, j, l, k are any non-
negative integers, m and n are any positive integers.
Proof The proof is similar to that of Theorem 2 in [15] and also is referred to that of Proposition 2.5 in [21]. unionsq
Next, we give the similar theorem for w2Uq .
Theorem 2.11 The algebra w2Uq is Noetherian with the basis B = {El Fk K i H j , QK i , P H j , QK m, P Hn,
El Fk K i H
n
, El Fk K
m




, P Q}, where i, j, l, k are any non-negative integers, m and n are any
positive integers.
Proof By Proposition 2.9 and Theorem 2.10, w2Uq is Noetherian.
Next, we use the Diamond Lemma (see [2, Theorem 1.2]) to prove this theorem.
Now, we define a semigroup partial ordering≤on the set W of words in the generators E, F, K , K , H, H , P
and Q. First, define the lexicographic ordering ≤lex on W by ordering the generators as E, P, Q, F, K , K , H,
H . For each word w ∈ W, let l(w) be the total number of times E and F appearing in w. Now, given two
words w and v, we define w ≤ v if
(1) l(w) < l(v), or
(2) l(w) = l(v) and length(w) < length(v), or
(3) l(w) = l(v) and length(w) = length(v), w ≤lex v.
This is a semigroup partial ordering which satisfies the descending chain condition and is also compatible with
the reduction system given by the relations in Definition 2.2 (later, we will write down our reduction system). We
have to check that the ambiguities are resolvable, which we will do below. Then, the Diamond Lemma implies
that the irreducible words {El Fk K i H j , QK i , P H j , QK m, P Hn, El Fk K i Hn, El Fk K m H j , El Fk K m Hn,
P Q} form a basis for w2Uq , where i, j, l, k are any non-negative integers, m and n are any positive integers.
Here, we give the details of the verification. Let us write down our reduction system:
P E −→ E, E P −→ E, QE −→ E, E Q −→ E,
F E −→ E F − f (K , K , H, H), K E −→ q2 E K , K E −→ q−2 E K ,
H E −→ q−2 E H, H E −→ q2 E H , Q P −→ P Q, F P −→ F, P F −→ F,
K P −→ K , P K −→ K , K P −→ K , P K −→ K , H P −→ P H, H P −→ P H ,
F Q −→ F, QF −→ F, K Q −→ QK , K Q −→ QK ,
H Q −→ H, Q H −→ H, H Q −→ H , Q H −→ H ,
K F −→ q−2 F K , K F −→ q2 F K , H F −→ q2 F H, H F −→ q−2 F H ,
K K −→ P, K K −→ P, H K −→ K H, H K −→ K H ,
H K −→ K H, H K −→ K H , H H −→ Q, H H −→ Q.
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By the reduction system above, we conclude that there is no inclusion ambiguity and all overlap ambiguities
appear in words of length 3. Thus, the words which we have to check are
Q P E, F P E, K P E, K P E, H P E, H P E, F QE, K QE, K QE,
H QE, H QE, K F E, K F E, H F E, H F E, K K E, H K E, H K E,
H K E, H K E, H H E, F Q P, K Q P, K Q P, H Q P, H Q P, K F P,
K F P, H F P, H F P, K K P, H K P, H K P, H K P, H K P, H H P, K F Q,
K F Q, H F Q, H F Q, K K Q, H K Q, H K Q, H K Q, H K Q, H H Q,
K K F, H K F, H K F, H K F, H K F, H H F, H K K , H K K , H H K , H H K .
We now show that all these ambiguities are resolvable:
(Q P)E −→ P(QE) −→ P E −→ E,
Q(P E) −→ QE −→ E,
(F P)E −→ F E −→ E F − f (K , K , H, H),
F(P E) −→ F E −→ E F − f (K , K , H, H),
(K P)E −→ K E −→ q2 E K ,
K (P E) −→ K E −→ q2 E K .
As above, we can easily check that the ambiguities in words K P E, H P E, H P E, F QE, K QE, K QE, H QE
and H QE are resolvable.
(K F)E −→ q−2 F(K E) −→ (F E)K −→ (E F − f (K , K , H, H))K
−→ E F K − f (K , K , H, H)K ,
K (F E) −→ K (E F − f (K , K , H, H)) −→ q2 E(K F) − K f (K , K , H, H)
−→ E F K − K f (K , K , H, H).
Since f (K , K , H, H) ∈ M(K , K , H, H), it is easy to check that the ambiguity in K F E is resolvable.
Similarly, we also can show that the ambiguities in K F E, H F E, H F E, K K E are resolvable.
Moreover, it is easy to check that the other ambiguities are resolvable. unionsq
Remark 2.12 Here, for any d,wU dq has zero divisors. For example, (1− P) and (1− Q) are two zero divisors.
In particular, for w2Uq , (1 − P)(1 − Q) can annihilate all generators.
Specially, with the relation P + Q = 1 in Definition 2.2, we can get the following results about wU dq :
Proposition 2.13 aK m +bHn, aK m +bHn, aK m +bHn, and aK m +bHn are invertible and their inverses
are a−1 K m + b−1 Hn, a−1K m + b−1 Hn, a−1K m + b−1 Hn and a−1K m + b−1 Hn, respectively, where a, b ∈
kq\{0}, m and n are positive integers.
Proof Since P + Q = 1, we have P Q = Q P = (1 − P)P = 0. By (2.7) and (2.8), we obtain K H =
K P Q H = 0. Similarly, we get
K H = K H = K H = K H = 0.
Therefore, (aK m + bHn)(a−1 K m + b−1 Hn) = P + Q = 1. The other cases can be proved similarly. unionsq
If P + Q = 1, we have the Pierce decomposition: w1Uq = Pw1Uq ⊕ Qw1Uq . Then, we can get the
proposition as follows:
Proposition 2.14 As algebras, w1Uq=Uq(g(K1)) ⊕ Uq(p(K1)), where g(K ) = g(K , K −1) the sum of all
terms of f (K , K , H, H) in which the degrees of H and H are 0, while p(H) = p(H, H−1) the sum of all
terms of f (K , K , H, H) in which the degrees of K and K are 0.
Proof The isomorphism is given as follows:
K −→ K1 ⊕ 0, K −→ K −11 ⊕ 0, P −→ 1 ⊕ 0, P E −→ E1 ⊕ 0, P F −→ F1 ⊕ 0,
H −→ 0 ⊕ K −11 , H −→ 0 ⊕ K1, Q −→ 0 ⊕ 1, QE −→ 0 ⊕ E1, QF −→ 0 ⊕ F1.
unionsq
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Remark on Proposition 2.14 The definition of quantum algebras Uq(g(K1)) or Uq(p(K1)) can be referred to
[10].
3 Weak Hopf algebra structure of wU dq
In this section, we mainly consider weak Hopf algebra structures on w1Uq and w2Uq .




(K ) = K ⊗ K , (K ) = K ⊗ K , (H) = H ⊗ H, (H) = H ⊗ H , (3.1)
(E) = K i1 K j1 Hm1 Hn1 ⊗ E + E ⊗ K i2 K j2 Hm2 Hn2 , (3.2)
(F) = K p1 K q1 Hs1 Ht1 ⊗ F + F ⊗ K p2 K q2 Hs2 Ht2 , (3.3)
where K i1 K
j1 Hm1 H
n1
, K i2 K
j2 Hm2 H
n2
, K p1 K
q1 Hs1 H
t1
, and K p2 K
q2 Hs2 H
t2 belong to M(K , K , H, H),
and i1, i2, j1, j2, m1, m2, n1, n2, p1, p2, q1, q2, s1, s2, t1, t2 ∈ N.
With the equalities above, to make a bialgebra structure of wU dq , we define a map ε from wU
d
q to kq as
follows:
ε(K ) = ε(K ) = 1, ε(H) = ε(H) = 1, ε(E) = ε(F) = 0. (3.4)
Then, the following lemma holds:
Lemma 3.1 w1Uq is a bialgebra with comultiplication  and counit ε defined above if and only if (m2 −
n2) + ( j2 − i2) = (t1 − s1) + (p1 − q1), (m1 − n1) + ( j1 − i1) = (t2 − s2) + (p2 − q2), and
f (K , K , H, H) = a(K i1+p1 K j1+q1 Hm1+s1 Hn1+t1 − K i2+p2 K j2+q2 Hm2+s2 Hn2+t2).
Here, a ∈ kq .
Similarly, w2Uq is a bialgebra with comultiplication  and counit ε defined above if and only if (m2 −
n2) + ( j2 − i2) = (t1 − s1) + (p1 − q1), (m1 − n1) + ( j1 − i1) = (t2 − s2) + (p2 − q2), and
f (K , K , H, H) = a(K i1+p1 K j1+q1 Hm1+s1 Hn1+t1 − K i2+p2 K j2+q2 Hm2+s2 Hn2+t2),
where xu + yu = 0 for any (x, y) ∈ {(i, j), (m, n), (p, q), (s, t)} and any u ∈ {1, 2}. Here, a ∈ kq .
Proof The proof is similar to that of Lemma 3.2 in [21] or that of Proposition 3.2 in [10]. unionsq
Remark In Lemma 3.1, we use xu + yu = 0 just to say equivalently that xu and yu cannot be equal to 0
simultaneously for any (x, y) ∈ {(i, j), (m, n), (p, q), (s, t)} and any u ∈ {1, 2}. Since all the numbers are
non-negative integers, here, this notation is more brief and will not bring any confusion. In the sequel, for
convenience, we often use this description.
Next, we consider weak Hopf algebra structures of w1Uq and w2Uq . To make the bialgebra structure in
Lemma 3.1 into a weak Hopf algebra structure, we should define a map T from wU dq to wU
d
q as follows:
T (K ) = K , T (K ) = K , T (H) = H , T (H) = H, (3.5)
T (E) = bK u1 K v1 Hr1 Hw1 E, T (F) = cK u2 K v2 Hr2 Hw2 F, (3.6)
where K u1 K
v1 Hr1 H
w1 and K u2 K
v2 Hr2 H
w2 belong to M(K , K , H, H), b, c ∈ kq , and u1, u2, v1, v2, r1, r2,
w1, w2 ∈ N. Moreover, we can define T to be an anti-algebra morphism of wU dq .
For convenience, we first write down 26 kinds of weak Hopf structures of w1Uq as follows (here, we just
give the equalities of (E),(F), T (E), T (F), f (K , K , H, H) concretely. The other equalities are the same
as those in Lemma 3.1):
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Case 1
(E) = K i1 K j1 Hm1 Hn1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ K p2 K q2 Hs2 Ht2 ,
T (E) = −K j1 K i1 Hn1 Hm1 E, T (F) = −q−2t2+2s2+2q2−2p2 K q2 K p2 Ht2 Hs2 F,
f (K , K , H, H) = a(K i1 K j1 Hm1 Hn1 − K p2 K q2 Hs2 Ht2),
where i1, j1, m1, n1, p2, q2, s2 and t2 are non-negative integers, i1 + j1 = 0, m1 + n1 = 0, p2 + q2 =
0, s2 + t2 = 0, (m1 − n1) + ( j1 − i1) = (t2 − s2) + (p2 − q2) and a ∈ kq\{0}.
Case 2
(E) = 1 ⊗ E + E ⊗ K i2 K j2 Hm2 Hn2 , (F) = K p1 K q1 Hs1 Ht1 ⊗ F + F ⊗ 1,
T (E) = −q2n2−2m2−2 j2+2i2 K j2 K i2 Hn2 Hm2 E, T (F) = −K q1 K p1 Ht1 Hs1 F,
f (K , K , H, H) = a(K p1 K q1 Hs1 Ht1 − K i2 K j2 Hm2 Hn2),
where i2, j2, m2, n2, p1, q1, s1 and t1 are non-negative integers, i2 + j2 = 0, m2 + n2 = 0, p1 + q1 =
0, s1 + t1 = 0, (m2 − n2) + ( j2 − i2) = (t1 − s1) + (p1 − q1) and a ∈ kq\{0}.
Case 3
(E) = P Hm1 Hn1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ K p2 K q2 Hs2 Ht2 ,
T (E) = −Hn1 Hm1 E, T (F) = −q−2t2+2s2+2q2−2p2 K q2 K p2 Ht2 Hs2 F,
f (K , K , H, H) = a(P Hm1 Hn1 − K p2 K q2 Hs2 Ht2),
where m1, n1, p2, q2, s2, t2 are non-negative integers, m1 + n1 = 0, p2 + q2 = 0, s2 + t2 = 0, m1 − n1 =
(t2 − s2) + (p2 − q2) and a ∈ kq\{0}.
Case 4
(E) = P Q ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ K p2 K q2 Hs2 Ht2 ,
T (E) = −E, T (F) = −K q2 K p2 Ht2 Hs2 F,
f (K , K , H, H) = a(P Q − K p2 K q2 Hs2 Ht2),
where p2, q2, s2, t2 are non-negative integers, p2 + q2 = 0, s2 + t2 = 0, (t2 − s2) + (p2 − q2) = 0 and
a ∈ kq\{0}.
Case 5
(E) = 1 ⊗ E + E ⊗ P Hm2 Hn2 , (F) = K p1 K q1 Hs1 Ht1 ⊗ F + F ⊗ 1,
T (E) = −q2n2−2m2 Hn2 Hm2 E, T (F) = −K q1 K p1 Ht1 Hs1 F,
f (K , K , H, H) = a(K p1 K q1 Hs1 Ht1 − P Hm2 Hn2),
where m2, n2, p1, q1, s1, t1 are non-negative integers, m2 + n2 = 0, p1 + q1 = 0, s1 + t1 = 0, m2 − n2 =
(t1 − s1) + (p1 − q1) and a ∈ kq\{0}.
Case 6
(E) = 1 ⊗ E + E ⊗ P Q, (F) = K p1 K q1 Hs1 Ht1 ⊗ F + F ⊗ 1,
T (E) = −E, T (F) = −K q1 K p1 Ht1 Hs1 F,
f (K , K , H, H) = a(K p1 K q1 Hs1 Ht1 − P Q),
where p1, q1, s1, t1 are non-negative integers, p1 + q1 = 0, s1 + t1 = 0, (t1 − s1) + (p1 − q1) = 0 and
a ∈ kq\{0}.
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Case 7
(E) = K i1 K j1 Q ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ K p2 K q2 Hs2 Ht2 ,
T (E) = −K j1 K i1 E, T (F) = −q−2t2+2s2+2q2−2p2 K q2 K p2 Ht2 Hs2 F,
f (K , K , H, H) = a(K i1 K j1 Q − K p2 K q2 Hs2 Ht2),
where i1, j1, p2, q2, s2, t2 are non-negative integers, i1 + j1 = 0, p2 + q2 = 0, s2 + t2 = 0, j1 − i1 =
(t2 − s2) + (p2 − q2) and a ∈ kq\{0}.
Case 8
(E) = 1 ⊗ E + E ⊗ K i2 K j2 Q, (F) = K p1 K q1 Hs1 Ht1 ⊗ F + F ⊗ 1,
T (E) = −q2i2−2 j2 K j2 K i2 E, T (F) = −K q1 K p1 Ht1 Hs1 F,
f (K , K , H, H) = a(K p1 K q1 Hs1 Ht1 − K i2 K j2 Q),
where i2, j2, p1, q1, s1, t1 are non-negative integers, i2 + j2 = 0, p1 + q1 = 0, s1 + t1 = 0, j2 − i2 =
(t1 − s1) + (p1 − q1) and a ∈ kq\{0}.
Case 9
(E) = P Hm1 Hn1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ P Hs2 Ht2 ,
T (E) = −Hn1 Hm1 E, T (F) = −q−2t2+2s2 Ht2 Hs2 F,
f (K , K , H, H) = a(P Hm1 Hn1 − P Hs2 Ht2),
where m1, n1, s2, t2 are non-negative integers, m1 + n1 = 0, s2 + t2 = 0, m1 − n1 = t2 − s2 and a ∈ kq\{0}.
Case 10
(E) = P Hm1 Hn1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ K p2 K q2 Q,
T (E) = −Hn1 Hm1 E, T (F) = −q2q2−2p2 K q2 K p2 F,
f (K , K , H, H) = a(P Hm1 Hn1 − K p2 K q2 Q),
where m1, n1, p2, q2 are non-negative integers, m1+n1 = 0, p2+q2 = 0, m1−n1 = p2−q2 and a ∈ kq\{0}.
Case 11
(E) = Hm1 Hn1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ Hs2 Ht2 ,
T (E) = −Hn1 Hm1 E, T (F) = −q−2t2+2s2 Ht2 Hs2 F,
f (K , K , H, H) = a(Hm1 Hn1 − Hs2 Ht2),
where m1, n1, s2, t2 are non-negative integers, m1 + n1 = 0, s2 + t2 = 0, m1 − n1 = t2 − s2 and a ∈ kq\{0}.
Case 12
(E) = 1 ⊗ E + E ⊗ P Hm2 Hn2 , (F) = K p1 K q1 Q ⊗ F + F ⊗ 1,
T (E) = −q2n2−2m2 Hn2 Hm2 E, T (F) = −K q1 K p1 F,
f (K , K , H, H) = a(K p1 K q1 Q − P Hm2 Hn2),
where m2, n2, p1, q1 are non-negative integers, m2+n2 = 0, p1+q1 = 0, m2−n2 = p1−q1 and a ∈ kq\{0}.
Case 13
(E) = K i1 K j1 Q ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ K p2 K q2 Q,
T (E) = −K j1 K i1 E, T (F) = −q2q2−2p2 K q2 K p2 F,
f (K , K , H, H) = a(K i1 K j1 Q − K p2 K q2 Q),
where i1, j1, p2, q2 are non-negative integers, i1 + j1 = 0, p2 + q2 = 0, j1 − i1 = p2 − q2 and a ∈ kq\{0}.
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Case 14
(E) = 1 ⊗ E + E ⊗ K i2 K j2 , (F) = K p1 K q1 ⊗ F + F ⊗ 1,
T (E) = −q2i2−2 j2 K j2 K i2 E, T (F) = −K q1 K p1 F,
f (K , K , H, H) = a(K p1 K q1 − K i2 K j2),
where i2, j2, p1, q1 are non-negative integers, i2 + j2 = 0, p1 + q1 = 0, j2 − i2 = p1 − q1 and a ∈ kq\{0}.
Case 15
(E) = 1 ⊗ E + E ⊗ K i2 K j2 Hm2 Hn2 , (F) = P Hs1 Ht1 ⊗ F + F ⊗ 1,
T (E) = −q2n2−2m2−2 j2+2i2 K j2 K i2 Hn2 Hm2 E, T (F) = −Ht1 Hs1 F,
f (K , K , H, H) = a(P Hs1 Ht1 − K i2 K j2 Hm2 Hn2),
where i2, j2, m2, n2, s1, t1 are non-negative integers, i2 + j2 = 0, m2 + n2 = 0, s1 + t1 = 0, t1 − s1 =
(m2 − n2) + ( j2 − i2) and a ∈ kq\{0}.
Case 16
(E) = 1 ⊗ E + E ⊗ K i2 K j2 Hm2 Hn2 , (F) = P Q ⊗ F + F ⊗ 1,
T (E) = −K j2 K i2 Hn2 Hm2 E, T (F) = −F,
f (K , K , H, H) = a(P Q − K i2 K j2 Hm2 Hn2),
where i2, j2, m2, n2 are non-negative integers, i2 + j2 = 0, m2 + n2 = 0, (m2 − n2) + ( j2 − i2) = 0 and
a ∈ kq\{0}.
Case 17
(E) = K i1 K j1 Hm1 Hn1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ P Hs2 Ht2 ,
T (E) = −K j1 K i1 Hn1 Hm1 E, T (F) = −q−2t2+2s2 Ht2 Hs2 F,
f (K , K , H, H) = a(K i1 K j1 Hm1 Hn1 − P Hs2 Ht2),
where i1, j1, m1, n1, s2, t2 are non-negative integers, i1 + j1 = 0, m1 + n1 = 0, s2 + t2 = 0, t2 − s2 =
(m1 − n1) + ( j1 − i1) and a ∈ kq\{0}.
Case 18
(E) = K i1 K j1 Hm1 Hn1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ P Q,
T (E) = −K j1 K i1 Hn1 Hm1 E, T (F) = −F,
f (K , K , H, H) = a(K i1 K j1 Hm1 Hn1 − P Q),
where i1, j1, m1, n1 are non-negative integers, i1 + j1 = 0, m1 + n1 = 0, (m1 − n1) + ( j1 − i1) = 0 and
a ∈ kq\{0}.
Case 19
(E) = 1 ⊗ E + E ⊗ K i2 K j2 Hm2 Hn2 , (F) = K p1 K q1 Q ⊗ F + F ⊗ 1,
T (E) = −q2n2−2m2−2 j2+2i2 K j2 K i2 Hn2 Hm2 E, T (F) = −K q1 K p1 F,
f (K , K , H, H) = a(K p1 K q1 Q − K i2 K j2 Hm2 Hn2),
where i2, j2, m2, n2, p1, q1 are non-negative integers, i2 + j2 = 0, m2 + n2 = 0, p1 + q1 = 0, (m2 − n2) +
( j2 − i2) = p1 − q1 and a ∈ kq\{0}.
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Case 20
(E) = K i1 K j1 Hm1 Hn1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ K p2 K q2 Q,
T (E) = −K j1 K i1 Hn1 Hm1 E, T (F) = −q2q2−2p2 K q2 K p2 F,
f (K , K , H, H) = a(K i1 K j1 Hm1 Hn1 − K p2 K q2 Q),
where i1, j1, m1, n1, p2, q2 are non-negative integers, i1 + j1 = 0, m1 + n1 = 0, p2 + q2 = 0, (m1 − n1) +
( j1 − i1) = p2 − q2 and a ∈ kq\{0}.
Case 21
(E) = 1 ⊗ E + E ⊗ P Hm2 Hn2 , (F) = P Hs1 Ht1 ⊗ F + F ⊗ 1,
T (E) = −q2n2−2m2 Hn2 Hm2 E, T (F) = −Ht1 Hs1 F,
f (K , K , H, H) = a(P Hs1 Ht1 − P Hm2 Hn2),
where m2, n2, s1, t1 are non-negative integers, m2 + n2 = 0, s1 + t1 = 0, m2 − n2 = t1 − s1 and a ∈ kq\{0}.
Case 22
(E) = 1 ⊗ E + E ⊗ K i2 K j2 Q, (F) = K p1 K q1 Q ⊗ F + F ⊗ 1,
T (E) = −q2i2−2 j2 K j2 K i2 E, T (F) = −K q1 K p1 F,
f (K , K , H, H) = a(K p1 K q1 Q − K i2 K j2 Q),
where p1, q1, i2, j2 are non-negative integers, p1 + q1 = 0, i2 + j2 = 0, j2 − i2 = p1 − q1 and a ∈ kq\{0}.
Case 23
(E) = 1 ⊗ E + E ⊗ K i2 K j2 Q, (F) = P Hs1 Ht1 ⊗ F + F ⊗ 1,
T (E) = −q2i2−2 j2 K j2 K i2 E, T (F) = −Ht1 Hs1 F,
f (K , K , H, H) = a(P Hs1 Ht1 − K i2 K j2 Q),
where s1, t1, i2, j2 are non-negative integers, s1 + t1 = 0, i2 + j2 = 0, j2 − i2 = t1 − s1 and a ∈ kq\{0}.
Case 24
(E) = 1 ⊗ E + E ⊗ Hm2 Hn2 , (F) = Hs1 Ht1 ⊗ F + F ⊗ 1,
T (E) = −q2n2−2m2 Hn2 Hm2 E, T (F) = −Ht1 Hs1 F,
f (K , K , H, H) = a(Hs1 Ht1 − Hm2 Hn2),
where m2, n2, s1, t1 are non-negative integers, m2 + n2 = 0, s1 + t1 = 0, m2 − n2 = t1 − s1 and a ∈ kq\{0}.
Case 25
(E) = K i1 K j1 ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ K p2 K q2 ,
T (E) = −K j1 K i1 E, T (F) = −q2q2−2p2 K q2 K p2 F,
f (K , K , H, H) = a(K i1 K j1 − K p2 K q2),
where i1, j1, p2, q2 are non-negative integers, i1 + j1 = 0, p2 + q2 = 0, j1 − i1 = p2 − q2 and a ∈ kq\{0}.
Case 26
(E) = K i1 K j1 Q ⊗ E + E ⊗ 1, (F) = 1 ⊗ F + F ⊗ P Hs2 Ht2 ,
T (E) = −K j1 K i1 E, T (F) = −q−2t2+2s2 Ht2 Hs2 F,
f (K , K , H, H) = a(K i1 K j1 Q − P Hs2 Ht2),
where i1, j1, s2, t2 are non-negative integers, i1 + j1 = 0, s2 + t2 = 0, j1 − i1 = t2 − s2, and a ∈ kq\{0}.
Theorem 3.2 If f (K , K , H, H) = 0, then w1Uq is a weak Hopf algebra with the bialgebra structure defined
in Lemma 3.1 and weak antipode in the form (3.5) and (3.6) if and only if one of 26 cases above is satisfied.
In other words, the 26 cases above are all weak Hopf algebra structures of w1Uq under the assumption.
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Remark on the proof of Theorem 3.2 To make a weak Hopf algebra structure of w1Uq , we have to prove
that (T ∗ id ∗ T )(x) = T (x), (id ∗ T ∗ id)(x) = x for any x ∈ w1Uq and T (F)T (E) − T (E)T (F) =
T ( f (K , K , H, H)) hold. Using Theorem 2.10 and the equalities above, by a fussy discussion, we can obtain
the 26 cases above. The explicit proof is referred to Appendix A.1.
Remark 3.3 From the 26 kinds of weak Hopf algebra structures of w1Uq above, we conclude that a weak
Hopf algebra may have more than one weak antipodes. For example, in Case 3, letting m1 = n1 = 0, then
the bialgebra structure of Case 3 is the same with that in Case 4. But the weak antipode in Case 3 is different
from that in Case 4. Moreover, we can see that Case 11, Case 14, Case 24 and Case 25 give a class of weak
Hopf algebras corresponding to quantum algebras Uq( f (K )) introduced in [10].
For a weak Hopf algebra H, if S and T are two weak antipodes of H, then S ∗ id ∗ T is also a weak
antipode of H. Denote S ∗ id ∗ T by S♦T . Then, the set of all weak antipodes of H forms a semigroup
with the multiplication ♦. From the 26 cases, we see that for the case (E) = P Q ⊗ E + E ⊗ 1 and
(F) = 1⊗ F + F ⊗ K p2 K q2 Hs2 Ht2 with p2 = q2 and s2 = t2, there are four weak antipodes T1, T2, T3 and
T4 as follows: T1(E) = −E ; T2(E) = −P E ; T3(E) = −QE ; T4(E) = −P QE . The actions of T1, T2, T3 and
T4 on other generators of w1Uq are the same. Under the multiplication ♦, we can get the following relations:
(Ti♦Tj )(x) = Ti (x)
for any i, j ∈ {1, 2, 3, 4} and any x ∈ {K , K , H, H , P, Q, E, F}.
By the definition, Ti is an anti-algebra morphism of w1Uq for any i ∈ {1, 2, 3, 4}. In this case, we claim that
Ti♦Tj is also an anti-algebra morphism of w1Uq for any i, j ∈ {1, 2, 3, 4}. In fact, using induction, we only need
to prove that (Ti♦Tj )(xy) = (Ti♦Tj )(y)·(Ti♦Tj )(x) = Ti (y)Ti (x) for any x, y ∈ {K , K , H, H , P, Q, E, F}.
Here, we only check (Ti♦Tj )(E F) = Ti (F)Ti (E) as follows:
(Ti♦Tj )(E F) = (Ti ∗ id)(P Q)Tj (E F) + (Ti ∗ id)(P QF)Tj (E K p2 K q2 Hs2 Ht2)
+(Ti ∗ id)(E)Tj (F) + (Ti ∗ id)(E F)Tj (K p2 K q2 Hs2 Ht2)
= P QTj (F)Tj (E) + P QFTj (K p2 K q2 Hs2 Ht2)Tj (E) + Ti (P QF)P QTj (E)
+P QETj (F) + Ti (E)Tj (F) + P QE FTj (K p2 K q2 Hs2 Ht2)
+P QTi (F)E + Ti (E)FTj (K p2 K q2 Hs2 Ht2) + Ti (F)Ti (E)P Q
= Ti (F)Ti (E).
The other equalities can be similarly checked. Since Ti♦Tj is also an anti-algebra morphism of w1Uq , we can
get that Ti♦Tj = Ti for any i, j ∈ {1, 2, 3, 4}. So, the set {T1, T2, T3, T4} is closed under the multiplication ♦.
Hence, {T1, T2, T3, T4} is a semigroup with idempotent elements T1, T2, T3 and T4 under the multiplication ♦.
This semigroup is a band in the algebraic theory of semigroup. Similarly, for the case (E) = P Q⊗E+E⊗1,
and (F) = 1 ⊗ F + F ⊗ P Q, there are 11 weak antipodes. Under the multiplication ♦, the set of these 11
weak antipodes forms a band, too.
Theorem 3.4 If f (K , K , H, H) = 0,w2Uq is a weak Hopf algebra with the bialgebra structure defined in
Lemma 3.1 and weak antipode in the form (3.5) and (3.6) if and only if
T (E) = −q2n2−2m2−2 j2+2i2 K j1+ j2 K i1+i2 Hn1+n2 Hm1+m2 E,
T (F) = −q−2t2+2s2+2q2−2p2 K q1+q2 K p1+p2 Ht1+t2 Hs1+s2 F,
f (K , K , H, H) = a(K i1+p1 K j1+q1 Hm1+s1 Hn1+t1 − K i2+p2 K j2+q2 Hm2+s2 Hn2+t2),
where (m2 −n2)+( j2 − i2) = (t1 −s1)+(p1 −q1), (m1 −n1)+( j1 − i1) = (t2 −s2)+(p2 −q2), a ∈ kq\{0},
and xu + yu = 0 for any (x, y) ∈ {(i, j), (m, n), (p, q), (s, t)} and any u ∈ {1, 2}.
Remark on the proof of Theorem 3.4 The proof is similar to that in Theorem 3.2. But, the corresponding
discussion is more easily. For convenience, the explicit proof is referred to Appendix A.2.
Next, we study the relation between the weak Hopf algebras wiUq(i = 1, 2) and Hopf algebra
Uq(g(K1, H1)) (its Hopf algebra structure is referred to [21]).
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Proposition 3.5 If P = Q, for wiUq , then it follows that wiUq = PwiUq ⊕ (1 − P)wiUq , where PwiUq
and (1 − P)wiUq are two ideals of wiUq . Moreover, PwiUq ∼= Uq(g(K1, H1)) as Hopf algebras, where
g(K , H) = f (K , K −1, H, H−1). Here, i ∈ {1, 2}.
Proof By Proposition 2.5, wiUq = PwiUq ⊕ (1 − P)wiUq . Then, we only prove that PwiUq ∼=
Uq(g(K1, H1)) as Hopf algebras. Define an algebra morphism ρ from PwiUq to Uq(g(K1, H1))
satisfying
ρ(P E) = E1, ρ(P F) = F1, ρ(K ) = K1, ρ(P) = 1,
ρ(K ) = K −11 , ρ(P H) = H1, ρ(P H) = H−11 .
It is easy to see that ρ is a Hopf algebra isomorphism. unionsq
In the following, we give all group-like elements of wiUq(i = 1, 2) :
Lemma 3.6 (see [17], Lemma 5.5.1 or [23], Lemma 4.7) Let H be a bialgebra which contains subspaces
A0 ⊂ A1 such that
(1) A0 is a (unital) subalgebra of H and A1 is a left, and right A0-module;
(2) A1 generates H as an algebra, and 1 ∈ A0;
(3) (A0) ⊆ A0 ⊗ A0 and (A1) ⊆ A1 ⊗ A0 + A0 ⊗ A1.
If we set An = (A1)n for all n ≥ 1, then {An} is a co-algebra filtration of H and H0 ⊆ A0, where H0 is
the coradical of H.
Proposition 3.7 The set of all group-like elements of wiUq(i = 1, 2) is G = {P(i j)Q(mn) | i, j, m, n ∈ N},
which forms a regular monoid under the multiplication of wiUq(i = 1, 2).
Proof By Equalities (2.9) and (2.14), G is a regular monoid. Let A0 = kq G and A1 = A0(kq E+kq F+A0)A0.
Here, set H = wiUq . Obviously, A0 ⊂ A1 satisfies the hypotheses of Lemma 3.6, and A0 ⊂ H0. Hence,
H0 = A0. It is known that all group-like elements are in H0. Therefore, they are in A0. Obviously, the elements
in G are group-like. Thus, this proposition holds. unionsq
By Proposition 3.7, we know that w1Uq and w2Uq are two pointed weak Hopf algebras with the coradical
kq G.
4 Representations and the center of w1Uq
In this section, set k = C. Let q ∈ C and q not a root of unity. By Proposition 2.9, some properties of w1Uq
can be extended to w2Uq . Here, we mainly consider representations of w1Uq and characterize the center of
w1Uq .
Let V be a wU dq -module, and 0 = v ∈ V . If Kv = av and Kv = av for a, a ∈ C, by K K K = K and
K K K = K , we conclude that if a = 0, a should be equal to a−1 and if a = 0, a is equal to 0. Similarly, if
Hv = bv and Hv = bv for b, b ∈ C, we obtain that if b = 0, b should be equal to b−1 and if b = 0, b is equal
to 0. A vector v = 0 in V is said to be a weight vector of weight (a, b) ∈ C × C if Kv = av, Hv = bv. If, in
addition, Ev = 0, then we call that v is a highest weight vector of weight (a, b). A wU dq -module is called a
highest weight module if it is generated by a highest weight vector.
Given a module V overw1Uq .By Proposition 2.5, V = P QV ⊕P(1−Q)V ⊕(1−P)QV ⊕(1−P)(1−Q)V
is a direct sum of w1Uq -modules. Then, it is easy to obtain the lemma as follows.
Lemma 4.1 Suppose that V is an irreducible representation over w1Uq . Then, we can obtain the following
four cases:
(i) V = P QV ; (ii) V = P(1 − Q)V ; (iii) V = (1 − P)QV ; (iv) V = (1 − P)(1 − Q)V .
Next, we give a discussion in the four cases as follows:
If V = P QV, then P.v = v and Q.v = v for any v ∈ V . Then, V can be viewed as a module over
w1Uq/(1 − P)(1 − Q). Note that w1Uq/(1 − P)(1 − Q) is isomorphic to Uq(g(K1, H1)) where g(K , H) =
f (K , K −1, H, H−1). In this case, all finite dimensional simple modules has been studied in [21].
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If V = P(1 − Q)V, then P.v = v and Q.v = 0 for any v ∈ V . Then, Hv = Hv = 0. So, V can be seen
as a module over Uq(g(K )), where g(K ) is equal to the sum of all terms in which the degrees of H and H
are 0 in f (K , K , H, H).
If V = (1 − P)QV, then P.v = 0 and Q.v = v for any v ∈ V . Then, Kv = Kv = 0. Therefore, V can
be seen as a module over Uq(p(H)), where p(H) is equal to the sum of all terms in which the degrees of K
and K are 0 in f (K , K , H, H).
For Case (ii) and Case (iii), representations of Uq( f (K )) were studied in [10].
If V = (1 − P)(1 − Q)V, then P.v = 0 and Q.v = 0. Therefore, Kv = Kv = 0 and Hv = Hv = 0.
Then, V can be seen as a module of C〈E, F〉/(E F − F E −b) where b is the constant term of f (K , K , H, H).
If b = 0, V can be seen as a module of C[E, F]. Representations of C[E, F] has been studied in [19]. If
b = 0, C〈E, F〉/(E F − F E − b) is isomorphic to Weyl algebra. Irreducible representations of Weyl algebra
have been investigated in [3].
So, by the discussion above, we can get the theorem as follows:
Theorem 4.2 Let q ∈ C not a root of unity. All irreducible representations of w1Uq can be obtained respec-
tively in the following four cases:
(1) The irreducible representations of w1Uq satisfying Lemma 4.1 (i) can be induced from those
ofUq(g(K , H)) where g(K , H) = f (K , K −1, H, H−1);
(2) The irreducible representations ofw1Uq satisfying Lemma 4.1 (ii) can be induced from those of Uq(g(K ))
where g(K ) is equal to the sum of all terms in which the degrees of H and H are 0 in f (K , K , H, H);
(3) The irreducible representations ofw1Uq satisfying Lemma 4.1 (iii) can be induced from those of
Uq(p(H)) where p(H) is equal to the sum of all terms in which the degrees of K and K are 0 in
f (K , K , H, H);
(4) The irreducible representations ofw1Uq satisfying Lemma 4.1 (iv) can be induced from those of
C〈E, F〉/(E F − F E − b) where b is the constant term of f (K , K , H, H).
Next, we consider an infinite-dimensional vector space V (a, b) with denumerable basis {vi }i∈N, where
a, b ∈ C. For p ≥ 0, set
Kvp = aq−2pvp, Kvp = aq2pvp, Hvp = bq2pvp, Hvp = bq−2pvp, (4.1)
Evp+1 = f−(p+1)(a, a, b, b)vp, Fvp = vp+1, Ev0 = 0. (4.2)
Then, it is easy to obtain the lemma as follows:
Lemma 4.3 The relations above define a w1Uq-module structure on V (a, b). v0 generates V (a, b) as a w1Uq-
module and is a highest weight vector of weight (a, b). The highest weight module V (a, b) is called a Verma
module.
As in [21], for f (K , K , H, H) = ∑ti, j,m,n=l ai jmn K i K j Hm Hn ∈ M(K , K , H, H) where l and t are two
non-negative integers, we define




















Denote by Z(w1Uq) the center of w1Uq . First, we introduce two elements of w1Uq . Let
C1q = E F P + f +q (K , K , H, H)P = F E P + f −q (K , K , H, H)P,
and
C2q = E F Q + f +q (K , K , H, H)Q = F E Q + f −q (K , K , H, H)Q.
It is easy to see that
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Lemma 4.4 C1q and C
2
q belong to Z(w1Uq).
By the 26 kinds of weak Hopf algebra structures of w1Uq , in the sequel, we assume that f (K , K , H, H) =
K u1 K
v1 Hr1 H
w1 − K u2 K v2 Hr2 Hw2 , where u1, v1, r1, w1, u2, v2, r2, w2 are non-negative integers and M =
(u1 −v1)−(r1 −w1) = (r2 −w2)−(u2 −v2). From the 26 kinds of weak Hopf algebra structures of w1Uq , we
see that u1 +v1 = 0, r1 +w1 = 0, u2 +v2 = 0 and r2 +w2 = 0 in all cases except Case 11, Case 14, Case 24,
Case 25. In Case 11 and Case 24, we get that u1 = v1 = 0, r1 + w1 = 0, u2 = v2 = 0 and r2 + w2 = 0. In
Case 14 and Case 25, we have that u1 + v1 = 0, r1 = w1 = 0, u2 + v2 = 0 and r2 = w2 = 0.
So, we only need to study the center of w1Uq in two cases. In Case 1, let u1 + v1 = 0 and u2 + v2 = 0; in
Case 2, let r1 + w1 = 0 and r2 + w2 = 0. The methods to study the center of w1Uq in two cases are similar.
Next, we study the center of w1Uq in detail when u1 + v1 = 0 and u2 + v2 = 0.
By Proposition 2.5, we have w1Uq = W1 ⊕ W2 ⊕ W3, where W1 = Pw1Uq , W2 = (1 − P)Qw1Uq , and
W3 = (1 − P)(1 − Q)w1Uq .
Lemma 4.5 W3 ⊆ Z(w1Uq).
Proof By Theorem 2.10, {El Fk(1 − P)(1 − Q) | l ≥ 0, k ≥ 0} is a basis of W3. Then, we only need to check
that El Fk(1− P)(1− Q) commutes with the generators K , K , H, H , P, Q, E and F under the multiplication
of w1Uq for any non-negative integers l and k. It is easy to see that El Fk(1 − P)(1 − Q) commutes with the
generators K , K , H, H , P, Q under the multiplication of w1Uq . Since
E(El Fk(1 − P)(1 − Q)) = El(Fk−1 f−(k)(K , K , H, H) + Fk E)(1 − P)(1 − Q)
= El Fk(1 − P)(1 − Q)E,
and
F(El Fk(1 − P)(1 − Q)) = (El F − El−1 f+(l)(K , K , H, H))Fk(1 − P)(1 − Q)
= El Fk(1 − P)(1 − Q)F,
the result follows. unionsq
Let W Ki be the sub-algebra of Wi consisting of all elements commuting with K for i = 1, 2, 3. For any
x ∈ W Ki , x K = K x and x P = Px . It follows that
K x = K Px = K x P = K x K K = Px K = x K .
For convenience, let














































Then, we give the lemma as follows:
Lemma 4.6 Any element of W1 belongs to W K1 if and only if it is of the form
∑
i≥0 Fi Pi Ei where P0, P1, . . .
are elements of M1(K , K , H, H).
Proof The proof is similar to that of Lemma VI.4.2 in [12]. unionsq
Since w1Uq = W1 ⊕ W2 ⊕ W3, for any z ∈ Z(w1Uq), there exists x ∈ W1, y ∈ W2, v ∈ W3 such that
z = x + y + v. By Lemma 4.5, v belongs to Z(w1Uq). Therefore, x + y ∈ Z(w1Uq). So, K (x + y) =
(x + y)K . Since K y = yK = 0, we have K x = x K . Therefore, x ∈ W K1 . By the lemma above, we obtain
that H W K1 = W K1 H. So, H x = x H. Because of x + y ∈ Z(w1Uq), we have H(x + y) = (x + y)H.
Therefore, H y = y H. So, y ∈ W H2 . Similar to Lemma 4.6, for any element v in W H2 , v is of the form∑
l≥0 al El Fl(1 − P)Q +
∑
l≥0,m>0 blm El Fl Hm(1 − P) +
∑
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Lemma 4.7 W H2 belongs to Z(w1Uq).
Proof The proof is similar to that in Lemma 4.5. unionsq
By Lemma 4.7, x belongs to Z(w1Uq). Therefore, we only need to characterize the center of W1. Similar
to studying the center of Uq(sl(2)) in [12], we also use the Harish-Chandra homomorphism to study the center
of W1.
Let I = W1 E ∩ W K1 . Then, it is a left ideal of W K1 .
Lemma 4.8 We have I = FW1 ∩ W K1 and W1 = I ⊕ M1(K , K , H, H).
Proof The proof is similar to that of Lemma VI.4.3 in [12]. unionsq
Therefore, I is a two-sided ideal of W K1 and the projection ϕ from W
K
1 onto M1(K , K , H, H) is a mor-
phism of algebras. ϕ is called the Harish-Chandra homomorphism. It permits one to express the action of the
center Z(W1) on a highest weight module.
Lemma 4.9 Let V be a highest weight W1-module with highest weight (a, b). Then, for any central element
z ∈ W1 and any v ∈ V, it follows that zv = ϕ(z)(a, a, b, b)v, where ϕ(z) belongs to M1(K , K , H, H) and
ϕ(z)(a, a, b, b) is its value at a, a, b, b.
Proof The proof is similar to that of Proposition VI.4.4 in [12]. unionsq




q M − q−M (q
M K u1 K
v1 Hr1 H
w1 + q−M K u2 K v2 Hr2 Hw2).




w1 + q−M au2av2 br2 bw2).
Next, we prove that the restriction of ϕ to the center Z(W1) is injective.
Lemma 4.10 Let z ∈ Z(W1). If ϕ(z) = 0, then z = 0.
Proof The proof is similar to that of Lemma 5.5 in [21]. unionsq
For any element s in M1(K , K , H, H), denote by s˜ the polynomial defined by the change of variable
s˜(a, a, b, b) = s(q−1a, qa, qb, q−1b).
Lemma 4.11 For any element z ∈ Z(W1), it follows that
(˜ϕ(z))(ξax, ξ−1ax−1, ξ−1ay, ξay−1) = (˜ϕ(z))(ξax, ξ−1ax−1, ξ−1ay, ξay−1)
for a ∈ C, any ξ with ξ2M = 1, and any x, y with x (u1−u2)−(v1−v2)y(r1−r2)−(w1−w2) = 1.
Proof The proof is similar to that of Lemma 5.6 in [21]. unionsq
Lemma 4.12 If P(K , K , H, H) ∈ M1(K , K , H, H) satisfies the relation
P(ξa, ξ−1a, ξ−1a, ξa) = P(ξa, ξ−1a, ξ−1a, ξa)
for all a ∈ C, M = 0 and ξ with ξ2M = 1, then P(K , K , H, H) is generated by K H, K H , P, P Q, and
K b1 K
c1 Hd1 H
e1 + K b2 K c2 Hd2 He2 where b1, c1, d1, e1, b2, c2, d2, e2 are non-negative integers, b1 + c1 =
0, b2 + c2 = 0, and M = (b1 − c1) − (d1 − e1) = (d2 − e2) − (b2 − c2).
Proof The proof is similar to that in Lemma 5.7 in [21]. unionsq
Theorem 4.13 If u1 + v1 = 0, u2 + v2 = 0 and M = 0, then the center of w1Uq is Z(W1) ⊕ W H2 ⊕ W3
where Z(W1) is a polynomial algebra generated by K H, K H , P, P Q and C1q . The restriction of the Harish-
Chandra homomorphism to Z(W1) is an isomorphism onto the subalgebra of M1(K , K , H, H) generated by
K H, K H , P, P Q and q M K u1 K
v1 Hr1 H
w1 + q−M K u2 K v2 Hr2 Hw2 .
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Proof By Lemma 4.10, we know that the restriction of ϕ to the center is injective. So, we only need to determine
its image. By Lemma 4.11 and Lemma 4.12, the image is contained in the subalgebra of M1(K , K , H, H)
generated by K H, K H , P, P Q and K b1 K
c1 Hd1 H
e1 + K b2 K c2 Hd2 He2 for b1, c1, d1, e1, b2, c2, d2, e2 are
non-negative integers, b1+c1 = 0, b2+c2 = 0, and M = (b1−c1)−(d1−e1) = (d2−e2)−(b2−c2). If the ele-
ment z = ∑i≥1 Fi Pi Ei +q M K b1 K c1 Hd1 He1 +q−M K b2 K c2 Hd2 He2 ∈ Z(W1), then, by comparing degrees,
we can easily get z = F P1 E + q M K b1 K c1 Hd1 He1 + q−M K b2 K c2 He2 Hd2 where P1 ∈ M1(K , K , H, H).
Thus, by Ez = zE, we get two equalities as follows:
F E P1 E = F P1 E E,
(q M − q−M )(K b1 K c1 Hd1 He1 E − K b2 K c2 Hd2 He2 E)
= K u1 K v1 Hr1 Hw1 P1 E − K u2 K v2 Hr2 Hw2 P1 E .
By the two equalities above, P1 belongs to the sub-algebra generated by P, P Q, K H and K H . From the 26
cases of w1Uq , we know that if r1+w1 = 0, then r2+w2 = 0; if r1+w1 = 0, then r2+w2 = 0. If r1+w1 = 0
and r2 + w2 = 0, then we get d1 + e1 = 0 and d2 + e2 = 0. Therefore, if r1 + w1 = 0 and r2 + w2 = 0,
it is easy to see that q M K b1 K
c1 Hd1 H
e1 + q−M K b2 K c2 Hd2 He2 is generated by P, P Q, K H, K H , and
q M K u1 K
v1 Hr1 H
w1 + q−M K u2 K v2 Hr2 Hw2 ; if r1 + w1 = 0 and r2 + w2 = 0, it is known that d1 +
e1 = 0 and d2 + e2 = 0, and can be seen that q M K b1 K c1 Hd1 He1 + q−M K b2 K c2 Hd2 He2 is generated by
P, P Q, K H, K H , and q M K u1 K
v1 Hr1 H
w1 + q−M K u2 K v2 Hr2 Hw2 . We have known that
ϕ(C1q ) =
1
q M − q−M (q
M K u1 K
v1 Hr1 H
w1 + q−M K u2 K v2 Hr2 Hw2).
So, the result follows. unionsq
Similarly, we can prove the similar result if r1 + w1 = 0 and r2 + w2 = 0. From the 26 cases of w1Uq ,
we know that if u1 + v1 = 0, then u2 + v2 = 0; if u1 + v1 = 0, then u2 + v2 = 0. By Proposition 2.5, we can
have w1Uq = Y1 ⊕ Y2 ⊕ Y3, where Y1 = Qw1Uq , Y2 = (1 − Q)Pw1Uq and Y3 = (1 − P)(1 − Q)w1Uq .
Then, using the similar method as above, we obtain the theorem as follows:
Theorem 4.14 If r1 + w1 = 0, r2 + w2 = 0 and M = 0, then the center of w1Uq is Z(Y1) ⊕ Y K2 ⊕ Y3
where Z(Y1) is a polynomial algebra generated by K H, K H , P Q, Q and C2q . The restriction of the Harish-
Chandra homomorphism to Z(Y1) is an isomorphism onto the subalgebra of M1(K , K , H, H) generated by
K H, K H , P Q, Q and q M K u1 K
v1 Hr1 H
w1 + q−M K u2 K v2 Hr2 Hw2 .
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Appendix A: The explicit proofs of Theorem 3.2 and Theorem 3.4
A.1. The explicit proof of Theorem 3.2
Here, we also let
T (E) = bK u1 K v1 Hr1 Hw1 E, T (F) = cK u2 K v2 Hr2 Hw2 F.
Obviously, T keeps the relations (2.7)–(2.9) and E, F are of type d = ((1, 1) | (1, 1)) in Definition 2.2. It is
easy to check that (T ∗ id ∗ T )(x) = T (x) and (id ∗ T ∗ id)(x) = x for any x ∈ {K , K , H, H , P, Q}.
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Denote (E) by A1 ⊗ E + E ⊗ B1, and (F) by A2 ⊗ F + F ⊗ B2 still. Then, we calculate (T ∗ id ∗T )(E)
as follows:
(T ∗ id ∗ T )(E) = (T ∗ id)(A1)T (E) + (T ∗ id)(E)T (B1)
= T (A1)(A1)T (E) + T (A1)ET (B1) + T (E)B1T (B1)
= Pi1+ j1 Qn1+m1 T (E) + q2[(n2−m2)−( j2−i2)]Hn1+n2 Hm1+m2
·K j1+ j2 K i1+i2 E + Pi2+ j2 Qm2+n2 T (E).
If we want to get that (T ∗ id ∗ T )(E) = T (E), then the following equality should be satisfied:
bPi1+ j1 Qn1+m1 K u1 K v1 Hr1 Hw1 E + q2[(n2−m2)−( j2−i2)]Hn1+n2 Hm1+m2
·K j1+ j2 K i1+i2 E + bPi2+ j2 Qm2+n2 K u1 K v1 Hr1 Hw1 E = bK u1 K v1 Hr1 Hw1 E . (A.1.1)
Next, we discuss it in three cases.
If u1 + v1 = 0 and r1 + w1 = 0, then the equality above can be written as
bK u1 K
v1 Hr1 H
w1 E + q2[(n2−m2)−( j2−i2)]Hn1+n2 Hm1+m2 K j1+ j2 K i1+i2 E = 0.
Since K u1 K
v1 Hr1 H
w1 and Hn1+n2 Hm1+m2 K j1+ j2 K i1+i2 belong to M(K , K , H, H) in which any element
has the unique expression, we get that b = −q2[(n2−m2)−( j2−i2)] and let u1 = j1 + j2, v1 = i1 + i2, r1 =
n1 + n2, w1 = m1 + m2. So, we have T (E) = −q2n2−2m2−2 j2+2i2 K j1+ j2 K i1+i2 Hn1+n2 Hm1+m2 E .
If u1 = v1 = 0, the equality becomes:
bPi1+ j1 Qn1+m1 Hr1 Hw1 E + q2[(n2−m2)−( j2−i2)]Hn1+n2 Hm1+m2 K j1+ j2 K i1+i2 E
+bPi2+ j2 Qm2+n2 Hr1 Hw1 E = bHr1 Hw1 E .
Here, we also discuss it in two cases.
First, we discuss the case when i1 + j1 = 0. If i1 + j1 = 0, by Theorem 2.10, P Qn1+m1 Hr1 · Hw1 E and
Hr1 H
w1 E are linearly independent. Moreover, Hn1+n2 Hm1+m2 K j1+ j2 K i1+i2 E, Hr1 Hw1 E are also linearly
independent. Therefore, we have that i2 + j2 = 0, i.e. i2 = j2 = 0. But, when i2 = j2 = 0, by Theo-
rem 2.10, P Qn1+m1 Hr1 Hw1 E, Hn1+n2 Hm1+m2 K j1 K i1 E must be linearly dependent. Therefore, we should
obtain b = −q2n2−2m2 and i1 = j1 = 0. If r1 + w1 = 0, we can let r1 = n1 + n2 and w1 = m1 + m2; if
r1 = w1 = 0, we must have m2 = n2 = 0, otherwise, bQm2+n2 E and bE are linearly independent. Therefore,
we have the equality P Qn1+m1 E = P Hn1 Hm1 E . By Theorem 2.10, we get n1 = m1.
Next, we give a discussion about the case when i1 = j1 = 0. If i2 + j2 = 0, by Theorem 2.10, we
get two equalities: bQn1+m1 Hr1 Hw1 E = bHr1 Hw1 E and q2[(n2−m2)−( j2−i2)]Hn1+n2 Hm1+m2 K j2 K i2 E =
−bPi2+ j2 Qm2+n2 Hr1 Hw1 E . If r1 + w1 = 0, by the two equalities, we get i2 = j2 = 0, T (E) =
−q2n2−2m2 Hn1+n2 · Hm1+m2 E ; if r1 = w1 = 0, we obtain i2 = j2 = 0, m1 = n1 = 0, m2 = n2 and
T (E) = −E . If i2 + j2 = 0, i.e., i2 = j2 = 0, we also give a discussion in two cases. If r1 +w1 = 0, we have
T (E) = −q2n2−2m2 Hn1+n2 Hm1+m2 E ; if r1 = w1 = 0, we get n1 = m1 = 0, m2 = n2 = 0 and T (E) = −E
when n1 + m1 = 0, and m2 = n2 and T (E) = −E when m1 = n1 = 0.
If r1 = w1 = 0, by the discussion similar to that in the second case, we get the results as follows: If
m1 + n1 = 0, we obtain that m2 = n2 = 0, m1 = n1 = 0, and T (E) = −q2i2−2 j2 K j1+ j2 K i1+i2 E when
u1 + v1 = 0, and m2 = n2 = 0, m1 = n1 = 0, i2 = j2 = 0, i1 = j1, T (E) = −E when u1 = v1 = 0.
If m1 = n1 = 0 and m2 + n2 = 0, we get that n2 = m2 = 0, T (E) = −q2i2−2 j2 K j1+ j2 K i1+i2 E when
u1 + v1 = 0, and n2 = m2 = 0, i1 = j1 = 0, i2 = j2 when u1 = v1 = 0. If m1 = n1 = 0 and m2 = n2 = 0,
we have that T (E) = −q2i2−2 j2 K j1+ j2 K i1+i2 E when u1 + v1 = 0, and i1 = j1 = 0, i2 = j2 = 0, T (E) =
−E or i1 = j1 = 0, i2 = j2, T (E) = −E when u1 = v1 = 0.
We consider the equality (id ∗ T ∗ id)(E) = E . By (id ∗ T ∗ id)(E) = E, we obtain the equality as
follows:
Pi1+ j1 Qm1+n1 E + K i1 K j1 Hm1 Hn1 T (E)K i2 K j2 Hm2 Hn2
+Pi2+ j2 Qm2+n2 E = E . (A.1.2)
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Next, we also discuss it in three cases as above.
If u1 + v1 = 0, r1 + w1 = 0, from the discussion above, we have known that T (E) =
−q2n2−2m2−2 j2+2i2 K j1+ j2 K i1+i2 Hn1+n2 Hm1+m2 E . Taking it into the equality above, we have Pi1+ j1 Qm1+n1
E−Pi1+i2+ j1+ j2 Qm1+m2+n1+n2 E+Pi2+ j2 Qm2+n2 E = E . Then, we discuss it in two cases. If i1+ j1 = 0, then
we get i2 = j2 = 0, m2 = n2 = 0 and m1+n1 = 0.So, in this case, we have that T (E) = −K j1 K i1 Hn1 Hm1 E .
If i1 = j1 = 0, we obtain that i2 + j2 = 0, m1 = n1 = 0 and m2 + n2 = 0. Therefore, we get that
T (E) = −q2n2−2m2−2 j2+2i2 K j2 K i2 Hn2 Hm2 E . In other words, we obtain that
(1) u1 + v1 = 0, r1 + w1 = 0, i1 + j1 = 0 ⇒ i2 = j2 = 0, m2 = n2 = 0,
m1 + n1 = 0, T (E) = −K j1 K i1 Hn1 Hm1 E;
(2) u1 + v1 = 0, r1 + w1 = 0, i1 = j1 = 0 ⇒ i2 + j2 = 0, m1 = n1 = 0,
m2 + n2 = 0, T (E) = −q2n2−2m2−2 j2+2i2 K j2 K i2 Hn2 Hm2 E .
If u1 = v1 = 0, we also give a discussion in two cases.
First, we discuss the case when i1 + j1 = 0. If i1 + j1 = 0 and r1 + w1 = 0, from the discussion above,
we have known that i2 = j2 = 0, i1 = j1 = 0 and T (E) = −q2n2−2m2 Hn1+n2 Hm1+m2 E . Then, substitut-
ing T (E) in Equality (A.1.2) by −q2n2−2m2 Hn1+n2 Hm1+m2 E, we get P Qm1+m2 E − P Qm1+m2+n1+n2 E +
Qm2+n2 · E = E . Then, by Theorem 2.10, we obtain that m2 = n2 = 0 and m1 + n1 = 0. So, in this case,
T (E) = −Hn1 Hm1 E . If i1 + j1 = 0 and r1 + w1 = 0, similarly, we can get that i2 = j2 = 0, i1 = j1 = 0,
n2 = m2 = 0 and n1 = m1. Therefore, in this subcase, T (E) = −E .
Next, we discuss the second case when i1 = j1 = 0. If i1 = j1 = 0, i2 + j2 = 0 and r1 + w1 = 0,
from the discussion above, we have known that i2 = j2 = 0, T (E) = −q2n2−2m2 Hn1+n2 Hm1+m2 E .
Then, similarly, replacing T (E) in Equality (A.1.2) by −q2n2−2m2 Hn1+n2 Hm1+m2 E, we get Qm1+n1 E −
P Qm1+m2+n1+n2 E + P Qm2+n2 E = E . By Theorem 2.10, we get m1 = n1 = 0 and m2 + n2 = 0. So,
in this case, T (E) = −q2n2−2m2 Hn2 Hm2 E . Similarly, if i1 = j1 = 0, i2 + j2 = 0 and r1 = w1 = 0, we
have that n1 = m1 = 0, m2 = n2 and T (E) = −E . If i1 = j1 = 0, i2 = j2 = 0 and r1 + w1 = 0,
we have known that T (E) = −q2n2−2m2 Hn1+n2 Hm1+m2 E . Then, replacing T (E) in Equality (A.1.2)
by −q2n2−2m2 Hn1+n2 Hm1+m2 E, we obtain that Qm1+n1 E − Qm1+m2+n1+n2 E + Qm2+n2 E = E . So, by
Theorem 2.10, if m1+n1 = 0, then we have m2 = n2 = 0. In this case, T (E) = −Hn1 Hm1 E . If m2+n2 = 0,
then m1 = n1 = 0. In this case, T (E) = −q2n2−2m2 Hn2 Hm2 E . If i1 = j1 = 0, i2 = j2 = 0 and r1 = w1 = 0,
similar to the discussion above, we get that m1 = n1 = 0 and m2 = n2 = 0 when m1 + n1 = 0, and m2 = n2
when m1 = n1 = 0. In these two cases, T (E) = −E .
In other words, for the case when u1 = v1 = 0, we can rewrite the results as follows:
(3) u1 = v1 = 0, r1 + w1 = 0, i1 + j1 = 0 ⇒ i2 = j2 = 0, m2 = n2 = 0,
i1 = j1 = 0, m1 + n1 = 0, T (E) = −Hn1 Hm1 E;
(4) u1 = v1 = 0, r1 = w1 = 0, i1 + j1 = 0 ⇒ i2 = j2 = 0, i1 = j1 = 0,
m2 = n2 = 0, m1 = n1, T (E) = −E;
(5) u1 = v1 = 0, r1 + w1 = 0, i1 = j1 = 0, i2 + j2 = 0 ⇒ i2 = j2 = 0,
m2 + n2 = 0, m1 = n1 = 0, T (E) = −q2n2−2m2 Hn2 Hm2 E;
(6) u1 = v1 = 0, r1 = w1 = 0, i1 = j1 = 0, i2 + j2 = 0 ⇒ i2 = j2 = 0,
m2 = n2, m1 = n1 = 0, T (E) = −E;
(7) u1 = v1 = 0, r1 + w1 = 0, i1 = j1 = 0, i2 = j2 = 0, m1 + n1 = 0
⇒ m2 = n2 = 0, T (E) = −Hn1 Hm1 E;
(8) u1 = v1 = 0, r1 + w1 = 0, i1 = j1 = 0, i2 = j2 = 0, m2 + n2 = 0
⇒ m1 = n1 = 0, T (E) = −q2n2−2m2 Hn2 Hm2 E;
(9) u1 = v1 = 0, r1 = w1 = 0, i1 = j1 = 0, i2 = j2 = 0, m1 + n1 = 0
⇒ m2 = n2 = 0, m1 = n1 = 0, T (E) = −E;
(10) u1 = v1 = 0, r1 = w1 = 0, i1 = j1 = 0, i2 = j2 = 0, m1 = n1 = 0
⇒ m2 = n2, T (E) = −E .
If r1 = w1 = 0, by the discussion similar to that in the second case, we get the results as follows:
(11) u1 + v1 = 0, r1 = w1 = 0, m1 + n1 = 0 ⇒ i2 = j2 = 0, m2 = n2 = 0,
m1 = n1 = 0, i1 + j1 = 0, i2 = j2 = 0, T (E) = −K j1 K i1 E;
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(12) u1 = v1 = 0, r1 = w1 = 0, m1 + n1 = 0 ⇒ i2 = j2 = 0, i1 = j1,
m2 = n2 = 0, m1 = n1 = 0, T (E) = −E;
(13) u1 + v1 = 0, r1 = w1 = 0, m1 = n1 = 0, m2 + n2 = 0 ⇒ i1 = j1 = 0,
i2 + j2 = 0, m2 = n2 = 0, m1 = n1 = 0, T (E) = −q2i2−2 j2 K j2 K i2 E;
(14) u1 = v1 = 0, r1 = w1 = 0, m1 = n1 = 0, m2 + n2 = 0 ⇒ i1 = j1 = 0,
i2 = j2, m2 = n2 = 0, m1 = n1 = 0, T (E) = −E;
(15) u1 + v1 = 0, r1 = w1 = 0, m1 = n1 = 0, m2 = n2 = 0, i1 + j1 = 0 ⇒
i2 = j2 = 0, T (E) = −K j1 K i1 E;
(16) u1 + v1 = 0, r1 = w1 = 0, m1 = n1 = 0, m2 = n2 = 0, i1 = j1 = 0 ⇒
i2 + j2 = 0, T (E) = −q2i2−2 j2 K j2 K i2 E;
(17) u1 = v1 = 0, r1 = w1 = 0, m1 = n1 = 0, m2 = n2 = 0, i1 + j1 = 0
⇒ i2 = j2 = 0, i1 = j1 = 0, T (E) = −E;
(18) u1 = v1 = 0, r1 = w1 = 0, m1 = n1 = 0, m2 = n2 = 0, i1 = j1 = 0
⇒ i2 = j2, T (E) = −E .
For F, the discussion is similar. Here, we just write down the results about F as follows:
(19) u2 + v2 = 0, r2 + w2 = 0, p1 + q1 = 0 ⇒ p2 = q2 = 0, s2 = t2 = 0,
s1 + t1 = 0, T (F) = −K q1 K p1 Ht1 Hs1 F;
(20) u2 + v2 = 0, r2 + w2 = 0, p1 = q1 = 0 ⇒ p2 + q2 = 0, s1 = t1 = 0,
s2 + t2 = 0, T (F) = −q−2t2+2s2+2q2−2p2 K q2 K p2 Ht2 Hs2 F;
(21) u2 = v2 = 0, r2 + w2 = 0, p1 + q1 = 0 ⇒ p2 = q2 = 0, p1 = q1 = 0,
s2 = t2 = 0, s1 + t1 = 0, T (F) = −Ht1 Hs1 F;
(22) u2 = v2 = 0, p1 + q1 = 0, r2 = w2 = 0 ⇒ p2 = q2 = 0, p1 = q1 = 0,
s2 = t2 = 0, s1 = t1, T (F) = −F;
(23) u2 = v2 = 0, p1 = q1 = 0, p2 + q2 = 0, r2 + w2 = 0 ⇒ p2 = q2 = 0,
s1 = t1 = 0, s2 + t2 = 0, T (F) = −q−2t2+2s2 Ht2 Hs2 F;
(24) u2 = v2 = 0, p1 = q1 = 0, p2 + q2 = 0, r2 = w2 = 0 ⇒ p2 = q2 = 0,
s1 = t1 = 0, s2 = t2, T (F) = −F;
(25) u2 = v2 = 0, p1 = q1 = 0, p2 = q2 = 0, r2 + w2 = 0, s2 = t2 = 0 ⇒
s1 + t1 = 0, T (F) = −Ht1 Hs1 F;
(26) u2 = v2 = 0, p1 = q1 = 0, p2 = q2 = 0, r2 + w2 = 0, s2 + t2 = 0 ⇒
s1 = t1 = 0, T (F) = −q−2t2+2s2 Ht2 Hs2 F;
(27) u2 = v2 = 0, p1 = q1 = 0, p2 = q2 = 0, r2 = w2 = 0, s1 + t1 = 0 ⇒
s2 = t2 = 0, t1 = s1 = 0, T (F) = −F;
(28) u2 = v2 = 0, p1 = q1 = 0, p2 = q2 = 0, r2 = w2 = 0, s1 = t1 = 0 ⇒
s2 = t2, T (F) = −F;
(29) r2 = w2 = 0, s1 + t1 = 0, u2 + v2 = 0,⇒ s2 = t2 = 0, s1 = t1 = 0,
p2 = q2 = 0, p1 + q1 = 0, T (F) = −K q1 K p1 F;
(30) r2 = w2 = 0, s1 + t1 = 0, u2 = v2 = 0 ⇒ s2 = t2 = 0, s1 = t1 = 0,
p2 = q2 = 0, p1 = q1, T (F) = −F;
(31) r2 = w2 = 0, s1 = t1 = 0, s2 + t2 = 0, u2 + v2 = 0 ⇒ s2 = t2 = 0,
p1 = q1 = 0, p2 + q2 = 0, T (F) = −q2q2−2p2 K q2 K p2 F;
(32) r2 = w2 = 0, s1 = t1 = 0, s2 + t2 = 0, u2 = v2 = 0 ⇒ s2 = t2 = 0,
p1 = q1 = 0, p2 = q2, T (F) = −F;
(33) r2 = w2 = 0, s1 = t1 = 0, s2 = t2 = 0, u2 + v2 = 0, p2 + q2 = 0 ⇒
p1 = q1 = 0, T (F) = −q2q2−2p2 K q2 K p2 F;
(34) r2 = w2 = 0, s1 = t1 = 0, s2 = t2 = 0, u2 + v2 = 0, p2 = q2 = 0 ⇒
p1 + q1 = 0, T (F) = −K q1 K p1 F;
(35) r2 = w2 = 0, s1 = t1 = 0, s2 = t2 = 0, u2 = v2 = 0, p1 + q1 = 0 ⇒
p2 = q2 = 0, p1 = q1 = 0, T (F) = −F;
(36) r2 = w2 = 0, s1 = t1 = 0, s2 = t2 = 0, u2 = v2 = 0, p1 = q1 = 0 ⇒
p2 = q2, T (F) = −F.
Next, we consider that whether T (E) and T (F) are compatible, i.e., whether T (F)T (E) − T (E)T (F) is
equal to T ( f (K , K , H, H)).
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From the discussion above, we conclude that there are many symmetries during all cases for E and F.
Obviously, all cases for E are symmetric to those for F. The second case for E (resp. F) is symmetric to the
third case for E (resp. F). For example, if T (E) in the first case is compatible with T (F) in the third case, then,
due to symmetry, the corresponding T (E) in the third case is compatible with the corresponding T (F) in the
first case; if T (E) in the second case is compatible with T (F) in the second case, then the corresponding T (E)
in the third case is compatible with the corresponding T (F) in the third case. We also find that T (E) = −E
in the second case or in the third case is not compatible with any T (F) in the second case or the third case,
if one adds the condition f (K , K , H, H) = 0 (obviously, this condition is reasonable). Therefore, by the
symmetries, we can largely simplify the computation. By fussy computations, we get the aforementioned 26
cases.
Finally, we have to verify that for any x ∈ w1Uq , (id ∗ T ∗ id)(x) = x and (T ∗ id ∗ T )(x) = T (x).
In all cases, we have to check that if (id ∗ T ∗ id)(x) = x, (T ∗ id ∗ T )(x) = T (x), (id ∗ T ∗ id)(y) = y,
(T ∗ id ∗ T )(y) = T (y), for all x and y being generators E, F, K , K , H, H , P, Q, then
(id ∗ T ∗ id)(xy) = xy, (T ∗ id ∗ T )(xy) = T (xy).
If this holds, then the antipode axioms is obvious to hold for any elements by induction.
Here, we only check Case 1. The others are similar.
For Case 1, we get that (id ∗ T )(E) = (1 − P Q)E, (T ∗ id)(E) = 0, (id ∗ T )(F) = 0 and (T ∗ id)(F) =
(1 − P Q)F. Therefore, (T ∗ id)(E F) = ∑(E F) T ((E F)(1))(E F)(2) =
∑
(E)(F) T (F(1))T (E(1))E(2)F(2) =∑
F T (F(1))(
∑
E T (E(1))E(2))F(2) = 0. Obviously, it is easy to see that if x, y ∈ {K , K , H, H , P, Q}, then
(id ∗ T ∗ id)(xy) = xy and (T ∗ id ∗ T )(xy) = T (xy). First,
(id ∗ T ∗ id)(K E) = (id ∗ T )(K i1+1 K j1 Hm1 Hn1) · K E + (id ∗ T )(K E) · K
= K QE + (K i1+1 K j1 Hm1 Hn1)T (K E)K + K ET (K )K
= K QE − K QE + K E
= K E .
Similarly, we can prove that (id∗T ∗id)(xy)= xy and (T ∗id∗T )(xy)=T (xy) when x ∈ {K , K , H, H , P, Q}
and y ∈ {E, F}.
And,
(id ∗ T ∗ id)(E F) = A1 A2(T ∗ id)(E F) + A1 F(T ∗ id)(E B2)
+E A2(T ∗ id)(B1 F) + E F(T ∗ id)(B1 B2)
= E A2(T ∗ id)(B1 F) + E F(T ∗ id)(B1 B2)
= E(T ∗ id)(F) + P QE F
= E F.
Similarly, we can check that (id ∗ T ∗ id)(xy) = xy and (T ∗ id ∗ T )(xy) = T (xy) when x, y ∈ {E, F}. By
the relations in Definition 2.2, the claim is proved.
Now, we have completed the proof.
A.2. The explicit proof of Theorem 3.4
For w2Uq , Equality (A.1.1) becomes that
bK u1 K
v1 Hr1 H
w1 E + q2[(n2−m2)−( j2−i2)]Hn1+n2
· Hm1+m2 K j1+ j2 K i1+i2 E = 0.
Therefore,
T (E) = −q2n2−2m2−2 j2+2i2 K j1+ j2 K i1+i2 Hn1+n2 Hm1+m2 E .
Similarly, we get that
T (F) = −q−2t2+2s2+2q2−2p2 K q1+q2 K p1+p2 Ht1+t2 Hs1+s2 F.
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Next, for w2Uq , Equality (A.1.2) becomes that
E + K i1 K j1 Hm1 Hn1 T (E)K i2 K j2 Hm2 Hn2 = 0.
Replacing T (E) by −q2n2−2m2−2 j2+2i2 K j1+ j2 K i1+i2 Hn1+n2 Hm1+m2 E, it is easy to check that (id ∗ T ∗
id)(E) = E .
Similarly, we can prove that (id ∗ T ∗ id)(F) = F.
Then, we verity that T (F)T (E) − T (E)T (F) = T ( f (K , K , H, H)).
T (F)T (E) − T (E)T (F) = −q−2t2+2s2+2q2−2p2 K q1+q2 K p1+p2 Ht1+t2 Hs1+s2 F
·(−q2n2−2m2−2 j2+2i2 K j1+ j2 K i1+i2 Hn1+n2 Hm1+m2 E)
−(−q2n2−2m2−2 j2+2i2 K j1+ j2 K i1+i2 Hn1+n2 Hm1+m2 E)
·(−q−2t2+2s2+2q2−2p2 K q1+q2 K p1+p2 Ht1+t2 Hs1+s2 F)
= −K j1+ j2+q1+q2 K p1+p2+i1+i2 Ht1+t2+n1+n2 Hs1+s2+m1+m2(E F − F E)
= a Pi2+ j2+p2+q2 Qm2+n2+s2+t2 K j1+q1 K i1+p1 Hn1+t1 Hm1+s1
−a Pi1+ j1+p1+q1 Qm1+n1+s1+t1 K j2+q2 K i2+p2 Hn2+t2 Hm2+s2 .
So, in order to get that T (F)T (E) − T (E)T (F) = T ( f (K , K , H, H)), the following equality should be
satisfied:
a Pi2+ j2+p2+q2 Qm2+n2+s2+t2 K j1+q1 K i1+p1 Hn1+t1 Hm1+s1
−a Pi1+ j1+p1+q1 Qm1+n1+s1+t1 K j2+q2 K i2+p2 Hn2+t2 Hm2+s2
= aK j1+q1 K i1+p1 Hn1+t1 Hm1+s1 − aK j2+q2 K i2+p2 Hn2+t2 Hm2+s2 .
By Theorem 2.11, we can give a sufficient and necessary condition for this equality satisfied, i.e. i2 = j2 =
p2 = q2 = 0 holds if and only if i1 = j1 = p1 = q1 = 0 holds, and t2 = n2 = s2 = m2 = 0 holds if and only
if t1 = n1 = s1 = m1 = 0 holds.
Next, we have to verify that for any x ∈ w2Uq , (id ∗ T ∗ id)(x) = x . We only need to prove that
(id∗T ∗id)(xy) = xy, provided that (id∗T ∗id)(x) = x, and y is one of the generators K , K , H, H , P, Q, E
and F. Suppose that (⊗ 1)(x) = ∑ x(1) ⊗ x(2) ⊗ x(3), then (⊗ 1)(x K ) = ∑ x(1)K ⊗ x(2)K ⊗ x(3)K
and hence
(id ∗ T ∗ id)(x K ) =
∑
x(1)K T (x(2)K )x(3)K = x K .
Similarly,
(id ∗ T ∗ id)(x E) =
∑






= x E +
∑




= x E .
Here, A1 = K i1 K j1 Hm1 Hn1, B1 = K i2 K j2 Hm2 Hn2 . Similarly, we can prove that (id ∗ T ∗ id)(xy) = xy
holds when y is one of the remaining generators. Using the similar method, we can prove (T ∗id∗T )(x) = T (x)
for any x ∈ w2Uq .
The other relations which we have not checked are also satisfied. The proof can be seen that in Theorem 3.2.
Now, by Lemma 3.1, we have proven the result.
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