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We study the Floquet phase diagram of two-dimensional Dirac materials such as graphene and the one-
dimensional (1D) spin-1/2 XY model in a transverse field in the presence of periodic time-varying terms in
their Hamiltonians in the low drive frequency (ω) regime where standard 1/ω perturbative expansions fail. For
graphene, such periodic time dependent terms are generated via the application of external radiation of amplitude
A0 and time period T = 2pi/ω, while for the 1D XY model, they result from a two-rate drive protocol with
time-dependent magnetic field and nearest-neighbor couplings between the spins. Using the adiabatic-impulse
method, whose predictions agree almost exactly with the corresponding numerical results in the low-frequency
regime, we provide several semi-analytic criteria for the occurrence of changes in the topology of the phase
bands (eigenstates of the evolution operator U ) of such systems. For irradiated graphene, we point out the role
of the symmetries of the instantaneous Hamiltonian H(t) and the evolution operator U behind such topology
changes. Our analysis reveals that at low frequencies, topology changes of irradiated graphene phase bands may
also happen at t = T/3, 2T/3 (apart from t = T ) showing the necessity of analyzing the phase bands of the
system for obtaining its phase diagrams. We chart out the phase diagrams at t = T/3, 2T/3, andT , where
such topology changes occur, as a function of A0 and T using exact numerics, and compare them with the
prediction of the adiabatic-impulse method. We show that several characteristics of these phase diagrams can
be analytically understood from results obtained using the adiabatic-impulse method and point out the crucial
contribution of the high-symmetry points in the graphene Brillouin zone to these diagrams. We study the modes
which can appear at the edges of a finite-width strip of graphene and show that the change in the number of such
modes agrees with the change in the Chern number of bulk graphene as we go across a phase band crossing.
Finally we study the 1D XY model with a two-rate driving protocol. After studying the symmetries of the
system, we use the adiabatic-impulse method and exact numerics to study its phase band crossing which occurs
at t = T/2 and k = pi/2. We also study the end modes generated by such a drive and show that there can be
anomalous modes whose Floquet eigenvalues are not equal to ±1. We suggest experiments to test our theory.
I. INTRODUCTION
The physics of closed quantum systems driven out of equi-
librium has attracted a lot of theoretical interest in recent
times1–4. Such dynamics becomes particularly interesting dur-
ing the passage of the system through a quantum critical point
where it becomes non-adiabatic. The excess energy δE and
density of excitations n through such a critical point obey, for
slow, linear or non-linear, power-law quenches, universal scal-
ing laws5–11. More recently, analogous scaling laws have also
been derived for fast quenches12,13. The properties of such
driven systems have also been studied following a sudden
quench where a parameter of the system is changed instantly.
Such sudden quenches leads to transient oscillations whose
amplitude peaks when the final Hamiltonian is near a critical
point14,15; in addition they lead to interesting steady states16.
Moreover, the work statistics of such systems is tied to the
Locschmidt echo and may display edge singularities17. Such
out-of-equilibrium dynamics also leads to dynamical transi-
tions which have no counterparts in equilibrium systems18–21.
More recently, such studies has been extended to cases where
two parameters of the system Hamiltonian are varied as func-
tions of time with different rates; such dynamics leads to a
generalization of the well-known Kibble-Zurek scaling laws22
and provide a route to realization of quantum dynamics with
controlled fidelity23. Furthermore, there have been several
studies on the applicability of renormalization group meth-
ods for such out-of-equilibrium systems; such studies are ex-
pected to shed light on the possibility extending the concept
of universality to such driven systems24–26. The motivation
for such theoretical studies has received experimental support
from ultracold atom systems2. The isolated nature of such
systems makes them perfect test beds for studying coherent
quantum dynamics of closed non-equilibrium systems27,28.
More recently, a significant emphasis in theoretical stud-
ies of driven closed quantum systems has shifted to systems
driven out of equilibrium using a periodic protocol. The
chief reason for this stems from the recognition that such
drives lead to a host of interesting phenomena which have
no counterparts in aperiodically driven systems. For exam-
ple, periodically driven systems exhibit Stuckelberg interfer-
ence phenomenon29; the signature of such interference phe-
nomenon leads to experimentally discernible features in their
excitation densities and the statistics of work distribution30,31.
Moreover, such driven integrable systems exhibit a separate
class of dynamical transition which leaves its signature on lo-
cal correlation functions32. In addition, they also exhibit dy-
namic freezing at specific frequencies; at these frequencies the
wave function of the system after a single or multiple drive
period(s) exhibits a near unity overlap with the initial wave
function33–35. Furthermore, such drives may also lead to novel
steady states which do not have any aperiodic counterparts36.
An aspect of periodically driven closed quantum systems
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2that has gained recent attention involves a change in topol-
ogy and the concomitant generation of edge modes of these
systems as a function of the drive frequency37,38. This phe-
nomenon has been mostly studied either in the context of
graphene or topological insulators (whose low-energy quasi-
particles obey a Dirac-like equation) in the presence of circu-
larly polarized light39,40 or for model Hamiltonians with en-
gineered drive protocols which allow for a simple analysis of
the phenomenon37. A central role in such studies is played by
the time-evolution operator of the driven system which can be
expressed, in terms of its Hamiltonian H(t), as
U(t, 0) = Tte−i
∫ t
0
dt′H(t′)/~, (1)
where Tt denotes time ordering. The Floquet Hamiltonian
HF , which describes the properties of the driven system at
the end of an integer number of drive periods can be read off
from U using the definition
U(nT, 0) = e−inHFT/~, n ∈ Z. (2)
Initial works on the subject analyzed such changes of topol-
ogy via a study of the properties of HF 41. However, it was
later found that the study of the Floquet Hamiltonian, which
amounts to a stroboscopic tracking of the time evolution af-
ter an integer number of time periods, is not always adequate
for this purpose37. Instead, it is sometimes necessary to track
the time evolution of the phase bands, i.e., the eigenvalues
U(t, 0), which control the dynamics of the system within a
single time period T . The crossing of such phase bands has
been shown to be intimately tied to the change in the topology
of the driven system37. The precise conditions for the occur-
rence of such phase band crossings leading to a change in the
topology of the system and the generation of edge modes has
been charted out for cases where a single parameter of the
system Hamiltonian is driven periodically42. However such
an analysis has not been extended to two-rate protocols, i.e.,
to situations where two parameters of the system Hamiltonian
are driven periodically.
Examples of the latter class of driven systems include
graphene in the presence of circularly polarized external ra-
diation as studied in Refs. 39 and 40. We note here that the
high-frequency phase diagram of irradiated graphene has been
studied analytically in terms of its Floquet Hamiltonian using
several expansion techniques all of which relies on the small-
ness of 1/ω = T/(2pi)39,40,43,44. However, to the best of our
knowledge, there is no analytic method which allows a sys-
tematic understanding of the low-frequency phase diagram of
irradiated graphene; in particular, the role of symmetries of
the instantaneous Hamiltonian and the unitary evolution op-
erator behind the change in the topology of these driven sys-
tems have not been analyzed so far in this regime. Moreover,
the phase bands of graphene-like Hamiltonians hosting Dirac
quasiparticles in the presence of external radiation has also not
been studied so far in the low drive frequency regime.
In this work, we analyze the phase bands of two integrable
models subjected to periodic drives. The first of these is the
two-dimensional (2D) Dirac Hamiltonian of graphene in the
presence of circularly polarized external radiation of ampli-
tude A and frequency ω = 2pi/T , while the second is the 1D
spin-1/2 XY Hamiltonian with periodically varying nearest-
neighbor interactions and in the presence of a time-periodic
magnetic field. The main results that we obtain from our
study are as follows. First, we develop an adiabatic-impulse
method which provide a near-exact match with results ob-
tained via exact numerics at low ω and allows us to obtain
semi-analytic expressions for the phase bands of these mod-
els in the low-frequency regime where standard perturbative
1/ω expansions fail. Second, for irradiated graphene, using
general symmetry analysis of both the instantaneous Hamil-
tonian H(t) and the evolution operator U , we show that the
change in topology of the phase bands of irradiated graphene
are most likely to occur at special high symmetry points in its
Brillouin zone; moreover, such crossings can generically oc-
cur at t = T/3, 2T/3, andT showing the inadequacy of Flo-
quet Hamiltonian based analysis and the necessity of the use
of phase bands for analyzing such systems at low radiation
frequencies. Third, we provide a set of semi-analytic con-
ditions necessary for the phase bands of irradiated graphene
to cross. Since such crossings are responsible for change of
topology of the state of the system, our method provides a
semi-analytic understanding of the phase diagram irradiated
in the low-frequency regime where standard high-frequency
expansion techniques fail. Fourth, we chart out the phase di-
agram for irradiated graphene at t = T/3, 2T/3, andT , dis-
cuss their features, and compare them with that obtained using
adiabatic-impulse method. We show that several characteris-
tics of these phase diagrams may be analytically understood
using predictions of the adiabatic-impulse method. Fifth, we
obtain the conditions for phase band crossings at t = T/2 in
the 1D XY model with a two-rate protocol, i.e., with peri-
odically time-varying couplings and magnetic field with two
different drive frequencies. We find that such crossings oc-
cur at k = pi/2 and have no analog in single rate drive pro-
tocols studied earlier42. We also show that such driven XY
chains support end modes including anomalous modes whose
Floquet eigenvalues are not equal to ±1. Finally, we discuss
realistic experiments which may test our theory.
The plan of this paper is as follows. In Sec. II, we chart
out the symmetries of the instantaneous Hamiltonian and the
evolution operator describing graphene under external radi-
ation. This is followed by Sec. III, where we present de-
tails of the adiabatic-impulse approximation and chart out
the generic conditions for topology change of driven systems
based on this approximation. Next, in Sec. IV, we compare
the results obtained from the adiabatic-impulse approximation
with exact numerics, chart out semi-analytic conditions for
phase band crossings, and present the phase diagram of irra-
diated graphene obtained using exact numerics and adiabatic-
impulse approximation method. This is followed by Sec. V
where we study the driven 1DXY model and discuss its phase
band crossings and end modes. Finally we summarize our re-
sults, discuss their experimental implications, and conclude in
Sec. VI.
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FIG. 1: Brillouin zone of graphene showing the Γ point, the Dirac
points K and K′, the M points and the X point. Out of these the
first three (Γ, K, K′ and M ) hosts maximal number of phase band
crossings.
II. SYMMETRIES OF THE GRAPHENE HAMILTONIAN
WITH EXTERNAL RADIATION
In this section, we analyze the symmetry properties of both
the Hamiltonian of graphene in the presence of external ra-
diation and the corresponding evolution operator defined in
Eq. (1). To this end, we take the nearest-neighbor spacing
in graphene to be a0 and the hopping amplitude to be −γ.
(We shall henceforth set γ and a0 equal to 1 unless mentioned
otherwise). Given a site on the A sublattice, we choose the
vectors to its three nearest-neighbor sites on the B sublattice
to be
~a1[2] = (1/2,+[−]
√
3/2), ~a3 = (−1, 0). (3)
The reciprocal lattice vectors are
~G1 = (2pi/3, 2pi/
√
3), ~G2 = (2pi/3,−2pi/
√
3). (4)
We will choose the Brillouin zone to be a hexagon as shown
in Fig. 1.
We now apply circularly polarized electromagnetic radia-
tion to graphene. We take the vector potential ~A = (Ax, Ay)
to be of the form Ax = A0 cos(ωt) and Ay = A0 sin(ωt),
where A0 and ω = 2pi/T are respectively the strength and
frequency of the radiation and T is its time period. Following
the Peierls prescription, the vector potential is incorporated
into the hopping amplitude as phases given by −(e/c)~aj · ~A
on a bond labeled as j, where −e is the charge of the elec-
tron and c is the speed of light. Let us define the parameter
α = eA0/c. In momentum space, the hopping amplitude on
bond j takes the form −γ exp[i~aj · (~k + α ~A)]. The Hamilto-
nian of graphene then takes the form
HG(t) =
∑
~k
ψ†~kH~k(t)ψ~k,
H~k(t) = Z~k(t)τ+ + Z
∗
~k
(t)τ−,
Z~k(t) = − ei(α cos(ωt−pi/3)+(kx+
√
3ky)/2)
− ei(α cos(ωt+pi/3)+(kx−
√
3ky)/2)
− e−i(α cos(ωt)+kx), (5)
where τ± = (1/2)(τx ± iτy). Defining B~k(t) = Re[Z~k(t)]
and C~k(t) = Im[Z~k(t)], we obtain
H~k(t) = B~k(t) τx − C~k(t)τy. (6)
We can perform a unitary transformation to convert this to
H~k(t) = − C~k(t)τz + B~k(t) τx. (7)
We will use the form in Eq. (7) in the rest of this section; the
fact that τx and τz are real and symmetric will prove to be very
useful. Note that the instantaneous eigenvalues of the Hamil-
tonian in Eq. (7) are given by E±~k = ± |Z~k(t)|. We note here
that both the diagonal and off-diagonal terms in Eq. (7) de-
pends explicitly on time; thus irradiated graphene constitutes
an example of the periodic version of the two-rate protocol
studied in context of other models in Ref. 22.
In the rest of this section we will discuss the symmetries of
the momentum space Hamiltonian H~k(t) and the correspond-
ing time evolution operator
U~k(t, 0) ≡ U~k(t) = Tt exp[−i
∫ t
0
dt′H~k(t
′)], (8)
at various points ~k = (kx, ky) in the Brillouin zone. Note
that under ~k → ~k + ~G1 or ~k + ~G2, Z~k(t) → e−i2pi/3Z~k(t).
Hence the symmetries of H~k(t) are similar for points in
~k
space which are related to each other by reciprocal lattice vec-
tors. When looking for symmetries, we will consider arbitrary
values of t in Eq. (8), not just t = T . Further, we will look for
symmetries which hold for all values of α and T .
Γ point: The Hamiltonian H~k at the Γ point [(kx, ky) =
(0, 0)] has several underlying symmetries which can be de-
duced by an inspection of H~k and Z~k (Eq. (5)). These are
4given by
H~k(T − t) = H~k(t) [sinceZ~k(T − t) = Z~k(t)] (9)
H~k(T/6− t) = H~k(T/6 + t) = τxH~k(t)τx
[sinceZ~k(T/6− t) = Z∗~k(t)]. (10)
H~k(T/3− t) = H~k(T/3 + t) = H~k(t). (11)
H~k(T/2− t) = H~k(T/2 + t) = τxH~k(t)τx. (12)
H~k(2T/3− t) = H~k(2T/3 + t) = H~k(t). (13)
H~k(5T/6− t) = H~k(5T/6 + t) = τxH~k(t)τx. (14)
The above relations imply that the instantaneous eigenvalues
of H~k(t) are identical at times nT/6± t for n = 1, 2, · · · , 5,
and at T − t. These relations also lead to the following sym-
metry properties of U(t). On the right hand side of Eq. (8), we
can divide the integral in the exponential into Nt steps, each
of size ∆t = t/Nt. Defining tj = (j − 1/2)∆t, we can write
Eq. (8) as
U(t) = e−i∆tH(tNt ) e−i∆tH(tNt−1) · · ·
· · · e−i∆tH(t2) e−i∆tH(t1) (15)
in the limit Nt → ∞. Eq. (9) and the symmetry of the Pauli
matrices in Eq. (7) implies that
H(tNt+1−j) = H(tj) = [H(tj)]
T , (16)
where the superscript T means transpose. This, in turn, indi-
cates that
[U(T )]T = U(T ), (17)
which means that U(T ) is of the form
U(T ) = ± exp[i(d1τx + d3τz)], (18)
namely, τy does not appear in the exponential. In Eq. (18),
the parameters d1, d3 are real and satisfy 0 ≤
√
d21 + d
2
3 <
pi. We have allowed for a ± sign in Eq. (18) to ensure that√
d21 + d
2
3 is strictly less than pi.
Since only two parameters, d1 and d3, appear in Eq. (18),
there is a possibility that we can make both parameters equal
to zero by suitably choosing the two parameters α and T ap-
pearing in the definition of U(T ) in Eq. (8). This means that
there is a possibility of varying α and T to make U(T ) = ±I
(I denotes the 2 × 2 identity matrix), so that there is a phase
band crossing at t = T .
Similar arguments based on Eqs. (11) and (12) imply that
U(T/3) and U(2T/3) also have the two-parameter form in
Eq. (18) and can therefore be made equal to ±I by choosing
α and T appropriately. From Eqs. (11) and (13), we also find
that
U(2T/3) = [U(T/3)]2 U(T ) = [U(T/3)]3. (19)
Hence, U(T/3) = ±I implies that U(T ) = ±I; hence a
phase band crossing at t = T/3 implies a crossing at t = T .
The converse is not necessarily true; we can have U(T ) = ±I
without having U(T/3) = ±I .
Next, we can use Eq. (12) and the expression in Eq. (15) to
show that
U(T/2) = τx[U(T/2)]
T τx. (20)
This implies that U(T/2) has the form
U(T/2) = ± exp[i(d1τx + d2τy)], (21)
namely, τz does not appear in the exponential. Thus U(T/2)
also has a two-parameter form; hence it may be possible to
find α and T so that U(T/2) = ±I and thereby have a phase
band crossing at t = T/2. Eq. 12 also implies that
U(T ) = τxU(T/2)τxU(T/2). (22)
Eqs. (21) and (22) imply that if we can make d1 = 0, we will
have U(T ) = I . Thus we only need to make one parameter,
d1, equal to zero by varying α and T in order to make U(T ) =
I and so have a phase band crossing at t = T . Hence we
expect that there may be a line in the α−T plane where there
is a phase band crossing at t = T . Similar arguments based
Eqs. 10 and 14 imply that U(T/6) and U(5T/6) also have
the two-parameter form in Eq. (21) and can therefore be made
equal to ±I by choosing α and T appropriately.
A key point that emerges from the discussion above is that
whenever we find a fraction f (lying in the range 0 < f ≤ 1)
such that either Z~k(fT−t) = Z~k(t) (implyingH~k(fT−t) =
H~k(t)) or Z~k(fT − t) = Z∗~k(t) (implying H~k(fT − t) =
τxH~k(t)τx), U(fT ) will have a two-parameter form given by
either Eq. (18) or (21). One then expects that there would be
points in the α − T plane where U(fT ) = ±I so that there
are phase band crossings at t = fT . However, we note that
such a two-parameter form of U(fT ) is not sufficient to have
a phase band crossing; we shall discuss this point in detail in
Sec. III.
Dirac (K and K ′) points: These are the two inequivalent
points in the Brillouin zone where the conduction and valence
bands of graphene touch in the absence of any external radi-
ation; their positions in the Brillouin zone are given by ~k =
(0,±4pi/(3√3)). Considering the point K = (0, 4pi/(3√3)),
we find the following symmetries.
5H~k(T/2− t) = τxH~k(t)τx (23)
H~k(T/6− t) = [(1/2)τx − (
√
3/2)τz]H~k(t)[(1/2)τx − (
√
3/2)τz] [sinceZ~k(T/6− t) = ei2pi/3Z∗~k(t)]. (24)
H~k(T/3 + t) = e
(ipi/3)τyH~k(t)e
−(ipi/3)τy [sinceZ~k(T/3 + t) = e
−i2pi/3Z~k(t)] (25)
H~k(2T/3 + t) = e
−(ipi/3)τyH~k(t)e
i(pi/3)τy [sinceZ~k(2T/3 + t) = e
i2pi/3Z~k(t)] (26)
H~k(5T/6− t) = [(1/2)τx + (
√
3/2)τz]H~k(t)[(1/2)τx − (
√
3/2)τz] [sinceZ~k(5T/6− t) = e−i2pi/3Z∗~k(t).] (27)
Hence the eigenvalues ofH(t) are identical at the times T/6−
t, T/3 + t, T/2 − t, and 5T/6 − t. However, from the point
of view of phase band crossings, the only useful relation is
Eq. (23). This implies that U(T/2) is of the form given in
Eq. (21), and we can have a phase band crossing at t = T/2
(apart from those at t = T ) at certain points in the α − T
plane. The symmetries of the K ′ points are identical.
M points: There are 3 sets of inequivalent points, namely
M1,2,3. Out of these, the points M3 lie at ~k = (±2pi/3, 0). To
be specific, we consider the point at ~k = (2pi/3, 0). We find
the following symmetries.
H~k(T − t) = H~k(t) (28)
H~k(T/2− t) = H~k(T/2 + t) = [(1/2)τx − (
√
3/2)τz]
×H~k(t)[(1/2)τx − (
√
3/2)τz]. (29)
Hence the eigenvalues ofH(t) are identical at T−t and T/2±
t. Eq. (28) implies that U(T ) is of the form given in Eq. (18),
and we can have a phase band crossing at t = T at certain
points in the α− T plane.
By rotating the M3 points by ±2pi/3, we obtain four
other points; these are related pairwise by reciprocal lattice
vectors. Hence we only have to consider two points, say,
~k = (pi/3,±pi/√3). These are the M1,2 points alluded to
in the last paragraph. We find the following symmetries at
(pi/3, pi/
√
3).
H~k(T/3− t) = H~k(t) (30)
H~k(T/2 + t) = H~k(5T/6− t) = [(1/2)τx + (
√
3/2)τz]
×H~k(t)[(1/2)τx − (
√
3/2)τz]. (31)
Hence the eigenvalues ofH(t) are identical at the times T/3−
t, T/2 + t, and 5T/6− t. Further, U(T/3) has the form given
in Eqs. (18), implying that there can be phase band crossings
at t = T/3 at certain points in the α− T plane.
X point: As shown in Fig. 1, this point corresponds to the
midpoint of the line joining the Γ point and the Dirac point ly-
ing at (kx, ky) = (2pi/3, 2pi/(3
√
3)); it has coordinates given
by (kx, ky) = (pi/3, pi/(3
√
3)). At this point we find that
Z~k(T/6− t) = Z∗~k(t) which leads to
H~k(T/6− t) = H~k(7T/6− t) = σxH~k(t)σx. (32)
We can therefore expect phase band crossings at t = T/6 and
t = 7T/6 at some suitably chosen points in the α− T plane.
Line given by ~k = (kx, 0): We find only the symmetry
Z~k(T − t) = Z~k(t) and H~k(T − t) = H~k(t) for an arbitrary
point on the line ky = 0 (but not at the Γ point or theM points
which have a larger symmetry as we have seen above). Hence
the eigenvalues ofH(t) andH(T −t) are identical, and U(T )
has the form given in Eq. (18).
Line given by ~k = (0, ky): We find only the symmetry
Z~k(T/2 − t) = Z∗~k(t) and H~k(T/2 − t) = τxH~k(t)τx for
an arbitrary point on the line kx = 0 (but not at the Dirac
points which have a larger symmetry as discussed above). The
eigenvalues of H(t) and H(T/2 − t) are therefore identical,
and U(T/2) has the form given in Eq. (21).
Line given by ~k = (kx,
√
3kx): We find only the symme-
try Z~k(T/3 − t) = Z~k(t) and H~k(T/3 − t) = H~k(t) for an
arbitrary point on the line ky =
√
3kx (but not at the points
~k = ±(pi/3, pi/√3) which have a larger symmetry as dis-
cussed above). Hence the eigenvalues ofH(t) andH(T/3−t)
are identical, and U(T/3) has the form given in Eq. (18).
Finally, in all the cases where at some value of ~k, U~k(T )
has the form given in either Eq. (18) or Eq. (21) and we have
a phase band crossing at t = T at a certain point in the α −
T plane, we can find two more points in the ~k space where
there will be a phase band crossing at the same values of α
and T . This is because Z~k(t) in Eq. (5) is invariant under a
simultaneous rotation by 2pi/3 in ~k space and a shift in t by
T/3. More precisely, we find that
Z(kx, ky, t) = Z(−kx
2
+
√
3ky
2
,−ky
2
−
√
3kx
2
, t−T
3
). (33)
Next, we note that if we hold ~k fixed, set t = T and shift
t′ → t′ + s in Eq. (8), thus defining
U~k(T ; s) ≡ T exp[−i
∫ T+s
s
dt′H~k(t
′)], (34)
then U~k(T ) in Eq. (8) and U~k(T ; s) in Eq. (34) have the same
eigenvalues. (Their eigenvectors are related by a unitary trans-
formation by the operator T exp(−i ∫ s
0
dt′H~k(t
′)])). This
means that if U(kx, ky, T ) = ±I with eigenvalues ±1 for
some value of α and T , then U(−kx/2 +
√
3ky/2,−ky/2 −
6√
3kx/2, T ) will also have the eigenvalues ±1. Thus a phase
band crossing at t = T at some value of ~k means that there is
also a phase band crossing at t = T at values of ~k obtained by
±2pi/3 rotations. (This is ultimately related to the fact that the
graphene lattice is invariant under rotations by±2pi/3). Thus,
for example, the discussion of the line given by ~k = (kx, 0)
show that we can also have phase band crossings at t = T
on the two lines obtained by rotating the line ~k = (kx, 0) by
±2pi/3.
In the next section we use these symmetry properties to un-
derstand the condition of crossing of the phase bands of U~k(t)
at different symmetry points.
III. ADIABATIC-IMPULSE METHOD
In this section, we develop the adiabatic-impulse method
and use it to compute the phase bands for a Dirac Hamilto-
nian in the presence of radiation in the low-frequency regime.
The advantage of this method lies in the fact that it becomes
accurate in the low-frequency regime where standard 1/ω ex-
pansions fail; thus this method serves as a complimentary an-
alytic tool for understanding the low-frequency response of
periodically driven closed integrable quantum systems. This
method is known to be accurate for αT, T ≥ 2pi (in units of
~/γ)45 and has already been applied for phase band computa-
tions in periodically driven systems where a single parameter
of the Hamiltonian (usually present in the diagonal term of
H~k) is varied as a function of time
42. However, as can be seen
from Eq. (7), the Hamiltonian of graphene in the presence of
external radiation has both diagonal and off-diagonal terms
varying as functions of time; thus it cannot be mapped to the
class of driven Hamiltonians studied in Ref. 42. In particu-
lar, the application of the adiabatic-impulse approximation to
such systems requires a separate analysis which we now chart
out.
The adiabatic-impulse approximation45 proceeds by esti-
mating the gap between the instantaneous energy eigenvalues
of the driven system. The instantaneous energy eigenvalues
E±~k (t) = ±E~k(t) and eigenvectors ψ
±
~k
(t) = (u±~k (t), v
±
~k
(t))T
of H ′~k(t) are given by (Eq. (7))
E~k(t) =
√
B2~k
(t) + C2~k
(t),
u−~k (t) = −C~k(t)/
√
(E~k(t) +B~k(t))
2 + C~k(t)
2,
v−~k (t) = (E~k(t) +B~k(t))/
√
(E~k(t) +B~k(t))
2 + C~k(t)
2,
u+~k
(t) = −v−~k (t), v
+
~k
(t) = u−~k (t). (35)
The eigenvectors ψ±k (t) can be used to construct the adiabatic
basis. The wave function, Ψ~k(t) of the driven system can be
written in this basis as
Ψ~k(t) = c1~k(t)ψ
−
~k
(t) + c2~k(t)ψ
+
~k
(t), (36)
where c1(2)~k(t) represents the overlap of the wave function
with the instantaneous ground (excited) states. The initial
condition, for a system starting in the local ground state at
t = 0, is thus c1~k(0) = 1 and c2~k(0) = 0. The time evo-
lution of the wave function Ψ~k(t) in the adiabatic basis can
be understood by tracking the time dependence of the coeffi-
cients c1(2)~k(t). As shown in Refs. 42 and 45, we can relate
~c~k(t) = (c1~k(t), c2~k(t))
T to ~c~k(0) through a evolution matrix
Uad~k (t) given by
~c~k(t) = U
ad
~k
(t, 0)~c~k(0). (37)
Note that Uadk (t, 0) is related to the evolution operator
U~k(t, 0) defined as
Ψ~k(t) = U~k(t, 0)Ψ~k(0) (38)
through the overlap η~k(t) of the ground states in the adiabatic
and diabatic bases as42
U~k(t, 0) =
[
η~k(t)I − iτy
√
1− η2~k(t)
]
Uad~k (t, 0),
η~k(t) = (ψ
−∗
~k
(t))Tψ−~k (0)
= u∗−~k (t)u
−
~k
(0) + v∗−~k (t)v
−
~k
(0), (39)
where τx,y,z denote Pauli matrices and I is the 2 × 2 identity
matrix.
We now envisage a situation where the system goes through
n avoided level crossings during a drive cycle. These avoided
level crossings allow us to divide the time evolution of the sys-
tem within a drive period into n + 1 regions which separate
these crossings. The key assumption of the adiabatic-impulse
approximation is that in these n + 1 regions, the systems un-
dergoes adiabatic evolution and no excitations are produced45.
The evolution operator in the mth region can thus be written
in the adiabatic basis as45
U
(m)ad
~k
(t, t0) = exp[−iτzξ(m)~k (t, t0)],
ξ
(m)
~k
(t, t0) =
∫ t
t0
dt′E~k(t
′). (40)
Note that ξ(m)~k (t, t0) denotes the kinematic phase picked up
by the wave function during the evolution, and the super-
script m indicates that both t and t0 lie in the mth adiabatic
regime. For later use, we also define ξ(i)~k (ti~k, ti−1~k) ≡ ξi~k
and ξ(i)~k (t, ti−1~k) ≡ ξi~k(t).
At the avoided level crossing points separating two adia-
batic regions, the evolution becomes non-adiabatic. The ap-
proximation involved in the present method is that it treats
the impulse regions as isolated points where the avoided level
crossings occur. Clearly, such an approximation becomes bet-
ter at lower frequencies, and hence this method works well at
small ω45. The excitation probability at these points is usually
estimated by linearizing the drive term around these regions
7which allows for an analytic calculation of the excitation prob-
ability (when a single (diagonal) term of the system Hamil-
tonian varies with time) via the Kibble-Zurek approach42,45.
However, the present class of systems, where both diagonal
and off-diagonal elements of the Hamiltonian vary with time,
calls for a modification of this procedure. To demonstrate
this modification, we consider the Hamiltonian given by Eq.
(7) near the jth avoided level crossing which separates the
(j−1)th and jth adiabatic regions. The time tj~k at which such
a crossing occurs can be obtained by setting dE~k(t)/dt = 0;
this leads to (Eq. (35))
C~k(tj~k)
dC~k(tj~k)
dt
+B~k(tj~k)
dB~k(tj~k)
dt
= 0. (41)
We now follow Ref. 45 to linearize H~k(t) around t = tj~k.
This leads to an effective Hamiltonian Heff~k (t) given by
Heff~k (t) = [C~k(tj~k) + (t− tj~k)
dC~k(tj~k)
dt
]τz
+ [B~k(tj~k) + (t− tj~k)
dB~k(tj~k)
dt
]τx. (42)
Note thatHeff~k (t), which determines the excitation probability
near tj~k, is not of the Kibble-Zurek form in the sense that both
its diagonal and off-diagonal terms depend explicitly on time.
To cast it into this form, we define a new set of Pauli matrices
~σ; using these matrices we can write Heff~k (t) as
Heff~k (t) = ν1~k(t− tj~k)σz + ν2~kσx, (43)
where ν1(2)~k are independent of time
22. A comparison be-
tween Eqs. (42) and (43) shows that
σzν1~k = τz
dC1~k(tj~k)
dt
+ τx
dB1~k(tj~k)
dt
,
σxν2~k = τzC~k(tj~k) + τxB~k(tj~k). (44)
Using the identities Detσ3 = Detσx = −1, we can then de-
termine
ν1~k = [(
dC1~k(tj~k)
dt
)2 + (
dB1~k(tj~k)
dt
)2]1/2,
ν2~k = [B
2
~k
(tj~k) + C
2
~k
(tj~k)]
1/2. (45)
Note that the anticommutation relation {σz, σx} = 0 is satis-
fied due to Eq. (41). We can then read off the Landau-Zener
excitation probability from Eq. (43),
pj~k = e
−2pir
j~k , rj~k = ν
2
2~k
/(2ν1~k). (46)
Having obtained these probabilities, we follow Refs. 42 and
45 to construct a transfer matrix Sj~k which relates ~c~k(tj~k −
) ≡ ~c j~k to ~c~k(tj~k + ) ≡ ~c
j+1
~k
,42,45
~c j+1~k
= Sj~k~c
j
~k
, (47)
Sj~k = I
√
1− pj~ke−iτzΦj~k − iτy
√
pj~k,
Φj~k = rj~k(1− ln rj~k) + Arg(1− iΓ[rj~k])− 3pi/4.
Here Φj~k is the Stuckelberg phase
29,45 generated at the jth
avoided crossing, and Sj~k can be viewed as the transfer matrix
which takes the wave function across such a crossing.
Combining Eqs. (47) and (40), the coefficients ~c~k after n
crossings at t = tf are found to be
~c~k(tf ) = U
(n+1)ad
~k
(tf , tn(~k))(Sn~k)
T · · ·
× S1~k U (1)ad~k (t1(~k), 0)
(
1
0
)
= Uad~k (tf , 0)
(
1
0
)
, (48)
where Uad~k (tf , 0) is the evolution operator in the adiabatic ba-
sis, and ST denotes the transpose of S. Using Eqs. (39) and
(48), we may obtain the evolution operator for the system at
t = tf in terms of r~k (in Eqs. (46) and (47)) and ξ~k(t1, t2)
(in Eq. (40)). The eigenvalues of U~k(tf , 0) can be obtained
by diagonalizing the 2 × 2 matrix obtained. The unitarity of
U~k(tf , 0) ensures that these eigenvalues or phase bands are
given by
λ±(~k, t) = exp[±iφ(~k, t)], (49)
cos(φ(~k, t)) = Re[U~k(t, 0)]11)
= η~k(tf )c1~k(tf ) +
√
1− η2~k(tf )c2~k(tf ).
The details of the computation of the phase bands using Eqs.
(39), (47), and (48) are charted out in the Appendix. Here
we present the analytic expression for the case n = 2. For
t2~k ≤ tf ≤ T = 2pi/ω, the expression for the phase bands
are given by
cos(φ(2)(~k, tf )) = η~k(tf )
(√
(1− p1~k)(1− p2~k) cos[Φs~k + ξs~k(tf )] +
√
p1~kp2~k cos[ξ
s
~k
(tf )− 2ξ2~k]
)
(50)
+
√
1− η2~k(t)
(√
p1~k(1− p2~k) cos(ξ2~k + ξ3~k(tf )− ξ1~k − Φ2~k) −
√
p2~k(1− p1~k) cos[Φ1~k + ξ1~k + ξ2~k − ξ3~k(tf )]
)
,
8where Φs~k =
∑
i=1,2 Φi~k, and ξ
s
~k
(tf ) =
∑
i=1,2 ξi~k+ξ3~k(tf ).
We shall analyze Eq. (50) (and its counterparts for different n)
to obtain general phase band crossing conditions for irradiated
graphene in Sec. IV.
To find the conditions for phase band crossings, we note
that Eq. (49) indicates that the condition for cos[φ(n)(~k, t)] =
±1 can be understood by finding its maximum/minimum val-
ues; these occur when
ηm = ±Re[c1~k(tf )]/
√
(Re[c1~k(tf )])
2 + (Re[c2~k(tf )])
2.
(51)
The corresponding extremum value of cos[φ(n)(~k, tf )] is
given by
cos[φ(n)e(~k, tf )] = ±
√
(Re[c1~k(tf )])
2 + (Re[c2~k(tf )])
2.
(52)
Note that since |c1~k(t)|2 + |c2~k(t)|2 = 1, the condition
cos[φ(n)e(~k, tf )] = ±1 thus requires c1~k(t) and c2~k(t) to
be real (apart from a possible irrelevant global phase). For a
generic time evolving wave function, this is most likely when
one of its components vanish. This leaves us with two pos-
sibilities. The first is η~k(tf ) = 0 = Re[c1~k(tf )] and the
second is η~k(tf ) = 1 = ±Re[c1~k(tf )]. The former possi-
bility requires that the excited state of H~k(tf ) be the same as
the ground state of H~k(0), and this is not guaranteed by any
symmetry of the Hamiltonian unless p~k = 1 at some crossing
point. The latter condition, in contrast, is generic at tf = T
for any ~k and at t = nT/3 for any integer n at the Γ point. As
we shall see numerically, this latter condition is always satis-
fied at all the phase band crossings that we find. In what fol-
lows, we thus find the generic expression for the phase bands
after n avoided level crossings when η~k(tf ) = 1. The de-
tailed method of doing so is sketched in the Appendix. The
final result that we obtain from this procedure is as follows.
For an even number (2n) of avoided level crossings, denoting
φ(2n)(~k, tf ) ≡ φe, we get
cos(φe) =
∑
jmax=0,2,··· ,2n
∑
α
jmax∏
jα=1
(1− pjα~k)1/2
2n−jmax∏
j′α 6=jα=1
p
1/2
j′α~k
(−1)n1 cos
[
Φs~k + ξ
s
~k
(tf )−
∑
a
(γaΦa~k + δaξa~k(tf ))
]
,
(53)
where the sum over the index α represents a sum over all pos-
sible permutations of jα and j′α for a fixed jmax, and
Φs~k =
∑
i=1,2n
Φi~k, ξ
s
~k
(tf ) =
∑
i=1,2n
ξi~k + ξ2n+1~k(tf ),
φs~k =
∑
i=1,2n
φi~k, ξ
s
~k
=
∑
i=1,2n+1
ξi~k. (54)
In Eq. (53), n1 = Max[j′α]−Min[j′α]+1 provided Min[j′α] 6=
0 and is 0 otherwise, and the coefficients γa and δa for any
given permutation α are given by
γa = 1 for a ∈ j′α,
= 2 for a ∈ jα with jo′α < jα < je′α , (55)
= 0 otherwise,
δa = 2 for a ∈ jα, j′α with Min[j′α] < jα, j′α ≤ Max[j′α]
= 0 if a ∈ jα, j′α with a− 1 ∈ j′α and δea−1 = 2,
where jo′α denotes any odd occurrence of j
′ during a permu-
tation, and je′α denotes its next occurrence in that permuta-
tion. Note that for n = 1, Eq. (55) reproduces Eq. (50) for
η~k(tf ) = 1.
A similar analysis charted out in the Appendix shows that
for an odd number (2n+1) of level crossings, the phase bands
φ(2n+1)(~k, t) ≡ φo are given by
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FIG. 2: Plot of instantaneous ground (red solid line) and ex-
cited (black solid line) state energies and the wave function over-
lap η~k(t) (green dashed line) as a function of t/T for (a) Γ point
with (kx, ky) = (0, 0) for the dimensionless radiation amplitude
α = 2.35, (b) Dirac (K) point with (kx, ky) = (0, 4pi/3
√
3) for
α = 2, (c) M point with (kx, ky) = (2pi/3, 0) for α = 2.5, and (d)
X point with (kx, ky) = (pi/3, pi/3
√
3) for α = 2. Note that the
number of avoided crossings of the instantaneous eigenvalues can be
clearly read off from these figures; this number varies with ~k as can
be seen by comparing the plots from different panels. All energies
are in units of γ.
cos(φo) =
2n−1∑
jmax=0
∑
α
jmax∏
jα=1
(1− pjα~k)1/2
2n−1−jmax∏
j′α 6=jα=1
p
1/2
j′α~k
(−1)n2(1− δnj′α ,1) cos
[
Φs~k + ξ
s
~k
(t)−
∑
a
(γaΦa~k + δaξa~k(t))
]
,
(56)
where nj′α denotes the number of occurrence of j
′, (i.e., the
number of √pjα~k factors) in a permutation α, and n2 = njα
with Max[j′α] < jα < Min[j
′
α].
Eqs. (53) and (56) represent the main results of this section.
They allow us to chart out semi-analytic conditions for phase
band crossings and hence the topology change of a class of
driven integrable quantum models when the drive frequency is
low compared to the natural energy scale of the system Hamil-
tonian. These conditions can be summarized as follows. For
any ~k, these driven models, at low frequency, will exhibit a
topology change at a time tf during a drive which has been
preceded by n avoided level crossings of its instantaneous
eigenvalues if
η~k = 1 and cos[φ
(n)(~k, tf )] = ±1, (57)
where the expressions for cos[φ(n)(~k, tf )] are given in Eq.
(53) for even n and Eq. (56) for odd n. In the next section,
we shall compare the predictions of these equations for spe-
cific values of n in the context of graphene.
IV. PHASE DIAGRAM FOR GRAPHENEWITH
EXTERNAL RADIATION
In this section, we study the phase diagram of graphene
in the presence of external radiation in the low-frequency
regime. In doing so, we shall compare and contrast between
the results obtained in Sec. III and their counterparts from
exact numerical solution of the time-dependent Schro¨dinger
equation which reads (Eq. (5))
i~
du~k(t)
dt
= Z~k(t)v~k(t), i~
dv~k(t)
dt
= Z∗~k(t)u~k(t). (58)
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FIG. 3: Comparison of the phase bands cos(φ~k(t)) obtained from
exact numerics (solid lines) and adiabatic-impulse approximation
(dots) as a function of t/T for (a) Γ point with α = 2.35, (b) Dirac
(K) point with α = 2, (c) M point with α = 2.5, and (d) X point
with α = 2. The different colors in each plot correspond to different
adiabatic regions separated by avoided level crossings; see text for
details.
Such a comparative analysis between the adiabatic-impulse
method and exact numerics will serve to check the accuracy
of the former in the low-frequency regime. In what follows,
we shall compare the two methods in Sec. IV A. This will
be followed by an analysis of the phase band crossing con-
ditions for several high-symmetry points in the Brillouin zone
of graphene in Sec. IV B. Finally, based on the results obtained
in these two sections, we shall present the phase diagram of
graphene under external radiation in Sec. IV C.
A. Comparison between adiabatic-impulse and exact
numerical results
In order to compare the results obtained by the adiabatic-
impulse and exact numerics, we focus on four representative
points in the graphene Brillouin zone and choose four rep-
resentative amplitudes of radiation. These are (a) Γ point
with (kx, ky) = (0, 0) and α = 2.35, (b) Dirac (K) point
(kx, ky) = (0, 4pi/3
√
3) and α = 2, (c) M point (kx, ky) =
(2pi/3, 0) with α = 2.5, and (d) X point with (kx, ky) =
(pi/3, pi/3
√
3) with α = 2; these points are shown in Fig. 1.
The expressions for the phase bands obtained from the
adiabatic-impulse approximation involve finding the number
of avoided crossings of the instantaneous energy eigenvalues
within a given period. Thus we first chart these out in Fig. 2
for the above-mentioned points in the Brillouin zone. In ad-
dition, we also show the wave function overlap η~k(t) for each
of these points. The symmetry of the instantaneous eigenval-
ues becomes clear from these plots; these will be discussed in
Sec. IV B. Here we note that after obtaining the number of
such avoided crossings for the specified ~k values, we can use
the results of Sec. III to obtain the evolution matrix U~k(t, 0).
We then diagonalize U~k(t, 0) to obtain the expressions for the
phase bands as given by the adiabatic-impulse method. This
can be done either analytically for a small number of cross-
ings (n < 3) using Eqs. (A2), (A4) and (A6) or numerically
using Eqs. (39), (48), and (49).
These results for the phase bands obtained using the
adiabatic-impulse method is then compared against their nu-
merical counterparts. The latter procedure involves a numeri-
cal solution of the Schro¨dinger equation (Eq. (58)), followed
by a construction of U~k(t) from the final wave function using
(Ref. 32), (
u~k(t)
v~k(t)
)
= U~k(t, 0)
(
u~k(0)
v~k(0)
)
. (59)
Finally, we numerically diagonalize the matrix U~k(t, 0) for
various values of ~k. This leads to numerically exact expres-
sions for the phase bands.
A comparison between cos(φ~k(t)) obtained using these two
methods, shown in Fig. 3, shows a near-exact match; this indi-
cates that the adiabatic-impulse method reproduces the phase
bands accurately for all t ≤ T . We have numerically checked
this result for several other amplitudes and Brillouin zone
points; the phase bands obtained via the adiabatic-impulse
approximation always shows a very good agreement with its
exact numerical counterpart. A similar comparative plot of
cos(φ~k(T )), shown in Fig. 4, indicates a near-exact match of
these bands for a wide range of drive frequencies. We have
numerically verified that the expressions for the phase band
obtained using the adiabatic-impulse method matches its nu-
merical counterparts for all ω ≤ 1 and for α ≤ 5. Thus the
adiabatic-impulse approximation seems to be accurate at low
drive frequencies; we shall use this fact in Sec. IV B to analyze
the phase band crossings of graphene.
B. Phase band crossing conditions
In this section, we provide explicit phase band crossing
conditions for several high-symmetry points in the graphene
Brillouin zone and check their validity by comparison with ex-
act numerical results. This will be followed by general com-
ments about generic ~k points in the Brillouin zone.
Γ point: As shown in Sec. II, the graphene Hamiltonian ex-
hibits T/3 periodicity at the Γ point since H~k(t) = H~k(t +
T/3) for ~k = (0, 0) (Eq. (11)). Thus we only need to track
the evolution for t ≤ T/3 for identifying the phase band
crossings. Furthermore, as shown in Fig. 2 (a) and derived
in Sec. II (Eq. (10)), the instantaneous energy eigenvalues
E~k=(0,0)(t) ≡ EΓ(t) satisfy EΓ(nT/6 ± t) = EΓ(t) for any
integer n. Thus the kinematic phase, χΓ(t, 0), picked up by
the system at the Γ point during the adiabatic evolution satis-
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FIG. 4: Comparison of the phase bands cos(φ~k(T )) obtained from
exact numerics (black solid lines) and adiabatic-impulse approxima-
tion (dotted lines) as a function of T (in units of ~/γ). All parameters
are the same as in Fig. 2.
fies
ξΓ(t, 0) = ξΓ(t± nT/6, 0),
ξ1Γ = ξ3Γ = ξ2Γ/2 = ξΓ, (60)
where in the last line we have used the notation
ξΓ(tiΓ, ti−1Γ) ≡ ξiΓ, and tiΓ denotes the time of the ith
avoided level crossing at the Γ point. From Fig. 2 (a), we
find that t1Γ = T/12 and t2Γ = T/4 = t1Γ + T/6 which
leads to Eq. (60). Further, it is easy to check that |dEΓ(t)/dt|
satisfies |dEΓ(t + nT/6)/dt| = |dEΓ(t)/dt|; using this it
is possible to check that the Landau-Zener excitation proba-
bilities pi~k=(0,0) ≡ piΓ for i = 1, 2 (corresponding to times
t1Γ = T/12 and t2Γ = T/4) and the corresponding Stuckel-
berg phases Φi~k=(0,0) ≡ ΦiΓ at the Γ point satisfy (Eqs. (46)
and (47))
p1Γ = p2Γ = pΓ, Φ1Γ = Φ2Γ = ΦΓ. (61)
Using Eqs. (60) and (61), we then obtain an expression for the
phase bands (Eq. (A7)) at t = T/3 where η = 1 as
cos(φΓ(T/3)) = pΓ + (1− pΓ) cos(2ΛΓ), (62)
where ΛΓ = ΦΓ + 2ξΓ.
Eq. (62) can be used to relate the phase band crossing con-
dition to the Landau-Zener probability pΓ and the Stuckel-
berg phase ΦΓ. To see this, we first note that a class of
such crossings occurs at the Floquet zone center (namely,
cos(φΓ(T/3)) = 1, so that φΓ(T/3) = 2pin at the crossing).
From Eq. (62), we find that the condition for such crossings is
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FIG. 5: Comparison of phase band crossing conditions from
adiabatic-impulse approximation (Eqs. (63), (64), and (65) with ex-
act numerics. In all plots t and T are in units of ~/γ. (a) Phase
band crossings at t = T/3 from Floquet zone center (φΓ(T/3) =
2npi). Black solid line indicates numerical plot of the phase bands
at t = T/3 as a function of T . The red dotted lines show a plot of
cos[2(ΦΓ+ξΓ)] whose value is predicted to be unity when Eq. (63) is
satisfied. (b) Plot of phase band crossings which occur at t = 2T/3
through the Floquet zone edge (φΓ(2T/3) = (2n+ 1)pi). The black
solid line indicates cos(φΓ(2T/3) while the red dotted lines show
the left side of Eq. (64) which touches zero at all phase band cross-
ings in accordance with the adiabatic-impulse prediction. (c) Phase
band crossings at t = T through the Floquet zone edge for which
φΓ(T/3) = pi/3. The black solid line indicates cos(φΓ(2T/3)
while the red dotted lines show the left side of Eq. (65) which
touches zero at each phase band crossing. (d) Same as (c) but for
φΓ(T/3) = 2pi/3 for which the crossing condition is given by Eq.
(66).
given by
ΛΓ = mpi, where m ∈ Z. (63)
We would like to point out here that the condition φΓ(T/3) =
(2n + 1)pi is untenable since this would require cos[2(ΦΓ +
ξΓ)] = −(1 + pΓ)/(1− pΓ) < −1 for any pΓ > 0. Thus our
analysis predicts that all phase band crossings at the Γ point
which occur at t = T/3 must be through the Floquet zone
center. Note that all such crossings through zone center at
t = T/3 also imply corresponding crossings at t = 2T/3 and
t = T as can be seen from Eq. (19).
The second class of crossings that occurs at the Γ point in-
volves a phase band crossing at t = T or t = 2T/3 without an
analogous crossing at t = T/3. Such crossings, at t = 2T/3,
always occur through the Floquet zone edges (cos(φΓ) = −1,
so that φΓ = (2n + 1)pi at the crossing), and they can be un-
derstood as follows. First, we note that from Eq. (19), we have
φΓ(T/3) = φΓ(2T/3)/2 = φΓ(T )/3. Thus it is possible to
have a phase band crossing at t = 2T/3 without any crossing
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at t = T/3 if φΓ(T/3) = pi/2. This requires
cos(2ΛΓ) + pΓ/(1− pΓ) = 0. (64)
Note that such crossings can occur for pΓ ≤ 1/2; further for
any pΓ < 1/2 we expect two solutions to Eq. (64) leading to
a pair of possible crossings for a given pΓ. Second, for t = T ,
we can have similar crossings for which φΓ(T/3) = pi/3 and
φΓ(T/3) = 2pi/3 which lead to the conditions
cos(2ΛΓ)− 1− 2pΓ
2(1− pΓ) = 0, for φΓ(T/3) =
pi
3
, (65)
cos(2ΛΓ) +
1 + 2pΓ
2(1− pΓ) = 0, for φΓ(T/3) =
2pi
3
. (66)
We note Eq. (65) predicts that such crossings through Floquet
zone edge can only occur for pΓ ≤ 3/4, and for pΓ < 3/4,
there are a pair of crossings for a given value of pΓ. In con-
trast, Eq. (66) shows that for φΓ = 2pi/3, crossings occur
through the Floquet zone center in pairs if pΓ ≤ 1/4. The
crossing conditions charted out in Eqs. (64) and (65) consti-
tute an example of the response of the system at fractional
frequencies 2ω/3 ( Eq. (64)) and ω/3 (Eqs. (63)); these occur
since the evolution operator U does not have the same period-
icity as H at these drive frequencies.
A comparison between the crossing conditions obtained
above and the exact numerical result is shown in Fig. 4. The
top panel of this figure shows that all the phase band crossings
for t = T/3 at the Γ point is consistent with Eq. (63) for a
wide range of T ≥ 2pi as shown in Fig. 5. We find that the an-
alytic condition presented in Eqs. (63-66) is exactly satisfied
for all the phase band crossings that we find using exact nu-
merics. Furthermore, we do not find any phase band crossings
at t = T/3 which occur through the Floquet zone edge which
is consistent with our expectation from the adiabatic-impulse
theory.
Dirac points: For the Dirac points, we find from Fig. 2 (b)
that there are three avoided level crossings (j = 1, 2, 3) which
divide the evolution into four regions denoted as i = 1, 2, 3, 4.
We have confirmed numerically that the number of such cross-
ings does not change for α ≤ 5 and our subsequent dis-
cussions will hold in this regime. Also, in what follows,
we shall explicitly study the K point for which (kx, ky) =
(0, 4pi/(3
√
3)); all our results will also hold for the K ′ point.
The symmetries of the instantaneous HamiltonianHK(t) at
the K point are listed in Eqs. (23-27). Using these conditions,
it is easy to see that EK(t) = EK(t + T/3) for all t. Thus
the kinematic phase ξiK ≡ ξ(kx,ky)=(0,4pi/(3√3))(tiK , ti−1K)
picked up in the ith region satisfies
ξ2K = ξ3K = ξK , ξ1K = ξ
′
K , ξ4K = ξK − ξ′K . (67)
Furthermore since the avoided level crossings occur at time
differences ∆t = T/3, we find that the Landau-Zener proba-
bilities pjK for j = 1, 2, 3 and the corresponding Stuckelberg
phases ΦjK at each of the avoided crossings are identical. We
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FIG. 6: Comparison of phase band crossing conditions from
adiabatic-impulse approximation (Eq. (70)) with exact numerics at
the Dirac point K. Top panel: The black solid line shows the numer-
ical phase band (cos(φK)) as a function of T . The red (green) lines
plots the left side of Eq. (70); these touch zero (and hence satisfy Eq.
(70)) for crossings through the Floquet zone edge (center). The ver-
tical lines are guides to the eye for the positions of exact crossings;
these lines are absent when the crossings are avoided. Bottom panel:
A zoomed plot of the left side of Eq. (70) showing that these curves
do not touch zero at the positions of avoided phase band crossings.
In both plots T is in units of ~/γ.
therefore denote
pjK = pK and ΦjK = ΦK . (68)
Using these symmetries and following the method charted out
in the Appendix, we find that the expression for the phase
band at t = T where ηK = 1 is given by
cosφK(T ) =
√
1− pK [(1− pK) cos(3ΛK)
− 3pK cos ΛK ], (69)
where ΛK = ξK + ΦK . The conditions for phase band
crossings at the Dirac point, through the Floquet zone center
(cos[φK(T )] = 1) or the Floquet zone edge (cos[φK(T )] =
−1), are therefore given by
∓ 1√
1− pK + cos(3ΛK)− 4pK cos
3 ΛK = 0, (70)
where the upper (lower) sign corresponds to crossings through
the Floquet zone center (edge). We note that Eq. (70) predicts
that no phase band crossings occur for pK > 3/4. A plot of
the left side of Eq. (70) as a function of T is shown in Fig.
6. We find that these curves touch zero and hence satisfy Eq.
(70) precisely at the locations of the phase band crossings as
predicted by exact numerics.
M point: At the M point for which (kx, ky) = (2pi/3, 0),
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we find, from Fig. 2 (c), four avoided level crossings corre-
sponding to j = 1, 2, 3, 4, which divide the evolution into five
adiabatic regions denoted by i = 1, 2, · · · , 5. The symme-
tries of the instantaneous Hamiltonian have been listed in Eqs.
(28) and (29). These symmetries ensure that at the M point
EM (T − t) = EM (t) and EM (T/2 + t) = EM (T/2− t) =
E(t). The kinematic phases picked up in the adiabatic regions
ξiM ≡ ξM (ti, ti−1) for i = 1, 2, · · · , 5 thus satisfy
ξ2M = ξ4M = ξ
′
M , ξ1M = ξ5M = ξ3M/2 = ξM . (71)
Further, since the four avoided crossings occur at times t0,
T/2− t0, t0 + T/2, and T − t0 where t0 ' 0.15T , they have
the same Landau-Zener probabilities and Stuckelberg phases:
we therefore denote pjM = pM and ΦjM = ΦM . Using these
symmetries, we can compute the phase bands, following the
method outlined in Sec. III and the Appendix, to obtain
cosφM (T ) = (1− pM )2 cos(2Λ+M ) + p2M cos(2Λ−M )
−2pM (1− pM )[cos(2Λ1M ) + cos(2Λ2M ) + 1], (72)
where Λ1M = ΦM + 2ξM , Λ2M = ΦM + ξ′M and Λ±M =
Λ1M ±Λ2M . This leads to the phase band crossing conditions
∓ 1
(1− pM )2 + cos(2Λ+M ) +
p2M
(1− pM )2 cos(2Λ−M )
− 2pM
1− pM [cos(2Λ1M ) + cos(2Λ2M ) + 1] = 0, (73)
where the upper (lower) sign holds for phase band cross-
ing through the Floquet zone center (edge) [cos(φM (T )) =
1(−1)]. Numerically, we find that Eq. (73) can be satis-
fied for all pM ≤ 0.9492116. A plot of the left side of Eq.
(73) is shown in Fig. 7; these curves are found to touch zero
(and hence satisfy Eq. (73)) at the positions of the phase band
crossings obtained from exact numerics.
X point: As shown in Fig. 2 (d), for the X point where
(kx, ky) = (pi/3, pi/((3
√
3)), we have, for α ≤ 2.5, three
avoided level crossings corresponding to j = 1, 2, 3, which
divide the evolution into four adiabatic regions which we label
as i = 1, 2, 3, 4. In this case, using Eq. (32), we find E~k(t) =
E~k(T/6 − t) = E~k(7T/6 − t). Using this we can establish
that the kinematic phases in regions 1, 2, 3 and 4 satisfy
ξ2X = ξ1X + ξ3X = ξX , and ξ3X = ξ
′
X . (74)
Further, since the avoided crossings corresponding to j = 2
and j = 3 occur at t = t0 ' 0.3T and t ' 0.85T = 7T/6 −
t0, we have
p2X = p3X = pX , and p1X = p
′
X ,
Φ2X = Φ3X = ΦX , and Φ1X = Φ
′
X . (75)
Using these symmetries and following the method charted out
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FIG. 7: Comparison of phase band crossing conditions from
adiabatic-impulse approximation (Eq. (73)) with exact numerics at
the M point. Top panel: The black solid line shows the numerical
phase band (cos(φM )) as a function of T . The red (green) lines are
plots of the left side of Eq. (73); these touch zero [and hence satisfy
Eq. (73)] for crossings through the Floquet zone edge (center). The
vertical lines are guides to the eye for the positions of exact crossings.
T is in units of ~/γ.
in the Appendix we obtain, at t = T where ηX = 1,
cosφX(T ) =
√
1− p′X(1− pX) cos(2Λ1X + Λ2X)
−2
√
pXp′X(1− pX) cos Λ1X − pX
√
1− p′X cos Λ2X ,
(76)
where Λ1X = ΦX + ξ′X and Λ2X = Φ
′
X + 2ξX − ξ′X . Thus
the phase band crossing condition is given by
± 1√
1− p′X(1− pX)
− cos(2Λ1X + Λ2X)
+ 2
√
pXp′X
(1− pX)(1− p′X)
cos Λ1X
+
pX
1− pX cos Λ2X = 0, (77)
where the +(−) sign corresponds to a phase band crossing
through the zone center (edge). A plot of the left side of Eq.
(77) is shown in Fig. 8 for α = 2; we find that they never
touch zero within the range of T shown in the figure. This is
consistent with the fact that there are no phase band crossings
within this range as can be seen from a plot of cos(φX(T )); in
fact, we have numerically checked that for α = 2, the phase
bands do not cross for any T ≥ 2pi. Numerically, we find very
few such crossings which will be discussed in Sec. IV C.
The decrease in the number of phase band crossings at the
14
X point is a consequence of the lack of a symmetry necessary
to make all piX and ΦiX equal; in fact such a reduction res-
onates with the fact that phase band crossings are much more
difficult to find at arbitrary points in the Brillouin zone which
are not equal to any of the high symmetry points. The crucial
role of symmetry for phase band crossings can be understood
as follows. Consider a case of two avoided level crossings
each having a probability pi and a Stuckelberg phase Φi for
i = 1, 2. Let the phases picked up in the corresponding adia-
batic regions I, II and III to be ξj where j = 1, 2, 3. Then for a
situation with no symmetry, the phase bands are given by (Eq.
(A6))
cos(φ) =
√
(1− p1)(1− p2) cos(
∑
i=1,2
φi +
∑
i=1,3
ξi)
+
√
p1p2 cos(ξ1 + ξ3 − ξ2) (78)
Now we look for possibility of tuning cos(φ) = ±1 by vary-
ing α and T . Since Φi is essentially a function of pi, we have
five independent quantities, p1,2 and ξ1,2,3 to tune by vary-
ing α and T . This requires fine tuning. In contrast, in the
presence of symmetries as in the case of the Γ point, where
p1 = p2 = pΓ and ξ1 = ξ2/2 = ξ3 = ξΓ, one has to just tune
two parameters by varying α and Γ. This does not require
fine tuning. The argument easily extends to a larger number
of crossings since the number of quantities to tune increases
rapidly with the number of crossings in the absence of any
symmetry. Thus, we generally expect phase band crossings to
happen only at ~k points which have the requisite symmetries
to make most pi and ξis equal. We note that our numerical
search in the graphene Brillouin zone confirms this expecta-
tion. We shall not discuss the non-generic phase band cross-
ings at arbitrary low-symmetry Brillouin zone points further
in this work.
C. Phase diagram
In this section, we chart out the phase diagram obtained us-
ing exact numerics and the adiabatic-impulse method. At the
outset, we note that all results obtained using exact numerics
concur almost exactly for all ω/γ ≤ 1 with those obtained
from the adiabatic-impulse approximation discussed in Sec.
III. One of the central results of our work is the change in
topology of the driven system at t = T/3 and 2T/3 as shown
in Figs. 9, 10, 11, 12, and 13. Moreover, we also provide an
analysis of the phase diagram of the system at t = T , and
we show in Fig. 14 the contributions to this phase diagram
from different high-symmetry points in the graphene Brillouin
zone. In what follows we list the salient features of the low-
frequency phase diagram of irradiated graphene.
For the computation of such phase diagrams, the stan-
dard method followed in the literature involves two widely
followed procedures. The first involves putting the time-
dependent graphene Hamiltonian on a lattice which is peri-
odic (spatially) along one direction (taken to be y here) and
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FIG. 8: Comparison of phase band crossing conditions from
adiabatic-impulse approximation (Eq. (77)) with exact numerics at
the X point. The black solid line shows the numerical phase band
(cos(φM )) as a function of T . The red (green) lines are plots of the
left side of Eq. (77). We do not find any phase band crossings for
α = 2 and as predicted, these lines never touch zero indicating that
Eq. (73) is never satisfied. T is in units of ~/γ.
has an edge (either zigzag or armchair) along the other di-
rection, x. One then calculates the evolution operator nu-
merically for such a system and numerically diagonalizes it
to obtain the phase bands37–40. It is well-known37,38,40 that
a change in the bulk Chern band would involve a change in
the number of edge states of the phase bands (or equivalently
the Floquet Hamiltonian if we focus on t = T ). The second
method involves a direct numerical computation of the bulk
Chern number in each of the phases separated by a Floquet
topological transition; the phase diagram can then be charted
out by computing the change in the Chern number across the
transition induced by phase band crossings39,46. The compu-
tation of the bulk Chern number involves an integration of
the Berry curvature ~B(kx, ky) = ∇~k × ~A(kx, ky) over the
Brillouin zone, where the Berry potential ~A = (Ax, Ay) can
be expressed in terms of the system wave function |ψ〉 as
Ai = ∂ki |ψ(kx, ky; t0〉, where the Chern number is computed
at t = t0 . This is typically done by dividing the Brillouin
zone into a mesh and summing up the integrand over all the
points on the mesh46. The choice of the mesh size is of key
importance in this procedure and the optimal choice depends,
among other things, on the drive frequency.
It turns out that both these methods lead to significant com-
putational difficulties at low drive frequencies due to the fol-
lowing reasons. First, we note that as the frequency is low-
ered, the Berry curvature becomes an increasingly rugged
function of ~k and develops several sharp and near-singular
features at different points in the Brillouin zone whose loca-
tions depend on both the drive frequency and parameters of
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FIG. 9: Phase diagram at t = T/3 as a function of radiation am-
plitude α and time period T (in units of ~/γ). Note that there is a
critical time period T (α) below which no phase band crossings occur
showing that there is no change in the topology of the phase bands at
t = T/3 at high frequencies, ω/γ & 1.
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FIG. 10: Plot of change in Chern number and number of edge states
for α = 2.4 and T = 11.2 (in units of ~/γ) (a) Position of the phase
band crossing for which the Chern number is computed. (b) Change
in Chern number of the system across the phase band crossing at
T = Tc showing ∆C = −1. (c) and (d) The edge state structure
around E = 0, pi/T before (T < Tc) and after (T > Tc) the phase
band crossing. The number of edge states decreases by 1 across the
transition as can be seen by comparing the number of such states at
E = 0 in (c) and (d).
the system Hamiltonian. Thus a numerical computation of the
integral of B over the Brillouin zone which yields the Chern
number requires a mesh size which decreases rapidly with in-
creasing T ; we find that this makes it almost impossible to
reliably compute this integral for ω/γ ≤ 1. Second, for the
existence of Floquet edge states with E = 0 and pi/T , one
needs to have a finite gap for the bulk Floquet states around
this point since otherwise the edge and the bulk states may hy-
bridize. Such a gap is known to decrease with decreasing ω;
also, the number of edge states in the gap around E = 0, pi/T
increases with decreasing ω. Consequently, the determination
of a change in the number of edge states across the transition
becomes difficult at low drive frequencies. Thus, in what fol-
lows, we chart out the phase diagram by noting the transition
points where the phase bands cross at low T ; we have checked
numerically for a few representative points in this phase dia-
gram that the expected changes in the Chern number and the
number of edge states do indeed occur across such crossing
points.
The phase diagram at t = T/3 showing such a topology
change of the phase bands is shown in Fig. 9. We numer-
ically find that the entire contribution to this phase diagram
occurs from the Γ point which is in accordance with the pre-
diction from the adiabatic-impulse theory. We have checked
that no crossings occur for t = T/3 at the K, M , and X
points. The change in the Chern number occurs along the dot-
ted line and the corresponding phase band crossing always
occur through the zone center (cosφ = 1); these are also
in accordance with the predictions of the adiabatic-impulse
method. The computation of the change in Chern number at
a representative point α = 2.4 and T = 11.2 is shown in
Fig. 10. Figure 10 (a) shows the point where the phase bands
cross through the zone edge. The corresponding Chern num-
ber changes from 0 to −1 at this point as shown in Fig. 10
(b). Figures 10 (c) and (d) show that number of edge state
changes by −1 by tabulating their numbers before and after
the crossing. These computations were carried out by stan-
dard numerical methods following Refs. 37, 38, 39 and 46 as
discussed earlier in this section. We have checked that for a
few representative points with T/(2pi) ≤ 3 that such a change
in the Chern number and the number of edge states is consis-
tent with the position of the phase band crossings in Fig. 9.
However, for T/(2pi) ≥ 3, these computations become nu-
merically difficult for the reasons mentioned above. Finally,
we note that no phase bands crossings occur at ω/γ ≥ 1 (or
T ≤ 2pi) within the range of α considered here indicating that
no topology change occurs at high frequencies at t = T/3
within this range. However, at higher α, it is possible that
such a topology change may occur at t = T/3 at higher ω.
We note that near α = 4pi/(3
√
3) ' 2.418, all the lines in the
phase diagram show sharp bends; this feature originates from
the fact at this value of α and all values of T , there are un-
avoided crossings of the instantaneous energy levels (i.e., the
ground and excited energy levels become exactly degenerate)
at t = T/12 and t = T/4 which lead to pΓ ' 1. To see this
more clearly, we compare the numerical phase-diagram with
that obtained using the adiabatic-impulse method in Fig. 11.
We find that there is a near exact match for all values of α
and T except near α ' 2.4; near this line, pΓ = 1 and the
adiabatic-impulse method predicts phase band crossings for
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FIG. 11: Comparison of the exact numerical (black dots) with
adiabatic-impulse results (red dots) for phase band crossings at t =
T/3 (in units of ~/γ) in the α − T plane. The red solid line corre-
sponds to the pΓ = 1 line in the α− T plane. All parameters are the
same as in Fig. 9.
all values of T as can be seen from Eq. (62). This leads to a
vertical line in the α−T plane as shown in Fig. 11. However,
exact numerics shows crossings at isolated points on this line;
the density of such points on the line rapidly increases with T
showing that the two results are expected to match at high T .
This discrepancy between the results of the adiabatic-impulse
method and exact numerics can be understood to be the result
of unavoided crossings of energy levels. In such a situation,
the two instantaneous energy bands come close to each other
for a wide range of values of t/T around the crossing point.
Thus a transition from the ground state to the excited state can
occur over a wide range of t/T during the evolution. This in-
validates the assumption of a narrow impulse region, unless T
is small.
Next, the phase diagram for t = 2T/3 is shown in Fig. 12.
Here, in contrast to the phase diagram for t = T/3, phase
band crossings can occur both through the zone center (black
dots) and zone edges (red dots). The crossings through the
zone centers are same as those seen in Fig. 9 since by sym-
metry, the phase picked between t = 0 and T/3 is same as
that between t = T/3 and 2T/3 at the Γ point. Thus all phase
band crossings for which cos(φ(T/3)) = 1 repeat themselves
at t = 2T/3. In addition, for t = 2T/3, phase band cross-
ings may also occur at the zone edge (cos(φ) = −1). We find
that these crossings enclose some closed regions in the α− T
plane. Each of these regions terminates at some specific maxi-
mal values of α = αmax(T ) in the α−T plane. The adiabatic-
impulse method predicts that pΓ(αmax(T ), T ) = 1/2 which
matches quite well with the numerical values of pΓ at these
points as can be seen by comparing the position of the pΓ =
1/2 line to these points (Fig. 12). The changes in the Chern
number and the number of edge states across the transition is
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FIG. 12: The phase diagram as a function of α and T (in units of
~/γ) at t = 2T/3. The red dashed (black dotted) lines indicate
phase band crossing through the zone edge (center). The solid lines
indicate the curves pΓ = 1/2 (brown solid line) and pΓ = 1 (violet
solid line) in the α− T plane.
shown across a representative crossing point in Fig. 13. In
contrast to the case of the phase diagram at t = T/3, topol-
ogy change occurs here at high frequencies (ω/γ & 1) for the
range of α considered through the zone edges, as can be seen
from Fig. 12.
Next, we consider the phase diagram at t = T . Here phase
band crossings occur at several points on the graphene Bril-
louin zone. We find, in accordance with the results of the
adiabatic-impulse analysis, that the number of such cross-
ings is large at high symmetry points. To see this clearly,
we plot the phase band crossings at t = T at the Γ, K,
M and X points in Fig. 14. The plot in Fig. 14 (a) shows
the phase band crossings that occur at the Γ point. The
closed black and red dotted regions in the plot correspond
to φ(T/3) = pi/3 (Eq. (65)) and φ(T/3) = 2pi/3 (Eq.
(66)) respectively. As discussed in Sec. IV B, the adiabatic-
impulse method predicts that such regions should terminate,
for a given T , at α = αmax(T ) whose positions should co-
incide with pΓ = 1/4 (3/4) for regions corresponding to
φ(T/3) = 2pi/3 (pi/3). This prediction of the adiabatic-
impulse method matches exact numerics quite well as can be
seen by the positions of the pΓ = 1/4 (3/4) curves (green
(blue) lines) in Fig. 14 (a). In Fig. 14 (b), we show similar
crossings at the K point. The closed regions in the α − T
plane for crossing through both the zone center (black dots)
and the zone edge (red dots) terminate at some maximal values
of α = αmax(T ) for a given T . The positions of these points
are predicted to coincide with the pK = 3/4 line in the α− T
plane (blue line in Fig. 14 (b)) by the adiabatic-impulse the-
ory. We find that this prediction matches exact numerics quite
well at high T ; moreover we find there are no crossings in the
region in α−T plane for which pK > 3/4 which is also in ac-
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FIG. 13: Computation of the Chern number and number of edge
states for t = 2T/3 at α = 1.8 and T = 4.76 (in units of ~/γ).
(a) Position of the phase band crossing for which the Chern number
is computed. (b) Change in Chern number of the system across the
phase band crossing at T = Tc showing ∆C = 1. (c) and (d) The
edge state structure around E = 0 and pi/T before (T < Tc) and
after (T > Tc) the phase band crossing. The number of edge states
increases by 1 across the transition as can be seen by comparing the
number of such states at E = pi/T in (c) and (d).
cordance with the prediction of the adiabatic-impulse method.
Next, in Fig. 14 (c), we plot the crossings at theM point. Here
we find that the crossings do not constitute closed regions or
do not terminate along some specific lines; however, we have
checked that their positions for T/(2pi) > 1 coincides with
the predictions of the adiabatic-impulse method. We also find
numerically that there is a clear demarcation between the zone
center and zone edge crossings; the latter happens only at high
T while the former occurs at small T . Finally, in Fig. 14 (d),
we plot the phase band crossings at the X point which is a
lower-symmetry point compared to Γ, K, and M . Here we
find that phase band crossings occur at isolated points in the
α−T plane; moreover, the number of such crossings is much
smaller than those at the high symmetry points. This is in ac-
cordance with the general expectation that phase band cross-
ings are more likely to happen at high symmetry points in the
graphene Brillouin zone.
Finally, we present the phase diagram for t = T in a re-
gion in the α − T plane shown in Fig. 15. We note that for
this region of the α − T plane, phase band crossings occur at
Γ, K, and M points; there are no crossings from the X point.
We find that the phase diagram constitutes closed regions each
of which is expected to have a definite Chern number. Each
of the lines in the diagram corresponds to a change in Chern
number by ∆C = ±1; when two or more such lines coalesce,
it indicates a possible Chern number change by ±2,±3....
However, a detailed calculation of these Chern at high val-
ues of T/2pi in the phase diagram turns out to be numerically
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FIG. 14: Contributions to the phase diagram at t = T in the α − T
plane from (a) Γ, (b) K, (c) M and (d) X points. All crossings
through the zone center (edge) are indicated by black (red) dots, and
T is in units of ~/γ. The blue (green) solid lines in panel (a) rep-
resents the pΓ = 1/4 (3/4) curves in the α − T plane, while the
violet line corresponds to pΓ = 1. The black solid line in panel (b)
represents the pK = 3/4 curve in the α− T plane. The region with
no phase band crossing corresponds to pK > 3/4.
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FIG. 15: Phase diagram at t = T in the α− T plane. The contribu-
tions from the Γ point for crossings through the zone center (edge)
are given by black (red) dots. The corresponding crossings from K
points are given by green (zone center) and blue (zone edge) dots and
those from M points correspond to violet (zone center) and orange
(zone edge) dots. See text for details.
difficult for reasons discussed earlier in the text and we have
not attempted it here. We also note that the phase diagram
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may change due to possible non-generic phase band crossings
at other low-symmetry points of the graphene Brillouin zone.
Such crossings are expected to be very few in number for rea-
sons discussed earlier in Sec. IV B and our numerics have not
found any for the graphene Brillouin zone points that we have
checked. However, we note that it is not numerically possible
to completely ascertain their non-existence for all points in the
graphene Brillouin zone and for the entire α− T plane.
V. 1DXY MODEL IN A TRANSVERSE FIELD
We now turn to the one-dimensional spin-1/2 model with
XY nearest-neighbor interactions and a magnetic field µ ap-
plied along the zˆ direction. The Hamiltonian for a system with
N sites and open boundary conditions is given by
H = −
N−1∑
n=1
[Jxσ
x
nσ
x
n+1 + Jyσ
y
nσ
y
n+1] − µ
N∑
n=1
σzn, (79)
where the σan’s denote Pauli spin matrices at site n. This can
be mapped to a system of spinless fermions by the Jordan-
Wigner transformation; the fermionic Hamiltonian is given
by3,7
H =
N−1∑
n=1
[γ(f†nfn+1 +H.c.) + ∆(fnfn+1 +H.c.)]
− µ
N∑
n=1
(2f†nfn − 1), (80)
where γ = Jx + Jy , ∆ = Jy − Jx, and the fermionic oper-
ators satisfy the usual anticommutation relations {fm, fn} =
{f†m, f†n} = 0 and {fm, f†n} = δmn. In this fermionic lan-
guage, γ is a nearest-neighbor hopping amplitude, ∆ is a p-
wave superconducting pairing, and 2µ is as a chemical poten-
tial. It is convenient to define two Majorana fermion operators
at each site, an and bn, as
fn =
1
2
(an + ibn) and f
†
n =
1
2
(an − ibn). (81)
These operators are Hermitian and satisfy the relations
{am, an} = {bm, bn} = 2δmn and {am, bn} = 0. In terms
of these operators, the Hamiltonian takes the form
H = − i
2
N−1∑
n=1
[(γ + ∆)anbn+1 + (γ −∆)an+1bn]
−iµ
N∑
n=1
anbn. (82)
Note that the Hamiltonian is invariant under a parity transfor-
mation which reflects the system about its midpoint, namely,
an → bN+1−n and bn → −aN+1−n.
For a system with N sites and periodic boundary con-
ditions, we can write the Hamiltonian in momentum space
as follows. Defining the Fourier transform as fk =
1
N
∑
n=1 fne
−ikn, we find that Eq. (80) can be rewritten as
H =
∑
0≤k≤pi
(
f†k f−k
)
Hk
(
fk
f†−k
)
,
Hk = 2(γ cos k − µ) τz + 2∆ sin k τy, (83)
where the τa’s denote Pauli pseudospin matrices in the
particle-hole space. It is convenient to do a unitary transfor-
mation by rotating around zˆ to convert τy → τx so that the
Hamiltonian in k space is given by
Hk = 2(γ cos k − µ) τz + 2∆ sin k τx. (84)
Since this Hk is a real and symmetric matrix, it will be easier
to derive the symmetry properties of the corresponding Flo-
quet operator Uk(t).
A. Two-rate protocol
In what follows, we shall consider the driving of the chem-
ical potential and superconducting pairing with two different
frequencies ω and rω, where r is an integer, so that
µ = A cos(ωt) and ∆ = B cos(rωt). (85)
This allows us to write
Hk(t) = f3(k, t) τz + f1(k, t) τx, (86)
f3(k, t) = 2[γ cos k −A cos(ωt)],
f1(k, t) = 2B cos(rωt) sin k.
We now consider the time evolution operator
Uk(t) = Tt exp[−i
∫ t
0
dt′Hk(t′)]. (87)
We will be particularly interested in the conditions under
which Uk(t) will be equal to ±I , giving a phase band cross-
ing.
A simple way of getting Uk(t) = ±I is to set k = k0 where
k0 = 0 or pi; then sin k0 = 0 and f1(k0, t) = 0 for all t. This
gives
Uk0(t) = exp[−iτz
∫ t
0
dt′f3(k0, t′)dt′]. (88)
The phase band crossing condition then takes the form
−
∫ t
0
dt′f3(k0, t′)dt′ = npi, (89)
where n is an integer. For Eq. (86), we can analytically find
if Eq. (89) has solutions for any value of t. Such phase band
crossings which occur at the edge or center of the 1D Bril-
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FIG. 16: Instantaneous energies of the ground (lower red curve) and
excited (upper black curve) states and η (green curve) vs t/T for
k = pi/2, A = 0.4, r = 3, and ω = 0.1.
louin zone has been studied in details in Ref. 42; we shall not
discuss them further here.
In addition to phase band crossings through the zone edge
or center discussed above, we find that two-rate protocols may
lead to additional phase band crossings at k 6= 0, pi. For
Eq. (86), there exists such a phase band crossing at k = pi/2.
For odd integer r, we see that
Hpi/2(T/2− t) = − Hpi/2(t). (90)
Using Eq. (90) and the form of the time evolution operator
given in Eq. (15), we then see that
[Upi/2(T/2)]
−1 = Upi/2(T/2). (91)
This implies that Upi/2(T/2) = ±I . Thus Eq. (86) gives a
phase band crossing at k = pi/2 and t = T/2 for any value of
γ, A, B and T , if r is an odd integer. Further, we have
Hpi/2(T/2 + t) = − Hpi/2(t) (92)
if r is an odd integer. This implies that
Upi/2(T ) = [Upi/2(T/2)]
T Upi/2(T/2). (93)
This, combined with Upi/2(T/2) = ±I implies that
Upi/2(T ) = I for any value of γ, A, B and T .
Assuming r to be an integer, we see from Eq. (86)
Hk(T − t) = Hk(t) (94)
for any value of k. Following the arguments presented in
Eqs. (15-18) we see thatU(T ) must again be of the form given
in Eq. (18). Hence we expect that we should be able to find
a phase band crossing at t = T by varying two parameters,
such as ω and k.
Next, we analyze such phase band crossings for Hamilto-
nian given by Eq. (86). To this end, we first study the eigen-
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FIG. 17: Comparison of numerical and adiabatic-impulse results for
k = pi/2, A = 0.4, r = 3, and ω = 0.1.
values of the instantaneous Hamiltonian Hk(t) as a function
of t/T for k = pi/2. This is shown in Fig. 16. There are seven
regions, denoted by R− i, i = I, II, III, · · · ,VII, where there
is a substantial gap between the ground and excited state ener-
gies and the evolution of the system is adiabatic. Any two such
regions R-i and R-{i+1} are separated by an avoided crossing
point ti where the gap of the instantaneous Hamiltonian has a
minimum. There are six such times, {ti, i = 1, · · · , 6}, and
there is a small region around each of these times where we
can use the impulse approximation to calculate the Landau-
Zener transition probability. The analysis follows the same
route as charted out in Sec. III and the Appendix. In what
follows, we shall just present the final results obtained by cal-
culating the phase band cos(φ(t)) for k = pi/2 and t = T/2.
We first show a comparison in Fig. 17 between the nu-
merically calculated plot of cos(φ(t)) versus t/T and the re-
sult obtained by the adiabatic-impulse method for k = pi/2,
A = 0.4, r = 3, and ω = 0.1. We see that the match is
excellent except in the small impulse regions. In particular,
the agreement between the numerical and adiabatic-impulse
results is found to be extremely good in region-IV around
the phase band crossing at t = T/2. In fact, using the dif-
ferent symmetries which are clearly visible in Fig. 16 (such
as ξk(t2, t1) = ξk(t3, t2), p1k = p3k and φ˜1k = φ˜3k for
k = pi/2), one can obtain a simple expression for cos(φ(t =
T/2)),
cos(φ(T/2)) = cos[ξ(T/2, t3)− ξ(t1, 0)], (95)
where
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FIG. 18: Comparison of numerical and adiabatic-impulse results at higher frequencies, (a) ω = 1 (top) and (b) ω = 10 (bottom), for k = pi/2,
A = 0.4 and r = 3.
ξk(tf , ti) =
∫ tf
ti
dt[(A cos(ωt)− cos k)2 + cos2(rωt) sin2 k],
pik = exp[−2piδik], δik = |βik|2/(2|αik|),
αik =
√
A2ω2 sin2(ωt) + r2ω2 sin2(rωti) sin
2 k,
βik =
√
[A cos(ωti)−Aω sin(ωti)t′i]2 + [cos(rωti) sin k − rω sin(rωti)t′i sin k]2,
t′i = [A
2ω sin(ωti) cos(ωti) + rω sin(rωti) cos(rωti) sin k]/(αik)
2,
φ˜ik = − 3pi/4 + δik[ln(δik)− 1] + ArgΓ(1− iδik). (96)
Here we have used the fact that at t = T/2 we have η = 0
and ξ(T/2, t3) = ξ(t1, 0). Hence cos(φ(T/2)) = 1 at all
frequencies. Thus the adiabatic-impulse method becomes ex-
act at this point and is valid at all frequencies. This is cor-
roborated by checking how the match between the numerical
and adiabatic-impulse results changes as the frequency is in-
creased as shown in Fig. 18. We see that at higher frequen-
cies there is an increasing deviation between the two results
as we go away from the phase band crossing point t = T/2
on both sides, as is expected; however the match at the cross-
ing point remains exact. Thus we find that both adiabatic-
impulse and general symmetry arguments predict a line of
phase band crossings at t = T/2 and k = pi/2 for any T
in this model; we have checked that this prediction agrees
with exact numerics. We note that any such phase band cross-
ings at t = T/2 also lead to a crossing at t = T since
Upi/2(T/2, 0) = Upi/2(T, T/2) which follows from the sym-
metry conditionHk(T −t) = Hk(t). However the analysis of
such crossings follows the same line as our earlier analysis and
we do not repeat it here. Instead, in Sec. V B, we concentrate
on the structure of the end modes of such a driven Hamilto-
nian on a chain with a finite length. Our numerics with the
model also suggests that there are no other generic crossings
for any k 6= 0, pi/2, pi for odd integer r; this is consistent with
the symmetry analysis carried out earlier in this section.
B. End modes
A system withN sites and open boundary conditions some-
times has end modes depending on the different parameters.
An end mode is an eigenvector of the time evolution opera-
tor U(t) whose wave function is localized near one of the two
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FIG. 19: Real and imaginary parts of the eigenvalues eiθ of the Floquet operator U(T/2) for a 200-site system driven as in Eq. (82) and (85).
We have taken γ = 1, A = 0.4, B = 1, r = 3, ω = 0.3, and (a) t/T = 0.45, (b) t/T = 0.5, and (c) t/T = 0.55. The isolated eigenvalues
(shown as red dots) correspond to end modes, while the continuous arcs of eigenvalues correspond to bulk modes.
ends of the system. Due to the parity symmetry of Eq. (82),
end modes always occur in pairs with one mode at each end;
the two modes do not hybridize if the system size is much
larger than the decay length of each mode. We note that an
end mode can appear or disappear when we go across a phase
band crossing occurring at, say, t = t0; the way this happens
is that the decay length of the end mode diverges as t→ t0 so
that the end mode merges with the bulk modes at t = t0. We
will consider below some properties of end modes when we
are away from a phase band crossing.
To understand the nature of the end modes, it is useful
to write the Hamiltonian H and U in terms of Majorana
operators41. We define a 2N -dimensional column c whose
entries cn are given by a1, b1, a2, b2, · · · , aN , bN . The Hamil-
tonian in Eq. (82) can then be written in the form
H =
i
2
2N∑
m,n=1
cmMmncn, (97)
where M is a real antisymmetric matrix.
Next, we allow H and M to vary with time. The Heisen-
berg operators cn(t) satisfy the equations
dcn(t)
dt
= i[H(t), cn(t)]. (98)
Eq. (97) then implies that
dcm(t)
dt
= 2
2N∑
n=1
Mmn(t)cn(t). (99)
In terms of the column c(t) and the matrix M(t), the solution
of Eq. (99) can be written as
c(t) = U(t) c(0),
where U(t) = Tt exp[ 2
∫ t
0
dt′M(t′)]. (100)
We thus see that U(t, 0) is a real and unitary matrix; hence it
is also orthogonal.
We now look at the eigenvectors and eigenvalues of U(t).
If x is an eigenvector of U(t) with eigenvalue eiθ, the fact
that U(t) is real implies that x∗ is an eigenvector of U(t)
with eigenvalue e−iθ. This implies that for eigenvalues equal
to ±1, x and x∗ are degenerate; hence the eigenvectors can
be chosen to be real by taking the combinations x + x∗ and
i(x − x∗). In particular, end modes with eigenvalues equal
to ±1 will have real eigenvectors; such modes with real wave
functions are called Majorana end modes41, in analogy with
the Majorana end modes of time-independent Hamiltonians
with time-reversal symmetry47.
Sometimes we find end modes for which the eigenvalues
of U(t) are not equal to ±1; these are called anomalous end
modes48. Such modes always occur in pairs at each end of
the system, with the eigenvalues of the pair being complex
conjugates of each other. Further, the wave functions of such
modes are necessarily complex.
Fig. 19 shows the eigenvalues eiθ of the Floquet operator
U(T ) for a 200-site system driven as described in Eqs. (82)
and (85). The parameter values are γ = 1, A = 0.4, B =
1, r = 3, ω = 0.3, and (a) t/T = 0.45, (b) t/T = 0.5,
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and (c) t/T = 0.55. In all three cases, a large number of
end modes are present; these modes are visible in the figures
as isolated eigenvalues which are shown as red dots. All these
eigenvalues have at least a two-fold degeneracy due to the par-
ity symmetry, i.e., there are always a pair of modes lying at
opposite two ends of the system with the same Floquet eigen-
value. In Fig. 19 (a), we see eight anomalous end modes (each
of the four isolated eigenvalues has a two-fold degeneracy).
In Fig. 19 (b), we see four Majorana end modes with Floquet
eigenvalue equal to−1 (this eigenvalue has a four-fold degen-
eracy). In Fig. 19 (c), we see two Majorana end modes with
Floquet eigenvalue equal to +1 (with a two-fold degeneracy)
and four anomalous end modes (each of the two eigenvalues
has a two-fold degeneracy). In Figs. 19 (a) and (c), we see
that the continuous parts of the Floquet eigenvalue spectrum
(these correspond to the bulk modes) form two disjoint arcs
which are separated by gaps around eiθ equal to both +1 and
−1 (i.e., zone center and zone edge). In Fig. 19 (b), the contin-
uous part forms a single arc with no gap around eiθ = 1 (zone
center); thus there is a phase band crossing at t = T/2 with
Uk=pi/2 = +I . For all the end modes, we have checked nu-
merically that the Majorana modes with Floquet eigenvalues
equal to±1 have purely real wave functions, while the anoma-
lous modes appear in pairs with complex conjugate eigenval-
ues (e±iθ) and their wave functions are complex. Interest-
ingly, we observe that there are no anomalous end modes at
t/T = 0.5 where a phase band crossing occurs (Fig. 19 (b)).
VI. DISCUSSION
In this work, we have studied a class of driven closed quan-
tum integrable systems in the presence of either an external
radiation or a two-rate drive protocol at low frequencies. Such
systems have been studied before either in the regime where
the frequency of radiation is high or for models where a sin-
gle parameter of the Hamiltonian is driven periodically. Our
study therefore provides a complementary set of results to the
existing literature.
For graphene in the presence of external radiation, we study
the change in topology of the system by studying its time evo-
lution operator U . Such studies have been carried out in the
literature earlier in the high-frequency regime where pertur-
bative 1/ω expansions work. In contrast, our work addresses
this phenomenon in the low-frequency regime where such per-
turbative treatments fail. To obtain an analytical understand-
ing of the phase diagram of graphene in the low-frequency
regime we therefore have used the adiabatic-impulse approx-
imation by appropriately modifying it for the present drive
protocol. We note that such an approximation yields results
for the phase bands of the system which provides a near ex-
act match with exact numerics at low frequencies; moreover,
it allows us to provide semi-analytic criteria for the condi-
tions of the phase band crossings in graphene. Our analysis
also shows that the phase band crossings, leading to change
in Chern number of the phase bands in graphene, are gener-
ically expected to occur at the high-symmetry points in the
graphene Brillouin zone such as Γ, K and M points. We also
provide, for each of these points, analytic criteria for such
crossings. Our results indicate the presence of such cross-
ings at t = T/3 and 2T/3 (apart from those at t = T ) in-
dicating the inadequacy of a Floquet Hamiltonian based anal-
ysis. Such crossings at t = T/3 and t = 2T/3 lead to a
distinct phase diagram whose contribution comes solely from
the Γ point in the graphene Brillouin zone; such crossings are
shown not to occur at high frequencies for a range of radia-
tion amplitude α. This explains why such diagrams can not
be obtained by perturbative techniques which rely on some
form of 1/ω expansions. In contrast at t = T , we find that
the phase band crossings may occur at other high symmetry
points such as K and M in the graphene Brillouin zone; the
general phase diagram at t = T receives contribution from
all such points. We emphasize that several aspects of such
phase band crossings can be analytically understood from an
analysis using the adiabatic-impulse method which we car-
ried out in this work; they lead to semi-analytic conditions for
several aspects of the phase diagram (Eqs. (63-66), (70), and
(73)) which match almost exactly with numerics. Moreover,
such an analysis indicates the role of symmetry of the irradi-
ated graphene Hamiltonian behind such phase band crossings
in the low-frequency regime and predicts exact semi-analytic
conditions (Eqs. 57, 53, and 56) for phase band crossings for
any t ≤ T . Our study takes note of the difficulty in generic
numerical computation of the Chern number and its change in
the low-frequency regime; this also allows us to point out the
benefit determining the position of the phase band crossings
(which can be done reliably for any frequency) in determining
the structure of the graphene phase diagram at low frequency.
We also find that whereas generic phase band crossings are
expected to occur only at high symmetry points, one can not
rule out the presence of accidental crossings at other times and
for other values of ~k; however, the number of such acciden-
tal crossings are expected to be much lower than the generic
ones.
For the 1D XY model we have shown that a two-rate drive
protocol leads to additional phase band crossings at t = T/2
for k = pi/2. for any drive frequency when the ratio r of the
two drive frequencies is an odd integer. In contrast to the ear-
lier studied phase band crossings in this model for a single pa-
rameter drive protocol which occur at k = 0, pi, for a two-rate
drive, we find crossings at k = pi/2 and t = T/2 which have
no counterpart for single parameter drive protocols. More-
over such crossings at t = T/2 lead to additional phase band
crossings at t = T for k = pi/2; this was shown via a sym-
metry analysis of the model. These phase band crossings for
k = pi/2 occur for any value of T as long as the ratio of drive
frequencies, r, is an odd integer. We have also studied the end
modes of such a driven model for a finite a chain withN sites.
We have found, apart from the usual Majorana end modes,
the existence of anomalous end modes48. No anomalous end
modes are found at the phase band crossing points at t = T/2
where only Majorana modes exist; across this point the num-
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ber of end modes change confirming a topological phase tran-
sition.
There are several experiments which may confirm our the-
oretical results. The simplest among them would be look for
the phase diagrams of irradiated graphene at t = T/3 and
t = 2T/3 at low drive frequencies ω/γ ' 0.1 and for drive
amplitudes 2 ≤ α ≤ 2.5; these are shown in Figs. 9 and 12.
These phase diagrams would be much simpler to verify exper-
imentally since the only contribution to them comes from the
Γ point in the graphene Brillouin zone. We note in this context
that angle-resolved photoemission spectroscopy (ARPES) has
already been performed on irradiated graphene leading to a
detection of Chern number change via photoelectron intensity
measurements49,50. In fact such experiments, by a variation of
the intensity of the applied photon, can pick out selective con-
tributions to the Chern number change from different points
in the graphene Brillouin zone49. For example, the contribu-
tion to the phase diagram coming from the K and K ′ points
would show up in such measurements; thus we expect such
measurement to reproduce the phase diagram in Fig. 14 (b).
The presence of chiral edge modes in such driven systems has
also been experimentally verified recently both in phononic
crystals51 and in transport experiments on topological insula-
tor surfaces52; a change in their number across a phase band
crossing should also lead to a reconstruction of the phase di-
agrams that we provide here provided that such experiments
can be suitably modified and designed for graphene-like sys-
tems.
Our study also leads to several open questions which we in-
tend to study in the future. For example, it would be interest-
ing to study the properties of transport in irradiated graphene-
like systems in the presence of disorder. An analogous prob-
lem has been studied for high radiation frequencies in Refs.
44; however, given the complexity of the phase diagram, its
low-frequency counterpart is expected to lead to several and
yet unexplored features in the transport. Further, the effect
of a weak interaction in these Dirac systems which breaks its
integrability would be interesting to study; such studies are
clearly numerically difficult in higher dimensions, and we ex-
pect a suitably modified version of the adiabatic-impulse ap-
proximation to shed some light in this matter.
To conclude, we have studied the low-frequency phase
diagram of irradiated graphene and a driven XY model.
Our study constitutes an application of a suitably modified
adiabatic-impulse approximation to address the dynamics of
these models. In the low-frequency regime, for both systems,
the analytical results obtained using this approximation pro-
vides a near-exact match with numerics. This allows us to
provide semi-analytic criteria for phase band crossings and
hence a change in the topology of the wave function of such
systems. Our analysis predicts a change in the topology for ir-
radiated graphene at t = T/3 and 2T/3 and has provided the
corresponding phase diagrams; such diagrams indicate the in-
adequacy of a Floquet Hamiltonian based analysis for these
systems which can only provide information about the phase
diagram at t = T . Our work also shows that such a change
in the topology of the 1D XY model driven using a two-rate
protocol may occur at t = T/2 and points out a change in the
end mode structure across this transition for a XY chain with
a finite length. Finally we have suggested several experiments
which may test our theory.
Appendix A: Computation of phase bands for n avoided
crossings
In this appendix, we provide expressions for the eigenval-
ues of the unitary evolution operators U~k(tf , 0) for n avoided
level crossings, where tf denotes the time at which the phase
bands need to be computed. To this end, we first construct
Uad~k (tf , 0) for each of the adiabatic regimes between two
avoided level crossings using Eq. (48), and then relate it to
U~k(tf , 0) using Eq. (39).
In the adiabatic region prior to the first avoided crossing, the
wave function merely gathers some kinematic phase. Thus we
have, from Eq. (48) for tf ≤ t1~k,45
~c
(1)
~k
(tf ) = e
−iτ3ξ1~k(tf )
(
1
0
)
=
(
e−iξ1~k(tf )
0
)
,
ξ1~k(tf ) =
∫ tf
0
E~k(t
′)dt′, (A1)
where E~k(t
′) is given by Eq. (35). Using Eqs. (A1) and (39),
we obtain
[U
(1)
~k
(tf , 0)]11 = ηk(tf )e
−iξ
1~k
(tf ),
cosφ
(0)
~k
(tf ) = ηk(tf ) cos[ξ1~k(tf )]. (A2)
Note that for the phase bands to cross, i.e., for φ(0)~k (tf ) = ppi,
we necessarily require a perfect overlap between the instanta-
neous and initial ground state wave functions since we need
η~k(tf ) = 1 at the crossing time.
Next, in region 2, between the first and the second avoided
crossings, the evolution operator in the adiabatic basis can be
read off from Eq. (48) as
~c
(2)
~k
(t) = Uad~k (t, t1~k)S1~kU
ad
~k
(t1~k, 0)
(
1
0
)
=
(
e−i(ξ1~k+ξ2~k(tf )+φ1~k)
√
1− p1~k
−√p1~ke−i(ξ1~k−ξ2~k(tf ))
)
. (A3)
Using Eqs. (A3), (39) and (49), some straightforward algebra
yields, for t1~k ≤ t ≤ t2~k,
[U
(2)
~k
(t, 0)]11 = ηk(t)
√
1− p1~ke−i(ξ1~k+ξ2~k(tf )+φ1~k)
−
√
p1~k(1− η~k(t)2)e−i(ξ1~k−ξ~k(tf )), (A4)
cosφ
(1)
~k
(t) = ηk(t)
√
1− p1~k cos[ξ1~k + ξ2~k(tf ) + φ1~k]
−
√
p1~k(1− η2~k(t)) cos[ξ1~k − ξ2~k(tf )].
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Next, we discuss the situation in region 3 for t3~k ≤ t ≤ t2~k
for which there are two prior avoided level crossings. To
obtain the expressions for the phase bands, we note that
the wave function after two such level crossings must come
back to itself if p~k = 1 for each crossing. Also we use a
simplified notation where we denote ξ~k(t1(2)~k, 0) ≡ ξ1(2)~k,
ξ~k(tf , t2~k) ≡ ξ3~k(tf ), ξs~k(tf ) =
∑
i=1,2 ξi~k + ξ3~k(tf ), and
φs~k =
∑
i=1,2 φi,~k. This yields, after some algebra,
~c
(3)
~k
(tf ) = U
ad
~k
(tf , t2~k)S
T
2 U
ad
~k
(t2~k, t1~k)S1~kU
ad
~k
(t1~k, 0)
(
1
0
)
=
(
e−i(ξ
s
~k
(tf )+φ
s
~k
)
√
(1− p1~k)(1− p2~k) +
√
p1~kp2~ke
−i(ξs~k(tf )−2ξ2~k)√
p2~k(1− p1~k)e−i(φ1~k+ξ1~k+ξ2~k−ξ3~k) −
√
p1~k(1− p2~k)ei(φ2~k+ξ2~k−ξ1~k+ξ3~k(tf ))
)
. (A5)
Using Eqs. (A5), (39), and (49), we can obtain the expressions for the phase bands. The final result reads
cosφ
(2)
~k
(tf ) = ηk(tf )
[√
(1− p1~k)(1− p2~k) cos[ξs~k(tf ) + φs~k] +
√
p1~kp2~k cos[φ1~k + ξ1~k + ξ2~k − ξ3~k(tf )]
]
+
√
1− η2k(tf )
[√
p2~k(1− p1~k) cos[φ1~k + ξ1~k + ξ2~k − ξ3~k(tf )]−
√
p1~k(1− p2~k) cos[φ2~k + ξ2~k − ξ1~k + ξ3~k(tf )]
]
.
(A6)
Next, we consider the case where p1~k = p2~k = p~k and φ1~k =
φ2~k = φ~k. Such equalities can be justified for high-symmetry
points in the graphene Brillouin zone as noted in Secs. II and
IV. In this case we obtain simpler expressions for the phase
band given by
cos(φ(2)(~k, t)) = η~k(t)
(
(1− p~k) cos(µs~k(t)) + p~k cos(µd~k(t))
)
+
√
p~k(1− p~k)(1− η2~k(t))
(
cos(µs~k(t)− φs~k)− cos(µd~k(t)− φs~k)
)
,
µs~k(t) = 2φ
s
~k
+ ξs~k(tf ), µ
d
~k
(t) = ξ1~k − ξ2~k + ξ3~k(tf ). (A7)
For larger n we can, in principle, write down the expres-
sions for cos(φ(n)(~k, t) following the same procedure. How-
ever, these expressions get more complicated with increasing
n. In what follows, we concentrate on the expressions for the
phase bands at t = tf for which η~k(tf ) = 1 since, as argued
in the main text, the generic phase band crossings require this
condition. In this case, we first note that for η~k(tf ) = 1, after
n avoided crossings, the matrix element of the evolution op-
erator [U~k(tf , 0)]11 operators is related to the wave function
c
(n+1)
1~k
(tf ) in the adiabatic basis: [U~k(tf , 0)]11 = c
(n+1)
1~k
(tf ).
Next, we note that after n crossings, ~c (n+1)~k (tf ) is given by
~c
(n+1)
~k
(tf ) = U
ad
~k
(tf , tn−1~k)S
T
2 · · ·
×Uad~k (t2~k, t1~k)S1~kUad~k (t1~k, 0)
(
1
0
)
.(A8)
A few lines of algebra then lead to
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c
(2n+1)
1~k
(tf ) =
∑
jmax=0,2,··· ,2n
∑
α
jmax∏
jα=1
(1− pjα~k)1/2
2n−jmax∏
j′α 6=jα=1
p
1/2
j′α~k
(−1)n1e−i[φs~k+ξs~k(tf )−
∑
a(γaφa~k+δaξa~k)], (A9)
c
(2n)
1~k
(tf ) =
2n∑
jmax=0
∑
α
jmax∏
jα=1
(1− pjα~k)1/2
2n−1−jmax∏
j′α 6=jα=1
p
1/2
j′α~k
(−1)n2(1− δnj′α ,1)e
−i[φs~k+ξ
s
~k
(tf )−
∑
a(γaφa~k+δaξa~k)],
where the sum over the index α represents a sum over all
possible permutations of jα and j′α for a fixed jmax, n1 =
Max[j′α] −Min[j′α] + 1 provided Min[j′α] 6= 0 and is 0 oth-
erwise, nj′α denotes the number of occurrence of j
′ (i.e., the
number of √pjα~k factors) in a permutation α, and n2 = njα
with Max[j′α] < jα < Min[j
′
α]. The coefficients γa and δa
for any given permutation α are given by
γa = 1 for a ∈ j′α,
= 2 for a ∈ jα with jo′α < jα < je′α , (A10)
= 0 otherwise,
δa = 2 for a ∈ jα, j′α with Min[j′α] < jα, j′α < Max[j′α]
= 0 if a ∈ jα, j′α with a− 1 ∈ j′α and δea−1 = 2,
where jo′α denotes any odd occurrence of j
′ during a permuta-
tion, and je′α denotes its next occurrence in that permutation.
The expressions for the phase bands can then be
obtained from Eqs. (A9) by using cos[φ(n)(~k, t)] =
Re[[U~k(tf , 0)]11] = Re[c
(n+1)
1~k
(tf )], and leads to Eqs. (53)
and (56) in the main text.
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