Abstract. The notion of infinitely near singular points, classical in the case of plane curves, has been generalized to higher dimensions in my earlier articles ([5], [6] , [7] ). There, some basic techniques were developed, notably the three technical theorems which were Differentiation Theorem, Numerical Exponent Theorem and Ambient Reduction Theorem [7] . In this paper, using those results, we will prove the Finite Presentation Theorem, which the auther believes is the first of the most important milestones in the general theory of infinitely near singular points. The presentation is in terms of a finitely generated graded algebra which describes the total aggregate of the trees of infinitely near singular points. The totality is a priori very complex and intricate, including all possible successions of permissible blowing-ups toward the reduction of singularities. The theorem will be proven for singular data on an ambient algebraic shceme, regular and of finite type over any perfect field of any characteristics. 
Introduction
To investigate the generalized notion of infinitely near singular points in the cases of all higher dimensions, it turned out in this paper at least technically that the use of partial differential operators is ubiquitously indispensable. The differentiation techniques are interesting in its own right, for instance as was shown by Jean Giraud and others in connection with the theory of maximal contact ([3] , [4] ). However, it is interesting to ask if our technique could be replaced by something essentially new that is perhaps arithmetically intrinsic and algebraically abstract. At any rate, before talking about the generalization, let us review the classical cases of plane curves, which will at least illuminate the essence of our basic ideas and our own point of view that led us to higher dimensional version of infinitely near singularities.
Let k be any perfect field and Z = Spec(A) where A = k[x, y] with two variables x and y. Let X = Spec(A/f A), a curve defined by an equation f (x, y) in the plane Z. For a point ξ ∈ X, let m = m ξ (X) be the multiplicity of X at ξ, i.e., the order ord ξ (f ) of the defining polynomial f in the local ring A ξ . Classically the infinitely near singular points of X at ξ means those m-fold points which appear in the strict transforms of X obtained by successive quadratic transformations, or blowing-ups, whose centers are all m-fold points corresponding to ξ. For the sake of simplicity, let us assume that ξ is an isolated m-fold point of X. Firstly, blow-up with center ξ. If we find any m-fold point ξ 1 of the strict transform X 1 ⊂ Z 1 of X ⊂ Z which is mapped to ξ, then we know that ξ 1 is unique. Next, blow-up with center ξ 1 and if there still exists an m-fold point ξ 2 of the strict transform X 2 ⊂ Z 2 of X 1 ⊂ Z 1 then blow-up with center ξ 2 . Continue the process as long as we find an m-fold point in the transform, and we find the process terminates after a finite number of succession. So, we get a unique finite succession of m-fold points, beginning with ξ, where the most important invariant isδ =δ ξ (X), which is the number of the m-fold points mapped to ξ including ξ itself. The blowing-up diagram is as follows:
where the ξ i are m-fold points of the successive strict transforms X i ⊂ Z i of X 0 = X ⊂ Z and there are no m-fold points of Xδ which are mapped to ξδ −1 . The first naive question is to ask when two curves through ξ have the same numberδ of infinitely near singular points, or more strictly, to ask when two curves have the same blowing-up diagram as above.
Let us take a simple experimental case in which ξ is the origin (0, 0) and f = y m − x l where m, l are integers such that 1 < m < l. We are excluding the case in which f is an m-th power of another polynomial. Incidentally, the number l/m is called the first characteristic exponent of X at ξ which we denote by δ ξ (X). We have m ξ (X) = m. By blowingup with center ξ, we can have at most one point of multiplicity m of the transform of X which is mapped to ξ. If such a point should exist, then it must be the origin, say ξ 1 , with respect to the coordinate system (x, y/x) = (x 1 , y 1 ), and the equation of the strict transform
where l − m ≥ m. Moreover, we then blow-up with center ξ 1 . If we could repeat such a blowing-up r-times, then the equation of the final transform would be f r = y m r − x l−rm r while the only possiblity of a m-fold point ξ r of X r is the origin of the coordinate system (x r , y r ) = (x r−1 , y r−1 /x r−1 ). It is therefore clear that the origin is no longer an m-fold point, i.e., r =δ in the above sense, if and only
For a general plane curve X whose first characteristic exponent δ ξ (X) is attached to an isolated m-fold point ξ, the number of inifinitely near singular points of X at ξ, denoted byδ, is equal to the integral part [δ ξ (X)]. The rational number δ ξ (X) itself cannot be deduced from the number of infinitely near singular points or from the blowing-up diagram as above. But there exists a method of telling the number δ ξ (X) exactly by the generalized blowing-up diagrams. The method is precisely what is formulated as Numerical Exponent Theorem in all dimensions and characteristics. Here, however, we want to show the essence of the idea in a very special case.
So, once again for simplicity and clarity of the idea, we take the case of a plane curve X defined by an equation of the form f = y m − x l . Let ξ = (0, 0). Pick an indeterminate t with respect to A and
The equation f for the curve X may also be viewed as an element of A 0 and defines a cylinder X 0 over X, i.e., the product of X and the affine line Spec(k[t]). Let L 0 be the line Spec A 0 /(x, y)A 0 , along which X 0 has multiplicity m = m ξ (X). Let ξ 0 be the k-point of L 0 with t = 0, or ξ 0 = (0, 0, 0). Now take the blowing-up Z 1 → Z 0 with center ξ 0 and we get strict transforms X 1 , L 1 of X 0 , L 0 respectively. Let ξ 1 be the point of L 1 which corresponds to ξ 0 . It is the origin of (x 1 , y 1 , t) with x 1 = x/t and y 1 = y/t, which is one of the coordinate charts for Z 1 . Now the transform X 1 is defined by the equation f 1 = f /t m = y m 1 − x l 1 t l−m and clearly has the same multiplicity m. Take the blowing-up Z 2 → Z 1 with center ξ 1 and we get strict transforms X 2 , L 2 of X 1 , L 1 respectively. Let ξ 2 be the point of L 2 corresponding to ξ 1 , where X 2 is defined by the equation 
for all r 1. It can be proven with a little harder work that the same result as above can be obtained for an arbitrary plane curve.
Idealistic exponents and their equivalences
In order to state our general Numerical Exponent Theorem, we need a generalization of the notion of infinitely near singular points, or rather a general notion of permissible blowing-up diagrams in all dimensions. To begin with, we are assumed to be given a smooth algebraic scheme Z over a perfect field k of any characteristics. An idealistic exponent E = (J, b) on Z is nothing but a pair of a coherent ideal sheaf J on Z and a positive integer b. When Z is an affine scheme, say Z = Spec(A), we will identify J with the ideal in A which generates J. We will consider a finite system of indeterminates t = (t 1 , t 2 
where We now want to define the notion of permissibility of LSB for a given idealistic exponent E = (J, b) on Z. For this to be done inductively, it is enough to have two notions for a single blowingup, one being that of permissibility for a blowing-up and the other being that of the transform by a permissible blowing-up. For an open subset U 0 ⊂ Z, we simply replace E by its restriction E | U 0 = (J |U 0 , b). So it is enough to consider the case of Z = U 0 . First of all, we define Sing(E), called the singular locus of E, to be the following closed subset of Z:
A blowing-up Z 1 → Z with center D 0 is said to be permissible for E if D 0 is smooth and contained in Sing(E) and the transform E 1 = (J 1 , b) of E is defined by saying that J 1 P b is equal to the ideal sheaf on Z 1 generated by J with respect to the blowing-up morphism Z 1 → Z, where P denotes the ideal sheaf of the exceptional divisor, i.e., the locally principal ideal sheaf on Z 1 generated by the ideal defining D 0 ⊂ Z. Note that J 1 is uniquely determined by the above equality and that it exists as an ideal sheaf in the structural sheaf O Z 1 of Z 1 . Definition 1.3. For a pair of idealistic exponents E i = (J i , b i ), i = 1, 2, we define the inclusion:
meaning to satisfy the following condition: Pick any finite system of indeterminates t = (t 1 , . . . , t a ) and let
The equivalence: 
What follows are most of the important basic facts about idealistic exponents. They will be later refered to as Basic 1, Basic 2, and so on. Their proofs are either easy to reconstruct or found in my paper [7] .
1. (J e , eb) ∼ (J, b) for every positive integer e. 2. For every common multiple m of b 1 and b 2 , we have
The reversed inclusion does not hold in general. However, if Sing(J i , b i + 1) are both empty for i = 1, 2, then the left hand side becomes equivalent to the right hand side. Moreover, we always have
Let us compare two idealistic exponents having the same ideal but
(b) For any LSB permissble for F 1 , and hence so for F 2 , their final transforms differ only by a locally principal non-zero factor supported by exceptional divisors. To be precise, their final transforms being denoted by
where M is a positive power product of the ideals of the strict transforms of the exceptional divisors created by the blowing-ups belonging to the LBS. As an example of such ρ, we could take the normalized blowing-up of J 2 , i.e., the blowing-up followed by normalization. 6. Here is one of the most important technical facts about idealistic exponents with respect to blowing-ups. We cite it as a theorem as follows.
Let O Z denote the structural sheaf (i.e., the sheaf of functions) of the scheme Z and let Dif f
Z denote the sheaf of the differential operators from O Z into itself whose orders are ≤ i. The sheaf has a natural structure of a left O Z -module.
7. There is another important fact about idealistic exponents that was hinted earlier by experimental examples, and here is a general statement. 
for every point ζ ∈ Z. It follows that
for every point ζ ∈ Z.
8. Finally we have a theorem that is technically useful for cutting down the dimension of the ambient scheme. Let W be any closed subscheme of Z and define
which is obviously an idealistic exponent on W . Here the natural extension of LSB is done according to the general fact that the blowing-up of a subscheme is embedded into the blowing-up of the ambient scheme with the same center, as the former is identified with the one induced by the latter into the strict transform of the subscheme.
Main theorem "finite presentation"
We are now ready to state the main theorem of this paper. Let Z be a smooth algebraic scheme over a perfect field k. We will assume that Z is connected and hence irreducible, because we loose no generality by doing so. Given an idealistic exponent E = (J, b) on Z, we define a graded O Z -algebra
to be the sheaf of graded O Z -algebras on Z associated with:
where T is an indeterminate and J max (a) U is an ideal in the affine ring A U of Z|U , defined by the following property: for every integer a ≥ 0 and for an ideal I in A U , we have
where E U denotes the restriction of E to U and the first inclusion is in the sense of Definition 1.3 while the second in the set-theoretical sense.
It should be noted that if E ∼ F with another idealistic exponent a 2 ) U for every a > 0 and a j > 0, j = 1, 2, by Basic 3. This is why ℘(E) is an O Z -algebra. Let us note that J max (a) U ⊂ A U is integrally closed in the sense of ideal theory thanks to Basic 5 and the above definition. We will later see a stronger result than this.
Let us introduce the auxiliary definitions as follows:
For every a > 0 and for every µ > 0, we have (J max (a) U ) µ ⊂ J max (aµ) U which implies that every element of J max (a) U T a is integral over ℘ U (E)(µ) in the sense of the ring theory. In short,
It is easy to see that all those ℘ U (E)(µ), µ ≥ 1, have the same field of fractions which is K(T ) where K denotes the function field of Z. We claim that, in the sense of the ring theory, Here the number δ can be replaced by any one of its positive integral multiples. Since H is finitely generated, we may assume that
which is the assertion (2.2). Now we claim the main theorem of this paper as follows:

Finite Presentation Theorem. The ideal sheaves J max (a) are all coherent on Z for all integers a ≥ 0 and ℘(E) is locally finitely generated as O Z -algebra. Therefore, on each affine open subset of the ambient scheme Z, ℘(E) is finitely generated as k-algebra.
Note that if we take an affine open subset U = Spec(A U ) of Z, then we have ℘(E)(U ) = a J max (a) U T a . This is a finitely generated as kalgebra if and only if it is so as A U -algebra because A U itself is a finitely generated k-algebra.
The rest of the paper is devoted to a proof of the theorem. For this purpose, we need some technical definitions and lemmas. Definition 2.1. For an idealisitic exponent F = (H, b) on Z, we say that F is Diff-generated by a system of idealisitic exponents G j = (I j , b j ), 0 ≤ j ≤ r, if for every integer µ > 0 and for every integer i, 0 ≤ i < bµ, we have
Here the big summation is taken for all those systems (e 0 , . . . , e r ) of integers e j ≥ 0, ∀j, which are subject to the condition 0≤j≤r e j b j ≥ bµ − i.
Remark 2.1. The conditions (2.3) for µ > 1 are consequences of the one for µ = 1. In fact, for µ > 1, we have Dif f
Dif f
where e j = k e kj . The claim is proven.
, are all Diff-generated by one system G j = (I j , b j ), 0 ≤ j ≤ r, as above, then so by the same system are the following:
In fact, for the first one, the proof is by:
For the last one, the proof is immediate thanks to Remark 2.1. The others follow. 
and moreover for every smooth subscheme W of Z we have
Proof. For every integer µ ≥ 0,
where the first inclusion is by the second assertion of Basic 3, the last by Basic 4 and the equivalences by Basic 1. On the other hand, by the Diff-generation assumption, we have
which implies the reversed inclusion:
We have thus obtained (1) . Now for (2), we have
where the first inclusion between idealisitic exponents is due to the reversed inclusion of ideals by the Diff-generation, while the second inclusion by Basic 4 and the last by the Basic 3. On the other hand, since F ⊂ G j we get Red W (F ) ⊂ Red W (G j ) for every j by the Ambient Reduction Theorem and Definition 1.3. Hence we have
shows the converse to the preceeding inclusion and (2) is proven.
Lemma 2.2. Any given idealistic exponent E = J, b on Z is Diffgenerated by the following system of idealisitic exponents:
and b = b! and we assert that E is Diff-full.
Proof. As for the first claim, the problem is local. Namely, it is enough to prove the inclusion of the type of Definition 2.1 locally at every point ξ ∈ Sing(E). It should be noted that at a point outside Sing(E) one of the ideals Dif f
, is the unit ideal and the claim is trivial. Let us pick a regular system of parameters x = (x 1 , . . . , x n ) in the local ring of Z at ξ and define the elementary differential oporators ∂ α , α ∈ Z n 0 , where n = dim ξ Z, by the conditions:
where e j is the number of those α k such that |α k | = j. Here an important point is that
This numerical inequality and the last product ideal are unaffected if we extend the range of j to b − 1 ≥ j ≥ 0 in the case of i < b − 1 and let e j = 0 for j > i. Therefore, thanks to the numerical inequality, we get
This being true for all α and (α 1 , . . . , α µ ) as above, we conclude that
This being true for every ξ ∈ Sing(E), the same inclusion holds when the suffix ξ is dropped. The first assertion of the lemma is thus proven. Next, to prove the second assertion, let ρ :Z −→ Z be the normalized blowing-up of the ideal sheaf J # . Let us pick any pointζ ∈Z and let ζ = ρ(ζ) ∈ Z. Since the pull back J # OZ is locally non-zero principal everywhere, there exists an index ι such that
We will later refer to these as properties of the chosen hζ. Now, by the definition of J , we have the following inclusions for 0
where the sum inside ( )OZ 
Call this last number B (m) . Then, thanks to the above properties of the chosen hζ, the summand, localized atζ,
in the above sum-product ( ) should be divisible by h Proof. Let C be the closed irreducible reduced subscheme of Z whose generic point is ζ = φ(ζ). Let π : Z 1 → Z be the blowing-up with center C. We then have a morphism ψ : Spec(R) → Z 1 such that φ = π • ψ. Let η be the generic point of π −1 (ζ), i.e., that of the exceptional divisor for π, and letη = ψ(ζ) ∈ Z 1 . Note thatη is a smooth point of Z 1 and also such of the exceptional divisor. The local ring O Z 1 ,η is a discrete valuation ring of rank one and ord η (h) = ord ζ (h), ∀h ∈ O Z,ζ . We thus have Proof. By the Diff-fullness , (Dif f
where the first equality is by definition and the inclusion is by the integral dependence. But the first intersection has the term with j = 0, which is nothing but (JO W , b). Hence the reversed inclusion is trivially true. The proof is done.
Proof of the main theorem
First of all we remark that E = (J, b) may be replaced by any other idealistic exponent F = (K, c) ∼ E, because we have the implication ii) there exist iii) for every discrete rank one valuation ring R and for every morphism φ : Spec(R) → Z with JR = R we have that Im(φ) ∩ Sing(E) is not empty (this is by Lemma 2.3 for E ).
Let ρ :Z −→ Z be the normalized blowing-up of the ideal sheaf J, so thatZ is normal and JOZ is locally non-zero principal. For brevity, we will write 
Before going to prove ( ), let us first see that if it is proven then the main theorem follows. This implication is seen as follows. The question is local in Z and we will assume that Z is affine, say Z = Spec(A). We have
by their definition and we know that ρ * (J a OZ) is integral over J a in the sense of the ideal theory. If ( ) is proven, then for ∀g ∈ J max (a), g b is integral over J a in the sense of the ideal theory. This is equivalent to saying that (gT a ) b is integral over the graded algebra µ≥0 J µ T bµ in the sense of the ring theory. Let P (E) = µ≥0 J µ T bµ . In view of Basic 5 and the fact (2.2), we can conclude:
℘(E) is equal to the integral closure of the k-algebra P (E) in the field of fractions K of A[T ].
Here, since K is finitely generated as a field over k and P (E) is finitely generated as k-algebra, it follows from the general theory of commutative algebra that the integral closure ℘(E) of P (E) in K is a finite P (E)-module and hence ℘(E) is finitely generated as k-algebra. Thus ( ) is all that remains to be proven.
Let us now proceed to prove ( ). Letη i , 1 ≤ i ≤ s be the generic points of the subscheme ofZ defined by the ideal JOZ. SinceZ is normal and JOZ is locally principal, they are all smooth points ofZ. We can find an open affine subschemeŨ = Spec(Ã) ofZ such that we haveη i ∈Ũ , ∀i, andŨ is smooth. SinceÃ is finitely generated as kalgebra, we can choose a finite set of indeterminates t = (t 1 , . . . , t r ) such that there exists a surjective k-algebra 
Here the first equality is by A[t]/B
Ã and the second inequality is by the definition of Red W expressed as an intersection of idealistic exponents including (H[t], c) itself. The equality before the last, follows F ∼ E by the Numerical Exponent Theorem and the Ambient Reduction Theorem. Finally the last equality is by Lemma 2.4 thanks to the assumption i). Now, apply the above inequality to the case of F = (J max (bµ), bµ), µ > 0, and we get ordη i (J max (bµ)OŨ )/bµ ≥ ordη i (JOŨ )/b, ∀i which implies J max (bµ)OŨ ,η i is divisible by J µ OŨ ,η i , ∀i, because the local ring is a discrete rank one valuation ring. Since J µ OŨ is locally nonzero principal everywhere on a normal scheme and the {η i } are all the generic points of Spec(OZ/JOZ), it follows that J max (bµ)OZ is divisible by J µ OZ. In particular, we have 
