Abstract. Accurate and consistent satellite-based precipitation estimates blended with rain gauge data are important for 8 regional precipitation monitoring and hydrological applications, especially in regions with limited rain gauges. However, 9 existing fusion precipitation estimates often have large uncertainties over mountainous areas with complex topography and 10 sparse rain gauges, and the existing data blending algorithms are very bad at removing the day-by-day random errors. Therefore, 11 the development of effective methods for high-accuracy precipitation estimates over complex terrain and on a daily scale is of 12 vital importance for mountainous hydrological applications. This study aims to offer a novel approach for blending daily 
blending and fusion analysis of gauge data and satellite-based precipitation estimates (Xie and Arkin, 1996) . CMAP has a 48 long-term dataset series from 1979, while the resolution is relatively coarse. Although the aforementioned products are widely 49 used and have performed well, the data resolution cannot achieve high accuracy in precipitation monitoring.
50
Currently, the Climate Hazards Group Infrared Precipitation with Station data (CHIRPS), which has a higher spatial 51 resolution (0.05°), can solve the scale problem. CHIRPS is a long-term precipitation data series, which merges three types of 52 information: global climatology, satellite estimates and in situ observations. Table 1 shows the temporal and spatial resolution with substantial variations in elevation. Additionally, (Trejo et al., 2016) shows that CHIRPS overestimates low monthly 65 rainfall and underestimates high monthly rainfall using several numerical metrics, and rainfall event frequency is overestimated 66 excluding the rainy season. To overcome these limitations, many studies have focused on proposing effective methodologies for blending rain gauge 69 observations and satellite-based precipitation estimates, and sometimes radar data to take advantage of each dataset. Many 70 numerical models are established among these datasets for high-accuracy precipitation estimations, such as bias adjustment by 71 a quantile mapping (QM) approach (Yang et al., 2016) , Bayesian kriging (BK) (Verdin et al., 2015) and a conditional merging 72 technique (Berndt et al., 2014) . Among aforementioned methods, the QM approach is a distribution-based approach, which 73 works with historical data for bias adjustment and is effective in reducing the systematic bias of regional climate model 74 precipitation estimates at monthly or seasonal scales (Chen et al., 2013) . However, the QM approach offers very limited 75 improvement in removing day-by-day random errors. The BK approach shows very good model fit with precipitation 76 observations. Unfortunately, the Gaussian assumption of the BK model is invalid for daily scales. Overall, there is a lack of
67

77
Earth Syst. Sci. Data Discuss., https://doi.org/10.5194/essd-2018-150 Table 2 , and their uneven spatial distribution is shown in Fig. 2 . The selected rain 115 gauges are located in Qinghai, Tibet, Sichuan and Yunnan Provinces but are mainly scattered in Sichuan Province, and the 116 number of rain gauges in the northern river basin is less than in the southern river basin. In this study, the gauge observations 117 were used as the reference data in bias adjustment of satellite precipitation estimations. 
118
164
2) Analyse the relationships between precipitation observations and the C1, C2, and C3 pixel types, and with the C4 and C5 165 pixels. These relationships are described by five rules, detailed below as Rules 1 through 5.
166
3) Bias-adjust, establish regression models and screen target pixels based on the five aforementioned rules.
167
4) Correct all precipitation pixels in daily regional precipitation images. Determining the C4 pixels by calculating SCC between adjusted C3 pixels and the remaining raster pixels
Calculating the precipitation ration at C3 pixels
Systematic Error
The remaining pixels are C5 pixels and the pixel value is same to the corresponding CHIRP (less than 10% of total pixels)
Rule 4
Rule 5 Random Error 
183
QM is a nonparametric empirical approach that considers a time-dependent correction function. This approach is designed 184 to transform the cumulative distribution function (CDF) of satellite data into the CDF of data at each station.
186
where the variable is the distribution of the observed variable . In this study denotes each gauge or gridded 187 precipitation data point location from CMA and denotes the corresponding CHIRP grid cell value. The objective of QM is 188 to correct the daily precipitation amount from a climate simulation and the transformation h is defined as Eq. (2):
where the is the CDF of and −1 is the inverse CDF (or quantile function) corresponding to (Gudmundsson 191 et al., 2012) .
192
Notably, we separately calculate CDFs at each gauge and gridded pixel using the historical daily rainfall from the JJA in
193
2016.
194
The result of a QM adjustment is ̅ , which is approximately the same as the CDF of the gauge observations on a seasonal 
Rule 3 of the WHU-SGCC method
210
The aforementioned methods improve the accuracy of satellite precipitation estimations based on historical observations data 211 for C1 and C2 pixels. It is reasonable to assume that there are some pixels that are physically similar to the precipitation 212 characteristics of C1 and C2 pixels in a certain spatial scope. Therefore, it is feasible to adjust the satellite estimation bias of
213
C3 pixels by building numerical relationships between C1 and C2 pixels before and after adjustments based on Rule 1 and
214
Rule 2. 2) Assign coefficients randomly to each data point i x for the degree to which it belongs in the j th cluster () ij i wx:
227 where x is a finite collection of n elements that will be partitioned into a collection of c fuzzy clusters, 
232
The results of FCM are the degree of membership of each pixel to the cluster centre as represented by numerical value.
233
Pixels in each cluster have similar terrain features.
234
Second, the adjusted C1 and C2 are employed. SCC was used as the evaluation index for each C1 and C2 with their values 235 after adjustment and gauge observations in JJA: 
268
After identifying the C3 pixels and their corresponding C1 and C2 pixels, the adjustment method for C3 pixels is derived 269 from the regression model for the C1 and C2 pixels.
271
where 3 as C is the adjusted satellite precipitation estimate and is the CHIRP grid cell value for the C3 pixels, and
272
is the of corresponding C1 and C2 pixels. 
Rule 4 of the WHU-SGCC method
274
Recognizing that precipitation has a spatial distribution, the assumption that C4 pixels are physically similar to the precipitation 275 characteristics of C3 pixels was adopted to establish the adjustment method for C4 pixels. 
289
Each w of the C4 pixels is assigned the same value as the corresponding C3 pixel. Therefore, the value of C4 pixels is 
293
To avoid precipitation estimates below 0, Eq. (14) sets these negative values to 0.
294
If there is no C3 pixels in a spatial cluster, the C4 pixels are assumed to be physically similar to the precipitation 295 characteristics of the C1 and C2 pixels and adjusted by the above method in Rule 4. 
Rule 5 of the WHU-SGCC method
297
Excluding the C1, C2, C3 and C4 pixels, the number of remaining pixels, called C5 pixels, is less than 10% of the total number of pixels, and each C5 pixel value ( 5 as C ) is set to be the same as the CHIRP grid cell value at the corresponding position. 299
In the end, after applying these five rules, we obtained complete daily adjusted regional precipitation maps for summer (JJA) 300 2016.
301
Accuracy assessment
302
The performance of the WHU-SGCC adjusted precipitation estimates was evaluated by nine statistical indicators: Spearman's 303 correlation coefficient (SCC), root mean square error (RMSE), mean absolute error (MAE), relative bias (BIAS), the Nash-
304
Sutcliffe efficiency coefficient (NSE), probability of detection (POD) and false alarm ratio (FAR) and critical success index 
313
POD, also known as the hit rate, represents the probability of rainfall detection. FAR is defined as the ratio of the false 314 detection of rainfall to the total number of rainfall events. All of the accuracy assessment indices are shown as Table 3 . Note: is the observation data and is the adjusted value using the WHU-SGCC method for test sample pixel; ̅ is 317 the arithmetic mean of and is given by
315
C is the arithmetic mean of C and is given by 
Results and Discussion
325
There were 18482 daily pixels to be adjusted by blending satellite estimations (CHIRP) and observations (gauge stations and 326 gridded points) using the WHU-SGCC approach for the 92 days of JJA 2016. The number of pixels adjusted by each rule in 327 the WHU-SGCC method is shown in Fig. 4 . The number of C1 and C2 was nearly 140, as well as 11493 C3 pixels, 328 approximately 6344 C4 pixels, and the number of remaining C5 pixels was no more than 5%.
330
Figure 4
The number of pixels adjusted by each rule using the WHU-SGCC method. Figure 5 shows the daily average precipitation for observations, CHIRP, C1 (Fig. 5 (a) ) and C2 (Fig. 5 (b) ) in JJA 2016.
331
CDFs of Rule 1 and Rule 2 results
332
333
Compared to the gauge or grid observations, CHIRP estimations deviated from the observations in Jinsha River Basin. 
Spatial Clustering of Rule 3 results
346
To adjust the pixels other than for the gauged and gridded points, the pixels physically similar to the C1 and C2 pixels were 347 selected. According to Rule 3, C3 pixels were identified in a spatial scope defined by the FCM method. Figure 6 shows the 
359
It is important to note that 62.18% of the pixels satellite precipitation estimates were adjusted by Rule 3 of the WHU-SGCC 360 method. The accuracy assessment of C3 pixels is shown in Table 4 . Validation statistics indicate that compared with the CHIRP
361
and CHIRPS satellite estimations, the WHU-SGCC approach provides best adjustments based on all the statistical indicators 362 at C3 pixels. With the improvement of precipitation accuracy by WHU-SGCC of C3 pixels, the adjustments of C4 pixels,
363
which mainly rely on C3 pixel corrections, are reasonable. 
364
Model performance based on overall accuracy evaluations
366
To test the performance of the WHU-SGCC method for precipitation estimates, the statistical analyses of SCC, RMSE, BAE,
367
BIAS, NSE, POD, FAR, and CSI were calculated and are presented in Table 5 . Compared with the satellite images of CHIRP
368
and CHIRPS, the results of the WHU-SGCC provide the greatest improvements for regional daily precipitation estimates over The spatial distributions of the statistical comparisons between observations and WHU-SGCC precipitation estimations are 377 shown in Fig. 8 . The variation of SCC as seen in Fig. 8 (a) shows that low correlations are observed in areas with lower 378 elevation, particularly in the southern Jinsha River Basin where there is higher precipitation and a greater density of rain gauges.
375
379
This result is in contrast to the result in (Rivera et al., 2018) . However, the higher correlations noted over the north central area 
400
SFCC were reduced by approximately 5% and 30% compared to CHIRP and CHIRPS, respectively. However, the greatest 401 reduction was reflected in the BIAS, with at least an 18% and 30% reduction compared to CHIRP and CHIRPS, respectively.
402
Therefore, the WHU-SGCC approach is effective for adjustments of daily precipitation estimates, and improves estimate 
408
The series of daily precipitation differences between WHU-SGCC, CHIRP, CHIRPS and observations is presented in 
Model performance for rain events
423
To measure the WHU-SGCC performance for different rain events, the daily precipitation thresholds of 0.1, 1, 2, 5, 10, 20,
424
and 40 mm were considered, and the result is shown in Table 6 and Fig. 11 . In terms of performance with respect to different 425 daily rain events, the WHU-SGCC approach had the lowest error, as indicated by RMSE, MAE and BIAS for events with total
426
rainfall between 1 and 20 mm, but WHU-SGCC performance for heavy rain (20-40 mm) events did not improve compared to 427 CHIRP, though it was better than that of CHIRPS. Although the WHU-SGCC approach improved accuracy for light rain 428 events, its behaviour for heavy rain (  40 mm) events was not as good as CHIRP and CHIRPS, as shown in Fig. 11 . These 429 results indicate that WHU-SGCC is applicable for the detection of rainfall events with less than 20 mm precipitation, while
430
there is insufficient observational data for the validation of WHU-SGCC performance during heavy rain events, which
431
represented less than 4% of all observational data and were not sufficient to fully test performance of the model. providing the storage to disseminate the data generated in this experiment.
432
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