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ABSTRACT
Meta learning of optimal classifier error rates allows an
experimenter to empirically estimate the intrinsic ability of
any estimator to discriminate between two populations, cir-
cumventing the difficult problem of estimating the optimal
Bayes classifier. To this end we propose a weighted near-
est neighbor (WNN) graph estimator for a tight bound on
the Bayes classification error; the Henze-Penrose (HP) diver-
gence. Similar to recently proposed HP estimators [1], the
proposed estimator is non-parametric and does not require
density estimation. However, unlike previous approaches the
proposed estimator is rate-optimal, i.e., its mean squared es-
timation error (MSEE) decays to zero at the fastest possible
rate of O(1/M + 1/N) where M,N are the sample sizes of
the respective populations. We illustrate the proposed WNN
meta estimator for several simulated and real data sets.
1. INTRODUCTION
The minimum classification error, also known as Bayes er-
ror, is the best (minimum) average probability of error that
can be achieved by any binary classifier of a sample coming
from one of two classes. Although the Bayes error can be
represented in the form of an integral for a simplest case of
binary classification, analytical evaluation of this integral is
often not feasible, even when densities are known [1]. Based
on this fact, several previous works have investigated upper
and lower bounds on the Bayes error, which are easy to com-
pute analytically. A Bound based on Chernoff α-divergence
has been proposed in [2]. Bhattacharya divergence, which is
a special case of Chernoff α-divergence for α = 12 , is used in
a number of applications involving Bayes error including fea-
ture selection [3–5]. Recently Berisha et al proposed tighter
lower and upper bounds based on HP divergence with param-
eter p, where p is the prior probability of class 1 [1]. They
proved that the bounds are tight for p = 1/2.
The problem of estimating the Bayes classification error
directly, without the need to estimate the Bayes classifier
function, is called the meta-learning problem. It is of crucial
importance in reinforcement learning where an estimate of
potential performance gains is used to guide the choice of
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future actions, e.g., selecting a data source [6]. Information
divergence approaches to solving the meta-learning prob-
lem estimate various divergence functionals that measure the
dissimilarity between the population distributions.
There are two major information divergence estimation
approaches; plug-in and direct estimation. Plug-in methods
first compute estimates of the population densities and plug
them into the formula for the information divergence. Ker-
nel Density Estimator (KDE) and k-Nearest Neighbor (k-NN)
population density estimation are commonly used in the plug-
in approach [7, 8]. In contrast, direct estimation approaches
bypass density estimation entirely, producing an estimator of
the information divergence using geometric functions of the
data. Geometric quantities such as minimal graphs are com-
monly used for direct estimation of information divergences
using the k-NN graph on the dataset to estimate Rényi en-
tropy [9,10], using the MST graphs to estimate HP divergence
[11], and using the nearest neighbor ratios (NNR) method to
estimate various divergence measures [12], are some of the
examples of direct graph based estimators. Direct estimation
methods have several advantages over plug-in estimators such
as lower computational complexity, simplicity of the estima-
tor, imposing less constraints on the density functions, and
offering an intuitive graph theoretical interpretation of the in-
formation measure.
The HP divergence was defined by Henze [13, 14] as the
almost sure limit of the Friedman-Rafsky (FR) multi-variate
two sample test statistic. Thus the FR two sample test statis-
tic can be interpreted as an asymptotically consistent estima-
tor of the HP divergence. The FR procedure is as follows.
Assume that we have two data-sets X and Y . The FR test
statistic is formed by counting the edges of MST graph of
the joint data set Z := X ∪ Y , which connect dichotomous
points, i.e., a point in X to a point in Y . Later in [14], Henze
proposed another similar graph based estimator that consid-
ers k-NN graph instead of the MST graph. However, the
main FR test statistics using MST graph has received more
attention than the k-NN variant. The authors of [14] proved
the asymptotic consistency and unbiasedness of FR statistics
based on type coincidence, but the convergence rates of these
estimators have remained unknown since then. In [15] Moon
et al used an optimal plug-in density estimator to estimate
HP divergence. As mentioned before, since plug-in estima-
tion needs multi-step estimation procedure, which consists of
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estimating each of the densities in the first place, and then
plugging-in the estimated densities in the divergence func-
tion, compared to the direct estimation methods, it suffers
from slower runtimes and requires stringent on the density
functions.
In this paper we propose a new direct estimator of the
HP divergence based on a weighted k-NN graph. We first
derive the convergence rates of the k-NN based FR test statis-
tics, defined as the number of edges in the k-NN graph over
the joint data set Z := X ∪ Y , which connect dichotomous
points. We prove that the bias rate of this estimator is upper
bounded by O
(
(k/N)
γ/d
)
+ e−ck, where N and d respec-
tively are the number and dimension of the samples, γ is the
Hölder smoothness parameter of the densities and c is a con-
stant. Note that the convergence rate of this estimator wors-
ens in higher dimensions and does not achieve the optimal
parametric rate of O(1/N). Therefore, we propose a direct
estimation method based on a weighted k-NN graph. We re-
fer to this method as the weighted nearest neighbor (WNN)
estimator. The graph includes a weighted and directed edge
between any pair of nodes R and S only if the types of R
and S are different (i.e. R ∈ X and S ∈ Y ) where S is
the set of kth nearest neighbors of R. We prove that if the
edge weights are obtained from the solution of a certain op-
timization problem, we can construct a rate-optimal HP di-
vergence estimator based on the sum of the weights of the
dichotomous edges. The convergence rate of this estimator is
proved to be O(1/N), which is both optimal and independent
of d. Finally, we emphasize that the proposed WNN estimator
is completely different from the weighted matching estimator.
2. MAIN RESULTS
In this section we recall the Henze-Penrose (HP) divergence
and propose an optimal estimator based on the k-NN graph.
All of the proofs of the convergence theorems are provided in
the Appendix of arXiv version.
Consider two density functions fX and fY with support
M⊆ Rd. The HP-divergence between fX and fY is denoted
by DP (fX(x)||fY (x)) and defined as
Dp = 1−
∫
fX(x)fY (x)
pfX(x) + qfY (x)
dx (1)
where p is a parameter and p + q = 1. We also define η :=
p/q. In [12] p is the number of empirical samples from the
first class.
Assumptions: We assume that the densities f1 and f2
have the same bounded support set and are lower bounded by
CL > 0 and upper bounded by CU . We also assume that they
belong to Hölder smoothness class with parameter γ:
Definition Given the support set X ⊆ Rd, a function f :
X → R is called Hölder continuous with parameter 0 < γ ≤
1, if there exists a positive constant Gf , possibly depending
on f , such that
|f(y)− f(x)| ≤ Gf‖y − x‖γ , (2)
for every x 6= y ∈ X .
2.1. k-NN Estimator
Definition Let X = {X1, ..., XN} and Y = {Y1, ..., YM}
respectively denote i.i.d samples with densities f1 and f2,
such that M =
⌊
Nq
p
⌋
. Let Gk(X,Y ) be the graph of k near-
est neighbors constructed over the joint set Z = X ∪ Y . In
other words, edges of Gk(X,Y ) connect the points x ∈ Z to
their kth nearest neighbors. Assume that E(X,Y ) is the set
of edges of Gk(X,Y ) connecting dichotomous points. Then
the K-NN estimator of HP-divergence, D̂p, is defined as
D̂p(X,Y ) = 1− |E(X,Y )|N +M
2NM
. (3)
The idea behind this estimator is similar to the idea of
MST estimator of HP-divergence proposed by Friedman and
Rafsky (FR) [16], in which we count the number of edges
connecting dichotomous points in the minimal spanning tree
of the joint data [13]. If N = M and the densities are almost
equal, then with probability of almost 1/2 every kth nearest
neighbor edge belongs to E(X,Y). In this case |E(X,Y )| ≈
N , and D̂p ≈ 0.
In the following theorems we derive upper bounds on the
bias and variance rates. Here the bias and variance are defined
as B[Tˆ ] = E[Tˆ ]−T and V[Tˆ ] = E[Tˆ 2]−E[Tˆ ]2, respectively,
where Tˆ is an estimator of the parameter T .
Theorem 2.1 The bias of the k-NN estimator for HP diver-
gence satisfies
B
[
D̂p(X,Y )
]
= O
(
(k/N)γ/d
)
+O(C(k)) , (4)
where C(k) := exp(−3k1−δ) for a fixed δ ∈ (2/3, 1). Here
γ is the Hölder smoothness parameter.
Remark 1 Note that in order that Dˆp(X,Y ) be asymptot-
ically unbiased, k needs to grow with N . The minimum
bias rate of O
(
logN
N
)γ/d
can be achieved by selecting
k = O(logN).
Theorem 2.2 The variance of the k-NN estimator for the HP
divergence satisfies
V
[
D̂p(X,Y )
]
≤ O
(
1
N
)
. (5)
Algorithm 1: k-NN Estimator of HP Divergence
Input : Data sets X = {X1, ..., XN},
Y = {Y1, ..., YM}
1 Z ← X ∪ Y
2 for each point Zi in Z do
3 If (Zi ∈ X and Qk(Zi) ∈ Y )
4 or (Zi ∈ Y and Qk(Zi) ∈ X)
5 then S ← S + 1
Output: 1− SN+M2NM
2.2. WNN Estimator
Note that the bias term in Theorem 2.1 depends on d. There-
fore, for higher dimensions the estimator convergence rate is
slower. In order to resolve this issue and achieve optimum
convergence rate in any dimension, we propose a modified
k-NN graph based estimator of HP divergence. Assume that
the density functions are in the Hölder space Σ(γ,B), which
consists of functions on X continuous derivatives up to or-
der q = bγc ≥ d and the qth partial derivatives are Hölder
continuous with exponent γ′ =: γ − q and Lipshitz constant
B. Further, assume that the density derivatives up to order
d vanish at the boundary. Fix a constant L where L ≥ d.
Let L := {l1, ..., lL} be a set of index values with li < c,
where κ =
⌊
c
√
N
⌋
. We further define the value of the k-NN
parameter as a function of l, i.e. K(l) :=
⌊
l
√
N
⌋
.
Definition Let X = {X1, ..., XN} and Y = {Y1, ..., YM}
respectively denote i.i.d samples with densities f1 and f2,
such that M =
⌊
Nq
p
⌋
. Let the weight vector W :=
[W (l1),W (l2), ...,W (lL)] be the solution to the following
optimization problem:
min
w
‖w‖2
subject to
∑
l∈L
w(l) = 1,∑
l∈L
w(l)li/d = 0, i ∈ N, i ≤ d. (6)
Now define GWK (X,Y ) as a weighted directed graph over
vertices of the joint set X ∪ Y . There is a directed edge with
the weight W (l) between any pair of nodes R and S, only if
the types of R and S are different (i.e. R ∈ X and S ∈ Y ),
where S is the K(l)-th nearest neighbor of R for some l ∈ L.
We represent the set of edges of GWK (X,Y ) by EWK (X,Y ).
The proposed WNN estimator D̂Wp of HP divergence, is
defined as
D̂Wp (X,Y ) = 1− |EWK (X,Y )|
N +M
2NM
. (7)
Theorem 2.3 The MSE of the WNN estimator is O(1/N).
Algorithm 2: WNN Estimator of HP Divergence
Input : Data sets X = {X1, ..., XN},
Y = {Y1, ..., YM}
1 Z ← X ∪ Y
2 for l ∈ L do
3 for each point Zi in Z do
4 If (Zi ∈ X and Ql(Zi) ∈ Y )
5 or (Zi ∈ Y and Ql(Zi) ∈ X)
6 then S ← S +W (l)
Output: 1− SN+M2NM
Fig. 1. Comparison of the estimated values of k-NN estimator
with k = 5, 10, 20 for HP divergence between two truncated
Normal RVs with mean vectors [0, 0] and [0, 1] and variances
of σ21 = σ
2
2 = I2, plotted against N , the number of samples.
3. NUMERICAL RESULTS
In this section we investigate the behavior of the proposed
estimator by numerical experiments.
Fig. 1 shows the mean estimated HP divergence between
two truncated Normal RVs with mean vectors [0, 0] and [0, 1]
and variance of σ21 = σ
2
2 = I2, as a function of number of
samples, N , where Id is the identity matrix of size d. Three
different values of k are investigated. For each case we repeat
the experiment 100 times, and compute the bias and variance.
As N increases, the bias for any k tends to zero. The ex-
periments show that the bias decreases slower as k increases,
which is due to the
(
k
N
)γ/d
term in (4). However, according
to this experiment, the variance is almost independent of k
and decreases linear towards zero.
Fig. 2 shows the MSE of the k-NN estimator for HP
divergence between two zero mean Normal random vectors
in R2, with identical covariance matrix Id whose values are
truncated within the range x ∈ [−5, 5] and y ∈ [−5, 5].
The experiment is repeated for three different dimensions of
d = 2, 10, 20 for fixed k = 5. In agreement with our bias
bound in (4), as d increases, the experiment shows that the
Fig. 2. MSE of the k-NN estimator for HP divergence be-
tween two identical, independent and truncated Normal RVs,
as a function of N .
Fig. 3. MSE comparison of the three graph theoretical esti-
mators of HP divergence; MST, k-NN, and WNN estimators.
MSE rate increases.
In Fig. 3 we compare the MSE rates of the three graph the-
oretical estimators of HP divergence; MST, k-NN, and WNN
estimators. The HP divergence between two truncated Nor-
mal random variables with d = 2, means of µ1 = [0, 0],
µ2 = [1, 0], and covariance matrices of σ1 = I2 and σ2 =
2I2. This experiment verifies the advantage of WNN esti-
mator over the k-NN and MST estimators, in terms of their
convergence rates. Also the performance of MST estimator
is slightly better than the k-NN estimator. Note that in this
experiment we have set the number of neighbors of the k-NN
to k = 5.
Fig. 4 shows the comparison of the estimators of HP di-
vergence between a truncated Normal RV with mean [0, 0]
and covariance matrix of I2, and uniform RV within [−5, 5]×
[−5, 5], in terms of their mean value and %95 confidence
band. The confidence band becomes narrower for greater val-
ues of N , and the WNN estimator has the narrowest confi-
dence band.
Finally in Fig. 5, we compare performance of the WNN
to that of the k-NN estimators with k = 5 and k = 10, for
a real data set [17, 18]. The data are measurement from a
set of ultrasound sensors arranged circularly around a robot,
Fig. 4. Comparison k-NN, MST and WNN estimators of HP
divergence between a truncated Normal RV and a uniform RV,
in terms of their mean value and %95 confidence band.
Fig. 5. MSE Comparison of the WNN and k-NN estimator
with two different parameters k = 5 and k = 10 for the robot
navigation. dataset
which navigates through the room following the wall in a
clockwise direction. There are total number of 5456 in-
stances (corresponding to different timestamps), and we use
the information of four main sensors as the feature space.
The instances are associated with four different classes of
actions: move-forward, sharp-right-turn, slight-right-turn and
turn-left. In Fig. 5 we consider the divergence between the
sensor measurement for sharp-right-turn and move-forward
classes. Note the superior performance of the WNN estimator
as compared to the k-NN estimators.
4. CONCLUSION
In this paper we derived the convergence rates of k-NN ver-
sion of FR test statistics and proposed an optimum direct es-
timation method for HP divergence, based on the weighted
k-NN graph. We proved that WNN estimator can achieve op-
timum parametric MSE rate ofO(1/N), and we validated our
results on simulated and real data sets.
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6. PROOFS
In this section we derive an upper bound on the bias and variance of the k-NN and WNN estimators. In the following we first
prove Theorem 2.1:
Proof of Theorem 2.1 Let E1(X,Y ) and E2(X,Y ) respectively denote the set of k-NN edges of X and Y nodes, connecting
dichotomous points, i.e., points in X to Y and points in Y to X . So, we have |E(X,Y )| = |E1(X,Y )|+ |E2(X,Y )|. From the
definition of the estimator, we have
E
[
D̂p(X,Y )
]
= 1− E
[
|E(X,Y )|N +M
2NM
]
= 1− E
[
|E1(X,Y )|N +M
2NM
+ |E2(X,Y )|N +M
2NM
]
= 1− E [|E1(X,Y )|]
2Nq
− E [|E2(X,Y )|]
2Mp
+O
(
1
N
)
= 1−
E
[∑N
i=1Ni
]
2Nq
−
E
[∑M
i=1Mi
]
2Mp
+O
(
1
N
)
, (8)
where Ni and Mi are defined as follows:
Ni =
{
0 Qk(Xi) ∈ X
1 Qk(Xi) ∈ Y,
(9)
and
Mi =
{
0 Qk(Yi) ∈ Y
1 Qk(Yi) ∈ X.
(10)
The first term in RHS of 8 can be simplified as
E
[∑N
i=1Ni
]
2Nq
=
∑N
i=1 E [Ni]
2Nq
=
EX1∼f(x)[E [N1|X1]]
2q
=
EX1∼f(x)[Pr(Qk(X1) ∈ Y )]
2q
. (11)
Now using a result from [12] (Lemma 3.3), we have
Pr(Qi(X1) ∈ Y ) = fY (X1)
fX(X1) + ηfY (X1)
+ γ,k, (12)
where γ,k := O
(
(k/N)γ/d
)
+O(C(k)). So, (23) can further be simplified as
E
[∑N
i=1Ni
]
2Nq
=
1
2q
∫
x
fY (x)
η−1fX(x) + fY (x)
fX(x)dx+ γ,k
=
1
2
∫
fX(x)fY (x)
pfX(x) + qfY (x)
dx+ γ,k. (13)
Similarly, we get
E
[∑M
i=1Mi
]
2Mp
=
1
2
∫
fX(x)fY (x)
pfX(x) + qfY (x)
dx+ γ,k. (14)
Finally using (23) and (14) in (8) results in
B
[
D̂p(X,Y )
]
= γ,k +O
(
1
N
)
= γ,k. (15)
Proof of Theorem 2.2 Without loss of generality, assume that N < M . Introduce extra virtual random points XN+1, ..., XM
with distribution fX(x) and define Zi := (Xi, Yi). We use the Efron-Stein inequality on Z := (Z1, ..., ZM ). Let Z ′ :=
(Z ′1, ..., Z
′
M ) be another independent copy of Z. Further define Z
(i) := (Z1, ..., Zi−1, Z ′i, Zi+1, ..., ZM ). We also use the
simpler notations of D̂p(Z) := D̂p(X,Y ) and E(Z) := E(X,Y ). Then, according to Efron-Stein inequality we have
V
[
D̂p(Z)
]
≤ 1
2
M∑
i=1
E
[(
D̂p(Z)− D̂p(Z(i))
)2]
=
1
2
N∑
i=1
E
[(
D̂p(Z)− D̂p(Z(i))
)2]
+
1
2
M∑
i=N+1
E
[(
D̂p(Z)− D̂p(Z(i))
)2]
. (16)
We first find a bound on the first term using the definition in (3):
1
2
N∑
i=1
E
[(
D̂p(Z)− D̂p(Z(i))
)2]
=
=
1
2
(
N +M
2NM
)2 N∑
i=1
E
[(
|E(Z)| − |E(Z(i))|
)2]
≤ 1
2
(
N +M
2NM
)2 N∑
i=1
4
≤ (N +M)
2
2NM2
= O
(
1
N
)
, (17)
where in the third line we have used the fact that resampling Zi at most changes |E(Z)| by two. We can use the same argument
for the second term in (16) with the difference that resampling Zi for N + 1 ≤ i ≤ M changes |E(Z)| at most by one. So we
get a similar bound of
1
2
M∑
i=N+1
E
[(
D̂p(Z)− D̂p(Z(i))
)2]
= O
(
1
M
)
. (18)
Note that since M =
⌊
Nq
p
⌋
, O
(
1
M
)
= O
(
1
N
)
. Therefore we have
V
[
D̂p(Z)
]
≤ O
(
1
N
)
. (19)
Proof of Theorem 2.3 The key to proving the theorem on the MSE of the WNN estimator is to use the theory of optimally
weighted ensemble estimation [19,20]. Note that estimator can be written as a weighted sum of k-NN estimators with different
parameters:
D̂Wp (X,Y ) = 1− |EWK (X,Y )|
N +M
2NM
= 1−
∑
l∈L
W (l)|El(X,Y )|N +M
2NM
=
∑
l∈L
W (l)
(
1− |El(X,Y )|N +M
2NM
)
=
∑
l∈L
W (l)D̂lp(X,Y ), (20)
where Ek(X,Y ) are the sets of edges of k-NN graph, which connect nodes with different types, and D̂lp(X,Y ) is the corre-
sponding estimator. In order to prove the MSE rate of ensemble estimator, we need to derive the bias term in more accurate form
than Theorem 2.1. Note than more restrictive assumptions are required to derive the accurate bias rate. The density functions
are assumed to be in the Hölder space Σ(γ,B). Fix a constant parameter κ ∈ N, and define the interior support, denoted by
X κI , as the set of all points for which the κ-NN ball is completely in the boundary and the support boundary, denoted by X κB ,
is defined as the set of all points for which the κ-NN ball meets the boundary. According to [12] (equation (63)-(64)), for the
interior points we have
Pr(Qk(X1) ∈ Y ) = fY (X1)
η−1fX(X1) + fY (X1)
+
q−1∑
i=1
ai(X1)(k/N)
i/d + γ,k, (21)
where ai(X1) is a function depending only on X1. Also for the boundary points we have
Pr(Qk(X1) ∈ Y ) = fY (X1)
η−1fX(X1) + fY (X1)
+ γ,κ. (22)
Let define the notations Pκ,N := Pr(X1 ∈ X κI ), Pκ,N := 1− Pκ,N and φi,κ(N) := Pκ,NE [ai(X1)|X1 ∈ X κI ] /2q. From
(23) and using the equations (21) and (22), we get
E
[∑N
i=1Ni
]
2Nq
=
E[Pr(Qk(X1) ∈ Y )]
2q
=
Pκ,NE[Pr(Qk(X1) ∈ Y ) |X1 ∈ X κI ]
2q
+
Pκ,NE[Pr(Qk(X1) ∈ Y ) |X1 /∈ X κI ]
2q
=
1
2
∫
fX(x)fY (x)
pfX(x) + qfY (x)
dx
+
q−1∑
i=1
φi,κ(N)(
k
N
)i/d + γ,κ, (23)
and from (8), and the choice of κ =
⌊
c
√
N
⌋
we get
B
[
D̂kp(X,Y )
]
=
q−1∑
i=1
φi,κ(N)(
k
N
)i/d +O
((
1
N
)q/2)
. (24)
The proof follows by using the ensemble theorem in ( [19], Theorem 4) with the parameters ψi(l) = li/d and φ′i,d(N) =
φi,κ(N)/N
i/d. Using this theorem and equation (20), the MSE rate D̂Wp (X,Y ) is O
(
1
N
)
.
