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a b s t r a c t
In this note we show that an asymptotically fast algorithm may be designed in order
to realize a block LU-factorization of confluent Vandermonde matrices. This result is
based on a displacement structure satisfied by confluent Vandermonde matrices and on
factorizations of the block elements in terms of triangular Toeplitz matrices.
© 2010 Elsevier Ltd. All rights reserved.
0. Introduction
Let x1, x2, . . . , xn be n different nonnull numbers and
W = [W1 W2 · · · Wn] (1)
be the dn× dn confluent Vandermonde matrix where
Wi =
[
f (xi) f (1)(xi) · · · f (d−1)(xi)
]
and f (xi) =
[
1 xi x2i · · · xdn−1i
]
for i = 1 : n. Here n and d are integers such that n ≥ 1 and d ≥ 2, and f (1)(xi), . . .,
f (d−1)(xi) denote the successive derivatives of f . In this note we are concerned with the application of block Gaussian
eliminations in order to solve the confluent Vandermonde system
Wy = b; y, b ∈ Cdn (2)
as well as its dual which corresponds to the Hermite interpolation
W Ta = f ; y, b ∈ Cdn. (3)
Our approach is based on the displacement equation satisfied byW defined by (1) and established by Melkemi in [1,2]
(see also [3]), and on the fact that the Schur complement of a structured matrix is invariant under the displacement
equation satisfied by the studied matrix (see [4,5]). Concerning the displacement structure theory we refer the reader to
the survey paper [5] and the references therein. In fact such an approach is expected once a suitable displacement equation
is established for W and leads to O((dn)2) algorithms for solving (2) and (3) (see [4,5,2]). In this work we improve this
complexity and show that O((d log d)n2) algorithms for solving (2) and (3) can be designed. To that purpose we assume,
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throughout this note and unless otherwise stated, that the dr × dr complex matrices, say A, and the dr complex vectors, say
g , are written by blocks in the following format:{
A = (Aij)1≤i,j≤r , Aij ∈ Cd×d
g = [g1 g2 · · · gr]T , gi ∈ Cd (i = 1 : r). (4)
According this format the Schur complement S(A) of A is defined as follows:
S(A)ij = Ai+1,j+1 − Ai+1,1A−111 A1,j+1 i, j = 1 : r − 1 (5)
provided that A11 is nonsingular. Inductively Sk(A) = S(Sk−1(A)) denotes the kth Schur complement of A where
conventionally S0(A) = A. It is well known that if A = LU is the LU-factorization of A then Uk+1,j+k = Sk(A)1j and
Li+k,k+1 = Sk(A)i1Sk(A)−111 for i, j = 1 : n− k, k = 0 : n− 1 (see [6] for instance).
1. Displacement structures to confluent Vandermonde matrices
In [1,2] the following displacement structure was constructed:
ZTW −WDB = ednyT , DB = diag(B(xi))i=1:n (6)
where Z = [e2 e3 · · · edn 0] is the dn× dn displacement matrix,
B(x) = xId +Λ, Λ =
[
0 e1 2e2 3e3 · · · (d− 1)ed−1] (7)
and yT = − [s(x1) · · · s(xn)]with s(x) = [θ(x) θ (1) · · · θ (d−1)(x)]and θ(x) = xdn.
Pre-multiplying and post-multiplying (6) by Z andD−1B , respectively and taking into account the fact that ZZT = Idn−e1eT1
as well as Zedn = 0, it is readily seen that the matrixW given in (1) satisfies the displacement equation below:
ZW −WD−1B = e1vT (8)
where vT = − [r(x1)T · · · r(xn)T ]with
r(x)T = [ω(x) ω(1)(x) · · · ω(d−1)(x)] , ω(x) = x−1. (9)
In (8) we observe that Z is lower triangular and D−1B is block-diagonal so that the Schur complement of W satisfies a
displacement structure of the same kind [5]. In order to make this fact clear, let us first introduce the following definition:
Definition 1. Let A be a dr × dr matrix (r = 1 : n). We say that A is an r-SCV (Structured Confluent Vandermonde) matrix
if there exist two vectors g and h of size dr such that:
ZA− AD−1r,B = ghT (10)
where Dr,B = diag(B(xk))k=n−r+1:n. We write A↔ [g, h]r .
According this definition and (8)W is an n-SCV matrix andW ↔ [e1, v]n. The result below, of which the proof may be
obviously deduced from [5, Theorem1] is more general and claims that for k = 0 : (n−1), the kth Schur complement Sk(W )
ofW is an (n− k)-SCV matrix.
Theorem 2. Let W be the dn× dn confluent Vandermonde matrix defined by (1). Then the Schur complements Sk(W ), k = 0 :
n− 1, of W exist, S0(W ) = W ↔ [e1, v]n and Sk(W )↔ [g[k], h[k]]n−k, k = 0 : n− 2, with{
g[k+ 1]i = g[k]i+1 − Sk(W )i+1,1Sk(W )−111 g[k]1, i = 1 : n− k− 1
h[k+ 1]Tj = h[k]Tj+1 − h[k]T1Sk(W )−111 Sk(W )1,j+1, j = 1 : n− k− 1. (11)
It is readily seen that the recurrences (11) lead to design an O((dn)2) algorithm realizing the block LU-factorizationW = LU
of the confluent VandermondematrixW . In the next sectionwe investigate the structures of the block elements of the r-SCV
matrices in such a way that the complexity of the algorithm may improved further.
2. Factorizing the block elements
Let V (x) be the following d× dmatrix:{
V (x) = [ρ(x) ρ(1)(x) ρ(2)(x) · · · ρ(d−1)(x)]
ρ(x) = [1 x x2 · · · xd−1]T . (12)
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We observe that the block elements of the first row of the matrixW written in the format (4) are matrices of the form
W1j = V (xj). Also it is important to notice that both B(x) defined in (7) and V (x) defined in (12) can be transformed to
Toeplitz matrices. To be more precise ifΩ = diag(1, 1!, 2!, . . . , (d− 1)!) then
ΩB(x)Ω−1 = xId + ZT













On the other hand, using (9) and the displacement structure (8) one easily proves the result below:
Lemma 3. M = V (x) is the unique solution of the equation:
ZM −MB(x)−1 = −e1r(x)T . (14)
More generally, letM be a d× dmatrix satisfying the following displacement equation:
ZM −MB(x)−1 = uvT (15)
and proceed to the transformation of (15) to (14). The theorem below deals with this fact:
Theorem 4. Let a d×dmatrix M satisfy (15) and assume that u1v1 6= 0. Then there exist a nonsingular lower triangular Toeplitz
matrix L and a nonsingular upper triangular Toeplitz matrix R such that:
M = LV (x)Ω−1RΩ (16)
whereΩ = diag(1, 1!, 2!, . . . , (d− 1)!).
Proof. We pre-multiply (15) by the lower triangular Toeplitz matrix L−1 such that Le1 = u so that (15) becomes
ZL−1M − L−1MB(x)−1 = e1vT . By post-multiplying this equation by Ω−1R−1Ω where R is an upper triangular Toeplitz
matrix to be determined and using (15) one gets:
ZL−1MΩ−1R−1Ω − L−1MΩ−1R−1ΩB(x)−1 = e1vTΩ−1R−1Ω.
At this stage we are led to construct R in such a way that vTΩ−1R−1Ω = −r(x)T or equivalently vTΩ−1 = −r(x)TΩ−1R.
To this purpose let Jd =
[
ed · · · e2 e1]denote the d × d reverse identity matrix and let S be the nonsingular upper
triangular Toeplitz matrix such that eT1S = −r(x)TΩ−1. Then it is readily seen that SR ed = JdΩ−1v fromwhich one deduces
that R is nonsingular since v1 6= 0 and obtains the last column of R. From the preceding lemma we conclude that (16) is
satisfied. 
Remark 5. Clearly this proof reveals an O(d log d) algorithm in order to realize the factorization (16) for matrices satisfying
(15). Also we notice that once the factorization (16) is available, the computation of Mg and M−1g can be achieved using
O(d log d) operations.
Now let consider the kth Schur complement Sk(W ) =: A of W written in the format (4). By virtue of Theorem 2,
Sk(W ) ↔ [g, h]n−k where g = g[k] and h = h[k] are defined by the recurrences (11). By simple identifications in the
displacement equation ZA− AD−1n−k,B = ghT satisfied by A = Sk(W ), one finds the displacement structures below:
ZA1,j−k − A1j−kB(xj)−1 = g1hTj−k, j = k+ 1 : n
ZAi−k,1 − Ai−k,1B(xk+1)−1 = gi−khT1 − e1eTdAi−k−1,1, i = k+ 2 : n
satisfied by A1,j−k and Ai−k,1, respectively. Applying Theorem 2 yields{
A1,j−k = L[k, k+ 1]V (xj)Ω−1U[j, k]Ω, j = k+ 1 : n
Ai−k,1 = L[k, i]V (xk+1)Ω−1U[k+ 1, k]Ω + V (xk+1)Ω−1R[k, i]Ω, i = k+ 2 : n (17)
where the L[k, i] are lower triangular Toeplitzmatrices and theU[k, j] aswell asR[k, i] are upper triangular Toeplitzmatrices.
It directly follows that:
Ai−k,1A−111 = L[k, i]L[k, k+ 1]−1 + V (xk+1)Ω−1R[k, i]U[k+ 1, k]−1ΩV (xk+1)−1L[k, k+ 1]−1. (18)
Using these facts we can state the main result of this work:
Theorem 6. The systems of the type (2) and (3) can be solved using a block LU-factorization in O((d log d)n2) operations.
Proof. Let W = LU be the block LU-factorization of W where L and U are written in the format (4). It is clear that for
k = 0 : (n − 1) and i, j = 1 : (n − k), one has Li+k,k+1 = Ai1A−111 and Uk+1,j+k = A1j where A = Sk(W ) is the kth Schur
complement of W . Based on (11), (17) and (18), we see that the block LU-factorization W = LU of W can be performed
using O((d log d)n2) operations. As a consequence the systems (2) and (3) can be solved using O((d log d)n2) operations and
the proof is complete. 
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Table 1
This table displays the solutions yCGEP4 and yCVS to the system Wy = b delivered by the codes CGEP4 and CVS, respectively, where n = 3, d = 8, x1 =
−0.8, x2 = 0.1, x3 = 0.8 and b = e1 + e21 + e23 ((ek) is the canonical basis).
yCGEP4(1:12) yCVS(1:12) yCGEP4(13:24) yCVS(13:24)
1.7785e+4 1.7788e+4 4.7599e+4 4.7642e+4
6.4664e+3 6.4673e+3 1.7375e+5 1.7384e+5
4.2413e+3 4.2418e+3 9.4747e+4 9.4834e+4
3.6667e+3 3.6671e+3 5.7863e+5 5.7886e+5
3.5726e+3 3.5729e+3 −1.2087e+5 −1.2097e+5
3.4550e+3 3.4553e+3 3.2434e+4 3.2463e+4
2.8352e+3 2.8354e+3 −1.5416e+4 −1.5431e+4
1.4415e+3 1.4416e+3 9.4053e+3 9.4156e+3
1.0308e+5 1.0318e+5 −6.2100e+3 −6.2180e+3
6.1712e+4 6.1754e+4 3.8035e+3 3.8096e+3
3.3274e+4 3.3304e+4 −1.7331e+3 −1.7372e+3
6.4588e+4 6.4626e+4 3.4198e+2 3.4361e+2
3. Concluding remarks
The approach described here shows that each of the d× d block elements of L and U in the LU-factorizationW = LU of
W may be expressed in terms of triangular Toeplitz matrices and can be computed using O(d log d) operations. As a result
an O((d log d)n2) algorithm may be implemented in order to solve the confluent Vandermonde system and/or its dual. A
close analysis in the time complexity of the algorithm based on (17) and (18) and on some technical modifications allows
to show that the algorithm uses approximately 1.5c(d log d)n2 and 2c(d log d)n2 operations in order to construct L and
U , respectively where c(d log d) denotes the time required for inverting a nonsingular d × d triangular Toeplitz matrix or
computing a d× dmatrix times a d vector. With the disposal of L and U issued from this approach, we can solve the system
LUy = b (or UT LTa = f ) using approximately 3c(d log d)n2 operations. Assuming that c = 2 justified by the approximation
of triangular Toeplitz matrices by ε-circulant matrices (see for instance [7,8] for the error analysis), the total time of our
algorithm can be viewed as dominated by 13(d log d)n2.
Concerning the numerical aspect of our study, we have observed that the numerical solutions to the systems Wy = b
delivered by the code CVSwritten in C and implementing the algorithm presented in this work (with four passes of iterative
refinement) are as accurate as those obtained using the code we have named CGEP4 implementing the classical Gaussian
eliminations with partial pivoting followed by four passes of iterative refinement (in particular for n small and d arbitrarily
large). As an illustration Table 1 displays the solutions yCGEP4 and yCVS to the systemWy = b in the case where n = 3, d = 8,
W is generated by x1 = −0.8, x2 = 0.1 and x3 = 0.8 (the conditioning number ofW is around 1011) and the right-hand
side b = e1 + e21 + e23 ((ek) denotes the canonical basis). In the context of the decimal floating point arithmetic with
precision p = 5, we remark that the numerical results delivered by the code CVS compare well with those supplied by the
code CGEP4. A similar conclusion is available for other examples with different alternatives of the right-hand side and W
up to a reasonable conditioning number.
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