We construct new families of conformally invariant differential operators acting on densities. We introduce a simple, direct approach which shows that all such operators arise via this construction when the degree is bounded by the dimension. The method relies only on a study of wellknown transformation laws and on the formalism of Weyl about identities holding "formally" vs. "by substitution". We also illustrate how this new method can strengthen existing results in the parabolic invariant theory for conformal geometries.
Introduction
This paper presents a construction of new families of conformally invariant differential operators acting on densities and partially shows that all such invariant operators arise via this construction. This project thus fits into the program of identifying invariants of parabolic geometries, a problem on which there is a rich literature and for which an invariant theory has been developed (see [8] , [6] , [14] , [15] and references therein). Since we will be dealing with conformally invariant objects, we will restrict attention to conformal geometry here (and not, for example, CR or projective geometry).
The broad challenge of constructing local objects (scalars, tensors, differential operators etc) which exhibit a form of invariance under conformal changes of the underlying metric has been pursued for some time, partly in connection with questions in general relativity, see [19] , [18] , [17] . A number of closely related techniques for constructing such objects have been developed, eg the works of T.Y. Thomas [20] , the Cartan conformal connection (see [16] ), the FeffermanGraham ambient metric [11] , and the tractor calculus [5] . Our construction uses the ambient metric. The standard method for constructing invariants with the ambient metric is to invariantly embed the entire conformal class (and also the conformal density) into an ambient Riemannian manifold, and then construct intrinsic invariants in this ambient metric, which will automatically be conformal invariants of the original conformal class. At the linearized level, such invariants are called Weyl invariants in the literature. Now, once one constructs conformally invariant objects, it is a natural question to ask whether one has found all such objects which exhibit the required invariance. This can be thought of as a completeness question.
Here, we apply this ambient metric method to explicitly construct new conformally invariant operators in curved space, and we then develop a novel approach to prove that all such operators arise via this construction, subject to one important restriction that we will explain below. In general, most of the new operators depend on the Weyl curvature and thus vanish in flat space. Fefferman and Hirachi [12] have proven that each such new operator P g n governs the transformation law (under conformal re-scalings) of a certain scalar Q P g n which depends on both the Weyl and the Ricci curvatures. Thus, the study of these new scalars can be seen as the study of the interplay between the Weyl and Ricci curvatures in a conformal class.
The proof that all operators with the required conformal invariance arise via our construction is direct and in a sense elementary. It presupposes no knowledge of representation theory-in particular no prior knowledge of [8] , [6] is needed. Essentially, our proof relies on a careful study of the transformation laws under conformal re-scaling of the objects under consideration and the classical formalism of Weyl [21] . It is worth noting that a forthcoming paper by Hirachi develops an analogous direct argument to construct and prove completeness for CR-invariant operators, with applications to CR-Q curvatures and the Szegö kernel.
The first construction and proof of completeness for conformally invariant operators was done for Euclidean space in [8] , where Eastwood an Graham developed the foundational invariant theory needed for flat structures, and raised the natural question of finding all invariant operators in curved manifolds, which the present paper partially solves. The authors showed that if the density weight w satisfies w / ∈ Z + and w = − n 2 + k, k = 1, 2, . . . then all invariant operators are Weyl invariants. The next important milestone in the investigation of conformal invariants was [6] , which investigated conformal scalars (not operators) in curved space, in particular scalars which depend on the curvature and its covariant derivatives. The main result there states that at the linearized level, (even) conformal invariants can be written as Weyl invariants. This is then applied to conclude that any (non-linearized) even invariant can be expressed in terms of the ambient metric, subject to certain restrictions in even dimensions.
Our new method addresses the broader problem of constructing invariant differential operators, but also succeeds in settling certain cases that [8] , [6] left open: We prove completeness results for our operators even for densities of weight w ∈ Z + and w = − n 2 + k, k = 1, 2, . . . . These results hold for general curved spaces, but they also strengthen the existing results in [8] and [6] (see section 4 for details). We also prove completeness for scalar invariants depending on the curvature, even when the degree is equal to n 2 . These cases are of interest, since in those settings the methods developed in [8] , [6] run into severe algebraic difficulties. It is interesting to note that our approach is in some sense analogous to the "direct method" that was used in Proposition 3.2 in [6] for the case of invariants of densities with degree bounded by the dimension. The authors in [6] used this method in the case of invariants involving only densities, not curvature tensors (the latter case is more subtle due to the algebraic complexity of the curvature and its covariant derivatives).
Our method has one limitation: It can only be applied if the degree d (see Definition 5) is less than or equal to the dimension n. For completeness, we also illustrate how the invariant theory developed in [6] can be applied to settle the case where the degree is greater than the dimension, provided n is odd and the weight w of our densities satisfies w = − n 2 + k, k = 1, 2, . . . and certain extra restrictions (see Theorem 5 below).
Formulation of the problem.
We are interested in identifying all the intrinsic differential operators L g n (f ) (acting on smooth scalar functions f ) that remain invariant under conformal re-scalings of the metric g n (the precise notion of invariance will be introduced below). L g n (f ) is intrinsic if its value remains unaltered under changes of the underlying coordinate system-see [1] for a precise definition. (The changes in the coordinate system can be orientation-preserving or orientation-reversing). Also, g n can have any signature, but for simplicity it is useful to take g n to be Riemannian.
It is a classical result of Weyl [21] (see also [9] ) that any intrinsic (also called Riemannian) differential operator can be written as a linear combination of complete contractions involving intrinsic "building blocks":
Let R ijkl stand for the curvature tensor of the metric g n . Let ∇ stand for the Levi-Civita connection of g n . Then, for each natural number K, we consider complete contractions C g n (f ) of the form: (1) subject to the restriction that Σ s k=1 (m k + 2) + Σ q k=1 p k = K (−K being the weight of the complete contraction-this means that for every t ∈ R C t 2 g n (f ) = t −K C g n (f ))). Then, any linear combination of such complete contractions:
is clearly an intrinsic differential operator. Weyl's invariant theory says that the converse is also true:
Theorem 1 The space of Riemannian differential operators of a given weight −K is spanned by the set of linear combinations of the form (2).
From now on, we will say a Riemannian differential operator of weight −K and we will mean a linear combination in the form (2) . Now, recall that for any manifold (M n , g n ), we say g ′ n is conformally equivalent to g n if for some function φ ∈ C ∞ (M n ) we have that g ′ n ij (x) = e 2φ(x) g n ij (x) (sometimes one writes e φ = Ω, and we say that g n → Ω 2 g n is a conformal transformation). If we consider the class of metrics that are conformally equivalent to g n we obtain the conformal equivalence class [g n ] (sometimes called a conformal manifold (M n , [g n ])). A natural question is then to determine which Riemannian differential operators exhibit invariance properties under conformal transformations of the metric g n . In the setting of differential operators, the natural generalization of the function space C ∞ (M n ) is the bundle E[w] of conformal densities of a given weight w ∈ R.
Definition 1 In a conformal manifold
we define a w-density f w (of weight w) to be a function
) ij we have that:
) We denote the bundle of densities of weight w by E[w].
this holds if and only if for every
By inspection we observe that if L g n (f ) is a nontrivial conformally invariant operator of bi-degree (a, b) with weight −K and homogeneity q in f , then for each C r g n (f ) we must have b = q · a − K. Of course, there are many examples of conformally invariant operators acting on bundles other than conformal densities, e. g. the Dirac operator on spinors. However, we shall not be dealing with such operators here.
Examples of conformally invariant operators on densities have been known for some time. The most classical example is the conformal Laplacian:
which in dimension n is given by the formula:
where ∆ g n is the Laplace-Beltrami operator and S g n is the scalar curvature. In 1984 Paneitz showed that for n = 4 one can add lower order terms to ∆ 2 g n and make it conformally invariant of bi-degree (0, −4). Branson [7] later generalized this operator to arbitrary dimensions n ≥ 4. He showed that the following operator is conformally invariant of bi-degree (− n 2 + 2, − n 2 − 2).
where a n = (n−2) 2 +4 2(n−1)(n−2) and b n = − 4 n−2 and also Q
Here Ric g is the Ricci curvature.
Finally, the authors in [13] addressed the problem of extending the powers of the Laplacian, which are known to be conformally invariant in Euclidean space, to arbitrary curved manifolds. For odd dimensions, their result was that for any k, one can add lower order terms to the k th power of the Laplacian, ∆ k g n to obtain a conformally invariant operator P 2k of bi-degree (− n 2 + k, − n 2 − k). P 2 is then ∆ c and P 4 is the Paneitz operator. For even dimensions, the same result holds provided k ≤ n 2 (see also [15] for a non-existence theorem which shows that this result is sharp).
In any dimension n, given a ∆ k g n , there can only be one weight on which P 2k , defined in [13] , can act and be conformally invariant, namely (− n 2 + k). It can be seen by elementary representation theory that in Euclidean space these are the only conformally invariant linear differential operators. On the other hand, one could ask which general Riemannian operators are conformally invariant, for some bi-degree. This is different from the problem of extending ∆ k to curved space as one could conceivably have an intrinsic differential operator whose symbol vanishes on flat space but does not vanish in general.
It turns out that such operators not only do exist, but are also plentiful. We first give an explicit construction of large families of such operators. Then, our Theorem below identifies all of them, subject to restrictions we will explain (see section 4 for the precise statement). For example, one can add lower order terms to the operators |W | 2 ∆ g n f or to W ijkl W ijk m ∇ 2 lm f and make them conformally invariant for any weight not of the form (− n 2 + k), k = 1, 2, . . .. By contrast, ∆ k g n can be corrected by lower order terms to be conformally invariant only for one particular weight, for each given order 2k and dimension n.
3 The ambient metric and the construction of the new operators.
There are two pieces of background required for this work. Firstly, the formalism of Weyl regarding the notions of an identity holding "formally" versus "by substitution", as developed in [6] . Secondly, the ambient metric construction of Fefferman and Graham, [11] . As the ambient metric is the only tool needed to produce the new conformally invariant operators, we first recall that notion. It was this tool that was used, albeit in a different manner, in [13] to construct the conformally invariant powers of the Laplacian.
The ambient metric.
The ambient metric is a formal construction that invariantly associates to each conformal class (M n , [g n ]) an (n+2) pseudo-Riemannian manifold (G n+2 ,g n+2 ) (more precisely, a jet of an (n + 2)-metricg n+2 ). Starting with any conformal
and picking a representative g n ∈ [g n ], this construction goes as follows:
One initially defines an (n + 1) manifold G n+1 :
We then define the degenerate pseudo-Riemannian metric g n+1 on G n+1 via the formula:
(hence, the t-direction is null). We setG n+2 = G n+1 × (−1, 1) and we define a metricg n+2 to be any pseudo-Riemannian metric that satisfies the following conditions, if n is odd:
There is a coordinate system (t, X, ρ) defined off of G n+1 ⊂G n+2 , so that {ρ = 0} = G n+1 and:
3. Off of the hypersurface {ρ = 0}, we have
Furthermore, off of the hypersurface {ρ = 0}, the metricg n+2 ij (t, x, ρ) can be written in a special form: Denoting dx 0 = dt and dx n+1 = dρ, we have:
For each ambient metric construction, where we start off with (M n , g n ) and perform the above construction, we will call this coordinate system (t, x, ρ) the special coordinate system that corresponds to (M n , g n ).
We make weaker demands when n is even. One can then only define the ambient metricg n+2 to finite order off of G n+1 : We have that there is a coordinate system (t, x, ρ) defined off of G n+1 ⊂G n+2 , so that {ρ = 0} = G n+1 and:
3. Off of the hypersurface G n+1 = {ρ = 0}, we have that:
2 ), while components of Ric(g n+2 )(t, x, ρ) that are tangential to G n+1 vanish to order n−2 2 .
Fefferman and Graham have then shown in [11] that if n is odd, the Taylor expansion of the metricg n+2 off of the hypersurface ρ = 0 is uniquely determined by the above relations. For n even, it is uniquely defined to order n 2 . Moreover, the ambient metric is a conformally invariant construction, in the sense that conformal transformations of g n correspond to gauge transformations in (G n+2 ,g n+2 ) (for more details see [11] ). We also note that if we denote byR ijkl the ambient curvature tensor and by∇ the Levi-Civita connection of the metricg n+2 , we then have thatR ijkl is related to the curvature tensor R ijkl of the underlying manifold (M n , g n ) in the following way: At each point (t, x) of G n+1 , we have that with the vectors X 0 , X 1 . . . X n , X ∞ corresponding to the coordinates t, x 1 , . . . , x n , ρ:
where W ijkl is the Weyl tensor of the metric g n , C ijk is the Cotton tensor,
Moreover, we have that the Christoffel symbolsΓ k ij (x 0 ) are related to the underlying geometry of (M n , g n ) by simple relations: Let the indices a, b, c take values between 1 and n. Then at each pointx 0 = (1, x 0 , 0) we have:
where P ab is the Schouten tensor of g n (see (19) for a precise definition). The rest of the Christoffel symbols can be computed using the formula ∂g n+2 ij ∂ρ (1, x, 0) = 2P ij (x) and the form (4) of the ambient metric at (t, x, 0).
The construction of the New Operators.
In this subsection we will construct our new operators, and explain some of their features. We initially construct the new operators in the case where n is odd.
We pick any manifold (M n , g n ) and any f ∈ C ∞ (M n ) and consider its conformal equivalence class (M n , [g n ]). We then pick any w-density
We define the density f w on G n+1 ⊂G n+2 by setting:
We then seek to invariantly extend this homogeneous function u w (t, x) to a functionũ w (t, x, ρ) defined on the whole of (G n+2 ,g n+2 ). We do this by requiring thatũ w be homogeneous and harmonic to infinite order off of {ρ = 0}:
1. For the special coordinate system (t, x, ρ), we require thatũ w (t, x, ρ) = t wũ (1, x, ρ).
2. We require thatũ w (t, x, 0) = u w (t, x).
3. We require that:
Here ∆gn+2 stands for the Laplace-Beltrami operator with respect to the ambient metricg n+2 (actually if g n has Riemannian signature ∆gn+2 is the wave operator).
It is then known from [13] that if w = − n 2 + k where k = 1, 2, . . . , the above equation has a unique solutionũ w (t, x, ρ), up to functions that vanish to infinite order off of G n+1 . Hence, we have that the covariant derivatives∇ pũ w (t, x, 0) at any point (t, x, 0) ∈G n+2 are all well-defined. We will refer to the functioñ u w as the harmonic extension of f w toG n+2 .
Now, choose natural numbers r, K ∈ N, and consider any complete contraction:
subject to the only restriction that Σl i + Σ(k i + 2) = K. Then, for any finite set of such complete contractions, {C
with homogeneity r in u w , and for Σl i + Σ(k i + 2) = K) we can form any linear combination:
(observe that the RHS is indeed a function of f w , g n because the jets ofg n+2 , u w are uniquely determined by them). Moreover: Proposition 1 For any linear combination F g n (f w ) as above, F g n (f w ) will be a conformally invariant differential operator of bi-degree (w, r · w − K).
Proof:
We check that F g n (f ) is an intrinsic differential operator on (M n , g n ) by virtue of the form of the ambient curvature tensor and the Christoffel symbols of the ambient metric (in the special coordinate system that corresponds to g n ). The conformal invariance of bi-degree (a, b) for the operator F g n (f ) follows from the conformal invariance of the ambient metric construction. (For more details, see [3] If n is odd, then for each weight w = − n 2 + k, k ∈ N, we have that the equation (6) has a uniquely defined solution up to the order k − 1. Hence, it follows that the operators in (8) are well-defined and conformally invariant, provided that for eachC s g n+2 (ũ w ) we have that l h ≤ k − 1. If n is even, then we have seen that the ambient metric is well-defined only up to order n 2 . Hence, we have that for each weight w = − n 2 + k, k ∈ N, the operators in (8) are well-defined provided we do not need to use any derivatives
In the case where n is even and the weight w = − n 2 + k, have that the operators in (8) are well-defined provided the above restriction holds and also provided that for eachC
Now, in the next section we will show that all conformally invariant differential operators arise via the above construction, subject to some restrictions that we will explain. For now, we will note that we can view the set of our new operators as a set of 1-parameter families of differential operators, parametrized by the weight w. Then, we will indicate that we are indeed obtaining large families of nonzero conformally invariant operators, illustrating a few examples.
Features of the new Operators.
For any fixed linear combination (8), we will let the weight w vary, under the restriction that it can not take any value − n 2 + k, k ∈ N. We consider the linear combination in (8) , and we observe that it can be written in the form:
where each C h g n (f ) is Riemannian operator of weight −K and f -homogeneity r, while b h (w, n) is a rational function in the weight w and the dimension n.
This follows becauseũ w solves∆gn+2ũ w = 0 + O(ρ ∞ ), and thus each component∇ mũ w has a coefficient that is a rational function in n, w.
We furthermore notice that each complete contraction in the form (7) with s > 0 will vanish if g n is locally conformally flat, since in that caseR ijkl = 0. The only complete contractions of the form (7) that do not vanish in conformally flat space are the ones for which s = 0, p > 1. The operators that arise thus are nonlinear and have already appeared in [4] . In fact, Eastwood and Graham proved various completeness results [8] for that special case, provided w = − n 2 + k and w / ∈ Z + . In that paper, they posed the question of whether one can find all conformally invariant differential operators depending both on the curvature and the function f , and also asked whether one can surmount the algebraic difficulties that occur in the cases where w = − n 2 + k and w ∈ Z + . As previously mentioned, this paper partially answers these questions.
Moreover, sinceũ w is defined to be harmonic andR Ricci-flat, not all the contractions (7) are non-zero. On the other hand, we can easily construct a non-zero operator with a leading order symbol C h (g n+2 )∆ r g n f where C h (g n+2 ) is one of the conformally invariant scalars originally constructed in [11] , see [3] for the explicit construction.
To illustrate, we write out two examples of new conformally invariant differential operators that arise via this construction. Firstly, we consider any density f 0 of weight 0 and consider its harmonic extensionũ 0 , and then consider the ambient complete contraction:
We then have that L 1 g n (f ) is of the form:
Our second example will illustrate that not all our new operators are of the form
We consider the operator L ♯ g n (f ) that arises by the complete contraction:
It then follows that for weight w = 0, the operator L ♯ g n (f ) can be written out explicitly in the form:
and hence its leading order term is
which is not of the form W (g n )∆ r f . This shows our point.
The Theorems.
Our aim is to find all Riemannian differential operators L g n (f ) that are linear combinations in the form
is in the form (1)) and are conformally invariant of some bi-degree (a, b). In order to make our task easier, we will make an observation: Let us suppose that L g n (f ) is indeed such an operator. Let us break the index set H into subsets H z according to the rule: h ∈ H z if and only if C h g n (f ) has q = z (ie is homogeneous of degree z in the function f ). Accordingly, we define:
Just by applying the definition of conformal invariance we see that:
The above Lemma allows us to restrict our attention to linear combinations:
is in the form (1) and has a fixed homogeneity κ in f . In other words, we may assume that each C h g n (f ) has κ factors in the form ∇ p f . One more definition: It is important to observe that any complete contraction in the form (1) with weight −K we will satisfy deg[C g n (f )] ≤ K.
In order to state our result for the weights − n 2 + k we need some more notation. For any complete contraction we will be paying special attention to pairs of indices that belong to the same factor and are contracting against each other. We call such contractions internal contractions (they are called internal traces in [6] ).
Definition 5
We consider any complete contraction C g n (f ) in the form (1) 
Our Theorem for odd dimensions is then the following: Theorem 2 (A) We consider any odd dimension n. We pick any numbers K ∈ 2N + and κ ∈ N + , under the restriction that K ≤ n. Let us pick any weight w.
In order to state our theorem in even dimensions we introduce one more notational convention.
Definition 6 Given any complete contraction
C g n (f ) in the form (1), we list its factors F 1 , . . . , F d . For a factor F s in the form ∇ m R ijkl , we define γ[F s ] to stand
for the number of internal contractions in F s plus the number of indices that are not involved in an internal contraction, minus two. For a factor F s in the form
∇ p f , we define γ[F s ] = β[F s ]. Then, for each complete contraction C h g n (f ) we define γ[C h g n (f )] to stand for the maximum among the numbers γ[F 1 ], . . . , γ[F d ]. If L g n (f ) = Σ h∈H a h C h g n (f ), we define γ[L g n (f )] = max h∈H γ[C h g n (f )].
Theorem 3 (B)
We consider any even dimension n. We pick any numbers K ∈ 2N + and κ ∈ N + , under the restriction that K ≤ n. Let us pick any
which is conformally invariant of bi-degree (w, κ · w − K) can be written as a Weyl operator.
In the case where w = − n 2 +k, where k ∈ N we have that the above conclusion holds under the additional assumption that β[L g n (f )] < k.
For both the above theorems, we will refer to the restrictions on β[C h g n (f )] and γ[C h g n (f )] (whenever we do impose restrictions on these parameters) as the extra restrictions.
Let us observe that an easy consequence of the above is that any conformally invariant operator L g n (f ) of bi-degree (− n 2 + k, − n 2 − k) (n can be even or odd) can be written in the form:
is the GJMS operator with leading symbol ∆ k and eachC
) is a complete contraction in the form (38) with weight −2k.
We also observe that the above statement does not make any special distinction of the case where w ∈ Z + , as was done in [8] . Therefore, as stated the proof implies that all conformally invariant operators (or all invariants of densities, if we wish to restrict attention to that case) can be written as Weyl operators, provided the dimension is greater than or equal to the weight. Notice that this restriction implies that we can only consider contractions with factors ∇ p f with p ≤ n. If we wish to overcome this weight restriction, however, we can prove a weaker result.
Consider any Riemannian operator
, where each C h g n (f ) is in the form (1) with weight −K and f -homogeneity κ. To simplify our claim, we will assume that each factor ∇ p f has p > 0 (although this restriction can easily be overcome). For each C h g n (f ), we define its minimum degree to be
Notice that if the minimum number of factors among the con-
(ie the minimum degree is essentially determined by the minimum number of factors). We can then show the following: 
where eachC
In the case where n is even and/or where
We observe that this third theorem applies even when K > n, provided that mindeg[L g n (f )] ≤ n. Thus, the theorem above can be iteratively applied, until we reach some linear combination Σ t∈T ′ a t C t g n (f ) on the right hand side of (12) for which mindeg[Σ t∈T ′ a t C t g n (f )] > n.
As explained in the introduction, constructions of conformally invariant operators in Euclidean space have already appeared in [8] and [6] . In that case, an intrinsic operator will be a linear combination of complete contractions:
with a fixed homogeneity κ. Our Theorem 4 applies, and in fact there will be no correction terms on the right hand side in (12) (because the curvature is zero). Furthermore, just in the case where g n is conformally flat, Theorem 4 works without any restrictions on γ[L g n (f )] (because for g n conformally flat the ambient metric is defined to any order for n even).
Let us observe how Theorem 4 strengthens the existing results, for Euclidean space. In the setting that we have treated here (κ ≤ n), the case where w = − n 2 + k and w / ∈ Z + has been settled in [8] . When n is odd and w = − n 2 + k, Theorem 4 is the first completeness result, even in Euclidean space. In the case where n is odd and w ∈ Z + , [6] proves that every invariant operator is a Weyl operator, but only provided each p i ≤ w for every p i in (13) . Also, [8] shows that every invariant is a Weyl invariant when w = 0. Our Theorem 4 shows that every invariant operator is a Weyl operator, ie it imposes no restriction on any p i and it works for any w ∈ Z + .
For n even, if w = − n 2 + k (which now includes the case w ∈ Z + ), [6] proves all invariant operators are Weyl provided Σ κ i=1 p i = K < 2k. Theorem 4 works under that weaker condition that for each factor T i in (13) 
Finally, let us also note that our methods can also strengthen the existing completeness results in the setting of invariant scalars that depend only on the curvature (ie we have a linear combination of contractions in the from (1) with q = 0). The authors in [6] show that any such conformal invariant must be Weyl provided s < For completeness, we state a last theorem for the case mindeg[L g n (f )] > n, which can be proven by an adaptation of the methods in [6] : We here very briefly explain the theorem B.3 in [6] and its straightforward generalization that appears in [2] . Theorem B.3 in [6] is itself an extension of the work of Weyl in [21] . One deals with complete contractions involving tensors with certain symmetries and anti-symmetries. In the case at hand, we form complete contractions of tensor products involving symmetric tensors {T α } α∈A (that belong to a family A) and linearized curvature tensors, {R} = {R ijkl , R ijkl,r1 , . . . , R ijkl,r1...rm , . . . }. The latter model (at the linearized level) the symmetries and anti-symmetries of the curvature and its covariant derivatives (see [2] for more details).
We can then form complete contractions in the above objects: (14) (say with ρ factors in the form R ijkl,r1...rm and τ factors T There are then two notions of an identity holding between linear combinations of such complete contractions: Following [6] , we say an identity holds by substitution if it holds for all possible assignments of values to the tensors in {T α }, α ∈ A and {R}, which satisfy the symmetry and anti-symmetry restrictions we have imposed. We say an identity holds formally, if we can just prove it by virtue of applying the symmetries and anti-symmetries and also the distributive rule (see [2] for a precise discussion). Clearly, if an identity holds formally, it will then also hold by substitution. Theorem 2 in [2] says that the converse is also true, subject to one restriction: (14) , and the identity:
holds by substitution. Moreover suppose that each C l (T, R) satisfies τ + 2ρ ≤ n (see the notation after (14) ). It then follows that (2) also holds formally.
Also, suppose that each C l (T, R) above we have τ + 2ρ = n + 1, but also that each C l (T, R) has one factor T αa x with rank 1, this factor only appearing once in each contraction. Then (2) 
again holds formally
Now, in this paper we will be primarily dealing with complete contractions involving factors ∇ p f , ∇ m R, and linear combinations thereof, Σ h∈H a h C h g n (f ). where each C h g n (f ) is in the form (1). In Definition 7 in [2] we introduced a notion of an equation involving such linear combinations holding formally.
Finally, let us recall the notion of linearization for complete contractions in the form (1): For any such complete contraction C l g n (f ) we define lin{C l g n (f )} to stand for the complete contraction in the form (14) that is constructed out of C l g n (f ) by substituting each "genuine" curvature term ∇ m r1...rm R ijkl by a term R ijkl,r1 ...rm and each "genuine" covariant derivative of f , ∇ p r1...rp f by a symmetric tensor T r1...rp . We recall the following fact from [2] : Proposition 3 Consider a linear combination Σ l∈L a l C l g n (f ) of complete contractions in the form (1) , each with a given number of factors σ. Suppose that for any g n , f ∈ C ∞ (M n ) we have an identity :
where the RHS stands for some linear combination of complete contractions in the form (1) with at least σ + 1 factors. Suppose that for each l ∈ L we have that lin{C l g n (f )} satisfies τ + 2ρ ≤ n (or τ + 2ρ = n + 1 and one factor T α0
x appears only once in each lin{C l g n (f )}, as explained in the previous proposition). Then we also have an identity:
which holds formally.
The three parts of the proof.
We show these theorems by virtue of three Propositions. Let us recall a few formulas. Firstly, the Ricci identity:
We also recall the Schouten and Weyl tensors, respectively:
It will be useful in our study to recall how these basic objects transform under conformal changes of the underlying metric. The Weyl tensor is conformally invariant and trace-free:
The Schouten tensor has the following transformation law:
while the Levi-Civita connection transforms:
and the full curvature tensor R ijkl transforms:
We also recall the formula:
Now, we write out L g n (f ) as a linear combination of contractions in a special form. ∇ m W below will be short-hand notation for ∇ (25) and (18), that we can write out L g n (f ) (which is originally a linear combination of contractions in the form (1)) as a linear combination:
where each C u g n (f ), u ∈ U is now in the form:
In order to state our Propositions below, it will important to define β[C g n (f )] and γ[C g n (f )] for complete contractions C g n (f ) in the form (27) (whereas our previous definition was for complete contractions in the form (1)). We will then examine how the functions β, γ change if we write the same Riemannian operator as a linear combination of contractions in the form (1) or in the form (27).
Definition 7
We will consider any complete contraction C g n (f ) in the form (27), or even more generally in the form: We then have an important observation:
where each C h g n (f ) is in the form (1) . Suppose that for each h ∈ H we have
Then, as explained above, we write L g n (f ) as a linear combination:
where each
in the form (27). It follows that for each
The converse is also true.
In view of the above, we may consider a Riemannian operator and write it as a linear combination of contractions in the form (1), (27) or (28), and unambigu-
Now, to prove our Theorems 2, 3, 4 we begin by writing L g n (f ) in the form (26). Then, we pick out the complete contractions C u g n (f ) (in the form (27)) with the minimum number of factors, say σ. Our argument will largely depend on showing that the contractions with σ factors in L g n (f ) must either cancel each other out, or they can be cancelled by subtracting a Weyl operator, modulo introducing correction terms with σ + 1 factors, We index the contractions with σ factors in U σ ⊂ U . We then further subdivide U σ into subsets U a σ , a = 0, 1, . . . , σ − κ according to the number of factors (27)) contains a factors S∇ p P . Our first Proposition is then the following: Proposition 4 Consider the maximum a for which U a σ = ∅, and denote it by a M . Suppose a M > 0. We then claim that we can write:
where each C We observe that if we can prove the above we may just replace the sublinear combination Σ u∈U
(This construction is very explicit see the proof of this proposition for more details).
Our claim is that we can write: Clearly, if we can show the above we will be reduced to showing our Theorems in the case where each C u g n (f ) with σ factors in L g n (f ) has no factors S∇ p P and also has at least one internal contraction. Under that assumption, we then break up the index set U σ into subsets U 
Here each Clearly, there is an obvious upper bound on the number of internal contractions for any complete contraction of weight −K (for example K). Therefore, if we can show the above Lemma then by iterative repetition we will be reduced to the case where each complete contraction in L g n (f ) has at least σ + 1 factors. Now, also observe that there is an obvious upper bound on the total number of factors for any complete contraction of weight −K and f -homogeneity κ (say K + κ). Therefore, if we can prove the above three Propositions, by iterative repetition we derive our Theorems 2, 3.
Proof of the Propositions 4, 5.
Our proof of the first Proposition will rely on a simple study of the transformation laws of the complete contractions involved, under conformal changes of the underlying metric.
Definition 8 Given any bi-degree (a, b), and any
as follows:
This notation extends to linear combinations.
Another way of describing Image
is to consider e −bφ C e 2φ g n (e aφ f ) and then pick out the terms of homogeneity Z in φ.
It is then straightforward to see that if an operator L g n (f ) = Σ u∈U a u C u g n (f ) is conformally invariant of bi-degree (a, b) then for any Z ≥ 1 we must have:
Proof of Proposition 4:
In the notation of Proposition 4, we pick Z = a M . For each u ∈ U aM we denote by C u g n (f, φ aM ) the complete contraction (times a constant) which arises from C 
modulo complete contractions with at least σ + 1 factors. Then, we just pick a function φ so that at x 0 we have that if p > 1:
while if p ≤ 1 we have S∇ p φ(x 0 ) = 0. For this value of the function φ we have that (36) gives us Proposition 4 when the extra restrictions are not applicable. When the extra restrictions are applicable, we must also observe that the correction terms (with more factors) that we are introducing in (36) also satisfy the extra restrictions-this follows by the same arguments as in the proof of Proposition 6 below. 2
Proof of Proposition 5:
We start by recalling that under the hypothesis of our Proposition, all the complete contractions C u g n (f ) with σ factors that appear in the expression for L g n (f ) must have σ − κ factors ∇ m W . In other words, they will each be in the form:
For each complete contraction C l g n (f ) in the form (27) with no factors S∇ p P and no internal contractions, we will construct a complete contraction in the ambient metric, denote it by C l g n+2 (ũ w ). We construct: Proof: In order to do this, let us recall the notation from [11] . We start with (M n , g n ) and f ∈ C ∞ (M n ) and we perform the ambient metric construction picking some x 0 ∈ M n and mapping it tox 0 = (1, x 0 , 0) inG n+2 . Recall that if the coordinates of (M n , g n ) are {x 1 , . . . , x n }, then there is a special coordinate system for the ambient manifold (G n+2 ,g n+2 ) of the form: {x 0 , x 1 , . . . , x n , x n+1 }. Now, let us furthermore recall the form of the ambient metric on G ⊂G. In the coordinate system {x 0 , . . . x n+1 } we have by [11] that the ambient metric at x 0 is of the form:g
where 0 ≤ a, b ≤ n + 1 and 1 ≤ i, j ≤ n. We denote by X 0 , X 1 , . . . , X n , X ∞ the vector fields that correspond to the coordinates {x 0 , x 1 , . . . , x n , x n+1 }. In view of the form (39) of the ambient metric in this coordinate system, we observe that for each pair of indices a , b in anyC ũ g n+2 (ũ w ) that are contracting against each other, if we assign the value ∞ or 0 to one of the indices, then we must assign the value 0 or ∞ to the other. Now, in order to express a complete contraction in the form (38) as a linear combination of complete contractions in the form (27), we will have to express the components of each tensor∇ m r1...rmR ijkl (g n+2 ) and each tensor ∇ p r1...rpũw (g n+2 ) in terms of the tensors
Using the Christoffel symbols ofg n+2 with respect to the special coordinate system we can see the following: Consider any component T r1...rm+4 = ∇ m r1...rmRrm+1...rm+4 (g n+2 ) with δ > 0 of the indices r 1 , . . . r m+4 being ∞s, ǫ being 0s and the rest having values between 1 and n. Let us suppose that the indices that have values between 1 and n are precisely r a1 , . . . r aq . It then follows that:
where each F h r1...rm+4 stands for a linear combination of tensor products in the form ∇ m+h W ⊗ g n ⊗ · · · ⊗ g n , where the factor ∇ m+h W has δ + h internal contractions (thus, we observe that
The tensors F j r1...rm+4 stand for linear combinations of tensor products of the form
. By complete analogy, consider any component T r1...rp =∇ p r1...rpũ w (g n+2 ) with δ of the indices r 1 , . . . r m+4 being ∞s, ǫ being 0s and the rest having values between 1 and n. Let us suppose that the indices that have values between 1 and n are precisely r a1 , . . . r aq . It then follows that:
where each F h r1...rp stands for a linear combination of tensor products in the form ∇ p+h f ⊗ g n ⊗ · · · ⊗ g n , where the factor ∇ m+h f has δ + h internal contractions (thus, we observe that
. Therefore, replacing the factors ofC ũ g n+2 (ũ w ) according to the left hand sides of (40), (41) we obtain our claim. 2 
Proof of Proposition 6.
We start by recalling that under the hypothesis of our Proposition, all the complete contractions C u g n (f ) with σ factors are in the form (37).
We will introduce some notation which will be needed in the more technical parts of our proof. For each tensor T = ∇ m r1...rm W ijkl , we will call the indices i, j, k, l the internal indices of T . Also, for any linear combination in the form Σ h∈H a h C h g n (f ) and any subset H ′ ⊂ H, we will call
Now, our proof of Proposition 6 will heavily rely on certain algebraic properties of the Weyl tensor W ijkl and its covariant derivatives. In order to facilitate our task, we will start with a trivial observation.
Any complete contraction C u g n (f ) in the form (37) that has two antisymmetric indices i , j or k , l in a given factor T = ∇ m r1...rm W ijkl contracting against two derivatives in the same factor can be written: C u g n (f ) = Σ r∈R a r C r g n (f ) each C r g n (f ) with σ + 1 factors. This is straightforward from the antisymmetry of the indices i, j and k, l and the Ricci identity. Moreover we observe that each C r g n (f ) will satisfy the extra restrictions when they are applicable (see the end of this subsection for a detailed discussion of this). Thus we may prove our Proposition under the extra assumption that all complete contractions C u g n (f ) have no factor T = ∇ m r1...rm W ijkl with two antisymmetric indices i , j or k , l contracting against two derivative indices in T . Moreover, since the Weyl tensor is trace-free we may assume that each C u g n (f ), u ∈ U σ has no factor ∇ m W with two of the indices i, j, k, l contracting between themselves.
We will note some well-known identities that will be useful for our discussion.
In this proof, we will be considering complete contractions that involve the Weyl tensor and write each such complete contraction as a linear combination of contractions involving only the curvature tensor. We do this via the formula (20) . It will be useful further down to be more precise about this decomposition, when we consider ∇ m W ijkl (ie an iterated covariant derivative of the Weyl tensor).
Consider any tensor T = ∇ ra 1 ...ra x ∇ m r1...rm W ijkl where each index ra s is contracting against the (derivative) index ra s , and all the other indices are free (so we have an (m + 4 − 2x)-tensor). We want to decompose the tensor T into a linear combination of tensors ∇ m R ijkl . We have that:
where Σ z∈Z δ=x+1 a z T x (g) stands for a linear combination of tensor products of the form ∇ ra 1 ...ra x ∇ m r1...rm Ric sq ⊗ g vb in the same free indices as T , with the feature that there are a total of x+1 internal contractions in the tensor ∇ m Ric sq (including the one in the tensor Ric sq = R a saq itself). Σ z∈Z δ=x+2 a z T x (g) stands for a linear combination of tensor products of the form ∇ ra 1 ...ra x ∇ m r1...rm S⊗g vb ⊗ g hj (S is the scalar curvature) in the same free indices as T , with the feature that there are a total of x+ 2 internal contractions in the tensor ∇ m S (including the two in the factor S = R ab ab itself). Now, we consider a factor T in the form T = ∇ ra 1 ...ra x ∇ m r1...rm W rm+1rm+2rm+3rm+4 where again each upper index ra v is contracting against the lower index ra v , and moreover now at least one of the indices ra v is contracting against one of the internal indices r m+1 , . . . , r m+4 . We then have that:
where Σ z∈Z δ=x+1 a z T x (g) stands for the same linear combination as before. Now Σ z∈Z δ=x a z T x (g) only appears in the case where there are two indices ra b , ra c contracting against two internal indices ra , r b in W ijkl (and moreover the indices ra b
, ra c do not belong to the same block [ij], [kl]). It stands for a linear combination of tensors ∇ ra 1 ...ra x ∇ m Ric ab with x internal contractions, and with the extra feature that one of the indices ra 1 , . . . , ra x is contracting against an internal index in Ric ab . In fact, to facilitate our discussion further down, we repeatedly apply the Ricci identity and the contracted second Bianchi identity 2∇ a Ric ab = ∇ b S to re-write the linear combination Σ z∈Z δ=x a z T z (g n ) above in the form:
where each T z (g), z ∈ Z ′δ=x is a factor of the form ∇ m+x S (S is the scalar curvature), with a total of x internal contractions (including the two internal contractions in S = R ij ij ). Also, T q are quadratic correction terms, partial contractions of the form pcontr(
and similarly for ∇ c R (T is the left hand side of (43)).
Now, we will prove our proposition by virtue of the next Lemma for which we will need a little more notation.
For each contraction C u g n (f ) in the form (37), we define C u,ι g n (f ) to stand for the complete contraction (times a constant), in the form: We then define C u,ι|i1...iµ g n (f ) to stand for the tensor field that arises from C u,ι g n (f ) by replacing each internal contraction (∇ a , a ) by a free index a (in other words we erase ∇ a and make the index a free). We may then construct the complete contractions:
by just contracting each of the free indices against a factor ∇υ (υ is some arbitrary scalar function). The notion of character naturally extends to tensor fields, or to complete contractions as above, where instead of internal contractions we count free indices or the numbers of indices that contract against factors ∇υ, respectively. We may then also consider the linearizations of the complete contractions above, which we denote by:
(we will denote by R ijkl,r1...rm the linearized curvature factor that replace ∇ m r1...rm R ijkl , by Φ r1...rp the symmetric tensor that replaces ∇ p r1...rp f and by υ s the vector that replaces ∇ s υ).
We then claim the following Lemma, which will imply our Proposition 6:
Lemma 2 In the above equation, we claim that for each α ∈ Λ we must have:
and moreover the above holds formally.
Proof that Lemma 2 implies Proposition 6:
Clearly, in order to prove our Proposition it would suffice to prove that for every α ∈ Λ:
where the right hand side is as in the statement of Proposition 6. We will show this below. We start by putting down a few identities. We recall that the Weyl tensor W ijkl is antisymmetric in the indices i, j and also W ijkl = W klij . It also satisfies the first Bianchi identity. Nevertheless, it does not satisfy the second Bianchi identity. We now present certain substitutes for the second Bianchi identity:
Firstly, if the indices r, i, j, k, l are all free we have that:
where the symbol Σ(∇ s W srty ⊗ g) stands for a linear combination of tensor products of the three-tensor ∇ s W srty (ie essentially the Cotton tensor) with an un-contracted metric tensor. The exact form of Σ(∇ s W srty ⊗g) is not important so we do not write it down.
On the other hand, if the indices i, j, k, l are free we then have:
where the symbol Σ(∇ st W svtr ⊗g) stands for a linear combination of tensor products: ∇ st W svtr ⊗ g ab (g ab is an un-contracted metric tensor-note that there are two internal contractions in the factor ∇ ik W ijkl ). Q(R) stands for a quadratic expression in the curvature tensor (without covariant derivatives). Again the exact form of these expressions is not important so we do not write them down.
Whereas, if the indices r, i, j, l are free we will then have that:
Finally, we have that the second Bianchi clearly holds if both the index r and one of the indices i, j are involved in an internal contraction:
Of course, if we take covariant derivatives of these equations, they continue to hold. We will collectively call these identities the "fake" second Bianchi identities. Now, let us see how the conclusion of our Lemma implies equation (48) By definition, we observe that:
(53) By virtue of the above and also of equations (49), (50), (51), (52), we observe that if we repeat the sequence of permutations by which we make the left hand side of (47) formally zero, we can make Σ u∈U µ, α σ a u C u g n (f ) formally zero, modulo introducing correction terms by virtue of the right hand sides of the equations (49), (50), (51), (52) and also by virtue of the Ricci identity when we interchange adjacent derivative indices.
But it is easy to see that the correction terms that arise thus are in the form:
in the notation of Proposition 6)). We check this case-by case. As we have seen, we can obtain correction terms in three ways: Firstly, by replacing a factor ∇ m W by one of the summands Σ(
) in the right hand sides of (49), (50). Secondly, by one of the expressions Q(R) in the right hand sides of (50), (51). Thirdly, by applying the Ricci identity to two derivative indices in a factor ∇ m W ijkl or ∇ p f . Firstly, whenever we apply (49) or (50) to a factor F h and we introduce a correction term of the form
we obtain a complete contraction with at least µ + 1 internal contractions, and where the number of derivatives on each factor remains unaltered. Thus, we only have to check that the extra restrictions continue to hold whenever they are applicable. Now, we observe by definition that if we had γ[F h ] = τ before we applied (49) or (50), we then have γ[F . Thus, the correction terms we obtain in the first case are of the form Σ u∈U ′ a u C u g n (f ). Secondly, whenever we apply one of the equations (50), (51) to a factor F h = ∇ m W and bring out the correction terms Q(R), we claim that we will obtain complete contractions in the form Σ j∈J a j C j g n (f ). It follows by definition that we obtain complete contractions with σ + 1 factors, so we only need to check that the extra restrictions continue to hold whenever they are applicable. This is not hard to see. We only have to check that F h is being replaced by a partial contraction ∇
, whenever this extra restriction in applicable. Now, for this we see that Q(R) is a sum of partial contractions in the form R ⊗ R. But each such curvature expression has γ[R] ≤ 2, whereas the expression F h in the left hand sides of (50), (51) have γ[F h ] = 3. Furthermore, we observe that m ′ + m ′′ = m − 2 and that each derivative index r in F h that does not belong to an internal contraction in F h will belong to only one of the factors ∇ 
Thirdly, whenever we introduce correction terms by virtue of applying the Ricci identity, they will be in the form Σ j∈J a j C j g n (f ). To see this, we first observe that the correction terms will have length σ + 1. Therefore, we only have to check that they will satisfy the extra restrictions whenever they are applicable. But this follows because whenever we apply the Ricci identity to a factor
Thus, since we stated off with a complete contraction that satisfied the extra restrictions, we obtain a complete contraction that satisfies the extra restrictions. 2
Proof of Lemma 2.
In this setting we will be considering Image
, and we will be writing it out as a linear combination of complete contractions in the form:
We observe that each complete contraction appearing in Image
] must have at least σ + 1 factors. We will only be interested in the complete contractions with precisely σ + 1 factors.
We straightforwardly observe that under the hypotheses of Proposition 6:
(55) Here the complete contractions indexed in H σ+1 have σ + 1 factors while the ones indexed in H ≥σ+2 have at least σ + 2 factors. The contractions here are understood to be in the form (54); this can be done by decomposing the Weyl tensor. We observe that by virtue of the transformation laws (21), (23) and (22), and by virtue of the fact that the complete contractions in L g n (f ) have weight −K, we see that all complete contractions in (55) will have a factor ∇ p φ with p ≥ 1. Now, we denote by H * σ+1 ⊂ H σ+1 the index set of complete contractions with a factor ∇φ (with only one derivative). We observe, by virtue of the above transformation laws, that this sublinear combination can only arise from the complete contractions of length σ in L g n (f ) by applying the transformation law (23) or by bringing out a factor ∇φ by virtue of the transformations W ijkl → e 2φ W ijkl and f → e wφ f if w = 0. More is true: We will pick out a specific sublinear combination in each Image
, where u ∈ U µ σ . We pick out the sublinear combination of complete contractions in the form (54) with a factor ∇φ and with µ − 1 internal contractions in total. For each u ∈ U µ σ we denote this sublinear combination by Image
It is straightforward to observe that for each u ∈ U µ σ , any complete contraction in Image
(which is written as a linear combination of complete contractions in the form (54)) that does not belong to the sublinear combination Image
Furthermore, it is equally straightforward that for any complete contraction C u ∈ U σ \U µ σ , which by hypothesis is in the form (27) with σ factors and at least µ + 1 internal contractions, Image
Therefore, under the hypothesis of Proposition 6, we can refine equation (55) to obtain:
(56) where the complete contractions indexed in V 1 are in the form (54) and have σ + 1 factors but either a factor ∇ p φ with p > 1 or have p = 1 and at least µ internal contractions. Accordingly, we subdivide
The complete contractions indexed in V 2 are generic in the form (54) and have at least σ + 2 factors. Now, from (56) we derive:
57) By Proposition 3, the above must hold formally for the linearizations of the complete contractions with σ + 1 factors. In the notation of Lemma 3 in [2], we will have:
Now, we only have to observe that the total number of internal contractions in each of the linearized complete contractions above remain invariant under the permutations by which we make the above formally zero. Therefore, (58) implies:
and moreover the above still holds formally. We will use the above equation to prove our Lemma 2, but in order to do this we must understand how the sublinear combination Image
We will introduce some notation to do this. Consider any C u g n (f ), u ∈ U µ σ in the form (37). We pick out the factors T i that contain an internal contraction, and assume they are indexed in the set {T 1 , . . . , T au , T au+1 , . . . , T au+bu }. We make the convention that the factors {T 1 , . . . , T au } are in the form ∇ m W , while the factors T au+1 , . . . T au+bu are in the form ∇ p f . For convenience, we will repeatedly apply the Ricci identity to write each complete contraction C u g n (f ) in the form:
where we are making the convention that the raised indices are contracting against one of the lower indices in the same factor, and all the lower indices not contracting against a raised index in the same factor is contracting against some lower index in another factor. As before, we observe that the correction terms we obtain will satisfy the extra restrictions when they are relevant.
We first consider any factor T y , y ∈ {a u + 1, . . . a u + b u } that has, say, δ internal contractions. Recall T y in the form
...rp f with the conventions that each of the indices u1 , . . . , u δ is contracting against one of the indices r1 , . . . , rp . Moreover each of the indices r1 , . . . , rp that is not contracting against an index u1 , . . . , u δ is a free index. We denote by R[T y ] the tensor (times a constant):
We then also denote by C u,y g n (f, φ) the complete contraction (in the form (54)) that arises from C ..rm R ijkl depending on whether there is no internal contraction involving an internal index or not. Now, we also pick out any factor T y , y ∈ {1, . . . a u }, in the form ∇ u1...u δ ∇ m r1...rm W ijkl . In order to define R[T y ] in this setting we must distinguish three subcases: In the first subcase we have that all the internal contractions in T y are between derivative indices. In the second subcase we have that there is precisely one internal contraction involving an internal index (and with no loss of generality we will assume that u1 is contracting against the index i in W ijkl ). In the third case we have there are precisely two internal contractions involving internal indices, (and with no loss of generality we will assume that the indices u1 , u2 are contracting against the indices i , k respectively).
In the case where all the internal contractions in T y are between derivative indices we define R[T y ] to be:
In the case where there is precisely one internal contraction in T y (between the indices u1 , i ), we also assume for convenience that if δ > 1 then u2 is con-tracting against the index r1 . Then, we define R[T y ] to be the sum:
Now, we consider the case where a factor T i is in the form ∇ u1...u δ ∇ m W ijkl where two of the internal indices (i and k) are involved in an internal contraction. We then assume for convenience that if δ > 2 then u1 is contracting against i , that u2 is contracting against k and u3 is contracting against r1 . We define R[T i ] to be:
Now, we define C u,y g n (f, φ) to be the complete contraction (or linear combination of complete contractions) that arises by replacing T y by R[T y ] and then replacing each factor ∇ m W by ∇ m R or n−3 n−2 ∇ m R (depending on whether it has an internal contraction involving an internal index or not).
Then, for each u ∈ U µ σ we define C u,+ g n (f, φ) to stand for the linear combination of complete contractions:
Then, by studying the transformation laws of the factors above, we derive that if C u g n (f ), u ∈ U µ σ , has no factors ∇ m W with two internal contractions involving internal indices then:
on the other hand, if C u g n (f ) does contain factors ∇ m W with two internal contractions involving internal indices then:
where 
We then have two claims.
Lemma 3 Assuming (68) we have that:
Observe that if we can show the above, we will then have:
We present our next claim with a little more notation: We denote by lin{C u,+,i1...iµ−1 g n (f, φ)} the (linearized) tensor field that arises from lin{C u,+ g n (f )} by replacing each of the internal contractions by a free index (meaning that in each complete contraction (∇ a , a ) we erase ∇ a and make the index a free). We then form a (linearized)
Our second claim is that:
Lemma 4 Assuming (70) and employing the notation above we have that:
We will show these two Lemmas below. For now, let us check how these Lemmas will imply Lemma 2 and hence Proposition 6. We arbitrarily pick out an element α ∈ Λ and we will show Lemma 2 for the index set U µ, α σ . We must distinguish two subcases: Either for the character α = (RL 1 |RL 2 ) (recall the definition of character after equation (45)) we have RL 1 = ∅ or we have RL 1 = ∅ (in which case we must also necessarily have RL 2 = ∅, since µ > 0). We start with the first case (which means that for every u ∈ U µ, α σ there is an internal contraction in some factor ∇ m W ). Firstly, we pick out the sublinear combination in (71) where ∇φ is contracting against a linearized curvature factor. Observe that this sublinear combination is precisely Σ u∈U
. Since (71) holds formally, we derive that:
and moreover the above holds formally. In (72) we set φ = υ and we denote the tensor fields that we thus obtain by C u,y|i1...iµ−1 g n (f, υ). We observe that if u ∈ U µ, α σ then each lin{C u,y|i1...iµ−1 g n (f, υ)∇ i1 υ . . . ∇ iµ−1 υ} will have a character α. We then derive an equation:
which again holds formally. We then make two observations: Firstly, for each α ∈ Λ we will have that:
which again holds formally. This equation follows from (73) since the character of each linearized complete contraction above remains unaltered under the linearized permutations by which we make the LHS of (73) formally zero. Secondly, it follows that there is a nonzero constant Const( α), which depends only on α, so that for every u ∈ U µ, α σ :
(75) In fact, to be precise we have that if the character of α is (
this sum is positive because each of the summands is positive (and this is because by our assumptions we have that each ζ f < In view of the above we derive our claim in the case where RL 1 = ∅ for our chosen α ∈ Λ. We now proceed to the case RL 1 = ∅ for our chosen α ∈ Λ. As we observed, this implies that RL 2 = ∅, ie for each u ∈ U µ, α σ there is an internal contraction in some factor ∇ p f . We observe that by definition the maximum number of internal contractions that a given factor T = ∇ p f can contain is ξ 1 (in the notation above), and in fact each C u g n (f ), u ∈ U µ, α σ , will have at least one factor with ξ 1 internal contractions. We then consider the sublinear combination in (71) which contains complete contractions with the (linearized) factor ∇φ contracting against a (linearized) factor T = lin{∇ p f }, and moreover the factor T is also contracting against precisely ξ 1 − 1 factors ∇υ. If we denote the linear combination of such complete contractions by lin{S g n (f, φ, υ)} (to stress that we are dealing with linearized complete contractions), then since (71) holds formally, we derive that:
and moreover the above holds formally. Now, we set φ = υ in the above. By just applying equations (59) and (65) we observe that:
(here C u|i1...iµ g n stands for the tensor field that arises from C u g n (f ) by making all complete contractions into free indices). Here each lin{C s,i1...iµ g n ∇ i1 υ . . . ∇ iµ υ} has a character that is different from our chosen α. Therefore, since the above holds formally, we derive:
The constant Const ′ ( α) is a constant that only depends on our chosen character α. To be precise, if we denote by m the number of times that ξ 1 appears in α (m ≥ 1), we then have that:
and we observe that Const
we will still have Const ′ ( α) = 0 by our extra restriction, which ensures that ξ 1 < k.
In view of the above, it suffices to show our Lemmas 3 and 4 to derive our two Theorems. We will start by proving Lemma 4, because Lemma 3 is slightly more complicated.
We now consider Image µ−1 υ of (82). Clearly, we have that:
Now, by a careful study of the transformation laws (23) and (21) we observe that we can write:
All the complete contractions above are in the form:
here the complete contractions C t g N (f, φ, υ) have σ + µ factors, and they are in the form (85) and moreover have the property that at least one p i , i = 1, . . . , µ−1 is ≥ 2. Σ h∈H y . . . stands for a generic linear combination of complete contractions in the above form (what is important is that it is multiplied by N β with β < µ − 1). Furthermore, in the notation above, we also have:
where the complete contractions indexed in T ′ are in the form (85) but with at least σ + µ + 1 factors.
Therefore, by virtue of the equation:
(which holds formally, for N large enough) and the analysis above, we obtain an equation:
and furthermore this equation holds formally for N large enough. Therefore, by just picking M N = M n × S 1 × · · · × S 1 we obtain:
and the above still holds formally. Here N can be any integer with N ≥ n + µ. Thus, if we treat the above as a polynomial in N , we derive that:
and the above holds formally. Therefore, it must also hold formally at the linearized level, so we derive: 
and the above holds formally. Now, we observe that in each factor ∇ A Y (A ≥ 1), the last index is contracting against a factor ∇υ. Thus, it is not difficult to derive that we can make the above linear combination formally zero without permuting the last index in each of the M factors ∇ p Y . Now, we define an operation Op{. . . } that acts on the complete contractions above by replacing each expres-
rP υ (ie we pick out a factor ∇ P r1...rP Y and also the factor ∇υ that is contracting against its last index) by an expression
r1...rP −1 S. Furthermore, we replace each remaining factor ∇υ by an internal contraction-ie we erase each factor ∇ r υ that is contracting against some factor T (T = ∇ p f or T = ∇ m R or T = ∇ y S) and then we replace T by ∇ r T . Then, since (96) holds formally and without permuting the last index r P in each factor ∇ P r1...rP Y , just by repeating the permutations we derive that:
This is precisely our desired conclusion. 2 7 (Sketch) of the proof of Theorem 5.
As mentioned, this proof closely follows the methods developed in [6] . We briefly present the argument that appears in [3] . The first step is to express the Riemannian operator L g n (f ) as a polynomial in the components of the ambient curvatureR and its covariant derivatives∇ mR , and in the harmonic extensionũ w and its covariant derivatives ∇ pũ w . This can be done by using Graham's conformal normal coordinates: We have that for any x 0 ∈ M n we can pick a metric g
where we are free to pick M as large as we like. Now, since L g n (f ) is assumed to be conformally invariant, it would suffice to show that L g n 1 (f ) can be written as a Weyl operator (the conformal invariance will then imply that L g n (f ) can also be written as a Weyl operator). Therefore we consider L g n 1 (f ) and perform the ambient metric construction for (M n , g n 1 ), as explained in the relevant section: Thus we locally embed the manifold (M n , g n 1 ) into an ambient pseudo-Riemannian (G n+2 ,g n+2 ) as explained in section 3.1 (mapping the point x 0 ∈ M n to x * ∈G n+2 ), and we consider the extension of the density f w to a w-homogeneous harmonic functionũ w off of 
Now, a fundamental fact about the ambient metric is that conformal rescalings of (M n , g 
where we set λ(x) = e φ(x) and where λ = λ(x 0 ) and
2λ ω j ω j (note that t is not the coordinate function from abovewe are just following the notations from [6] ),
Denote the polynomial that is thus obtained by Π({A ·∇ mR }, {A ·∇ pũ w }). On the other hand, the conformal invariance of L g n 1 (f ) guarantees that:
The conformal invariance of L g n (f ) translates into an invariance of the polynomial Π under the action of the group P of matrices in the above form. We note that this group is the parabolic subgroup of O(n + 1, 1) that maps the vector e 0 = (1, 0, . . . , 0) to λe 0 . Now, it is more convenient to work at the linearized level of modules. We consider the vector space W = R n+2 and we denote by X I = (X 0 , X 1 , . . . , X n , X ∞ ) any point in W . We recall the metricg n+2 (x * ) from the previous subsection, which we now view as a quadratic form on W :
We denote by Q the light cone in W , with respect to that quadratic form. We pick any null vector e 0 , which for simplicity we will take to be e 0 = (1, 0, . . . , 0) ∈ W . We also denote by G the identity-connected component of O(g) and by P the parabolic subgroup of G:
It follows that the group P is the group that consists of matrices in the from (98), where λ is any positive number and the numbers ω i , 1 ≤ i ≤ n are arbitrarily chosen.
We will now be considering jets (to infinite order), at e 0 , of homogeneous functions and tensor fields. Homogeneity here refers to the usual dilations of the space W = R n+2 . We denote by E(a) the space of jets of homogeneous functions u a of degree a and by E IJ...M (a) (there are m indices I, J, . . . , L) the space of jets of functions of homogeneity a that take values in the space W ⊗ · · · ⊗ W (we are tensoring m times). For example E IJK is just a convenient way of recording that the jets take values in W ⊗ W ⊗ W . Moreover, E I JK is the space of jets of functions that take values in W * ⊗ W ⊗ W . We denote by H(a) the space of jets at e 0 of homogeneous harmonic functions u a . Harmonic here means with respect to the operator ∆ =g IJ ∂ 2 IJ . We define the space K of jets of linearized ambient curvature tensors around a point e 0 ∈ R n+2 to be the set of jets to infinite order of 4-tensor fields ρ IJKL , with homogeneity −2, that satisfy the identities: We then define the function Eval, that evaluates each such jet at e 0 . Note that X = (X I ) is an element of E I (1). We then denote e I = Eval(X I ). We recall that coordinate differentiation defines a P -invariant map: In view of the above, the rest of this subsection will focus on proving the hypothesis of the above Proposition. It will prove useful to establish two isomorphisms between the space of jets at e 0 of homogeneous harmonic functions and linearized ambient curvatures, and the space of two lists of tensors, which we will denote by H list (a), K list . We use Propositions 1.2 and 4.1 from [6] to establish these two isomorphisms. Proposition 1.2 in [6] implies that the space H(a) of jets at e 0 of a-homogeneous harmonic functions, is isomorphic to the P -module of lists:
where e I (T l+1 ) IJ...M = (a − l)(T l ) J...M . Here σ q is the 1-dimensional representation of P where the element of P in (98) is mapped to λ −q . Also, ⊙ l stands for the symmetrized l-tensor product and ⊙ l 0 stands for the trace-free part of the symmetrized l-tensor product. These conditions reflect the fact that we are dealing with densities of weight a, the trace-free restriction reflects the harmonicity of u a and the restriction on the contraction against e I reflects the Euler homogeneity relations.
We also recall the Proposition 4.1 in [6] that K is isomorphic to a certain Pmodule of lists of tensors, say K list , with symmetries and anti-symmetries that model the usual properties of the curvature and its covariant derivatives. We refer the reader to that paper. To avoid confusion, we will denote the tensors T (l) in Proposition 4.1 in [6] by Q l .
Now, we will revert from thinking of the vector space of jets to thinking of Pmodules of lists of tensors. We thus study a polynomial Π(H list (a), K list ) in elements of the lists H list (a), K list . It follows that P -invariance of Π(H list (a), K list ) is equivalent to P -equivariance of the map Π(H list (a), K list ) : H list (a)⊕K list −→ σ b for some b.
Hence, by Weyl's classical invariant theory, we have that Π(H list (a), K list ) can be written as:
where Π even (H list (a), K list ) is a linear combination of complete contractions in the form:
the contractions are with respect to the metric g.
This reflects the fact that a conformally invariant differential operator is still a Riemannian operator. Now, recall from [6] By juxtaposing e I = (0, . . . , 0, 1) if necessary, we may assume that the number of ∞ indices is equal to m in all the terms in that linear combination.
Then, we make all the ∞'s into free indices X, Y, . . . , Z and so we have an mtensor F XY ...Z . We then take the symmetric and trace-free part of F XY ...Z , say C XY ...Z . Becauseg ∞∞ = 0, we still have that C ∞...∞ = Π even (H list (a), K list ). Equivalently, raising indices we have that C 0,...0 = Π even (H list (a), K list ). We then consider D XY ...Z = C XY ...Z −e⊗· · ·⊗e⊗Π even (H list (a), K list ). All we need to show is that D XY ...Z vanishes. In other words, this is a linear algebra problem: Giveng IJ and an m-form C XY ...Z that is P -invariant and symmetric and totally trace-free so that C 0...0 = 0, then show that C XY ...Z = 0. But this is shown in Proposition 2.1 in [6] (we only need the even case here). 2 What remains to be done is to show that the term I in Π even (H list (a), K list ) = e ⊗ · · · ⊗ e ⊗ I is a Weyl invariant. But this part of the argument follows exactly the ideas in [6] :
We now revert to thinking of the modules H(a) and K as jets of homogeneous harmonic functions and linearized curvature tensors around e 0 , rather than just lists of tensors.
Let F AB...G (q + m) denote the space of jets at e 0 of restrictions of m-tensors (with homogeneity q + m) to the light cone Q.
We now use the differential operator D I from [6] 
It follows that this operation is independent of the extension off of Q (see [6] ). Moreover, we observe that for any f ∈ F (s), n + 2s = 0, we have:
Repeatedly applying this operator as in [6] , we then conclude that any weak Weyl invariant with b = (κ·w−K)+m, m ∈ N, with w subject to the restrictions of Theorem 5, will be a Weyl invariant. Thus, we have proven our Theorem 5. 
