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“Men say they know many things;
But lo! they have taken wings, —
The arts and sciences,
And a thousand appliances;
The wind that blows
Is all that any body knows”
Henry David Thoreau, Walden, 1854

Z U S A M M E N FA S S U N G
Die Nanotechnologie und insbesondere nanostrukturierte Oberflächen ha-
ben sich als vielversprechende Werkzeuge für Sensoranwendungen in der
zellbasierten Forschung herausgestellt. Zwei Bereiche, in denen bestehen-
de Techniken von dem Einsatz nanostrukturierter Oberflächen profitieren
können, sind die Lokalisationsmikroskopie und das Wirkstoffscreening.
Die Zugkraftmikroskopie und die Fluoreszenzlokalisationsmikroskopie ba-
sieren auf der genauen und präzisen Erfassung von Marker-Positionen.
Sie werden jedoch durch optische Brechung beim Mikroskopieren durch
die Probe hindurch beeinträchtigt, was die Genauigkeit der Messung ein-
schränkt. Beim Wirkstoffscreening werden zellbasierte Testverfahren zur
Untersuchung der Zytotoxizität eingesetzt. Häufige Limitationen solcher
Testverfahren sind die Notwendigkeit von Markern oder speziellen Kultur-
schalen und die Tatsache, dass sie oft nur eine einzige Endpunktauswer-
tung liefern.
In dieser Arbeit werden nanostrukturierte Oberflächen als neuartige op-
tische Sensorwerkzeuge in der in vitro Zellbiologie eingesetzt. Zunächst
wird eine Quantifizierung der Zell-induzierten Verzerrungen vorgenom-
men, indem die Zellen direkt auf einem nanostrukturierten Substrat plat-
ziert werden. Dabei fungieren die Nanostrukturen als Referenzpunkte und
ihre optischen Verschiebungen, die durch die Brechung an der Zelle ent-
stehen, werden mit einer Genauigkeit von wenigen Nanometern gemes-
sen. Um diese Einzelzell-induzierten Verzerrungen zu korrigieren, wird
eine Relation zwischen dem Brechungsindex der Zelle, ihrer 3D-Form und
den Zell-induzierten Verzerrungen durch geometrische Optik hergestellt.
Durch die Messung der 3D-Zellenform ermöglicht die eingeführte Relation
die Korrektur von Bildverzerrungen, indem sie die erwarteten Verzerrun-
gen berechnet und das Bild entsprechend entzerrt. Umgekehrt wird die Re-
lation als neuartiges Verfahren zur markerfreien 3D-Zellformrekonstruktion
aus einem einzigen Bild genutzt.
Zweitens wird ein beugungsbasiertes Wirkstoff-Screening-Verfahren oh-
ne die oben genannten Nachteile eingeführt. Dabei fungieren die periodi-
schen Nanostrukturen als Beugungsgitter. Ein Laser beleuchtet das Gitter
und die Intensität eines Beugungsmaxiums wird aufgezeichnet. Durch Zel-
len in die Nähe des Beugungsgitters wird die Interferenzbedingung des
gebeugten Laserlichts verändert, da die Zellen als Phasenobjekte wirken,
die auch Licht absorbieren und brechen. Es wird ein optisches Modell vor-
gestellt, das diese physikalischen Größen berücksichtigt. In Folge dessen
wird gezeigt, dass die gemessene Intensität des Beugungsmaxiums gut
mit der Modellvorhersage übereinstimmt. Daher wird das Verfahren zur
Messung der Zellproliferation und der zellmorphologischen Veränderun-
gen von Zell-Ensembles eingesetzt. Das Verfahren wird außerdem verwen-
det, um Krebszellen auf Reaktionen auf Dimethylsulfoxid und Cisplatin
zu untersuchen. Darüber hinaus wird der gebaute Aufbau verwendet, um
Zellmorphologieänderungen an Medikamenten nicht nur mit 2D adhären-
ten Zellen, sondern auch in 3D-Zellkulturen zu messen, wobei dieselben
Kulturschalen verwendet werden. Dies bietet die Möglichkeit, Zellantwor-
ten innerhalb der beiden Frameworks ohne systematische Fehler, die durch
die Arbeit mit verschiedenen Setups entsteht, zu vergleichen.
Zusammen zeigen die in dieser Arbeit vorgestellten Ergebnisse, dass peri-
odische Nanostrukturen als optische Abbildungs- und Beugungssensoren
mit Gewinn in der zellbasierten Forschung eingesetzt werden können.
A B S T R A C T
Nanotechnology and in particular nano-structured surfaces emerge as pro-
mising tools for sensing applications in cell-based research. Two areas
where existing techniques can benefit from employing nano-structured sur-
faces are localization microscopy and drug screening. Traction force mi-
croscopy and fluorescence localization microscopy rely on accurate and
precise detection of marker positions. However, they are distorted due to
optical refraction when imagining through the specimen, thus limiting the
accuracy of the measurement. In drug screening, cell-based assays are uti-
lized to study cytotoxicity. Common limitations of such assays are the need
for labels or specialized culture dishes and the fact that they often only pro-
vide a single endpoint readout.
In this thesis, nano-structured surfaces are utilized as novel optical sensing
tools in in vitro cell biology. First, a quantification of cell-induced distor-
tions is provided by placing the cells directly on a nano-structured sub-
strate. The nanostructures hereby act as reference points and their optical
displacements, occurring due to refraction at the cell, are measured with an
accuracy of a few nanometers. To correct for these single-cell-induced dis-
tortions, a relation between the cell’s refractive index, its 3D shape, and the
cell-induced distortions is derived from geometrical optics. Through the
measurement of the 3D cell shape, the introduced relation allows correct-
ing image distortions by calculating the expected distortions and remap-
ping the image accordingly. Conversely, the relation is utilized as a novel
method for label-free 3D cell shape reconstruction from a single image.
Second, a diffraction-based drug screening method, without the drawbacks
mentioned above, is introduced. Now, the periodic nanostructures act as
a diffraction grating. A laser illuminates the grating, and the intensity of
a diffraction peak is recorded. By bringing cells into the vicinity of the
diffraction grating, the interference condition of the diffracted laser-light
is changed, as the cells act as phase objects, which also absorb and re-
fract light. An optical model is introduced that incorporates these physical
quantities. It is shown that the measured diffraction peak intensity corre-
lates well with the model prediction. Therefore, the method is employed
to measure cell-proliferation and cell-morphology changes of cell ensem-
bles. The method is also used to screen cancer cells for drug responses to
dimethyl sulfoxide and cisplatin. Additionally, the built setup is utilized to
measure cell morphology changes to drugs not only with 2D adherent cells
but also in 3D cell culture, using the same culture dishes. This provides an
opportunity to compare cell-responses within these two frameworks, with-
out the bias introduced by working with different setups.
Together, the results presented here show that periodic nanostructures can
be employed as imaging- and diffraction-sensors in cell-based research.

C O N T E N T S
i introduction, concepts and basic theory
1 introduction 3
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Scope of this Work . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 basic optics concepts 9
2.1 Imaging Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Image-Aberrations and Correction . . . . . . . . . . . . . . . . 17
2.3 Diffraction Theory . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 materials and methods 29
3.1 Nanostructure Fabrication . . . . . . . . . . . . . . . . . . . . . 29
3.2 Cell-Culture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3 Microscopy Setup and Image Analysis . . . . . . . . . . . . . . 30
3.4 Diffraction Measurement . . . . . . . . . . . . . . . . . . . . . . 34
3.5 Hydrogel Fabrication . . . . . . . . . . . . . . . . . . . . . . . . 38
ii results - image-based detection
4 quantification and correction of single-cell-induced
distortions 43
4.1 Specimen-Induced Distortions in Microscopy . . . . . . . . . . 43
4.2 Optical Quantification on Nano-Structured Grid . . . . . . . . 44
4.3 Quantification Measurement in Traction Force Microscopy . . 47
4.4 Image Correction for Localization Microscopy . . . . . . . . . 49
5 3d cell shape reconstruction from distortions 57
5.1 Cell Shape Visualization Methods Overview . . . . . . . . . . 57
5.2 Single Shot, Label-Free 3D Cell Shape Reconstruction . . . . . 57
5.3 Comparison to Confocal Microscopy . . . . . . . . . . . . . . . 58
iii results - diffraction-based detection
6 diffraction analysis of cell ensemble responses 63
6.1 The Need for Label-Free, High-Throughput Sensors . . . . . . 63
6.2 Working Principle of the Diffraction Method . . . . . . . . . . 64
6.3 Experimental Validation of the Diffraction Model . . . . . . . 67
6.4 Diffraction-Based Drug Screening of A459 and Primary Cells 74
7 diffraction analysis of 3d cell culture 85
7.1 The Need for 3D Cell Culture Assays . . . . . . . . . . . . . . 85
7.2 Diffraction-Based Drug Screening in 3D Hydrogels . . . . . . 86
iv conclusion
8 summary and outlook 95
a appendix 99
a.1 Derivation of the Geometrical Optics Model Equation . . . . . 99
a.2 Quality of Image Distortion Correction . . . . . . . . . . . . . 101
xii contents
a.3 Comparison of 3D Cell Shape from Reconstruction and from
Confocal Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
a.4 Time Lapse 3D Reconstruction . . . . . . . . . . . . . . . . . . 104
a.5 Time Lapse 3D for Diffraction Corrlation . . . . . . . . . . . . 105
a.6 Diffraction Signal Dependence on Grating Distance . . . . . . 106
a.7 Images Comparison of Cells in 3D with and without Cisplatin107
bibliography 109
Part I
I N T R O D U C T I O N , C O N C E P T S A N D B A S I C T H E O RY

1
I N T R O D U C T I O N
1.1 motivation
One fundamental part of how we humans understand the world around
us is by sensing our surroundings. We perform this sensing by seeing,
hearing, smelling, feeling or tasting. Seeing, in particular, defines how we
interact with our surroundings from childhood onward. It is fascinating
how the mechanisms of seeing and the working principle of the human
eye rely on the interplay of sensory and neural systems. While the geomet-
ric and optical properties of the eye allow an image to be formed on the
retina, the brain needs to ‚make sense‘of the visual input by correlating
the complex electrical signals that the retina neurons transmit to the brain
via the optical nerve. When permanently wearing image-reversing [1] or
image-distorting goggles [2], the human brain can even adjust and undo
the artificial image aberration and ‚make sense‘of the world again. How-
ever, while this functionality is inherent to our visual sense, it is not imple-
mented into the devices we use to optically resolve structures that are very
small or far away. When working with microscopes or telescopes, we lack
the feedback loop with our other senses to check whether the image we are
seeing or recording ‚make sense‘and whether it is optically aberrant or not.
This rather phenomenological introduction points towards well understood
optical effects, which occur in imaging but are only spotted by a qualitative
analysis of the images, as they are not apparent by eye. In order to explain
the occurrence of such effects in microscopy, a brief history of optical de-
vices with a focus on their historic limitations is outlined. The pertinent
question that follows is whether and where such error-inducing optical ef-
fects still affect microscopy today.
A Brief History of Microscopy
The first optical tools known today date back to about 750 BC and were
used in ancient Egypt, Greece, and Babylon. These tools were simple lens-
shaped objects, made from polished crystal. The Layard lens / Nimrud
lens (see Figure 1.1 a)) is supposedly the oldest lens in the world. It was
found in the Assyrian palace of Nimrud, but there is no evidence that it
had any practical optical applications [3]. However, there are other lenses
from around the same time, providing magnification of about 2.5 − 10
times [4] that are thought to have been used for magnification or for mak-
ing fire. In the course of the following centuries, there is very little evidence
of optical tools. The first reliable evidence of the use of a magnification
device dates back to the Roman empire in the 1st century AD. Seneca fa-
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mously wrote that "Letters, however small and indistinct, are seen enlarged and
more clearly through a globe of glass filled with water" [5]. It took another 900
years until the next practical improvement was made and so-called ‚read-
ing stones‘became widespread in the middle ages at around 1000 AD. Such
reading stones could be produced as plan-convex spheres from rock crys-
tal as stone grinding advanced especially around monasteries. They are
the predecessor of modern magnifying glasses. These first visual aids were
used to read by presbyopic monks [6] and were later developed further to
spectacles or reading glasses in Venice and Florence.
The era of scientific use of optical devices began with the invention of the
microscope in Europe at around 1600. The first compound microscopes
consisted of a combination of two lenses in a tube, but the inventor is
unknown (see Figure 1.1 b)). There are opposing claims that the Dutch
optician Zacharias Janssen, his father Hans Martens, or their rival Hans
Lippershey was the original inventor. The earliest compound microscopes
were used to view small insects, as the lenses were of rather poor qual-
ity and provided only low magnification. The microscopes had a limited
field of view, which additionally was curved due to spherical aberrations
of the imperfect lenses. Another optical effect that troubled contemporary
scientists like Robert Hooke and limited the microscope resolution was
chromatic aberration [5].
Although theoretically inferior, the best performing microscopes of the
17th century were simple one-lens-microscopes made by the Dutch scien-
tist Antoni van Leeuwenhoek. Van Leeuwenhoek was not a famous scholar,
but instead solved the engineering problem of creating more precise lenses
with fewer aberrations [7]. His lenses were tiny glass spheres that he pro-
duced by melting glass. They had a magnification of up to 270 times. In-
deed, it required 250 more years to achieve this resolution with the com-
pound microscope. With his lenses, van Leeuwenhoek was the first to doc-
ument the existence of muscle fibers, bacteria, and red blood cells [8].
In the 19th century, optical distortions of the lenses and small movements
of the microscope were the limiting factors [8]. Further milestones include
the production of compound lenses by Jackson Lister, which significantly
reduced spherical and chromatic aberration, as well as the mass produc-
tion of high-quality lenses by Carl Zeiss [8]. Theoretical understanding of
microscopy was advanced by Ernst Abbe and his optical theory, acknowl-
edging the diffraction limit of light.
In the early 20th century August Köhler vastly improved the homogeneous
illumination of the sample. He was also the first person to observe fluores-
cence in microscopy in 1904 [9]. This lead to the construction of the first
fluorescence microscopes in the first half of the 20th century. With the in-
troduction of immunofluorescence in 1942 and the development of various
fluorescent dyes, specific bio-molecules could now be visualized within
a living biological specimen [9]. Simultaneously, contrast enhancing light
microscopy techniques such as phase contrast microscopy, and differential
interference contrast microscopy were developed. Today, super-resolution
techniques in fluorescence microscopy exist, which allow imaging living
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Figure 1.1: a) The Layard lens / Nimrud lens as displayed in the British Museum.
The image copyright is in the public domain. b) Reproduction of an
optical device that is claimed to be an early microscope which is at-
tributed to Zacharias Janssen. Image by Alan Hawk, National Museum
of Health and Medicine, Armed Forces Institute of Pathology, Depart-
ment of Defense, U.S. Government - National Museum of Health and
Medicine network. The image copyright is in the public domain.
specimen with a resolution of a few nanometers. With its inventors re-
ceiving the Noble Prize in Chemistry in 2014 [10], these techniques are
now widely used to image small structures inside of biological tissues and
resolve single molecules inside cells. However, with the increased magnifi-
cation and resolution of these techniques, also the optical aberrations that
have previously been corrected for lower resolutions, such as spherical
aberrations and distortions, need to be eliminated with higher precision.
Additionally, such microscopes are often utilized at the limit of their per-
formance. The conditions needed to provide images without aberrations
and limitations are often neglected [11].
To sum up this short walk through history: Improvements in the resolution
and the image quality of optical devices has historically been linked to the
ability to recognize and correct the aberrations of the optical components
of the devices. The subsequent incremental steps, correct for aberrations
and lead to higher resolutions and a better quality of the produced im-
ages. Even super-resolution microscopes today can still be improved upon,
especially by focusing on their current limitation and the sources for aber-
rations.
Optical Properties of Biological Specimen
State of the art microscopy systems are optimized to be free of aberrations
that originate in component imperfections or faulty alignment of these
components [12]. However, there is one component in the microscopy sys-
tem that cannot be optimized a priori: the specimen itself. A living biolog-
ical specimen is, in fact, an optical component with varying optical prop-
erties. Such variations were not a problem in the early days of microscopy
since back then a phenomenological description or a sketch of the biolog-
ical specimen was sufficient. Today, phenomenological descriptions have
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been supplanted by quantitative descriptions and high-resolution images.
Modern microscopy systems can image into cells and resolve sub-cellular
structures and single molecules inside of the cells [13]. It is possible to ob-
serve cellular processes in vivo or through thicker tissue with focus depths
of up to 200 µm into the specimen [14]. With the advent of intracellular
markers, single molecules inside the biological specimen can be tracked
over time. Molecule distributions and distances between molecules can be
quantitatively analyzed [15].
For such applications, the optical properties of the specimen can no longer
be left aside as they can contribute to the quality and precision of the im-
age data. There are several optical properties of biological tissues, like the
refractive index or the absorption, which can influence the microscopy im-
ages. The refractive index of the specimen is typically not the same as the
refractive index of the surrounding medium. Additionally, the refractive
index may be subject to spatial variations within the specimen. Therefore,
light refraction at the specimen boundary or inside the specimen can oc-
cur, which changes the focus of the imaging system and induces image
aberrations. When imaging through thick tissue, resolution and contrast of
the image can also be compromised due to the refractive index variations
inside the tissue. This effect increases with the focus depth into the biolog-
ical specimen and in turn limits the thickness of the observable specimen
[14]. In order to address these refractive-index-induced limitations, they
first have to be recognized as such. For this, a feedback loop is needed,
that is able to provide a quantitative analysis of whether an image does
‚make sense‘or whether it is aberrant.
In this thesis, it is proposed that nano-structured gold grids are utilized to
act as a reference that can provide feedback about specimen-induced distor-
tions in microscopy images. By imaging the nanostructures once without
and once with the specimen on top of them, these nano-structured grids
allow quantifying the distortions that are induced by the specimen. This
framework can then be used to correct specimen-induced errors in local-
ization microscopy techniques.
Another optical effect of biological specimens is that the phase of the light
that travels through a specimen changes due to the refractive index differ-
ence between the specimen and the surrounding medium. This property
does not affect localization microscopy but is utilized for example in quan-
titative phase microscopy [16]. In this thesis, the phase-changing properties
of biological specimens are employed similarly for optical sensing. For this
purpose, an interferometric setup is introduced. Here, the diffraction inten-
sity of laser light that is diffracted on a nano-structured grid with cells on
top depends, as will be shown, on the optical properties of the cells and
can thus act as an indicator of cell morphology changes.
By utilizing the optical properties of the biological specimen itself, this
thesis aims to employ typically unwanted optical effects to provide new
sensing approaches.
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1.2 scope of this work
This thesis focuses on the optical properties of single adherent cells with
respect to image quality and sensing applications. The goal is first: to quan-
tify the magnitude of the optical effects that occur when imaging through
or into single cells. Second: these findings are utilized for error correction
in existing localization techniques and to provide new sensing approaches.
To this end, the thesis is structured into four parts.
In Part I the basic optics theory is introduced in Chapter 2. In addition to
summarizing image-formation- and diffraction-concepts, an overview of
common microscopy methods is given, and their limitations and sources
for errors are discussed. In Chapter 3 the employed materials and methods
are presented, and the nano-structured gold grids that are utilized through-
out the thesis are introduced.
Part II summarizes the results that were achieved through the imaging of
the nano-structured gold grid. Chapter 4 focuses on the detection of opti-
cal distortions induced by single cells. First, the nano-structured grid and
high-resolution microscopy are employed to quantify the distortion magni-
tude. Second, an optical model is introduced to correct these distortions in
localization microscopy. In Chapter 5, the introduced optical model is then
used to provide a single shot, label-free 3D cell shape reconstruction from
the distortion data.
In Part III, the results of a diffraction-based detection of cell morphology
changes, utilizing the optical properties of the cells and the diffraction of
light on the grid of gold nanostructures, are summarized. To this end, the
working principle of a diffraction setup for cell measurements is presented
in Chapter 6. Additionally, it is derived how such a diffraction setup can
be utilized as an optical drug-screening assay to measure cell ensemble
morphology responses in high throughput and without the need for labels.
As an example, the dose-dependent responses of cell ensembles to two dif-
ferent drugs are measured, and the findings are assessed. In Chapter 7 it is
first discussed how cell culture experiments in 3D can provide a platform
that is closer to in vivo studies than typical 2D cell culture experiments. Ad-
ditionally, the current limitations for 3D assays are discussed. It is shown
that the diffraction setup can provide an assay format that can measure cell
responses in 2D cultures as well as in 3D hydrogels, using only standard
cell culture dishes. It can thus be used to investigate the drug-response
differences between 2D and 3D culture.
Finally, in Part IV , the results are summarized, and an outlook to future
perspectives is provided.

2
B A S I C O P T I C S C O N C E P T S
In this chapter, a brief overview of the optical theory that is relevant to
the context of this work is given. First, fundamental optical phenomena
are highlighted to provide an introduction to the optical effects that are
of interest when discussing light passing through the biological specimen.
Second, imaging theory is introduced, and a few state-of-the-art methods
for biological imaging are examined, and the limitations of these methods
are highlighted. Particular interest is given to image aberrations that are
induced to the imaging system by the sample (in this work, the biological
specimen). In the last section of this chapter diffraction theory is discussed,
again with a particular focus on the effects of a biological specimen.
Optics theory is discussed and presented in many textbooks. Therefore
only a short introduction to the fundamental topics discussed in this work
is given. The books by Perez [17], Klein [18] and Hecht [19] provide the
primary basis for this chapter and should be consulted for a more compre-
hensive summary.
Historically, there are two formulations of optics theory: wave optics and
geometrical optics (also called ray optics). These two formulations are
founded in two fundamental principles that can be formulated indepen-
dently from each other. Huygens principle provides a theory for light wave
propagation and is the foundation of the wave optics theory. It states that
every point of a wavefront is itself a point source of spherical wavelets.
Therefore, the wave field is formed as the sum of all the point sources emit-
ting spherical waves with the wavelength of the initial wavefront, while the
wave amplitude drops linearly with the distance. Reflection and refraction
can already be explained with Huygens principle, but Fermat’s principle,
the foundation of geometrical optics, provides an intuitive description of
these phenomena. Fermat’s principle originally states that light follows the
path between two points in space that takes the least time. A more precise
and modern formulation of the principle states that the light path between
two points is stationary. To exemplify Fermat’s principle and derive the op-
tical laws that follow, one can examine light paths in different geometries.
In the most straightforward case light appears to go straight from point A
to point B in free space, where it travels with the speed of light c. Inside
homogeneous media, light travels with a medium specific speed v. The re-
fractive index n of an optical medium is defined based on this as the ratio
between the speed of light in vacuum c and the speed of light within the
medium v.
n ≡ c
v
(2.1)
It is about nair ≈ 1 for air, about nwater ≈ 1.33 for water and about n ≈
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1.34 − 1.4 for water-based solutions and biological specimen that have a
high water content. For glass, which most optical lenses are made out of, it
is about nglass ≈ 1.49− 1.66. The optical path length OPL between A and
B is now defined by the line-integral:
OPL(AB) ≡
∫ B
A
n dl =
∫ B
A
c
v
dl (2.2)
For homogeneous media, this formula can be simplified to OPL = n∆l. In
inhomogeneous media, the refractive index is not uniform, and the light
path is curved and appears to take the optical path of least time.
OPL(AB) =
∫ B
A
n(x, y, z)dl (2.3)
The law of refraction can now be derived as follows: At the boundary be-
tween two homogeneous media with different refractive index, the light
waves change their speed at the leading edge, thus altering the propaga-
tion direction. Following the principle of taking the path of least time, one
can depict the generalized light path from a point S in a medium with re-
fractive index n1 to a point P in a medium with refractive index n2 through
a generalized point O on the boundary, as depicted in Figure 2.1. The total
traveling time t is calculated by:
t =
SO
v1
+
OP
v2
(2.4)
or:
t =
√
h2 + x2
v1
+
√
b2 + (a− x)2
v2
(2.5)
For the minimum time t in relation to x, dt/dx = 0 has to hold true.
Therefore it follows:
dt
dx
=
x
v1
√
h2 + x2
+
−(a− x)
v2
√
b2 + (a− x)2 = 0 (2.6)
Using the trigonometric relations, this can be rewritten to:
sin α1
v1
=
sin α2
v2
(2.7)
Using Equation 2.1, this yields Snell’s law of refraction:
n1 sin α1 = n2 sin α2 (2.8)
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Figure 2.1: Application of Fermat’s principle for the derivation of Snell’s law of
refraction. Figure adapted from [19]
.
2.1 imaging theory
Optical lenses are the foundation of many optical instruments, such as
microscopes and telescopes. Their working principle is based on Snell’s law
of refraction on a curved surface. Lenses are typically made out of glass
or plastics and thus have a different refractive index than air. Therefore,
the light rays from a point in front of the lens are refracted on the lens
surface. If a convex lens geometry is chosen correctly, all the light rays
from a particular point in front of the convex lens will be refracted into
another particular point behind the lens. This geometry enables lenses to
image an object placed at one point in an optical system at another point
in that system. For thin lenses, the relationship between its focus length f
and its distances to the object s1 and to the image s2 is given by:
1
f
=
1
s1
+
1
s2
(2.9)
In wave optics, this property of a convex lens can be formulated as its
ability to convert planar wavefronts into converging spherical wavefronts.
Lenses are not only utilized to image objects but in particular to image
small or far away objects. A key quantity of a lens is its magnification M,
which is determined by:
M =
f
s1 − f =
s2 − f
f
(2.10)
In optical microscopes, several lenses are mounted with specific distances
to each other, which together form an optical system that can image an
extended object in focus onto a screen or detector with a particular mag-
nification. However, there are some limitations to the microscope’s perfor-
mance.
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The numerical aperture NA of an optical system is a measure of the sys-
tems ability to collect and emit light. It is defined through the maximal
half-angle θ of the cone of light that can enter or exit the system times the
refractive index of the medium on the object-side of the last system lens.
NA ≡ n sin θ (2.11)
The NA is an essential parameter for microscope objectives, as it character-
izes the objects ability to collect light from the sample. Due to immersion
media like oil or water, which have a higher refractive index than air, mod-
ern objectives can achieve high NAs. This high NA is especially relevant
as the NA also defines the resolution of an optical system. The resolution
of an optical system is a quantification of the systems ability to resolve two
objects that are close to each other, separately.
There are several definitions for this resolving power. The Abbe resolution
limit [20] is defined by the diffraction of light on a small grid: Abbe stated
that in order to resolve the grid, the principal diffraction maximum, as
well as the first side maximum of the grid diffraction pattern, have to be
collected by the objective. With this, he was able to formulate the resolution
limit of a classical microscope with central illumination as:
d =
λ
NA
(2.12)
Here, λ is the wavelength of the light. For cone illumination with the same
objective, as in epi-setups (see Figure 2.2 b), or when illuminating the object
with a condenser of equal or higher NA, the Abbe limit is defined in its
most common form:
d =
λ
2NA
(2.13)
The Rayleigh criterion formulates another definition of a microscopes reso-
lution. When light passes through the finite aperture of an optical system,
it gets diffracted and interferes with itself (analogous to the diffraction on
the grid used in the Abbe limit), thereby creating a ring-shaped diffraction
pattern in the image (see Section 2.3). This pattern is known as the Airy
pattern. The Rayleigh criterion states that two point sources (e.g., fluores-
cent molecules) are defined as resolvable when the two images are at least
as far apart so that the principal diffraction maximum of one image coin-
cides with the first minimum of the other.
d = 1, 22
λ
2NA
(2.14)
The Abbe resolution limit and the Rayleigh criterion both formulate phys-
ical resolution limit for microscope systems, due to the wave nature of
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light. For light within the visible spectrum of 400 nm − 700 nm, the mini-
mal resolvable distance is thus about d ≈ 200 nm. Several so-called super-
resolution techniques overcome this formal resolution limit and can resolve
even smaller structures.
Microscopy Methods and Limitations
There is a variety of different microscopy techniques used in the life sci-
ences. Here, a short, non-complete overview of the various methods that
are used to image living biological specimen is given. Their applications
and limitations are highlighted.
Bright field microscopy: From a historical perspective, bright field imaging
is the most basic mode in microscopy. In bright field microscopy, the sam-
ple is illuminated with a light source from one side, and the transmitted
light is imaged with the help of an objective on the opposing side of the
sample (see Figure 2.2 a). This configuration is also often referred to as
trans-illumination since the light is transmitted through the sample. In or-
der to utilize transmitted light, the biological sample has to be very thin
or nearly transparent. However, a sample with these specifications often
does not absorb much light and thus provides nearly no contrast to the
background. Therefore it often has to be stained [21].
Phase contrast microscopy, invented nearly 100 years ago by Frits Zernike
[22] is a technique similar to bright field that utilizes the phase difference
of the transmitted light that is scattered at the sample and converts it to
an intensity difference in the image. The sample-induced phase difference
originates in the difference in refractive index between the sample and its
surrounding and the thus changed optical path length (see Equation 2.3).
This is accomplished by using a condenser annulus that limits the angular
incidence of the illumination light. The light that passes through the sam-
ple without scattering forms the background light that can be weakened
by using a grey filter at the same angles as the condenser annulus after the
sample. The remaining light from the sample is scattered light that covers
not only the angle given by the condenser annulus but the full numerical
aperture of the objective. By utilizing a phase shift ring, this light construc-
tively interferes with the background light in the image, thereby enhancing
the image contrast at the sample borders and at areas with different refrac-
tive index [23].
Differential interference contrast (DIC) is another technique utilizing phase
differences to enhance image contrast. It relies on two Nomansik prims
that are placed in the illumination- and the detection- light path. The prism
in the illumination-light path splits the illumination light rays into two rays
that are slightly apart and polarized at 90◦ to each other. The second prism
in the detection-light path recombines the two rays, which leads to inter-
ference. Since the two rays traveled through the specimen slightly next
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to each other, they also traversed slightly different parts of the specimen,
which again leads to a different interference condition and an enhanced
contrast at the sample areas where the optical path length gradient is high,
like the sample borders.
Phase contrast microscopy and DIC, as well as bright field microscopy,
are routinely used in biological imaging. They are especially applied when
a quick assessment of cell morphology and motility is needed, for exam-
ple in addition to fluorescence microscopy, in cell culture control [24] but
also for the detection of apoptosis [25]. However, the main limitations are
that these methods do not provide any quantitative measured variables
and that they need an illumination light path that differs from the fluores-
cence light path (see below), which additionally needs spatial filters, phase
rings or optical prisms. Additionally, in many sophisticated experiments,
the area of interest is limited to only a small part of a cell, where optical
path length differences are small [25].
Quantitative phase microscopy is a relatively new technique that allows record-
ing phase images of biological specimen [16]. These phase images give
quantitative information about the specimen-induced phase shift and pro-
vide non-invasive and label-free insight into the refractive index struc-
ture of bacteria-, blood- or tissue- cells [26]. Various sub-techniques, like
diffraction phase microscopy [27], digital holographic microscopy [28] and
Hilbert phase microscopy [29] exist, which even allow to reconstruct the
3D cell shape without labeling.
Fluorescence microscopy is the most commonly used technique in biologi-
cal imaging. It is based on the fact that fluorescent dyes and markers can
be excited by light of a certain wavelength and subsequently will emit light
with a slightly shifted, higher wavelength (and thus lower energy). By fil-
tering out the excitation light, the emitted light can be recorded separately,
thereby allowing only to visualize the fluorescent dye or marker. As the
background remains dark, this technique provides high sensitivity and a
high signal to noise ratio. There are a plethora of fluorescence dyes at the
researcher’s disposal today. Cellular substructures (like the nucleus, the
membrane, actin or microtubules) and single molecules can be labeled and
visualized with probes spanning the entire visible spectrum [30]. Addition-
ally, the cellular state (e.g., the cell cycle and the redox cycle), as well as
cellular processes (e.g., apoptosis), can be marked with fluorescent probes
[30]. With the discovery of the green fluorescent protein, it became possi-
ble to incorporate the fluorescent marker into the DNA of an organism and
thus utilize it as a reporter molecule for gene expression [31].
Fluorescence microscopes are typically built in an epi-illumination (as op-
posed to trans-illumination) configuration as depicted in Figure 2.2 b. The
sample is imaged and illuminated through the same objective. A dichroic
mirror (together with an excitation- and emission-filter) is used to separate
the excitation light from the emission light. This configuration provides
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Figure 2.2: Comparison of trans- and epi-illumination microscopy: (a) Schematic
of a trans-illumination microscope setup (b) Schematic of an epi-
illumination microscope setup. The dichroic mirror reflects light up
to a certain wavelength and transmits light with higher wavelengths.
a higher signal to noise ratio compared to the trans-illumination config-
uration, as most of the scattered excitation light is not directed into the
imaging light path. Fluorescence microscopes can be used with widefield
and confocal illumination. In widefield illumination, all illumination light
is used to illuminate the sample. In confocal microscopy, a pinhole in the il-
lumination light path is utilized to eliminate out of focus illumination and
therefore suppresses background fluorescence [32]. This addition again in-
creases the signal to noise ratio in the image but limits the speed of image
acquisition as the focus spot has to be scanned across the whole sample to
produce a complete image [25]. Spinning disk confocal microscopy incor-
porates a spinning array of rotating microlenses to increase the imaging
speed [33]. Lattice light sheet microscopy is another application that of-
fers fast imaging, while also reducing background fluorescence. The tech-
nique utilizes an illumination limited to a thin plane, the light sheet, which
is aligned orthogonal to the detection light path [34]. Fluorescence mi-
croscopy however also has some drawbacks. The main one is that the flu-
orescence marker can alter the cellular function itself, thereby impacting
measurement results [35, 36]. Additional drawbacks are induced phototox-
icity and photobleaching of the fluorophores, which limit exposure times
and resolution [37, 38].
Super-resolution Microscopy
The previously stated Abbe resolution limit for microscopy has been a
dogma in microscopy for many years. However, in the last 20 years, tech-
niques have been developed that can circumvent this limit and thus pro-
vided significant new insight into biological structures and processes on
length scales below the diffraction limit. These techniques are summa-
rized under the term super-resolution microscopy, and the Nobel prize in
chemistry has been awarded for their development in 2014 [39]. There are
three distinct approaches to super-resolution microscopy: (1) Stimulated
emission depletion (STED), (2) Structured illumination microscopy (SIM)
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and (3) single molecule approaches under which Photo-activated localiza-
tion microscopy (PALM) and Stochastic optical reconstruction microscopy
(STORM) are summarized.
STED microscopy falls under the laser scanning confocal microscopy, where
the illumination laser is scanned across the sample. However, it utilizes an
additional, donut-shaped depletion laser beam that switches off the excited
fluorophores in the outer region of the laser beam by stimulated emission.
It thereby reduces the effective excitation volume and allows to achieve a
higher resolution down to 20 nm [13, 15].
In SIM, interference generated light patterns are utilized to form a Moire
pattern illuminating the sample, from which higher-resolution information
can be generated. The technique uses widefield microscopy setups and low-
ers the x- and y-resolution down to about 100 nm while the axial resolution
remains unchanged [13, 15].
The PALM and STORM techniques are methods that utilize single molecule
localization in a large number of images to reconstruct the underlying bio-
logical structure in a single frame. In order to achieve that, the fluorophores
have to be well-separated from each other in the images. This separation
can be achieved by utilizing photoswitchable proteins (PALM) or photoac-
tivated organic dyes (STORM) [40]. These techniques can resolve biological
structures with a resolution down to 10 nm but are reliant on a large num-
ber of subsequent images and thus can not resolve fast biological processes
[13].
There is a variety of other techniques that do not belong into the super-
resolution microscopy category but are still able to provide deep, but spe-
cific insight on biological samples with sub-diffraction-limited resolution.
Such techniques include electron microscopy, X-ray scattering, and atomic
force microscopy. As with all the other techniques, each of these meth-
ods has distinct advantages and limitations: Electron microscopy utilizes
electrons instead of light to image the specimen, which provides a resolu-
tion down to 0.1 nm. However, the drawback is that electron microscopy
needs to be performed under high vacuum, which excludes living speci-
men from the measurement. A biological specimen also has to be exten-
sively prepared, as water has to be removed and a thin gold layer has to
be evaporated onto the sample to ensure the generation of secondary elec-
trons [41]. These processes can introduce artifacts to the specimen [42].
Another approach to lower the resolution limit is to use smaller wave-
lengths, e.g. X-rays. However, most substances have a refractive index very
close to 1 for such wavelengths, which makes the manufacturing of x-ray
optics difficult. X-rays are thus mainly used as a scattering technique that
does not provide images of the sample but from which characteristic length
scales can be deduced [43]. It is therefore applied to understand crystal
structures but can also be utilized to investigate less ordered biological
2.2 image-aberrations and correction 17
structures like lipid membranes [44] or DNA origami [45].
Atomic force microscopy is a scanning probe technique that utilizes a can-
tilever with a small tip on the nanometer scale. This tip is scanned across
the sample, and its deflection is recorded via laser interferometry [46]. With
this technique, it is possible to scan biological samples with a vertical res-
olution below 1 nm and an axial resolution of about 10 nm. It is further
possible to utilize the atomic force microscope to measure forces of single
molecules [47]. Main disadvantages of the technique include that as a scan-
ning probe techniques it is inherently slow as well as that the finite size of
the tip can introduce scanning artifacts.
2.2 image-aberrations and correction
Types of Aberrations
In imaging theory, it is common to formulate equations using an approxi-
mation for light rays that are close to the optical axis, also called paraxial
rays. However, in reality, not all rays in an optical system are always parax-
ial rays, which causes deviations from the perfect image in a measurement
with that optical system. Such deviations are called optical aberrations.
One can distinguish between two types of aberrations: a) chromatic aber-
rations that result from the wavelength-dependence of the refractive index,
and b) monochromatic aberrations that result from deviations of the parax-
ial approximation. The monochromatic aberrations again can be split into
two groups: a) aberrations that affect the image quality like spherical aber-
rations, coma and astigmatism and b) aberrations that distort the image.
Chromatic aberrations: When the imaging in an optical system is performed
with non-monochromatic light sources, chromatic aberrations can occur.
This is because light rays passing through a lens will be refracted by this
lens depending on the lens radii (R1 and R2) and refractive index (nl) as
defined by the lensmaker’s equation for thin lenses: Equation 2.15. The re-
fractive index n(λ) of a medium is however dependent on the wavelength
of the light via n(λ) = λ0/λ, where λ0 is the wavelength in vacuum. There-
fore different wavelengths will be refracted under slightly different angles
on a normal lens, and the focus f of the lens will thus also depend on the
light wavelength.
1
f
= (nl(λ)− 1) ∗
(
1
R1
− 1
R2
)
(2.15)
In Figure 2.3 a) this is depicted schematically. The blue light is refracted
more than the red light. To correct for chromatic aberrations, objectives in
modern microscopes are often constructed with achromatic lens systems
that combine two or more thin convex and concave lenses to cancel out the
difference in focal length for to different wavelengths. For a more detailed
description see e.g. [17, 19].
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Figure 2.3: Different optical aberrations of a single lens: (a) Chromatic aberration.
(b) Spherical aberration. (c) Coma.
Spherical aberrations: For light rays traveling with only a small angle dif-
ference α to the optical axis, the paraxial approximation sinα = α is valid.
Spherical aberrations arise when also the rays at the outer lens diameter
contribute to the image formation. These rays will be refracted stronger
than the paraxial rays and thus focus in a point closer to the lens (see Fig-
ure 2.3 b). The spatial difference in focal length depends on the aperture
and the paraxial focal length of the lens, but also on the form of the lens. To
minimize spherical aberration, plano-convex and combinations of convex
and concave lenses are used. Furthermore, in oil-immersion objectives, the
meniscus of the oil droplet is utilized not only to widen the aperture of the
objective but also to minimize spherical aberrations.
Coma: Coma denotes an aberration that arises for object points, which are
not on the optical axis. It originates in the fact that a bundle of parallel
rays traveling parallel to the optical axis will be focused in one point by
a lens (without spherical aberrations), but a bundle of parallel rays that is
not parallel to the optical axis will be refracted differently on the principal
plane of the lens (see Figure 2.3 c), which is not plane in reality but slightly
curved. Therefore the image will be sharp in the center but blurred at the
edges.
Astigmatism: Another aberration that arises for off-axis object points is astig-
matism. A lens that is perpendicular to the optical axis in a specific plane
is not perpendicular to the axis between an off-axis object point and the
corresponding image point in the same plane. This causes the lens to be
shorter in perspective and results in a shorter focal length of the lens for the
off-axis object. The astigmatism of a lens depends on the angle between the
object rays and the optical axis as well as the focal length, thickness, and
geometry of the lens.
Field curvature: A lens that exhibits field curvature will produce a sharp
image not on a flat but on a curved surface. Thus, when a planar object
is imaged on an also planar surface, a lens with field curvature can only
image the center of the object in focus while the outer regions will be defo-
cused (or vice versa).
Image distortions: In contrast to the previously described aberrations, image
distortions do not affect image quality. Instead, they cause the object to be
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reproduced by the imaging system in a deformed shape. The origin of dis-
tortions lies in the lens geometry and the fact that different areas of a lens
can have different focal lengths and magnifications. While the resulting
distortions can have all kinds of shapes, there are some common distortion
patterns. Examples are pincushion distortion, where the magnification of
the lens gets bigger the further away from the optical axis the imaged object
point is, or barrel distortion where magnification gets smaller for further
away object points. In order to visualize distortions, a periodic grid can be
used as an object and the discrepancies from an undistorted image can be
deduced as distortions of the imaging system (see Figure 2.4).
State of the art research microscopes and specialized objectives are con-
structed to minimize the aberrations mentioned above for microscope op-
tics, but since the underlying optics are also valid for any refraction at a
boundary between two media with different refractive indexes, the imaged
specimen itself can induce additional aberrations to the image. In order to
correct for such specimen-induced aberrations, additional measures have
to be taken.
Adaptive Optics for Thick Tissue Imaging
There is a variety of sources that can cause aberrations in an optical mi-
croscope. They can be summarized into three categories: imperfect optical
components, faulty alignment of the optical components in the microscope,
and specimen-induced aberrations [12]. The first two of these categories
are allocated to the microscope fabrication process. From the theoretical
design of the objective by the manufacturer to the right assembly of the
microscope components, this process has been perfected in state of the art
microscopes to minimize aberrations in the optical system. The third cat-
egory of aberration, specimen-induced aberrations, however, can not be
eliminated a priory, since these aberrations depend on the microscope ap-
plication and the specimen that is imaged and in case of a living specimen
can change from frame to frame. Therefore, an adaptive system that can
dynamically measure and correct for these aberrations is needed. This is
the purpose of adaptive optics.
Adaptive optics was first introduced to optical systems in astronomy, where
earthbound telescopes, which have to image through the earth’s atmo-
sphere had to be corrected for refractive index variations in the turbulent
atmosphere [48]. Adaptive optics has since also been applied in eye care
[49] and more importantly for this work, in thick tissue imaging.
When imaging through thick tissue, resolution, and contrast of the image
can be compromised due to refractive index variations inside the tissue.
This effect increases with the depth of the specimen and in turn, limits the
observable thickness of the biological specimen to only a few cellular lay-
ers near the surface [14]. To observe cellular processes in vivo or through
thicker tissue with a thickness of up to 200 µm, adaptive optics can be
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Figure 2.4: Different optical aberrations of a single lens: (a) Grid with pincushion
distortion, (b) Undistorted grid. (c) Grid with barrel distortion.
applied. To visualize the working principle of adaptive optics and the ef-
fect of refractive index variations in thick specimens, one can look at the
propagation of the wavefronts in the microscope. Figure 2.5 schematically
depicts the planar wavefronts that are focused into spherical wavefronts by
an objective (depicted by a single lens). In the un-aberrated case (a), the
planar wavefronts in the pupil plane are converted into perfect spherical
ones that converge in one focus spot. When there is a planar refractive
index mismatch (n1 6= n2) (b), e.g., at the interface between objective and
immersion medium or when using a cover glass, the focus spot is shifted,
and there is a loss of resolution and intensity [50–52]. If the focusing is
done through a complex biological specimen with unknown shape and re-
fractive index (c), the converging wavefront is distorted by the specimen
and aberrations are introduced to the image. With adaptive optics, the dis-
tortion of the wavefront is corrected by introducing a non-planar wavefront
in the pupil plane, which is conjugate to the wavefront distortion by the
specimen and thus cancels out this distortion, forming an again perfect
spherical wavefront that converges into the focus (d).
There are two different approaches to implementing adaptive optics practi-
cally in microscopy: active wavefront sensing and computational adaptive
optics. In both cases, the objective is to generate a conjugate wavefront
that cancels out the wavefront distortion. With active wavefront sensing,
an optical element, typically a Shack-Hartmann Wavefront Sensor [48], is
utilized to measure the aberrated wavefront. With the information of the
shape of the aberrated wavefront, a second optical element (the adaptive
element) in the optical path, either a deformable mirror or a spatial light
modulator, then changes the previously planar incoming wavefront to the
conjugate of the measured aberrated wavefront to correct the aberration.
This active wavefront-sensing method is widely implemented in eye care
and astronomy but has some drawbacks in microscopy [12]. While in as-
tronomy an isolated guide star is utilized for the wavefront measurement,
in microscopy the light often comes from different overlapping points in
the specimen, making a single wavefront measurement complicated [53].
To mitigate this problem, methods that use the backscattered light [54, 55]
or block the light outside the focal region e.g. through utilizing artificial
guide stars [56–58], have been applied and established as adaptive optics
approaches e.g. in widefield- [56–58] and two-photo-microscopy [54]. In
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Figure 2.5: Wavefront aberration. a) Unaberrated planar wavefront in the pupil
plane converges into spherical wavefront. b) Refractive index mismatch
shifts the focus as the wavefront is distorted. c) Specimen-induced dis-
tortion of the wavefront. d) Adaptive optics principle of correcting the
wavefront in the focus by introducing a conjugate wavefront in the
pupil plan, which cancels out the wavefront distortion by the speci-
men. Figure adapted from [14]
computational adaptive optics, the wavefront aberration is corrected indi-
rectly. Images are taken with the adaptive element that corrects the incom-
ing wavefront in a series of predefined shapes. The image quality is ana-
lyzed, and the wavefront correction is iterated systematically via an active
feedback loop between the image analysis and the adaptive element [53].
Alternatively, pupil segmentation can be used to find the best wavefront
correction [59]. Computational adaptive optics has been successfully ap-
plied in widefield- [57], differential interference contrast- [60], two-photon
[59, 61] and single-molecule switching- microscopy [62] among others.
In thick tissue imaging, adaptive optics has been used to image at depths
of up to 200µm in brain tissue and up to 100µm in mouse embryo tissue
[63]. Due to the correction of the aberrated wavefront, the image quality
and more precisely the resolution and contrast of the previously blurred
images has been improved substantially. However, imaging quality com-
promising specimen-induced aberrations are the only aberrations that are
examined in the context of adaptive optics and thick tissue imaging. Im-
age distortions are generally not considered and hence not well studied
in biological imaging. For thin tissue, such as single cells, aberrations are
generally considered to be insignificant for image quality [53], and image
distortions due to optical deflection are assumed to be small [64]. However,
this is an assumption that needs to be assessed critically in the context of
high-resolution localization techniques, where localization with nanometer
accuracy is often needed.
Aberration Analysis with Zernike-Polynominals
This subsection is
summarized from
Kubby et al. [12].
Aberrations can be quantified by analyzing the shape of the wavefront
in the pupil plane of the lens. An ideal lens focuses a planar excitation
wavefront to a diffraction-limited focal spot. When only specimen-induced
refractive index variations n(x˜, y˜, z˜) along the light path occur, the absolute
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phase Φ of a point at location L(x, y, z) within the light path can be written
as:
Φ(L(x, y, z)) =
∫ L(x,y,z)
F
2pi
λ
n(x˜, y˜, z˜)dω (2.16)
Here, the phase is given with respect to the focal point, with F denoting the
position of the focal point. Additionally λ is the free space wavelength, and
ω denotes the distance traveled. The wavefront aberration function Ψ(x, y)
in the pupil plane can now be defined as:
Ψ(x, y) =
∫ L(x,y,z0)
F
2pi
λ
(n(x˜, y˜, z˜)− n0(x˜, y˜, z˜))dω (2.17)
where z0 is the axial position of the pupil plane and n0(x˜, y˜, z˜) denotes the
un-aberrated case. The established method to analyze this aberration func-
tion is to decompose it into a sum of polynomials, the so-called Zernike
polynomials [65, 66] as follows:
Ψ(r, θ) =
∞
∑
i=1
MiZi(r, θ) (2.18)
Mi is a modal coefficient that describes the strength of the i-th Zernike
polynomial Zi(r, θ). The Zernike polynomials are a set of orthogonal func-
tions defined over the unit circle. Therefore the set of Zernike coefficients
Mi fully describes the aberration function Ψ(r, θ):
Mi =
1
pi
∫ 1
0
∫ 2pi
0
Ψ(r, θ) Zi(r, θ) r dθ dr (2.19)
Using the definition by Neil et al. [67], the Zernike polynomials can now
be written by mapping of indices as follows:
Zmn (r, θ) =

m < 0 :
√
2R−mn (r) sin(−mθ)
m = 0 : 0
m > 0 :
√
2Rmn (r) cos(mθ)
(2.20)
Rmn (r) =
√
n + 1
(n−m)/2
∑
s=0
(−1)s(n− s)!
s!((n + m)/2− s))! ((n−m)/2− s)! r
n−2s (2.21)
where n ≥ |m| and n− |m| = even; i starts at 1 for n = 0 and rises first with
n, then with the allowed absolute values for m and finally with the sign of
m with the positive value going first. The first 11 Zernike polynomials are
listed in Table 2.1.
Some of the Zernike polynomials correspond to the previously intro-
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i n m Polynomial Aberration Term
1 0 0 1 Piston
2 1 1 2r cos(θ) Tip
3 1 -1 2r sin(θ) Tilt
4 2 0
√
3(2r2 − 1) Defocus
5 2 2
√
6r2 cos(2θ) Astigmatism
6 2 -2
√
6r2 sin(2θ) Astigmatism
7 3 1 2
√
2(3r3 − 2r) cos(θ) Coma
8 3 -1 2
√
2(3r3 − 2r) sin(θ) Coma
9 3 3 2
√
2r3 cos(3θ)
10 3 -3 2
√
2r3 sin(3θ)
11 4 0
√
5(6r4 − 6r2 + 1) Spherical (1st)
Table 2.1: Definition of the first 11 Zernike polynomials. Table adapted from [12]
.
duced aberrations, which can thus be conveniently described and quan-
tified by wavefront analysis. Polynomial 2 corresponds to Tip, polynomial
3 to Tilt, and polynomial 4 to Defocus. Therefore these three polynomi-
als completely represent the geometrical distortion that is induced in the
wavefront in x- (tip), y- (tilt) and z-direction (defocus). They alter the focus
but do not affect the shape of the point spread function and therefore the
resolution and contrast of the image. That is why they typically do not
need to be corrected using adaptive optics. However, the image distortion
in x-, y- and z-direction can be directly calculated from the corresponding
Zernike coefficients M2, M3 and M4 as follows:
∆x = − M2λ
pin sin α
; ∆y = − M3λ
pin sin α
; ∆z = − M4
√
3λ
2pin sin2(α/2)
(2.22)
where the term n sin α refers to the numerical aperture of the lens. For a
step by step derivation, see Kubby et al. [12].
2.3 diffraction theory
Introduction to Diffraction
At the beginning of this chapter, Huygens principle has already been intro-
duced. The physical phenomenon of diffraction can be explained with this
principle, but the rigorous mathematical description is given by Kirchhoff’s
theory and diffraction formula [43]. With Kirchhoff’s formula, the light
wave propagation after an aperture can be calculated. The formula can
be derived by applying Green’s theorem to the wave equation, as shown
in, e.g. the textbook of Hecht [19]. Two approximations help to solve Kirch-
hoff’s diffraction formula for various cases, the Fresnel approximation, and
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the Fraunhofer approximation. The Fresnel approximation can be applied
to the propagation of waves in the near field (i.e., in close proximity to the
aperture). The Fraunhofer approximation provides the diffraction pattern
at an infinite distance to the aperture but can be applied as long as it is in
the far field. The diffraction experiments in this thesis are evaluated in the
far field, which is why the Fraunhofer approximation is sufficient here.
In its most general form, Kirchhoff’s integral under the Fraunhofer approx-
imation is given by:
Ψp ≈ aQ k02pi i
ei k0(L1+L2+
p2
2L2
)
L1 L2
∫ ∫
aperture
fS(x, y) e−i
~K·~s dx dy (2.23)
Here Ψp is the wave amplitude at a point in the image plane with a distance
to the optical axis p (~p points from the optical axis in the image plane to
p). aQ is the wave amplitude at the source. k0 = 2pi/λ is the absolute of
the wave vector, were λ is the light wavelength. L1 is the distance between
the light source and the aperture. L2 is the distance between aperture and
image plane. fS is the aperture function.~s is the vector from the optical axis
in the aperture to the border of the aperture parallel to ~p and ~K = k0/L2 ~p.
Since the quantities in front of the integral are all constants, they can be
summed together as C:
Ψp ≈ C
∫ ∫
aperture
fS(x, y) e−i
~K·~s dx dy (2.24)
This formula has the exact form of a Fourier transform (with an additional
constant C in front of the integral), which makes the benefit of the Fraun-
hofer approximation apparent: The diffraction pattern of any aperture can
be calculated by a Fourier transform of the aperture function. In the follow-
ing, diffraction patterns and their intensity distributions I(P) = |ΨP|2 for
different apertures are examined. For this chapter, the Fourier transform is
defined as:
FT( f (x)) = F(k) =
∫ ∞
−∞
f (x) e2pi i k x dx (2.25)
The inverse transform is then defined as:
f (x) =
∫ ∞
−∞
F(k) e−2pi i k x dk (2.26)
Note that the 2pi are included in the exponent in this definition. In other
definitions, they are included as a constant or placed only in the inverse
transform.
Diffraction on a Single Slit
The calculations in
the following
subsections are
summarized from
the textbook of
Cowley [43].
The aperture function of a single slit with width a is given by:
f (x) =
|x| > a/2 : 0|x| ≤ a/2 : 1 (2.27)
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Figure 2.6: a) Normalized distribution of the electrical field under Fraunhofer
diffraction on a single slit. b) Normalized intensity distribution under
Fraunhofer diffraction on a single slit.
The Fourier transform is then given by:
F(k) =
∫ a/2
−a/2
e2pi i k x dx =
sin(pi a k)
pi k
(2.28)
The intensity is distributed as:
I(k) =
sin2(pi a k)
(pi k)2
(2.29)
Diffraction on a Circular Aperture
Similar to the single slit in one dimension, a two-dimensional circular aper-
ture has an aperture function given by:
f (x, y) =

√
(x2 + y2) < a/2 : 1√
(x2 + y2) ≥ a/2 : 0
(2.30)
The Fourier transform of this aperture function then yields:
F(k) =
pi a2
2
J1(pi a k)
pi a k
(2.31)
Here, k is a radial coordinate and J1(x) is the first order Bessel function.
The function J1(x)/x is similar to sin(x)/x as encountered for the single
slit. However, the first zero occurs not at a−1 but at 1.22 a−1. The Rayleigh
criterion, as already seen in Equation 2.14, is derived from this diffraction
on a circular aperture. The resulting diffraction pattern, called the Airy
pattern is furthermore used to describe the point spread function (PSF) of
26 basic optics concepts
an aperture, typically an objective lens or an imaging system. The image
of an object that is imaged with an optical system is a convolution of the
systems PSF and the intensity in the object plane [12]. The resolution of
the image can thus be enhanced by deconvolution of the systems PSF and
original image. Calculation of the PSF is sufficient in some cases, while
in other cases the PSF is distorted through lens aberrations and has to be
measured experimentally [68].
Figure 2.7: Airy pattern. a) Normalized distribution of the electrical field under
Fraunhofer diffraction on a circular aperture. b) Normalized intensity
distribution under Fraunhofer diffraction on a circular aperture.
Diffraction on a Double Slit
One of the most famous examples of diffraction is Young’s double slit ex-
periment, first performed in 1801. Thomas Young produced interference
patterns from sunlight that got diffracted at a double slit aperture. With a
single slit in front of the aperture, he was able to generate spatial coher-
ent light rays that illuminated both slits equally. He was furthermore able
to qualitatively explain the interference pattern with Huygens principle
as shown in Figure 2.8. To mathematically explain the diffraction pattern
within the Fraunhofer approximation, the convolution theorem has to be
introduced. It states that if f (x) and g(x) are two integrable functions with
the respective Fourier transforms F(k) and G(k), then the Fourier trans-
form of the convolution of these functions is given by the product of their
respective Fourier transforms: F(k) · G(k). For two slits with a width of a
and a distance between the slits of A, the aperture function can be written
as:
f (x) = s(x) ∗ (δ(x + A/2) + δ(x− A/2)) (2.32)
Here, s(x) denotes the aperture function of a single slit (see Equation 2.27)
and the second term is the aperture function for two very narrow slits
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Figure 2.8: Scan of Thomas Young’s original sketch of the double slit experiment.
Spherical waves that originate in A and B interfere in various phases at
the points C, D, E and F. The image copyright is in the public domain.
(represented by two delta functions) which have a distance A from each
other. The Fourier transform is then given by:
F(k) = a
sin(pi a k)
pi k
(
e−pi i A k + epi i A k
)
= 2a
sin(pi a k)
pi k
cos (pi A k) (2.33)
Figure 2.9: a) Normalized distribution of the electrical field under Fraunhofer
diffraction on a double slit (with A = 8 ∗ a). b) Normalized intensity
distribution under Fraunhofer diffraction on the same double slit.
Diffraction on a Two-Dimensional Periodic Grid
Analogous to the double slit convolution, the aperture function of a 2D
periodic grid of circular apertures can be calculated from the convolution
of a single circular aperture s(x, y) as given by Equation 2.30 and a 2D grid
of delta-functions.
f (x, y) = s(x, y) ∗ P2
N−1
∑
n=0
δ(x − nP)
M−1
∑
m=0
δ(y −mP) (2.34)
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Here, the number of periodically spaced apertures in the x-direction is N,
and in y-direction, there are M apertures. The periodic distance in both
directions is P. Utilizing linearity, translation and other relationships of
the Fourier transform as provided in the book by Cowley [43], the Fourier
transform of the grid can be calculated. A full derivation has been provided
elsewhere [69].
F(kx, ky) = P2Se(kx, ky)
N−1
∑
n=0
(e−ikx P)n
M−1
∑
m=0
(e−ikyP)m
= P2Se(kx, ky)
e.ikx PN − 1
e−ikx P − 1 ·
e.ikyPM − 1
e−ikyP − 1
(2.35)
Here, Se(kx, ky) is the Fourier transform of a single circular aperture as
given by Equation 2.31. With I(kx, ky) = F(kx, ky) · F∗(kx, ky), the intensity
distribution follows.
I(kx, ky) = P4S2e (kx, ky)
(
sin(N kx P2 )
sin( kx P2 )
)2
·
(
sin(M kyP2 )
sin( kyP2 )
)2
(2.36)
It should be noted that in a diffraction experiment, usually only the inten-
sity distribution after an aperture can be recorded. The field amplitude can
typically not be measured, which leads to a loss of the phase information.
However, the position of the diffraction maxima and minima, as well as
grid-perturbation-induced intensity changes can be assessed by measuring
the intensity distribution.
3
M AT E R I A L S A N D M E T H O D S
In this chapter, the general experimental methods that are utilized through-
out the following chapters of this work are introduced from a technical and
methodological perspective.
3.1 nanostructure fabrication
For the image-based-detection in Part ii, transparent pre-cut ((5 ∗ 5) mm2)
fused silica samples (SiO2) are utilized as substrates. For the diffraction-
based-detection in Part iii, non-transparent silicon samples (Si) of the same
size are used. To remove dust particles from the samples, they are cleaned
with dimethyl sulfoxide (DMSO) in an ultrasound bath. Afterward, poly-
methyl methacrylate (PMMA), a positive resist, is spin-coated onto the
substrate. In a high-vacuum chamber, a 3 nm thick layer of chromium (Cr)
is evaporated onto the sample for the SiO2 substrates to reduce surface
charging during electron-beam lithography. Using an eLine plus (Raith),
the desired circular structures (with a radius of 225 nm or 375 nm and a
periodicity of 1.2 µm or 2.0 µm) are inscribed on the sample. Nanostruc-
ture lattices of various sizes ((40 ∗ 40) µm2 − (800 ∗ 800) µm2) are pro-
duced. For the SiO2 substrates, the chromium layer is then removed by
wet chemical etching, and the resist is developed and removed from the
areas that were previously illuminated by the electron beam. This removal
is performed using a solvent. A 3 nm thick layer of titanium (Ti) is then
evaporated onto the sample as an adhesion promoter, followed by a 60 nm
thick layer of gold (Au). The remaining resist is then lifted off in DMSO,
leaving behind the gold nanostructure lattice. This process is summarized
in Figure 3.1. Figure 3.2 shows section of a scanning electron micrograph
of a finished Si sample.
3.2 cell-culture
The experiments in this work are performed with four different human cell
lines: The adenocarcinomic alveolar basal cell line A549 [70], the hepatocyte-
derived carcinoma cell line HuH7 [71], the human-breast-adenocarcinoma
cell line MDA-MB-231 [72], and a primary human melanoma cell line. The
cells are grown in a standardized cell culture procedure and incubated
at 37◦ Celsius and 5 % CO2. A549 cells are cultured in growth medium
consisting of Minimum Essential Medium supplemented with 10 % fetal
bovine serum and 2, 5 mM L-Glutamine. Cells are grown in a culture flask
up to 65− 85 % confluency. Every 2-3 days this confluency is reached, and
they are washed in a PBS buffer solution and trypsinized for 3 minutes at
37◦ Celsius. Afterward, the trypsin is removed by refilling the flask with
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Figure 3.1: Sample fabrication steps: a) Si or SiO2 substrate, b) PMMA spin-
coating, c) Cr evaporation (for SiO2 substrates only), d) electron beam
exposure, e) Cr etching (for SiO2 substrates only), f) PMMA devel-
oping, g) Ti and Au evaporation, h) final sample after the liftoff.
Reprinted with permission from Nano Letters, 2017, 17 (12), pp
8018–8023. Copyright 2017 American Chemical Society.
medium and then centrifuging the mixture for 3 minutes at 1000 rounds
per minute. The trypsin and medium are withdrawn, and the cells are
resuspended in the desired splitting ratio (1/3 ratio, to reach the same
confluency level again in two days). This procedure is the same for HuH7
(MDA-MB-231, primary) cells, with the exception that the utilized culture
medium is Dulbecco’s modified Eagle’s medium (L-15 medium without
the 5 % CO2 atmosphere, RPMI medium) with the same supplements. For
the experiments that utilize the microscopy setup (3.3), the cells are re-
suspended and seeded on the prepared nano-structured sample slide in
the desired confluency. Since the microscope is working under atmospheric
air composition in contrast to the 5 % CO2 in the incubator, the culture
medium is changed to Leibovitz L-15 medium that is supplemented as
before for resuspension. For the diffraction experiments, the medium is
the same as the growth medium, as these experiments are performed in
an incubator with 5 % CO2. In both cases, 1 % penicillin/streptomycin is
added to the medium to avoid bacterial infections. Experiments are either
performed with the cells adhered to standard cell dishes made of plastics
or SiO2 or with the cells adhered directly to the nano-structured substrate
made of SiO2 or Si, another biocompatible material [73]. Biocompatibility
tests of the structured substrates compared to standard cell dishes reveal
no changes in cell adhesion, migration or proliferation.
3.3 microscopy setup and image analysis
Distortion Detection
To quantify distortions in Part ii, high resolution microscopy is utilized. A
Ti-E Eclipse inverted microscope (Nikon Instruments), employed for bright-
field and epi-illumination, is equipped with a 100x oil immersion objective
(NA = 1.4) that, in epi-illumination, also functions as a condenser with
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Figure 3.2: Scanning electron microscopy image of a Si substrate patterned with
a grid of Au structures. The structures have a diameter of 750 nm and
the grid periodicity is 2 µm. The scale bar is 10 µm.
matching NA. The epi-illumination setup is modified from a fluorescence
setup by removing the excitation filter to permit reflection measurements.
A SOLA lamp (Lumencore) and an optical filter with a bandpass wave-
length centered at 628 nm and a bandwidth of 40 nm is used. The images
are acquired with a Clara-E CCD camera (Andor). Samples growing in a
Petri dish (ibidi) are mounted upside down on the inverted microscope,
hence imaging the gold structures through the cell. With this experimen-
tal setup, the images of several thousand gold nanostructures in the field
of view (66 µm ∗ 89 µm) and up to several hundred structures per cell are
recorded and serve as reference points for the localization. The microscope
is equipped with a heating chamber, which keeps the whole setup on a
constant temperature of 37◦ Celsius. This ensures that cell survival is only
limited by the amount of nutrients in the medium and that measurements
can be performed over several days. Furthermore, thermal drifts imaged
sample over time are minimized. For the optical measurement in Part iii
of this work, a specialized microscope of the same type (Ti-E Eclipse) is
utilized. It has the same operating composition but slightly different com-
ponents. The microscope is equipped with a second set of objectives on top
of the sample-holder in addition to inverted detection arm. Therefore, the
cell-induced distortions can additionally be measured without having to
image through the bottom of the Petri dish with a CFI Plan Achro 100x wa-
ter dipping objective (NA = 1.1). This procedure omits to have to mount
the sample upside down. The setup employs Zyla 5.5 sCMOS cameras
(Andor) in both optical arms, which have a four-times bigger sensor and
thereby also a four-times greater field of view.
Image Analysis and Localization Accuracy
To precisely localize the gold structures, rapidSTORM [74] is used to fit
a 2D normal distribution to every single nanostructure automatically. It
records the center of the fit with sub-pixel accuracy (see Figure 3.4 a)).
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Figure 3.3: a) Schematic diagram of the experimental set-up. Bright-field illumi-
nation (blue) is used for cell imaging, while epi-illumination (red) is
essential for nanostructure localization. b) Colored scanning electron
micrograph of an A549 cell (green) on a surface periodically patterned
with gold nanostructures (yellow). Scale bar: 5 µm. Reprinted (modi-
fied) with permission from Nano Letters, 2017, 17 (12), pp 8018–8023.
Copyright 2017 American Chemical Society.
Through this procedure, a centroid-localization-precision that is compara-
ble to super-resolution microscopy [13] is achieved. The optical displace-
ment vector is determined by calculating the difference between the origi-
nal (un-distorted) and the optically displaced image position of each struc-
ture in Mathematica (see Figure 3.4 b)). The original position can be ob-
tained from a calculated or an experimental reference framework without
any cell. The calculated reference framework is computed, based on the
periodicity of the fabricated lattice. For the experimental reference frame-
work, the same gold-structures are imaged in the absence of cells to yield
the unbiased positions of the gold structures. The accuracy of both meth-
ods is assessed by measuring the distortion field in a cell-free image, to
find the more precise method. Since no cell-induced distortion is expected
in such an image, any measured distortions can be attributed to character-
istic precision-dependent measurement errors inherent to the method. For
the experimental reference frame, an image of the gold lattice without any
cells is taken. The sample is then removed from the microscope stage and
remounted to simulate the procedure performed in the measurements with
cells (where the cells have to be seeded onto the substrate after the refer-
ence images have been taken). A second image is then taken, and structure
localization is performed in both images using rapidSTORM. Then the two
lattices of structure localizations are fitted onto each other in Mathematica,
using only translation and rotation of the whole lattice as free parameters.
The resulting distortions of all the structures in the image and hence the
methodological errors are shown in a histogram plot in Figure 3.5 a). A
mean distortion of 1.1 nm is measured. For the calculated reference frame-
work, a periodic lattice of gold structure localizations with the same num-
ber of rows and columns of structures as observed in the image is gener-
ated. This lattice of structure localizations is fitted to the measured lattice
using the same fitting parameters as before, but with additional parameters
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Figure 3.4: a) Schematic of fitting a 2D normal distribution (light blue) to the inten-
sity distribution for every pixel (purple) of an image of a single nanos-
tructure, to enhance localization accuracy. b) The optical displacement
vector for each structure is defined as the vector pointing from the orig-
inal (undistorted) position (center of the fit) to the optically displaced
position.
for tip, tilt and stretch in x- and y-direction. Even with the additional free
parameters, this procedure yields a calculated mean distortion of 11.0 nm
for the same lattice assessed with the experimental reference (see Figure
3.5 b)). This larger mean distortion is mainly attributable to the precision
(typically about 10 nm) attainable with e-beam lithography [75]. Because
of the ten-fold smaller localization error, the experimental reference frame
is used for all experiments. Thus, before each cell measurement, the sam-
ple is imaged without cells in order to obtain this experimental reference.
It should be noted that the accuracy achieved with the experimental ref-
erence is dependent on the precise focus in both the reference frame and
the cell frame since even a small defocus or vibrations of the microscope
in one of the frames can decrease the accuracy. Also, additional distortions
can occur due to small differences in the volume or the composition of the
cell medium between the two measurements.
Confocal Microscopy
In Chapter 5, the cell shape is reconstructed from the data acquired in the
distortion measurement and compared to the actual 3D cell shape. The
3D cell shape is therefore measured independently with a confocal fluo-
rescence microscope by labeling the cell membrane with the Cell Mask
Orange plasma membrane stain (Invitrogen) prior to the measurement of
the optical distortion field. The confocal measurement is performed using
a spinning-disk unit (Yokogawa) and an EMCCD Camera on an inverted
microscope with a Plan-Apochromat 63x Oil objective (Zeiss, NA = 1.46).
To minimize the change in the shape of the living cell over time, the con-
focal measurement and the distortion measurement are performed within
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Figure 3.5: Comparison of accuracies achieved by experimental and calculated
reference frameworks. a) Histogram of the distribution of structural
distortions in a frame without a cell, derived from an experimental
reference frame. b) Histogram for the same frame as in a), this time de-
rived from a calculated reference framework. Reprinted with permis-
sion from Nano Letters, 2017, 17 (12), pp 8018–8023. Copyright 2017
American Chemical Society.
10 minutes of each other. Images with a vertical spacing of 100 nm are
recorded. The images are subsequently thresholded and a bivariate poly-
nomial in x and y, consisting of all terms up to degree twelve, is fitted to
the thresholded data to compute the cell shape.
3.4 diffraction measurement
Setup
Within this thesis, a diffraction setup to measure drug responses of cell en-
sembles in high throughput has been devised and build up. The main com-
ponents of the setup are a laser diode, a diffraction grating, and a CMOS
sensor. The utilized laser diode is a 5 mW ultra-low noise diode laser (Co-
herent) with a wavelength of λ = 635 nm, which provides a coherent light
source with very low noise. As a diffraction grating, a nano-structured
gold lattice on a Si substrate with a lattice size of ((800 ∗ 800) µm2) and a
structure periodicity of 2.0 µm is used (see Section 3.1). The laser light gets
diffracted on the diffraction grating, and the resulting diffraction pattern
can be analyzed. This analysis is done with a UI-1541LE-M monochromatic
CMOS sensor (IDS). It records the shape and intensity of a single diffrac-
tion peak over time. The CMOS sensor has an image area of 6.66 mm ∗
5, 33 mm and a large 5.2µm pixel size, which ensures a high signal-to-
noise ratio. To measure cell-ensemble responses, the cells are seeded in
a 6-channel µ-slide (6-channel 0.4 ibiTreat, ibidi), which is placed directly
above the diffraction grating. As the cells have a refractive index that dif-
fers from the one of the surrounding medium, they change the phase of
the laser light that passes through them. Hence, they change the interfer-
ence condition for the diffraction at the diffraction grating, which in turn
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changes the shape and intensity of the diffraction peak. To assess multiple
positions within one channel and to perform high-throughput experiments
with multiple channels and up to four 6-channel slides at the same time,
the slides are placed on a motorized, high-precision x-,y-,z-scanning stage
H101P1F (Prior Scientific). The stage can be programmed to automatically
measure and loop various samples at defined times (see below). The whole
setup is placed on a damped optical plate to guarantee high mechanical
stability and reduce noise from external vibrations. To enable a diffraction
detection with the cells under typical culture conditions, the diffraction
setup is built inside a cell culture incubator. An INCOmed 246 incubator
(Memmert) is used. It provides standard cell culture conditions (5 % CO2,
37◦ Celsius, 95% humidity) during the experiment and high thermal sta-
bility of the setup. An additional imaging setup is implemented into the
setup, to survey optical information of the measured cell ensemble like cell
confluency, cell proliferation over time, cell adherence and cell clustering
during the experiment. Since microscopy setups are bulky, expensive and
difficult to operate in an incubator automatically, a holographic imaging
setup consisting of only a Kingbright L-9294SECK LED (Kingbright Elec-
tronic Co.) with a wavelength of λ = 610 nm and a OV5640 CMOS sensor
(OmniVision) is employed. The sensor is mounted next to the diffraction
grating, and the motorized scanning stage can move the sample to the
area of interest in between the diffraction measurement. The CMOS sen-
sor is then illuminated by the low coherent light from the LED (placed
above the sensor) and records the holographic image (diffraction pattern)
of the cells. Such an imaging configuration is described in detail in [76]
and provides low-resolution images but a large field of view (image area:
3670 µm ∗ 2735 µm) of the cell ensemble. The complete setup is stylized
and pictured in Figure 3.6. For a simultaneous measurement of a) the cell
shapes of cells in a small ensemble on top of a diffraction grid and b)
the change in diffraction peak intensity that these cells induce over time,
the diffraction setup is furthermore build up within a high-resolution mi-
croscopy setup that is presented in Section 3.3.
For the diffraction measurement, the (2|0)-diffraction peak is recorded.
This peak has been chosen since it is diffracted from the grid under an
angle (see Equation 6.8) that is easily detectable. The same is true for the
(1|0)-diffraction peak, but it is found experimentally that the higher diffrac-
tion order peak provides a better signal-to-noise ratio in the intensity signal.
To analyze the diffraction peak in the far field, the Fraunhofer condition
(see Section 2.3) has to be met. One rough criterion to define the near and
far field approximations is established by the Fresnel number F as defined
by:
F =
a2
L ∗ λ (3.1)
Here, L is the distance between the diffracting aperture and the screen, λ
is the wavelength and a is a characteristic size of the aperture. For F  1
one is in the regime of geometrical optics, for F ≈ 1 the Fresnel approxima-
36 materials and methods
tion holds true and for F  1 the Fraunhofer condition is met. Therefore,
the utilized illumination wavelength of λ = 635 nm and the aperture size
a = 400 µm 1 define a minimum distance between the diffraction grid and
the CMOS sensor in order to detect the diffraction peak in the Fraunhofer
regime. For this, a Fresnel number smaller than 0.5 defined as the Fraun-
hofer regime [77] This yields:
L ≥ 400 ∗ 10
−6m ∗ 400 ∗ 10−6m
0.5 ∗ 635 ∗ 10−9m = 0.504 m (3.2)
The detector has to be set up at a distance of at least 50cm from the grat-
ing. Therefore two optical mirrors are utilized in the setup to facilitate
an optical distance of about 60cm within the incubator. This configuration
guarantees a distinct main peak and distinctly separated side peaks on the
detector.
Signal Read Out and Software
Julian Aschauer [78] developed the measurement program utilized in the
diffraction setup in c++ on the basis of the UEyeDemo program provided
with the IDS CMOS sensor. The program provides a graphic user interface
to design experiments, which are then automatically run by the program.
For this, the program directly communicates with the motorized stage, the
CMOS sensor for the diffraction detection and the LED and sensor of the
holographic imaging setup. The sample and mirrors are manually adjusted
so that the diffraction peak is imaged in the center of the CMOS sensor.
Then the peak intensity is maximized by fine adjusting the center of the
laser to the center of the diffraction grid. The program now tracks the
peak maximum over time by fitting an ellipse area onto the detected in-
tensity profile. The major and minor semi-axis of the ellipse are calculated
by fitting normal distributions to the peak intensity in these semi-axes and
setting the respective semi-axis diameter to four standard deviations of the
fitted normal distribution. The peak intensity is calculated by summation
over all pixel intensities within the fitted ellipse and recorded with a frame
rate of 5 frames per second. The diffraction peak in each channel is ana-
lyzed for a particular time (typically one minute), then an image of the
sample area is optionally taken with the holographic imaging setup, and
the next channel is analyzed. For each distinct channel measurement, the
center of the ellipse fit and the ellipse fitting parameters are saved in a
log file, and a single image of the peak distribution is recorded for easily
accessible drift detection. In addition to the peak intensity, the standard
deviation of the peak intensity over the last 50 frames and the time of
recording are saved for every frame in a data file for further analysis. A
more detailed description of the functionality of the program, the working
principle of the tracking algorithm as well as a software manual can be
found in [78].
1 Here, a is defined as half the structure size in accordance with utilizing the radius for
circular apertures, and the use of the half-angle in the definition of the numerical aperture.
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Figure 3.6: a) 2D schematic of the diffraction setup: the setup is built on an optical
plate inside a CO2-incubator to provide stable measurement conditions.
The cells are seeded in 6-channel slides on a motorized, high-precision
x-,y-,z-stage to allow for high throughput measurements. An ultra-low
noise diode laser provides the coherent light source that illuminates
the diffraction grating below the cell-sample. A CMOS sensor is uti-
lized to record the intensity and the profile of a resulting diffraction
peak. An LED and an additional CMOS sensor underneath the sam-
ple form an additional functional unit that provides holographic im-
ages of the cell-sample, which are used as an optical control. b) Image
of the CO2-incubator that houses the diffraction setup. The incubator
provides standard conditions (5 % CO2, 37◦ Celsius, high humidity)
for the experiment. c) Image of the diffraction setup. The laser light
path is stylized by the red line. The diffraction peak is reflected to-
ward the CMOS sensor via two optical mirrors (dashed, light-red line),
which guarantees that the recorded diffraction pattern is within the
Fraunhofer regime. The subsequent channels of the 6-channel slide are
scanned in by driving the stage in the x-direction, while the sample
is placed on top of the CMOS sensor when driving the stage in the
y-direction.
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3.5 hydrogel fabrication
To encapsulate cells in a hydrogel, a pre-polymer solution containing cells
is produced, which is then polymerized inside a culture dish by light-
illumination. A detailed protocol can be found in Dietrich et al. [79]. The
pre-polymer solution is prepared in PBS buffer with 20 kDa 4-armed poly-
ethylene glycol norbornene (PEG-NB, JenKem Technology), dithiol-contain-
ing, MMP-degradable cross-linking peptide (KCGPQGIWGQCK, Iris Biotech),
CRGDS-peptide (RGD, Iris Biotech) and the photo-initiator lithium phenyl-
2,4,6-trimethylbenzoylphosphinate (LAP, custom synthesized, see also [80]).
Cells are suspended in PBS and added to the pre-polymer solution. The
amount of each substance used can be found in Table 3.1. After the ad-
dition of the suspended cells, the pre-polymer solution is pipetted into a
channel of a 6-channel µ-slide (6-channel 0.4 ibiTreat, ibidi) and the hydro-
gel is polymerized by illumination with collimated UV light (λ = 365 nm)
through a custom-made chrome mask at 10 mW/cm2 for 30 seconds. The
remaining pre-polymer solution is washed out with PBS, and the hydrogel
is incubated in culture medium under standard conditions for at least two
hours before the start of the experiment to allow the hydrogel to swell to
a steady state. The process yields one hydrogel structure per illuminated
channel with a structure width of 1 mm, a length of 2 mm and a height of
400 µm (limited by the channel height). Figure 3.7 shows two images of a
polymerized hydrogel in a channel of a 6-channel slide, one without cells
(a) and one with a low cell density (b).
Substance Substance Concentration Volume
PEG-NB 20 mM 6.75 µl
RGD 20 mM 2.25 µl
KCGPQGIWGQCK 40 mM 4.05 µl
LAP 20 mM 6.75 µl
PBS 10.20 µl
Cells in PBS 1− 1.5 · 106cells/ml 15.00 µl
Sum 45.00 µl
Table 3.1: Composition of the pre-polymere solution for the hydrogel fabrication.
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Figure 3.7: Images of a polymerized hydrogel in a channel of a 6-channel slide
without cells (a) and with a low cell density (b).

Part II
R E S U LT S - I M A G E - B A S E D D E T E C T I O N
The results presented in this part are summarized in the publi-
cation:
"Single-Cell Optical Distortion Correction and Label-Free 3D
Cell Shape Reconstruction on Lattices of Nanostructures"
by Stephan, Jürgen and Keber, Felix and Stierle, Valentin and
Rädler, Joachim O. and Paulitschke, Philipp. [81]

4
Q U A N T I F I C AT I O N A N D C O R R E C T I O N O F
S I N G L E - C E L L - I N D U C E D D I S T O RT I O N S
4.1 specimen-induced distortions in microscopy
On the one hand, adaptive optics is a heavily studied field in biological
imaging and has helped to improve image contrast and resolution in thick
tissue imaging (see Section 2.2). On the other hand, specimen-induced dis-
tortions have not received a substantial amount of attention in biological
imaging. In 2002, James Pawley qualitatively showed that refractive index
variations in thin cell sheets significantly distorted the imaged in live-cell
confocal microscopy [82]. He thereby challenged the prevailing notion that
the nearly constant refractive index within a cell and thus within a thin
tissue does not induce significant image distortions.
A quantitative measure of specimen-induced distortion in light microscopy
was then provided in 2007 by Schwertner et al. [64]. By interferometrically
measuring wavefront distortions and subsequent Zernike polynomial anal-
ysis, they were able to show that biological specimen of only 20 µm thick-
ness can cause image distortions of up to several hundred nanometers in x-,
y- and z-direction. They furthermore showed that even by utilizing wave-
front sensors in confocal and two-photon microscopes, image distortions
cannot be fully corrected when operating these microscopes in the stan-
dard epi-configuration [83], which is characterized by imaging and illumi-
nating with the same objective. For very thin specimen or single cells the ef-
fect of specimen-induced distortions has previously been considered to be
small [64], but for imaging techniques that measure spatial distances in or
through such specimen, even small distortions in the order of a 10− 50 nm
can significantly impair the accuracy of the measurement.
One such technique is traction-force-microscopy [84–89]. In this technique,
cells are placed on a flexible substrate, which is either a gel with fluorescent
beads or a grid of flexible pillars or nanowires. Cell forces are calculated by
measuring the mechanical displacement of the beads, pillars or nanowires.
This calculation can be done by knowing the spring-constant of the pillars
and nanowires or the stiffness of the gel. The technique allows quantifying
cell forces with a precision down to the piconewton regime by employing
high-resolution localization microscopy. For thicker transparent [90, 91] or
non-transparent samples [92–95], imaging through the cell is typically un-
avoidable. In these cases, the accuracy of force calculation may be impaired,
since the optical distortions in the measurement can superimpose the me-
chanical displacements.
In fluorescence localization microscopy and single-particle tracking [15, 96–
98] the imaging is also often done through or into living cells, and localiza-
tion accuracies in the nanometer range are required. These accuracies can
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again be limited by optical refraction at the specimen, and consequently,
an optical correction might be of need [99]. To asses the magnitude of dis-
tortion in traction-force- and localization-microscopy and thus determine
whether or not a distortion correction is needed, a quantitative measure-
ment of single-cell-induced distortions is required. However, until now op-
tical distortions induced by single cells have not been investigated.
4.2 optical quantification on nano-structured grid
Quantification Method
As distortions are not directly visible in an image, they cannot be quan-
tified by only imaging the specimen. One empirical approach to quantify
distortions is the utilization of a calibration specimen as a reference frame-
work [100, 101]. Such a calibration specimen is characterized by a repetitive
pattern or lattice with known spatial distances [102]. The distortion field
(i.e., the spatially resolved distribution of optical distortions) in an image
can then be quantified by the difference between the actual and the mea-
sured distances between characteristic points of the calibration specimen.
Since here the distortions induced by single cells are of interest, and hence
the cells inducing the distortions and the calibration specimen have to be
imaged at the same time, the substrate on which the cells are seeded is
periodically patterned with gold nanostructures to act as the desired cali-
bration specimen.
To this end, a precise lattice of periodically patterned gold nanostructures
is lithographed onto the substrate as described in the fabrication process
(see Section 3.1). To quantify the optical distortions induced by living sin-
gle cells growing on such a substrate, typical adherent cell lines are chosen,
and these cells are cultured and seeded as described in Section 3.2. With
the help of a high-resolution localization microscopy set-up, which is in-
troduced in Section 3.3, the local cell-induced distortion can be quantified
with reference to the fixed underlying lattice.
Figure 4.1a) shows a bright-field image of a typical adherent A549 cell. This
image allows for localization of the cell but is not suited for a comprehen-
sive localization of the gold structures due to the similarity in gray-scale
intensities between the cell and the structures. This becomes particularly
obvious in the close-up and the plotted intensity profile (e.g., at 5 − 10 µm)
in Figure 4a). However, the gold structures can be localized either by flu-
orescence labeling or by measuring in reflection mode (epi-illumination),
which permits clear differentiation between the gray-scale intensities asso-
ciated with intracellular structures and the underlying nanostructures. In
this work, the reflection measurement is chosen (see Figure 3.3a)), since
no additional labeling is needed and the bleaching of fluorophores (which
would otherwise limit the observation time) is avoided. The localization is
done by fitting a 2D normal distribution to every single nanostructure, as
described in Section 3.3. This procedure allows achieving a centroid local-
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Figure 4.1: a) Bright-field image of a single adherent A549 cell on a nano-
structured substrate. The cell outline is highlighted in green. The lower
inset shows the intensity profile of the cross-section corresponding to
the red line, while the upper inset shows a close-up. b) Reflection im-
age of the same sample as in a). c) Vector plot of the distortion field.
The vectors point from the original to the displaced positions of the
gold nanostructures in the images. The upper inset shows a two-fold
enlargement. The bottom inset shows the scaling vectors. Scale bars:
10 µm. Reprinted with permission from Nano Letters, 2017, 17 (12), pp
8018–8023. Copyright 2017 American Chemical Society.
ization precision comparable to super-resolution microscopy [13].
A typical reflection image is shown in Figure 4.1b), where localization of
the gold structures is achieved even inside the area occupied by the cell
(highlighted in the close-up and the intensity profile). With the help of a
reference frame of the undistorted structures, the local cell-induced distor-
tions can be quantified with an ultra-high accuracy down to 1.1 nm (see
Section 3.3). Figure 4.1c) shows a vector plot of the distortion field induced
by the single cell. For better visualization the optical displacement vectors
are enhanced in comparison to the spatial distance in the image. The ap-
parent distinction between the vector sizes in the areas with and without
the cell highlights the high signal to noise ratio of the method.
Distortion Magnitude
For the depicted cell, absolute values of the measured optical displacement
vectors ~dm range from a few nm to a maximum distortion of 240 nm, with
an average of the absolute values of the distortions of 85 nm inside the area
covered by the cell. Table 4.1 summarizes the mean and maximum distor-
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Cell Mean Distortion Max. Distortion Datapoints rdError
1 85 nm 240 nm 456 13 %
2 50 nm 150 nm 149 8 %
3 79 nm 172 nm 65 8 %
4 126 nm 227 nm 90 6 %
5 60 nm 144 nm 93 4 %
6 103 nm 187 nm 69 9 %
7 111 nm 362 nm 76 13 %
8 101 nm 493 nm 110 17 %
9 75 nm 192 nm 92 8 %
10 142 nm 315 nm 143 10 %
Average 93 nm 248 nm 10 %
Table 4.1: Mean- and maximum-vaules for distortions induced by 10 different
measured A549 cells. Additionally the number of data points per cell
and the maximum of the relative distortion-induced distance error
(rdError) is obtained.
tions measured for a total of 10 different A549 cells. (Note that cell 1 is
the depicted cell, and cells 2-10 have been measured with 2.0 µm grids.)
On average these cells distort the image by about 90 nm with a total max-
imum distortion of about 490 nm being measured. Additional time-lapse
measurements of the distortion fields induced by Huh7 cells show similar
optical displacements of up to 400 nm (see Section 5.2).
The distortion measurement should be independent of the mode of illumi-
nation (trans- or epi-illumination) as the distortions occur due to a change
of the imaging light path after the gold structures, which is the same in
brightfield-, reflection-, and fluorescence-measurements. To illustrate this,
one can look at the optical effects of the cell and how they would alter the
image.
In the experimental distortion measurement, the light travels through the
cell twice. Once in the illumination path entering the cell and once in the
scattered light path from the gold structures leaving the cell again. The illu-
mination light path is responsible for the homogeneous illumination of the
sample. The only effect that would lead to distortions in the image caused
by this path is inhomogeneous illumination. Refraction and absorption at
the cell can alter the local illumination at the gold structure plane and
therefore lead to inhomogeneous illumination. This, in turn, could lead to
a distorted center of the structures when imaging them. However, no sig-
nificant inhomogeneities are observed.
This can be seen in Figure 4.1 b) and the corresponding inset, where the
gold structure intensity profiles (inset) in the cell area and the non-cell
area are not significantly different from each other. Therefore, it can be
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assumed that inhomogeneous illumination and cell-induced effects due to
distortions on the illumination path are negligible. Hence, the cell-induced
change to the light path after the reflection is decisive for the distortions
that occur in the imaging of the gold structures. The light originating from
each structure is collected by the objective and forms the image, in general
regardless of the illumination light path. Thus, only the displacement of
the light path between the sample and the image causes the optical distor-
tion of the structure in the image. The order of magnitude of the measured
distortions is further validated by ray tracing simulations of a model cell
in the microscope system, which show comparable image distortions (see
Section 4.4).
Implications for Localization Microscopy
To put these results into perspective, the distortions (optical displacements)
are compared to the observed pillar and nanowire displacements in state-
of-the-art traction-force microscopy set-ups that also image through single
cells. Typically reported displacements range from a few 10 nm up to 1 µm
[90, 92] and are thus in the same order of magnitude as the cell-induced dis-
tortions reported here. Distortions can also affect distance measurements
between two different read-out points, e.g. in fluorescence localization and
single-particle tracing.[15] The measured distortion fields can be utilized
to assess the distortion-induced error caused in such a distance measure-
ment. To this end, the optical displacement vector difference between two
spatial points is calculated, which represents the optical error in a distance
measurement between these two points. For the distortion field depicted
in Figure 4.1 c), the optical errors for all points that are 1.2 µm apart from
each other within one cell are computed. Here, a maximum vector differ-
ence of 0.15 µm is calculated, which is equivalent to an error of about 13 %
over the measured distance. For all the measured cells a maximum error in
the relative distance between two nanostructures due to cell-induced dis-
tortions of up to 17 % is observed (see Table 4.1).
To summarize, the measured optical displacements show that distortions
reduce the accuracy of localization and distance determination, and cannot
be considered negligible when imaging through a single cell.
4.3 quantification measurement in traction force microscopy
This section is based on the results published in the associated manuscript
"Ultra-Flexible Nanowire Array for Label- and Distortion-Free Cellular For-
ce Tracking" by Paulitschke, Philipp and Keber, Felix and Lebedev, Andrej
and Stephan, Jürgen and Lorenz, Heribert and Hasselmann, Sebastian and
Heinrich, Doris and Weig, Eva M. [103].
Here, as a proof of principle, a distortion quantification is performed in
a traction force microscopy setup. To this end, cells of the slime mold Dic-
tyostelium discoideum are seeded on a grid of GaAs-nanowires. The nanowires
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have a periodicity of 2.8 µm, a length of 4.6 µm and a head diameter of
1.4 µm. This geometry yields a nanowire-spring-constant of about 165 N/m,
making them completely rigid. Therefore, any detected nanowire displace-
ment is not due to a mechanical displacement but due to optical distortion.
The spacing also guarantees that the cells do not adhere in between the
pillars but atop of the array as shown in Figure 4.2 a). A confocal spinning
disk microscope is employed to simultaneously monitor the cells (labeled
with Lim-GFP), and the reflected intensity of the nanowire heads over time
in two distinct color channels. As the GaAs-sample and the nanowires are
non-transparent the imaging is performed in a similar epi-configuration as
utilized in Section 4.2.
Figure 4.2 b) depicts an overlay of the two channels with a cell in green and
the nanowires in blue. The white arrows indicate displacements between
the depicted frame and a reference frame without a cell. These displace-
ments are calculated as described before. The arrows have again been en-
hanced in scale compared to the spatial distance, to provide visibility of the
effect. Since the nanowires are completely immobile due to cell-forces, the
apparent displacements are due to cell-induced distortions to the image.
The time evolution of the distortions on four different nanowires (labeled
1-4) is presented in Figure 4.2 c). As the cell migrates from Nanowire 3
and Nanowire 4 towards Nanowire 2, the measured distortion changes at
these positions, while it is relatively constant at Nanowire 1, which is not
in contact with the cell at any time.
Similar to the results of the previous section, optical distortion of up to
150 nm are observed due to imaging through Dictyostelium discoideum cells
in a traction force microscopy configuration. When utilizing such an op-
tical configuration (i.e., imaging through the cells), these distortions lead
to false mechanical displacement recordings and thus falsify the cell-force
calculations. Thus, the prevention of a falsified detection or a correction of
the optical distortions is needed.
One way to circumvent the problem of imaging through the cells is intro-
duced in the associated manuscript [103]. Here, an improved geometrical
design of the nanowire array is provided, which allows the cells to adhere
between the nanowires. Thus the optical properties of the cell are sepa-
rated from the cell-induced mechanical nanowire-displacements. For this,
the Dictyostelium discoideum cells are seeded onto a sample with flexible
nanowires. These nanowires have a lattice periodicity of 5.0 µm, a length of
8.8 µm and a head diameter of 0.6 µm. In this geometry, the cells adhere in
between the nanowires, and by migrating on the surface, they deflect the
nanowires mechanically. The mechanical displacement of the nanowires
can be measured with the epi-setup utilized before, without having to im-
age through the cells and thus without interference from overlaying optical
distortions.
Figure 4.3 shows such an experiment. Here, a Dictyostelium discoideum cell
inside a nanowire array is imaged over time. The mechanical nanowire dis-
placement is calculated from a reference frame of undisplaced nanowires.
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Figure 4.2: Cell-induced distortions in a traction force setup. a) Scanning electron
micrograph of Dictyostelium discoideum cells (false color) on an array
of rigid GaAs-nanowires. b) Fluorescence image of a cell (green) la-
beled with Lim-GFP on the immobile nanowire-heads (blue, reflection
signal). The white arrows indicate the magnitude of the cell-induced
optical distortions (scaled by a factor of 17.75 for better visualiza-
tion). c) Distortion measurement over time for four distinct nanowires.
Reprinted with permission from Nano Letters, Article ASAP, 2018.
Copyright 2018 American Chemical Society.
While on Nanowire 1 a maximum deflection of over 3 µm due to cell forces
is measured, Nanowire 2 and Nanowire 4 exhibit displacements in the
same order of magnitude as the previously presented distortion measure-
ment. These measures validate the concern of a falsified detection on rele-
vant length scales in uncorrected traction force setups that image through
the cells.
Therefore, a more general distortion correction that does not need a mod-
ified geometry of the nanowire array, is desirable. A correction that also
works for force traction setups, which utilize cells on top of pillars, nanowires
or gels, can provide an even greater benefit for researchers.
4.4 image correction for localization microscopy
To improve distortion-limited accuracies in quantitative localization tech-
niques on a widely applicable basis and without posing an a priori restric-
tion on the experiment design and sample geometry (as done in the pre-
vious chapter), an ex-post correction of the distortions in the microscope
images is proposed. This correction is done by performing a pixel-wise
remapping of the distorted image based on the inverted distortion vector
at each pixel. The inverted distortion vector is derived by applying a simpli-
fied geometrical optics approach that allows one to link the 3D cell shape
and the distortions without the need for a reference framework. The 3D
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Figure 4.3: Cell-induced mechanical deflection measurement, without distortions.
a) Fluorescence images of a migrating cell (green) labeled with Lim-
GFP between the flexible nanowires (blue, reflection signal) at two
time points. The red arrows denote observed nanowire deflections in
respect to the reference frame. The red arrows are scaled by a factor of
10 for better visualization. The blue deflection vector in the inset is un-
scaled. b) Deflection measurement and calculated cell force over time
for four distinct nanowires. Note that the contact height of the cell and
the nanowire has to be obtained (e.g., from the confocal data) to calcu-
late cell forces in this configuration. Reprinted with permission from
Nano Letters, Article ASAP, 2018. Copyright 2018 American Chemical
Society.
cell shape is accessible by a variety of optical microscopy techniques. Here,
it is measured by confocal fluorescence microscopy as described in Section
3.3.
A Geometric Optics Model for Distortion Correction
In the proposed geometrical optics approach, the optical rays that are re-
fracted at the cell boundaries are traced. With the help of two approxima-
tions, a differential equation that links the distortions to the 3D cell shape
can be formulated: First, since the differences in refractive index within
cells are in general smaller than the refractive index difference between the
cell and the surrounding medium, an approximation of the cell as a com-
partment with a constant refractive index is made. The second approxima-
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Figure 4.4: Schematic illustration of the optical refraction caused by an adherent
cell. The apparent optical displacement D of a structure underneath
the cell, caused by refraction, is shown by the path of the refracted ray
(red arrow) and the reference ray without a cell (black dotted arrow).
Reprinted (modified) with permission from Nano Letters, 2017, 17 (12),
pp 8018–8023. Copyright 2017 American Chemical Society.
tion is that the distortion vector ~d(x, y) at a certain image position (pixel) is
equal to the displacement ~D(x, y) of a single specific ray that exits the cell
parallel to the optical axis at that position. In this subsection, the resulting
model equation to correct for cell-induced distortions is derived. Then, in
the following two subsections the two approximations that are made are
discussed in detail.
The geometrical optics approach is schematically depicted in Figure 4.4,
where the rays in the presence (red arrow) or absence (black dotted arrow)
of a cell are displaced by a distance D due to Snell’s law (see Equation 2.8).
The differential equation for dx(x, y) is then given by Equation 4.1. For sim-
plicity only the x-component of the distortion vector is displayed (for the
derivation and the full equation, see Appendix A.1):
dx(x, y) = tan
(
− sin−1
(
sin
(
tan−1
(
dh(x, y)
dx
))
· n1
n2
)
+ tan−1
(
dh(x, y)
dx
))
∗ h(x, y)
(4.1)
Here n1 and n2 are the refractive indices of the surrounding medium and
the cell, respectively, which are taken from established literature (surround-
ing medium: n1 = 1.34 [104] and A459 cell: n2 = 1.36 [105]). Furthermore,
h(x, y) is the cell height at the point of refraction and dh(x, y)/dx denotes
the tangent of the angle α at that point, whereas α is the angle between the
surface normal and the incident light ray.
Discussion on the Constant Refractive Index Approximation
In this subsection, specific considerations on common refractive index vari-
ations inside a cell are provided. Various causes for intracellular refractive
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index differences have been reported in literature [106]. The cell refractive
index can vary spatially, but also due to cell cycle, cell passage and from
cell to cell. However, the most common distinction that is being made and
quantitatively assessed, is the difference in refractive index between the cy-
toplasm and the nucleus [105, 107–110].
For that reason, here, the focus is put on this refractive index difference.
To quantify such intracellular refractive index differences in relation to the
refractive index difference to the surrounding medium, a ratio r is defined
as r = |ncytoplasm − nmedium| / |ncytoplasm − nnucleus|. The greater this ratio r,
the more accurate is the approximation.
For the utilized cell line, A549, the refractive index difference between the
cytoplasm and the nucleus is about 0.004 refractive index units while the
difference between the cell and the medium is about 0.02 refractive index
units [104, 105]. Therefore, a ratio of r = 5 is obtained. Furthermore, the
feasibility of the approximation is assessed for various other cell lines, for
which literature values for cytoplasm and nucleus refractive index could
be found. The results are summarized in Table 4.2. No ratios r < 1 are
reported.
Cell Line ncytoplasm nnucleus Reference r
A549 1.356 1.352 [105] 5.00
HeLa 1.360-1.390 1.355-1.365 [107] 1.42-4.00
HeLa 1.375 1.371 [108] 8.75
BEAS-2B 1.366 1.353 [105] 2.00
HVE 1.373 1.343 [105] 1.10
MCF-7 1.378 1.351 [105] 1.40
ASM 1.357-1.364 1.360 [109] 5.67-∞
CHO 1.372 1.392 [110] 1.60
HEK 293 Similar to HeLa Similar to HeLa [107] See HeLa
Primary
Rat Neu-
ron
Similar to HeLa Similar to HeLa [107] See HeLa
B35 Neu-
roblas-
toma
Similar to HeLa Similar to HeLa [107] See HeLa
Table 4.2: Literature refractive index values of cytoplasm and nucleus for
various cell lines and the corresponding ratio r = |ncytoplasm −
nmedium| / |ncytoplasm − nnucleus| to estimate the feasibility of the constant
refractive index approximation.
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Discussion on the Single Ray Approximation
The second approximation that is used is that the image distortion d is
equal to the displacement D of the ray that exits the cell parallel to the
optical axis. To show that the single ray gives a good measure of the dis-
placement of all the rays originating in a single point that exit the cell and
are then collected by the objective, ray-tracing simulations of the optical
system are performed. The microscope system is simulated with the cell
as an additional lens, using ZEMAX (ZEMAX Development Corporation).
The "cell-lens" is constructed as a hemisphere with 26 µm diameter whose
center is located at z = −3 µm, so that its maximum height is 10 µm. The
refractive index of the cell is taken to be ncell = 1.36, and a refractive index
of nmedium = 1.34 is assumed for the medium. Rays that are emitted by
point sources directly underneath the cell are refracted at the cell/medium
interface, depending on the local cell shape (see Figure 4.5 a)). All the rays
collected by the NA of the objective can now be traced to the image plane
(see Figure 4.5 b)). It can be observed that the traced rays disperse in the
image, but the chief (primary) ray position is in the center of the distri-
bution. Additionally, the expected cell-induced distortions are computed
with Equation 4.1. Comparable displacements are found for the chief ray
in the ray-tracing simulation, and the ray traced in the model (see Figure
4.6). Hence, it is concluded that the single-ray approximation is reasonable.
Figure 4.5: Ray-tracing simulation. a) Model of the cell as a lens in the microscopy
system. Point sources directly underneath the cell emit light rays that
are refracted at the curved cell boundary and then gathered by the
objective to be imaged in the image plane. b) Image plane distortions
of the rays from a). The colored dots mark the distorted rays that are
imaged. The cross marks the undistorted image spot in the system
without the cell. The black dot marks the centroid position of all im-
aged rays. Distortions in the image plane are magnified by a factor 100,
corresponding to the magnification of the objective. Reprinted with
permission from Nano Letters, 2017, 17 (12), pp 8018–8023. Copyright
2017 American Chemical Society.
Correcting Image Distortion
With the geometric optics model and Equation 4.1, the cell-induced distor-
tions in an image can be predicted from the 3D shape of the cell, and in
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Figure 4.6: Cell-induced optical displacements of the chief ray derived from ray
tracing (blue) and calculated using the single ray approximation (pur-
ple). The cell is modeled as a hemisphere, with a radius of 13 µm (cen-
tered at x = 0 µm; y = 0 µm; z = −3 µm). Reprinted with permission
from Nano Letters, 2017, 17 (12), pp 8018–8023. Copyright 2017 Amer-
ican Chemical Society.
turn, the image can be corrected by remapping it accordingly. Here, the
3D shape is obtained with confocal fluorescence microscopy as described
in Section 3.3. For the previously analyzed cell in Figure 4.1 the confo-
cally measurement 3D shape is depicted in Figure 4.7 a). For the remap-
ping, the confocal measurement and the distorted image are aligned in x-
and y-directions by aligning distinct structure localizations. For each image
pixel, a distortion vector is calculated utilizing Equation 4.1. The parame-
ters h(x, y) and dh(x, y)/dx are obtained by fitting a 2D polynomial to the
confocal data. To correct image distortions, each image pixel is translated
in accordance with the inverted distortion vector −~d(x, y) at that pixel (pur-
ple translation grid in Figure 4.7 b)), thus deforming the image grid. The
deformed grid is then mapped to the new, corrected image grid. This pro-
cedure is done using the OpenCV function “remap”. In the Appendix A.2
the distorted image and the corrected image are shown (see Figure A.2).
Even though little difference can be discerned by eye, the following distor-
tion analysis reveals the achieved correction.
To quantify the quality of the correction, the corrected image is analyzed
with the same reference framework as the original image. This is depicted
in Figure 4.7 c). Compared to the measured displacement vectors ~dm in
the original image (see Figure 4 c)), the corrected displacement vectors ~dc
in the corrected image are distinctly reduced in the area occupied by the
cell. The reduction is depicted quantitatively in the optical displacement
distribution in Figure 4.7 d). The effective mean distortion induced by the
cell, as well as the width of the distortion distribution, is reduced by as
much as a factor of three, from 85 nm to 27 nm and from 52 nm to 17 nm,
respectively. To evaluate the correction for systematic errors the angle ϕ
between the corrected and measured distortion vectors (see inset in Figure
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4.7 d)) is analyzed. The distortion at a structure is defined as being under-
corrected if the vector ~dc points in same direction as ~dm (|ϕ| < pi/2) and
over-corrected if it is pointing in the opposite direction (|ϕ| > pi/2). In
Figure 4.7 e) the absolute change in vector length through the correction
dϕ = |(|( ~dm)| − |(~dc)|)| is depicted for each structure, using a separate color
scale for under-corrected (blue) and over-corrected (purple) structures (for
details, see Figure A.3 in the Appendix A.2).
The largest corrections are achieved at the border region of the cell, where
the greatest distortions occur. These areas tend to be slightly under-correct-
ed. Note that there are no distinctly visible correction errors induced in the
cell center, where the nucleus is located, which confirms the constant refrac-
tive index approximation. No free fitting parameters are used, as the cor-
rection solely relies on Equation 4.1, the confocal data and literature values.
The correction approach dispenses with the use of a reference framework.
It therefore enables distortion correction for techniques that cannot practi-
cally implement a reference framework, like traction-force microscopy, but
also for fluorescence methods that image at various planes inside the cell.
The correction by a factor of three also improves the localization accuracy
in these techniques by the same amount. This improvement is compara-
ble in magnitude to image quality improvements due to adaptive optics in
thick tissue imaging [111] and does not require extensive computing.
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Figure 4.7: Correction method and quality of correction. a) Derivation of cell
heights from confocal fluorescence measurement. Scale bar: 10 nm. b)
Cell shape fitted to confocal data (yellow-green with the same scale bar
as in a) and corresponding translation grid for the remapping (purple).
c) Distortion field (dc) of the corrected image. The top inset shows a
two-fold enlargement, while the bottom inset shows the scaling vec-
tors. d) Absolute distortion distribution in the original (dm) and the
corrected (dc) image. The inset shows a cartoon schematically depicting
structure distortions before and after correction. e) Absolute change in
distortion following the correction. Under-corrected areas are defined
as areas where the vectors point in the same direction (|ϕ| < pi/2) be-
fore and after correction, and over-corrected areas are defined as areas
where they point in opposite directions (|ϕ| > pi/2). Blue colors denote
under-corrected distortions, while purple colors denote over-corrected
distortions. Reprinted with permission from Nano Letters, 2017, 17
(12), pp 8018–8023. Copyright 2017 American Chemical Society.
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3D C E L L S H A P E R E C O N S T R U C T I O N F R O M
D I S T O RT I O N S
5.1 cell shape visualization methods overview
Methods that allow measuring the shape of living cells are of interest when
looking for cell responses to external cues and measuring cell dynamics.
Examples are the exposure of cells to confined surroundings [112, 113] or
the testing of cell morphology responses to drug exposure [114, 115]. Fur-
thermore, the cell shape can be used to detect the state of the cell in the
cell cycle [116–118], the fitness of cells [119] and the occurrence of specific
cell programs like necrosis or apoptosis [120] as well as cell differentiation
[121].
The most commonly utilized tool to measure cell shape in 3D is fluores-
cence microscopy, where for example the cell membrane is labeled with a
fluorescent marker, and the fluorescence signal of the marker is measured
and tracked over time (see Section 2.1). However, there is one inherent
drawback to this technique: The fact that the label itself can induce changes
to the cell behavior and therefore bias results [122]. Additional disadvan-
tages are the effects of phototoxicity and photobleaching of the fluorescent
marker over time, which limit the time and number of images that can be
taken [36, 123]. Together these drawbacks foster a need for other label-free
and fast 3D cell shape visualization techniques [124, 125].
Atomic force microscopy is another invasive technique that can be used,
but since it is inherently slow, it does not provide a suitable option for
most 3D live cell imaging tasks.
More recently, quantitative phase imaging [126, 127] has been established
as a method for single-shot, label-free 3D cell shape measurements, as it
can circumvent the drawbacks of the fluorescence techniques. The method
can thus be utilized to measure fast cell volume changes, e.g. due to os-
motic changes [128] or apoptosis [129]. To measure the 3D shape of cells,
such techniques utilize the cell refractive index and are thus similar to
the method proposed here. However, they are reliant on measuring cell-
induced phase shifts, thereby requiring specialized equipment like Michel-
son interferometer-based setups [126].
5.2 single shot, label-free 3d cell shape reconstruction
In addition to the enabled correction in Section 4.4, one further advantage
of the derived relation is that Equation 4.1 and the measured distortion
field can also be used for fast 3D cell shape reconstruction without the need
for labeling. For the 3D reconstruction, the initial value problem (Equation
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4.1) needs to be solved for the cell height h(x, y) for the measured distortion
field. The mathematical procedure is provided in the following paragraph.
For the 3D reconstruction, Equation 4.1 is solved for h(x, y) using Math-
ematica. This is done in 1D along different paths. The need to use this
procedure arises from the fact that the measured discrete vector field can-
not be assumed to be conservative, and therefore the line-integral cannot
be assumed to be path independent. Figure 5.1 a) shows the distortion
measurement of the cell previously evaluated in Chapter 4. The distortions
have been quantified for periodic points along 40 lines and 23 columns.
Here, each line is chosen as a 1D path to solve Equation 4.1. The red out-
line in Figure 5.1 a) is an exemplary part of one such path and is depicted
in magnification in Figure 5.1 b). For each path, the projection of the dis-
tortion vectors along the path direction is taken (see Figure 5.1 c)), and the
distortions are interpolated between the measured data points. The distor-
tion vectors below a length threshold of 5 nm are set to 0 nm in order to
minimize noise errors outside the cell. For each path, the boundary con-
dition of the ordinary differential equation is fixed by setting the height
at the lowest point (determined by prior evaluation) outside of the cell to
0.01 µm. This procedure guarantees that the equation is solvable along the
whole path and yields only positive values. In this way, Equation 4.1 can
be solved numerically. For the exemplary measured distortions (the red
framed distortions in Figure 5.1 a-c) ) the resulting solution to Equation
4.1 for h1 is depicted in Figure 5.1 d). To minimize height errors due to the
interpolation between the measured discrete 2D lattice of optical displace-
ment vectors, the equation is not only solved along the 40 lines. Instead, for
each lattice point, the equation is solved along four different straight paths
(line, column, and two diagonal directions) and the resulting heights h are
subsequently average. After interpolating between the 2D lattice points,
the 3D cell shape is obtained, as depicted in Figure 5.1 e).
5.3 comparison to confocal microscopy
To validate the proposed 3D cell shape reconstruction method, the cell
shape of the reconstructed cell has also been measured by using fluores-
cent labels (see Section 3.3). Figure 5.2 a) depicts the 3D reconstruction
from the distortion data for the cell shown in Figure 4.1. Figure 5.2 b)
shows a comparison of the reconstructed (red) and confocal (white) cell
shapes in three equidistant cell cross-sections (c1-c3). The reconstructed
cell heights overlap well with the outlines of the raw confocal data. The
two methods exhibit a close shape and volume resemblance (see Appendix
A.3), showing only a 3% volume difference. The quality of agreement is
particularly striking, given that no free fitting parameters are used for the
3D reconstruction, and only a single 2D image is required.
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Figure 5.1: 3D reconstruction procedure. a) Distortion measurement of a cell. For
the 3D reconstruction the differential Equation 4.1 is solved along 1D
paths. b) Exemplary part of one path, magnified from a). c) Projection
of the distortion vectors (from b)) along the path direction. d) Numeri-
cal solution to the differential equation utilizing the projections from c).
e) Label-free 3D reconstructed cell shape after solving the equation for
each lattice point along four different paths and subsequent averaging.
Since the proposed 3D cell shape reconstruction is label-free and relies
only on a single shot 2D image, it offers the advantage of low system re-
quirements in comparison to confocal microscopy. Furthermore, the cell
function is not impaired by markers [130] and the method thus provides a
tool for cell volume studies [128, 129, 131, 132] on long time scales, since
it is not limited by the bleaching of fluorophores or long exposure times.
In the Appendix A.4 a 3D reconstruction time-series is depicted from a
time-lapse measurement of the cell-induced distortion field over a period
of 4.5 hours with 8.000 frames. Figure 5.3 a) shows three representative
frames of the distortion field induced by three cells at the beginning of this
time-lapse series. Due to the high signal-to-noise ratio between the cell and
the background, the distortion measurement also enables a high-contrast
2D visualization of the cells by using a color scale for the absolute vector
lengths (see Figure 5.3 b)). In Figure A.5 in the Appendix A.4 and Fig-
ure 5.3 c) the cells are reconstructed in 3D and typical changes of the cell
contour during cell migration, such as leading-edge lamellipodia and cell
contraction at the trailing edge [21], as well as cell division, are observed.
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Figure 5.2: Validation of the 3D reconstruction method. a) Reconstructed shape of
the cell depicted in Figure 4.1 a). b) Micrographs of the labeled cell
at different cross-sectional levels (c1-c3). The red lines correspond to
the reconstructed height, while white areas show high fluorescence in-
tensity in the confocal measurement. Reprinted with permission from
Nano Letters, 2017, 17 (12), pp 8018–8023. Copyright 2017 American
Chemical Society.
Figure 5.3: Time series of the distortion field induced by HuH7 cells on a lattice of
gold nanostructures. The structure periodicity is 2 µm, and the interval
between frames is 30 minutes. a) Vector plots of the optical nanostruc-
ture displacements. The vector lengths are enhanced relative to the spa-
tial distance. A scale vector is plotted at the top right. b) High-contrast
plots of a) with absolute vector lengths on a color scale. Scale bars are
10 µm. c) Reconstructed 3D time-lapse frames from the distortion data
in a). Reprinted with permission from Nano Letters, 2017, 17 (12), pp
8018–8023. Copyright 2017 American Chemical Society.
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D I F F R A C T I O N A N A LY S I S O F C E L L E N S E M B L E
R E S P O N S E S
6.1 the need for label-free , high-throughput sensors
In vitro culturing of cells plays an important role in cancer research [133]
and drug discovery [134] as cell-culture-based tests are frequently utilized
in pre-clinical studies. The cost of these in vitro tests is considerably lower
than the typical cost of clinical trials, and they therefore provide a useful
first test for cheap and efficient drug discovery. Various hallmarks for can-
cer have been identified [135], and there exists a variety of assays for study-
ing hallmarks such as cytotoxicity, genotoxicity, cell proliferation, apop-
tosis, wound healing, gene expression or protein expression [136]. These
assays can be split into two broad categories: cell-based assays and bio-
chemical assays [137]. They generally allow for high throughput screening
[138], utilizing ensembles of cells. The experiments can be carried out in
multi-well formats, thereby providing simultaneous results for multiple ex-
perimental parameters.
From among the phenotypic traits of a cell line, cytotoxicity is commonly
assessed by utilizing dyes, such as trypan blue or red-fluorescent propid-
ium iodide to probe the cell membrane integrity and thus differentiate
between living and dead cells. Cell viability assays test for the metabolic
activity of the cells, thereby generating an indirect measure of the number
of viable cells. Typical viability assays are the MTT assay, which is a col-
orimetric assay that assesses the metabolic reduction of tetrazolium salts,
and the ATP assay, which detects apoptosis or necrosis by sensing ATP
levels using the enzyme luciferase. Cell proliferation can furthermore be
assessed by monitoring the cells DNA synthesizing capability, e.g., by mea-
suring the integration of the label-substances 3H-thymidine or 5-bromo-2’-
deoxyuridine into the DNA.1
There are two key limitations that all these assays have in common. First,
they are endpoint assays, providing only a single readout. Therefore, they
can not provide information about time-resolved dynamics. Second, they
utilize labels and are therefore invasive, which can alter the cellular func-
tion or response [122]. To overcome these limitations, electric cell-substrate
impedance sensing has been introduced as a label-free technique that al-
lows a continuous, real-time readout [139, 140]. In electric cell-substrate
impedance sensing, cells are seeded on electrodes in specialized well-plates,
and the impedance of the cell layer is measured, which correlates with
the number of cells on the electrode. Impedance-based techniques have
been used to measure cell proliferation [141] and cytotoxicity [142] as well
as cell morphology changes[143]. Two similar, but optical techniques with
1 Further assays are summarized in the paper by Ramesh et al. [136].
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the same advantages over traditional assays are surface plasmon resonance
[144] and resonant waveguide grating [145]. In surface plasmon resonance
sensors, a prism is utilized to induce an evanescent field on the metallic
bottom of a well plate. The evanescent field is influenced by the refractive
index of the cell layer in the well plate, and thus its resonant angle de-
pends on the cell morphology and confluency [146]. This technique also
has been utilized to measure cell morphology [147] but has not yet been
incorporated in a high throughput setup [148]. In resonant waveguide grat-
ing, the evanescent field is induced by integrating optical gratings on the
bottom of specialized and expensive well plates, which can be utilized in
high throughput [149]. Thus, while cell-substrate impedance sensing and
the two optical assay techniques allow for label-free, high throughput read-
outs of cytotoxicity, cell viability, cell proliferation, and cell morphology, all
of them need specialized culture plates. This chapter investigates the fea-
sibility of using a diffraction-based method to provide similar readouts
while overcoming the limitation of requiring non-standard culture plates.
To this end, the working principle of the proposed diffraction method is
introduced. This working principle is validated by experiments and simu-
lations, and drug screening experiments are performed.
6.2 working principle of the diffraction method
In this section, a diffraction method that can be utilized as the basis for a
cell-based drug screening assay is introduced. The basic working principle
of the method is visualized in Figure 6.1. The method employs a nano-
structured diffraction grating, which simultaneously acts as a substrate for
eukaryotic cells.2 By illuminating the nano-structured grating with a coher-
ent light source, the light gets diffracted on the grating, and a diffraction
pattern occurs (see Section 2.3). The intensity of a diffraction peak is influ-
enced by the ensemble of cells on top of the grating, as the cells change the
optical path of some elementary light waves and thus alter the interference
conditions of the resulting diffraction pattern. From the diffraction peak
intensity changes - induced by the cell ensemble - specific physical proper-
ties of the cell ensemble, like its confluency and its average curvature can
be inferred.
In the following subsection, the different optical phenomena, which occur
due to the presence of adherent eukaryotic cells in the optical path, are dis-
cussed. To this end, an equation or model for the diffraction peak intensity
that incorporates the various optical effects of the cells is derived. With the
help of this equation, the working principle of the diffraction method can
2 Note that the grating can also be placed in a distance to the cells, as will be shown later,
and thus does not limit the method to specialized culture plates. Additionally, the method
is not limited to eukaryotic cells but can be used for any so-called phase objects, i.e., objects
with a different refractive index than the surrounding medium.
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Figure 6.1: Working principle of the diffraction method. Laser light is diffracted by
a grating, which acts as a substrate for cells. The intensity of a diffrac-
tion peak is recorded. From the change in diffraction peak intensity
due to the presence of the cells, physical properties of the cells can be
inferred.
be described in quantitative terms. The aforementioned physical properties
of the cell ensemble are discussed in detail in Section 6.3.
An Optical Model of the Diffraction Peak Intensity
The optical model presented in this section has been derived in coopera-
tion with Jonas Zähringer, and has previously been shown in the associated
master thesis [150].
Diffraction on a grid of circular apertures has been discussed in Section
2.3. To obtain a term that is proportional to the intensity distribution of
the diffraction pattern on a N x N grid of nanostructures, Equation 2.31 is
plugged into Equation 2.36. Omitting constants, this yields:
I(kx, ky) ∝
∣∣∣∣∣J1(kx.ky) N−1∑n=0
N−1
∑
m=0
e−i(kx Pn+kyPm)
∣∣∣∣∣
2
=
∣∣∣∣∣J1(kx, ky) N
2
∑
n=1
e−i(kx ·xn+ky·yn)
∣∣∣∣∣
2 (6.1)
With this equation, the diffraction pattern of a periodic grid with given
structure-positions (xn, yn) can be calculated. However, due to the cells on
top of the grid, several optical effects occur, changing the resulting diffrac-
tion pattern. In order to quantitatively account for these effects, they have
to be implemented into the diffraction Equation 6.1.
As shown in Table 4.2, eukaryotic cells have a refractive index that usually
differs from the refractive index of the surrounding medium. Although the
cellular refractive index can also differ within a cell or within different cell
compartments, for this model it is assumed to be constant as argued in
Section 4.4. This refractive index difference causes refraction of the laser
light at the cell boundaries and thus results in optically distorted grid po-
sitions, which in turn change the interference condition of the diffracted
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light. In order to calculate the distortions that are expected for each grid
point, Equation 4.1 as derived in Section 4.4 can be utilized. However, there
is one difference. Previously, the refracted light ray that was perpendicular
to the substrate has been optically displaced. Here, instead, the optical dis-
placement of the light ray that occurs at an angle θ and contributes to the
diffraction intensity at that angle has to be calculated. Therefore Equation
4.1 has to be modified to:
dx(x, y) =
(
tan
(
− sin−1
(
sin
(
tan−1
(
dh(x, y)
dx
)
− θ
)
· n1
n2
)
+ tan−1
(
dh(x, y)
dx
)
− θ ∗ h(x, y)
(6.2)
A derivation of this formula can be found in [150].
The change in the diffraction pattern of a grid with optically displaced
structures is calculated by adding a distortion term (∆xn,∆yn) to every
grid structure.
I(kx, ky) ∝
∣∣∣∣∣J1(kx, ky) N
2
∑
n=1
e−i(kx ·(xn+∆xn)+ky·(yn+∆yn))
∣∣∣∣∣
2
(6.3)
Due to the difference in refractive index between the cell nCell and the
medium nMedium, additionally a phase shift ϕ is introduced by the adherent
cells. This phase shift is given by the optical path length difference, with
lCell being the path length the light travels through the cells, and lMedium
being the respective path length without the cells.
ϕ = 2pi(nCell lCell − nMedium lMedium)/λvac (6.4)
This phase shift is added individually to each grid point, as it depends on
the local shape of the cells on top of the corresponding grid point.
I(kx, ky) ∝
∣∣∣∣∣J1(kx, ky) N
2
∑
n=1
e−i(kx ·(xn+∆xn)+ky·(yn+∆yn)−ϕn(xn,yn))
∣∣∣∣∣
2
(6.5)
In addition to the intensity changes due to refractive index differences, the
diffraction pattern is also influenced by the absorption and scattering of
light due to the cells. If the cells are not evenly distributed on the grid,
then at some grid points more light is absorbed by the cells, and thus
the corresponding grid points do not contribute equally to the diffraction
signal. Therefore, an extinction parameter A is introduced:
A(x, y) = e−(κ·lCell(x,y)) (6.6)
Here, κ is the material specific extinction coefficient. Adding an extinction
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parameter to every grid point individually, the final model equation reads:
I(kx, ky) ∝
∣∣∣∣∣J1(kx, ky) N
2
∑
n=1
An(x, y) e−i(kx ·(xn+∆xn)+ky·(yn+∆yn)−ϕn(xn,yn))
∣∣∣∣∣
2
(6.7)
With this equation, relative changes to the diffraction pattern in general
and to a diffraction peak intensity in particular, can be predicted if the
changes are induced by cells on top of the diffraction grid. However, in
order to utilize the model, several physical properties of the cells or the cell
ensemble have to be obtained first. Table 6.1 summarizes these parameters
and illustrates how they can be obtained.
physical quantity relevant for obtained from
nMedium distortion, phase literature [104]
nCell distortion, phase literature [105]
κ extinction literature [150,
151]
hCell(x, y) distortion, phase, extinction 3D shape
dhCell(x,y)
dx ,
dhCell(x,y)
dy distortion, phase, extinction 3D shape
lMedium(x, y), lCell(x, y) phase, extinction 3D shape
Table 6.1: Summary of the physical parameters needed for the model.
6.3 experimental validation of the diffraction model
In this section, the optical model, which is derived in the previous section,
is validated. Therefore, a setup is introduced, which allows measuring the
3D shape of the cells in a cell ensemble on top of a nano-structured grat-
ing over time via fluorescence microscopy. For each time-point, the respec-
tive 3D cell shapes then provide the parameters needed for the model (as
summarized in Table 6.1). The setup furthermore allows to simultaneously
measure the intensity of a diffraction peak of the laser-illuminated, cell-
covered grating over time. Together, this direct measurement of the diffrac-
tion peak intensity and the simultaneous calculation of the peak intensity
via the proposed model provide a means to compare the two methods and
thus validate the model.
The combination of the two measurements is achieved by implementing
the diffraction setup into a microscopy setup (see Figure 6.2). The mi-
croscopy setup is based on a Ti-E Eclipse inverted microscope as described
in Section 3.3. Here, the utilized camera is a Zyla sCMOS camera (Andor
Technology) with a field of view that is four times larger than the one of the
previously utilized Clara E camera. This allows for imaging a grating with
greater length and width and thus also enables measurements with more
cells on the grating. For the 3D shape measurement, the cells are stained
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as described in Section 3.3. Image z-stacks are recorded with a step size of
300 nm. For the diffraction measurement, a laser additionally illuminates
the sample from the top. The diffraction illumination- and detection-part
of the setup employs the same components as the diffraction setup intro-
duced in Section 3.4. The only difference is that the substrate with the
diffraction grating is directly attached as the bottom slide of a 6-channel
µ-slide (6-channel sticky slide, ibidi). For a more detailed description, see
[150].
Figure 6.2: Integration of the diffraction setup into a microscope. The (2|0)-
diffraction peak of a laser on a grating with adherent cells on top is
measured with a CMOS sensor. Simultaneously, the 3D cell shapes are
recorded utilizing fluorescence microscopy. This combination allows
comparing the proposed model with the direct intensity measurement.
The right panel shows a scanning electron micrograph of an ensem-
ble of fixed A549 cells on a surface periodically patterned with gold
nanostructures.
Validation Experiments
To validate the proposed model, two time-lapse measurements are per-
formed, and the diffraction peak intensity, as well as the 3D cell shapes of
the cells on top of the grating, are measured simultaneously. To this end,
A549 cells are seeded directly on top of the gold-nanostructure diffraction
grating with a size of (120 ∗ 120) µm2. The 3D cell shape and the (2|0)-
diffraction peak is recorded over several hours. This peak was chosen for
practical reasons and for a high signal-to-noise ratio as explained in Sec-
tion 3.4. From the 3D cell shape and literature values (see Table 6.1), all
the model parameters are obtained, and the model diffraction pattern is
computed. The angle φ of the (2|0)-diffraction peak can be calculated via:
φm = arcsin
(
m · λ
p
)
(6.8)
Here, m is the order of the diffraction peak, p is the grid periodicity and
λ is the wavelength of the illumination light. For the model, the intensity
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Figure 6.3: Intensity difference between the modeled and the measured diffraction
peak over time, for two measurements with A549 cells on top of the
diffraction grating. The insets show the modeled and the measured
normalized intensities of the two separate measurements over time.
Figure adapted from [150].
maximum around the angle φ is calculated by integrating the intensity over
a solid angle that encapsulates the whole diffraction peak up to the first
side-minimum.
Figure 6.3 shows that the modeled diffraction peak intensity change over
time and the experimentally obtained diffraction peak intensity change are
correlated with each other. The two insets show the measured and mod-
eled relative intensity curves for the two measurements with A549 cells on
top of the diffraction grating. The obtained 3D shapes of the cells on top of
the grid, which have been used for the modeling, are furthermore depicted
in Appendix A.5 at different time points. As the cells change their shape
over time, the diffraction intensity changes as predicted by the model. In
the main panel of the figure, the normalized intensity difference between
measurement and model is plotted. For the depicted measurements, the
absolute difference between the two is always within 10 %, with the aver-
age absolute difference being 2.0 %. A possible source for these differences
is the simplification made in the modeling, where a constant refractive in-
dex is assumed for the whole cell. Another possible source for errors is the
shape fitting that is performed using the fluorescence measurement of the
cell membrane. Overall, however, the model’s prediction is excellent as the
coefficient of determination r2 for the correlation between measurement
and model is close to 1 for both measurements. For Measurement 1 it is:
r12 = 0.986 and for Measurement 2 it is: r22 = 0.945.
The diffraction peak intensity change that is induced by the cell ensemble
is quantitatively well described by the optical model provided in Equation
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6.7. Therefore, the setup which is utilized in the remainder of this the-
sis omits the additional microscopy unit, which was used to measure the
3D cell shape of the cells in the cell ensemble. Instead, it is optimized to
work as a diffraction assay in high throughput. The setup is introduced
in detail in Section 3.4. The main difference is that in this setup the cells
are not placed directly on the diffraction grating, but in a standard cul-
ture dish, e.g., a 6-channel slide. The diffraction grating is placed directly
underneath the bottom of the culture dish3 and a motorized stage allows
moving the culture dish freely above the grating, thus enabling a high
throughput setup with successive measurements of many different sam-
ples or channels. Additionally, the setup allows probing the confluency of
the cell ensemble as well as primary cell morphology with a CMOS-sensor
that images the interference pattern of the cell ensemble (holographic imag-
ing setup, see Section 3.4 and [76]).
The fact that the cells are not placed directly on the diffraction grating
but instead with a distance to it does not change the signal characteristics.
Only the magnitude of the intensity change that is induced by the changes
of the cell ensemble decreases with increasing distance between grating
and cells. This is shown in detail in Appendix A.6. To maximize the signal
to noise ratio and to guarantee continuity between measurements, the dis-
tance between the diffraction grating and the cells is thus minimized and
kept constant in all the measurements.
A Simplified Proportionality Relation
In the previous subsection, it has been shown that the model is able to
reliably predict the intensity change of the diffraction signal over time for
a given cell ensemble. However, to employ the method for drug screen-
ing applications, the intensity signal is to be used as a readout. Therefore,
the goal of this subsection is to conclude on the physical properties of the
cell ensemble from the intensity signal. To provide a more intuitive under-
standing of the signal in the context of drug screening applications, the
dependency of the diffraction intensity on the physical properties of the
cell ensemble is derived in a simplified form.
From the previous considerations, resulting in Equation 6.7, it is appar-
ent that the cell confluency, cell height, cell volume, and the cell curvature
are the physical properties that change throughout a measurement and
contribute to the intensity signal change. The refractive index and the ex-
tinction are cell-specific and should stay constant throughout a measure-
ment. To deduce a simplified proportionality relation between the men-
tioned physical properties and the diffraction intensity, one can look at
different cell ensemble states, defined by different confluency, cell volume
and average cell curvature, and the corresponding diffraction intensity.
To this end, growth experiments starting with single cells on a grid, where
3 In the setup integrated into the microscope that is discussed above, this is not possible,
since the objective utilized for the 3D cell shape measurement is placed directly under the
specimen.
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Figure 6.4: Normalized diffraction intensity evolution of three proliferating cell
ensembles. The characteristic dip at around 40− 50 hours is due to the
closing up of the cell ensemble. In the bottom panel, images of the cell
ensemble, which are recorded with a CMOS sensor, corresponding to
Sample 1 at three distinct times are shown, to visualize the correspond-
ing confluency change.
many different ensemble states are observed, are carried out. The corre-
sponding intensity curves for three such experiments are depicted in Fig-
ure 6.4. The observed dip in the diffraction intensity, here at around 40− 50
hours, is characteristic of all proliferation experiments and has been ob-
served before [152]. To explain this characteristic, a simplified proposition
is made as follows: As the cells grow, they induce more optical distur-
bances to the grid and thus the diffraction intensity drops. At a certain
confluency, the cells form clusters and thus the overall curvature of the
cell surface decreases. Lower overall curvature causes the induced distur-
bances to become more homogeneous over the cell ensemble and thus the
diffraction intensity increases again. To show that this simplified propo-
sition can explain the intensity curves in the proliferation experiments, it
is summarized in a proportionality relation and simulations subsequently
test this relation.
In Figure 6.5, four different and simplified states of a cell ensemble in a
proliferation experiment are depicted. The cells are seeded in low conflu-
ency (a). They start to proliferate, causing the confluency to increase (b)
and subsequently form small and then larger clusters and finally reach full
confluency (c). This growth behavior can be observed in the lower panels
of Figure 6.4. When a nearly confluent cell layer has been formed, the pro-
liferating cells fill in the still unoccupied spaces, and hence a more uniform
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Figure 6.5: Different states of proliferating adherent cell ensemble. Cells are
seeded as single cells with low confluency (a). They proliferate and
then form smaller clusters (b). At full confluency (c), the cell ensemble
is closing up and forms a closed uniform layer (d).
layer is formed (d).
To find a phenomenological relation between the observable physical quan-
tities in the experiment, the qualitative change in confluency, overall cell
volume and overall cell curvature in the transition from state (c) to state
(d) is investigated. Here, as the cells have already formed a confluent layer,
the confluency (censemble) stays approximately constant. While the overall
cell volume (Vensemble) increases, the overall cell curvature decreases. Since
the diffraction peak intensity is increasing in this part of the experiment, a
linear relation can be formulated as follows:
I ∝
Vensemble
∑Nn=1 |∇hn(x, y)|
(6.9)
Here, ∑Nn=1 |∇hn(x, y)| is used as a measure for the overall cell curvature,
with N being the number of grid point of the grating. Note that the lin-
earity in the relationship is assumed for simplicity and will be tested in a
simulation, later in this section.
For the transition from a low confluency state (a) to a certain higher conflu-
ency state (b), the experimentally measured diffraction intensity is decreas-
ing. However, confluency, overall cell volume, and overall cell curvature are
increasing linearly with the number of cells. The proportionality in Equa-
tion 6.9 thus equals to Vensemble∑|∇h(x,y)| = 1. To still hold true for this transition,
Equation 6.9 thus has to be expanded to:
I ∝
Vensemble
censemble ·∑Nn=1 |∇hn(x, y)|
=
h¯
∑Nn=1 |∇hn(x, y)|
(6.10)
Here, censemble is the confluency and h¯ is the mean cell height. The relation
states that the diffraction intensity is proportional to the mean cell height
divided by the overall cell curvature. Therefore, the diffraction intensity
can be understood to correspond to the inverse surface roughness of the
cell ensemble.
To confirm the proposed proportionality relation, a proliferation experi-
ment, in which also the 3D shape of the cell ensemble is measured, could
in principle be performed. Due to photo-bleaching of the fluorescent dyes,
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such an experiment is however technically challenging. Therefore, this test
is performed by simulation. In this simulation, distinct cell shapes, which
have been recorded in previous fluorescence experiments are chosen, and
the cells are randomly distributed on the simulated lattice. The prolifer-
ation of these cells is subsequently simulated by allowing for typical cell
volume increase and cell division, again known from previous fluorescence
measurements, as well as a randomly simulated movement of the cells. A
detailed description of the simulation is provided in [150]. In the simula-
tion, as in an experiment, single cells grow and divide over time to form a
layer of cells that is closing up. As shown in the previous section, utilizing
Equation 6.7 provides a means to predict the cell diffraction intensity from
the simulated cell shapes of the cell ensemble. Figure 6.6 shows the corre-
lation between the simulation according to Equation 6.7 and according to
Equation 6.10. As in the proliferation experiments shown in Figure 6.4, the
diffraction intensity first decreases and then increases again. The curve of
the normalized inverse surface roughness of the cell ensemble h¯
∑Nn=1|∇hn(x,y)|
shows a reasonably good agreement with the normalized diffraction inten-
sity as the coefficient of determination is r2 = 0.86.
In addition to the simulation, the normalized inverse surface roughness is
Figure 6.6: Simulation of cell proliferation. The diffraction intensity, calculated
with Equation 6.7, and the inverse surface roughness, calculated with
Equation 6.10, of a cell ensemble on a (120 ∗ 120) µm2 show a similar
curve-behavior. Figure adapted from [150].
also calculated for the two measurements previously presented in Figure
6.3. These measurements do not comprise a whole proliferation experiment
from a few single cells to a confluent ensemble, but only a shorter part of
it. Hence, they do not show the characteristic proliferation curve. However,
the derived relation still holds true reasonably well as can be seen in Figure
6.7. The correlation of the two curves yields a coefficient of determination
of r2 = 0.86 for Measurement 1 and r2 = 0.83 for Measurement 2. The pro-
portionality relation provided in this section therefore offers a reasonably
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Figure 6.7: Measured diffraction intensity curve for two A549 cell ensembles and
the corresponding normalized inverse surface roughness. The same
scaling is used for both quantities.
accurate but much more intuitive understanding of the morphology and
confluency of the measured cell ensemble from the measured diffraction
intensity. It allows utilizing the intensity as an easy-to-use readout for key
parameters of the cells. Therefore, in the following section, it is evaluated
whether the diffraction method can be used for high throughput cell mea-
surements based on an intensity readout.
6.4 diffraction-based drug screening of a459 and primary
cells
In this section, the diffraction method is used to probe dose-dependent cell
ensemble responses to two different drugs. It is tested whether the drugs
induce a morphological cell ensemble response that can be measured and
resolved with the diffraction setup. The two utilized drugs are dimethyl
sufloxide (DMSO) and cisplatin.
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Dimethyl Sulfoxide
Dimethyl sufloxide (DMSO) is an organic solvent that is widely utilized
in cell-based drug screening. It is often used as a solvent for drugs that
do not dissolve well in water [153]. It also is employed in cryopreservation
of cells, as it prevents the formation of ice crystals in the freezing process,
which can lead to cell damage [154]. Studies show that in low concentra-
tions and on short time scales, DMSO has no toxic effect on the cells [155,
156]. However, in this context, the definition of low concentrations varies
from cell line to cell line. For neuronal cells, a DMSO concentration of
1 % was found to significantly inhibit cell viability [157, 158]. The same
is reported for astrocytes, for DMSO concentrations higher than 5 % [159],
while for enterocyte-like cells no cytotoxicity is found up to a concentra-
tion of 10 % [160]. Furthermore, DMSO has previously been employed as
a morphology changing drug [161, 162]. In this section, it is investigated
whether a dose-dependent cell morphology response of cell ensembles can
be observed for two different cell lines with the diffraction setup.
For several non-small lung cancer cells such as A549 cells, it has been re-
ported that DMSO changes the morphology of the cells and that a DMSO
concentration of 5 % reduces cell viability to about 50 % [163]. Therefore,
first A549 cells are exposed to DMSO, and the change in the diffraction
intensity is analyzed. Figure 6.8 shows the signal change induced to a
cell ensemble of A549 cells within 30 minutes. The characteristic signal
change is induced by exchanging the cell-medium with a medium that
is supplemented with 5 % DMSO. The sample is observed with the setup
that is introduced at the beginning of Section 6.3. This allows a simulta-
neous recording of the diffraction intensity and the brightfield images of
the cell ensemble on the diffraction grating to qualitatively observe cell
morphology changes. As can be seen by the more pronounced edges in
the inset images of the cell ensemble at various times, the DMSO causes
the cells in the ensemble to round up gradually. Therefore, the overall cell
curvature increases and thus according to Equation 6.10, the diffraction in-
tensity decreases over time as is observed in the measurement. Note that
the timescale of the DMSO experiments is much shorter than the one of
the previously shown proliferation experiments since the cell morphology
changes quicker.
To investigate whether a dose-dependence of the cell ensemble response
to DMSO can be observed in A549 cells, the incubator setup introduced
in Section 3.4 is utilized. In this setup, six different DMSO concentrations
can be measured simultaneously in standard 6-channel slides. Figure 6.9
shows the cell ensemble response to DMSO concentrations between 0 %
and 5 %. The confluency in each of the channels is constant at about 68 %.
A clear dose-dependency can be observed as the characteristic intensity de-
crease over time increases with the DMSO concentration (see Figure 6.9 a)).
To quantify the decrease of the diffraction intensity in a phenomenological
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Figure 6.8: Diffraction intensity change due to changes induced to the A549 cells
by addition of 5 % DMSO. The cell ensemble is seeded directly on the
diffraction grating (red). The signal drop is due to the morphology
change of the cells, as can be seen by the more pronounced edges of
the cells at t3.
way, a logistic function is fitted to the measured data.
f (t) =
G
1 + e−k·(t−t0)
+ 1− G (6.11)
Here, k characterizes the steepness of the curve, and G is the normalized
intensity drop, which is the difference between the two plateaus of the
function. When G is plotted against the DMSO concentration, as depicted
in Figure 6.9 b), a linear dependency can be observed. This indicates that
the cells morphology changes in a characteristic, dose-dependent manner
when DMSO is added to the culture medium. This morphology change
occurs almost instantaneous after the DMSO exposure and is completed
within about 15 minutes.
In order to provide a critical discussion of these findings, an assessment
of the possible methodical errors and of the accuracy of the method has
to be made. As the cells also proliferate and migrate during a drug mea-
surement, the diffraction intensity signal does not solely depend on the
drug concentration but can be superimposed by these processes. In a typi-
cal proliferation experiment, the diffraction intensity can change up to 5 %
within 30 minutes (see Figure 6.4). Thus, a noise of up to 5 % of the inten-
sity signal is to be expected. Therefore, measuring DMSO concentrations
below about 0.5 %, which cause signal drops smaller than 5 %, will be error-
prone. Additionally, there is an upper boundary for the measurable DMSO
concentration. By adding DMSO in concentrations higher than 10 % to the
culture medium, turbulent mixing of the two fluids occurs. This mixing
causes refractive index fluctuations in the DMSO-medium mixture that su-
perimpose the cell-morphology-induced diffraction intensity changes and
thus hinder their measurement.
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Figure 6.9: Dose-dependent diffraction intensity change to DMSO. a) Diffraction
intensity change due to morphological changes induced to the A549
cell ensemble by addition of 0 % − 5 % DMSO. The induced signal
drop is fitted with a logistic function. b) The signal drop G of the logis-
tic fit function is plotted against the DMSO dose. A linear dependency
can be observed.
Another source for errors are variations in the cell ensemble confluency be-
tween different measurements. As the cells are seeded and then adhere and
grow in the channels, slight variations in the local confluency are unavoid-
able. For the measurements in this thesis, the confluency is determined
with the holographic images of a CMOS sensor (see Section 3.4). The sen-
sor is positioned next to the diffraction grating and the measurement slide
can be moved to the sensor to provide an image of the exact area of the cell
ensemble on top of the diffraction grating during a particular experiment.
This method thus provides the means to determine the exact confluency of
a cell ensemble on top of the diffraction grating. Variations in confluency
of up to 10 % have been measured within single channels and also between
the six different channels of one measurement slide, where a homogeneous
confluency is expected.
As discussed above, the diffraction intensity depends on the confluency of
the cell ensemble, and therefore the diffraction intensity change will also be
influenced by the confluency. To analyze this confluency dependency, the
DMSO measurement depicted in Figure 6.9 has been reproduced for five
different confluencies. Figure 6.10 depicts the diffraction intensity change
due to the addition of 5 % DMSO to the culture medium for each of these
confluencies. The tested confluencies range from 25 % to 84 % and span
the typical confluency range utilized in cell-culturing. The observed signal
drop G due to the addition of 5 % DMSO increases with higher confluency.
The signal drop is plotted against the confluency, and a linear relationship
between confluency and G can be observed (see Figure 6.10 b)). This obser-
vation fits well with the intuitive understanding that in a more confluent
cell layer with a proportionally higher cell number, the DMSO also causes
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Figure 6.10: Confluency-dependent diffraction intensity change. a) Diffraction in-
tensity course due to changes induced to the A549 cell ensemble by
addition of 5 % DMSO for various confluencies. The induced signal
drop is fitted with a logistic function. b) The signal drop G of the logis-
tic fit function is plotted against the confluency. A linear dependency
is indicated.
proportionally more cells to round up and thus decrease the diffraction
intensity.
The observed confluency dependency illustrates the importance of a stan-
dardized and homogeneous cell seeding and thus a constant confluency in
order to compare measurements. Furthermore, it shows that a higher mea-
surement sensitivity can be expected for higher confluencies. Therefore,
when applying the method as a drug screening assay, utilizing constant
and high confluencies is beneficial.
To further investigate the dose-dependent morphology change induced to
the cells by DMSO, the response of a second cell line is analyzed. To pro-
vide a contrast in the typical cell morphology and clustering in comparison
to A549 cells, a primary human melanoma cell line is utilized. These cells
do not form clusters like the A549 cells, but they maintain a very polar-
ized and spread out cell shape (see Figure 6.11). Figure 6.12 shows the
dose-dependent response of the primary cell line to DMSO concentrations
of 0 % − 5 %. Here, the confluency of the cell ensemble is about 60% and
therefore slightly below the one used for the A549 cells. However, the sig-
nal characteristic is the same as with the A549 cells, as the addition of
increasing doses causes an increased signal drop. Again, there appears to
be a linear relationship between the DMSO concentration and the signal
drop. The normalized signal drop G of the 5 % DMSO measurement is
about 0.4 and would fit surprisingly well into the linear confluency depen-
dency of the A549 cells (see Figure 6.10). The main observable difference
between the two cell lines is that the response time of the primary cells is
faster, with the full signal drop occurring within about 3 minutes after the
addition of DMSO. For the A549 cells, this response time is about 10 to 15
minutes. Since the initial cell shape of the primary cells is more spread out,
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Figure 6.11: Phase-contrast microscopy images of cells with an objective magnifi-
cation of 20 times. a) Cell culture of A549 cells. b) Cell culture of the
utilized primary cell line. The primary cells show a more elongated
and polarized cell shape in comparison to the A549 cells.
this more exposed and heterogeneous shape might be the reason for the
faster response.
Together, the experiments in this subsection show that the introduced setup
is able to measure drug-induced cell ensemble morphology responses and
that the analyzed cell lines show a characteristic response in their mor-
phology to DMSO. The response is dose-dependent but also confluency-
dependent and cell-line-specific.
Figure 6.12: Dose-dependent diffraction intensity change to DMSO. a) Diffraction
intensity change due to morphological changes induced to the cell
ensemble of primary cells by addition of 0 % − 5 % DMSO. The in-
duced signal drop is fitted with a logistic function. b) The signal drop
G of the logistic fit function is plotted against the DMSO dose. Again,
a linear dependency can be observed.
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Cisplatin
The second drug investigated with the diffraction setup is cis-Diamminedi-
chloroplatinum(II) (cisplatin). Cisplatin is used as a chemotherapeutic drug
for the treatment of various types of cancers. It was first clinically intro-
duced in 1978. Since then, the effects of the drug as well as its mecha-
nism of action have been extensively studied in vitro [164]. Today, in non-
small-cell lung cancer, the standard care procedure is to perform surgery
followed by cisplatin-based chemotherapy [165, 166]. The mechanism of
action of cisplatin is the following: It cross-links with DNA bases and in-
terferes with the DNA repair mechanisms, thus damaging the DNA and
inducing apoptosis in cancer cells [165]. Apoptosis is a cell program of con-
trolled cell death that leads to morphological changes such as membrane
budding and cell shrinkage [165]. Thus, cisplatin is chosen as a model
drug as cisplatin-induced toxicity should provide a measurable signal in
the diffraction setup.
Here, A549 cells, which are non-small lung cancer cells, are screened. They
are cultured and seeded as described before (see Section 3.2). For the ex-
periments, the cells are seeded in 6-channel µ-slides at a concentration of
3 x 105 cells / ml and grown overnight, so they reach a confluency of about
70 % at the start of the measurement. Three 6-channel µ-slides are mea-
sured simultaneously, so 18 channels are analyzed in total. The cisplatin is
normally dissolved in DMSO, but since DMSO can interfere with the cy-
totoxic properties of cisplatin [167], water is used instead. After overnight
incubation, the growth medium in the culture dish is substituted with a
preheated growth medium containing 1 % water with the final cisplatin
concentration and the experiment is started immediately.
Experiments are conducted with the cells exposed to cisplatin concentra-
tions of 0 µM, 5 µM, 10 µM, 20 µM, 40 µM, 80 µM and 640 µM. The cell
ensemble response to each concentration is measured in two different chan-
nels within one experiment, and the experiment is conducted three times.
Figure 6.13 shows the averaged diffraction intensity signal over the six mea-
surements at each concentration over 40 hours. In the control experiments,
the intensity increases over time, as would be expected from the previous
measurements with proliferating cell ensembles at high confluency (see
Figure 6.8). The channels with a non-zero cisplatin concentration show a
mostly monotonous decrease in the diffraction intensity over time, apart
from a small increase at the start of the measurement in all but the highest
cisplatin concentration measurements.4 This decrease indicates morpho-
logical changes due to induced apoptosis. Figure 6.13 b) shows the dose
dependency of the diffraction intensity decrease. Here, for simplicity, the
signal drop G is defined as the normalized diffraction intensity difference
between the start of the measurement and after 40 hours. The data points
are plotted on a logarithmic x-axis, and a logistic fit is used, with the signal
4 One potential source for the increase in the intensity is a morphological response of the
cells to the fresh culture medium or the addition of 1 % of water to the medium.
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Figure 6.13: Dose-dependent diffraction intensity change of A549 cells due to cis-
platin. a) Diffraction intensity course due to morphological changes
induced to the cell ensemble of A549 cells by addition of various
concentration of cisplatin. For each concentration, the average of
six experiments is plotted. b) The normalized intensity change af-
ter 40 hours is plotted against the cisplatin concentration on a semi-
logarithmic scale. A dose-dependent response is observed, as visual-
ized by a logistic fit function, with the control serving as the offset of
the function.
drop of the control serving as the offset of the logistic fit function.5 Such
a logistic fit is typically chosen to show the dose-dependent onset of drug
response. It is used to assess the IC50 value of the chosen drug, which
is defined as the drug concentration which causes 50 % of the maximum
drug response [168]. Here, it is found that the IC50 value for cisplatin on
A549 cells is about 10 µM.
The results that are presented here are in good agreement with literature
findings. It has been shown previously that cell death occurs with a typ-
ical response time of 8 - 11 hours after cisplatin addition [164]. This is in
agreement with the presented data, apart from the 640 µM concentration,
which however is a concentration far from the IC50 value and has thus
not been tested in the quoted reference. Furthermore, the dose-dependent
response of A549 cells to cisplatin has been investigated before with the
help of an MTT assay [169]. After 48 hours the viability of cells exposed
to over 4 µM of cisplatin was found to be significantly reduced compared
to lower concentrations. This differs in about a factor of two from the IC50
value obtained here. One possible source for this difference is a confluency
dependent resistance of A549 cells to cisplatin [170]. The confluency of the
cells, which is not indicated in the quoted publication, possibly differs from
the confluency used here and thus might cause different drug-dependent
5 Thereby the control experiment defines the lower boundary of the logistic function.
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Figure 6.14: Diffraction intensity change of cisplatin-resistant MDA-MB-231 cells
due to various doses of cisplatin. a) Diffraction intensity course in-
duced to the cell ensemble of MDA-MB-231 cells by addition of var-
ious concentration of cisplatin. For each concentration, the average
of three experiments is plotted. b) The normalized intensity change
after 40 hours is plotted against the cisplatin concentration on a semi-
logarithmic scale. No dose-dependent response is observed.
cell viability. By probing the drug-response under different confluencies,
the diffraction setup could in the future be used to investigate confluency
dependent resistance. The results presented here are of comparable quality
and sensitivity to the results obtained with impedance-based techniques.
While the impedance readout has been analyzed for different cell lines,
these cell lines show similar response curves over 40 hours over a compa-
rable range of cisplatin concentrations [164, 171].
For further validation, the response of cell ensembles of the human-breast-
adenocarcinoma cell line MDA-MB-231 to cisplatin is tested. This cell line
is resistant to cisplatin [164, 172], and should, therefore, show no dose-
dependent response to different cisplatin concentrations in the diffraction
setup. The experiment is conducted analogously to the experiment with
A549 cells. Figure 6.14 a) depicts the cell ensemble response to cisplatin
concentrations ranging from 0 − 80 µM over 40 hours. For comparison,
both axes are plotted in the same value-range as in Figure 6.13. In contrast
to the A549 cells, the MDA-MB-231 cells do not exhibit a dose-dependent
intensity drop over time. The intensity differences between the various
cisplatin concentrations of the MDA-MB-231 cells are within typical cell-
proliferation- and confluency- variations, as discussed above. In Figure 6.14
b), no dose-dependent onset of drug response is observable. These results
support the claim that the MDA-MB-231 is resistant to cisplatin.
Together, these findings show that the diffraction setup can measure the
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drug response of cell ensembles to cisplatin in the same time frame and
with comparable signal stability as impedance-based techniques.

7
D I F F R A C T I O N A N A LY S I S O F 3D C E L L C U LT U R E
7.1 the need for 3d cell culture assays
In vitro cell-based assays, especially with regard to drug screening and
drug discovery, are widely used in research and medicine. Such experi-
ments provide a cheap and efficient means to study drug response in a
high throughput manner in preclinical studies and in clinical trials before
turning to more large-scale and costly animal studies. However, despite the
widespread use of cell-based assays, it has been reported that the rate of
successful translation of findings from preclinical research into approved
drugs is low [173, 174]. One possible source for the low translation rate is
the fact that the 2D cell culture does not adequately mimic the in vivo 3D
environment of the cells, and thus produces misleading results. As a result,
it has been suggested that 3D cell culture could provide a more natural en-
vironment and thus could lead to more accurate and predictive data for
clinical trials. It has since been shown that cell responses in 3D culture can
provide a better prediction for in vivo responses in animal testing than cell
responses measured in 2D culture [175].
There are two main methods, to culture cells in 3D. The first is to culture
the cells in 3D spheroids, which are clusters of cells that are typically em-
bedded into a spheroidal substrate after seeding [176, 177]. This method
provides cell clusters with cells in various states dependent on their loca-
tion within the spheroid [178, 179], which mimics tumors particularly well
[174]. However, for drug screening, the disadvantage of this approach is
that the drug response from the cells in the different states can also be cell
state dependent and heterogeneous. The second method is to embed the
cells into a bio-compatible 3D matrix of polymers such as hydrogels [174,
180, 181]. In this method, cell-cell contacts are rare since the cells are ran-
domly distributed within the hydrogel.1 The advantage of this method is
that due to the porous matrix, the cells are evenly supplied with oxygen,
nutrients and drug molecules [182]. Additionally, the hydrogels can be de-
signed with mesh-sizes on different length-scales or matrix-elements that
are cleavable by the cells [79]. This allows for cell migration and prolifera-
tion and mimics the extracellular matrix well.
Both spheroids [176, 183, 184] and hydrogels [184] have been successfully
applied as assays for bio-sensing. The most commonly utilized assays in
this field are impedance-based assays that employ hydrogels [174, 185–187].
Impedance-based techniques can provide ensemble signals, which are in-
dependent of the localization of the cells within the hydrogel. However,
until now, these techniques all rely on self-built setups, that are not com-
1 The random distribution of the cells occurs due to hydrogel fabrication process from the
liquid form (see Section 3.5 ).
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mercially available and use self-built sample chambers [180, 183, 185, 188].
This does hamper the reproducibility of the results and the comparability
between different cell lines or drugs by other researchers [173]. Therefore, a
technique that does not rely on specific impedance-measurement-enabling
substrates, sample holders and setups, but instead can operate with stan-
dard lab-ware and offers a signal that is not affected by the localization of
the cells within the hydrogel is of great interest. It further is desirable for
the technique to enable a comparison between the drug response of cell
ensembles in 2D monolayers and in 3D hydrogels, as this comparison can
help to analyze the feasibility of 2D assays as viable in vitro models for
individual research questions.
In the following section, the diffraction method is employed to measure
drug responses of cell ensembles in 3D hydrogels as a proof of principle.
7.2 diffraction-based drug screening in 3d hydrogels
In this section, the A549 drug-screening and proliferation experiments,
which have been presented in the last chapter for 2D cell ensembles, are
repeated for cell ensembles in 3D hydrogels. For these experiments, the
cells are not seeded onto a substrate, but the cell suspension is dissolved
in a pre-polymer solution, which is then polymerized to a hydrogel by
UV-illumination. All the components, and the process of the hydrogel fab-
rication are presented in Section 3.5. The resulting hydrogel covers the
horizontally UV-illuminated area and ranges vertically from the bottom
of the channel to the top of the channel. It has a mesh-size that is three
orders of magnitude smaller than the cells but can be cleaved by the cells.
Hence, the hydrogel offers an artificial extracellular matrix for the cells and
at the same time allows the cells to migrate and proliferate. The hydrogels
are polymerized in the same 6-channel µ-slides that were used in the 2D
experiments. Furthermore, the diffraction setup is kept in the same config-
uration, which enables to compare the drug screening experiments in 2D
(see Chapter 6) with the 3D experiments.
To measure the intensity of a diffraction peak through a hydrogel, the ad-
justment between the diffraction grid and the position of the hydrogel on
top of the grid has to be very precise, as these two components are in the
same order of magnitude. This is visualized in Figure 7.1. Here, the grid
size is visualized by the green square. Multiple positions, where a stable
diffraction signal is measurable, are marked. Such a stable diffraction peak
occurs when the diffraction grid is either completely under the hydrogel
or completely next to the hydrogel. In the areas where the diffraction grid
would be only partially beneath the hydrogel, there is no distinct and sta-
ble diffraction peak due to scattering at the hydrogel. This is also true for
areas that are only partially beneath the channel.
Note that in this configuration, a 2D and 3D experiment can be performed
in parallel in the same channel in the future. However, this requires for
cells to be seeded in the channel after the polymerization of the hydrogel.
While such a combination is undoubtedly desirable for future experiments,
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Figure 7.1: Image of a hydrogel within a channel of a 6-channel µ-slide. The image
is stitched from two CMOS sensor images. The squares indicate possi-
ble positions of the diffraction grating underneath the channel, while
the colors indicate whether or not a diffraction peak is measurable. The
green squares highlight exemplary position, where the diffraction grat-
ing can be placed for measurement, either underneath the hydrogel or
next to the hydrogel for reference. The red squares show exemplary
positions, where a diffraction measurement would not be possible due
to refraction either at the hydrogel border or at the channel border.
it requires to timely coordinate the confluency of the cells in the 2D mono-
layer and the cell density within the hydrogel to be ready for the start of
the experiment at the same time. Furthermore, the cells in the monolayer
can invade the hydrogel and cleave it at the edges, leading to a faster hy-
drogel degradation. For these reasons, and since this chapter should act as
proof of principle, the 3D hydrogel results are compared to the previously
made experiments in Chapter 6.
Proliferation in 3D Hydrogels
Figure 7.2 depicts the diffraction intensity over time for three different
A549 cell ensembles in 3D hydrogels. As the cells proliferate, the diffrac-
tion intensity decreases over time. This is consistent with the diffraction
theory, as more cells cause higher optical disturbance and a higher inhomo-
geneity in the optical path length of different light rays. In comparison to
the 2D proliferation experiment, depicted in Figure 6.4, there is no increase
in the diffraction intensity at the end of the measurement. In the 2D mono-
layer, such an increase could be attributed to the closing of the cell layer,
which causes a more homogeneous layer than single cells. This in turn con-
tributed to lower optical disturbance of the grating. In 3D, however, the
cell ensemble does not form a single layer. Instead, the cells are still able
to proliferate into the third dimension. An increase is only expected when
the cells begin to fill up the hydrogel entirely in three dimensions. Experi-
mental observation of this process is challenging though, as the cells cleave
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Figure 7.2: Normalized diffraction intensity plotted over time for three prolifer-
ating cell ensembles in 3D hydrogels. The characteristic intensity de-
crease due to proliferation is consistent with the 2D results. In the
bottom panel, images of the corresponding cell ensembles, which are
recorded with a CMOS sensor at the start of the experiment, show
the position of the 800 µm x 800 µm diffraction grating underneath the
sample (light green).
and hence degrade the hydrogel over time.
Dose-Dependent Cell Response to DMSO
In Figure 7.3 a), the response of cell ensembles of A549 cells in 3D hy-
drogels to concentrations of 0 % − 5 % DMSO is shown. The characteristic
signal drop that has been observed in the 2D experiments (see Figure 6.9)
is reproduced in the 3D hydrogel experiments. When plotting the normal-
ized signal drop G after 30 minutes (see Figure 7.3 b)), again a linear re-
lationship between the signal drop and the DMSO-dose is observed. Com-
pared to the 2D measurements, G is smaller in the 3D measurement for
each DMSO concentration. Additionally, the dose-dependency is lower.2
These differences can be attributed to a systematic discrepancies. It has
been shown in the previous chapter that the intensity decrease is conflu-
ency dependent. This dependency is also true when comparing 2D and
3D measurements. In 3D though, the confluency is not a useful measure,
2 Here, the slope of the linear fit is synonymous with the dose-dependency.
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Figure 7.3: Dose-dependent diffraction intensity change of A549 cells in 3D hydro-
gels to DMSO. a) Diffraction intensity change due to morphological
changes induced to the A549 cell ensemble in a hydrogel by addition
of 0 % − 5 % DMSO. The induced signal drop is fitted with a logistic
function. b) The signal drop G of the logistic fit function is plotted
against the DMSO dose. A linear dependency can be observed.
as cells can grow on top of each other. Therefore, the overall cell number
above the diffraction grating should be used as a measure to characterize
the dependency when comparing 2D results with 3D results and hence
should be kept about constant.
Dose-Dependent Cell Response to Cisplatin
The screening of A549 cells with different concentrations of cisplatin, which
has been performed in 2D culture in Section 6.4 is repeated here for 3D hy-
drogels. The diffraction intensity over time is plotted in Figure 7.4 a). Fun-
damental differences occur in comparison to the 2D time evolution, shown
in Figure 6.13 a). For the 2D culture, a dose-dependent onset of cisplatin-
induced cell death occurs, which is characterized by an increase in the
signal drop with higher cisplatin concentrations. Such behavior is not ob-
served in the 3D hydrogels. Instead, while a dose-dependent behavior can
be seen, this behavior is inverted in the shown 3D experiment. In order to
explain this difference, the control measurement without any cisplatin can
act as a reference. In the 3D hydrogel measurement, this reference plot is
similar to the results of the proliferation experiment, which is shown in
Figure 7.2. It can be assumed that the induced intensity change over time
in the reference arises due to cell proliferation. As higher cisplatin con-
centrations show a smaller intensity drop and even an intensity increase
for concentrations above 10 µM, this indicates that the cells in these cell
ensembles did not proliferate like the cells in the control experiment. In
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Figure 7.4: Dose-dependent diffraction intensity change of A549 cells in a 3D hy-
drogel due to cisplatin. a) Diffraction intensity course due to morpho-
logical changes induced to the cell ensemble of A549 cells by addition
of various concentrations of cisplatin. For each concentration, the aver-
age of two experiments is plotted. b) The normalized intensity-change
after 40 hours is plotted against the cisplatin concentration on a semi-
logarithmic scale.
the Appendix A.7, two images of the cell ensembles after the measurement
are depicted, which support this claim. A lack of proliferation, which is
induced by cisplatin could hence explain the inverted behavior. However,
this would also indicate that in the 3D experiment the intensity change is
dominated by cell proliferation, while in 2D the rounding of the cells due
to induced apoptosis dominates the intensity change. Furthermore, this
difference can not solely explain an intensity increase over time. Therefore,
a comparison between 2D and 3D cisplatin experiments should only be
made after validation of the measured behavior and further testing.
2D/3D Comparability-Assessment
The three experiments performed in this chapter, show that several issues
need to be addressed to provide a quantitative comparison between cell
cultures in 2D monolayers and in 3D hydrogels.
First, in order to compare proliferation in 2D and in 3D, the cell ensembles
above the diffraction grating have to have a similar number of cells at the
start of the experiment. This can be achieved by moving away from the
confluency as a measure of cell amount in 2D and by performing accurate
counting.
With the DMSO experiments, it has been shown that the dose-dependency
of A549 cells can be qualitatively reproduced in 3D hydrogels. For a quan-
titative assessment, again, the number of cells has to kept constant.
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One parameter that is not impaired by the systematic differences between
the 2D and 3D measurements is the time dependence of the drug-induced
intensity change. Therefore, differences in the time-dependent response to
a drug between 2D monolayers and 3D hydrogels can be readily tested
with the presented method.
Additionally, the dose-dependent onset of a drug as e.g. seen in the cis-
platin experiments can be compared between 2D and 3D cultures. For the
cisplatin experiment, a quantitative comparison is omitted here, as the in-
tensity change in the 3D measurement is assumed to be dominated by cell
proliferation (see above). For drugs that act on shorter time scales however,
it can be readily tested whether the IC50 value changes when moving to
3D cultures. Such research questions can provide viable insight for creat-
ing better in vitro models.
Together, the results presented in this chapter provide a proof of principle
for drug screening in 3D hydrogels with the diffraction method. It was
demonstrates that the diffraction method can provide an assay for 3D cul-
ture that utilizes only standard lab-ware. The method can further allow
comparing results of 2D monolayers with 3D hydrogels within one mea-
surement if the key points stated above are properly addressed.

Part IV
C O N C L U S I O N
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S U M M A RY A N D O U T L O O K
In this thesis, periodic nanostructures were employed as optical imaging-
and diffraction-sensors in cell-based research. The introduced methods and
the subsequent results were presented in two distinct parts: the image-
based detection and the diffraction-based detection.
In the image-based detection, it was first discussed how distortions and
image aberrations in general could limit the accuracy of localization meth-
ods, when imaging through biological specimens. It was proposed that a
grid of periodic gold nanostructures could act as a reference specimen to
detect such image distortions. A distortion quantification had not yet been
performed for single cells, as the distortions were expected to be small.
Here, this work was able to obtain two key insights. First, a precise quan-
tification of the optical distortion field induced by single adherent cells,
could be provided with nanometer scale accuracy. In contrast to common
assumptions, distortions of up to 400 nm were found, which in turn sig-
nificantly impair the accuracy of localization techniques. The second key
insight is the derivation of a geometrical optics relation that connects the
3D cell shape with the optical distortions. This relation allows correcting
the measured image distortions by measuring the 3D cell shape. It offers
an easily implementable way to reduce distortions in single-cell images by
a factor of three, and can hence improve localization accuracy in traction-
force and fluorescence localization microscopy. Conversely, the derived re-
lation was utilized to reconstruct the 3D cell shape from the distortion data,
allowing quantitative 3D shape information to be acquired from a single
2D image. This in turn provides a fast, label-free method that can record
the 3D cell shape and volume over time and is capable of resolving rapid
changes. Figure 8.1 illustrates the utility of the derived relation.
In the second results-part of this thesis, which investigates the diffraction-
based detection, the introduced nano-structured grid was utilized as a
diffraction grating.
A diffraction setup was built and subsequently tested. This setup utilizes
a laser to illuminate the nano-structured grating and records the intensity
of a diffraction peak. It was theoretically and experimentally shown that
cells on top of the diffraction grating change the diffraction peak intensity
and that from the induced change, conclusions about the morphology of
the cell ensemble on top of the grating can be made.
In drug screening, cell-based assays are utilized to study cytotoxicity. Com-
mon limitations of such assays are the need for labels or specialized culture
dishes as well as the fact that they often only provide a single endpoint
readout. Here, it was shown that the diffraction method could provide an
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Figure 8.1: Collage to illustrate the utility provided by the derived geometrical op-
tics relation. The relation enables a distortion correction for localization
methods by measuring the 3D cell shape, e.g. with fluorescence mi-
croscopy. Conversely, the relation can be also employed to reconstruct
the 3D shape of an adherent cell from a single 2D image without the
need for labels. Reprinted with permission from Nano Letters, 2017, 17
(12), pp 8018–8023. Copyright 2017 American Chemical Society.
assay without these limitations. A cell-line-dependent and dose-dependent
response to DMSO could be measured with the assay. Furthermore, a
dose-dependent response to cisplatin was recorded for A549 cells while
the cisplatin-resistant cell line MDA-MB-231 showed no morphological re-
sponse to cisplatin.
Furthermore, the diffraction method was utilized in a proof of principle to
screen cells in 3D hydrogels, using the same type of culture dishes.
Together, these findings highlight the potential that lies in utilizing nanos-
tructures in cell-based research. In the future, all methods that were pre-
sented in this thesis can be improved upon.
The distortion quantification can be advanced in resolution and accuracy
by employing densely spaced point emitters, e.g. through single-molecule
nano-patterning [189]. This would open up the possibility for label-free,
high-resolution, cell morphology or surface roughness measurements or
investigation of smaller prokaryotic cells. Reconstruction and distortion
quantification applications are furthermore not limited to single cells but
can also be envisioned in the broader context of reconstruction and char-
acterization of transparent 3D objects like micro-lenses or 3D gels. Addi-
tionally, the nanostructures could not only be used as optical references,
but also as adhesion points of the cells on a passivated surface or within a
microstructure confinement [113]. By employing a gradient in the distance
between the nanostructure, such a system could provide spatial guiding
for cell migration as well as an optical reference for 3D cell shape recon-
struction.
In order to utilize the advantages of the diffraction setup as a label-free
assay for drug screening in the future, systematic improvements can be
made. First, larger diffraction gratings together with an expansion of the
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laser beam diameter can be utilized to screen larger cell ensembles and
thus provide a greater statistical relevance. Second, the high throughput
capabilities, which are at the moment limited to 24 samples per measure-
ment can be expanded by an improved sample-holder or smaller channels.
With these improvements, the setup can be employed as an assay for high
throughput screening of cell-line-dependent and dose-dependent drug re-
sponses as well as to screen for, e.g. confluency dependent resistance [170].
In order to establish the diffraction method also for 3D hydrogels, the de-
rived diffraction model with a 2D cell layer should be expanded to 3D
cell culture and the experimental results should be validated using this ex-
panded model.
In the future, the diffraction method could additionally provide an oppor-
tunity to compare cell-responses within the two frameworks of 2D and 3D
cell cultures, without the bias introduced by working with different setups.
Such an assay would allow to assess whether 3D cell culture can bridge
the gap between in vitro and in vivo studies.

A
A P P E N D I X
a.1 derivation of the geometrical optics model equation
In Figure A.1, the refraction at the cell/medium interface, obtained us-
ing the approximations introduced in Section 4.4, is depicted in 2D. The
main equation for the correction (see Equation 4.1) is derived as follows.
Since the displacement D is perpendicular to the cell height h, by using the
trigonometric function to one obtains:
D = tan(γ) · h (A.1)
Since α = β + γ (see Figure A.1), this can be written as:
D = tan(α − β) · h (A.2)
Here, Snell´s law for the refraction between two surfaces can be written as:
sin(α) · nMedium = sin(β) · nCell (A.3)
Rewriting for β gives:
sin(β) = sin(α) · nMedium
nCell
(A.4)
β = sin−1
(
sin(α) · nMedium
nCell
)
(A.5)
Now, inserting Equation A.5 into Equation A.2, one obtains:
D = tan
(
α −
(
sin−1
(
sin(α) · nMedium
nCell
)))
· h (A.6)
Since h is orthogonal to D, the angle α corresponds to the angle between
the tangent of the cell at the position of the refraction and the surface:
dh
dx
= tan(α) (A.7)
Rewriting for α gives:
α = tan−1
(
dh
dx
)
(A.8)
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Figure A.1: 2D schematic of the refraction at the cell surface for a cell with con-
stant refractive index. Reprinted with permission from Nano Letters,
2017, 17 (12), pp 8018–8023. Copyright 2017 American Chemical Soci-
ety.
Inserting Equation A.8 into Equation A.6, we get Equation A.9:
D = tan
(
tan−1
(
dh
dx
)
−
(
sin−1
(
sin
(
tan−1
(
dh
dx
))
· nMedium
nCell
)))
· h
(A.9)
Using D = d finally yields Equation 4.1 (with n1 = nMedium and n2 =
nCell):
dx(x, y) = tan
(
− sin−1
(
sin
(
tan−1
(
dh(x, y)
dx
))
· nMedium
nCell
)
+ tan−1
(
dh(x, y)
dx
))
∗ h(x, y)
(A.10)
An analogous procedure for the y-direction yields the equation for the
distortion vector:
dy(x, y) = tan
(
− sin−1
(
sin
(
tan−1
(
dh(x, y)
dy
))
· nMedium
nCell
)
+ tan−1
(
dh(x, y)
dy
))
∗ h(x, y)
(A.11)
~d(x, y) =
(
dx(x, y)
dy(x, y)
)
(A.12)
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a.2 quality of image distortion correction
Figure A.2: a) Original, distorted image. b) Corrected image. Scale bars: 10 µm.
Reprinted with permission from Nano Letters, 2017, 17 (12), pp
8018–8023. Copyright 2017 American Chemical Society.
To quantify the quality of the correc-
tion, one can consider the absolute change in distortion vector length at
each structure (see Figure A.3 a)). In the area of the cell, very few struc-
tures show slightly larger distortions following the correction (red), while
the majority of structure distortions are significantly reduced (green). This
analysis does not distinguish between over- and under-corrected areas,
which is why the angle ϕ between the corrected and the measured distor-
tion vector is additionally investigated at each structure (see Figure A.3 b)).
Under-corrected areas are defined as areas where the vectors before and
after correction are pointing in the same direction (|ϕ| < 90◦), whereas
in over-corrected areas they point in opposite directions (|ϕ| > 90◦). The
border regions of the cell tend to be slightly under-corrected, as shown by
the light colors corresponding to |ϕ| < 90◦. One can assume that this is
caused by a change in cell shape between the recording of the distorted
image and the confocal measurement. Figure 4.7 e) combines Figure A.3
a) and b), omitting two different colors for the length correction by setting:
dϕ = || ~dm| − |~dc|| = |∆d|.
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Figure A.3: a) Difference between the absolute vector lengths in the distorted
and corrected image at each structure. b) Angular difference be-
tween the vectors in the distorted and corrected images at each struc-
ture. Reprinted with permission from Nano Letters, 2017, 17 (12), pp
8018–8023. Copyright 2017 American Chemical Society.
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a.3 comparison of 3d cell shape from reconstruction and
from confocal data
The reconstructed cell shapes are in good agreement with those measured
by confocal microscopy, as shown in Figure A.4. The cell volume is calcu-
lated by interpolating the cell shape and integrating over the cell area, and
shows only a 3% difference between the two measurements.
Figure A.4: a) Cell shape reconstructed from the distortion data. The background
noise arises from the discrete data points. b) Cell shape measured by
confocal microscopy. Reprinted with permission from Nano Letters,
2017, 17 (12), pp 8018–8023. Copyright 2017 American Chemical Soci-
ety.
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a.4 time lapse 3d reconstruction
Figure A.5: Time series of two migrating and a dividing cell. The images are re-
constructed from time lapse, label-free distortion measurements. The
time difference between two subsequent frames is 610 seconds.
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a.5 time lapse 3d for diffraction corrlation
Figure A.6: Time series of two A549 cell ensemble measurements on a diffrac-
tion grid. The cells membrane is marked with a fluorescence label.
Z-stacks of images are generated at each recorded time point. The
reconstructed cell shapes are computed from the fluorescence data,
using thresholding in mathematica.
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Figure A.7: Diffraction intensity change dependence on the distance between the
A549 cell ensemble and the diffraction grating. The distance is mea-
sured from the bottom of the cell culture slide (6-channel).
a.6 diffraction signal dependence on grating distance
The model derived in Section 6.2 is able to predict the diffraction intensity
for a cell ensemble directly on the diffraction grating. However, in the high
throughput setup introduced in Section 3.4, the cells grow in a standard
culture dish and the diffraction grating is placed directly under this dish.
Therefore, there is a small distance between the cells and the grating. In
order to show that the derived proportionality still holds, the difference
between these two configurations in investigated here. To do so, a char-
acteristic signal change is induced to the cell ensemble of A549 cells in
both setups and the resulting intensity change is compared, depending
on the distance between cells and grating. In Figure 6.8 the signal change
over time, induced by a cell ensemble directly on a diffraction grid is de-
picted. This signal change is induced by exchanging the cell-medium with
a medium that is supplemented with 5 % DMSO. This causes the cells in
the ensemble to round up gradually, as can be seen by the sharper edges
in the inset images of the cell layer at various times. The same experiment
has been performed in the high throughput diffraction setup for various
distances between the cell ensemble and the diffraction grating. This is
depicted in Figure A.7. It can be seen that the characteristic signal that
is induced by the medium supplemented with DMSO does not change,
but that the magnitude of the signal change does decrease with increasing
distance. Note that all experiments have been performed with cell ensem-
bles, which have been cultured exactly the same and have been grown to
approximately the same confluency. Still, the small difference in response
time can be attributed to small difference in the cell ensemble confluency
and state.
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a.7 images comparison of cells in 3d with and without cis-
platin
Figure A.8: Two A549 cell ensembles in 3D hydrogels. Both hydrogels had the
same confluency at the beginning of the measurement. a) Cell ensem-
ble after 40 hours of a diffraction measurement with standard cell
culture medium. b). Cell ensemble after 40 hours of a diffraction mea-
surement with medium that was supplemented with 80 µM of cis-
platin. The cells appear more rounded up and did not proliferate as
much compared to the cells in a).
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