In this paper we discuss three-stage stochastic Runge-Kutta (SRK) methods with strong order 1.0 for a strong solution of Stratonovich stochastic differential equations (SDEs). Higher deterministic order is considered. Two methods, a three-stage explicit (E3) method and a three-stage semi-implicit (SI3) method, are constructed in this paper. The stability properties and numerical results show the effectiveness of these methods in the pathwise approximation of several standard test problems.
Introduction
In this paper we consider numerical methods for the strong solution of stochastic differential equations dy(t) = f (y(t))dt + g(y(t)) • dW (t), y(t 0 ) = y 0 , t ∈ [t 0 , T ], y ∈ R m , (1.1)
in Stratonovich form, which can be written in autonomous form without loss of generality, where W (t) is a Wiener process, whose increment ∆W (t) = W (t + ∆t) − W (t) is a Gaussian random variable N (0, ∆t).
In recent years many efficient numerical methods have been constructed for solving different types of SDEs with different properties (for example, see [8] [9] [10] [11] ). Runge-Kutta (RK) methods are one of the most efficient classes of methods for solving ODEs. By comparing the Taylor-series expansion of the approximation solution to Taylor-series expansion of the exact solution over one step assuming exact initial values, Butcher [6] introduced the rooted tree theory that is the key to constructing RK methods for ODEs. There are similar relationships between the numerical methods for ordinary differential equations (ODEs) and those for SDEs. For example, for solving the ODE y = f (y(t))dt, y(t 0 ) = y 0 , t ∈ [t 0 , T ], y ∈ R m , ( 
which can be represented by the so-called Butcher tableau
Similar to the deterministic case, an important class of RK methods for solving SDEs (1) was given by Rümelin [12] and Gard [7] and takes the form
(1.4)
These methods can also be characterised by the tableau
Here A = (a i j ) and B = (b i j ) are s × s matrices of real elements while α = (α 1 , . . . , α s ) and γ = (γ 1 , . . . , γ s ) are row vectors∈ R s , J 1 = t n+1 t n
•dW . The class of methods of the form (1.4) can never have a strong convergence order greater than 1.0 (see [7] ). For SDEs (1.1), Burrage and Burrage [2, 4, 5] have presented a much more general class of SRK methods and have also established the colored rooted tree theory and stochastic B-series expansion. Tian and Burrage [14] have considered strong order 1.0 two-stage SRK methods with good stability properties or good accuracy. Along this line, we will construct three-stage SRK methods with strong order 1.0 in this paper. In Section 2, two three-stage SRK methods are constructed based on order conditions of strong order 1.0 and deterministic order 3. Stability properties of these methods are presented in Section 3. Numerical results are reported in Section 4.
Three-stage SRK methods and order conditions
To solve SDE (1), we present a class of three-stage SRK methods, namely
where J 1 ∼ N (0, h) is a Gaussian random variable, h is a constant step size, I is the identity matrix and is the Kronecker product such that A I is the block diagonal matrix with the matrix A on the diagonal,
They are explicit if a 1 = a 5 = a 6 = 0, or semi-implicit if a 1 = 0 or a 5 = 0 or a 6 = 0. In particular, they are diagonally semi-implicit if a 1 = a 5 = a 6 = 0. Burrage and Burrage [4] have given the following theorem to measure the accuracy of the SRK methods in the sense of global error.
Theorem 2.1. Let L n be the local error of the SRK method at step point t n , ε N be the global error of the SRK method at t N . Let the g possess all the necessary partial derivatives for all y ∈ R m ; then if
Proof. See [4] or [10] .
By Theorem 2.1 we know that the SRK method (2.1) will converge to the exact solution of the SDE (1.1) with strong order one if the local error satisfies
By comparing the stochastic Taylor-series expansion of the approximation solution to the stochastic Taylor-series expansion of the exact solution [2, 4, 5] , we know that method (2.1) will have strong order one if
where the random processes J 10 and J 01 are defined by
and u, v are independent standard Gaussian random variables. The order conditions (2.2) are satisfied if
It can be seen that conditions (2.3) are all satisfied because E(J 1 ) = E(J 10 ) = E(J 01 ) = 0. For SRK methods (2.1), the principal local error coefficients are given by [2, 5] 
These principal error coefficients are minimized if
For methods (2.1), we introduce the following conditions of deterministic order 3, given by (see [4] )
Firstly we consider the case of explicit methods. We know that the coefficients of three-stage explicit SRK methods do not satisfy order conditions of strong order 1.5 (see [3] ). Burrage and Burrage [2, 5] introduced the following threestage explicit methods of strong order 1.0, which has optimal principal error coefficients by (2.5). It has tableau
, where
,
and A 32 is free.
For method (2.1) with a 1 = a 5 = a 6 = 0, the conditions (2.4), (2.5) and (2.6) with the choice of α 1 = β 1 = , whose minimum principal error coefficients are
Secondly we consider the case of semi-implicit methods. In order to construct an efficient semi-implicit method, the matrix A and vector α will be chosen so that the deterministic component of methods (2.1) is the classical Runge-Kutta method of Alexander [1] given by
where θ is the root of x 3 − 3x 2 + The semi-implicit method (2.1) with coefficients (2.7) will be denoted by the SI3 method, whose minimum principal error coefficients are 1 12
Stability properties
Now we study the stability properties of three-stage methods (2.1). We apply a one-step scheme to the scalar linear test equation of the Stratonovich type
with the known solution y(t) = y 0 e at+bW (t) . This scheme is represented by
where h is the step size, J is the standard Gaussian random variable J = J 1 / √ h. Saito and Mitsui [13] introduced the following definition of mean-square (MS) stability. Definition 3.1. The numerical method is said to be MS-stable for h,a,b if
R(h, a, b) is called the MS-stability function of the numerical method.
Applying the SRK method (2.1) with a 1 = a 5 = a 6 to linear test equation (3.1), we have
where p = ah, q = b √ h and
with For real p and q, the MS-stability function of the semi-implicit method is given by
The SI3 method will be MS-stable if R 1 < 1.
For explicit methods with a 1 = a 5 = a 6 = 0, the MS-stability function is given by 
In order to compare the stability properties, the following methods are also used. They are
• the Heun scheme [7] ;
• the semi-implicit two-stage SRK method in [14] , termed Method 2.
The left-hand figure of Fig. 3.1 gives the MS-stable regions of the Heun scheme and the E3 method. The right-hand figure of Fig. 3.1 gives the MS-stability region of Method 2 and the SI3 method. The MS-stability regions are the areas under the plotted curves and symmetric about the p-axis. The MS-stability property of the E3 method is better than that of the Heun scheme. The SI3 method has better stability properties when −0.6 < p < 0. The MS-stability region of the SI3 method is semi-infinite.
Numerical results
Numerical results are reported in this section to confirm the convergence properties of the methods derived in this paper. Denoting y i N as the numerical approximation to y i (t N ) at step point t N in the ith simulation of all the 5000 Table 1 Errors and convergence rate for (4.1) (a = 0.1) simulations, we use means of absolute errors M, strong order 1.0 convergence rates R 1.0 , defined by
to measure the accuracy and convergence property of three-stage SRK methods.
We compare E3 and SI3 with the CL method [2, 5] , given by The first test equation is a nonlinear SDE, given by
with a = 0.1. The exact solution is given in [9] , namely y = tan(aW (t) + arctany 0 ).
For the test equation (4.1), Table 1 gives the averaged errors and convergence rate of the three methods. The accuracy of the SI3 method is better than that of the E3 and CL methods, and the accuracy of the E3 method is better than that of the CL method.
The second test equation is also a nonlinear problem, whose Stratonovich form is
The exact solution of this equation is [9] y(t) = (1 + y 0 )exp(−2αt + 2βW (t)) + y 0 − 1 (1 + y 0 )exp(−2αt + 2βW (t)) − y 0 + 1 . For the test equation (4.2) with α = 1, β = 2, Table 2 gives the averaged errors and convergence rate of the CL, E3 and SI3 methods. In this case, the accuracy of the E3 method is better than that of the SI3 and CL methods, and the accuracy of the SI3 method is better than that of the CL method. For the test equation (4.2) with α = 50, β = 2 (stiff case), Table 3 gives the averaged errors and convergence rate of the CL, E3 and SI3 methods. In this case, the accuracy of the E3 method is better than that of the CL method when h 2 −4 , and the accuracy of the SI3 method is better than that of the CL method when h 2 −6 or h 2 −8 . The accuracy of the SI3 method is better than that of the E3 method. When using semi-implicit method for test equations, the Newton-Raphson iteration for solving nonlinear equations is used.
Conclusions
In this paper we have constructed three-stage SRK methods for SDEs of Stratonovich type. We have derived an explicit (E3) method and a semi-implicit (SI3) method. The stability properties and numerical results show that these methods are suitable for solving SDEs. We will consider constructing methods with higher strong global convergence orders in the future work.
