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For a given inequality with 0-1 variables, there are many other "equivalent" inequalities 
with exactly the same 0-1 feasible solutions. The set of all equivalent inequalities i character- 
ized, and methods to construct he equivalent inequality with smallest coefficients are des- 
cribed. 
1. Introduction 
For a given inequality in zero-one variables 
n 
aix i~a  0 x i=O or  1 (1 )  
i=1 
there are many other inequalities (called equivalent inequalities) with 
exactly the same 0-1 feasible solutions. For example, the inequality 
65x 1+ 64x2+41x3+22x4+13x 5+12x6+8x7+ 2x8 ~< 80 
* This paper is an extended version of [ 11 ]. 
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has the same 0-1 feasible solutions as 
4x 1 + 4x 2 + 2x 3 + 2x 4 +x 5 +x 6 +X 7 + 0X 8 ~ 5. 
Recently, there has been interest in constructing equivalent inequalities 
that are "stronger" than the original inequality [13, 1]. Similar ques- 
tions have been investigated in threshold logic, for example [12, 15]. 
Coefficient reduction is also related to the question of "strongest" or 
"deepest" cutting planes for inequalities with general integer variables 
[1, 2, 13]. 
Here we completely characterize the set of inequalities that are equiv- 
alent to a given inequality. The set of equivalent inequalities is a poly- 
tope; the construction of an equivalent inequality with minimum coef- 
ficients is a linear programming problem. 
For a class of inequalities called "self-dual", the set of equivalent in 
equalities is shown to have a more simple characterization. A row gener- 
ation method for constructing minimum equivalent inequalities is also 
presented. Computational results for 135 test inequalities are discussed. 
The amount of computation of some integer programming algorithms 
is directly related to coefficient size. Therefore it is often desirable to 
replace individual constraints by minimum equivalent inequalities. For 
example, in Gomory's group theoretic algorithm [9, 21 ], reducing the 
coefficient size of a single binding inequality by a factor of k usually 
leads to a similar reduction in the determinant of the linear program- 
ming optimal basis. The amount of computation ecessary to solve the 
group problem is proportional to this determinant squared. In [4, 8, 16], 
methods to reduce an integer programming problem with m equality 
constraints to an equivalent problem with one equality constraint are 
presented. A drawback of this approach is that the coefficients of the 
new problem may be very large. Replacing the equation by two inequal- 
ities in the usual way and then computing the minimum equivalent in- 
equalities may be desirable. 
For other algorithms that involve algebraic transformations of integer 
problems [3, 5, 7, 21 ], a reduction in coefficient size decreases the nu- 
merical difficulties in performing the transformations. As discussed be- 
low, a minimum equivalent inequality separates the feasible points and 
the infeasible points in a "strongest" possible way and hence is of inter- 
est in cutting plane algorithms. Also a reduction in coefficient: size makes 
it easier to identify redundant constraints in an integer programming 
problem as shown in an example in Section 7. 
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Computational results reported in [ 19 ] indicate that replacing inequal- 
ity constraints by equivalent inequalities with smaller coefficients peeds 
solution by a branch and bound algorithm. 
In many instances (e.g. group theory algorithms) it is necessary to 
have integer coefficients for an equivalent inequality. The construction 
of such inequalities i an integer linear programming problem. However, 
for 133 out of 135 randomly generated inequalities the minimum equiv- 
alent inequality found by solving the associated linear program had in- 
teger coefficients. For the two problems with fractional coefficients, 
branching on fractional coefficients quickly produced the minimum in- 
teger equivalent inequality. We have no satisfactory explanation of why 
most linear programming solutions are integer. 
In the course of this research we have become aware that manY con- 
cepts developed here have been used to study problems in threshold 
logic. References [12, 15] are excellent discussions of research in this 
area. 
2. Characterization f equivalence 
We are interested in characterizing the set of inequalities 
n 
i~ lb iX i  ~ b 0 = 0 or 1 (2) X i 
that have exactly the same set of 0-1 feasible points as (1). Inequality 
(1) with coefficients a i will always denote the original inequality and (2) 
with coefficients b i will always denote another, usually equivalent, in- 
equality. In all that follows we will consider only inequalities that satis- 
fy the following normalization conditions: 
NI. b i >~ O, i = 1, 2, ..., n, 
N2. all infeasible points X satisfy 2~ni=l b ix i  >/ bo+ 1, 
N3. b 1 >~ b 2 >1 ... >i b n. 
We lose no generality by requiring that the original and all possible qui- 
valent inequalities atisfy conditions N1 and N2. N1 is achieved by the 
change of variables xI. = 1 -x  i. N2 is achieved by multiplying the inequal- 
ity through by a positive constant. For condition N3, no equivalent in- 
equality is lost in the sense that if (1) and (2) are equivalent and (1) sa- 
tisfies N3 but b i < bi+ 1 for some i, then exchanging coefficients b i and 
bi+ 1 gives an inequality that is also equivalent to (1) (this may be shown 
by direct substitution). This point will be discussed in Sections 3 and 5. 
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Definition 2.1. An n-vector X* with 0 -1  coefficients is a ceiling point 
of (1) if 
(i) Z~= 1 aix* <~ a o. 
(ii) Ifxt* = 0, then Z]=lai x* +a t >~ a o + 1. 
(iii) I f x*  = 0 and x[+ 1 = 1, then Z ni=l aix* + at-at+ 1 >~ ao+ 1. 
The set (i: x* = 1} is called a ceiling of (1). 
Example: the ceilings of 
9x 1 + 7x 2 + 6x 3 + 6x 4 + 4x 5 
are {1}, {2,5} and {3,4}. 
< 12 (3) 
Lemma 2.2. I f  every ceiling point o f  (1) is a feasible point for (2), then 
every feasible point o f  (1) is a feasible point o f  (2) (that is, (2) is a relax- 
ation of ( l ) ) .  
Proof. If X 1 is feasible for (1), it is possible to construct a sequence of 
feasible points of  (1) X 1, X 2, ..., X k such that X k is a ceiling to (1) and 
Nn=lbixi+l >/ Nn b,d  i=1 i/~i, f = 1, 2, ..., k-1 .  X j+l is constructed from X j by 
applying either of the following operations. 
(i) If x~ = 0 and Z n=laix{: + a t <~ a~, set x~ +1 = x~, i 4= t and x~ +1 = 1, 
n u j t t ~ . . . . . . .  j~-I =-~j 
(ii) if xJt 0 and xJt+l = 1 and 2i=laix i + at-at+ 1 -.-. a o, ~t  a i h i, 
/ 4 = t, / 4= t+ l ,  X{ +1 = 1 and  x{ ; ]  =0.  
When neither operation can be applied, a ceiling has been constructed. 
Now X 1 must be feasible for (2) since X 1 infeasible would imply X k in- 
feasible which would contradict he hypothesis. 
Definition 2.3. An n-vector X* with 0 - i  coefficients is a roof  point of 
(1) if 
(i) Z .n tai x* >~ a O+ 1 
(ii) I f  x* = 1, then En=lai x* - a t <~ a o. 
(iii) If x* = 1 and x~+ 1 = 0, then E~=laix*-at + at+ 1 <~ a O. 
The set {i: x* = 1} is called a roof  of (1). 
Lemma 2.4. I f  every roof  point o f  ( 1 ) is an infeasible point for  (2), then 
every infeasible point o f  (1) is an infeasible point o f  (2) (that is, (2) is a 
restriction o f  ( I )). 
Let G be the collection of ceilings of (1) and c~ the collection of 
roofs. 
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Theorem 2.5. An inequality (2) is equivalent o (1) i f  and only if' 
b i <. b 0 for all C E ~ , 
iE C 
b i >1 bo+ 1 for all R E ~,  (4) 
i~R 
b 1 >~b2) . . . )bm>~O.  
Proof. The proof follows immediately from Lemmas 2.2 and 2.4. 
Theorem 2.6. Two inequalities are equivalent if and only i f  they have 
the same set o f  ceilings (or they have the same set o f  roofs). 
Example continued: The roofs of (3) are (1,5}, (2,4} and {3,4,5}. All 
inequalities equivalent to (3) are characterized by 
b 1 ~< b o, b l+b 5 ~> bo+ 1, 
b2+b 5 ~< b 0, b2+b 4 >~ b0+ 1, 
b3+b 4 <~ b o, b3+b4+b5 >1 bo+ 1, 
bl~> b2~> b3~> b4~> b5~> 0. 
3. Self-dual inequalities 
In this section, the set of equivalent inequalities for a class of inequal- 
ities called self-dual are shown to have a characterization i  terms of 
ceilings only (or roofs only). Given a general inequality, a special self- 
dual inequality with one additional variable can be constructed. A 1-1 
correspondence b tween the inequalities equivalent o the general in-: 
equality and the inequalities equivalent to the special self-dual inequal-i 
ity is investigated. 
Some of the results developed in this section can be deduced from 
results in threshold logic, see [12, 15], Although the results are pre- 
sented in mathematical programming notation rather than in Boolean 
! 
algebra notation, our use of the terms "dual", "self-dual" and "symme~ 
tric" is consistent with their use in threshold logic. 
Definition 3.1. For an inequality (1), the inequality 
n n 
aix i <<. ~ a . -a~- I  
i=1  i=1 t u 
(5) 
is called its dual inequality. 
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It may be helpful to view (5) as the inequality ]~n=laixi>/a0+l after 
the change of variables xI = 1 -x  i. This construction makes it clear that 
a set C is a ceiling (roof) of (1) if and only if its complement with re- 
spect to the set (1, 2, ..., n} is a roof (ceiling) for the dual inequality (5). 
It is easy to see that two inequalities are equivalent if and only if their 
duals are equivalent. 
Definition 3.2. An inequality is said to be self-dual if a 0 -1  vector X is 
feasible if and only if its complement X = (1--x 1 .... , 1-Xn) is infeasible. 
It is easy to see that an inequality is self-dual if and only if it is equiv- 
alent to its dual. If an inequality is equal to its dual (i.e., a 0 = ½ (~ n= 1 ai-1 )), 
then it will be called normal. Since we are concerned with construct- 
ing equivalent inequalities that minimize some linear function of the co- 
efficients, we are interested in characterizing the extreme points of (4). 
The following lemma shows that for self-dual inequalities only equiva- 
lent inequalities that are normal need be considered. 
Lemma 3.3. I f  (1) is self-dual, then the inequality ~,inlaiXi ~ lgZn ai--1 ) 
2~ i=1 
is equivalent o (1). Further, all the extreme points o f  the polytope o f  
equivalent inequalities (4) have b o = ~ (Nn=lbi-1). 
Proof. Since the convex combination of two equivalent inequalities is 
also equivalent, the first part follows by taking ½ times (1)plus i times 
its dual. 
For the second part, assume that b ; (bo, b I ..... bn) is a point of the 
l ~zn b 1 polytope (4) and b 0 < ~ i=1 i -1 ) "  Since the inequality specified in 
the first part of lemma 3.3 is equivalent, all infeasible points satisfy 
1 n 1 ~ 1 {zn  /~ 1 Zn=lbiXi >>-~ (N i= lb i , )  + 1. For e ~ t i=lUi -~)  + 1-bo, the inequality 
1/e times (2) is equivalent to (2) and 2 -1 /e  times (2) is also equivalent. 
1 times the sum of these inequalities, (2) is Since (2) can be written as ~- 
not an extreme point of (4). The case b 0 > 1 n 5 (Ni=lbi-1) follows analo- 
gously. 
Theorem 3~4. An inequality (2) is equivalent o a self-dual inequality (1) 
if 
bi <<, b 0 for all C ~e , 
i~C 
n 
b i = 2b o + 1, (6) 
i=1 
b l >~ b 2 >>- ... >~ b n >~ O. 
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Moreover,  the ext reme po ints  o f  this po ly tope  are the same as the ex- 
t reme po ints  o f  (4). 
g(~i=lb i -1 )  can  be Proof. Lemma 3.3 shows that the constraint b 0 = ~ n 
added to the polytope (4) and no extreme points will be excluded. Let 
b = (bo, b 1, ..., b n) be any feasible solution to (6) and let R be any roof 
for (1), then C, the complement of R, is a ceiling, hence 
n n 
Thus b is feasible for (4). 
As noted in Section 2, there is possible loss of generality by imposing 
condition N3. That is, there may be equivalent inequalities with b i < hi+ 1 
for some i. In the characterization of equivalent inequalities by means 
of Theorems 2.5 and 3.4 this was not a serious loss, however, it is a cri- 
tical issue when we extend the result of Theorem 3.4 to inequalities 
that are not self-dual. The following result gives a sufficient condition 
for there to be no loss of generality with condition N3. 
Definition 3.5. In inequality (1), variables x i and xi+ 1 are said to be 
symmetr i c  if for every feasible 0 -1  vector, the vector formed by ex- 
changing the values of x i and xi+ 1 is also feasible. 
Lemma 3 .6 . / f  a i > ai+ 1 in (1), and x i and Xi+ 1 are not  symmetr i c ,  then 
b i >~ bi+l+ 1 in all equiva lent  inequalities. 
Proof. Since x i and xi+ 1 are not symmetric, there exists a vector X* with 
with x* = 0 and x~ 1 = 1 that is feasible for (1) and the same vector with 
x* = 1 and x*+l = 0 is infeasible. By condition N2, b i >>- bi+l+l. 
Given an inequality that is not normal, the addition of an extra vari- 
able gives a normal self-dual inequality 
n 
! 
aix i + asX s <~ ao, (7) 
i=1 
where a s = 12a 0 +l-N.n ' = 5 (~ i= la i  - 1)  (case A); t=lai I and a 0 a0 if a0 > ~ n 
a o' = a s + a o if a 0 < 5a (Nn=lai-1) (case B). The inequality (7) is called 
the self-dualized form of (1) and is denoted by (1)sd. 
There is a natural 1-1 correspondence between inequalities (1) and 
(1)sd; (1)sd is obtained from (1) as above and (1) is obtained from (1)sd 
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by setting x s = 0 (case A) or x s = 1 (case B). We want to specify condi- 
tions for which this correspondence arries over to the set of inequalities 
equivalent o (1) and the set of normal inequalities equivalent to (1)sd. 
The aim is to determine a minimum inequality for (1) by self-dualizing 
(1), constructing a minimum inequality for (1)sd, and then construct- 
ing the corresponding inequality. 
For the next lemma only we will drop the normalization condition 
N3. 
Lemma 3.7. hTequality (1) is equivalent (ignoring N3) to inequality (2) 
i f  and only i f  the inequality (1) sd is equivalent (ignoring N3) to the in- 
equality (2) sd. 
Proof. Only case A is proven, case B follows analogously. 
Sufficiency: If the vector X is feasible for (1), then itis feasible for 
(2), and hence (X, 0) (i.e., x s = 0) is feasible for both (1) sd and (2) sd. If 
X is feasible for (1)and feasible for (5), the dual to (1), then X is feas- 
ible for (2) and its dual, and hence (X, 1) is feasible for (1) sd and (2) so. 
If X is infeasible for the dual to (1), then X is infeasible for the dual to 
(2) and hence (X, I) is infeasible for (1) sd and (2) sa. If X is infeasible 
for (1), then X is infeasible for (2) and hence (X,0) and (X,1) are in- 
feasible for (1) so and (2) so. 
Necessity: If (X,1) is feasible for (1)sd, then (X,1) is feasible for (2) sa 
and hence X is feasible for (1) and (2). If (X,0) is infeasible for (1) sa, 
then (X,0)is infeasible for (2) sd and hence X is infeasible for (1) and (2). 
Thus it is possible to search for inequalities equivalent o (1) by 
searching among the inequalities equivalent to (1)sa if the condition N3 
is ignored. We wish to use the polytope characterization (6) of the in- 
equalities equivalent o (1)sa; since condition (iii) of the definition of 
ceilings depends on condition N3, the characterization with ceilings is 
not valid without N3. In general, the correspondence established in 
Lemma 3.7 does not hold if condition N3 is included. In (1)sd, if the co- 
efficients are such that a k >~ a s >~ ak+l, then the order relations 
bx >~ b s >~ b~+ 1 are necessary to define the polytope (6). However, there 
may exist an inequality equivalent to (1)such that b s = 12bo+l-N7=lbi[ 
violates one of the order relations. Thus, there may be an inequality 
equivalent to (1) whose self-dualized inequality is excluded by the order 
relations. The difficulty occurs only if for a k >1 a s >1 ak+ 1 in (1) sd there 
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is an equivalent inequality with b s > b k or bk+ 1 > bs; Lemma 3.6 gives a 
sufficient condition for this to be impossible. 
Theorem 3.8. Consider an inequality (1) and its self-dualized inequality 
(1)sa. I f  x s is not symmetr ic with any other variable xi, i = 1, 2, ..., n in 
(1)s4, then there is a 1-1 correspondence between the inequalities equiv- 
alent to (1) and the normal inequalities equivalent to (1)sd. I f  x s is sym- 
metric with some other variable, and b k >~ b s or b s >1 bk+ 1 is binding at 
some extreme point of  (6), then the corresponding point in (4) may not 
be an extreme point o f  (4) and there may exist extreme points o f  (4) 
whose corresponding points are not feasible for (6). 
Fortunately, the potential difficulty discussed in Theorem 3.8 is easy 
to identify and is easy to correct. If a minimum inequality equivalent to 
(1) sa has b k > b s > bk+l, then the corresponding inequality is minimum 
for (1). If b k = b s (or b s = bk+l), then compute the minimum equivalent 
inequality with b s >~ bg (or bk+ 1 >~ bs). Thus it is easy to construct a mi- 
nimum inequality equivalent to (1) using the characterization result for 
self-dual inequalities. This procedure for dealing with the potential dif- 
ficulty is much preferable to defining the equivalence without condi- 
tion N3 because the polytopes defined without N3 have many morein- 
equalities (see Section 5.2). 
In contrast o the approach developed here, work in threshold logic 
has been directed toward defining the polytopes using only conditions 
N1 and N2 and then employing tests to exclude extraneous constraints. 
Some of the tests assume knowledge of the irredundant disjunctive form 
of the threshold function. 
Note that it is possible for an inequality (1)sd to have more ceilings 
than (1) has roofs and ceilings. The computational results discussed in 
Section 5.3 give some indication of the number of roofs and ceilings. 
Note that when constructing an equivalent inequality that minimizes 
~7=ocibi, the corresponding objective function for the self-dualized form 
is ~'.,n=ocibi+Ob s in case A and ~n=oc ib i -cob  s in case B. 
4. Construction of roofs and ceilings 
The algorithm given below for the determination of roofs follows 
closely the algorithm given in [ 10] for the construction of points satis- 
fying conditions (i) and (ii) of the definition of roofs. 
272 G.H. Bradley et aL, Coefficient reduction for inequalities 
Algor i thm for  const ruct ing  roo fs  
Let S denote an ordered subset (sl, ..., si¢} of the set { 1, 2, ..., n} with 
1 <~S 1 < . . .<S  k ~17.  
1. Initialization. Put S o = ~. 
2. Generation. Assume that S o, S 1 . . . .  , Sq have been constructed and 
Sq = (s 1 , ..., st}.  Generate Sq+ 1 as below and go to 3. 
2.1. If NSqa/ <~ a o and s r < n, then put Sq+l={Sl ,  ...,st, st+l}. 
2.2. If Zsqa/  > a o and s r < n, then put Sq+l={S 1. . . .  ,Sr_ 1, sr+l}. 
2.3. I f s  r = n and there is an index t such that St+ 1 --S t /> 2, then 
denote by T the greatest of these indices t and put Sq+ 1 = 
{S 1 . . . .  , sT_l, st+l}. 
2.4. I fs  r = n, s r_1 = n -1 ,  ..., s 1 =n- r+ 1,stop. 
3. Screening. IfSq+ 1 is a roof (that is, satisfies conditions (i), (ii) and 
(iii) of the definition), output Sq+ I . Go to 2. 
For the generation of ceilings an analogous algorithm can be speci- 
fied. Alternately, the ceilings can be obtained by constructing the roofs 
to the dual and then taking their complements with respect o the set 
{1, 2, ..., n}. 
Example: 15X 1 + 1 lx 2 + 7x 3 + 3x 4 +x 5 ~< 20. Denote the roofs by * 















14 (3,4,5} STOP 
The roofs of the dual to the above inequality, 15x 1 +11x2+7x3+3x 4 +x s 
~< 16, are { 1,4} and {2,3). Hence the ceilings of the original inequality 
are {2,3,5} and ( 1,4,5}. 
Note that at any step of the algorithm only the current set Sq needs 
to be available. 
5. Minimum inequalities by linear programming 
Given an inequality, a minimum equivalent inequality can be con- 
structed by first determining all the roofs and ceilings and then solving 
G.H. Bradley et al., Coefficient reduction for inequalities 273 
the following linear programming problem 
n. 
f = min ~ cibi, 
i=0  
subject o ~ b i ~ b o for all C E C , 
iEC 
(8) 
b i ~> b 0 + 1 for all R E c~, 
iER 
b l >~ b 2 >~ . . . >~ b n ) O ; b o >/ O. 
A minimum equivalent inequality with integer coefficients is an optimal 
solution to the associated integer programming problem. It is also pos- 
sible to construct a self-dual inequality and to solve a linear program 
with the constraints discussed in Section 3. 
Many different objective functions are possible; five different objec- 
tive functions have been investigated, 
n n 
n n 
f4: n2bo+~i2b i ; i=  1 f5: n2bo+i~=l (n - i+ l )2b i "  
Minimum equivalent inequalities were constructed by solving the 
dual of (8) for 135 inequalities divided into four groups. Group 1 con- 
sisted of 80 inequalities with 10 to 15 variables. The coefficients a i were 
chosen randomly from the integers 1 to 200 (i.e., each integer equally 
likely and the a i independent). Preliminary testing indicated that the 
number of roofs and ceilings depends on the relationship of a 0 to ~n= 1ai; 
hence for ¼ of the inequalities denoted by L (low), a 0 was chosen ran- 
domly from the integers 1 to 1zn=la i ;  for 1 denoted by M (middle), a 0 
_ 2~n _ and for ¼ denoted by H (high), a 0 from from ~52n=la i to g i=lUi 
]~,n=la i to N n i=lai  • 
Group 2 consisted of 20 inequalities with 13 to 16 variables. The co- 
efficients were chosen randomly from the integers 150 to 200 and a 0 
was chosen randomly in the M range for all problems. Group 3 consisted 
of 20 inequalities with 13 to 16 variables. The coefficients were chosen 
randomly from the integers 5 000 to 10 000 and a 0 was chosen random- 
ly in the M range of all problems. 
The computational results for groups 1, 2 and 3 arepresented in Table 
1. The L, M, H in the first column indicates the range for a 0. Since the 
274 
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Average 
Number of number of Reduction ratio 
Number of tested roofs plus 
variables inequalities ceilings Smallest Average Largest 
Group 1. Random coefficients 1 to 200 
10LH 12 7 8.6 32.1 119.3 
10M 12 25 2.6 6.6 18.9 
l lLH 6 25 3.7 16.3 69.7 
l lM 6 38 1.9 3.5 5.5 
12LH 6 23 2.7 21.1 63.8 
12M 6 73 1.1 1.5 2.0 
13LH 6 32 1.4 28.4 73.5 
13M 6 127 1.04 1.4 1.8 
14LH 6 65 1.4 4.4 11.3 
14M 6 164 1.0 1.i 1.6 
15LH 6 64 1.0 7.5 30.8 
15M 2 273 1.0 1.2 
Group 2. Random coefficients 150 to 200 
13M 5 10 2.1 43.0 173.5 
14M 5 27 1.6 14.4 27.4 
15M 5 82 1.2 36.5 176.0 
16M 5 69 1.1 36.7 177.0 
Group 3. Random coefficients 5 000 to 10 000 
13M 5 48 29.4 53.5 76.9 
14M 5 79 22.0 34.3 56.9 
15M 5 145 14.9 22.7 40.9 
16M 5 199 5.7 13.1 22.5 
dual of an inequality in the L range gives an inequality in the H range, 
the results for L and H inequalities are similar and so have been com- 
bined in the table. The number of  roofs is very nearly equal to the num- 
ber of ceilings for each inequality, so only the combined number is given. 
The reduction ratio is the ratio of ~i n la i  for the original inequality to 
~ni=l b i for the minimum equivalent inequality with objective function 
f2. 
Group 4 consisted of 15 inequalities with 20, 25 and 30 variables. The 
coefficients were chosen randomly from the integers 1 to 200. The a0's 
were chosen by trial and error so that the inequalities would have from 
100 to 350 roofs and ceilings. These results are discussed in Section 5.3. 
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5.1. lntegrality 
The linear programming problems (8) often have integer optimal solu- 
tions. It has been shown by exhaustive numeration (see [ 15 ]) that with 
objective function Nn=lbi-b 0 the minimum equivalent inequality is 
unique and has integer coefficients for n ~< 7 and that for n ~< 7 with ob- 
jective function fl there is always a minimum equivalent inequality with 
integer coefficients. For n = 9, the following inequality [20] is minimum 
for fl, f2, f3 and fs. 
9x 1 +6.5x2+6.5x3+6.5x4+5x5+5x6 + 3x7+ 2x8+ 2x9~ 12. (9) 
There are also known minimum inequalities with fractional coefficients 
with n = 8. 
For 78 out of 80 inequalities in group 1, the minimum equivalent in- 
equalities had integer coefficients for all five objective functions. The 
group 2, 3 and 4 inequalities were run only with objective function f2; 
the minimum equivalent inequalities had integer coefficients for all 55 
problems. The two problems with fractional coefficients had fractions 
of ½. Using branch and bound with branching on the smallest noninteger 
coefficient quickly yielded the minimum integer equivalent inequality. 
For one inequality (13L), one branching was sufficient (i.e., two addi- 
tional linear programs). For the other (14H), two branchings were suffi- 
cient. 
We know of no satisfactory explanation of why the large fraction of 
linear programming optimal solutions are integer for this problem. We 
can show that one explanation in the threshold logic literature is falla- 
cious. In [ 18, p. 66 ] it is stated that if an inequality is not symmetric in 
any variables, then for all objective functions the minimum integer equiv- 
alent inequality is also the minimum continuous equivalent inequality. 
The following inequalities are the minimum continuous equivalent in- 
equality and the minimum integer equivalent inequality, respectively, 
with any of the objective functions f l ,  f2, f3, f4 and fs" 
124xl + 11 lx2+ 87.5x3+ 86.5x4+ 71x5+ 70x6+ 65x 7 
+ 59x8+ 53.5x9+ 35xlo+13Xll+7.5x12+4x13 <. 243, 
126x 1 + 113x 2 + 89x 3 + 88x 4 + 72x 5 + 7 lx 6 + 66x 7 
+60x8+ 54x9+ 36x10+ 13x11+ 8x12 +4x13 ~< 247. 
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The following roofs show that the inequality is not symmetric in any 
variables: {1,4,10~, (2,4,9}, (3,5,7,11,12} and {5,6,8,10,11} (for exam- 
ple, the first roof shows that (2,4,10}, {1,5,10} and (1,4,11} satisfy the 
inequality and hence variables 1-2 ,  4 -5  and 10-11 are not symmetric). 
5.2. Different ob/ective functions 
For each of the 80 inequalities in group l, all five objective functions 
were used. For 79 inequalities, the minimum equivalent inequalities were 
the same for all five objective functions. For the other inequality, ex- 
cept for a 2 =49 with f l ,  and a 2 =48 with f2, f3, f4 and fs, the minimum 
equivalent inequalities were the same. 
The computational results suggest hat the polytopes do not have 
many extreme points. However, the polytope corresponding to ' in -  
equality (9) has at least three extreme points. The minimum equivalent 
inequalities for objective functions f4 and n2b0-~n=l bi, respectively, 
are 
9x 1 + 7x 2 + 7x 3 + 6x4 + 5x 5 + 5x 6 + 3x 7 + 2x8 + 2x9 ~< 12, 
9xl+7x2+7x3+7x4+5xs+5x6+3x7+2x8+2x9 <. 12. 
For symmetric variables x i and xi+l, if the objective function coeffi- 
cient for xi+ 1 is larger than for xi, then condition N3 may exclude an 
equivalent inequality with a better value of the objective function. For 
example, with objective function lOx2+x3+x4, inequality (9) is min- 
imum, however, an equivalent inequality violating N3 with a lower value 
of this objective function is 
9x 1 + 6x 2 + 7x 3 + 7x 4 + 5x 5 + 5x 6 + 3x 7 + 2x 8 + 2x 9 ~< 12. 
Although there is a loss of generality in imposing N3, it is N3 that makes 
condition (iii) in the definitions of roofs and ceilings possible. In the 
computational work the number of "roofs and ceilings" without condi- 
tion (iii) were counted. Without condition (iii), the 135 test inequalities 
would have had from 2 to 137 times as many constraints in the linear 
programming problem (8). For example, the inequality Xl+X2+ ... +Xn<~k 
has one ceiling, but without condition (iii) there are (~) "ceilings". 
5.3. Reduction ratio 
The reduction ratio is a function of many parameters, among them 
are (1) number of variables, (2) relationship of a 0 to Ninl ai, (3) coeffi- 
cient size, (4) range of coefficients and (5) number of roofs and ceilings. 
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A study of the computational results led to a few observations on the 
importance of these parameters: 
(a) There was significantly more reduction for a 0 in the L or H range 
than for a 0 in the M range (since there was a significant difference in re- 
duction between a0 in the M range and a 0 in the L -H  range, in the fol- 
lowing observations we only compare inequalities with a 0 in the M range), 
(b) the reduction ratio decreased with n, 
(c) the reduction ratio decreased with the number of roofs and ceilings, 
(d) there was greater reduction with the range of coefficients narrower, 
(e) there was greater eduction with the coefficients larger, 
(f) the number of roofs and ceilings increased with n. 
The computational results and a study of all minimum inequalities 
for n ~< 5 indicated that for fixed n the number of roofs and ceilings was 
a good indicator of the reduction ratio. It was observed that the number 
of roofs and ceilings increased from a minimum for a 0 = 0 or a 0 -- zn=lai 
~_ 1 n to a maximum for a o g~. i= la i  . Hence this variation in the numberof  
roofs and ceilings is a possible explanation for the larger reductions for 
a 0 in the low and high ranges than for a 0 in the middle range. 
For variable n, the number of roofs and ceilings is the best indicator 
of the reduction ratio. Fig. 1 is a plot of the reduction ratios vs. the 
number of roofs and ceili~ags for the 95 inequalities in group 1 and 4. 
The ai, i = 1, 2, ..., n, coefficients for the group 4 inequalities were cho- 
sen exactly as the coefficients for group 1, but since the number of roofs 
and ceilings increases rapidly with n, the a 0 coefficients were chosen in 
the low range so that the number of roofs and ceilings would be in the 
same range as the group 1 inequalities. The points for group 4 with 20, 
25 and 30 variables are not significantly different from the points for 
group 1 with 10 to 15 variables, The curve of Fig. 1 is very much a func- 
tion of the size and distribution of the coefficients. The plots for group 
2 and for group 3 are different, however, the general shape of the points 
is the same and the number of roofs and ceilings is a better indicator of 
the reduction ratio than the number of variables. 
The computational work indicated that the number of roofs and 
ceilings increased rapidly with n for a 0 in the middle range. The follow- 
ing proposition gives a lower bound on the maximum number of roofs; 
the proof shows why the number of roofs and ceilings increases o rapid- 
ly with n. 
Proposition 5.1. For  every inequal i ty  w i th  a~ > a 2 > ... > a n > O, there 
exists a coef f i c ient  a o such that  the inequal i ty  has at least 2n/( l + ~n=l ai) 
FO ors. 
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Fig. 1. Roofs plus ceilings. 74 group 1 and 15 group 4 inequalities. Six inequalities with reduc- 
tion ratios of 48, 57, 64, 70, 74 and 119 have not been plotted; all have fewer than 5 roofs plus 
ceilings. 
Proof. Each 0 -1  solution to  Zn=laixi = a0+l is a roof, since a i > 0 for 
all i shows that condition (ii) of the roof definition is satisfied, and a i all 
distinct shows that condition (iii) is satisfied. Each of the 2 n 0 -1  points 
on the unit hypercube must satisfy exactly one of the l+En=lai equa- 
tions ~n=laiX i = d where d is an integer from 0 to  ~n=la i. Thus there 
must be at least one value of d with more solutions (and hence roofs) 
than 2n/(l+I;n= 1 ai).  
The same argument holds for ceilings, but not necessarily with the 
same a 0. The authors feel that the results for random problems with a 
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wide distribution of coefficients like group 1 are not a good indicator of 
the reduction possibilities of actual problems. We feel that problems 
with larger and more tightly distributed coefficients (as in groups 2 and 
3) are a better indicator of the reduction potential of minimum equiv- 
alent inequalities. 
6. Minimum inequalities by row generation 
When the number of roofs and ceilings is very large, it is desirable to 
generate only those that give binding constraints at the linear program- 
ming optimum. The row generation algorithm below (column genera- 
tion if applied to the dual) makes it possible to solve problems for which 
the generation of all roofs and ceilings is impractical. The rows may be 
generated by solving a knapsack problem. 
Algor i thm 
1. Initialization: The feasible region is initially defined by the order 
relations. Let A 1 = (b: b 1 >~ b 2 >~ ... >~ b n >/0}. Set t = 1. 
2. Solve the linear program min f, subject to b ~ A t to obtain an op- 
timal solution b~, b~, ..., btn .
3. Does there exist a 0-1 vector X satisfying 2; n i=laixi  ~ a 0 and 
~ni=l b~xi > bto 9. If there is such an X*, form A t÷l by adding the con- 
straint zn= 1 bix* <<, b o to A t, set t = t+l and go to 2. If no such X exists, 
go to 4. 
4. Does there exist a 0-1 vector X satisfying ~,n=laix i >~ a0+l and 
]~ni=l b~xi < b~+lg. If there is such anX*,  formA t+l by adding the con- 
straint Zn=lbiX* >1 b0+l toA  t, set t = t+l and go to 2. If no suchX ex- 
ists go to 5. 
n t 5. Stop, the minimum equivalent inequality is ]~i=1 bix i ~ b~. 
One method to implement step 3 is to solve the knapsack problem 
max ~n=lbtX i subject to ~,n=laix i <~ a 0 and x i 0-1 .  If the value of the 
optimal solution is strictly greater than b~, then the optimal solution is 
the vector sought in 3. Another method to implement step 3 is to address 
the question posed directly, for instance by Fourier-Motzkin elimina- 
tion as described in [6]. Similar comments apply to step 4. 
At most 2 n constraints can be added; by standard arguments, con- 
vergence is finite. The number of iterations of the algorithm can be re- 
duced by choosing a good subset of roofs and ceilings to define A 1. The 
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results on self-dual inequalities make it possible to solve a problem with 
n+ 2 variables and only ceiling points in A t, step 4 may then be elimina- 
ted. 
An elementary version of the algorithm has been coded; step 3 was 
implemented by solving the knapsack problem described above. Mini- 
mum equivalent inequalities were constructed for a few of the Petersen 
problems [17] with up to 28 variables. For constraints with more than 
20 variables, the reductions were insignificant for these problems. See 
[22] for a discussion of the computational results. 
7. Comments and example 
In some integer programming problems many constraints have only a 
few nonzero coefficients. For constraints with a small number of non- 
zero coefficients (~< 6), it is feasible to catalog all possible minimum 
equivalent inequalities (for 4 coefficients there are 27 different mini- 
mum equivalent inequalities). Calculation of roofs and a table lookup 
would be a fast method to determine the minimum equivalent inequal- 
ities. 
There has been work on constructing "strongest" or "deepest" in- 
equalities for cutting plane algorithms [ 1, 2, 131. If all the feasible 0-1 
points satisfy ~n=lbiX i <~ b 0 and all the infeasible 0-1 points satisfy 
]~ni=l bixi >~ bo+k, one way to define a strongest equivalent inequality is 
to maximize the distance between the two inequalities. A natural meas- 
ure of distance isk/Nn=o Ibil. Our minimum equivalent inequality problem 
(8) constructs the equivalent inequality that maximizes this distance by 
setting k = 1 and minimizing f3. The other objective functions also de- 
fine a distance, however f3 is particularly appealing since it corresponds 
to using the L 1 norm. 
Problem 1 of Petersen [ 17 ], 
maximize xl+ 6x2+12x3+24x4+ 5xs+20x 6, 
subject o 8x1+ 12x2+ 13x3+64x4+22x5+ 41x 6 ~< 80, 
8x1+ 12x2+ 13x3+75x4+ 22xs+41x 6 ~< 96, 
3Xl+ 6x2+ 4x3+18x4 + 6x5+ 4x 6 ~< 20, 
5Xl+10x2+ 8x3+32x4+ 6x5+12x 6 ~<36, 
5Xl+13x2+ 8x3+42x4+ 6x5+20x 6 ~<44, 
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5Xl+13x2+ 8x3+48x4+ 6xs+20x6~<48, 
8x 5 ~< 10, 
3x 1 + 4x 3 + 8x 5 ~< 18, 
3Xl+ 2x2+ 4x 3 + 8xs+ 4x 6 ~< 22, 
3x1+ 2x2+ 4x3+ 8x4+ 8x5+ 4x 6 ~<24, 
x j=O,  1 q = 1, 2, ..., 6), 
is equivalent to the following problem: 
maximize x1 + 6x 2 + 12x 3 + 24x 4 + 5x 2 + 20x6, 
subject o x l+ x2+ x3+ 4x4+2x5 + 2x6~<5, 
Xl+2X2 + 2x3,+ 6x4+ Xs+ 2x 6 ~<6, 
x j=0,  1 (/= 1, 2, ..., 61. 
The latter constraints are equivalent forms of the first and fifth of 
the original inequalities, the other constraints being either elaxations of 
these, or unrestrictive. 
A computer program for calculating roofs and ceilings is available 
from the authors. The program (written in FORTRAN) has an option to 
generate the complete input to the IBM MPS package of the minimum 
equivalent inequality linear program with objective functions fl, f2, f3, 
f4 and fs-The 135 test inequalities are available on cards. 
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