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The Price equation program: simple invariances unify population dynamics,
thermodynamics, probability, information and inference
Steven A. Frank
∗
The fundamental equations of various disciplines often seem to share the same basic structure. Nat-
ural selection increases information in the same way that Bayesian updating increases information.
Thermodynamics and the forms of common probability distributions express maximum increase in
entropy, which appears mathematically as loss of information. Physical mechanics follows paths of
change that maximize Fisher information. The information expressions typically have analogous
interpretations as the Newtonian balance between force and acceleration, representing a partition
between the direct causes of change and the opposing changes in the frame of reference. This web
of vague analogies hints at a deeper common mathematical structure. I suggest that the Price
equation expresses that underlying universal structure. The abstract Price equation describes dy-
namics as the change between two sets. One component of dynamics expresses the change in the
frequency of things, holding constant the values associated with things. The other component of
dynamics expresses the change in the values of things, holding constant the frequency of things. The
separation of frequency from value generalizes Shannon’s separation of the frequency of symbols
from the meaning of symbols in information theory. The Price equation’s generalized separation
of frequency and value reveals a few simple invariances that define universal geometric aspects of
change. For example, the conservation of total frequency, although a trivial invariance by itself,
creates a powerful constraint on the geometry of change. That constraint plus a few others seem to
explain the common structural forms of the equations in different disciplines. From that abstract
perspective, interpretations such as selection, information, entropy, force, acceleration, and physical
work arise from the same underlying geometry expressed by the Price equation. These claims of
universal structure are, at present, conjectures that deserve further study.
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Introduction
The Price equation is an abstract mathematical de-
scription for the change in populations. The most
general form describes a way to map entities be-
tween two sets. That abstract set mapping parti-
tions the forces that cause change between popula-
tions into two components, the direct and inertial
forces.
The direct forces change frequencies. The inertial
forces change the values associated with population
members. Changed values can be thought of as
an altered frame of reference driven by the inertial
forces.
From the abstract perspective of the Price equa-
tion, one can see the same partition of direct and
inertial forces in the fundamental equations of many
different subjects. That abstract unity clarifies un-
derstanding of natural selection and its relations
to such disparate topics as thermodynamics, infor-
mation, the common forms of probability distribu-
tions, Bayesian inference, and physical mechanics.
In a special form of the Price equation, the
changes caused by the direct and inertial forces
cancel so that the total remains conserved. That
conservation law defines a universal invariance and
canonical separation of the direct and inertial
forces. The canonical separation of forces clarifies
the common mathematical structure of seemingly
different topics.
This article sketches the overall argument for the
common mathematical structure of different sub-
jects. The argument is, at present, a broad framing
of conjectures. The conjectures raise many inter-
esting problems that require further work. Consult
Frank (2012a, 2017) for mathematical details, open
problems, and citations to additional literature.
The abstract Price equation
The Price equation describes the change in the av-
erage value of some property between two popu-
lations (Price, 1972a; Frank, 2012a). Consider a
population as a set of things. Each thing has a
property indexed by i. Those things with a com-
mon property index comprise a fraction, qi, of the
population and have average value, zi, for whatever
we choose to measure by z. Write q and z as the
vectors over all i. The population average value is
z¯ = q · z = ∑ qizi, summed over i.
A second population has matching vectors q′ and
z′. Those vectors for the second population are de-
fined by the special set mapping of the abstract
Price equation. In particular, q′i is the fraction of
the second population derived from entities with in-
dex i in the first population. The second population
does not have its own indexing by i. Instead the sec-
ond population’s indices derive from the mapping
of the second population’s members to the members
of the first population.
Similarly, z′i is the average value in the second
population of members derived from entities with
index i in the first population. Let ∆ be the differ-
ence between the derived population and the origi-
nal population, ∆q = q′ − q and ∆z = z′ − z.
To calculate the change in average value, it is
useful to begin by considering q and z as abstract
variables associated with the first set, and q′ and z′
as corresponding variables from the second set.
The change in the product of q and z is ∆(qz) =
q′z′ − qz. Note that q′ = q + ∆q and z′ = z + ∆z.
We can write the total change in the product as a
discrete analog of the chain rule for differentiation
of a product, yielding two partial change terms
∆(qz) = (q + ∆q)(z + ∆z)− qz
= (∆q)z + (q + ∆q)∆z
= (∆q)z + q′∆z.
The first term, (∆q)z, is the partial difference of
q holding z constant. The second term, q′∆z, is
the partial difference of z holding q constant. In
the second term, we use q′ as the constant value
because, with discrete differences, one of the partial
change terms must be evaluated in the context of
the second set.
The same product rule can be applied to vectors,
yielding the abstract form of the Price equation
∆z¯ = ∆(q · z) = ∆q · z + q′ ·∆z. (1)
The abstract Price equation simply partitions the
total change in the average value into two partial
change terms.
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Note that q has a clearly defined meaning as fre-
quency, whereas z may be chosen arbitrarily as any
values assigned to members. The values, z, define
the frame of reference. Because frequency is clearly
defined, whereas values are arbitrary, the frequency
changes, ∆q, take on the primary role in analyzing
the structural aspects of change that unify different
subjects.
The primacy of frequency change naturally labels
the first term, with ∆q, as the changes caused by
the direct forces acting on populations. Because
q and q′ define a sequence of probability distribu-
tions, the primary aspect of change concerns the
dynamics of probability distributions.
The arbitrary aspect of the values, z, naturally
labels the second term, with ∆z, as the changes
caused by the forces that alter the frame of refer-
ence, the inertial forces.
Table 1 defines commonly used symbols. Tables
2 and 3 in Appendix B summarize mathematical
forms and relations between disciplines.
Canonical form
The prior section emphasized the primary role
for the dynamics of probability distributions, ∆q,
which follows as a consequence of the forces acting
on populations.
The canonical form of the Price equation focuses
on the dynamics of probability distributions and
the associated forces that cause change. To obtain
the canonical form, define
ai =
∆qi
qi
(2)
as the relative change in the frequency of the ith
type.
We can use any value for z in the Price equation.
Choose z ≡ a. Then
∆a¯ = ∆q · a + q′ ·∆a = 0, (3)
in which the equality to zero expresses the conser-
vation of total probability
a¯ = q · a =
∑
i
qi
∆qi
qi
=
∑
i
∆qi = 0,
because the total changes in probability must cancel
to keep the sum of the probabilities constant at one.
Thus, eqn 3 appears as a seemingly trivial re-
sult, a notational spin on
∑
∆qi = 0. However,
many generalities and connections between seem-
ingly different disciplines follow from the partition
of conserved probability into the two terms of eqn 3.
Preliminary interpretation
The Price equation by itself does not calculate the
particular ∆q values of dynamics. Instead, the
equation emphasizes the fundamental constraint on
dynamics that arises from invariant total probabil-
ity. The changes, ∆q, must satisfy the constraint
in eqn 3, specifying certain properties that any pos-
sible dynamical path must have.
Put another way, all possible dynamical paths
will share certain invariant properties. It is those
invariant properties that reveal the ultimate unity
between different applications and disciplines.
Note that q is fundamental, whereas z is an arbi-
trary assignment of value or meaning. The focus on
q corresponds to the reason why information the-
ory considers only probabilities, without considera-
tion of meaning or values. In general, the unifying
fundamental aspect among disciplines concerns the
dynamics of probability distributions. We can then
add values or meaning to that underlying funda-
mental basis.
In particular, we can first study universal aspects
of the canonical invariant form based on a. We can
then derive broader results by simply making the
coordinate transformation a 7→ z, yielding the most
general expression of the abstract Price equation in
eqn 1.
Constraints on z¯ or ∆z¯ specify additional invari-
ances, which determine further structure of the pos-
sible dynamical paths and equilibria. Each zi may
be a vector of values, allowing multiple constraints
associated with the z values.
Alternatively, one can study the conditions re-
quired for ∆z¯ to change in particular ways. For
example, what are the necessary and sufficient pat-
terns of association between initial frequency, q, rel-
ative frequency change, a, and value, z, to drive the
3
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Table 1: Definitions of key symbols and concepts
Symbol Definition Equation
q Vector of frequencies with
∑
qi = 1 1
z Values with average z¯ = q · z; use z ≡ a,F, etc. for specific
interpretations
1
∆q Discrete changes, ∆qi = q
′
i − qi, may be large 1
q˙ Small, differential changes, ∆q→ q˙ ≡ dq 5
a Relative change of the ith type,
ai = ∆qi/qi → q˙i/qi = log q′i/qi
2
m Malthusian parameter, m = log q′/q, log of relative fitness,
w
26
w Relative fitness, wi = q
′
i/qi, with m = log w 10
F Direct nondimensional forces, may be used for values z ≡ F 4
I Inertial nondimensional forces, may be interpreted as
acceleration (24)
4
φ Force vector F ≡ φ when specific for particular case 6
∆q · F Abstract notion of physical work as displacement
multiplied by force
5
D (q′||q) Kullback-Leibler divergence between q′ and q 5
F Fisher information, nondimensional expression 5
L Lagrangian, used to find extremum subject to constraints 6
L Likelihoods, Lθ, for parameter values, θ; interpreted as
force, F ≡ L
9
∆F Partial change caused by direct forces, e.g., ∆q · F or
∆q · φ or ∆q · L
11
‖·‖ Euclidean vector length, e.g., ‖z‖ or ‖F‖ or ‖∆q‖ 18
r Unitary coordinates, r =
√
q, with ‖r‖ = 1 as invariant
total probability
22
change, ∆z¯, in a particular direction?
Temporal dynamics
The frequency change terms, ∆qi, arise from the ab-
stract set mapping assignment of members in the
second set to members in the first set. In some
cases, the abstract set mapping may differ from the
traditional notion of dynamics as a temporal se-
quence, in which q′i is the frequency of type i in the
second set.
We may add various assumptions to achieve a
temporal interpretation in which i retains its mean-
ing as a type through time. For example, following
Price (1995), we may partition q 7→ q′ into two
steps. In the initial step, q 7→ q∗, the mapping pre-
serves type, such that q∗i describes the frequency of
type i in the second set.
In the subsequent step, q∗ 7→ q′, the mapping
accounts for the forces that change type. For a
force that makes the change i 7→ j, we map type
j members in the second set to type j members in
the first set. Thus, ∆qj = q
′
j − q∗j describes the net
frequency change from the gains and losses caused
by the forces of type reassignment.
For this two-step process that preserves type, the
net change q 7→ q′ combines the type-changing
forces with other forces that alter frequency. Thus,
we may consider type-preserving maps as a special
case of the general abstract set mapping. In this
article, I focus on the properties of the general ab-
stract set mapping.
4
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Key results
Later sections use the abstract Price equation to
show formal relations between natural selection and
information theory, the dynamics of entropy and
probability, basic aspects of physical dynamics, and
other fundamental principles (Frank, 2017). Here,
I list some key results without derivation or discus-
sion. This listing gives a sense of where the argu-
ment will go, providing a target for further devel-
opment in later sections.
Throughout this article, I use ratios of vectors
to denote elementwise division, for example q′/q =
q′1/q1, q′2/q2, . . . . A constant added to or multiplied
by a vector applies the operation to each element
of the vector, for example, a + bz, for constants a
and b, yields a+ bzi for each i.
D’Alembert’s principle of physical mechan-
ics. We can write the canonical Price equation of
eqn 3 as d’Alembert’s partition (Frank, 2015, 2017)
between the direct forces, F = a, and the inertial
forces of acceleration, I, as
∆a¯ = (F + I) ·∆q = 0. (4)
This equation generalizes Newton’s second law that
force equals mass times acceleration, describing the
balance between force and acceleration. Here, the
direct forces, F, balance the inertial forces of ac-
celeration, I, along the path of change, ∆q. The
condition ∆a¯ = 0 describes conservative systems.
For nonconservative systems, we can use a 7→ z,
with ∆z¯ not necessarily conserved.
Information theory. For small changes, ∆q→ q˙
and F = a→ log(q′/q), the direct force term is
∆q · F = ∆q · a = D (q′||q)+D (q||q′)
=
∑ q˙2i
qi
= F , (5)
in which D is the Kullback-Leibler divergence, a
fundamental measure of information, and F is a
nondimensional expression of Fisher information
(Cover & Thomas, 1991).
Extreme action. The term for direct force, or
action, q˙ · F, yields frequency change dynamics, q˙,
determined by the extremum of the action, subject
to constraint
L =
∑
q˙iφi − 1
2κ
(∑ q˙2i
qi
− C2
)
− ξ
(∑
q˙i − 0
)
,
(6)
in which φ = F is a given force vector. The
first parenthetical term constrains the incremen-
tal distance between probability distributions to be
F = ∑ q˙2i /qi = C2, for a given constant, C. The
second parenthetical term constrains the total prob-
ability to remain invariant.
Entropy and thermodynamics. The force vec-
tor, φ, can be described as a growth process, q′i =
qie
φi , with φi = log(q
′
i/qi). A constraint on the sys-
tem’s partial change in some quantity, q˙ · z = B,
constrains the new frequency vector, q′. We may
write the constraint as q˙·log q′ = −λ(q˙ · z) = −λB,
thus
L = −q˙·log q− 1
2κ
(F − C2)−ξ(q˙ · 1− 0)−λ(q˙ · z−B).
The action term, −q˙ · log q, is the increase in en-
tropy, −q · log q. Maximizing the action maximizes
the production of entropy.
Maximum entropy and statistical mechanics.
In the prior example, the work done by the force of
constraint is q˙ · Fc = −λB, with Fc = log q′ =
log k − λz. At maximum entropy, we obtain an
equilibrium, log q′ = log q. Thus, the maximum
entropy equilibrium probability distribution is
q = ke−λz. (7)
This Gibbs-Boltzmann-exponential distribution is
the principal result of statistical mechanics. Here,
we obtained that result through a Price equation
abstraction that led to maximum entropy produc-
tion, subject to a constraining invariance on a com-
ponent of change in z¯.
Constraint, invariance and sufficiency. The
maximum entropy probability distribution ex-
presses the forces of constraint, Fc, acting on z.
Different constraints yield different distributions.
For example, the constraint q · (z− µ)2 = σ2 yields
5
git • arxiv @ arXiv-3.0-0::60e8239-2018-12-14 (2018-12-17 02:27Z) • safrank
a Gaussian distribution for given mean, µ, and vari-
ance, σ2. This constraint is sufficient to determine
the form of the distribution. Similarly, for small
changes, the total change of the direct forces
∆q · a = ∆q · F→
∑ q˙2i
qi
= F , (8)
does not require the exact form of the frequency
changes, q˙. It is sufficient to know the Fisher infor-
mation distance,
∑
q˙2i /qi = F , which determines
the subsets of the possible change vectors, q˙, with
the same invariant Fisher distance, F . Many results
from the abstract Price equation express invariance
and sufficiency.
Inference: data as a force. Use θ ≡ i as an in-
dex for different parameter values. Then qθ matches
the Bayesian notion of a prior probability distribu-
tion for the values of θ. The posterior distribution
is
q′θ = qθLθ, (9)
in which the normalized likelihood, Lθ, describes
the force of the data that drives the change in prob-
ability. In Price notation, the normalized likelihood
is equivalent to the force vector, L ≡ F, and also
L − 1 ≡ a. With that definition for a in terms
of the force of the data, the structure and general
properties of Bayesian inference follow as a special
case of the abstract Price equation.
Invariance, scale and probability distribu-
tions. The maximum entropy probability distribu-
tion in eqn 7 is invariant to affine transformation,
z 7→ a+bz, because k and λ adjust to a and b. That
affine invariance with respect to z, which arises di-
rectly from the abstract Price equation, is sufficient
by itself to determine the structure of commonly
observed probability distributions, without need of
invoking entropy maximization. The structure of
common probability distributions is
q = ke−λe
βw
.
The function w(z) is a scale for z, such that a shift
in that scale, w 7→ α+w, only changes z by a con-
stant multiple, and therefore does not change the
probability pattern. Simple forms of w lead to the
various commonly observed continuous probability
distributions. For example, w(z) = log z yields the
stretched exponential distribution.
History of earlier forms
Before analyzing the abstract Price equation and
the unification of disciplines, it is useful to write
down some of the earlier expressions and applica-
tions of the Price equation from biology (Frank,
1995, 1997, 2012a; Walsh & Lynch, 2018).
Fitness and average excess
This section extends the definition of relative
changes in eqn 2. Let wi = q
′
i/qi be the relative
growth, or relative fitness, of the ith type. Then
we may define
ai = wi − 1 = q
′
i
qi
− 1 = ∆qi
qi
, (10)
which, in biology, is Fisher’s average excess in fit-
ness (Fisher, 1941). Note that ∆qi = qiai and that
the average value of w is w¯ = 1, thus ai = wi − w¯.
Variance in fitness
Considering a as a measure of fitness, the first term
of eqn 3 becomes the partial change in average fit-
ness caused by the direct forces, F. In symbols
∆F a¯ = ∆q · a =
∑
i
∆qi
(
∆qi
qi
)
=
∑
i
qi
(
∆qi
qi
)2
=
∑
i
qia
2
i = Vw,
(11)
in which ∆F is the partial change caused by the
direct forces, and Vw is the variance in fitness.
Fundamental theorem
If we let
ai = αxi + i
be the regression of fitness, ai, on some predictor,
xi, and define gi = αxi, then
∆F a¯ =
∑
i
qia
2
i = Vg + V. (12)
6
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If one interprets xi as an inherited gene, and i as
an environmental effect that is not transmitted to
the next generation, then the partial change in fit-
ness by natural selection that is transmitted to the
next generation is ∆NS a¯ = Vg. This result is anal-
ogous to Fisher’s fundamental theorem of natural
selection (Fisher, 1958; Price, 1972b; Ewens, 1989;
Frank, 1997).
The analysis tracks three sets. The initial set be-
fore selection with a¯, the second set after selection
with a¯†, and the third set after transmission with
a¯′. The set after transmission retains only those
changes associated with xi, interpreted as an inher-
ited gene, such that ∆a¯ = a¯′ − a¯.
Covariance form and replicators
Using the definitions of relative fitness and average
excess, the first term of the Price equation is
∆q · z =
∑
(∆qi)zi =
∑
qiaizi
=
∑
qi(wi − w¯)zi = Cov(w, z),
(13)
in which Cov(w, z) is the covariance between fitness
and value. This covariance implies that natural se-
lection tends to increase the average value of z in
proportion to the association between fitness and
value. If the values do not change, ∆zi = 0, then
the total change is
∆z¯ = Cov(w, z).
This covariance equation has been widely used to
study natural selection (Robertson, 1966; Wade,
1985; Gardner, 2008; Queller, 2017; Walsh & Lynch,
2018).
In one common application, sometimes referred
to as the replicator problem, we label each individ-
ual in a population by its own unique index, i, and
let zi = pi be 0 or 1 to specify if each individual
is a type 0 or type 1 individual (Taylor & Jonker,
1978; Schuster & Sigmund, 1983). We can think of
pi as the frequency of type 1 in individual i. Then
p¯ is the frequency of type 1 individuals in the pop-
ulation, and
∆p¯ = Cov(w, p) (14)
is the frequency change of types in the population
(Price, 1970). Here, we assume that individuals do
not change their type during transmission, ∆pi = 0,
so that the second Price equation term is zero. This
assumption is usually interpreted in biology as the
absence of mutation.
Levels of selection
We can write the second Price equation term as
q′ ·∆z =
∑
q′i(∆zi) =
∑
qiwi(∆zi) = E(w∆z),
(15)
in which E denotes the expectation operator for
the average value. Combining this expression with
eqn 13, we obtain an alternative form of the Price
equation
∆z¯ = Cov(w, z) + E(w∆z). (16)
This form is often used to analyze how selection acts
at different levels, such as individual versus group
selection (Price, 1972a; Hamilton, 1975). As an ex-
ample, consider a variant of the replicator problem,
which uses z ≡ p, yielding
∆p¯ = Cov(w, p) + E(w∆p), (17)
in which pi now denotes the frequency of type 1
individuals within the ith group of individuals, wi
is the fitness of the ith group relative to all other
groups, and ∆pi is the change in the frequency of
type 1 individuals within the ith group. Thus, the
two terms can be interpreted as the change caused
by selection between groups and the change caused
by selection between individuals within groups.
Mathematical properties
This section illustrates mathematical properties of
the Price equation. These mathematical properties
set the foundation for unifying apparently different
kinds of problems from different disciplines.
Geometry and work
Write the standard Euclidean geometry vector
length as the square root of the sum of squares
‖z‖ =
√∑
z2i . (18)
7
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For any vector z
∆q · z = ‖∆q‖‖z‖ cosω = Cov(w, z),
in which ω is the angle between the vectors ∆q and
z. If we interpret z ≡ F as an abstract, nondimen-
sional force, then
∆q · F = ‖∆q‖‖F‖ cosω (19)
expresses an abstract notion of work as the distance
moved, ‖∆q‖, multiplied by the component of force
acting along the path, ‖F‖ cosω.
Divergence between sets
If we let z ≡ a describe the relative growth of the
various frequencies, ai = ∆qi/qi, then the diver-
gence between sets can be expressed as
∆F a¯ = ∆q ·a =
∑(∆qi√
qi
)2
=
∥∥∥∥∆q√q
∥∥∥∥2 = Vw = R2,
(20)
in which R is the radius of a sphere on which must
lie all possible ∆q /
√
q changes with the same di-
vergence between sets. If we choose to interpret a
as an abstract notion of force, or fitness, acting on
frequency changes, then ∆q · a is the work, with
magnitude
∥∥∆q /√q∥∥2, that separates the proba-
bility distribution q′ from q.
Small changes, paths and logarithms
If we think of the separation between sets as a se-
quence of small changes along a path, with each
small change as ∆q→ q˙, then
a→ q˙
q
= d log q,
in which the overdot and the symbol “d” equiv-
alently describe the differential. Then the partial
change by direct forces separates the probability
distributions of the two sets by the path length
∆F a¯ = ∆q · a =
∥∥∥∥ q˙√q
∥∥∥∥2 = F , (21)
in which F is an abstract, nondimensional expres-
sion of the Fisher information distance metric.
Unitary and canonical coordinates
Let r =
√
q. Then ‖r‖ = 1, expressing the conser-
vation of total probability as a vector of unit length,
in which all possible probability combinations of r
define the surface of a unit sphere. In Hamiltonian
analyses of d’Alembert’s principle for the canonical
Price equation, r is a canonical coordinate system
(Frank, 2015).
The unitary coordinates, r, also provide a direct
description of Fisher information path length as a
distance between two probability distributions
4‖r˙‖2 = 4‖d√q‖2 =
∥∥∥∥ q˙√q
∥∥∥∥2 = F . (22)
The constraint on total probability makes square
root coordinates the natural system in which to an-
alyze Euclidean distances, which are the sums of
squares. See Figure 1.
Affine invariance
Affine transformation shifts and stretches (multi-
plies) values, z 7→ a+ bz, for shift by a and stretch
by b. Here, addition or multiplication of a vector
by a constant applies to each element of the vector.
In the abstract Price equation
∆z¯ = ∆q · z + q′∆z,
affine transformation, z 7→ a+ bz, alters the terms
as: ∆z¯ 7→ b∆z¯, because the shift constant can-
cels in the differences; ∆q · z 7→ b∆q · z, because
in
∑
(∆qi)(a+ bzi), we have
∑
a∆qi = 0; and
q′∆z 7→ bq′∆z, because the shift constant cancels
in the differences. The stretch factor b multiplies
each term and therefore cancels, leaving the Price
equation invariant to affine transformation of the z
values. Much of the universal structure expressed
by the Price equation follows from this affine invari-
ance.
Probability vs frequency
In this article, I use probability and frequency in-
terchangeably. Many subtle issues distinguish the
concepts and applications associated with those al-
ternative words. However, in this attempt to iden-
tify common mathematical structure between var-
ious subjects, those distinctions are not essential.
8
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See Jaynes (2003) for discussion.
D’Alembert’s principle
The remaining sections repeat the list of topics in
the Key results section. Prior publications dis-
cussed these topics (Frank, 2012a, 2017). Here, I
present additional details, roughly sketching how
the structure provided by the abstract Price equa-
tion unifies various subjects.
We can rewrite the canonical Price equation for
the conservation of total probability in eqn 3 as
∆a¯ = (F + I) ·∆q = 0. (23)
Here, ∆q satisfies the constraint on total probabil-
ity and any other specified constraints. The direct
forces are F = a = ∆q/q. The inertial forces are
I =
∆2q
∆q
− ∆q
q
, (24)
in which ∆2q = ∆(q′ − q) is the second difference
of q, which is roughly like an acceleration.
D’Alembert’s principle is a generalization of
Newton’s second law, force equals mass times ac-
celeration (Lanczos, 1986). In one dimension, New-
ton’s law is F = −I, for force, F , and mass times
acceleration, −I, so that F + I = 0. D’Alembert
generalizes Newton’s law to a statement about mo-
tion in multiple dimensions such that, in conser-
vative systems, the total work for a displacement,
∆q, and total forces, F+I, is zero. Work is the dis-
tance moved multiplied by the force acting in the
direction of the movement.
The canonical Price equation of eqn 3 is
an abstract, nondimensional generalization of
d’Alembert for probability distributions that con-
serve total probability. The movement of the proba-
bility distribution between two populations, or sets,
can be partitioned into the balancing work compo-
nents of the direct forces, ∆q · F, and the inertial
forces, ∆q ·I. We can often specify the direct forces
in a simple and clear way. The balancing inertial
forces may then be analyzed by d’Alembert’s prin-
ciple (Lanczos, 1986).
The movement of probability distributions in
the canonical Price equation is always conserva-
tive, ∆a¯ = 0, so that d’Alembert’s principle holds.
When we transform to the general Price equation
by a 7→ z, then it may be that ∆z¯ 6= 0 and the sys-
tem is not conservative. In that case, we may con-
sider constraints on ∆z¯ and how those constraints
influence the possible paths of change for ∆q.
We can obtain a simple form of d’Alembert’s
principle for probability distributions when dis-
placements are small, ∆q → q˙ ≡ dq. Define
the relative change operator as d log, the differ-
ential of the logarithm. Then F = d log q and
I = d log(d log q) = d log2 q, yielding
(F + I) · dq = (d log q + d log2 q) · dq = 0, (25)
with the direct force proportional to the relative
change in frequencies, and the inertial force propor-
tional to the relative nondimensional acceleration in
frequencies.
From eqn 5, the work of the direct forces, dq·F =
q˙ · F = F , is the Fisher information path length
that separates the probability distributions, q′ and
q, associated with the two sets. The inertial forces
cause a balancing loss, q˙ · I = −F , which describes
the loss in Fisher information that arises from the
recalculation of the relative forces in the new frame
of reference, q′. The balancing loss occurs because
the average relative force, or fitness, is always zero
in the current frame of reference, for example, q ·
a =
∑
qi(q˙i/qi) = 0. Any gain in relative fitness,
q˙ · F = F , must be balanced by an equivalent loss
in relative fitness, q˙ · I = −F .
Here, the notions of force, inertia, and work
are nondimensional mathematical abstractions that
arise from the common underlying structure be-
tween the Price equation and the equations of phys-
ical mechanics. Similarly, the Fisher information
measure here is an abstraction of the standard us-
age of the Fisher metric.
By equating force with relative frequency change,
we intentionally blur the distinction between ex-
ternal causes and internal effects. By describing
change as the difference between two abstract sets
rather than change through time or space, we in-
tentionally blur the scale of change. By separating
frequencies, q, from property values, z, we inten-
tionally distinguish universal aspects of structural
9
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Figure 1: Geometry of change by direct forces. See Table 1 for definition of symbols. Tables 2 and 3 summarize
distance expressions and point to locations in the text with further details. (a) The abstract physical work of the
direct forces as the distance moved between the initial set with frequencies q, and the altered set with frequencies
q′. For discrete changes, the frequencies are normalized by the square root of the frequencies in the initial set. The
distance can equivalently be described by the various expressions shown, in which Vw is the variance in fitness from
population biology, J is the Jeffreys divergence from information theory, and F is the Fisher information metric
which arises in many disciplines. The symbol “→” denotes the limit for small changes. (b) When changes are small,
the same geometry and distances can be described more elegantly in unitary square root coordinates, r =
√
q.
change between sets from the particular interpreta-
tions of property values in each application. The
blurring of cause, effect and scale, and the separa-
tion of frequency from value, lead to abstract math-
ematical expressions that reveal the common un-
derlying structure between seemingly different sub-
jects.
Information theory
When changes are small, the direct force term of
the canonical Price equation expresses classic mea-
sures of information theory (eqn 5). In particu-
lar, q˙ · a = q˙ · F is a symmetric expression of the
Kullback-Leibler divergence, which measures the
change in information associated with the separa-
tion between two probability distributions (Cover
& Thomas, 1991).
For small changes, the Kullback-Leibler diver-
gence is equivalent to a nondimensional expression
of the Fisher information metric. The Fisher met-
ric provides the foundation for much of classic sta-
tistical theory and for the subject of information
geometry (Fisher, 1925; Amari & Nagaoka, 2000).
The Fisher metric also arises as an equivalent de-
scription for dynamics in many classic problems in
physics and other subjects (Frieden, 2004).
What does it mean that the Price equation
matches classic measures of information, which also
arise other subjects? That remains an open ques-
tion. I suggest that the Price equation reveals
the common mathematical structure among those
seemingly different subjects. That mathematical
structure arises from the conserved quantities, in-
variances, or constraints that impose a common
pattern on dynamics. By this interpretation, dy-
namics is just a description of the changes between
a sequence of sets.
The key aspect of the Price equation seems to
be the separation of frequencies from property val-
ues. That separation shadows Shannon’s separa-
tion of the information in a message, expressed by
10
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frequencies of symbols in sets, from the meaning
of a message, expressed by the properties associ-
ated with the message symbols. The Price equa-
tion takes that separation further by considering
the abstract description of the separation between
sets rather than the information in messages. Price
(1995) was clearly influenced by the information
theory separation between frequency and property
in his discussion of a generalized notion of natural
selection that might unify disparate subjects.
The equivalence of the Price equation and infor-
mation measures arises directly from the assump-
tion of small changes. For larger changes, the re-
lation between the Price equation and information
remains an open problem. We might, for example,
describe larger changes as
q′i = qie
mi , (26)
in which mi is a nondimensional expression for the
total force that separates frequencies. From that
expression,
mi = log
q′i
qi
= logwi, (27)
in which wi is a form relative fitness, and mi is
called the Malthusian parameter in biology. Then,
similarly to eqn 5, we have
∆q ·m = D (q′||q)+D (q||q′) , (28)
which is known as the Jeffreys divergence. In this
case, with ∆q not necessarily small, we no longer
have a direct equivalence to Fisher information.
Information geometry, which analyzes continuous
paths along contours of conserved total probability,
describes the relations between Fisher information
and this discrete divergence (Dabak & Johnson,
2002). The idea is that big changes, ∆q, become a
series of small changes, q˙, along a continuous path
that connects the endpoints, q to q′. Each small
step along the path can be described as a Fisher in-
formation path length, and the sum of those small
lengths equals the Jeffreys divergence.
Earlier work in population genetics theory de-
rived the total change caused by natural selection as∑
q˙2/qi (reviewed by Ewens, 1992; Wei et al., 2009;
Raju & Krishnaprasad, 2019). That initial work
did not emphasize the equivalence of the change
by natural selection and Fisher information (Frank,
2009b). Here, the Fisher metric arises most sim-
ply as the continuous limiting form of the canonical
Price equation description for the distance between
two sets.
Extreme action
We can write eqn 6 as
L = q˙ · φ− 1
2κ
(F − C2)− ξ(q˙ · 1− 0). (29)
By the principle of extreme action, the dynamics, q˙,
maximize or minimize (extremize) the action, q˙ ·φ,
subject to the constraints. In this case, maximizing
the action simply describes the fact that the move-
ment, q˙, tends to be in the direction of the force
vector, φ, subject to any constraints on motion.
The Lagrangian, L, combines the action and the
constraints into one expression. To illustrate the
principle of extreme action with the Lagrangian
above, we maximize the action subject to the con-
straints by solving ∂L/∂q˙i = 0, while also solving
for κ and ξ by requiring that F = C2 and q˙ ·1 = 0.
The solution is
q˙i = κqi
(
φi − φ¯
)
, (30)
in which φi − φ¯ is the excess force relative to the
average, and ξ = φ¯ follows from satisfying the con-
straint on total probability under the assumption
of small changes. The constant, κ = C/σφ, satis-
fies the constraint on total path length, F = C2,
in which σφ is the standard deviation of the forces.
We can rewrite the solution as
mi =
q˙i
qi
= κ
(
φi − φ¯
)
.
This expression shows that we can determine the
frequency changes, q˙, from the given forces, φ, or
we can determine the forces from the given fre-
quency changes. The mathematics is neutral about
what is given and what is derived.
In this case, φ is an arbitrary force vector. Using
z = φ in the general Price equation does not neces-
sarily yield ∆z¯ = ∆φ¯ = 0. A nonconservative sys-
tem does not satisfy d’Alembert’s principle. Often,
11
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we can specify certain invariances associated with
∆z¯, and use those invariances as additional forces of
constraint on q˙ in the Lagrangian. The additional
forces of constraint typically alter the dynamics and
the potential equilibria, as shown in the following
section.
Across many disciplines, problems can often be
solved by this variational method of writing a La-
grangian and then extremizing the action subject
to the constraints (Lanczos, 1986). The difficulty is
determining the correct Lagrangian for a particular
problem. No general method specifies the correct
form.
In this example, the Price equation essentially
gave us the form of the action and the constraints.
Here, the action is the frequency displacement mul-
tiplied by the arbitrary force vector, q˙ ·φ, which is
analogous to the physical work done in the move-
ment of the probability distribution. The con-
straints follow from the conservation of total proba-
bility and the description of total distance moved as
Fisher information, F , which arises from the canon-
ical Price equation.
Entropy and thermodynamics
The tendency for systems to increase in entropy
provides the foundation for much of thermody-
namics (Van Ness, 1983). Entropy can be stud-
ied abstractly by the information entropy quantity,
E = −q · log q. For small changes in frequencies,
the change in entropy is dE = −q˙ · log q.
System dynamics often maximize the production
of entropy (Dewar et al., 2014). Maximum entropy
production suggests that the dynamics may be an-
alyzed by a Lagrangian in which the action to be
maximized is the production of entropy, −q˙ · log q.
In the basic Lagrangian for dynamics given by
eqn 29, the action is the abstract notion of physical
work, q˙ · φ, the displacement, q˙, multiplied by the
force, φ.
The force vector, φ, can be related to frequency
change in a growth process, q′i = qie
φi , with φi =
mi = log(q
′
i/qi), as in eqn 27. The work becomes
q˙ · φ = q˙ · log q′ − q˙ · log q, (31)
in which the second term on the right is the pro-
duction of entropy.
If the system conserves the change in some quan-
tity, ∆z¯ = B, then that invariant change imposes a
constraint on the possible change in the probability
distribution, q˙ = q′ − q. Suppose that the value
zi is a property of a type, i, such that each type
does not change its property value between sets,
∆zi = z
′
i − zi = 0. Then, from the general Price
equation, ∆z¯ = B implies q˙·z = B. This constraint
acts as a force that limits the possible probability
distributions, q′, given the initial distribution, q.
We can express the constraint q˙ · z = B on z in
terms of a constraint on q′ as log q′ = log k − λz,
for constant, k. Then the constraint q˙ · z has an
equivalent expression in terms of q′ as
q˙ · log q′ = −λ(q˙ · z) = −λB. (32)
We can now split the total force, φ, as in eqn 31
and, considering q˙ · log q′ as a force of constraint,
we can rewrite the Lagrangian of eqn 29 as
L = −q˙·log q− 1
2κ
(F − C2)−ξ(q˙ · 1− 0)−λ(q˙ · z−B).
(33)
The action term, dE = −q˙ · log q, is the increase
in entropy, E = −q · log q. Maximizing the action
maximizes the production of entropy.
The maximization by solving ∂L/∂q˙i = 0 subject
to the constraints yields a solution with the same
form as eqn 30. The force term is replaced by a
partition of forces into components that match the
direct entropy increase and the constraint on z as
φi − φ¯ = E∗i − λz∗i , (34)
in which the star superscripts denote the deviations
from average values, E∗i = − log qi − E and z∗i =
zi − z¯, thus
q˙i = κqi(E∗i − λz∗i ). (35)
The value of κ is C/σφ, as in the previous section.
In this case, we use for φ the partition of the forces
on the right side of eqn 34 into the direct entropy
and the constraining forces.
The constraint q˙ · z = B implies
λ = βEz − B
κσ2z
.
12
git • arxiv @ arXiv-3.0-0::60e8239-2018-12-14 (2018-12-17 02:27Z) • safrank
The term βEz is the regression of − log q on z,
which acts to transform the scale for the forces of
constraint imposed by z to be on a common scale
with the direct forces of entropy, − log q. The term
B/κσ2z describes the required force of constraint on
frequency changes so that the new frequencies move
z¯ by the amount q˙ ·z = B. The term σ2z is the vari-
ance in z.
In these examples of dynamics derived from La-
grangians, the action is the partial change term of
the direct forces derived from the universal prop-
erties of the Price equation. Thus, the maximum
entropy production in this case can be interpreted
as a universal partial maximum entropy production
principle, in the Price equation sense of the partial
change associated with the direct forces, holding
the inertial frame constant (Frank, 2017).
In many applications, causal analysis reduces to
this pattern of partial change by direct focal causes,
holding other causes constant. The particular par-
tition into direct, constraining, and inertial forces
is a choice that we make to isolate or highlight par-
ticular causes (Lanczos, 1986).
Entropy and statistical mechanics
When entropy reaches its maximum value subject
to the forces of constraint, equilibrium occurs at
q′ = q. From the force of constraint given in the
previous section, log q′ = log k−λz, the equilibrium
can be written as
q = ke−λz, (36)
in which I have dropped the i subscript. This
Gibbs-Boltzmann-exponential distribution is the
principal result of statistical mechanics (Feynman,
1998). Here, we obtained the exponential distribu-
tion through a Price equation abstraction that led
to maximum entropy production.
This result suggests that equilibrium probabil-
ity distributions are simple expressions of maxi-
mum entropy subject to the forces of constraint.
Jaynes (1957a,b) developed this maximum entropy
perspective in his quest to overthrow Boltzmann’s
canonical ensemble for statistical mechanics. The
canonical ensemble describes macroscopic probabil-
ity patterns by aggregation over a large number of
equivalent microscopic particles.
The theory of statistical mechanics, based on
the microcanonical ensemble, yields several com-
monly observed probability distributions. However,
Jaynes (2003) emphasized that the same probabil-
ity distributions commonly arise in economics, biol-
ogy, and many other disciplines. In those nonphysi-
cal disciplines, there is no meaningful canonical en-
semble of identical microscopic particles. According
to Jaynes, there must another more general cause of
the common probability patterns. The maximiza-
tion of entropy is one possibility (Frank, 2009a).
Jaynes emphasized that increase in entropy is
equivalent to loss of information. The inherent ran-
domizing tendency in all systems causes loss of in-
formation. Maximum entropy is simply a conse-
quence of that loss of information. Because sys-
tems lose all information except the forces of con-
straint, common probability distributions simply
reflect those underlying forces of constraint.
The Gibbs-Boltzmann-exponential distribution
in eqn 36 expresses the simple force of constraint on
the mean of some value, z, associated with the sys-
tem. Different constraints lead to different distribu-
tions. For example, the constraint q · (z− µ)2 = σ2
yields a Gaussian distribution for mean µ and vari-
ance σ2.
Jaynes invoked maximum entropy as a conse-
quence of the thermodynamic principle that sys-
tems increase in entropy. Here, I developed the
maximization of entropy from the abstract Price
equation expression for frequency dynamics and the
extreme action principle.
Extreme action simply expresses the notion that
changing frequencies align with the direction of the
force vector. That geometric alignment is equiva-
lent to the maximization of frequency change multi-
plied by force, an abstract notion of physical work.
Jaynes argued that the fundamental notion of in-
formation sets the underlying structural unity of
thermodynamics, probability, and many aspects of
statistical inference. I argue for underlying unity
based on abstract properties of invariance and ge-
ometry (Frank, 2017). Those properties of invari-
ance and geometry give a common mathematical
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structure to any problem that can be considered
abstractly by the Price equation’s description of the
change between two sets. The next section reviews
and extends these notions of invariance and com-
mon mathematical structure.
Invariance and sufficiency
The Price equation expresses constraints on the
change in probability distributions between sets,
∆q. For example, if z¯ is a constant, conserved
value, then the changes, ∆q, must satisfy that con-
straint. We may say that the conserved value of
z¯ imposes a force of constraint on the frequency
changes. This section relates the Price equation’s
abstract notions of change and constraint to Jaynes’
arguments.
Jaynes emphasized that systems tend to increase
in entropy or, equivalently, to lose information. En-
tropy increase is a force that drives a system to an
equilibrium at which entropy is maximized subject
to any forces of constraint.
Because entropy increase is essentially universal,
it is sufficient to know the particular forces of con-
straint to determine the most likely form of a prob-
ability distribution. Sufficiency expresses the forces
of constraint in terms of conserved quantities.
Put another way, sufficiency partitions all possi-
ble populations into subsets. Each subset contains
all of those populations with the same invariant
conserved quantity. For example, if the constraint
is a conserved value of z¯, then all populations with
the same invariant value of z¯ fall into the same sub-
set.
To analyze the force arising from constraint on z¯
and the most likely form of the associated proba-
bility distribution, it is sufficient to know that the
dynamics of populations driven by entropy increase
must remain within the subset with invariant values
defined by the constraints of the conserved quanti-
ties.
Jaynesian thermodynamics follows from the gen-
eral force of information loss, in which the con-
straints sufficiently describe the only information
that remains after maximum information loss.
The Price equation goes beyond Jaynes in reveal-
ing the underlying abstract mathematical structure
that unifies seemingly different subjects. In all of
the disciplines we have discussed, the key results for
each discipline arise from the basic description of
change between sets constrained by invariant con-
ditions that we place on frequency, q, and value, z.
In addition, the Price equation expresses the intrin-
sic invariance to affine transformation z 7→ a+ bz.
From the perspective of the abstract Price equa-
tion, notions of information and entropy increase
arise as secondary descriptions of the underlying
primary geometric aspects of change between sets
subject to intrinsic invariances and to invariant con-
ditions imposed as constraints. Those aspects of
geometry and invariance set the shared foundations
for many seemingly different disciplines.
Inference: data as a force
Jaynes considered information as a force that
changes probability distributions. Entropy increase
is the force that causes loss of information, driv-
ing probability distributions to maximum entropy
subject to constraint. For inference, data provide
an informational force that drives the Bayesian dy-
namics of probability distributions to provide es-
timates of parameter values. The parameters are
typically the conserved, constrained quantities that
are sufficient to define maximum entropy probabil-
ity distributions.
How does the Jaynesian interpretation of data as
an informational force in statistical inference fol-
low from the underlying Price equation abstrac-
tion? Consider the estimation of a parameter, θ,
such as the mean of an exponential probability dis-
tribution. In the Bayesian framework, we describe
the current information that we have about θ by
the probability distribution, qθ.
The value of qθ represents the relative likelihood
that the true value of the parameter is θ. The
probability distribution over alternative values of
θ represents our current knowledge, or information,
about θ. To relate this to the Price framework, note
that we are now using θ as the subscript for types
instead of i. The vector q now implicitly describes
the set of values for qθ.
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Our problem concerns how new information
about θ changes the probability values to q′θ. The
new probability values summarize the combination
of our prior information in qθ and the force of the
new information in the data. This problem is the
Bayesian dynamics of combining a prior distribu-
tion, qθ, with new data to generate a posterior dis-
tribution, q′θ, with ∆qθ = q
′
θ − qθ.
We have from our universal definitions for change
given earlier the relation q′θ = qθwθ, in which we
called w = q′/q the relative fitness, describing the
force of change on probabilities. Here, the force
arises from the way in which new data alters the
net likelihood associated with a value of θ.
Following Bayesian tradition, denote that force
of the data as L˜(D|θ), the likelihood of observing
the data, D, given a value for the parameter, θ. To
interpret a force as equivalent to relative fitness, the
average value of the force must be one to satisfy the
conservation of total probability. Thus, define
wθ = Lθ =
L˜(D|θ)∑
θ qθL˜(D|θ)
.
We can now write the classic expression for
Bayesian updating of a prior, qθ, driven by the force
of new data, Lθ = L(D|θ), to yield the posterior,
q′θ, as
q′θ = qθLθ. (37)
By recognizing L as a force vector acting on fre-
quency change, we can use all of the general re-
sults derived from the Price equation. For exam-
ple, the Malthusian parameter, m, relates to the
log-likelihood as
m = log
q′
q
= ∆ log q = log L. (38)
This equivalence for log-likelihood relates frequency
change to the Kullback-Leibler expressions for the
change in information
∆q · log L = D (q′||q)+D (q||q′) , (39)
which we may think of as the gain of information
from the force of the data. Perhaps the most gen-
eral expression of change describes the relative sep-
aration within the unitary square root coordinates
as the Euclidean length
∆q · L =
∥∥∥∥∆q√q
∥∥∥∥2,
which is an abstract, nondimensional expression for
the work done by the displacement of the frequen-
cies, ∆q, in relation to the force of the data, L.
I defined L as a normalized form of the likelihood,
L˜, such that the average value is one, L¯ = q · L =
1. Thus, we have a canonical form of the Price
equation for normalized likelihood
∆L¯ = ∆q · L + q′ ·∆L = 0. (40)
The second terms shows how the inertial forces alter
the frame of reference that determines the normal-
ization of the likelihoods, L˜ 7→ L. Typically, as
information is gained from data, the normalizing
force of the frame of reference reduces the force of
the same data in subsequent updates.
All of this simply shows that Bayesian updating
describes the change in probability distributions be-
tween two sets. That change between sets follows
the universal principles given by the abstract Price
equation.
Prior work noted the analogy between natu-
ral selection and Bayesian updating (Shalizi, 2009;
Harper, 2010; Campbell, 2016). Here, I emphasized
a more general perspective that includes natural se-
lection and Bayesian updating as examples of the
common invariances and geometry that unify many
topics.
Invariance and probability
In the earlier section Affine invariance, I showed
that the Price equation is invariant to affine trans-
formations z 7→ a + bz. This section suggests that
the Price equation’s intrinsic affine invariance ex-
plains universal aspects of probability distributions
in a more general and fundamental manner than
Jaynes’ focus on entropy and information.
The general form of probability distributions in
eqn 36 followed from the constraint log q′ = log k−
λz. Affine transformation does not change the force
imposed by that constraint, because
log k − λz 7→ log k − aλ− bλz = log ka − λbz,
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in which ka = ke
−aλ and λb = bλ. Because the
constants, ka and λb, adjust to satisfy underlying
constraints, the shift and stretch constants a and b
do not alter the constraints or the final form of the
probability distribution.
Thus, the probability distribution in eqn 36, aris-
ing from analysis of extreme action applied to a La-
grangian, is affine invariant with respect to z. We
can make a more fundamental argument, by deriv-
ing the form of the probability distribution solely
as a consequence of the intrinsic affine invariance of
the Price equation.
In particular, shift invariance by itself explains
why the probability distribution in eqn 36 has an
exponential form (Frank, 2016a). If we assume that
the functional form for the probability distribution,
qi = f(zi), is invariant to a constant shift, a + zi,
then, dropping the i subscripts and using continu-
ous notation, by the conservation of total probabil-
ity ∫
k0f(z) dz =
∫
kaf(a+ z) dz = 1 (41)
holds for any magnitude of the shift, a, in which the
proportionality constant, ka, changes with the mag-
nitude of the shift, a, independently of the value of
z, in order to satisfy the conservation of total prob-
ability.
Because ka is independent of z, the condition for
the conservation of total probability is
kaf(a+ z) = k0f(z). (42)
The invariance holds for any shift, a, so it must hold
for an infinitesimal shift, a = . We can write the
Taylor series expansion for an infinitesimal shift as
f(+ z) = f(z) + f ′(z) = κf(z),
with κ = 1−λ, because  is small and independent
of z, and κ0 = 1. Thus,
f ′(z) = −λf(z)
is a differential equation with solution
q = f(z) = ke−λz, (43)
in which k is determined by the conservation of to-
tal probability, and λ is determined by z¯. When z
ranges over positive values, z > 0, then k = λ =
1/z¯. Invariance to stretch transformation by b fol-
lows from the adjustment, λb, given above.
Affine invariance of the probability distribution
with respect to z implies additional structure. In
particular, we can write z = eβw, in which a shift
w(z) 7→ α+w(z) multiplies z by a constant, which
does not change the form of the probability distri-
bution. Thus, in terms of the shift-invariant scale,
w(z), we obtain the canonical expression that de-
scribes nearly all commonly observed continuous
probability distributions (Frank, 2016a,c)
q dψ = ke−λe
βw
dψ, (44)
when we add a few additional details about the
measure, dψz, and the commonly observed base
scales, w(z). Understanding the abstract form of
common probability patterns clarifies the study of
many problems (Frank, 2016b,c, 2018) (see Ap-
pendix A).
Meaning
One cannot explain mathematical form by appeal
to extrinsic physical notions. The structure of
mathematical results does not follow from energy
or heat or natural selection. Instead, those extrin-
sic phenomena arise as consistent interpretations
for the structure of the mathematics.
The mathematical structure can only be ana-
lyzed, explained and understood by reference to
mathematical properties. For example, we may
invoke invariance, conserved values, and geome-
try to understand why certain mathematical forms
arise in the abstract Price equation description for
changes in frequency, and why those same forms
recur in many different applications. We may not
invoke entropy or information as a cause, only as a
description.
My goal has been to reveal the common math-
ematical structure that unifies seemingly disparate
results from different subjects. The common math-
ematical structure arises primarily through simple
invariances and their expression in geometry.
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Appendix A: Value of synthesis by
invariance
I have been asked to comment on how this synthesis
of concepts may enhance scientific progress. The
primary modes of progress follow two lines.
First, one can more easily understand the vast lit-
erature that makes connections between disciplines.
For example, information is often discussed as if it
were a primary concept that clarifies the meaning
of biological or physical principles. By contrast, in
this synthesis based on the fundamental invariances
expressed by the abstract Price equation, various
information and entropy forms arise directly. This
synthesis provides value if one feels curiosity about
the similarity of mathematical forms or wishes to
understand the literature that discusses such simi-
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larities.
Second, new mathematical results and new in-
sights into empirical phenomena may follow. I be-
lieve this to be true. However, the argument for
novel results and insights is nearly impossible to
make. For any particular result or insight, it is
always possible to claim that the same could have
been achieved without the broader framing. Ascrib-
ing the origins of insight to a general framework is
almost always subjective.
The strongest argument I can make arises from
two personal anecdotes. It is only in these cases
that I understand the origin of insight in relation
to the broad use of invariance as a unifying per-
spective.
Probability, invariance, and maximum en-
tropy
The first anecdote shows how observations in bi-
ology motivated my search for a broader synthesis
of concepts between disciplines. That synthesis, in
terms of invariance, helped me to understand the
observed biological patterns. It also led to a uni-
fied understanding of the commonly observed prob-
ability distributions in terms of the invariances that
define scale, and an understanding of the relations
between the equations of thermodynamics, natural
selection in biology, and probability patterns.
In my work on cancer and other aspects of age-
related disease (Frank, 2007, 2016c), I noted that a
wide variety of seemingly different dynamical mod-
els of disease progression tended to converge to a
few similar forms of probability distributions for the
age of disease onset. At first, I used Jaynes’ maxi-
mum entropy approach (Jaynes, 1957a,b, 2003) to
try and understand the relations between appar-
ently complex processes and the resulting simple
patterns (Frank, 2009a). That worked, in the sense
that one could find constraints that led to maxi-
mum entropy distributions that matched the data.
The problem with maximum entropy is that the
constraints simply describe the patterns in the data,
without giving one a sense of how patterns arise and
what relates different patterns to each other. In-
stead, one ends up with a catalog of the commonly
observed probability distributions and the match-
ing constraints for each distribution.
Those difficulties led me to study the forms of
commonly observed probability distributions. I felt
that if I could understand probability patterns more
deeply, I would be in a better position to under-
stand the biological problems that interested me.
And, along the way, I would perhaps better under-
stand more general aspects of probability patterns.
Over many years, I developed a unified under-
standing of probability patterns in terms of invari-
ance and scale (Frank, 2014, 2016a). I used that
improved understanding of probability to enhance
my analyses of age-related diseases (Frank, 2016c)
and the size distributions of trees in forests (Frank,
2016b).
That work on invariance and scale in probabil-
ity left open the puzzle of how that perspective
related to Jaynes’ classic maximum entropy ap-
proach. Although my invariance approach to prob-
ability patterns could stand separately from max-
imum entropy, Jaynes’ approach was widely used
and formed a standard against which my new work
would reasonably be compared. Also, I developed
my ideas by initially starting with maximum en-
tropy, and Jaynes himself strongly hinted that in-
variance might be the way forward from where he
left the subject (Jaynes, 2003).
How could I connect my pure invariance approach
to Jaynes’ work on maximum entropy, which was
developed explicitly as an extension to classical
thermodynamics and statistical mechanics?
My work on probability seemingly has little rela-
tion to the Price equation. However, in my other
studies, I had been using the Price equation as
a tool to understand natural selection in biology
(Frank, 1986, 1995, 2012a). Over time, I began to
see the broader connections between the Price equa-
tion and information theory (Frank, 2009b, 2012b,
2013).
Through those studies of natural selection and
the Price equation, I gained understanding of the
dynamics of information. I was then able to see
the connections between some of the classic results
of thermodynamic change in entropy and the equa-
tions of natural selection.
With that broader understanding of entropy
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and information dynamics, I could then synthesize
Jaynes’ maximum entropy approach to probability
with my approach based on invariance and scale
(Frank, 2017). Some fundamental aspects of phys-
ical mechanics also began to fit within the unified
structure (Frank, 2015). All of that abstract work
fed back into my analyses and understanding of age-
related diseases, the sizes of trees, and the distribu-
tion of enzyme rates (Frank, 2016c,b).
For any of the particular insights into empirical
problems or any of the particular mathematical re-
sults, it would have been possible to achieve the
same without a broader perspective or an attempt
to unify between disciplines. However, in fact, the
broader perspective and unification of disciplines
played a primary role.
The universal law of generalization in psy-
chology
The second anecdote shows how the broad frame-
work led to a new insight for a particular discipline.
In this case, I happened to read an article in Science
about an intriguing pattern in psychology (Sims,
2018).
The probability that an organism perceives two
stimuli as similar typically decays exponentially
with the separation between the stimuli. The ex-
ponential decay in perceptual similarity is often
referred to as the universal law of generalization
(Shepard, 1987; Chater & Vita´nyi, 2003).
Both theory and empirical analysis depend on the
definition of the perceptual scale. For example, how
does one translate the perceived differences between
two circles with different properties into a quanti-
tative measurement scale?
There are many different suggestions in the liter-
ature for how to define a perceptual scale. Each of
those suggestions develops very specific notions of
measurement based, for example, on information
theory, Kolmogorov complexity theory, or multi-
dimensional scaling descriptions derived from ob-
servations (Chater & Vita´nyi, 2003; Shepard, 1987;
Sims, 2018).
I showed that the inevitable shift invariance of
any reasonable perceptual scale determines the ex-
ponential form for the universal law of generaliza-
tion in perception (Frank, 2018). All of the other
details of information, complexity, and empirical
scaling are superfluous with respect to understand-
ing why the universal law of generalization has the
exponential form.
Certainly, the insight that the inevitable shift in-
variance of scale is a sufficient explanation does not
require a broad conceptual framework derived from
the Price equation. However, I was able to see im-
mediately that solution only because I had for years
been working toward a unified understanding of in-
formation, scale, and invariance. Many others had
worked on this central puzzle in psychology without
seeing the underlying simplicity.
Appendix B: Mathematical ex-
pressions from various disciplines
See Tables 2 and 3 on following pages.
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Table 2: Mathematical forms that highlight similarities between different disciplines, part 1
Mathematical form Comments Equation
Price equation:
∆z¯ = ∆q · z + q′ ·∆z Most general form; separates frequency, q, from property
value, z; partitions frequency and property value change
1
∆a¯ = ∆q · a + q′ ·∆a = 0 Canonical form; emphasizes conservation of total
frequency; recover general form by coordinate change
a 7→ z
3
Mathematical relations:
∆q · z = ‖∆q‖‖z‖ cosω Geometric equivalence for dot product; a ≡ F yields
abstract expression of physical work (see below)
19
∆q · z = Cov(w, z) Equivalent statistical form 13
q′ ·∆z = E(w∆z) Equivalent statistical form 15
∆q · a = ∥∥∆q /√q∥∥2 Geometric expression for total distance between sets in
terms of frequency; discrete generalization of Fisher
information, F
20
Physical mechanics:
∆a¯ = (F + I) ·∆q = 0 Abstraction of D’Alembert’s principle for physical work in
conservative systems; work from direct forces,
∆q · F = ∆q · a, balances work from inertial forces,
∆q · I = q′ ·∆a; generalize by coordinate
transformation a 7→ z; cases in which ∆z¯ 6= 0 describe
nonconservative systems
23
∆q · F = ‖∆q‖‖F‖ cosω Abstract form of work as distance moved, ‖∆q‖, multiplied
by component of force along path, ‖F‖ cosω; for given
lengths of force and frequency change vectors, the
frequency changes that minimize the angle between
force and frequency change maximize the work
19
Information theory:
∆q ·m = J (q′,q) Jeffreys divergence, J = D (q′||q) +D (q||q′) for
z ≡m = log q′/q
28
∆q ·m→ q˙ · a For small changes, m→ a for ∆q→ q˙ 5
q˙ · a = ∥∥q˙ /√q∥∥2 = F Abstract nondimensional expression of Fisher information
as distance of relative frequency changes
21
∥∥q˙ /√q∥∥2 = 4‖r˙‖2 = F Fisher information as simple Euclidean geometric distance
of frequency change in unitary coordinates, r =
√
q
22
q˙ · F = q˙ · d log q = F For F ≡ a, work of direct forces in terms of d’Alembert 25
q˙ · I = q˙ · d log2 q = −F Work of inertial forces, the change in frame of reference 25
Bayesian inference:
log L ≡m; L− 1 ≡ a For relative likelihood, L 38
q′θ = qθLθ Bayesian updating 37
∆q · log L = J (q′,q) Follows from log L ≡m 39
∆q · log L→ q˙ · a = F Follows from m→ a for ∆q→ q˙ 5
∆L¯ = ∆q · L + q′ ·∆L = 0 Likelihood form of canonical Price equation, L− 1 ≡ a 4021
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Table 3: Mathematical forms that highlight similarities between different disciplines, part 2
Mathematical form Comments Equation
Natural selection:
∆F a¯ = ∆q · a = Vw Natural selection moves population a distance equal to the
variance in fitness; equivalent to abstract form of
physical work with a ≡ F
11
∆F a¯ = Vw = Vg + V Partition variance (distance) into part associated with
genetic predictors, Vg, and part associated with other
environment effects, V
12
∆NS a¯ = Vg Analog of fundamental theorem, the part of total
transmissible change caused by natural selection
12
∆p¯ = Cov(w, p) Replicator equation with p ≡ z as gene frequency within
individuals and p¯ as population gene frequency
14
∆p¯ = Cov(w, p) + E(w∆p) Group selection with p ≡ z as gene frequency within
groups, first term as selection between groups, and
second term as selection within groups
17
Extreme action:
L = q˙ · φ+ constraints Lagrangian as work of direct forces, φ ≡ F; maximizing the
work (action), q˙ · φ, chooses the frequency changes, q˙,
in the direction of the forces subject to constraints
29
q˙i = κqi
(
φi − φ¯
)
Dynamics for constrained total frequency and constrained
total distance, F = C2, with κ = C/σφ and σφ as
standard deviation of forces
30
Thermodynamics:
a = ∆q/q→ q˙/q Equivalence for small changes 2
m = log q′/q→ q˙/q Define force φ ≡m, with q′i = qiemi → qimi 26
q˙ · φ = q˙ · log q′ − q˙ · log q Term −q˙ · log q is production of entropy 31
L = −q˙ · log q + constraints Maximizing Lagrangian maximizes production of entropy 33
q˙ · log q′ = −λ(q˙ · z) = −λB If ∆z = 0, then constraint ∆z¯ = B implies q˙ · z = B, which
constrains vector of new frequencies, q′
32
log q′ = log k − λz Force of constraint in previous line 32
q˙i = κqi(E∗i − λz∗i ) Dynamics that maximize entropy production 35
Statistical mechanics:
qi = ke
−λzi Solution for probability distribution from force of
constraint at equilibrium, q′ = q, and constraint
z¯ = q · z = 1/λ
36
qi = ke
−(zi−µ)2/2σ2 Gaussian distribution from constraint σ2 = q · (z− µ)2 36
qi = ke
−λT (zi) Jaynesian maximum entropy distribution from constraint
q · T (z) = 1/λ
36
Probability distributions:
q = ke−λeβw Canonical form of continuous probability distributions;
w(z) is shift-invariant scaling of z such that probability
pattern is invariant to constant shift, w 7→ α+ w
44
22
