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Abstract
Government regulations and growing concerns regarding global warming has
lead to an increasing number of passenger vehicles on the roads today that are not
powered by the conventional internal combustion (IC) engine. Automotive man-
ufacturers have introduced electric powertrains over the last 10 years which have
introduced new challenges regarding powering accessory loads historically reliant on
the mechanical energy of the IC engine. High density batteries are used to store
the electrical energy required by an electric powertrain and due to their relatively
narrow acceptable temperature range, require liquid cooling. The cooling system in
place currently utilizes the A/C compressor for cooling and a separate electric ele-
ment for heating which is energy expensive when the source of energy is electricity.
The proposed solution is a thermoelectric heat pump for both heating and cooling.
A model predictive controller (MPC) is designed, implemented and tested to
optimize the operation of the thermoelectric heat pump. The model predictive
controller is chosen due to its ability to accept multiple constrained inputs and
outputs as well as optimize the system according to a cost function which may
consist of any parameters the designer chooses. The system is highly non-linear and
complex therefore both physical modelling and system identification were used to
derive an accurate model of the system. A steepest descent algorithm was used for
optimization of the cost function.
The controller was tested in a test bench environment. The results show the
thermoelectric heat pump does hold the battery at the specified set point however
more optimization was expected from the controller. The controller fell short of
expectation due to operational restriction enforced during design meant to simplify
the problem. The MPC controller is capable of much better performance through
iii
adding more detail to the model, an improved optimization algorithm and allowing
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There has been a shift in the automotive market over the last ten years which
has brought green technologies to the forefront of research and development. The
sources of this shift can be argued as rising fuel costs, worldwide effects of global
warming and simply the pursuit for ever-greater efficient machines. In the end,
fossil fuel-burning engines are no longer the only option when purchasing a new
vehicle. Passenger vehicles are now being produced with varying degrees of hy-
brid and full electric architectures, and this is forcing engineers and researchers to
look outside the box when such new automotive systems are being developed. In
2012, gas mileage was ranked the fourth most important factor to consumers when
choosing a new vehicle according to the annual J.D. Power and Associates Initial
Quality Survey [1]. This contrasts to its ranking in 2010 when it was only the sixth
most important factor. Such a rise can be attributed to a combination of increasing
fuel prices, global warming, and increasing public awareness of their environmental
impact. Automotive manufacturers are fully aware of this trend towards more en-
vironmentally conscience buyers and have been introducing increasing numbers of
hybrid and electric vehicles every year. The greatest change in vehicle technology
over the last decade is the electrified powertrain. Mechanical components such as
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the A/C compressor and pumps rely on the mechanical energy developed by the
internal combustion engine (ICE). With electric vehicles, the ICE is removed and
all components must be powered electrically via the high-voltage onboard battery.
The compressor-based air conditioning system becomes energy expensive to operate
when powered electrically. The electrical load of a vehicle today is between 1 and 2
kW and peaks at 7kW [2]. The A/C compressor is responsible for approximately 3-4
kW of that load. Owners of the Chevrolet Volt, an extended-range electric vehicle
(EREV), have claimed a 30% reduction in electrical range with the air conditioning
operating on the highest setting [3]. Currently the compressor-based air condition-
ing system is used to cool and a dedicated 1.3 kW electic element is used to heat
the high-voltage (HV) battery pack (see figure 1.1). A second 5 kW electric element
is used to provide heat to the passenger cabin (not shown).
Figure 1.1: Chevrolet Volt HVAC Flowchart.
Early electric vehicles had air-cooled battery systems however the need for more
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complex liquid-cooled battery systems have become necessary. Advancing battery
technology is bringing batteries of higher energy density and resulting in less surface
area to remove the heat generated during high charging and discharging events. High
energy density batteries are required to make battery technology offer the range ex-
pected by the consumer and therefore viable in the future. If the battery becomes
too hot there is a risk of permanent damage and thermal runaway which can result
in catastrophic failure. Conversely, if the battery becomes too cold the internal re-
sistance of the battery increases significantly and both energy capacity and power
are greatly reduced, negatively affecting the range and performance of the vehicle.
A more efficient temperature management system is proposed by replacing the com-
pressor and 1.3 kW electric element for the battery with an all-in-one solution; a
thermoelectric heat pump.
1.1 Problem Statement
In order to increase the efficiency of the cooling/heating system for the HV battery
pack, it was proposed to investigate TE devices to both heat and cool when appro-
priate. A controller is required to apply the current through the TE device in a way
that targets efficiency when maximum cooling capacity of the system is not required.
A model predictive controller is used to anticipate large rises in temperature due to
high discharge rates of the battery and therefore limit the increase in overall battery
temperature. By keeping the battery within an acceptable temperature range, the
rate of degradation of the battery’s performance over time is decreased. Further-
more, by cooling the battery efficiently when possible, the range of the vehicle is
increased without augmenting the capacity of the battery itself.
The model predictive controller consists of two main components: the model
and the optimizer. A mathematical model of the thermal behaviour of the system
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including the TE module, the heat exchangers, the HV battery and the radiator were
required for accurate behaviour prediction. This allows the power consumption of
the TE module to be minimized while keeping the temperature of the HV battery
in the acceptable range. It was determined that a system identification method
needed to be utilized because of the complexity of the system. A grey-box model
of the system was constructed based on known equations describing the behaviour
of the TE devices and heat exchangers. A least squares technique was then used to
estimate the coefficients of all terms in the model by fitting it to experimental data.
A prototype system was built for the purpose of gathering experimental data and
then testing the controller.
Finally an optimization routine had to be decided upon that was efficient and
easy enough to implement.
1.2 Thesis Outline
This thesis is divided into six chapters. Chapter 1 provides a brief introduction and
introduces the goals of the thesis work. Chapter 2 provides a description of thermo-
electric devices and presents the physical equations used to describe their behaviour.
The methods in which thermeoelectric (TE) devices have been controlled are shown
and a brief comparison between the methods are given. The Model Predictive Con-
trol (MPC) is subsequently introduced and real-world applications are provided. A
thorough description of the concepts used in MPC controllers are discussed for the
linear and nonlinear variant. Lastly, system identification is introduced and its role
in model-based control design is discussed. In Chapter 3 a model of the system to
be controlled is derived using equations introduced in the literature review. These
equations are used to create the structure of the model that is fit to experimental
data with a system identification technique based on the least squares method. The
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optimization algorithm employed in the MPC controller is then explained and the
steps taken by the controller are given in detail. Chapter 4 describes the hardware
components used on the test bench for experimental data collection. This data was
used in the system identification and validation process. The MPC controller was
later added to the test bench for performance testing of the controller. The software
used for design and implementation of the MPC controller is also described in this
chapter. Chapter 5 presents the results of performance tests run using the MPC
controller. The cooling and heating performance are determined and coefficient
of performance (COP) figures are presented. A simulation showing the trajectory
tracking performance of the MPC controller is also presented. Chapter 6 concludes






Readily available packaged thermoelectric (TE) devices have been around for more
than 20 years though the thermoelectric phenomena governing their operation has
been known for almost 200 years [4]. Three key phenomena form the basis for
thermoelectricity: Seeback effect, Peltier Effect, and Thompson Effect. The Seebeck
Effect was discovered in 1821 by German scientist Thomas Seebeck. He noticed that
an electric current would flow through a closed circuit made up of two dissimilar
metals provided they were maintained at different temperatures. While investigating
the Seebeck Effect in 1834, Jean Peltier discovered the complementary phenomenon
whereby thermal energy could be absorbed by one dissimilar metal junction and
expelled at the other when an electric current is passed through a closed circuit.
This phenomenon is known as the Peltier Effect.
Twenty years later William Thompson (Lord Kelvin) expanded on these dis-
coveries by stating that when an electric current is passed through a conductor with
a temperature gradient along its length, heat is either expelled or absorbed by the
conductor. This is known as the Thompson Effect.
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Today thermoelectric devices are finding their way into the automotive sector
where efficient heating and cooling solutions in a compact package are desired. Tra-
ditional compressor-based cooling is not an ideal solution in electric vehicles where
a constant mechanical energy source is not available. The level of luxury and refine-
ment is constantly improving in the modern automobile and on-demand heating and
cooling is one feature which automotive manufacutures would like to offer. Heated
and cooled seats, cup holders, and steering wheels are just some of the applications
for thermoelectrics that are available today [5].
Figure 2.1: The structure of a thermoelectric module.
2.1.1 Thermoelectric Principle of Operation
A thermoelectric module consists of two ceramic wafers with P and N doped semi-
conductor material sandwiched between them. The ceramic material adds rigidity
and electrical insulation to the module. The P and N type material are installed in
series electrically and in parallel thermally. A pair of N and P type semiconductor
materials is called a couple and a single thermoelectric module can contain hundreds
of couples. Thermoelectric devices have the unique ability to be used as a heat pump
(Peltier Effect) or an electrical generator (Seebeck Effect). The technology has many
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advantages including:
• small and lightweight, no need for extensive ducts
• maintenance-free
• operation in any orientation, zero gravity and high G-levels
• sub-ambient cooling
• wide operating temperature range
• acoustically silent and electrically quiet
• no need for CFC-producing refrigerants
• highly precise temperature control (to within ±0.1◦C).
The effectiveness of a thermoelectric device is commonly displayed as the Co-
efficient of Performance (COP). COP is the ratio of the cooling rate to the amount





A COP of 1.5 is required for a TE device to be used as a practical direct
replacement of a compressor-based cooling system. The maximum COP of a TE





and α is the Seebeck coefficent [ V◦C ], ρ is the electrical resistivity [Ω · cm], and k
is the thermal conductivity [ Wcm◦C ]. Z is commonly expressed in its dimensionless
form, ZT. Of course since this is a thermal system, reducing heat loss and ensuring
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all available heat is passed through the TE device will improve efficiency however the
limiting factor remains the efficiency of the TE devices themselves. Improving the
figure of merit of thermoelectric material is therefore the only way to increase the
efficiency of the technology. For this reason much effort has been put into increasing
the figure of merit of thermoelectric materials.
Increasing the Figure of Merit
In [6], it is discussed that the goal of much research to date has been to reduce
the lattice component of the thermal conductivity without degrading the electrical
properties of the material. This would reduce reverse heat flow caused by the heat
gradient created across the TE device and also limit the heat generation as a result
of electrical resistance within the device. Progress has been slow and this strategy
alone is not enough to significantly increase the Figure of Merit. Strategies focused
on increasing the electrical power factor of the material must also be investigated.
To increase the Figure of Merit the thermal conductivity must be reduced with-
out reducing the electrical conductivity. The efforts described above have made
little progress because they can reduce the thermal conductivity however the elec-
trical properties of the material are also negatively effected. A different approach
takes a closer look at the manufacturing process of TE materials. In the paper [7]
a new technique for producing p-type SiGe thermoelectric material is presented. It
is argued that the key to a reduced thermal conductivity is the size of the grains
of SiGe within the atomic structure and eliminating contamination from foreign
elements such as oxygen.
Improving the figure of merit of TE material is not an easy task yet it is very
important for the technology to become more attractive than conventional heating
and cooling systems in all applications, not just those with strict size restrictions.
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2.1.2 Thermoelectric Energy Generators (TEG)
By taking advantage of the Seebeck Effect, TE devices can be used as electrical
generators. In systems where waste heat is produced, TE devices can be employed
to convert the energy in the waste heat to useable electrical energy. There are a
number of large companies interested in TEGs. Their goal is to use excess heat
to produce the electrical energy that would support all existing electric systems
required by the application. Most standalone electromechanical systems depend on
a fossil-fuel fed electrical generator to power their electrical systems. TEGs have
the potential to eliminate that mechanical system.
In [8], a thermoelectric device was used to charge a battery which is powering
an electric heater. Some of the heat produced by the heater is being converted back
to electrical energy by the TE generator. The idea was to replace fuel burning gen-
erators that are commonly used in remote, northern areas to power electric heaters.
More recently, thermoelectrics have been used in many applications for waste heat
recovery. In [9], a thermoelectric generator was designed for use in electronics worn
by humans. The semiconductor couples are embedded in a flexible polydimethyl-
siloxane (PDMS) thick film allowing the device to conform to the curves of the skin.
These devices may be integrated into electronics worn by a human such as wrist
watches, headphones, or biometric sensors and eliminate the need to replace batter-
ies. In a similar paper, [10], a TEG mounted on a polyimide film called Kapton was
developed and tested for powering biometric sensors worn on the body.
Self-powered heating systems using TEGs have also been explored in a number
of papers [11], [12], [13]. The goal is that a gas-fired boiler or furnace can produce
enough electricity to operate all it’s on-board electronics and therefore does not need
to be connected to the grid. Some such prototypes have been field tested and were
found to be marketable in regions such as the Netherlands and Northern Germany
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where the price gap between natural gas and electricity is wide.
TEGs have an enormous potential to increase the fuel economy of internal com-
bustion engine (ICE) vehicles. It is estimated that only 30% of the energy in fuel is
converted to mechanical power in internal combustion engines. 40% is expelled as
waste heat through the exhaust pipe and the remaining 30% is waste heat expelled
through the radiator via the coolant. Environment concerns and increasingly strict
government regulations are forcing automotive manufacturers to find new and in-
novative ways to increase energy efficiency in their vehicles. Consumers still want
increased performance and luxury features however. With the integration of more
electrical systems on the modern vehicle every year, the electrical accesory load of
a hybrid vehicle today with the A/C running is between 3 and 5 kW and peaks at
7 kW [2]. Additionally, the sales numbers for vehicles with electric powertrains is
also increasing, further emphasizing the need for energy efficient electrically driven
HVAC. All automotive manufacturers are aware of these developing concerns and
are working on waste heat recovery system (WHRS) using TE devices.
Figure 2.2: Typical Energy Split in Internal Combustion Engines.
A waste heat recovery system from the exhaust of low-powered diesel engines
was proposed in [14]. An important consideration when developing a TEG where
exhaust gases are the energy source is temperature. The exhaust gases can exceed
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500◦C therefore the TE device must be able to withstand those extreme tempera-
tures. Potential challenges and impacts of TEGs for use in heavy duty trucks are
discussed in [2]. TEGs were also used to extract thermal energy from engine coolant
in light ICE vehicles in [15]. This method has the advantage of converting waste heat
from the IC engine however precautions did not have to be taken to deal with the
extreme temperatures of exhaust gases. Their design integrated the TEG modules
within the radiator at the front of the vehicle.
Work done by the US Department of Energy’s National Renewable Energy
Laboratory (NREL) predicts that up to 0.9 kW of power can be generated by
TEGs placed at the catalytic converter on light-duty passenger vehicles. They
have also developed an analysis tool in Matlab/Simulink that can optimize heat
exchanger/thermoelectric assemblies for waste heat recovery applications [16], [17].
2.1.3 Thermoelectric Heat Pumps
Thermoelectric devices can also be used as solid state heat pumps by taking advan-
tage of the Peltier effect. An electric current is passed through the device and heat
is transferred from one side of the device (the cold side) to the opposite side of the
device (the hot side). Many applications for use of thermoelectric coolers (TEC)
have been found in the automotive, medical, and electronics industries.
Since TECs are solid state devices, they can be made in very small sizes and
are ideal for cooling high-power integrated circuits [18], [19]. TECs also are used
in applications where temperature control is very important. Temperatures can be
held within 0.1◦C of the setpoint due to the fine control of cooling/heating capac-
ity they offer and the ability to switch between heating and cooling very quickly.
For this reason thermoelectrically-cooled enclosures are ideally suited for medical
applications such as organ transport containers.
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2.2 Introduction to Model Predictive Control
“Model Predictive Control (MPC) involves the formulation and solution of a numer-
ical optimization problem corresponding to a finite-horizon optimal control problem
at each sampling instant” [20]. MPC has become an accepted methodology to solve
complex control problems in the process industry. It allows the design of multi-input
multi-output (MIMO) control systems that minimizes a certain performance index,
known as a cost function, in the presence of input and output constraints [20].
Over the course of development MPC has been known by many different names
however each share a common structure including a dynamic mathematical model
of the plant, a cost function and constraints, and an optimization function that is
solved online at each sampling point. More than 2000 applications of MPC have
been found in industry, predominantly in the petrochemical industry [21]. MPC
has traditionally been restricted to slow processes such as chemical reactions and
thermal processes where sampling rates were every couple minutes. Due to faster
microprocessors and more efficient algorithms this is no longer the case and MPC
has been applied with sampling rates in the milliseconds. Over the last decade
MPC techniques have been extended to nonlinear systems due to increasing per-
formance requirments and tighter environmental regulations requiring systems to
operate closer to their constraint boundaries.
Model predictive control, also known as Receding Horizon Control (RHC) can
be traced back to two ground breaking papers written by Kalman, R. E. at al. in
the 1960s. The first introduces Linear Quadratic Regulator (LQR), a type of linear-
quadratic feedback. The second introduced the Kalman filter, though a very similar
algorithm was introduced 3 years earlier by Peter Swerling. The filter is named
after Kalman because his paper was published in a more prestigious journal and
was presented more completely. The Kalman filter was developed with a specific
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task in mind: spacecraft navigation for the Apollo space program. The Kalman
filter has since been applied to hundreds of areas including navigation (aerospace,
marine and land), nuclear power plant instrumentation, and fuzzy logic and neutral
network training [22]. LQR in combination with the Kalman filter produced Linear
Quadratic Gaussian (LQG) which can be considered the first algorithm in the class
of MPC technology. The method used a linear discrete-time state space model of
the process:
xk+1 = Axk +Buk +Gwk, (2.3)
yk = Cxk + ξk. (2.4)
The vector u and x represent the input, or manipulated variables, and states,
respectively. The vector y represents the measured process outputs. The state
disturbance wk and measurement noise ξk are independent Gaussian noise with zero
mean.
LQG lacked one feature that distuiguishes MPC from the majority of other
control strategies however, the explicit inclusion of constraints. This, as well as the
fact that it could only be used with linear deterministic models, limited its popularity
and it is rarely seen anymore.
In the early 1980s a paper introducing Dynamic Matrix Control (DMC) was
published by Cutler and Ramaker [23]. DMC was developed be Shell Oil Co. with
the objective of satisfying the multivariable constrained control problems typical
for the oil and chemical industries. DMC (or similar algorithm with unique trade
names) has been employed in every oil company in the would. Fig. 2.3 illustrates
some of these DMC-based algorithms and their respective companies.
Key features of the DMC algorithm include:
• Linear step response model of the plant,
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Figure 2.3: Versions of the DMC algorithm and their respective companies.
• Quadratic performance objective over a finite prediction horizon,
• Future plant output behaviour specified by trying to follow the setpoint as
closely as possible,
• Optimal inputs computed as the solution to a least-squares problem.
A similar algorithm to DMC was introduced in 1976 by Richalet et al. which
they described as model predictive heuristic control (MPHC). The algorithm was
named IDCOM; an acronym for Identification and Command. Its main difference
from DMC was that the optimal inputs were computed using a heuristic iterative
algorithm as oppose to a least-squares problem. DMC and IDCOM are considered
the second generation of MPC technology.
The next step in MPC development was an improvement to DMC called Quadratic
DMC (QDMC). QDMC improved the contraint handling by computing optimal in-
puts as a solution to a quadratic problem and explicitly including output constraints.
This turned the focus on how to best handle constraints so that performance is still
a top priority. Three types of constraints are defined and explained by Garcia and
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Morshedi and examples are shown in Fig. 2.5.
As the popularity of MPC techniques grew, more improvements were made that
addressed issues surrounding feasability and fault tolerance. Some of the names
given to these improved variants are IDCOM-M (for Multi input) marketed by Set-
point, and Hierarchical Constraint Control (HIECON) by Adersa.
No matter the name or algorithm used, all MPC controllers have one thing in
common; that is they rely on a mathematical model of the plant in order to predict
the future behaviour at each sampling instant. We will now take a more detailed
look at MPC theory.
2.3 Linear Model Predictive Control
Linear model predictive control uses a linear model of the system to predict future
system behaviour and optimize its control inputs. Fig. 2.4 illustrates how an MPC
controller works. Based on a measurement obtained at time t, the controller predicts
the future dynamic behaviour of the system over a prediction horizon Tp. The input
over a control horizon Tc, where Tc ≤ Tp, is determined through the optimization
of a cost function, such as Eq. 2.5. The optimal input found for the current time t
is applied to the system. All future optimal inputs, (t+ 1), (t+ 2), . . . , (t+ Tc), are
discarded. At the next sampling interval new measurements are available. A new
prediction of system dynamic behaviour is calculated and will most likely deviate
from the old prediction due to disturbances and plant-model mismastch. The opti-
mization of the control input is performed with this new prediction. This process is




Y(i | k) +
Tc−1∑
i=0
U(i | k) (2.5)
where
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Figure 2.4: Principle of Model Predictive Control.
Y(i | k) =‖ ŷ(k + i | k)− r(k + i | k) ‖2Q, (2.6)
U(i | k) =‖ ∆û(k + i | k) ‖2R (2.7)
and ŷ(k + i | k) is the predicted output at time k + i given a measurement at time
k, ∆û(k + 1 | k) is the predicted change in the control signal, and r(k + i | k) is
the reference value at time k + i. The parameters Tp and Tc define the length of
the prediction horizon and the control horizon. At each sample, the cost function
in (2.5) is minimized by determining a sequence of changes to the control signal
∆u(k + i | k), i = 0 . . . Tc − 1, subject to the constraints
ymin ≤ y(k) ≤ ymax (2.8)
umin ≤ u(k) ≤ umax (2.9)
∆umin ≤ ∆u(k) ≤ ∆umax (2.10)
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for all k. The first step of the optimal sequence is then applied to the plant and
the optimization is repeated in the next step yielding a new optimal sequence. It
is important to note that the closed loop behaviour will not be the same as the
open-loop predicted behaviour. This is why the optimal inputs must be reoptimized
at every sampling interval.
The way in which constraints are utilized can effect the controller’s feasability
and therefore stability. Three types of constraints have be defined to increase the
robustness of MPC.
Hard constraints are strictly enforced (e.g. actuator limits, voltage/current lim-
its), especially for the output, however typically these constraints are only required
to be satisfied over a portion of the horizon in order to maintain feasability [25].
The time span in which a hard constraint must be satisfied is called the constraint
window. The constraint window starts at some time in the future and continues on
to steady state.
Soft constraints may be violated however violations are penalized in the objec-
tive function. This has been implemented by adding a slack variable to the inquality
constraint where it is minimized in the objective function [26].
Setpoint approximation constraints penalize any deviation from the setpoint.
The amplitude of penalization is larger with increasing deviation from the setpoint.
Linear MPC has been well established since the beginning of the 21st century
however there was a need to apply MPC to systems that are inherently nonlin-
ear. The very intuitive design of MPC (all in the time domain) and the ease of
multivariate constraint inclusion made the technology very desirable.
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Figure 2.5: Three basic types of constraints. Hard constraints(top) are strict and
should not be violated in the future. Soft constraints (middle) may be violated in
the future but the violation is penalized in the objective function. Setpoint approxi-
mation of constraints (bottom) penalize deviations above and below the constraint.
Shaded areas show where violations would be penalized. [24]
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2.4 Nonlinear Model Predictive Control
Nonlinear Model Predictive Control (NMPC) introduces new challenges includ-
ing extreme hardware requirements for solving complex optimization problems and
closed-loop instability.
A system under control is assumed to be described by the nonlinear discrete-
time model
x(k + 1) = f(x(k), u(k)), k ≥ t (2.11)
where k is the discrete time index, x(k) ∈ Rn and u(k) ∈ Rm are the state and
input variables, respectively. The inputs applied to the system are the solutions to









‖ xt+kt ‖2Q + ‖ ut+k ‖2R
))
(2.12)
with U = ut, ut+1, . . . , ut+Tc−1 and subject to
ymin ≤ yt+k|t ≤ ymax, k = 1, . . . , Tc
umin ≤ ut+k ≤ umax, k = 0, 1, . . . , Tc − 1
yt+k|t is the output at time t + k given the output at time t. These forms of
constraints are called box contraints and are the simplest and most common form of
constraints. Note that the only significant difference between linear and nonlinear
MPC is the explicit use of a nonlinear model as oppose to a linear one. Constraints
can also be nonlinear, e.g. f(x(t), u(t)) ≤ c where c is a constant, in the case of
NMPC.
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Figure 2.6: Basic control loop for an NMPC controller.
2.5 Control Techniques for Thermoelectric Devices
A wide range of control techniques have been used for temperature control of a
TE-based system. The type of control the designer decides to use is dependent on
the degree of accuracy required for the application as well as the plant dynamics.
When the plant has a large time constant (slow) and a steady state error of 5% or
more is acceptable, conventional PID control may be all that it required. Companies
such as TE Technologies, Inc. and Ferrotec Co. market PID controllers for use with
TE-based systems [27], [28].
Another more primitive but satisfactory method was used by A. Beck for an
air-conditioning system that does not require a high level of precision [29]. The
voltage provided to the thermoelectric device was linearly dependent on the devi-
ation of the reading from the temperature sensor and the setpoint. There was a
deadzone surrounding the setpoint of ±0.50C and when the reading was 30C above
the setpoint the voltage saturated at the maximum cooling. When the reading was
30C below the setpoint the voltage saturated at the value that provided maximum
heating. Provided the TE module can provide enough cooling or heating capacity,
the temperature under control should not deviate more than 30C from the setpoint.
This performance figure is nowhere near the precision that can be had with other
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methods however, and modern technology allows the use of a PID controller with
very minimal extra effort.
Intelligent techniques such as Fuzzy Logic Control (FLC) have been applied to
thermeoelectric temperature control [30]. This type of control is usually employed
where the device under test is very small such as a laser diode, infrared sensors,
or computer chip and requires very stable temperature control (±0.050C). An ex-
tension to FL is Neural Network - Fuzzy Logic Control (NN-FLC) which utilizes
neural networks to optimize the shape of the membership functions. The NN-FLC
controller can thereby better deal with the nonlinearity of the TE device. A major
advantage of FLC is that the mathematical model of the system is not required.
The fuzzy rules are intuitive and easily modified [31].
2.6 System Identification
The procedure of deriving the model of a system from experimental data is known
as System Identification. The common steps in the system identification process
include: (i) pick a model type, (ii) design the experiment, (iii) perform the exper-
iment, and (iv) analyse the results. Commonly steps will need to be repeated as
adjustments are made to improve the results [32]. If the desired model is linear
and time-invariant the classical methods are relevant. Impulse response, step re-
sponse and sine wave testing are performed ensuring the behaviour of the system
is captured over the entire operating range. When the model is nonlinear a more
creative method is usually required. Randomly generated inputs covering the entire
operating range are required and advanced techniques are used to fit the data to a
model structure. Whichever method gets used, it is important that the experimental
data captures the major dynamics of the system including major time constants and
delays. Some important factors that can ensure the dynamics are captured include
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selecting an appropriate sampling rate and minimizing the signal-to-noise ratio [33].
When the primary interest is fitting the experimental data regardless of the
structure of model it is called black box modelling. Common black box model
structures are transfer functions, autoregressive models, and state space models in
their general form. These structures are good starting points for any black box
model. If it is found that the fit is not satisfactory more complexity can be added
by explicitly modelling noise disturbances, increasing the model order, or using non-
linear model structures.
If the model structure can be derived using physical principles and only the
parameters of the model are unknown, it is called grey box modelling [34].
Once the structure of the model has been chosen, the parameters of the system
must be found so that a good fit is acheived with the experimental data. There
are numerous parameter estimation methods available ranging from least squares
estimation to wavelet networks. No method works the best for every model therefore




This chapter focuses on the development of the controller and model formulations
which are used in the rest of the thesis.
3.1 Work Methodology
The goal of designing a model predictive controller for a thermoelectric system was
first chosen based on a number of its desired characteristics. A thorough literature
review was conducted to learn about applications others have found for a MPC
controller. One of the ideal characteristic of a MPC controller was the explicit
definition of system contraints allowing the controller to operate as close to a specific
operating condition as possible.
The next step was to derive a reasonably accurate model of the thermoelectric
heat exchanger assembly. An accuracy of within 1 degree Kelvin was desired. Phys-
ical equations describing the behaviour of thermoelectric devices are well known
and those were used to create a state space model. Experimental data was used
for temperature-dependent parameter estimation. The model was validated against
experimental data and implemented in an MPC controller using Simulink.
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3.2 Controller Type Selection
A number of different types of controllers are available for regulation of a thermo-
electric heat exchanger. A number of manufacturers sell PID-based thermoelectric
controllers because they are easily tunable. PID controllers are a type of linear con-
troller and thermoelectric devices have several temperature-dependent parameters
making the system non-linear. Precise control over a range of operating points is not
possible with a single linear controller. For this application, a high level of efficiency
is desired therefore a predictive controller is studied. Model predictive controllers
can easily handle multi-input multi-output systems and set constraints on all inputs
and outputs. Their intuitive operation is also an advantage.
3.3 Thermoelectric Heat Exchanger Modelling
In order to develop a mathematical model the configuration of the heat exchanger
must be known. The thermoelectric module is sandwiched between two copper
heat exchangers as shown in figures 3.1. The two heat exchangers are connected
to seperate cooling circuits. One heat exchanger is connected to a automotive-style
radiator. The other heat exchanger is connected to a liquid-cooled battery pack
tentatively used in an electric vehicle such as the Chevrolet Volt. By controlling
the voltage supplied to the thermoelectric module, the amount of thermal energy
pumped from one heat exchanger to the other can be controlled. Assuming the
thermal energy lost via conduction through the piping and other components in the
coolant loop are omitted and the only source of thermal energy is the heat generation
within the battery cells, the amount of energy in the coolant system can be tracked.
The following assumption will be made to simplify the model developed:
• Thermal energy loss via the piping and pumps are omitted,
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Figure 3.1: The thermoelectric heat exchanger configuration.
• The coolant is incompressible,
• The mean temperature of the coolant in each heat exchanger is used to describe
the overall temperature of the heat exchanger.
A reasonably accurate model of the thermoelectric heat exchanger being con-
trolled is required because it is the backbone of the MPC controller. The MPC
controller uses the system model to predict the future behaviour of the system and
plans future control actions over the specified control horizon. If the plant model
is inaccurate the controller will have a hard time following the actual behaviour of
the system and poor performance will result. The controller will be implemented
digitally in software therefore a discrete-time model must be developed.
The physical phonomena that determines the behaviour of thermoelectric de-
vices are well understood and mathematical equations describing those phenomena
are proven. There are three effects that determine the behaviour of thermoelectric
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modules. A schematic of a thermoelectric couple is shown in Fig. 3.2.
Figure 3.2: The physical phenomena effecting the performance of a thermoelectric
device.
The first component is the Peltier effect and is modelled by equation 3.1 where
Q̇P is the heat flux induced by the Peltier effect.
Q̇P = αTI (3.1)
where α is the Seebeck coefficient, T is the temperature in Kelvin and I is the current
through the thermoelectric module. The Peliter effect is the main driving force of the
thermoelectric module and for this reason they are sometimes called Peltier modules.
The physical explanation of the Peltier effect is beyond the scope of this study
however a simplified explanation can be made. When current is induced through the
semiconductor material, electrons move through the device. The electrons actually
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transport thermal energy as they move. By controlling the direction and number of
electrons moving, the heat flux can be regulated by the current flow. Of course this
is a very simplified explanation of the Peltier effect. For a more detailed explanation
please consult an advanced physics textbook [35], [36].
The second physical phenomena is joule heating. The thermoelectric device
does have a small electric resistance and therefore heat is produced within the device
during operation. The joule effect is described by equation 3.2 where Q̇J is the heat
flux induced by the joule effect.
Q̇J = I
2R (3.2)
where I is the current through the thermoelectric module and R is the electrical
resistance of the thermoelectric module.
The third component is caused by thermal conduction of the thermoelectric
device. Thermal energy has a tendency to always flow from an area of high thermal
energy to an area of low thermal energy. Thermoelectric devices produce a thermal
gradient across themselves and thus minimizing the thermal conduction of the device
is very important. When cooling, the device is always moving thermal energy against
the thermal gradient. The thermal energy that moves in the opposite direction due to
thermal conduction is dependent on the thermal conductivity of the semiconductor
material, K, and the difference in temperature between the hot and cold sides of the
thermoelectric module, ∆T . It will be shown that ∆T is one of the main parameters
used to control the operating point of the TE device, therefore it is impractical to
use this parameter to control thermal back flow. The only way to minimize this
undesired component is to minimize the thermal conductivity of the semiconductor
material. The thermal conduction is described by equation 3.3 where Q̇BF is the
thermal flux due to the thermal energy moving with the thermal gradient.
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Q̇BF = K∆T (3.3)
The equation for the heat flux at the hot and cold side of the thermoelectric
device is thus described by equations 3.4 and 3.5.








where Q̇C and Q̇H are the heat flux at the cold and hot side, respectively. Fourier’s
law of heat conduction (Eq. 3.6) is used to describe the heat flux from the heat
exchanger to the TE module and from the TE module to the other heat exchanger.
The energy diagram shown in Fig. 3.3 illustrates the direction of heat flux and the
system boundaries.
Q̇ = hA(T1 − T2) (3.6)
where h is the thermal conductivity of the boundary medium, A is the area of the
contact surface between the two thermal masses, and T1 and T2 are the temperature
of the two thermal masses.
By combining the Eqs. 3.4, 3.5, and 3.6, the hot and cold side dynamic tem-
peratures can be described in this system. Focusing first on the cold side of the
module, the incoming heat flux is the convective heat flux from the heat exchanger.
The outgoing heat flux at the cold side of the TE module is the conductive heat flux
moved by the TE module itself. Therefore the overall equation is:
Q̇netC = Q̇BATT − Q̇C (3.7)
Q̇netC = hA(TBATT − TC)− αITC +
1
2
I2R+K(TC − TH) (3.8)
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Figure 3.3: The heat flux during Thermoelectric induced cooling.
where Q̇netC is the net heat flux at the cold side of the TE module, Q̇BATT is the
heat flux from the heat exchanger, and Q̇C is the heat flux pulled away from the
cold side by the TE module itself.
Similarly on the hot side of the TE module, the incoming heat flux is induced
by the TE module itself. The outgoing heat flux is the convective heat flux between
the heat exchanger and the coolant. The net heat flux of the hot side is:
Q̇netH = Q̇H − Q̇RAD (3.9)
Q̇netH = αITH +
1
2
I2R−K(TC − TH)− hA(TH − TRAD) (3.10)
The total state space model for the thermoelectric heat exchanger is now known:
Q̇C = hA(TBATT − TC)− αITC +
1
2
I2R+K(TC − TH) (3.11)
Q̇H = αITH +
1
2
I2R−K(TC − TH)− hA(TH − TRAD) (3.12)
For the control of the entire system the temperature of the coolant on the
radiator side and on the battery side must also be modelled. These two variables
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become the third and fourth state variables. An analysis of the sources and sinks
of the heat flux is required, similar to the process used for the modelling of the TE
temperatures. The radiator fluid is heated by the heat flux eminating from the heat
exchanger. The heat is expelled via the radiator to the environment. Earlier the
assumption was made that no heat is lost or gained through the pumps or piping
therefore those are ignored. The differential equation describing the state of the
radiator coolant temperature is as follows:
Q̇R = hA(TRAD − TH)− kr(TAMB − TRAD) (3.13)
where Q̇R is the heat flux of the radiator coolant, TAMB is the ambient temperature,
and kr is the heat transfer coefficient between the coolant in the radiator and the
environment.
The battery coolant is warmed by the heat generation within the battery. A
critical assumption was made because a real battery was not used in this work.
A temperature-controlled and insulated cooler was used to hold a relatively large
quantity of coolant to simulate the thermal mass of the battery. The assumption
was made that the temperature of the battery was also the temperature of the
battery coolant at the inlet to the heat exchanger. From another perspective, the
coolant exiting the bulk storage tank was assumed to be the temperature of the
battery. This simplified the test bench set-up. The battery coolant temperature
was therefore only dependent of the heat flux being absorbed by the heat exchanger
at the thermoelectric device’s cold side.
Q̇B = −hA(TB − TC) (3.14)
Though these equations model the dominant components of the system be-
haviour, due to their nonlinear nature and complexity, a system identification ap-
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proach was used to determine the best choice of constant parameters in order to
recreate the experimental data from these equations.
3.4 Least Squares System Identification
The procedure of deriving a model from experimental data is called system identi-
fication. System identification is usually performed if a physical prototype of the
system is available and the relationships between the input and output are difficult to
derive mathematically, as they are in this case. System identification is commonly
thought of as an alternative to physical modelling however since a loose physical
model is already known, it is used as the framework for the identified model. When
equations based on the physical understanding of the system are employed in system
identification, the model is known as a grey-box model. The system identification
method of this work is based on the least squares method, a very common concept
adopted in many fields and applications such as for curve fitting.
3.4.1 The Least Squares Method
The goal of least squares method is to minimize the sum of the square of the differ-
ences between the observed data and the computed data. Let t be an independent
variable and let y(t) be an unknown function of t that we want to approximate.
yi = y(ti), i = 1, . . . ,m. (3.15)
The function y(t) is then modelled by n basis functions:
ŷ(t) ≈ β1φ1(t) + ...+ βnφn(t). (3.16)
where β1, β2, . . . , βn are known functions and φ1, φ2, . . . , φn are unknown pa-
rameters [32]. The parameters must be solved in such a way that the computed
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values, ŷ, computed using the experimental values xi agree as closely as possible
with the observed values, yi.
The least square method states that the parameters should be selected according







which is minimal where
εi = yi − ŷi = yi − θ1φ1(xi), i = 1, 2, . . . , N (3.18)
In order to implement the least square method in software, it is convenient to
perform the calculations in vector notation. The following vectors are introduced:
φ = (φ1, φ2, . . . , φn)
T
θ = (θ1, θ2, . . . , θn)
T
y = (y1, y2, . . . , yN )
T

















ε = y − ŷ (3.20)
and
ŷ = Φθ
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By simple matrix manipulation the solution for parameters θ̂ which produces a
minimum solution for equation 3.19 is:
ΦTΦθ̂ = ΦT y (3.21)
If the matrix ΦTΦ is nonsingular, the solution is unique and given by:
θ̂ = (ΦTΦ)−1ΦT y (3.22)
A large disadvantage of the least square method is the condition that the matrix
ΦTΦ must be nonsingular for a unique solution to be reached. This problem has been
extensively researched and a number of solutions have been derived. The solution
implemented is a method called Choleski Factorisation.
3.4.2 Choleski Factorisation
A simple way to avoid the nonsingular condition is to find a real lower-triangular
matrix, L and it’s transpose such that Eq. 3.23 is true. We denote ΦTΦ as A for
convenience.
A = LLT (3.23)
Reducing A into a lower-triangular matrix is desirable because it is easily invertible
by successive substitutions a row at a time. The lower-triangular matrix must have
real and positive principal-diagonal elements for it to be a unique solution.





The upper triangular matrix LT is found by multiplying A by the vectors z and
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it’s transpose.
zTAz = (lT1 z)
2 + (lT2 z)
2 + · · ·+ (lTp z)2










In the above equation, LT is upper triangular, L is lower-triangular and LTL is
equal to A independent of the values of z.
LT is now easily inverted by solving Eq. 3.25 starting from the last row and
substituting upwards.
LT z = ξ (3.25)
Finally A−1 is found as shown [37]:
A−1 = ΦTΦ = L−TL−1 (3.26)
3.5 Controller Design
The desired behaviour of the controller must first be established before the design
of the controller is undertaken. This process was done by seperating the operational
range of the system into crisp temperature ranges or sets using logical reasoning.
Factors that affect the temperature ranges chosen include the ideal temperature
range of the battery pack and the coefficient of performance (COP) curve of the TE
module.
The ideal temperature of the battery pack is between 20oC and 35oC according
to a study by the U.S Department of Energy [38]. For experimental purposes a
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target temperature of 22oC was selected for the controller. Approximately 2oC on
either side of the target temperature is very good and therefore a temperature from
20oC to 24oC is the ideal temperature range of the battery pack. An acceptable
temperature range requiring minimal corrective action is from 24oC to 32oC and
12oC to 20oC. The temperature is unacceptable above 32oC and below 12oC and
maximum corrective action is required.
The performance and the efficiency of the thermoelectric module can be com-
pared by looking at a COP curve of the device. The COP of a thermoelectric device






where the input electrical power is Pin and COP is the coefficient of performance of
the thermoelectric device with a unit of K−1. The COP curve of a thermoelectric
cooling can be expressed by the following equation:
COPmax =
TC [(1 + ZTavg)
1/2 − TH/TC ]
(TH − TC)[(1 + ZTavg)1/2 + 1]
(3.28)
where
Tavg = (TC + TH)/2
and Z is the figure of merit of a specific device. The COP is dependent on Z, which is
constant for a particular device, and the temperature. Therefore there are a family
of COP curves for the entire operating range of the system (Fig. 3.4).
The COP curves illustrate the two operating points of the TE device and the
importance of the ∆T on the performance of the system. The maximum efficiency
of the device is acheived when the COP is maximized. This maximum efficiency is
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Figure 3.4: The family of COP curves.
acheived at appoximately 35%Imax when the ∆T is below 0.5∆Tmax. This should
be the case for over 85% of the time. The problem with operating at the most
efficient operating mode is that the module is only receiving 30% rated current and
therefore not utilizing its maximum capacity. The maximum capacity is approached
at approximately 75% rated current. Since maximum efficiency is the ultimate goal,
this setting is not ideal but may be required if the battery temperature becomes
unacceptable. This will happen if the heat generation of the battery is greater than
the amount of heat which can be pumped by the thermoelectric module in it’s most
efficient operating setting.
With these objectives in mind, the controller can now be designed for the TE
heat exchanger application. The inputs to the controller are as follows:
• TE hot side temperature,
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• TE cold side temperature,
• Average coolant temperature in the battery side heat exchanger,
• Average coolant temperature in the radiator side heat exchanger.
and the output is the desired TE voltage. The controller attempts to keep the
battery coolant temperature within the defined acceptable range and operate the TE
module in the maximum efficiency mode. If the controller predicts that operating
the TE module in the efficiency mode will not be satisfactory to keep the battery
temperature in an acceptable range, it will be operated at maximum capacity. The
sensitivity of the controller can be tuned using weights in the cost function and by
modifying the size of the prediction horizon.
3.5.1 Optimization Algorithm
The cost function provides a measure of how much the system’s trajectory deviates
from the ideal conditions or the set point. It does so by summing selected weighted
criteria values for each time instant. The general cost function is of the following
form:
J = φ(η̃N ) +
N−1∑
k=0
L(xk, η̃k, uk) (3.29)




NQoη̃N is the terminal cost and η̃N is the deviation of the battery
temperature predicted from the set point at time N . L(ξk, η̃k, uk) is the running
cost and is defined as:





k Sxk + u
T
kRuk) (3.30)
where η̃ is the deviation of the battery temperature from the set point, x is the
value of the states, and u is the input voltage. The weight matrices Q, Qo, S and
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R are the flexible variables used for tuning of the controller at the end of the design
process.
The MPC controller minimizes the cost function by finding the optimum cur-
rent trajectory over the prediction horizon. A previous student implemented the
steepest descent algorithm in his Master’s thesis [39] and it was adapted to fit the
requirements of this work. This method is only valid if the cost function is differen-
tiable with respect to the decision variable, in this case the TE current. The method
of steepest descent, also known as the gradient method, is an iterative method that
moves in the direction of the negative of the slope of the gradient until the change
in cost function is below a stopping critirion (dJ ≤ ε). The size of the step taking
is gradually decreased to avoid oscillating about the minimum.
The steepest descent method is simple to implement in code and does not require
extensive computational time. The disadvantage of this method is that it is not
immune to local minima and therefore it does not guarantee the global optimum
solution. Figure 3.5 illustrate how the method of steepest descent works.
Figure 3.5: The gradient descent algorithm.
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In this case the goal is to find the minimum of the cost function, J , with respect
to the control variable, u. The first step of the gradient descent method is to make
an initial guess of the optimal TE current, u. The states of the dynamic system are
calculated and the differential of the cost function with respect to the TE current
is found. The TE current is modified by taking a step in the negative direcetion of
the slope of the cost function according to the following equation:
I(k + 1) = I(k)−∆δf
δu
(3.31)
where ∆ is the step taking along the cost function. The step size is halved on every
iteration in this case.
The current structure of the cost function does not take into account the con-
straints on the input or the model equations. The model equations 3.12 are incor-
porated into the cost function by using Lagrange multipliers. The modified cost
function becomes:
J = φ(η̃N ) +
N−1∑
k=0
L(xk, η̃k, uk) + λ
T
k+1[fdisc(xk, uk)− xk+1] (3.32)
By defining a scalar sequence Hk, known as the Hamiltonian, as
Hk = L(xk, η̃k, uk) + λ
T
k+1f(xk, uk) (3.33)
the cost function can be written as
J = ψ(xN ) + λNxN +
N−1∑
k=1
[Hk − λkxk] +H0 (3.34)
The first derivative of the cost function is required to find the minimum.



























Since in equation 3.32 the term f(xk, uk) − xk+1 = 0, the Lagrange multiplier
can be arbitrarily chosen. A costate equation similar to that found in Fahimi’s work




























The following is a list of the steps taken by the controller:
• The TE current at the previous time step is fed back to the controller. This




• The states trajectories are calculated based on the model of the system with
the initial current vector as the input.
• The co-states are calculated backwards in time from k = [N − 1, ..., 1] using
Eq. 3.38.
• The gradient is calculated using Eq. 3.39.
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• The value of the objective function is calculated using the present value of the
states, amperage and temperature deviation parameters.
• The TE current vector is updated by taking a small step downhill on the cost
function,
• This current vector is used for the next iteration.
• This routine is repeated until the stopping criterion is reached or 100 iterations
have been made.
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This chapter focuses on hardware and software used for implementation of the MPC
controller. Interfacing the different hardware systems used for data acquisition and
controller computation required knowledge of communication protocals such as CAN
(Controller Area Network). Additional features such as flow rate control can be
easily added in future work for more accurate regulation and potentially further
energy efficiency.
4.1 Platform Description
“Arctic Silver 5” high-density polysynthetic silver thermal compound was used to
ensure good thermal contact between the heat exchangers and the TE module. The
TE module used in the experiment is the TB-199-2,0-0,8HT(120) from Kryotherm.
The TE module has a rated Qmax of 352 watts. A 1.0 kW Sorensen DCS20-50E
DC power supply was used to power the TE module. The power supply can be
operated both locally and remotely. The heat exchangers are constructed from de-
oxygenated copper and incorporate an internal crushed aluminum foam to increase
the heat transfer.
The coolant is a 50-50 mixture of water and ethylene glycol, as used in an auto-
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Figure 4.1: The thermoelectric heat exchanger assembly.
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motive cooling system. The two heat exchangers are connected to seperate cooling
circuits. One heat exchanger is plumbed to a radiator designed for an automotive
application. Also in the circuit is a fluid pump and various sensors including tem-
perature and pressure sensors at the input and output of the heat exchanger and
a flow meter. The other heat exchanger is plumbed to an insulated storage tank
with a capacity of approximately 15 litres. The storage tank is used to simulate the
thermal mass of the battery in an electric vehicle. The system is sized at approxi-
mately 1/10 scale in terms of thermal mass and cooling capacity. The temperature
of the coolant in the storage tank is raised by a coolant recirculator. This is used to
simulate the heat generation of the battery under discharge and charge cycles. The
coolant recirculator is a Polyscience 6000 chiller/heater unit.
A decision was made to keep the flow rate constant because the pumps used
did not have pulse-width modulation control and to implement voltage control of
the pumps would increase the complexity of the overall system. The small energy
potentially saved by decreasing the pump power during times when less cooling was
required did not make the added flow rate control practical. Flow rate was kept at
approximately 5 litres per minute (lpm) for all experiments.
4.2 Sensors and Data Acquisition System
For feedback and system monitoring a number of sensors are integrated into the
circuit. For thermal measurement K type thermocouples are employed. Impellor-
type flow meters are used for flow rate measurement and gauge pressure transducers
for pressure measurement. All sensors are connected to the data acquisition unit
manufactured by IPEtronik GmbH.
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4.2.1 Data Acquisition Unit
The data acquisition system consists of a rack which holds modules. IPEtronik
GmbH offers modules with different input types such as voltage, current, and fre-
quency inputs. The data acquisition system includes one M-Thermo module and
one M-SENS 8 module. All modules output the measured data via a Controller
Area Network (CAN) bus in 8 bit signed format. The system is designed for use
in automotive applications featuring a very durable design, robust electrical compo-
nents and very wide working temperature range (−40oC to +125oC). The system
can be supplied by either a 12, 24, or 48 VDC source.
The M-SENS 8 module includes 8 analog input channels with sensor excitation.
Each channel can read voltage and current signals and have a choice of 8 different
excitation voltages, individually selectable. There are 11 unipolar and 11 bipolar
voltage measurement spans ranging from +/− 0.1V to +/− 100V . There are also
2 current measuring ranges; unipolar and bipolar.
Figure 4.2: M-SENS 8 analog input module.
The M-Thermo K16 module includes 16 input channels for K-type thermocou-
ples. The modules include built-in cold junction compensation and a linearization
look-up table.
The pressure transducers used are gauge type. They are manufactured by SSI
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Figure 4.3: M-Thermo K16 thermocouple module.
Technologies Inc. and are part of the P51 family. These are 5 psi transducers with
an output signal of 0.5V to 4.5V . They have a rated accuracy of +/−2% and are of
stainless steel construction. There is a pressure transducer placed at the inlet and
outlet of both heat exchangers. Four channels of the M-SENS module are dedicated
to the four pressure transducers in the system.
Figure 4.4: Gauge-type Pressure Transducers.
For flow measurements an impellor-type sensor was employed (see figure 4.5).
It has a rated 1% accuracy and is made of polypropelene. The flow measurement is
output via a 6 to 24 VDC pulse signal.
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Figure 4.5: Impellor-type Flow Sensor.
All analog signals are sampled at a rate of 1 Hz and converted to 16-bit signed
digital signals. The digital values are tranferred to a dSPACE microautobox via a
CAN bus connection. The signals are packaged in 4 seperate 64-bit messages for
transfer over the CAN bus. The structure of each message is shown in Fig. 4.6.
The CAN messages are in standard frame format meaning they include an 11-bit
identifier.
4.3 Model Predictive Controller
The model predictive controller was implemented in software using Mathwork’s
MATLAB and Simulink. It was then run in real-time on the dSPACE MicroAu-
tobox rapid prototyping hardware.
The dSPACE microautobox is available in three variants. The variant used in
this work is the 1401/1505/1507. It included a 800 MHz processor, 8 MB of main
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Figure 4.6: CAN message structure.
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memory, CAN interfaces and other communication interfaces. It also includes analog
and digital inputs and outputs including PWM outputs. All channels have 16 bits
of resolution and have built-in signal conditioning. As discussed in the previous
section, all input values are collected by the IPEtronik data acquisition hardware
and fed back to the microautobox via a CAN bus. The TE current is supplied via a
DC power supply which is remotely controlled by the microautobox. It does so by
supplying a 0-5V signal from one is its analog output channels. This 0-5V signal is
linearly mapped to a 0-20A current supplied to the TE module.
Figure 4.7: The HMI control screen built in dSPACE ControlDesk for the experi-
ment.
The state of the system can be monitored using dSPACE ControlDesk software
that allows the designer to create a layout of virtual displays, switches and graphs
called instruments. A variable within the Simulink model can be assigned to an
instrument and viewed or modified in real time. The layout created for the test
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bench experiment is shown in Figure 4.7. States such as cold side temperature, hot
side temperature, average temperature of the coolant in the heat exchangers and
other parameters are shown. The PWM signal supplied to the radiator fan and the
setpoint can be modified in the layout as well.
Due to small resistances between the power supply and the TE module, the
voltage provided by the power supply will not exactly match the voltage seen by
the TE module. A digital PID control is used so that the correct voltage is supplied
from the power supply, and that the voltage seen by the TE module is equal to
the optimum voltage desired by the controller. The difference between the optimum
voltage and actual voltage measured at the TE module is supplied to the digital PID
controller. It outputs the change in voltage required to keep the difference at 0. The
power supply’s voltage range is from 0-20V DC and the signal for remote control is
a 0-5V DC signal. The software block accepts a value between 0 and 1 and scales
that to determine to output voltage of the pin, where 1 is full range voltage and 0 is
low range voltage (0-5 volts). Therefore a gain of 0.05 is applied to the output of the
PID controller to properly scale the output for the remote control signal. The final
block represents the software interface to the physical output pin on the dSPACE
microautobox.
Figure 4.8: Low-level digital PID controller.
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The model predictive controller, including the optimizer, was integrated into
the Simulink model by using a custom Matlab function block (see Appendix for
illustration of entire Simulink model). All inputs are updated at each time step by
feedback signals from the IPEtronik data acquisition system via the software blocks
in the model. The inputs to the custom simulink block include the four model
inputs (Radiator coolant temperature, Battery coolant temperature, Cold side TE
temperature and Hot side TE temperature), the ambient temperature, the measured
TE current and the set point. The output is the optimum TE current. The set point





This chapter begins by presenting the results of the least squares system identifi-
cation. The subsequent model is validated against experimental data acquired on
the test bench. The results obtained by integrating the derived model predictive
controller into the system are then presented. Key comparision criterion are cooling
capacity and precision of set point matching. Experiments were done with no heat
generation disturbance in both heating and cooling operating modes.
5.1 Model Validation
Experimental data was acquired by manually switching the TE current to different
levels between 0 and 70% max current and waiting for the system to stabilize. This
was done over the whole range of possible operating temperatures of the system
for the battery application. It was found that Eqs. 3.13 and 3.14 matched the
experimental data more accurately by including a dependency on the TE current.
The modified equations are as follows:
Q̇R = hA(TRAD − TH)I − kr(TAMB − TRAD) (5.1)
Q̇B = −hA(TB − TC)I (5.2)
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The least squares method fit each equation to its respective experimental output
data and the parameters were fine-tuned by trial and error. The fine tuning was
required because of the coupling present between the state equations. This is the
derived model for when the TE device is in cooling mode, or in other words, it
is pushing heat agaisnt the conductive heat gradient. A different model must be
derived for the heating mode.












Figure 5.1 and figure 5.4 show the current supplied to the TE device for two
seperate experiments. Figures 5.2, 5.3 and figures 5.5, 5.6 show the measured and
simulated outputs of the model for the corresponding inputs and initial conditions.
Although there are four outputs of the model it is important to remember
that the bulk temperature is the output of importance. It is that temperature
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Figure 5.1: Input Current for First Experiment.
which is assumed to be the temperature of the battery. So as long as there is a
reasonably accurate prediction of that temperature, the controller will perform well.
For the first dataset, the root mean square error (RMSE) of the bulk temperature
is 0.4202K. The R2 value for the fit of the predicted bulk temperature for the same
dataset is 0.9714. The model accurately predicts the system for this dataset. As
further validation, the second set of experimental data is compared to the model’s
prediction. For the second data, the RMSE of the bulk temperature is 0.4164K.
The R2 value is 0.9864 which is slightly better than the first dataset.
Since the predictions are reasonably accurate for both cases, the model can be
used for the entire operating range of the system. Any inaccuracies will be further
negated by the feedback present in the controller.
The attention is now turned to the heating mode of the TE device. When
the voltage is reversed on the TE device a negative current flows through the unit
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Figure 5.2: Measured and Simulated Cold and Hot Side Temperatures for first
Dataset in Cooling Mode.
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Figure 5.3: Measured and Simulated Radiator and Bulk Temperatures for first
Dataset in Cooling Mode.
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Figure 5.4: Input Current for Second Experiment.
and the heat flow is also reversed. In this setting the TE device can be used as a
heater, pumping heat from the radiator side of the heat exchanger to the battery
side. This is one of the major advantages the thermoelectric technology has over
the conventional compressor-type cooling systems. It is also how the TE device can
acheive such precise control performance. The governing equations in the heating
mode are slightly different than in the cooling mode therefore a seperate model must
be derived. The following are the governing equations for the heating mode:
Q̇C = hA(TBATT − TC)− αITC +
1
2
I2R+K(TH − TC) (5.3)
Q̇H = αITH +
1
2
I2R−K(TH − TC)− hA(TH − TRAD) (5.4)
Q̇R = −hA(TRAD − TH) + kr(TAMB − TRAD) (5.5)
Q̇B = −hA(TB − TC) (5.6)
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Figure 5.5: Measured and Simulated Hot and Cold Side Temperatures for second
Dataset in Cooling Mode.
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Figure 5.6: Measured and Simulated Radiator and Bulk Temperatures for second
Dataset in Cooling Mode.
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The equations are identical to the cooling mode equation except that the con-
ductive heat flow is in the opposite direction. The current is negative in this case
because the TE device is operating in heating mode. To find the coefficients, the
least squares method followed by adjustments using trial and error were performed.
For the joule effect term, the one half fraction was absorbed into the R term. The
final heating mode equations are:
Q̇C = hA1(TBATT − TC)− αCITC +RI2 +K(TH − TC) (5.7)
Q̇H = αHITH +R1I
2 −K1(TH − TC)− hA2(TH − TRAD) (5.8)
Q̇R = −hA(TRAD − TH) + kr(TAMB − TRAD) (5.9)
Q̇B = −kb(TB − TC) (5.10)
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The model was validated against experiment data and the results are shown in
figures 5.8, 5.9 and 5.7.
Figure 5.7: Input Current for Heating Experiment.
5.2 Experiment I: Cooling Mode
The first test was intended to show the cooling capacity performance of the TE
module, the transition from max cooling mode to high efficiency cooling mode and
finally the set-point holding precision. No heat generation disturbances were invoked
on the system during this test. The following is a summary of the test procedure:
• The pumps are turned on and the bulk temperature is raised using the Poly-
science unit to approximately 350C so as to simulate a hot battery.
• The Polyscience unit is switched off and isolated from the system. The TE
device, radiator fan and data acquisition system are activated.
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Figure 5.8: Measured and Simulated Hot and Cold Side Temperatures for Heating
Mode.
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Figure 5.9: Measured and Simulated Radiator and Bulk Temperatures for Heating
Mode.
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• The controller is activated and the test begins. No more human intervention
is required until the test is complete.
• Once the set point has been reached and held for an adaquate period of time
the data stream is stored and all components in system are deactivated.
The results of experiment I are illustrated in Figures 5.10 and 5.11.
Figure 5.10: TE Voltage input for Experiment I.
The sub-ambient cooling capability of the TE device is evident in this experi-
ment. The ambient temperature is approximately 260C and the bulk temperature
is cooled and stabilized around the 220C mark, which as stated earlier is an ideal
temperature for a lithium ion battery. When the TE device is cooling at maximum
cooling capacity the average bulk temperature is decreased at a rate of 0.4170C per
minute. This was calculated to be approximately 277 W of cooling power. The TE
device was drawing on average 256 W of electrical power therefore the system was
5.2: Experiment I: Cooling Mode 67
Figure 5.11: Temperature outputs for Experiment I.
operating at a COP of 1.08. The COP is expected to around 1 at this operating
point however it will be shown that the overall cooling capacity is much greater than
at the maximum efficiency operating point. When the TE device is cooling at it’s
highest efficiency the average bulk temperature is decreasing at a rate of 0.18750C
per minute which is equavalent to a cooling capacity of 140 W. The TE device was
drawing on average 64 W of electrical power therefore the overall system COP is
approximately 2.19.
Comparing the COP and cooling capacity figures clearly illustrate how much
more efficiently the system operates at a lower power setting with only a 50% re-
duction in cooling power.
The model predictive controller does provide the optimum control output when
the temperature is brought down to the setpoint however it is not an efficient method
in terms of computation time because the TE device must be operated in either max
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cooling or max efficiency mode and the voltage required for each operating point
is calculated at the design stage. Since the reaction time of the thermal system is
so slow, the MPC controller is simply outputting the saturation voltage until the
setpoint is reached. Once the setpoint is reached (at approximately 2,700 seconds)
the MPC controller toggles between the cooling and the heating model. Chattering
is the result as the controller’s desired output quickly switches between 7 and 0
volts. This occurs since the bulk temperature is right at the set point, which is the
boundary for switching between cooling mode and heating mode.
At approximately 2,800 seconds and beyond the solution to the chattering issue
is shown. The controller was now programmed to cool the bulk temperature to 0.50C
below the setpoint value. Once that value is reached the TE device is deactivated
until the bulk temperature rises above the set point again. This is repeated until
the system is switched off.
5.3 Experiment II: Heating Mode
The second test involved a similar test procedure to the first, except that the bulk
temperature was initially 00C. The intention of this test was to show the TE device’s
heating performance and setpoint holding precision when controlled by the MPC
controller. As in the first test, there were no heat generation disturbances applied
to the bulk temperature. The results of the test are shown in Figures 5.12 and 5.13.
The system is able to increase the bulk temperature at a rate of 1.10C per
minute using 70% maximum current. This translates to a heating power of 641 W
and a COP of 2.50. The heating capacity is so high because not only is the TE device
transporting heat from the radiator side to the battery side but the heat produced
due to the electrical resistance of the TE device is also delivered to the battery side.
The dependency of the TE device’s performance on the ∆T between the cold and
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Figure 5.12: TE Voltage input for Experiment II.
Figure 5.13: Temperature outputs for Experiment II.
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hot sides is evident in this test. As the bulk temperature increases, the ∆T increases
and the rate of increase of the bulk temperature decreases slightly. This behaviour
can be explained by the temperature dependent specific heat capacity of the coolant
and the seebeck voltage of the TE module. The effect is only minor and it was
deemed not essential to be included in the model. When the TE device is heating at
30% max current, the bulk temperature is increasing at a rate of 0.650C per minute.
The heating power is now 320 W and the COP is 5.0. With a 50% reduction in
heating power there is a doubling in efficiency. This is similar to what was found in
cooling mode.
The exceptional efficiency of the TE module in heating mode is one of it’s major
advantages over the resistive heater. The resistive losses in the TE module work to
its benefit since the heat generated is pumped to the battery, further increasing
its heating power. The overcomplexity of the MPC routine is again shown in this
test. The characteristics of the TE device and the extremely slow reaction time
of thermal system does not require the advantages of prediction that the MPC
controller provides.
5.4 Experiment III: Precision Test
In the third and final experiment the controller was programmed to have no dead
zone around the set point. The bulk temperature was kept within ±0.20C of the
setpoint however the problem of chattering returns. An ideal MPC controller should
not have a problem with chattering because it predicts the exact amount of cooling
required and ideally supplies that amount of cooling as long as the system remains
in steady state. Assumptions made when creating the model and slight model errors
cause the prediction to be slightly different than the actual behaviour of the system.
This will be true for all practical predictive controllers since no model can exactly
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predict the behaviour of a system. The feedback re-initializes the initial state for
the optimization algorithm and keeps the controller’s prediction close to the actual
behaviour despite the slight prediction error.
Figure 5.14: TE Voltage input for Experiment III.
The compromise regarding the length of the prediction horizon can now more
clearly be understood. The optimum length of the horizon was determined to be
around 30 to 40 time steps. This was found by trial and error. A horizon that
was too short did not provide the controller with enough of a view into the future
to react to events such as arriving at the target battery temperature. Overshoot
is the result. If the horizon is too long the performance of the controller changes
little compared to the ideal case except that the computational requirements of the
algorithm increases and becomes inefficient.
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Figure 5.15: Temperature outputs for Experiment III.
5.5 Simulation I: Trajectory Tracking
In the process of tuning the MPC controller it was noted that the penalization term
for the voltage would provide better controller performance if it was dependent on
the deviation of the battery temperature from the set point. When the deviation
is large, it is desirable to have the voltage quickly rise to the max voltage possible.
When the deviation is small, less than 0.30C, is it desirable for the voltage to be
minimal while keep the battery temperature at the set point. For this reason a simple
step function was used for the penalization term of the voltage. The experiments
also did not test the limits of the controller therefore in the simulation the setpoint
will follow a sine wave trajectory with a bias of 2960K and an amplitude of 0.50K.
The frequency of the trajectory was chosen such that the physical limits of the TE
module’s cooling capacity could cool at the same rate as the slope of the trajectory.
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Figure 5.16: TE Current input for Simulation I.
Figure 5.17: Temperature outputs for Simulation I.
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The battery temperature meets the trajectory of the setpoint with no overshoot
and is able to follow the rising setpoint section with insignificant error. When the
setpoint’s trajectory reaches the top section, the current input begins to chatter but
the amplitude of the voltage is limited due to the penalization term on the voltage.
As discussed previously, chattering can be limited by introducing a deadzone around
the setpoint’s value, however accuracy is decreased. The main issue introduced by
chattering is stress on the power supply. If a power supply designed to handle the
fast switching is used it may be beneficial to have the higher precision with the
chattering present.
The limit to the TE module’s ability to follow a desired trajectory is the maxi-
mum cooling power available. As long as the maximim cooling rate can be physically
attained by the TE module, the trajectory can be followed by the controller.
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Chapter 6
Conclusion & Future Work
6.1 Conclusion
A nonlinear MPC controller has been designed for the application of a thermoelectric
heat pump towards temperature control of an automotive high voltage battery pack.
A model predictive contoller was chosen for its ability to easily add constraints to
input and output variables. A predictive controller was sought after because energy
efficiency was the primary goal, therefore it was desired for the controller to operate
at the thermoelectric unit’s most efficient operating mode for the maximum amount
of time. The controller needed to anticipate large heat disturbances caused by high
charge/discharge rates of the battery or extreme environmental conditions in order
to prevent to battery’s temperature from venturing too far out of the acceptable
temperature range. The mathematical equations for the thermoelectric heat pump
were derived using a grey-box system identification approach based on a least squares
algorithm. Due to the nonlinear behaviour of the system, the use of system identifi-
cation was required to find the appropriate coefficients in the differential equations.
A grey-box model was constructed based strongly on the fundamental physical equa-
tions of a thermoelectric device. Experimental data of the system under operation
was obtained and a least squares algorithm was used to perform the system identi-
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fication. The greatest descend algorithm was employed for optimization within the
model predictive controller.
Results showed that the thermoelectric device was operating at only two volt-
ages for the majority of the time. When the max cooling performance was required,
the controller’s output was 16 volts. When max cooling performance was not needed,
the controller’s output was 7 volts continuously. When heating was required, the
respective voltages are negative. A deadzone of 0.5oC was added at the setpoint
in order to manage chattering. Since the time constant of the thermal system is
so large, small modifications to the voltage would not alter the trajectory of the
battery’s temperature. Furthermore, due to addition of the deadzone the TE de-
vice was operating in efficiency mode when maintaining the setpoint. The optimum
voltage was primarily ±7 volts when the battery’s temperature was within 2oC of
the setpoint. The MPC controller is certainly powerful enough to find the optimal
operating point of the TE device in terms of COP however that was not incorporated
in the model. The controller output was forced to one of two operating points which
limited the amount of optimization the controller could perform. This also likely
magnified the controller’s vulnerability to chattering. Another unnecessary limita-
tion made on the controller was the setpoint. In retrospect, the setpoint should have
been allowed for move within an acceptable range. Depending on the ambient con-
ditions it may be optimal for the controller to move the setpoint higher or lower to
reduce the delta between battery temperature and ambient temperature and therby
maximize COP and reduce the work required of the system. A simpler controller
such as a PID controller with some external logic could perform with similar results
with the limitations currently in place. For a better use of the MPC controller, it
is suggested that the COP is included in the cost function so that optimization of
the COP, which is a function of the delta temperature between cold and hot sides
of the TE device (see Figure 3.27), can be accomplished. These considerations can
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be relatively easily included in the MPC controller whereas it would be impossible
to track with conventional controller such as PID.
6.2 Future Work
The MPC controller derived in this work can be extended to the max COP tracking
problem whereby the most efficient operating voltage can be calculated based on
the family of COP curves for the TE device. As a further improvement, if the
most efficient voltage does not provide enough cooling/heating capacity to hold
the temperature of the battery pack, the best compromise between efficiency and
sufficient heating/cooling capacity can be found. This improvement would require
no additional hardware modifications however a more detailed model of the system
is required which includes a mathemical description of the COP.
Another suggestion involves deriving a more detailed model of the system to
target a peak efficiency mode for the entire system as opposed to the TE devices
exclusively. Further building on max COP tracking, full system optimization is
possible with MPC control. Other variables that were not controlled in this work
such as flow rate and fan speed can also be included in the controller scheme for full
command of the system. Manipulation of the fan speed and flow rate allows a level
of control over hot and cold temperatures, thereby controlling which COP curve is
valid. Including these variables into the optimization algorithm would also serve
to optimize flow rate and fan speed thereby running the pump and fan at a more
efficient setting overall. The MPC controller would be well suited for this complex
control problem that involves multiple inputs and output with constraints. The
present hardware on the test bench is capable of implementing the changes needed
for full system optimization. The pumps and fans are PWM-controlled variable
speed, therefore a PWM output on the microautobox would need to be wired to
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control the pump speeds. Different methods of determining the model of the system
could also be explored. The controller is independent of the method through which
the model is derived.
Another area of the controller that could be improved is the choice of optimiza-
tion function. Currently a simple steepest descent algorithm is as the optimization
method within the MPC controller. A more robust option would be the Levenberg-
Marquardt algorithm (LMA), also known as the damped least-squares method (DLS)
[41]. Essentially, LMA behaves like the steepest descent method when the solution is
a large distance to the minimum to take advantage of it ability to converge steadily
towards the solution. When the solution nears, LMA adapts the parameter up-
dates to reflect the Gauss-Newton method due to that method’s ability to converge
rapidly to a local minimum. This provide faster convergence and a reduces the risk
of finding a local minima as oppose to the global minima.
The complexity of the model required for the improvements discussed would be
quite high, however it may provide a sufficient increase in efficiency to be worthwhile.
As thermoelectric materials with a higher Figure of Merit are discovered and the
cost of the technology decreases there is no doubt the devices will be found in more
applications in the future and predictive control techniques such as MPC will be
useful for their precise command.
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Q̇C = 0.2 ∗ (TBATT − TC)− 0.0002 ∗ ITC + 0.001 ∗ I2 + 0.01 ∗ (TH − TC)
Q̇H = 0.00016 ∗ ITH + 0.0004 ∗ I2 − 0.1 ∗ (TH − TC)− 0.15 ∗ (TH − TRAD)
Q̇R = −0.0014 ∗ (TRAD − TH) + 0.035 ∗ (TAMB − TRAD)
Q̇B = −0.0001 ∗ (TB − TC)
Heating Mode Model:
Q̇C = 0.5 ∗ (TBATT − TC)− 0.00045 ∗ ITC + 0.02 ∗ I2 + 0.0001 ∗ (TH − TC)
Q̇H = 0.00017 ∗ ITH + 0.0005 ∗ I2 − 0.06 ∗ (TH − TC)− 0.17 ∗ (TH − TRAD)
Q̇R = −0.0035 ∗ (TRAD − TH) + 0.00395 ∗ (TAMB − TRAD)
Q̇B = −0.00119 ∗ (TB − TC)
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Figure A.1: Simulink Model.
