The receiver operating characteristic (ROC) curve is a well-known technique used to measure the performance of a classification method. For many reasons, interest may only pertain to a specific region of the curve, and in this case, the partial area under the ROC curve (pAUC) provides a useful summary measure. Related measures such as the ordinal dominance curve (ODC) and partial area under the ODC (pODC) are frequently of interest as well. Based on a novel estimator of pAUC proposed by Wang and Chang (2011), we develop nonparametric approaches for the pAUC and pODC using the normal approximation method, 1 Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) 2 jackknife method and jackknife empirical likelihood method. The simulation study demonstrates the flaws of the existing method and shows three proposed methods perform well. Our simulations also verify the consistency of our jackknife variance estimator as well. The Pancreatic Cancer Serum Biomarker data set is used to illustrate the proposed methods which are useful in medical study.
Introduction
The ROC curve is a well-established graphical tool used to evaluate performance of a classifier in accurately discriminating between subjects from different populations (e.g., diseased and healthy individuals). For a classification, assume that F and G are two cumulative distribution functions of random variables X and Y corresponding two independent populations. Let G −1 (t) = inf{y : G(y) ≥ t} be a quantile function of G, for each 0 < t < 1. Let S F (t) and S G (t) be the corresponding survival functions of X and Y , i.e., S F (t) = 1 − F (t) and S G (t) = 1 − G(t). For t ∈ (0, 1), the ROC curve is defined as
ROC(t) = 1 − F {G −1 (1 − t)} or ROC(t) = S F {S
−1
G (t)}, where t is the value of FPR and

S
−1
G (t) = G −1 (1 − t). ROC curve is not a convenient tool to make a judgement on which one curve dominates against the other one, in particular when two ROC curves cross. A single summary measure of an ROC curve can be found by integrating the ROC curve over the the range of FPR values to obtain the area under the ROC curve (AUC) as
Due to economical and practical purposes, people usually force the FPR in a low level rather than the entire area under the ROC curve. When our interest is restricted to a sub-region of the ROC space, the partial area under the ROC curve, defined as pAU C(P 0 ) = ∫ P 0 0 ROC(p)dp for the threshold value of FPR P 0 ∈ (0, 1), can provide a more useful summary measure than the AUC.
Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) The ordinal dominance curve (ODC) introduced by Bamber (1975) (see Figure 1) describes the association between true negative rate (TNR) and false negative rate (FNR), which is defined by ODC(t) = G{F −1 (t)} where t ∈ (0, 1). Similar to the area under the ROC curve, the area under the ODC defined by 
ODC(t)dt.
Nonparametric approaches for statistics based on ROC curves have been extensively investigated. Hsieh and Turnbull (1996) proposed nonparametric estimators for the ODC and AUC, and Wieand et al. (1989) presented nonparametric methods for the difference between ROC curves or AUC's. Based on the jackknife empirical likelihood (Jing et al., 2009 ), Gong et al. (2010 proposed a smoothed inference procedure for the ROC curve and Yang and Zhao (2013) developed new inference method for the difference of two ROC curves. Several researchers have also applied the properties of Ustatistics (Hoeffding, 1948) to make an inference for the AUC and pAUC. For example, DeLong et al. (1988) , Sen (1960) and Bamber (1975) employed a multi-dimensional version of Hoeffding's theory (1948) for Mann-Whitney U-statistics in an inference for Building on the work of He and Escobar (2008) , Adimari and Chiogna (2012) introduced the jackknife empirical likelihood (JEL) for the pAUC. However, the effect of an estimated quantile is still unclear since theorems of He and Escobar (2008) do not sufficiently account for the variance of a quantile estimate, and this theoretical result was not established rigorously by Adimari and Chiogna (2012) .
In this paper, we present a nonparametric estimator of the pAUC with a variance that correctly accounts for the random error in the estimator. We also derive an interval estimation method based on the pAUC estimator proposed by Wang and Chang (2011) .
Finally we develop jackknife and JEL inference procedures for the pAUC and the pODC.
The rest of the paper is organized as follows. In Section 2, we propose the nonparametric approach for the partial area under ODC and pAUC, using normal approximation method, jackknife method and JEL method, respectively. In Section 3, we conduct extensive simulation studies in terms of coverage probability and average length of confidence intervals. Furthermore, we show how to apply our proposed methods to a practical problem in Section 4 and make a discussion in Section 5. All the proofs are provided in the supplementary material.
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Inference procedure
Recall that X and Y are two independent random variables with distribution functions
.., m} and Y = {Y i , i = 1, ..., n} be random samples from the distribution functions F (x) and G(y), respectively. A simple empirical estimator of pODC(P 0 ) is given by
where F −1 m (P 0 ) is an empirical quantile estimate at P 0 and F m (·) and G n (·) are empirical distributions of F (·) and G(·). Alternatively, Liu (2006) developed the asymptotic normality for the empirical estimator pODC(P 0 ).
Before giving the asymptotic normality of pODC(P 0 ), we display the following conditions which are common in practice:
C.1. F (t) and G(t) are continuous distribution functions;
C.3. F (t) is differentiable, and F (t) is twice differentiable at F −1 (P 0 ), and 
where
As shown in Figure 2 , points on the ROC curve,
G (u)}du and obtain its empirical estimator as
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and
Remark 1: In this corollary, we provide the variance of pAU C and explicitly account for the random error due to S −1 G,n (P 0 ), which He and Escobar (2008) Also, contrary to arguments presented by Adimari and Chiogna (2011) , the quantile estimator is problematic for jackknife variance estimators (see Miller (1974) and Shao and Wu (1989) ). Thus jackknifing procedures cannot be applied to pAU C(P 0 ) directly. Adimari and Chiogna (2011) attempt to overcome this limitation of the jackknife by plugging in quantile estimate S −1 G,n (P 0 ) determined only from the full sample. However, their resulting jackknife variance estimator fails to incorporate the error associated with the quantile estimate, and thus it is not a consistent estimator for the variance of pAU C(P 0 ) . The lack of consistency in the approach of Adimari and Chiogna (2011) is demonstrated from our simulation study in Section 3.1.
Jackknife methods can be applied to an alternative estimator of pAU C(P 0 ) by Wang and Chang (2011), which is defined as follows.
We established the following theorem:
Theorem 1. Suppose that the conditions C.1-C.4 hold. One has that
The two estimators pAU C(P 0 ) and pAU C(P 0 ) closely agree with each other, but pAU C(P 0 ) avoids the use of a quantile estimator. Thus we can derive jackknife and JEL methods based on the estimator pAU C(P 0 ). We propose the jackknife method and JEL method based on the estimator pAU C(P 0 ). For pAU C(P 0 ), the jackknife estimator
Lemma 2. Under the conditions C.1-C.4, we have that
The following lemma establishes the consistency of the jackknife variance estimator
Lemma 3. Suppose the conditions C.1-C.4 hold. Then,
From Slusky's theorem, and Lemmas 2 and 3, we have the following theorem, which establishes the jackknife based method for pAU C (P 0 ).
Theorem 2. Assume the conditions C.1-C.4 hold. We have that
In order to derive the Wilks' theorem for the jackknife empirical likelihood ratio, the asymptotic normality and variance consistency of jackknife pseudo-samples are essential.
For the JEL, we define the jackknife empirical likelihood ratio for pAU C(P 0 ) as
The empirical log-likelihood ratio for the pAU C(P 0 ) is obtained as follows.
where the Lagrange multiplier λ 1 satisfies the nonlinear equation
We can derive the Wilks' theorem for pAU C(P 0 ) based on the jackknife pseudo-values
Theorem 3. Under the conditions C.1-C.4, one has that
From Theorem 3, the asymptotic 100(1 − α)% JEL confidence interval for pAU C(P 0 )
is given by Because the ODC curve is reversed from the ROC curve, we may apply results for the pAUC to the pODC. Using arguments similar to Corollary 1, we derive the following corollaries for the pODC. Following Wang and Chang (2011), we define an estimator pODC(P 0 ) as
Corollary 2. Assume that the conditions C.1-C.4 hold. We have that as
For the jackknife procedure of pODC, we denote
Corollary 3. Under the conditions C.1-C.4, one has that as
We define the empirical likelihood ratio R pODC {P 0 , pODC(P 0 )} as follows,
The empirical log-likelihood ratio is represented as follows,
Then we establish the Wilks' theorem for pODC(P 0 ).
Corollary 4. Assume the conditions C.1-C.4 hold. We have
Thus, the asymptotic 100(1 − α)% JEL confidence interval for pODC(P 0 ) is
Numerical Studies
In this section, we perform simulation studies to evaluate the estimators derived in Section 2. In the first simulation study, we conduct comprehensive simulation studies to compare our normal approximation method with He and Escobar (2008)'s method based on the empirical variance estimator. In the second simulation study, we compare the performance of the normal approximation (NA), jackknife, and JEL methods for both pAUC and pODC. For each data set we computed pAU C(P 0 ) for P 0 of 0.6 and 0.8, and 95% confidence interval (CI) for pAU C(P 0 ). For each setting we then computed the coverage probability (cp) of CI and sample standard deviation (s) for 1000 data sets.
Comparison of Corollary 1's method with the existing method
As shown in Table 1 Table 2 : Coverage probability of 95% confidence interval for the pAU C(P 0 ). 
Comparison of NA, jackknife, and JEL methods for pAUC and pODC
We used samples sizes (m, n) of (20, 20), (30, 30), (40, 40), (50, 50), (80, 80) and (100, 100).
For each data set we computed 95% confidence interval (CI) for either pAU C(P 0 ) or pODC(P 0 ) at P 0 = 0.5 or 0.6. For each setting we computed coverage probability and average length of confidence intervals for 1000 data sets.
Simulation results for the pAUC in Table 2 show that coverage probabilities are Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) Table 3 : Average length of 95% confidence interval for the pAU C(P 0 ). Table 4 : Coverage probability of 95% confidence interval for the pODC(P 0 ). Table 3 demonstrate that CI length decreases with increasing sample sizes for all three methods, and the JEL method produces slightly narrower CIs compared with the jackknife and NA methods in most cases. Compared with the other methods, the proposed JEL method has the advantage of a narrower CI and similar coverage compared with the NA and jackknife methods. Simulation results in Tables 4 and 5 show that the proposed JEL method also has a similar advantage over the NA and jackknife methods for the pODC.
In addition to the above two simulation studies, we use simulations to verify the consistency of jackknife variance estimators (Lemma 3 and Corollary 3). We generate data from normal and exponential distributions as described above for data sets A, B, and C. For each setting, we generated 50 repetitions and computed the mean squared Matlab code for these simulations is available from the authors upon request.
Real Application
In this section, we illustrate the proposed approaches for the partial AUC using data from the Pancreatic Cancer Serum Biomarkers study. We calculate 95% NA and JEL confidence intervals for the pAUC at varying levels P 0 from 0 to 1 for two biomarkers CA-125 (V1) and CA-19-9 (V2), respectively. From 95% JEL confidence interval in Figure 5, we can distinguish the two biomarkers. Due to the overlapping NA confidence intervals for two biomarkers in the right tail, the normal approximation method can not do it.
The proposed jackknife empirical likelihood with a slightly narrower confidence interval for the pAUC provides a more accurate interval estimate than the normal approximation method does in practice. Properties of U-statistics have been widely employed in inference procedures for ROCrelated estimators including the pAUC. Since the pAUC involves sample-dependent quantile estimator, an application of U-statistic theory and jackknife procedures is not straightforward. Our proposed jackknife and JEL methods based on the estimator from Wang and Chang (2011) avoids these difficulties. We prove related theorems about normal approximation method and jackknife empirical likelihood method. The proposed consistent jackknife variance estimator is straightforward to implement. Using our approach, the theoretical results can be extended to partial areas with two boundary points from P 1 to P 2 , 0 < P 1 < P 2 < 1, i.e., pAU C(P 2 ) − pAU C(P 1 ) and pODC(P 2 ) − pODC(P 1 ).
From our simulation studies, all of our proposed interval estimation methods, including the normal approximation, the jackknife, and jackknife empirical likelihood are robust and relatively simple to carry out. The jackknife empirical likelihood method provides data-driven and asymmetric confidence interval, but the jackknifing process may have a large computational burden for large data sets, which we will address in future studies.
The variance estimation by He and Escobar's method is represented as equation (3) of p. 5294 in He and Escobar (2008) . Their estimation of variance has the origin from Sen (1960) and Bamber (1975) according to U-statistics properties. However, the estimation equation of pAUC, which is equation (2) in He and Escobar (2008) , is a trimmed U-statistics instead of a typical two-sample U-statistics. Because the method of U-statistics is incorrectly applied to trimmed U-statistics, i.e., pAUC, He and Escobar's variance estimator is not consistent, and fails to include the trimmed effect for estimating the sample quantiles r 0 and r 1 at equation (3) in He and Escobar (2008) . Although the method of He and Escobar (2008) has some drawbacks, it is innovative in the application of two-sample trimmed U-statistic (Janssen et al., 1987) to the pAUC analysis. Arvesen (1969) also derived several theorems for jackknifing trimmed U-statistics and they can provide a foundation for developing jackknife empirical likelihood methods for trimmed U-statistics.
Motivated by DeLong et al. (1988) , it will be useful to apply jackknifing and JEL methods to a linear combination of partial AUC's, and theorems for multi-variable trimmed U-statistics would be helpful. It is worthwhile to study the jackknife empirical likelihood approach for the difference in two correlated pAUC's which is a natural extension of the JEL approach in this paper.
