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HIGHER-ORDER MOVING MESH METHODS FOR
PDE-CONSTRAINED SHAPE OPTIMIZATION∗
ALBERTO PAGANINI† , FLORIAN WECHSUNG† , AND PATRICK E. FARRELL†
Abstract. We present a new approach to discretizing shape optimization problems that gen-
eralizes standard moving mesh methods to higher-order mesh deformations and that is naturally
compatible with higher-order finite element discretizations of PDE-constraints. This shape opti-
mization method is based on discretized deformation diffeomorphisms and allows for arbitrarily high
resolution of shapes with arbitrary smoothness. Numerical experiments show that it allows the
solution of PDE-constrained shape optimization problems to high accuracy.
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1. Introduction. Shape optimization problems are optimization problems where
the control to be optimized is the shape of a domain. Their basic formulation generally
reads
(1) find Ω∗ ∈ argmin
Ω∈Uad
J (Ω) ,
where Uad denotes a collection of admissible shapes and J : Uad → R represents a
shape functional. In many applications, the shape functional depends not only on the
shape of a domain Ω ⊂ Rd, but also on the solution u of a boundary value problem
(BVP) posed on Ω, in which case (1) becomes
(2a) find Ω∗ ∈ argmin
Ω∈Uad
J (Ω, uΩ) subject to
(2b) uΩ ∈ V (Ω) , aΩ(uΩ, v) = fΩ(v) for all v ∈W (Ω) ,
where (2b) represents the variational formulation of a BVP that acts as a PDE-
constraint.
These problems are said to be PDE-constrained and are notoriously difficult to
solve because the dependence of J on the domain is nonconvex. Additionally, the
function uΩ cannot be computed analytically. Even approximating it with a numerical
method is challenging because the computational domain of the PDE-constraint is the
unknown variable to be solved for in the shape optimization problem.
The literature abounds with numerical methods for BVPs. Here, we consider ap-
proximation by means of finite elements, which has become the most popular choice for
PDE-constrained shape optimization due to its flexibility for engineering applications.
Nevertheless, it is worth mentioning that alternatives based on other discretizations
have also been considered [6, 9, 18,43].
Most commonly, PDE-constrained shape optimization problems are formulated
with the aim of further improving the performance of an initial design Ω0. The
standard procedure to pursue this goal is to iteratively update some parametrization
of Ω0 to decrease the value of J . Obviously, the choice of this parametrization has
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an enormous influence on the design of the related shape optimization algorithm and
on the search space Uad itself.
In this work, we parametrize shapes by applying deformation diffeomorphisms to
the initial guess Ω0. In this framework, solving a shape optimization problems trans-
lates into constructing an optimal diffeomorphism. To construct this diffeomorphism
with numerical methods, we introduce a discretization of deformation vector fields.
This approach can be interpreted as a higher-order generalization of standard moving
mesh methods and can be combined with isoparametric finite elements to obtain a
higher-order discretization of the PDE-constraint.
There are several advantages to using higher-degree and smoother transforma-
tions. First, higher-degree parametrization of domains allows for the consideration of
more general shapes (beyond polytopes). Secondly, the efficiency of a higher-order
discretization of a BVP hinges on the regularity of its solution, which depends on the
regularity of the computational domain, among other factors. Finally, a smoother
discretization of deformation vector fields allows the computation of more accurate
Riesz representatives of shape derivatives [31, 40], and thus, more accurate descent
directions for shape optimization algorithms.
Our approach is generic and allows for the discretization of domain transforma-
tions based on B-splines, Lagrangian finite elements, or harmonic functions, among
others. This discretization can comprise arbitrarily many basis functions and thus
allow for arbitrarily high resolution of shapes with arbitrary smoothness. Moreover,
because our approach decouples the discretization of the state and the control, it is
straightforward to implement, and requires typically no modification of existing finite
element software. This is a significant advantage for practical applications.
The rest of this article is organized as follows. In section 2, we describe how we
model the search space Uad with deformation diffeomorphisms and discuss the advan-
tages and disadvantages of this choice. In section 3, we give a brief introduction to
shape calculus and explain how to compute steepest-descent updates for deformation
diffeomorphisms using shape derivatives of shape functionals. In section 4, we empha-
size that having a PDE constraint necessitates the solution of a BVP and its adjoint
at each step of the optimization, and comment on the error introduced by their fi-
nite element discretizations. In section 5, we give an introduction to isoparametric
finite elements and explain why it is natural to employ this kind of discretization to
approximate the state variable uΩ when the domain Ω is modified by a diffeomor-
phism. In section 6, we examine implementation aspects of the algorithm resulting
from section 3 and section 5. In particular, we give detailed remarks for an efficient
implementation of a decoupled discretization of the state and control variables. Fi-
nally, in section 7, we perform numerical experiments. On the one hand, we consider
a well-posed test case and investigate the impact of the discretization of the state
and of the control variables on the performance of higher-order moving mesh meth-
ods, showing that these methods can be employed to solve PDE-constrained shape
optimization problems to high accuracy. On the other hand, we consider more chal-
lenging PDE-constrained shape optimization problems and show that the proposed
shape optimization method is not restricted to a specific problem.
Remark 1. Shape optimization problems with a distinction between computa-
tional domain and control variable also exist. For instance, this is the case for PDE-
constrained optimal control problems where the control is a piecewise constant coef-
ficient in the PDE-constraint [35, 39], in which case the control is the shape of the
contour levels of the piecewise constant coefficient. The approach suggested in this
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work covers already this more general type of shape optimization problem. However,
to simplify the discussion and reduce the amount of technicalities, we consider only
problems of the form (2).
2. Parametrization of shapes via diffeomorphisms. Among the many pos-
sibilities for defining Uad, we choose to construct it by collecting all domains that can
be obtained by applying (sufficiently regular) geometric transformations1 to an initial
domain Ω0, that is,
(3) Uad := {T (Ω0) : T ∈ Tad} ,
where Tad is (a subgroup of) the group of W 1,∞-diffeomorphisms. We recall that
W 1,∞(Rd;Rd) is the Sobolev space of locally integrable vector fields with essentially
bounded weak derivatives. We impose this regularity requirement on Tad to guarantee
that the state constraint (2b) is well-defined for every domain in Uad (assuming that it
is well-defined on the initial domain Ω0). Note that it may be necessary to strengthen
the regularity requirements on Tad if the PDE-constraint is a BVP of higher order
such as, for example, the biharmonic equation [10].
While there are many alternatives (for instance level sets [2] or phase fields [22]),
we prefer to describe Uad as in (3) because it incorporates an explicit description of
the boundaries of the domains contained within it. In fact, describing shapes via
diffeomorphisms is a standard approach in shape optimization; cf. [15, Chap. 3].
From a theoretical point of view, it is possible to impose a metric on (3) and to
investigate the existence of optimal solutions within this framework [37]. Recently,
the convergence of Newton’s method in this framework has also been investigated [48].
Remark 2. The representation of domains via transformations in (3) is not
unique, and it is generally possible to find two transformations T1 ∈ Tad and T2 ∈ Tad
such that T1 6= T2 and T1(Ω0) = T2(Ω0). For instance, this is the case if Ω0 is a
ball and T2 = T1 ◦ TR, where TR is a rotation around the center of Ω0. To obtain
a one-to-one correspondence between shapes and transformations, one can introduce
equivalence classes, but this is not particularly relevant for this work.
To shorten the notation, we introduce the reduced functional
(4) j : Uad → R , Ω 7→ J (Ω, uΩ) ,
which is well-defined under the following assumption on the PDE-constraint (2b).
Assumption 1. Henceforth, we assume that the BVP (2b) that acts as PDE-
constraint is well-defined in the sense of Hadamard: for every Ω ∈ Uad the BVP (2b)
has a unique solution uΩ that depends continuously on the BVP data.
In section 1, we mentioned that shape optimization problems are solved updating
iteratively some parametrization of Ω0, that is, constructing a sequence of domains
{Ω(k)}k∈N so that {j(Ω(k))}k∈N decreases monotonically. For simplicity, we relax the
terminology and call such a sequence minimizing, although the equality
(5) lim
k→∞
j(Ω(k)) = inf
Ω∈Uad
j(Ω) .
may not be satisfied.
When the search space Uad is constructed as in (3), computing {Ω(k)}k∈N trans-
lates into creating a sequence of diffeomorphisms {T (k)}k∈N. Generally, the sequence
{T (k)}k∈N is constructed according to the following procedure:
1A geometric transformation is a bijection from Rd onto itself.
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(a) given the current iterate T (k), derive a tentative iterate T˜ ,
(b) if T˜ satisfies certain quality criteria, set T (k+1) = T˜ and move to the next
step; otherwise compute another T˜ .
In the next section, we discuss the computation of T˜ with shape derivatives. For
simplicity, we first assume that the state variable uΩ is known analytically and restrict
our considerations to the reduced functional j defined in (4). The role of the PDE-
constraint and the discretization of the state variable is discussed in section 4.
3. Iterative construction of diffeomorphisms. Shape calculus offers an ele-
gant approach for constructing a minimizing sequence of domains {Ω(k)}k∈N. The key
tool is the derivative of the shape functional J with respect to shape perturbations.
To give a more precise description, let us first introduce the operator
(6) J : Tad → R , T 7→ j(T (Ω0)) .
Since Tad ⊂W 1,∞(Rd;Rd), which is a Banach space with respect to the norm [19, Sect.
5.2.2]
(7) ‖T‖W 1,∞(Rd;Rd) :=
∑
|α|≤1
ess sup ‖DαT‖ ,
we can formally define the directional derivative of J at T ∈ Tad in the direction
T ∈W 1,∞(Rd;Rd) through the limit
(8) dJ(T ; T ) := lim
s→0+
J((I + sT ) ◦ T )− J(T )
s
= lim
s→0+
J(T + sT ◦ T )− J(T )
s
.
Remark 3. Note that I + sT is a W 1,∞-diffeomorphism for sufficiently small
s [1, Lemma 6.13].
A shape functional J is said to be shape differentiable (in T (Ω0)) if the corre-
sponding functional (6) is Fre´chet differentiable (in T ), that is, if (8) defines a linear
continuous operator on W 1,∞(Rd;Rd) such that
(9) |J(T + sT ◦ T ) − J(T )− dJ(T ; sT )| = o(s) for all T ∈W 1,∞(Rd;Rd) .
Remark 4. Generally, Assumption 1 is not sufficient to guarantee that J is
shape differentiable. In particular, it is necessary to ensure that the solution operator
Ω 7→ uΩ is continuously differentiable; cf. [29, Sect. 1.6].
The Fre´chet derivative dJ can be used to construct a sequence of diffeomorphisms
{T (k)}k∈N to solve (2) in a steepest descent fashion. More specifically, the entries of
this sequence take the form
(10) T (0)(x) = x and T (k+1)(x) = (I + dT (k)) ◦ (T (k)(x)),
where the update dT (k) : Rd → Rd is computed with the help of dJ . For instance, we
could define [29, Page 103]
(11) dT (k) ∈ argmin
T ∈W 1,∞(Rd;Rd) ,
‖T ‖W1,∞=1
dJ(T (k); T ) .
Unfortunately, such a descent direction may not exist without making further assump-
tions on dJ because W 1,∞(Rd;Rd) is not reflexive; cf. [33]. However, in [35] it has
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been shown that in many instances (and under suitable assumptions), the operator
dJ takes the form
(12) dJ(T (k); T ) =
∫
T (k)(Ω0)
d∑
i,j=1
si,j1 DT i,j +
d∑
`=1
s`0T ` dx ,
where si,j1 , i, j = 1, . . . , d and s
`
0, ` = 1, . . . , d are (instance dependent) L
1(Rd)-
functions. The following proposition2 states that, in this case, (11) can be used to
define steepest descent directions.
Proposition 3.1. Let dJ be as in (12). Then, there exists a descent direction
dT (k) as defined in (11)
Proof. First of all, we recall that L∞(D) is isometrically isomorphic to the dual
X∗ of X = L1(D) (for any open domain D ⊂ Rm in any fixed dimension m). We
denote by φD : L
∞(D) → X∗ this isomorphism. The duality pairing 〈·, ·〉X∗×X can
be characterized by
(13) 〈f, g〉X∗×X =
∫
D
φ−1D (f)g dx .
Clearly, similar pairings exist for Cartesian products of L∞(D). Finally, note that
L1(D) is separable. Therefore, by the Banach-Alaoglu theorem, any bounded sequence
in L∞(D) has a subsequence {xn} that converges weakly-* to an x ∈ L∞(D), that is,
(14) lim
n→∞
∫
D
xng dx =
∫
D
xg dx for every g ∈ L1(D) .
Using these results, we show that a steepest descent direction exists.
Let Tn be a minimizing sequence of (11). By definition, Tn is bounded in
W 1,∞(Rd;Rd), and hence in L∞(Rd,Rd), too. Therefore, there exists a subsequence
Tnk that converges weakly-* to a T ∈ L∞(Rd,Rd). Since Tnk is bounded inW 1,∞(Rd;Rd),
there is a subsequence Tnk` such that DTnk` converges weakly-* in L∞(Rd,Rd,d). By
the definition of weak derivative, it is easy to see that the weakly-* limit of DTnk` is
DT . This shows that T ∈W 1,∞(Rd,Rd).
Since (12) is a sum of duality pairings as in (13) (with D = Rd and g =
χT (k)(Ω0)s
i,j
1 or g = χT (k)(Ω0)s
`
0, where χT (k)(Ω0) is the characteristic function asso-
ciated to T (k)(Ω0)), dJ is weakly-* continuous. Therefore, T is a minimizer, because
it is the weak-* limit of Tnk` , which is a subsequence of a minimizing sequence.
Finally, to show that ‖T‖W 1,∞(Rd;Rd) = 1, we recall that the norm of a Banach
space is weak-* lower semi-continuous. Therefore,
(15) ‖T‖W 1,∞(Rd;Rd) ≤ lim inf
k→∞
‖Tnk‖W 1,∞(Rd;Rd) ≤ 1 ,
and since dJ(T (k); ·) is linear, ‖T‖W 1,∞(Rd;Rd) = 1.
To conclude, note that dJ(T (k);T ) > −∞ because dJ(T (k); ·) is continuous.
Although possibly well-defined, it is challenging to compute such a descent di-
rection dT (k) (because W 1,∞(Rd;Rd) is infinite dimensional and neither reflexive
2We provide a full proof of this proposition because, to the best of our knowledge, this result is
new.
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nor separable). One possible remedy is to introduce a Hilbert subspace (X , (·, ·)X ),
X ⊂W 1,∞(Rd;Rd), and to compute
(16) dT
(k)
X := argminT ∈X ,
‖T ‖X=1
dJ(T (k); T ) ,
that is, the gradient of dJ with respect to (·, ·)X . Up to a scaling factor, the solution
of (16) can be computed by solving the variational problem: find dT (k) such that
(17) (dT (k), T )X = −dJ(T (k); T ) for all T ∈ X ,
which is well-posed by the Riesz representation theorem. However, the condition
X ⊂ W 1,∞(Rd;Rd) is restrictive (for a Hilbert space). For instance, the general
Sobolev inequalities guarantee that the Sobolev space Hk(Rd;Rd) is contained in
W 1,∞(Rd;Rd) only for k ≥ d/2 + 1 [19, Sect. 5.6.3].
A more popular approach is to introduce a finite dimensional subspace QN ⊂
X ∩W 1,∞(Rd;Rd) and to compute the solution of
(18) (dT
(k)
N , TN )X = −dJ(T (k); TN ) for all TN ∈ QN .
In this case, the requirement X ⊂ W 1,∞(Rd;Rd) can be dropped as long as the
dimension N := dim(QN ) of QN is finite. However, note that if {QN}N∈N is a family
of nested finite dimensional spaces such that ∪N∈NQNX = X , the sequence dT (k)N can
be interpreted as the Ritz-Galerkin approximation of dT (k). Therefore, as N → ∞,
the sequence dT
(k)
N may converge to an element of X \W 1,∞(Rd;Rd), which does not
qualify as an admissible update.
The trial space QN can be constructed with linear Lagrangian finite elements
defined on (a mesh of) a hold-all domain D ⊃ Ω0. The resulting algorithm is equiva-
lent to standard moving mesh methods [40]. Alternatively, one can employ tensorized
B-splines [30]. Lagrangian finite elements have the advantage of inclusion in standard
finite element software, whereas B-splines offer higher regularity, which is often desir-
able (as we will argue in section 6). For instance, univariate B-splines of degree d are in
W d,∞(R) [32], whereas Lagrangian finite elements are not even C1. As for the Hilbert
space X , one usually opts for X = H1(D) or, equivalently, for H1/2(∂Ω(k)) combined
with an elliptic extension operator onto D [45]. This choice can be motivated by
considerations of the shape Hessian [18,45].
To the best of our knowledge, it has not been settled yet which definition of steep-
est direction among (11), (16), and (18) is best suited to formulate a numerical shape
optimization algorithm. Since the focus of this work is more on the discretization of
shape optimization problems than on actual optimization algorithms, we postpone
investigations of this topic to future research. In our numerical experiments in sec-
tion 7, we will employ (18), which is the computationally most tractable definition.
However, note that computing steepest directions according to (11) or (16) would also
inevitably involve some discretization, because W 1,∞(Rd;Rd) (and generally X ) are
infinite dimensional.
We conclude this section with the Hadamard homeomorphism theorem [34, Thm
1.2], which gives explicit criteria to verify that the entries of the sequence
{
T (k)
}
k∈N
defined in (10) are admissible transformations.
Theorem 3.2. Let X and Y be finite dimensional Euclidean spaces, and let T :
X → Y be a C1-mapping that satisfies the following conditions:
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1. det(DT )(x) 6= 0 for all x ∈ X.
2. ‖T (x)‖ → ∞ as ‖x‖ → ∞.
Then T is a C1-diffeomorphism from X to Y .
A counterpart of Theorem 3.2 for W 1,∞-transformations can be found in [21].
For the sequence (10), note that the second hypothesis of Theorem 3.2 is auto-
matically satisfied if the hold-all domain D is bounded, because the update dT (k) has
compact support, and T (k+1)(x) = x for every x ∈ Rd \D.
4. Shape derivatives of PDE-constrained functionals. To simplify the ex-
position, in the previous section we treated the dependence of J on u implicitly; this
dependence was hidden in the reduced functional j. We now examine the consequences
of this dependence, as it introduces additional difficulties. Indeed, it is generally the
case that to evaluate the Fre´chet derivative dJ it is necessary to solve (at least) one
BVP. To illustrate this fact, we consider the following example:
(19a) J (Ω, uΩ) = 1
2
∫
Ω
u2Ω dx , subject to
(19b) uΩ ∈ H1(Ω) ,
∫
Ω
∇uΩ · ∇v + uΩv dx =
∫
Ω
v dx for all v ∈ H1(Ω) .
Its shape derivative reads [39, Eq. 2.12]
dJ(T ; T ) =
∫
T (Ω0)
(∇uT (Ω0) · (DT + DT >)∇p(20)
+ (p+ u2T (Ω0) −∇uT (Ω0) · ∇p− uT (Ω0)p) div T
)
dx ,
where p ∈ H1(T (Ω0)) is the solution of the adjoint BVP
(21)
∫
T (Ω0)
∇p · ∇v + pv dx =
∫
T (Ω0)
uT (Ω0)v dx for all v ∈ H1(T (Ω0)) .
Formula (20) clearly shows that it is necessary to compute the functions uT (Ω0) and
p to evaluate dJ . The adjoint BVP (21) is introduced to derive a formula of dJ
that does not contain the shape derivative of uΩ. This is a well-known strategy in
PDE-constrained optimization [29, Sect. 1.6].
In general, deriving explicit formulae for Fre´chet derivatives of PDE-constrained
functionals is a delicate and error prone task. However, in many instances one can
introduce a Lagrangian functional that allows the automation of the differentiation
process and gives the correct adjoint equations [29, Sect. 1.6.4]. The level of au-
tomation is such that numerical software is capable of differentiating several PDE-
constrained functionals [20]. Clearly, Lagrangians are useful also for the special case of
PDE-constrained shape functionals [15, Chap. 10], and dedicated numerical software
for shape differentiation has recently become available [42].
Remark 5. The Hadamard-Zole´sio structure theorem [15, Chap. 9, Thm 3.6]
states that, under certain regularity assumptions on Ω, the Fre´chet derivative dJ(Ω; T )
depends only on perturbations T (∂Ω) of the domain boundary. As a consequence, the
derivative of most shape functionals can be formulated as an integral both in the volume
Ω and on the boundary ∂Ω, and these formulations are equivalent. For instance, the
boundary formulation that corresponds to (20) reads [39, Eq. 2.13]
(22)
∫
T (∂Ω0)
T · n
(
u2T (Ω0) −∇uT (Ω0) · ∇p− uT (Ω0)p+ p
)
dS .
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When the state and the adjoint variables are replaced by numerical approximations,
these two formulae define two different approximations of dJ . In the framework
of finite elements, it has been shown that volume based formulations usually offer
higher accuracy compared to their boundary based counterparts [31,38]. Additionally,
the combination of volume based formulae with piecewise linear finite element dis-
cretization of the control variable results in shape optimization algorithms for which
the paradigms optimize-then-discretize and discretize-then-optimize commute [11,30].
This does not hold in general for boundary based formulae because piecewise linear fi-
nite elements do not fulfill the necessary regularity requirements, and the equivalence
of boundary and volume based formulae is not guaranteed [11].
5. Isoparametric Lagrangian finite elements. To evaluate the shape func-
tional J (Ω, uΩ), it is necessary to approximate the function uΩ, which is the solution
of the PDE-constraint (2b). For the Fre´chet derivative dJ , it may be necessary to
also approximate the solution p of an adjoint BVP. In this work, we consider the dis-
cretization of (2b) and the adjoint BVP by means of finite elements. Finite element
spaces are defined on meshes of the computational domain. As shape optimization
algorithms modify the computational domain, a new mesh is required at each itera-
tion. This new mesh can either be constructed de novo or by modifying a previously
existing mesh. On the one hand, remeshing should be avoided because it is computa-
tionally expensive and may introduce undesirable noise in the optimization algorithm.
On the other hand, updating the mesh is a delicate process and may return a mesh
with poor quality (which in turn introduces noise in the optimization as well).
Isoparametric finite elements offer an interesting perspective on the process of
mesh updating that fits well with our encoding of changes in the domain via geometric
transformations. In particular, with isoparametric finite elements it is possible to
mimic the modification of the computational domain without tampering directly with
the finite element mesh. Additionally, isoparametric finite element theory provides
insight into the extent to which remeshing can be avoided. Next, we provide a concise
recapitulation of isoparametric finite element theory. For simplicity, we assume that
the PDE-constraint is a linear V -elliptic second-order BVP. However, we believe that
most of the considerations readily cover more general BVPs. For a more thorough
introduction to isoparametric finite elements, we refer to [13, Sect. 4.3].
The Ritz-Galerkin discretization of (2b) reads
(23) find uh ∈ Vh(Ω) , aΩ(uh, vh) = fΩ(vh) for all vh ∈ Vh(Ω) ,
where Vh(Ω) is a finite dimensional subspace of V (Ω) = W (Ω). Henceforth, we restrict
ourselves to Lagrangian finite element approximations on simplicial meshes.
Let us assume for the moment that Ω is a polytope. The most common construc-
tion of finite element spaces begins with a triangulation ∆h(Ω) of Ω. This triangu-
lation is used to introduce global basis functions that span the finite element space.
The finite element space is called Lagrangian if the degrees of freedom of its global
basis functions are point evaluations [13, Page 36], and it is called of degree p if the
local basis functions, that is, the restriction of global basis functions to elements K
of the triangulation, are polynomials of degree p.
It is well known that Lagrangian finite elements on simplicial meshes are affine
equivalent. Affine equivalence means that we can define a reference element Kˆ and
a set of reference local basis functions {bˆi}i≤M on Kˆ, and construct a family of
affine diffeomorphisms {GK : Kˆ → K}K∈∆h(Ω) such that the local basis functions
{bKi }i≤M on K satisfy bKi (x) = bˆi(G−1K (x)). Note that both {bKi }i≤M and {bˆi}i≤M
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are polynomials, because the pullback induced by a bijective affine transformation is
an automorphism.
Issues with this construction arise if Ω has curved boundaries. In this case, we
introduce first an affine equivalent finite element space Vh( ) built on the triangula-
tion ∆h( ) of a polytope that approximates Ω. Then, we construct a vector field
F ∈ (Vh( ))d such that F (∂ ) ≈ ∂Ω and generate a (curved) triangulation ∆h(Ω) by
deforming the elements of ∆h( ) according to F . Finally, we define the finite element
space Vh(Ω) on ∆h(Ω) by choosing b
K
i (x) = bˆi(G
−1
K (F
−1(x))) as local basis functions.
This construction leads to so-called isoparametric finite elements. Again, this space
is called Lagrangian if the reference local basis functions {bˆi}i≤M are polynomials.
However, note that the local basis functions {bi}i≤M of isoparametric Lagrangian
finite elements may not be polynomials.
Isoparametric Lagrangian finite elements on curved domains are proved to retain
the approximation properties of Lagrangian finite elements on polytopes under the
following additional assumptions [13, Thm 4.3.4]:
1. the triangulation ∆h( ) is regular [13, Page 124],
2. the mesh width h is sufficiently small,
3. for every quadrature point xq ∈ Kˆ, and for every element K ∈ ∆h( )
(24) ‖F (GK(xq))−GK(xq)‖ = O(hp) ,
and F (GK(xq)) ∈ ∂Ω whenever GK(xq) ∈ ∂ .
Equation (24) is sufficient to guarantee that the map F ◦ GK is a diffeomorphism,
and to provide algebraic estimates of the form
(25) ‖Dα(F ◦GK)‖ = O(hα) ,
which are necessary to derive the desired approximation estimates.
This knowledge of isoparametric finite elements is sufficient to tackle our initial
problem: solve (23) on Ω(k) (where Ω(k) := T (k)(Ω0)).
In the first iteration, we construct Vh(Ω
0) in the isoparametric fashion described
above. First, we generate a triangulation of a suitable polytope 0 that approximates
Ω0. Then, we define the finite element space Vh(
0) and generate a transformation
F (0) ∈ (Vh( 0))d that maps 0 onto Ω0. Finally, we construct Vh(Ω0) by combining
reference local basis functions with the diffeomorphism F (0).
In the next iteration, we construct Vh(Ω
(1)) in the same way, but replacing the
diffeomorphism F (0) with the interpolant
(Vh(
0))d 3 F (1) := Ih(T (1) ◦ F (0)) ,
where Ih denotes the interpolation operator onto (Vh( 0))d. Since
T (1)(x) = x + dT (0)(x) ,
the map F (1) can be written as
F (1) = F (0) + Ih(dT (0) ◦ F (0)) .
Repeating this procedure at every iteration results in the isoparametric space
Vh(Ω
(k)) being constructed with the map
F (k) = Ih(T (k) ◦ F (0)) ,
= Ih(T (k−1) ◦ F (0)) + Ih(dT (k−1) ◦ T (k−1) ◦ F (0)) ,
= F (k−1) + Ih(dT (k−1) ◦ F (k−1)) ,(26)
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where the second equality follows from F (k−1) = Ih(T (k−1) ◦ F (0)).
In general, the map F (k) may not fulfill the condition (24). However, by W 1,∞-
error estimates of Ih [13, Thm 4.3.4], it holds that
det(DF (k))(x)→ det(D(T (k) ◦ F (0)))(x) as h→ 0 .
This, in light of Theorem 3.2, guarantees that F (k) is indeed a diffeomorphism if
h is small enough (because T (k) ◦ F (0) is a diffeomorphism as well, and therefore
det(D(T (k) ◦ F (0)))(x) 6= 0). Additionally, note that the element transformation
GK : Kˆ → K is affine, and thus,
Dα(F (k) ◦GK) = (Dα(F (k)) ◦GK)(DGK)α .
Therefore,
(27) ‖Dα(F (k) ◦GK)‖ ≤ ‖(Dα(F (k)) ◦GK)‖‖(DGK)α‖ ≤ ‖Dα(F (k))‖hα .
The estimate (27) is asymptotically equivalent to (25). This implies that modifying
the transformation used to generated the isoparametric finite element space does not
affect its approximation properties as long as ‖Dα(F (k))‖ is moderate.
Remark 6. It is not strictly necessary to replace the transformation T (k) ◦ F (0)
with its interpolant F (k). However, evaluating T (k) can be computationally expensive
and may not be supported natively in finite element software (in particular, if evalu-
ating T (k) involves a complicated formula). On the other hand, as explained in the
section 3, T (k) lies in practice in a finite dimensional space.Therefore, the interpo-
lation operator Ih can be represented as a matrix, which can be used to significantly
speed up the computation of the update dT (k), as explained in section 6.
Remark 7. Usually, the isoparametric transformation F is chosen to be the iden-
tity on elements of ∆h( ) that do not share edges/faces with ∂ . This particular
choice of F is made to decrease the computational cost of matrix/vector assembly,
and is not dictated by error analysis. In our approach, the function F will generally
differ from the identity even in the interior of the domain.
Remark 8. In [30], the authors suggest to purse shape optimization in Lagrangian
coordinates by reformulating shape optimization problems as an optimal control prob-
lem on the initial domain. The resulting method is formally equivalent to the one
presented in this work, but implies hard-coding of geometric transformation into shape
functionals and PDE-constraints (which is problem dependent), and requires the deriva-
tion of Fre´chet derivatives in Lagrangian coordinates (which are usually not considered
in the shape optimization literature). In contrast, the approach presented in this work
exploits the fact that these geometric transformations are included in standard finite
element software, and allows the use of formulae for Fre´chet derivatives that are al-
ready available in the literature.
6. Implementation aspects. The previous sections consider different discretiza-
tion aspects of the shape optimization problem (2). Section 3 introduces the finite
dimensional space QN to construct the sequence of diffeomorphisms (10). Section 5,
on the other hand, introduces the finite dimensional space (V ( 0))d to approximate
the solution of (2b) by means of isoparametric finite elements.
There are conflicting demands on the choice of these two finite dimensional spaces.
On the one hand, employing the same discretization based on piecewise linear La-
grangian finite elements greatly simplifies the implementation in existing finite ele-
ment libraries and may reduce the execution time. On the other hand, a decoupled
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discretization facilitates enforcing stability in the optimization process. For instance,
the authors of [3,24] suggest the use of linear Lagrangian finite elements built on two
nested meshes: a coarser one to discretize the geometry and a finer one to solve the
state equation. They report that this reduces the presence of spurious oscillations in
the optimized shape.
A decoupled discretization may also be required if one aims at using higher-order
approximations of the state variable u. To elucidate this, recall that the use of higher-
order finite elements is motivated only if the exact solution is sufficiently regular. More
specifically, isoparametric finite element solutions of degree p converge as O(hp) in
the energy norm provided that the exact solution satisfies u ∈ Hp+1(Ω), whereas the
convergence rate deteriorates if u is less regular [13, Thm 3.2.1] or if isoparametric
finite elements are replaced by standard affine-parametric finite elements [13, Rmk
4.4.4 (ii)].
It is virtually impossible to prescribe universal and sharp rules that ensure that the
solution of the state constraint remains sufficiently regular during the optimization
process, but elliptic regularity theory can provide some guidelines. Assuming the
problem data is sufficiently smooth, the solution of a linear elliptic Dirichlet BVP
is Hs-regular [12, Def. 7.1] when Ω has a Cs-boundary [25, Thm 8.13] (see also
[27] for an extensive treatment of elliptic regularity theory). Therefore, it might
be desirable to employ sufficiently regular transformations, so that the regularity
of the domain is preserved during the optimization process. In this case, typical
isoparametric Lagrangian finite elements are not a good choice for QN because they
only allow W 1,∞ piecewise polynomial representations of the domain transformations.
The natural alternative is to employ multivariate B-splines of degree p˜ [32, Def. 4.1],
which are piecewise polynomials with compact support and are both W p˜,∞ and C p˜−1-
regular.
For these reasons, we focus on the more general case of a decoupled discretization
of (V ( 0))d and QN and discuss the implementation details for the following simple
optimization algorithm, which covers all fundamental aspects of shape optimization.
Minimal shape optimization pseudo-code.
1. initialize, then, for k ≥ 0:
2. compute the state u and evaluate J ; stop if converged, otherwise
3. compute the update dT solving (18)
4. choose s such that T + sdT ◦ T is feasible and J is minimal
5. update T and go back to step 2.
Step 1. First, we construct the finite element space (Vh(
0))d := span {vi}Mi=1
and store the coefficient vector f (0) ∈ RM of the transformation F (0) ∈ (Vh( 0))d,
which maps 0 onto (an approximation of) Ω0. Then, we construct the space QN :=
span {qi}Ni=1, initialize the vector field T (0) ∈ QN to the identity, and store its coef-
ficients in the vector t(0) ∈ RN . Finally, we store the matrix representation Ih of the
interpolation operator
Ih : QN → (Vh( 0))d .
The matrix Ih is sparse if the basis functions {vi}Mi=1 and {qi}Ni=1 have (small) compact
support.
Step 2. First, we compute the coefficients of F (k) := Ih(T (k) ◦ F (0)). This is
done by computing
(28) f (k) = f (k−1) + Ihdt(k−1),
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as will be justified in the next step. Then, we approximate uΩ(k) by means of isopara-
metric finite elements and evaluate J on the domain Ω(k). If the convergence criteria
are not satisfied, we proceed further and compute an update of T (k).
Step 3. First, we have to assemble the load vector dJ˜
(k)
q := {dJ(T (k); qi)}Ni=1.
This can be computationally expensive because dJ depends on u, which is approxi-
mated with a finite element function and lives on a finite element mesh. Therefore,
to evaluate dJ it is necessary to loop through the finite element mesh. Although one
loop is sufficient if one evaluates the contribution of each cell for all basis functions
in QN , evaluating these functions can be computationally expensive and may require
extensive modifications of finite element software. Therefore, it may be desirable to
employ a different strategy, which we detail below.
Let {v(k)i }Mi=1 denote the isoparametric basis of (Vh(Ω(k)))d. The vector
(29) dJ˜
(k)
v(k)
:= {dJ(T (k); v(k)i )}Mi=1 ,
can be assembled efficiently with existing software, because the basis functions {v(k)i }
are generally included in finite element software (whilst {qi} may not be). Interest-
ingly, the product of the transpose of the interpolation matrix I>h with (29) can be
interpreted as the approximation
(30) I>h dJ˜
(k)
v(k)
≈ {dJ(T (k); qi ◦ (F (0))−1 ◦ (T (k))−1)}Ni=1 ,
where the right-hand side corresponds to the evaluation of dJ(T (k); ·) on functions
that move along with the domain transformation (see Figure 1). To explain the nature
of the approximation in (30), we introduce a new finite dimensional space
(31) Q
(k)
N := span{q(k)i := qi ◦ (F (0))−1 ◦ (T (k))−1}Ni=1 .
The space Q
(k)
N arises naturally if one considers shape optimization in Lagrange
Fig. 1. Graphical example of a domain Ω0, a discretization QN , a perturbed domain Ω
(1), and
the discretization Q
(1)
N . We assume that QN is constructed on a grid. Left: initial configuration.
Center: the domain is deformed according to a transformation F (1) whereas the basis functions
qi’s of QN are constructed on the initial regular grid. Right: both the domain and the grid evolve
according to F (1); the basis functions q
(1)
i ’s of Q
(1)
N are constructed on the curved grid via pullback.
coordinates [30], and satisfies Q
(k)
N ⊂ W 1,∞(Rd,Rd). Compared to QN , this new
space Q
(k)
N has a great computational advantage: the previously computed matrix Ih
corresponds to the representation of the interpolation operators
(32) Ih : QN → (Vh(Ω0))d
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as well as to the representation of
(33) I(k)h : Q(k)N → (Vh(Ω(k)))d
with respect to the basis {q(k)i }Ni=1 and {v(k)i }Mi=1. This implies that the vector dJ˜(k)q(k)
(the right-hand side of (30)) can be assembled more easily and quickly than dJ˜
(k)
q . On
top of that, (33) motivates the interpretation (30). Note that for given test cases, the
asymptotic rate of convergence in this approximation can be explicitely computed.
Once the load vector for the update step has been assembled, we need to assemble
the stiffness matrix. In principle, this should be done as well with respect to the new
discretization (31). Alternatively, one can redefine the inner product of X so that(
qi,qj
)
X =
(
q
(k)
i ,q
(k)
j
)
X (k) for all i, j = 1, . . . , N ,
and the stiffness matrix can be computed once and for all in the initialization step.
Finally, one computes the vector dt(k), which contains the coefficients of the series
expansion of dT (k) with respect to the basis of (31). Computing Ihdt
(k) returns
the coefficients of the interpolant of dT (k) in (Vh(Ω
(k)))d. Due to the isoparametric
nature of its basis {v(k)i }Mi=1, these coefficients equal those resulting from interpolating
dT (k) ◦ F (k) onto (V ( 0))d. This explains why (28) is the algebraic counterpart of
(26).
Step 4-5. The simplest way to compute s is by line search. In this case, we have
to evaluate J on T (k) + sdT (k) for various s. In light of (28), this means computing
the state variable u using isoparametric finite elements whose coefficients are
f (k+1)s = f
(k) + sIhdt
(k) ,
and choosing s such that the value of J is minimal. Of course, one has to enforce
admissibility of T (k) + sdT (k). By Theorem 3.2, it is sufficient to verify that the
minimum of
(34) det(D(F (k) + sIh(dT (k)))) ≈ det(D(T (k) + sdT (k)))
remains positive. However, note that small values of (34) may negatively affect the
ellipticity constant of the BVP (2b), which in turn negatively affects the constant of
finite element error estimates. Finally, one rescales dT (k) := sdT (k), set T (k+1) =
(I + dT (k)) ◦ (T (k)), and goes back to step 2.
7. Numerical experiments. We split our numerical investigations in two parts.
In the first one, we consider a PDE-constrained shape optimization problem that ad-
mits stable minimizers. We use this test case to investigate the approximation prop-
erties of the algorithm presented in section 6 for different discretizations of control
and state variables. In the second part, we test our approach on more challeng-
ing shape optimization problems for which analytical solutions are unavailable. The
numerical results are obtained with a code based on the finite element library Fire-
drake [4, 5, 7, 8, 14,28,36,41].
7.1. Bernoulli free-boundary problem. We consider the Dirichlet BVP
(35) −∆u = 0 in Ω , u = uin on ∂Ωin , u = uout on ∂Ωout ,
stated on the domain Ω ⊂ R2 depicted in Figure 2. The goal is to find the shape of
∂Ωin so that the Neumann trace ∂u∂n is equal to a prescribed function g on ∂Ω
in. For
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∂Ωin
∂Ωout
Fig. 2. Computational domain for the Dirichlet BVP (35). The external boundary ∂Ωout is
a square centered at the origin with a corner in (1,1). The internal boundary ∂Ωin is optimized to
achieve ∂u
∂n
|∂Ωin = g.
the sake of simplicity, we assume that the Dirichlet data uin and the Neumann data
g are constants, and that only ∂Ωin is “free” to move.
This Bernoulli free boundary problem can be reformulated as the following shape
optimization problem [17]
(36)
inf
Ω∈Uad
J (Ω, u) =
∫
Ω
∇u · ∇u+ g2 dx , subject to
 −∆u = 0 in Ω ,u = uin on ∂Ωin ,
u = uout on ∂Ω
out ,
whose Fre´chet derivative reads [30]
(37)
dJ(T ; T ) =
∫
T (Ω0)
div T (∇uT (Ω0) ·∇uT (Ω0)+g2)−∇uT (Ω0) ·(DT +DT >)∇uT (Ω0) dx .
In [17], the authors have studied this shape optimization problem (36) in detail
and, performing shape analysis in polar coordinates, have shown that the shape Hes-
sian is both continuous and coercive (when restricted to normal perturbations) in the
H1/2(∂Ω)-norm. For this reason, minimizers of (36) are stable.
To construct a test case for our numerical simulations, we set the optimal shape
of ∂Ωin to be a circle centered at the origin with radius 0.4. For such a choice of ∂Ωin,
the function (expressed in polar coordinates)
u(r, ϕ) = ln(0.4)− log(r)
satisfies the Dirichlet BVP (35) with uin = 0 and uout = u. The Neumann data on the
interior boundary is g = 2.5. The value Jmin of the misfit functional in the optimal
shape is approximatively 28.306941614057237. This value has been computed with
quadratic isoparametric finite elements on a sequence of nested meshes; the relative
error between the value of the misfit functional computed on the last and on the
second last mesh is approximately 6 · 10−11.
As initial guess, we set ∂Ωin0 to be a circle of radius 0.5 centered at (0.04,0.05).
Note that we have repeated these numerical experiments with other 3 choices for the
initial guess ∂Ωin0 and have obtained similar results. These alternative initial guesses
are: a circle of radius 0.47 centered at (0.07, 0.03), a circle of radius 0.55 centered at
(-0.1, 0), and a circle of radius 0.5367 centered at (-0.137, 0.03).
To discretize geometric transformations, we consider linear/quadratic/cubic ten-
sorized Schoenberg B-splines constructed on regular grids [46]. These grids are refined
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uniformly (with widths ranging from 1.8 × 2−1 to 1.8 × 2−6) and are contained in a
square (the hold-all domain D) that is centered at the origin and has a corner at
(0.95, 0.95), so that ∂Ωout is not modified in the optimization process. Finite element
approximations of uT (Ω0) are computed with linear/quadratic isoparametric finite el-
ements on a sequence of 5 triangular meshes generated using uniform refinement in
Gmsh [23]. Note that finer meshes are adjusted to fit curved boundaries.
The optimization is carried out by repeating the following simple procedure for a
fixed number of iterations: at every iteration, we compute a H10 (D)-descent direction
dT by solving (18) and choose the optimization step s ∈ {0, 0.1, . . . , 1} that minimizes
J(T + sdT ◦ T ). Such a simple optimization strategy is sufficient for our numerical
experiments, although we are aware that it is not efficient. The development of
more efficient optimization strategies in the context of shape optimization is a current
topic of research. In [45], the authors obtained promising results with a BFGS-
type algorithm based on a Steklov–Poincare´ metric. We defer to future research the
numerical comparison of optimization strategies for shape optimization.
In Figure 3, we plot two steps of this simple optimization strategy. Transfor-
mations are discretized with quadratic B-splines built on the fourth grid, whereas
the state uT (Ω0) is approximated with linear finite elements on the second coarsest
mesh. Qualitatively, we observe the expected behavior of a (truncated) linesearch.
The predicted-descent line is given by J(T )−dJ(T , sdT ), with s = 0, 0.1, 0.2, 0.3, and
is tangential to J(T + sdT ◦ T ) at s = 0. This shows empirically that formula (37) is
correct.
0 2 4 6 8 10 12 14 16
28.35
28.40
28.45
28.50
M
is
fit
fu
nc
tio
na
lJ
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predicted
Fig. 3. Evolution of J on two optimization steps. The second linesearch starts at the minimum
of the first one. The predicted descent is computed evaluating dJ on the (selected) descent direction.
Next, we investigate to which accuracy we can solve shape optimization prob-
lems. In particular, we study the impact of the discretization (polynomial-)degree
and (refinement-)level used for the control and the state. This is done systematically
by keeping certain discretization parameters fixed and varying the remaining ones.
To simplify the exposition, we associate the term grid to the discretization of the
control (that is, of geometric transformations), whereas the term mesh refers to the
discretization of the state).
First, we fix the control discretization to quadratic B-splines built on the finest
grid. For each finite element mesh (previously generated with Gmsh), we perform
101 steps of our simple optimization strategy employing linear FE approximations of
the state uT (Ω0). Although not displayed, the sequence of shapes always converges
qualitatively to the optimum. For a quantitative comparison, we store the minimum
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of J for every linesearch and plot the absolute error with respect to Jmin in Figure 4
(we plot a convergence history for each mesh). Henceforth, we use the notation
Jerr to refer to this absolute error. We observe that the convergence history lines
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Fig. 4. Evolution of Jerr when the state variable is discretized with linear ( left) and quadratic
( right) FEs on a different meshes constructed via uniform refinement. Convergence lines saturate
at different levels, which decay algebraically with respect to the mesh width.
saturate at different levels. In particular, the saturation level decays algebraically with
respect to the mesh width. To further investigate the impact of FE approximations
on shape optimization, we repeat this experiment with quadratic isoparamentric FEs.
Again, we observe algebraic convergence with respect to the mesh width, but at
higher convergence rate (note the difference in the y-axis scale). In order to reach the
saturation level on finer meshes, more optimization steps have to be carried out. This
issue has been observed in [30] as well, and is probably due to the simplicity of the
optimization strategy. Before proceeding further, let us point out that the saturation
level worsens if quadratic isoparametric FEs are replaced by quadratic affine FEs; see
Figure 5.
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Fig. 5. Evolution of Jerr when the state variable is discretized with linear, quadratic affine,
and quadratic isoparametric FEs on the second mesh. Quadratic affine FEs perform worse than
their isoparametric counterpart.
In the previous experiments, we kept the discretization of transformations fixed.
Now, we test different discretizations. In Figure 6, we consider two different dis-
cretization degrees of the control variable (linear/cubic B-splines). For each of these
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discretization degrees, we consider 6 grids and 5 meshes. The state is approximated
once with linear and once with quadratic isoparametric FEs. For each combination,
we plot Jerr after 200 iterations. We observe that both the discretization of the
control and of the state have an impact on Jerr (the algebraic decay with respect to
the FE mesh width is conspicuous).
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Fig. 6. Value of Jerr after 201 optimization steps for different combination of control and state
discretization. The algebraic rate of convergence with respect to mesh refinement and the benefits of
higher-degree discretizations of transformations are clearly visible.
In Figure 7 (left), we consider the finest level and highest degree of the control
discretization. We plot Jerr (after 200 iterations) versus the FE mesh index and
consider both linear and quadratic isoparametric FE approximations of the state.
The algebraic rates of convergence for linear and quadratic FEs read 1.97 and 3.24,
respectively. This rates are in line with our expectations because duality techniques
can be employed to prove superconvergence in the FE approximation of the quadratic
functional J [31]. Figure 6 shows also that Jerr is almost entirely dominated by the
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Fig. 7. Details from Figure 6: Left: convergence with respect to FE discretization of the state.
Right: convergence with respect to B-spline discretization of the control.
error in the state when transformations are discretized with cubic B-splines. This
is better highlighted in Figure 7 (right). There, we fix the state discretization to
quadratic isoparametric FEs on the finest mesh and plot Jerr versus the grid index
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for linear, quadratic, and cubic B-splines. For instance, grid refinement for cubic
B-splines has a very mild impact on Jerr (due to the FE approximation error of
the state). We observe that the algebraic convergence rate for grid refinement of
linear B-splines is approximately 2.45. This rate is higher than our expectations (a
perturbation analysis via the Strang lemma would give rise to only linear convergence).
Finally, we consider the highest discretization level of the control and investigate
whether its discretization degree has an impact on the rate of convergence of Jerr
with respect to the FE discretization of the state. Let us recall that the regularity
of the state on a perturbed domain depends, in principle, on the regularity of the
domain. When perturbed with less smooth transformations, the resulting domain
may not guarantee that the regularity of the state is preserved. This may have a
negative impact on the FE approximation. In Figure 8, we plot Jerr versus FE mesh
refinement (both for linear and quadratic FEs) when transformations are discretized
with linear B-splines. When the state is approximated with quadratic isoparametric
FEs, the control discretization error is negligible only on much finer grids. However,
it seems that the FE convergence rate is not affected by the the discretization degree
of the control (in Figure 7, left, the control is discretized with cubic B-splines, and a
similar convergence rate is observed).
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Fig. 8. Surprisingly, discretizing transformations with linear B-splines instead of cubic does
not affect the rate of convergence of Jerr with respect to FE discretization of the state (compare
with Figure 7, left).
7.2. Energy minimization in Stokes flow. Next, we consider the shape op-
timization of a 2D obstacle Ωo embedded in a viscous fluid Ωc (see Figure 9). This
problem has been thoroughly investigated in [44]. The state variables are the velocity
u and the pressure p of the fluid. These are governed by Stokes’ equations, whose weak
formulation reads: find u ∈ H1(Ωc;R2) and p ∈ L20(Ωc) = {p ∈ L2(Ωc) :
∫
Ωc
pdx = 0}
such that u|Γin = g, u|Γwall = 0 and
(38)
∫
Ωc
2∑
i=1
∇ui · ∇vi − p div v + q div u dx = 0
for all v ∈ H1(Ωc;R2) and q ∈ L20(Ωc) such that v|Γin = 0 and v|Γwall = 0. It is known
that (38) admits a unique solution if the computational domain Ωc is Lipschitz [26,49].
The energy dissipated in the fluid due to shear forces is given by
(39) J (Ωc,u, p) =
∫
Ωc
2∑
i=1
∇u>i ∇ui dx ≡
∫
Ωc
‖Du‖2F dx, ,
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Γwall
Γout
Γwall
Γin Ωo ΓΩc
Fig. 9. Computational domain for the Stokes BVP (38). The external boundary comprises:
the inflow boundary Γin, the outflow boundary Γout, the obstacle boundary Γ, and the wall boundary
Γwall. The obstacle boundary is a circle centered at the origin with radius 0.5, whereas the remaining
boundary is a rectangle with width 12 and height 5.
and its shape derivative is given by3
(40) dJ (T, T ) =
∫
T (Ωc)
2∑
i=1
(∇u>i ∇ui div T −∇u>i (DT > + DT )∇ui)
+ 2 tr(DuDT )p− 2p div u div T dx .
Minimizing (39) subject to (38) alone is problematic because energy dissipation
can be reduced by shrinking or removing the obstacle. Therefore, we introduce two
additional constraints: we require the area and the barycentre of the obstacle to
remain constant. Similarly to [44], we define the functionals
(41)
A(T ) :=
∫
T (Ωc)
1 dx−
∫
Ωc
1 dx ,
Bi(T ) :=
∫
T (Ωc)
xi dx−
∫
Ωc
xi dx, for i = 1, 2 .
For the sake of simplicity, we enforce the constraints A(T ) = 0 and Bi(T ) = 0,
i = 1, 2 onto the shape optimization problem in the form of penalty functions, that
is, we replace the functional (39) with
(42) Jp(T ) = J (T ) + µ0
2
A2(T ) +
2∑
i=1
µi
2
B2i (T ) ,
where A2(T ) := (A(T ))2, B2i (T ) := (Bi(T ))2, and 0 ≤ µi ∈ R, i=0,1,2. The shape
derivatives of the squared constraints are given by
(43)
dA2(T, T ) = 2A(T )
∫
T (Ωc)
div T dx ,
dB2i (T, T ) = 2Bi(T )
∫
T (Ωc)
div(xiT ) dx, for i = 1, 2 .
The state variables are discretized with Taylor-Hood P2-P1 finite elements on
a triangular mesh. This discretization is stable [16]. The resulting linear system
can then be solved using GMRES and a block-diagonal preconditioner based on the
stiffness matrix and on the mass matrix for the velocity- and the pressure-block, re-
spectively [16]. The control is discretized with cubic B-splines on a rectangular grid
3We believe that this volume based formula (which can be computed with [42]) is already known
to the shape optimization community, although we did not manage to find it explicitly in available
publications.
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Fig. 10. Left: initial shape. Right: optimized shape using quadratic B-splines. The colour
indicates the magnitude of the velocity field. Bottom: convergence history; the gradient is measured
using the H1(D)-norm.
that covers the entire channel. We can see that the optimized shape in Figure 10
is qualitatively similar to the one obtained by [44], although the shape optimization
algorithm used in [44] relies on the boundary based formulation of (40). For this
example we have used a simple steepest descent with line search; the number of opti-
mization steps can be drastically reduced employing more sophisticated optimization
algorithms [44].
7.3. Compliance minimization under linear elasticity. We conclude this
section on numerical experiments with another classical example from shape optimiza-
tion: compliance minimization of a cantilever subject to a given load (see Figure 11).
The structural behaviour of the cantilever is modelled by linear elasticity. In partic-
ular, we consider the following variational problem: find u ∈ H1(Ω;R2) such that
u|Γ1 = 0 and
(44)
∫
Ω
(Ae(u)) : ∇v dx−
∫
Γ2
g · v dS = 0
for all v ∈ H1(Ω;R2) with v|Γ1 = 0. In (44), the symbol : denotes the Frobenius inner
product of matrices, e(u) = sym(∇u) = 12 (∇u +∇u>) denotes the strain tensor, and
A encodes the Hookes’ law of the material. It is well known that (44) admits a unique
stable solution for compatible data g [13, Page 22]. In this numerical experiment, we
minimize the compliance
(45) J (Ω,u) =
∫
Ω
(Ae(u)) : e(u) dx ,
HIGHER-ORDER MOVING MESH METHODS FOR SHAPE OPTIMIZATION 21
Γ1
Γ1
Γ2 g
Fig. 11. Computational domain for the elasticity BVP (44). On the two segments Γ1 we
impose homogeneous Dirichlet boundary conditions. On Γ2 we impose g = (0,−1)> as Neumann
boundary condition. The dashed rectangle indicated the hold-all domain D. We exclude the part
close to the left boundary, as singularities occur in the solution to the PDE close to the corners.
whose shape derivative reads (the formula can be derived following closely [47, Thm
7.7])
(46)
dJ (T, T ) =
∫
T (Ω)
Asym(DuDT ) : sym(Du) dx
+
∫
T (Ω)
Asym(Du) : sym(DuDT ) dx
+
∫
T (Ω)
Asym(Du) : sym(Du) div T dx .
Similarly to (42), we enforce a volume constraint by adding a penalty function to (45).
We discretize the state variables with piecewise linear Lagrangian finite elements on
a triangular mesh; the control is discretized with cubic B-splines on a rectangular
grid covering the cantilever. We use the same Lame´ parameters as in [3] (E = 15,
ν = 0.35) and obtain a qualitatively similar shape, which is shown in Figure 12.
8. Conclusion. We have formulated shape optimization problems in terms of
deformation diffeomorphisms. This perspective simplifies the treatment of PDE-
constrained shape optimization problems because it couples naturally with isopara-
metric finite element discretization of the PDE-constraint. In particular, it retains
the asymptotic behavior of higher-order FE discretization, and it allows the solution
of PDE-constrained shape optimization problems to high accuracy, as confirmed by
detailed numerical experiments. This shape optimization method can be implemented
in standard finite element software and used to tackle challenging shape optimization
problems that stem from industrial applications. The approach advocated is modular
and can be combined with more advanced optimization algorithms, such as that of
Schulz et al. [45]; research in this vein will form the basis of future work.
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