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Abstract
Lovelock terms are polynomial scalar densities in the Riemann
curvature tensor that have the remarkable property that their Euler-
Lagrange derivatives contain derivatives of the metric of order not
higher than two (while generic polynomial scalar densities lead to
Euler-Lagrange derivatives with derivatives of the metric of order
four). A characteristic feature of Lovelock terms is that their first
nonvanishing term in the expansion gλµ = ηλµ + hλµ of the metric
around flat space is a total derivative. In this paper, we investigate
generalized Lovelock terms defined as polynomial scalar densities in
the Riemann curvature tensor and its covariant derivatives (of arbi-
trarily high but finite order) such that their first nonvanishing term in
the expansion of the metric around flat space is a total derivative. This
is done by reformulating the problem as a BRST cohomological one
and by using cohomological tools. We determine all the generalized
Lovelock terms. We find, in fact, that the class of nontrivial general-
ized Lovelock terms contains only the usual ones. Allowing covariant
derivatives of the Riemann tensor does not lead to new structure. Our
work provides a novel algebraic understanding of the Lovelock terms
in the context of BRST cohomology.
1“Aspirant du F.N.R.S., Belgium”
1 Introduction
Lovelock terms are polynomial scalar densities in the Riemann curvature
tensor (with indices saturated with gµν)
√−g P (Rαβγδ) (1.1)
that have the remarkable property that their Euler-Lagrange derivatives con-
tain derivatives of the metric of order not higher than two. By contrast,
generic polynomial scalar densities lead to Euler-Lagrange derivatives with
derivatives of the metric of order four. The most famous Lovelock term is
probably the Einstein-Hilbert term itself,
aEH =
√−g R , (1.2)
whose Euler-Lagrange derivatives yield the Einstein tensor. Lovelock terms
have a long history [1] and have been systematically determined in all dimen-
sions in [2, 3]. They have been considered as possible modifications of the
Einstein-Hilbert Lagrangian in various contexts [4–6] and lead, in particular,
to black hole solutions with interesting properties [6–9]. More recently, the
quartic Lovelock term has been found to play an important role in decipher-
ing the quantum correction structure of M-theory [10–14].
A characteristic feature of any Lovelock term a is that if one expands it
according to the order of the field hµν and its derivatives,
a = ak + ak+1 + · · · , (1.3)
then the first nonvanishing term ak is a total derivative [5],
ak = ∂µV
µ
k . (1.4)
Here, each term in the expansion has definite polynomial order j,
N aj = j aj (1.5)
where the operator counting the polynomial order is defined by
N = hµν
∂
∂hµν
+ ∂ρhµν
∂
∂(∂ρhµν)
+ ∂ρ∂σhµν
∂
∂(∂ρ∂σhµν)
+ · · · (1.6)
The field hµν is the deviation of the metric gµν from the Minkowski metric
ηµν ,
gµν = ηµν + hµν (1.7)
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That the property (1.4) must hold if a is a Lovelock term is easy to
see since ak is a polynomial in the linearized curvatures Kαβγδ (obtained
by setting g = −1, gµν = ηµν in the bare metrics involved in (1.1) and by
replacing Rαβγδ by Kαβγδ) and thus reads
ak = A
µ1µ2···µ2k−1µ2kν1ν2···ν2k−1ν2k ∂2µ1µ2hν1ν2 · · · ∂2µ2k−1µ2khν2k−1ν2k (1.8)
for some constant coefficients Aµ1µ2···µ2k−1µ2kν1ν2···ν2k−1ν2k . We recall that
Kαβγδ = −Kβαγδ = −Kαβδγ = Kγδαβ = ∂2δ[αhβ]γ − ∂2γ[αhβ]δ , (1.9)
where brackets denote complete antisymmetrization with weight one. The
Euler-Lagrange derivatives of ak are
δak
δhρσ
= ∂2µν
(
∂ak
∂(∂2µνhρσ)
)
(1.10)
and involve terms of order k − 1 of the form ∂3h ∂3h ∂2h · · · ∂2h, which
are quadratic in the third derivatives of the metric, as well as terms of the
form ∂4h ∂2h · · · ∂2h, which are linear in the fourth derivatives. Being of
polynomial order k−1, these terms cannot be cancelled by the contributions
coming from the variational derivatives of the higher order terms aj with j >
k since these contributions are of polynomial order ≥ k. Hence, the Euler-
Lagrange derivatives of ak must identically vanish, which implies (1.4)[15–17].
Conversely, that the property (1.4) implies that a is a Lovelock term is
a direct consequence of our analysis below. We can thus define the original
Lovelock terms as the polynomial densities (1.1) in the curvature that have
the central property (1.4).
In this paper, we investigate generalized Lovelock terms defined by adopt-
ing the property (1.4). More precisely, a (generalized) Lovelock term of or-
der k is a polynomial scalar density in the Riemann tensor and its covariant
derivatives of finite (but unrestricted) order,
a =
√−g P (Rαβγδ, DλRαβγδ, · · · , Dl1Dλ2 . . .DλmRαβγδ) (1.11)
such that
• a starts at polynomial order k when expanded in the fields,
a = ak + ak+1 + · · · , ak 6= 0;
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• the first term ak is a total derivative, ak = ∂µV µk .
In (1.11), indices are contracted with the inverse gαβ of the spacetime metric
while Dλ denotes the covariant derivative. The property ak = ∂µV
µ is nec-
essary for the derivatives of the metric of highest expected order to drop out
from the Euler-Lagrange derivatives – and, as we shall see, it turns out to be
also sufficient.
It is clear from our definition that if a is a Lovelock term of order k, then
a + b(k+1) + DµT
µ, where b(k+1) starts at polynomial order k + 1 and T µ is
a vector density, is also a Lovelock term of order k (even if b(k+1) is not a
Lovelock term of order k + 1). We shall consider two such Lovelock terms
of order k as being equivalent. Starting from the Lovelock terms of order 1,
one can successively construct the Lovelock terms of increasing orders 2, 3,
etc.
Our main result is that there are, in fact, no new Lovelock terms besides
those already derived in [2, 3], even if one allows, as here, derivatives of the
Riemann tensor. Accordingly, nontrivial Lovelock terms of order k can be
assumed to be polynomials of order k in the undifferentiated Riemann tensor
and are proportional to
√−g δµ1µ2···µ2kν1ν2···ν2k Rν1ν2µ1µ2 · · ·Rν2k−1ν2kµ2k−1µ2k (1.12)
with
δµ1µ2···µ2kν1ν2···ν2k = δ
[µ1
[ν1
δµ2ν2 . . . δ
µ2k ]
ν2k]
.
Note that while the polynomial order N is not homogeneous, one may assume
that the derivative order K defined by
K P =
∑
s
s ∂ρ1···ρshµν
∂P
∂(∂ρ1···ρshµν)
, (1.13)
is homogeneous since the Riemann tensor is homogeneous of derivative order
2 and the Euler-Lagrange operator preserves the derivative order. For a given
even derivative order s = 2k, there is only one nontrivial Lovelock term of
order k, namely (1.12), while there is no nontrivial Lovelock term of odd
derivative order.
Our approach relies on the formulation of the problem in terms of BRST
cohomology. We show that Lovelock terms define cohomological classes of
H(γ0|d) of form degree n and ghost number zero, which are Lorentz-invariant,
while non-Lovelock terms define cohomological classes of H(γ0). Here, n is
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the spacetime dimension, γ0 is the “longitudinal differential along the gauge
orbits” of the linearized theory acting on the fields and the ghosts only (and
their derivatives but not on the antifields),
γ0hµν = ∂µCν + ∂νCµ, γ0Cµ = 0 (1.14)
(which plays a crucial role in BRST theory [18, 19]) while d is the spacetime
exterior differential. In (1.14), Cµ are the diffeomorphism ghosts and their
index is lowered with the flat metric,
Cµ = ηµνC
ν . (1.15)
Standard techniques of homological algebra as well as known results on the
BRST cohomology for gravity then enable one to completely determine all
the generalized Lovelock terms. In fact, once the problem is reformulated
cohomologically, the determination of the Lovelock terms is quite immediate
(section 3).
We recall that the equivalence classes [m] of H(γ0|d) are defined by the
cocycle condition
γ0m+ dq = 0 (1.16)
(for some q), with
m ∼ m′ iff m−m′ = γ0p+ dr (1.17)
for some p and r. As usual, we switch between form notations (γ0m+dq = 0)
and their duals (γ0m + ∂µq
µ = 0 for a n-form, γ0m
µ + ∂νq
µν = 0 with
qµν = −qνµ for a (n− 1)-form etc).
Our paper is organized as follows. In the next section, we reformulate
the problem as a cohomological problem in terms of the BRST differential
of the free theory. We then solve this cohomological problem completely,
determining thereby all nontrivial Lovelock terms (section 3). To that effect,
we use some cohomological results on H(γ0|d) established in the appendices.
We finally comment on our results (sections 4 and 5).
2 Formulating the problem as a cohomologi-
cal problem
Let a be a polynomial density in the curvature and its covariant derivatives,
as in (1.11). One has
γa = ∂µ(C
µa). (2.1)
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Here γ is the longitudinal differential along the gauge orbits of the full Ein-
stein theory,
γgµν = LCgµν , γCµ = Cρ∂ρCµ (2.2)
where LC is the Lie derivative along Cµ. If one expands (2.1) according to
the polynomial degree, one gets as first two equations
γ0ak = 0 , (2.3)
γ1ak + γ0ak+1 = ∂µ(C
µak) , (2.4)
where γ = γ0 + γ1 + · · · is the expansion of γ according to the polynomial
degree. We assume that ak 6= 0. Thus ak is a nonvanishing polynomial in the
linearized curvature Kαβγδ and its ordinary derivatives; it contains therefore
at least 2k derivative operators. As explained in the introduction, we can
assume that each term has definite derivative order t, with t ≥ 2k,
N(aj) = j aj , (2.5)
K(aj) = t aj . (2.6)
From now on, we shall call γ0 the BRST differential (even though it is only
a piece of it, but the full BRST differential will not be encountered in this
paper any more).
Now, let us assume that a is a Lovelock term of order k. Then
ak = ∂µV
µ
k (2.7)
where K(V µk ) = (t− 1)V µk . The equations (2.3) and (2.4) become
∂µ(γ0V
µ
k ) = 0 , (2.8)
γ0ak+1 = ∂µT
µ
k+1 (2.9)
with
T
µ
k+1 = C
µ∂ρV
ρ
k − γ1V µk . (2.10)
It follows from (2.8) and the triviality of d that
γ0V
µ
k = ∂νV
µν
k|1 (2.11)
for some V µν
k|1 = −V νµk|1 of ghost number one. Thus, we see that V µk and
ak+1 both fulfill the cocycle condition of the γ0-cohomology modulo d, the
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former in form degree n−1 and the latter in form degree n. Their respective
polynomial, derivative and ghost degrees are
N(V µk ) = k V
µ
k , K(V
µ
k ) = (t− 1) V µk , gh(V µk ) = 0 (2.12)
N(ak+1) = (k + 1) ak+1, K(ak+1) = t ak+1, gh(ak+1) = 0. (2.13)
Furthermore, V µk cannot be trivial (V
µ
k = ∂νS
µν for some Sµν = −Sνµ) since
otherwise ak would be zero. Thus V
µ
k defines a nontrivial cohomological
class of Hn−1,0k,t−1 (γ0|d), where in H i,jk,l, the suffices i,j and the indices k,l are
respectively the form degree, the ghost number, the polynomial degree and
the derivative degree. For expressions involving the ghosts, the polynomial
and derivative degrees are respectively extended as
N =
∑
s≥0
(
∂ρ1···ρshµν
∂
∂(∂ρ1···ρshµν)
+ ∂ρ1···ρsCµ
∂
∂(∂ρ1···ρsCµ)
)
, (2.14)
K =
∑
s≥1
s
(
∂ρ1···ρshµν
∂
∂(∂ρ1···ρshµν)
+ ∂ρ1···ρsCµ
∂
∂(∂ρ1···ρsCµ)
)
.(2.15)
We shall see below that, similarly, ak+1 defines a nontrivial element ofH
n,0
k+1,t(γ0|d).
3 Determining V
µ
k
Our analysis is based on the resolution of the equation (2.11) for V µk . For that
purpose, we use the standard descent techniques, which rely on the triviality
of the cohomology of d in form degree < n (and 6= 0). One gets from (2.11)
the chain of equations
γ0V
µ
k = ∂νV
µν
k|1 , (3.1)
γ0V
µν
k|1 = ∂ρV
µνρ
k|2 (3.2)
...
γ0V
µ1···µs
k|s−1 = ∂µs+1V
µ1···µsµs+1
k|s (3.3)
γ0V
µ1···µsµs+1
k|s = 0 (3.4)
where all the V
µ1···µj
k|j−1 are totally antisymmetric in their upper indices. The
descent stops at some ghost number s (and dual form degree n− s−1) since
there is no p-form with p < 0. The antisymmetric tensors have all polynomial
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degree k and derivative order t − 1 ≥ 2k − 1. If the last term V µ1···µsµs+1
k|s is
trivial in Hn−s−1,sk,t−1 ,
V
µ1···µsµs+1
k|s = γ0M
µ1···µsµs+1 + ∂µs+2M
µ1···µsµs+1µs+2 , (3.5)
then one can remove V
µ1···µs+1
k|s by redefinitions that affect V
µ1···µs
k|s−1 as V
µ1···µs
k|s−1 →
V
′µ1···µs
k|s−1 = V
µ1···µs
k|s−1 −∂µs+1Mµ1···µsµs+1 and do not affect the preceding V ’s, and
assume the chain stops one step earlier, at V ′µ1···µs
k|s−1 ,
γ0V
′µ1···µs
k|s−1 = 0. (3.6)
In order to analyse further the descent, we need to consider two cases: (i)
t > 2k, and (ii) t = 2k.
3.1 Case t > 2k
The analysis of Appendix B shows that if a γ0-cocycle (i.e., a solution of
(3.4)) can be lifted as in (3.3) then it can be expressed as a polynomial in
the linearized curvature two-form with coefficients that involve the undiffer-
entiated ghosts Cµ and their antisymmetrized derivatives
Hµν = ∂µCν − ∂νCµ, (3.7)
up to irrelevant trivial terms. Derivatives of the linearized curvature appear
only in the trivial terms. Now, V
µ1···µsµs+1
k|s involves s ghosts and thus only
k−s linearized curvatures. These k−s curvatures take up 2k−2s derivatives,
leaving t− 1− (2k − 2s) ≥ 2s derivatives for the s ghosts. But s ghosts can
only take at most s < 2s (s > 0) derivatives in a nontrivial term, which
implies that V
µ1···µsµs+1
k|s is trivial for s ≥ 1. Thus, we can assume that the
descent stops immediately at γ0V
µ
k = 0, i.e., that V
µ
k is invariant for the
linearized gauge transformations.
If V µk is gauge invariant, it is a function of the linearized curvature and
its derivatives2,
V
µ
k = V
µ
k ([Kαβγδ]) (3.8)
2In this equation and in the equations below, we use the standard notation f = f([φ])
for a function f of the field φ and a finite number of its derivatives.
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The indices in V µk are contracted with the Lorentz metric η
µν so that V µk is
a Lorentz vector (ak is a Lorentz scalar). Let Vµ be the vector density
Vµ = √−g V µ (3.9)
where V µ is obtained from V µk by replacing η
µν by gµν and the linearized
curvatures Kαβγδ and their derivatives by the Riemann tensor Rαβγδ and
their covariant derivatives. It is clear that a − Dµ Vµ starts with a term of
order k + 1 since (Dµ Vµ)k = ∂µV µk = ak. Accordingly, there is no nontrivial
generalized Lovelock term of order k if the derivative order t is strictly greater
than 2k.
3.2 Case t = 2k
When t = 2k, the analysis proceeds as above, but the descent can be short-
ened only to two steps,
γ0V
µ
k = ∂νV
µν
k|1 , (3.10)
γ0V
µν
k|1 = 0 (3.11)
The antisymmetric tensor V µν
k|1 contains k − 1 undifferentiated curvatures
(which take up 2k−2 derivatives) and one Hµν (which takes up the remaining
derivative). As explained in the appendix B, it takes the form
V
µν
k|1 = B
[µνσ1...σ2k−2]
β1β2ρ1...ρ2k−2
K ρ1ρ2σ1σ2 . . .K
ρ2k−3ρ2k−2
σ2k−3σ2k−2
Hβ1β2 (3.12)
(see (B.5)). Lorentz invariance forces the constant tensor B
[µνσ1...σ2k−2]
β1β2ρ1...ρ2k−2
to be
proportional to an antisymmetric product of Kronecker δ’s,
B
[µνσ1...σ2k−2]
β1β2ρ1...ρ2k−2
= α δ
µνσ1...σ2k−2
β1β2ρ1...ρ2k−2
(3.13)
where α is some constant. [If n = 2k, there is another possibility proportional
to ǫµνσ1···σn−2 , but it leads to a solution a which is a total derivative (not just
ak, but the whole a is a total derivative - in fact the Pontryagin class). The
term (3.12) with B given by (3.13) yields in fact also a total derivative when
n = 2k.]
Thus, V µν
k|1 reads (up to trivial terms)
V
µν
k|1 = α δ
µνσ1...σ2k−2
β1β2ρ1...ρ2k−2
K ρ1ρ2σ1σ2 . . .K
ρ2k−3ρ2k−2
σ2k−3σ2k−2
Hβ1β2 . (3.14)
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It follows that
V
µ
k = 2α δ
µνσ1...σ2k−2
β1β2ρ1...ρ2k−2
K ρ1ρ2σ1σ2 . . .K
ρ2k−3ρ2k−2
σ2k−3σ2k−2
∂β1hβ2ν (3.15)
up to strictly invariant terms. These invariant terms can be removed as
above so that we can indeed assume that V µk is given by (3.15). Computing
the divergence of V µk yields then
ak = −α δσ1...σ2kρ1...ρ2kK ρ1ρ2σ1σ2 . . .K ρ2k−1ρ2kσ2k−1σ2k , (3.16)
which is the linearization of the standard Lovelock term of order k. Covari-
antizing leads to
a = −α√−g δσ1...σ2kρ1...ρ2kR ρ1ρ2σ1σ2 . . . R ρ2k−1ρ2kσ2k−1σ2k (3.17)
up to terms of order > k. This term is the complete Lovelock term of order
k [2, 3]. It follows that the standard Lovelock terms exhaust all the possible
Lovelock terms.
4 Comments on ak+1
We have found all the Lovelock terms by solving Eq. (2.11), which expresses
that V µk is a cocycle of H(γ0|d). One can alternatively focus on Eq.(2.9) and
determine ak+1, which is also a cocycle of H(γ0|d). The interest of ak+1 is
that it coincides with the Pauli-Fierz Lagrangian for the Lovelock term of
order one (in which case a1 is a total derivative and a2 = LPF ) and provides
generalizations of the Pauli-Fierz Lagrangian for higher k’s.
We shall only sketch here how the analysis proceeds, without giving all
the details. Nontrivial ak+1’s exist only if t = 2k as can be seen by examining
the descent associated with ak+1, namely, γ0ak+1 = ∂µT
µ
k+1, γ0T
µ
k+1 = ∂νT
µν
k+1,
etc, and using derivative counting arguments similar to the ones used above.
Furthermore, one finds that when t = 2k, the descent must stop after one
step,
γ0ak+1 = ∂µT
µ
k+1, (4.1)
γ0T
µ
k+1 = 0. (4.2)
The term T µk+1 has ghost number one and contains k curvatures; hence it can
only involve the undifferentiated ghost Cµ. Using Lorentz invariance, one
gets
T
µ
k+1 = β δ
µσ1...σ2k
νρ1...ρ2k
K ρ1ρ2σ1σ2 . . .K
ρ2k−1ρ2k
σ2k−1σ2k
Cν , (4.3)
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which yields
ak+1 = β
1
2
δµσ1...σ2kνρ1...ρ2k K
ρ1ρ2
σ1σ2
. . .K ρ2k−1ρ2kσ2k−1σ2k h
ν
µ . (4.4)
One may rewrite ak+1 in the more suggestive form
ak+1 = β Gµνk hµν (4.5)
where the tensor Gµνk is given by
Gµνk =
1
2
δµσ1...σ2kνρ1...ρ2k K
ρ1ρ2
σ1σ2
. . .K ρ2k−1ρ2kσ2k−1σ2k (4.6)
and fulfills
Gµνk = Gνµk , ∂µGµνk = 0 (4.7)
(identically).
Note also that
δak+1
δhαβ
= β(k + 1)Gαβk (4.8)
so that
δa
δgαβ
= −α
2
√−g Ξαβ (4.9)
where Ξαβ is the covariantization of Gαβk . One must take β = − α2 (k+1) to
match the normalization of a adopted in the preceding section.
5 Conclusions
In this paper, we have studied the Lovelock terms of order k, defined as
polynomial densities in the curvature tensor and its covariant derivatives
such that the first term in an expansion around flat space is a total deriva-
tive. We have found that Lovelock terms may be assumed to involve only
the undifferentiated Riemann tensor and are thus exhausted by the standard
Lovelock solutions [2, 3]. Allowing covariant derivatives of the curvature ten-
sor does not lead to new solutions. This is perhaps not too surprising in view
of the topological interpretation of the Lovelock terms, which can be viewed
as the dimensional continuation of characteristic classes [5].
Our approach is based on a BRST cohomological reformulation of the
problem and provides a new light on the significance of the Lovelock terms.
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In the full theory, there is not much difference between Lovelock terms and
generic polynomials in the curvature from the invariance point of view, since
all define nontrivial elements of H(γ|d). However, when restricted to the
linear theory, there is a clear difference between the two: the former define
nontrivial elements of H(γ0|d), while the latter define nontrivial elements of
H(γ0). In that respect, it is of interest to point out that the cohomological
groups H(γ0|d) for linearized gravity have not been computed yet in all ghost
numbers and ghost degrees. [These groups are known for p-forms [16, 20],
but not for more general tensor fields. They are important for determining
Lagrangians for higher spin gauge fields, see e.g. [21].]
It is of interest to note that a similar property holds for Chern-Simons
terms3: there is no generalization of the Chern-Simons terms involving higher
order derivatives of the potentials that cannot be reexpressed as a local func-
tion of the field strengths and their derivatives [16, 20, 22, 23]. Adding deriva-
tives does not lead therefore to new structure in the Chern-Simons context
either.
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A Appendix A: Covariant Poincare´ lemma
for linearized gravity
A.1 A useful preliminary lemma
Let us first recall a useful lemma proved in [24].
Lemma A.1 Let η be a differential form depending only on the derivatives
of a field (or set of fields) Φ and arbitrarily on a field (or set of fields) Ψ.
Then
η([∂Φ], [Ψ]) = dω([Φ], [Ψ])⇔ η = dΩ([∂Φ], [Ψ]) + η˜(dΦ) , η˜(0) = 0 .
3We thank Stanley Deser for stressing this point to us.
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In this equation, η˜(dΦ) is an exterior polynomial in the dΦ’s, with coefficients
that might involve the dx’s (but we assume no explicit x-dependence).
A.2 Covariant Poincare´ lemma
The covariant Poincare´ lemma for linearized gravity has been stated first in
the fundamental reference [24], where the BRST cohomology for full gravity
was investigated (without antifields).
Covariant Poincare´ Lemma:
Let η be a p-form. Then
dη([Kµνρσ]) = 0⇔ η = dΩ([Kµνρσ]) + η˜(K2µν) , (A.1)
where K2µν =
1
2
Kµνρσdx
ρdxσ is the linearized curvature two-form. Again,
η˜(K2µν) is here an exterior polynomial in the 2-forms K
2
µν .
This lemma has been proved in [24]. For completeness, we shall repeat
it here, with one slight modification: namely we do not work in the vielbein
formalism.
For p = 0, the lemma is trivial. Indeed dη([Kµνρσ]) = 0 implies that η is
a constant by the usual Poincare´ lemma. The lemma is also trivial when η
does not involve the field h, so we consider that it is at least linear in h.
Let us proceed by induction. We assume that the lemma is true for all
p′ < p and show that it is still valid for p. By the usual Poincare´ lemma,
dη = 0 implies that η = dω0([h]). (The subscript denotes the ghost number.)
Acting with γ0 on η = dω0 and using the usual Poincare´ lemma, one obtains
the following descent of equations (where ω0 ≡ ωˆ0)
γ0ωˆg = dωˆg+1 0 ≤ g < G ,
γ0ωˆG = 0 .
The form degree of ωˆg is given by p − g − 1. The chain stops at some
stage, either because some ωˆG is γ0-closed, or because the form degree of ωˆG
vanishes, i.e., G = p− 1.
Noting that γ0ω0 contains the ghost C
ρ only with (at least) one deriva-
tive, Lemma A.1 together with γ0ω0 = dωˆ1 implies that (γ0ω0)([h], [∂C]) =
dω1([h], [∂C]) + ω˜1(dC), where ω˜1(0) = 0. One can iterate this step: γ0ω0 =
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dωˆ1 and γ0ω0 = dω1([h], [∂C])+ω˜1(dC) imply that ω1([h], [∂C]) = ωˆ1([h], [C])−
Cσ
∂ω˜1(dC)
∂(dCσ)
+ dΩ1([h], [C]). Acting on the latter equation with γ0, together
with γ0ωˆ1 = dωˆ2, yields γ0ω1([h], [∂C]) = d(ωˆ2([h], [C])− γ0Ω1([h], [C])). As
γ0 introduces only differentiated ghosts C, one can apply Lemma A.1 and
conclude that γ0ω1 = dω2([h], [∂C]) + ω˜2(dCρ). The iteration leads to
γ0ωg = dωg+1 + ω˜g+1(dC) 0 ≤ g < G ,
γ0ωG = ω˜G+1(dC) , (A.2)
where ωg = ωg([h], [∂C]) for 0 ≤ g ≤ G and ω˜g(0) = 0.
Let us split the operator N as follows: N = N[h] +N[C], where
N[h] =
∑
s
∂ρ1···ρshµν
∂
∂(∂ρ1···ρshµν)
, N[C] =
∑
s
∂ρ1···ρsC
µ ∂
∂(∂ρ1···ρsC
µ)
.
We also define the operator N˜ = K +N .
Equation η = dω0 splits into eigenfunctions of N and N˜ . It is sufficient
to consider each eigenfunction separately. The following relations hold for
all g (supposing the quantities involved to be nonvanishing):
N(η) = N(ωg) = N(ω˜g) , N˜(η) = N˜(ωg) + 1 = N˜(ω˜g+1) .
As η = dω0, N˜(η) must be positive. Furthermore, since η depends on h only
through the linearized curvature which contains two derivatives, N˜(η) ≥
3N[h](η) = 3N(η). It is now straightforward to see that all ω˜ vanish. Indeed,
if ω˜g(dCρ) 6= 0, one would have
N˜(η) ≥ 3N(η) = 3N(ω˜g) = 3
2
N˜(ω˜g) =
3
2
N˜(η) ,
which is impossible for N˜(η) > 0.
The last equation of the descent becomes γ0ωG = 0. This implies that
ωG = ω¯G([Kµνρσ], Hµν) + γ0ΛG−1 ,
where we have taken into account that ωG does not depend on the undif-
ferentiated field Cρ. (As a reminder, H(γ0) is generated by the linearized
curvature and its derivatives, [Kµνρσ], as well as by the ghosts C
ρ and Hµν ,
see e.g. [25]). For G = 0, this proves the lemma.
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Let us consider G > 0. The second to last equation of (A.2) now reads
γ0ωG−1 = dω¯G + dγ0ΛG−1. One splits the differential d into a part d¯ that
acts only on the fields h and a part d˜ that acts only on the ghosts. Then,
d˜ω¯G is γ0-exact and can be expressed as γ0YG−1. So the equation reads
γ0(ωG−1−YG−1+dΛG−1) = d¯ω¯G. Both sides have to vanish separately because
the r.h.s. is a product of nontrivial elements of H(γ0) and cannot be γ0-
exact. Without loss of generality, one can write ω¯G =
∑
I PI([K])M
I
G(H
µν),
where PI is a (p − G − 1)-form in the curvature and its derivatives, M I is
a polynomial in Hµν , and I denotes some set of indices. d¯ω¯G = 0 implies
dPI([K]) = 0. The induction hypothesis for p
′ = p − G − 1 can be used to
solve this equation and the solution yields PI([K]) = η˜I(K
2
µν) + dnI([K]),
which implies ω¯G = η˜IM
I
G + d(nIM
I
G)− nId(M IG) = η˜IM IG + dXG + γ0Y˜G−1 .
One finally gets
ωG = η˜I(K
2
µν)M
I
G(H
µν) ,
up to trivial terms that can be removed by redefinitions of ωG and ωG−1.
We now claim that G ≤ 1. Indeed, considering that N[C](ωG) = G ,
K(ωG) = (2N[h] +N[C])(ωG) and N1 −N = K, one has
K(ω0) + 1 = K(η) ≥ 2N[h](η) = 2N(η) = 2N(ωG) = (2N[h] + 2N[C])(ωG)
= K(ωG) +G = K(ω0) +G ,
which implies G ≤ 1. Accordingly, in order to complete the proof, we just
need to treat the case G = 1, as the case G = 0 has already been solved.
From ω1 =
1
2
Hµν η˜
µν(K2) follows that dω1 = γ0(−dxρ∂µhνρη˜µν(K2)) .
The most general solution ω0 to γ0ω0 = dω1 is ω0 = −dxρ∂µhνρη˜µν(K2) +
Ω([Kµνρσ]). This in turn gives
η = dω0 = K
2
µν η˜
µν(K2) + dΩ([Kµνρσ]) = η
′(K2) + dΩ([Kµν|ρσ]) ,
where η′(0) = 0. This completes the proof of the lemma.
B Appendix B: Some results on H(γ0|d)
In this appendix, we compute the conditions under which an element u of
H(γ0) at the bottom of a descent of H(γ0|d) can be lifted once, i.e., satisfies
the equation du = γ0v.
14
B.1 The differential D
Following [25], let us introduce the operator D such that
D∂ν1 . . . ∂νshµρ = d∂ν1 . . . ∂νshµρ , for all s
DCρ =
1
2
dxνHνρ
D∂ν1 . . . ∂νsCρ = 0 , for s > 0
The operator D is a differential. It is equal to the differential d up to γ0-exact
terms. It can be decomposed into a part D0 acting on hµν and its derivatives,
and a part D1 acting on the Cµ and its derivatives. Let {ωI} be a basis of
the (finite-dimensional) space of the polynomials in Cρ and Hµν . One has
clearly D1ω
I = AIJω
J for some matrices AIJ . A grading is associated with
the differential D, the D-grading, counting the number of Hνρ. The operator
D0 leaves this grading invariant while D1 raises it by one. It is useful to note
that there is a maximal D-degree m for the ωI , due to the fact that the H ’s
anticommute.
B.2 “Liftable” cocycles
Let us now compute the γ0-cocycles u that satisfy du = γ0v for some v.
We will assume that the form degree of u is smaller than n, as top-forms
trivially satisfy the equation. Without loss of generality, one can also assume
that u has the form u = PI ω
I , where PI = PI([Kαβγδ]) is a polynomial in
the linearized curvature and its derivatives up to some finite order (with
coefficients that can involve the dxµ) [25]. Then
du = (dPI)ω
I + (−)|PI |PIdωI
= (dPI)ω
I + (−)|PI |PID1ωI + γ0(. . .)
= (dPJ + (−)|PI |PIAIJ)ωJ + γ0(. . .)
where |PI | denotes the grassmanian parity of PI . If this expression is to be
γ0-exact, then (dPJ + (−)|PI |PIAIJ)ωJ must vanish, or equivalently,
dPJ + (−)|PI |PIAIJ = 0 . (B.1)
We will expand Eq. (B.1) according to the D-degree. Let us note that
it stops at the finite D-degree m. We denote by ωJi the basis elements of
D-degree i, and by P iJ their coefficient in u, so that u =
∑
i P
i
Jω
J
i .
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We will prove by induction that all P iJ , 0 ≤ i ≤ m, have the form
P iJ = (−)|Λ
i−1|Λi−1I A
I
i−1 J + dΛ
i
J + P˜
i
J , (B.2)
where ΛiJ = Λ
i
J([K], dx) is at least linear in the curvature (and Λ
−1
J = 0),
and P˜ iJ = P˜
i
J(K
2
µν , dx) with i < m is an exterior polynomial in the curvature
2-form that satisfies
P˜ iJA
J
i Iω
I
i+1 = 0 . (B.3)
In D-degree 0, Eq. (B.1) reads dP 0J = 0, which implies, by the covariant
Poincare´ lemma (see Appendix A), P 0J = dΛ
0
J([K], dx) + P˜
0
J (K
2
µν , dx), for
some Λ0J at least linear in the curvature. So P
0
J satisfies (B.2).
We now prove that if P iJ , with 0 ≤ i ≤ m − 1, satisfies (B.2), then the
equation in D-degree i + 1 implies (B.3) for P˜ iJ and (B.2) for P
i+1
J . Indeed,
in D-degree i+ 1, the equation (B.1) reads
dP i+1J − (−)|Λ
i|dΛiIA
I
i J + (−)|P˜
i|P˜ iIA
I
i J = 0 .
The first two terms contain at least one differentiated curvature while the
last term contains none. So the last term must vanish separately, which is
exactly (B.3) for P˜ iJ . One is left with d(P
i+1
J − (−)|Λ
i|ΛiIA
I
i J) = 0, which
implies (B.2) for P i+1J by the covariant Poincare´ lemma.
Inserting the expressions (B.2) for P iJ into u = P
i
Jω
J
i yields (up to γ0-exact
terms)
u = P˜Jω
J +d(ΛJ)ω
J +(−)|ΛJ |ΛJD1ωJ = P˜J(K2µν , dx)ωJ +d(ΛJ([K], dx)ωJ) .
To summarize:
In form degree < n, the γ0-cocycles u that can be lifted at least once are given
by
P˜J(K
2
µν , dx)ω
J(Cρ, Hµν)
where the exterior polynomials P˜J fulfill the constraint P˜JD1ω
J = 0 (where
there is no sum over J), up to trivial γ0- and d-exact terms.
B.3 An application
The constraint is automatically satisfied if u involves only the differentiated
ghosts Hαβ since D1Hαβ = 0. In form degree n− 2 and ghost number one (a
case needed in the text), a liftable u involving only Hαβ reads thus
u = Aµ1ν1µ2ν2···µsνsλ1λ2···λf αβ K
2
µ1ν1
K2µ2ν2 · · ·K2µsνs dxλ1 · · · dxλf Hαβ (B.4)
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with n−2 = 2s+f . The constant coefficients Aµ1ν1µ2ν2···µsνsλ1λ2···λf αβ are antisymmetric
under the exchange of µi with νi, the exchange of λi with λj and the exchange
of α with β, and symmetric under the exchange of the pair (µi, νi) with the
pair (µj, νj). In terms of the dual antisymmetric tensor V
ρσ, this expression
reads
V ρσ = Bρσγ1δ1γ2δ2···γsδsαβµ1ν1µ2ν2···µsνsK
µ1ν1
γ1δ1
K
µ2ν2
γ2δ2
· · ·Kµsνsγsδs Hαβ (B.5)
where the constants Bρσγ1δ1γ2δ2···γsδsαβµ1ν1µ2ν2···µsνs (∼ εA) are completely antisymmetric
in their upper indices,
B
ρσγ1δ1γ2δ2···γsδs
αβµ1ν1µ2ν2···µsνs
= B
[ρσγ1δ1γ2δ2···γsδs]
αβµ1ν1µ2ν2···µsνs
,
and are antisymmetric under the exchange of α with β, and symmetric under
the exchange of the pair (µi, νi) with the pair (µj, νj).
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