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ABSTRACT
Ding, Zi’ang Ph.D., Purdue University, December 2016. Lagrangian Analysis of Vector and Tensor Fields: Algorithmic Foundations and Applications in Medical Imaging
and Computational Fluid Dynamics. Major Professor: Xavier M. Tricoche.
Both vector and tensor ﬁelds are important mathematical tools used to describe
the physics of many phenomena in science and engineering. Eﬀective vector and tensor ﬁeld visualization techniques are therefore needed to interpret and analyze the
corresponding data and achieve new insight into the considered problem. This dissertation is concerned with the extraction of important structural properties from vector
and tensor datasets. Speciﬁcally, we present a uniﬁed approach for the characterization of distinguished manifolds that form the skeleton of vector and tensor ﬁelds and
play a key role in understanding their properties.
This dissertation makes several important contributions in this context. First, we
propose a versatile model of geometric structure applicable to vector and tensor ﬁelds
across a wide range of applications. Next, we present an application of this model to
the robust characterization of edges in both symmetric second-order and higher-order
tensor ﬁelds. Then, we introduce a space-varying time-scale concept that improves
upon the structure characterization capabilities of existing methods. In addition, we
propose a new model that combines generalized notions of Eulerian and Lagrangian
perspectives for the structural analysis of multi-ﬁeld datasets.
Overall, we present a set of methods that apply a generalized notion of Lagrangian
description, originally developed in ﬂuid dynamics, to the analysis of vector and tensor
ﬁelds. We evaluate them and study their performance in the context of problems
spanning computational ﬂuid dynamics and medical imaging applications.
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1 INTRODUCTION
Over past decades, the rapid growth of data produced via computer simulations and
physical experiments has resulted in an exponential increase in information size and
complexity. Analyzing this data is challenging both conceptually and computationally. Scientiﬁc visualization’s mission in this context is to create visual representations
of the data that convey its remarkable properties, whereby oﬀering an intuitive and
eﬀective basis to interpret and navigate large-scale numerical datasets.
In the scientiﬁc visualization community, both vector and tensor ﬁelds, which
are fundamental types of numerical datasets, have been studied for many years. A
large number of techniques have been separately developed for the visual analysis
of these datasets. Unfortunately, most techniques are limited to some speciﬁc application scenarios and do not generalize well. In contrast, topology-based methods,
which describe and capture concise and expressive visual representations propose a
uniﬁed model for the visualization of vector and tensor ﬁelds. Yet, despite its powerful mathematical foundations, the topology-based approach has only established its
eﬀectiveness in the visualization of two-dimensional datasets and it has failed to gain
traction in the most prominent engineering and medical applications of visualization. Nevertheless, the structures characterized by topology-based methods provide
an interesting abstract representation that captures important features in vector and
tensor ﬁelds.
In this dissertation, we revisit the basic idea underlying topology-based methods
from a diﬀerent perspective and propose a uniﬁed framework for the visualization
of vector and tensor ﬁelds. Our framework shares the strengths of topology-based
methods but overcomes its limitations. To do so, our framework reduces the analysis
of vector and tensor ﬁelds to the study of scalar quantities that are derived from in
a principled way and from which salient geometric structures can be extracted. The
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structures characterized by our framework oﬀer a concise and clear picture of vector
and tensor ﬁelds that captures their most important properties. From a theoretical
standpoint, our approach ﬁnds its justiﬁcation in the topological and diﬀerential
geometric connections that exist between vector and tensor ﬁelds.
Speciﬁcally, we propose to identify features through Lagrangian analysis. As we
show in section 7.3, the Lagrangian perspective, though deﬁned for the analysis of ﬂow
phenomena, oﬀers a powerful metaphor that supports the structural analysis of tensor
ﬁelds and their geometric description in terms of line ﬁelds. The proposed feature
deﬁnitions and methods are evaluated and tested in the context of computational
ﬂuid dynamics and medical imaging which are major application areas for vector and
tensor ﬁeld visualization respectively. Figure 1.1 provides a graphical overview of the
uniﬁed structural analysis framework presented in this dissertation.
Unified Structural Analysis Framework
Time Analysis
( Chapter 8 )

Hybrid
Lagrangian-Eulerian
( Chapter 9 )

Finite-Time Lyapnov
Exponent
( Chapter 7 )

Edge Detection
in DW-MRI
( Chapter 6 )

Unified Model of Salient Structure (Chapter 4)

Computational
Fluid
Dynamics
( Chapter 7 )

Medical
Imaging
( Chapter 5 )

Figure 1.1. A graphical overview of the uniﬁed structural feature
characterization framework presented in this dissertation. Our major
contributions are highlighted in green.
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Our work advances the state-of-the-art in four signiﬁcant ways. First extending
the basic concept of Lagrangian perspective developed for ﬂuid ﬂows to tensor ﬁelds,
we introduce a new feature deﬁnition, namely the concept of edges between distinct
coherent regions in tensor ﬁelds (chapter 6). More speciﬁcally, we model salient structures in tensor ﬁelds as edges of a continuous mapping between spatial locations and
the integral curves that run through them. Furthermore, we extend this deﬁnition
to higher-order tensor problems. We believe that this is the ﬁrst work which is able
to characterize and visualize the structural information in higher-order tensor ﬁelds.
Next, to address the co-existence of multiple time scales in the behavior of ﬂuid ﬂow
phenomena, which is ignored by existing methods, we propose a solution for the objective characterization of this time scale as a space varying function (chapter 8). In
particular, we treat the time axis as a continuum from which a best temporal scale
can be automatically determined at each spatial location for the characterization and
visualization of structures. Moreover, we extend this concept to improve salient structure extraction in smooth symmetric second-order tensor ﬁelds and further combine
this concept with scale-analysis approaches to improve edge detection in diﬀusion tensor ﬁelds. Then, a Lagrangian-Eulerian notion extending existing Lagrangian analysis
approaches is presented to handle multi-ﬁeld problems (chapter 9). Speciﬁcally, we
introduce a new theoretical framework by incorporating the entire data space in our
structural analysis. It combines generalized notions of Eulerian analysis, which focuses on properties at stationary locations over time, as well as previously mentioned
Lagrangian analysis and integrates them into a hybrid Lagrangian-Eulerian model.
Finally, an accelerated dense ﬂow visualization approach is implemented on a modern parallel computing platform (chapter 10). This technique is used to generate
images that provide the contextual information to enhance the interpretation of the
structures characterized by our methods.
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1.1 Structure of The Text
This dissertation is organized as follows. The background part describes the mathematical concepts and numerical methods relevant to the work presented in this dissertation. The method part presents the theoretical and mathematical contributions
of this dissertation in advancing the structural analysis for the visualization of vector
and tensor ﬁelds.

1.1.1 Background
The mathematical foundations of vector ﬁelds, tensor ﬁelds, and height ridges
required to understand this dissertation are ﬁrst introduced in chapter 2. Next,
we discuss the numerical methods employed to solve ordinary diﬀerential equations
(ODE), approximate derivatives from discretely sampled data, and extract height
ridges in chapter 3. Both the mathematical foundations and the numerical methods
play an important role throughout this dissertation.

1.1.2 Method
First, we introduce our uniﬁed model of salient structure in chapter 4. This model
serves as the foundation of this dissertation. A set of analysis and visualization
methods is derived from it.
Next, we briﬂy summarize the basic physical principles of diﬀusion weighted imaging in chapter 5. Based on previous preliminaries, a new approach for detecting edges
in diﬀusion weighted MRI through a neighboring integral curves dissimilarity measure
is ﬁrst described in chapter 6. This uniﬁed geometric and visual analysis approach of
diﬀusion weighted MRI is based on a robust edge strength deﬁnition applicable both
to second-order and higher-order models of diﬀusion. Remarkably, we show that this
approach is able to explicitly characterize the geometric structures that form the
boundaries of ﬁber bundle in the brain’s white matter and heart’s myocardium.
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Then, we describe the necessary concepts of ﬂuid dynamics in chapter 7, before
presentation a continuous time analysis framework for salient structure characterization and visualization in vector ﬁelds (chapter 8). This framework reﬁnes the characterization of Lagrangian coherent structures (LCS), which correspond to material
boundaries in ﬂuid ﬂows, and improves edge detection in diﬀusion tensor problems.
Furthermore, in contrast to the existing methods which yield unreliable structures,
we show that this framework provides a robust solution to topological structure extraction in smooth symmetric second-order tensor ﬁelds.
After that, a new hybrid Lagrangian-Eulerian model is described in the context
of multi-ﬁeld problems in chapter 9. This versatile model combines generalized notions of Eulerian and Lagrangian analysis, and opens promising opportunities for the
structural analysis of many scientiﬁc problems. We show that this model can be successfully applied to computational ﬂuid dynamics and medical imaging applications
to improve the geometrical characterization of salient structures.
Finally, we present an accelerated parallel implementation of a dense visualization technique used in ﬂow visualization in chapter 10. The result of this technique
provides an overview information which is used in our “context+focus” visualization
especially in the two-dimensional case. Exploiting the massive parallelism of modern
graphical processing units (GPU), this method allows for real-time dense visualization
of unsteady ﬂows with high spatial-temporal coherence.
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2 MATHEMATICAL FOUNDATIONS
This chapter covers the mathematical foundations that are relevant to the work presented in this dissertation. In particular, we review notions and deﬁnitions of vector
ﬁelds (section 2.1), symmetric second-order tensor ﬁelds (section 2.2), and higherorder tensor ﬁelds (section 2.3). In addition, we introduce the concept of ridges and
valleys in this chapter (section 2.4).
In this chapter and the remainder of this dissertation, we write scalars using
lowercase letters (s, s ∈ R), points and vectors using bold lowercase letters (v, v ∈
Rn ), matrices using bold uppercase letters (M, M ∈ Rn×n ) and tensors using curly
uppercase letters (T , T ∈ Rn×···×n ).

2.1 Vector Fields
A geometric vector is a mathematical object which describes both a magnitude
and a direction. The following expression deﬁnes a vector v in n-dimensional space,
v=

n


vi êi ,

i=1

where the êi form an orthonormal basis of Rn (êi , êj  = δi,j , êi  = 1), and the vi
are the vector’s coordniates in that basis: vi = v, êi .
The magnitude of a vector v is given by its l2 norm,

 n

v = 
vi2 .
i=1

Deﬁnition 2.1 A vector ﬁeld is a continuous mapping
f : U ⊂ Rn → Rn .
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In other words, a vector ﬁeld is a vector-valued mapping deﬁned over a spatial domain
included in n-dimensional space.
In this section, we introduce the notions of vector ﬁelds that are used in the rest of
this dissertation. First, dynamical system theory provides a mathematical framework
to analyze ﬂuid dynamics, as described in chapter 7. Next, we discuss basic notions
of diﬀerential topology that are directly relevant to the new structural model that we
present in chapter 4. Finally, we deﬁne invariant manifolds and Lyapunov exponent
notions closely related to the methods discussed in chapter 8.

2.1.1 Dynamical System
Mathematically, a system whose state changes over time is deﬁned as a dynamical system. The mathematical theory of a dynamical system has its origins in
Newtonian mechanics [111]. Dynamical systems are used in ﬂuid dynamics, ﬁnancial and economic forecasting, environmental modeling, medical diagnosis, and many
other areas.
Deﬁnition 2.2 The diﬀerential equation associated with a vector ﬁeld f is a system
dx
= f(t, x),
dt
where x is an n-dimensional function of an independent real variable t (say time) and
f: (I ⊆ R) × (I ⊆ Rn ) → Rn is a smooth vector ﬁeld. If f does not depend on time
t, the system is called autonomous. Otherwise, the system is non-autonomous.
When associated with an initial condition, the above diﬀerential equation is referred to the Cauchy problem:
Deﬁnition 2.3 The Cauchy problem is deﬁned as the system
⎧
⎨ dx = f(t, x))
dt
⎩ x(t ) = x
0

0

where the equation x(t0 ) = x0 is referred as the initial condition of the problem.
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In practice, it is common to have x(0) = x0 , which means t0 = 0. Notice that
in autonomous systems, the problem is unchanged by any translation of time, i.e. is
independent of the choice of t0 .
To study the properties of the dynamical system corresponding to a diﬀerential
equation, we deﬁne the ﬂow as follows.
Deﬁnition 2.4 The vector ﬁeld f generates a ﬂow φt : U ⊆ Rn → Rn , where φt :=
φ(x, t) is a smooth function deﬁned for (x, t) ∈ U × (I ⊆ R) satisfying:
d
φ(x, t)|t=τ = f(τ, φ(x, τ ))
dt
for all (x, τ ) ∈ U × I.
With this deﬁnition, φt satisﬁes the following properties:
1. φ0 = id
2. φt ◦ φs = φt+s and therefore φt ◦ φ−t = id.
Remark 2.1 If f does not depend on time t, the generated ﬂow is called steady
ﬂow. Otherwise, the ﬂow is unsteady ﬂow.
For a given t ∈ R, a point φt (x) with x ∈ R3 , can be seen as the new position
of a particle initially located at x at t = 0 advected by the ﬂow φ after time t.
The function φ(x0 , .) : t → φ(x0 , t) is a solution of the Cauchy problem with initial
condition x(0) = x0 . This solution is referred to as integral curve or trajectory in
the following.
If one considers all trajectories of a dynamical system as a whole, one obtains the
phase portrait.
Deﬁnition 2.5 The family of all trajectories as subsets of R2 × R is called phase
portrait of the dynamical system.
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Before introducing the fundamental theorem on local existence and uniqueness of
a solution to the Cauchy problem, we ﬁrst deﬁne the notion of Lipschitz continuity
for a function.
Deﬁnition 2.6 Given two metric spaces (X, dX ) and (Y, dY ), where dX denotes the
metric on the set X and dY is the metric on set Y , a function f: X → Y is called
Lipschitz continuous if there exists a real constant K ≥ 0 such that, for all x1 and
x2 in X,
dY (f (x1 ), f (x2 )) ≤ KdX (x1 , x2 )
K is called Lipschitz constant of f.
Now we can state the fundamental theorem on the local existence and uniqueness
of a solution of the Cauchy problem.
Theorem 2.1 Let U ⊆ Rn be an open subset of real Euclidean space, let I ⊆ R,
f : I × U → Rn be a continuous, Lipschitz function with respect to x ∈ U and x0 ∈ U.
Then there is some a > 0 and a unique solution
x : (−a, a) → U
to the Cauchy problem with initial condition x(0) = x0 .
It is important to note that this theorem is only local because it deals with the
existence and uniqueness of a solution of the Cauchy problem in a neighborhood of
the initial point x0 . Fortunately, the solution of the Cauchy problem can be extended
to a larger interval as described in the next theorem.
Theorem 2.2 Suppose that f(t, x) is continuous for (t, x) in the region G = (I ⊆
R) × (U ⊆ Rn ), and satisﬁes a local Lipschitz condition with respect to x. Then the
solution of the Cauchy problem can be continued to the boundary of G (possibly ∞)
This theorem ensures the global existence of solutions when vector ﬁelds are deﬁned over a compact region, which is typical in practice.
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Remark 2.2 If f(t, x) is continuous for (t, x) in the region R × M ⊆ Rn , with M
compact, and satisﬁes there a local Lipschitz condition with respect to x, then either
solutions to the Cauchy problem x = φ(t) are unbounded (and therefore leave M
through its boundary) or they exist in the interval (−∞, +∞)
In the next theorem, we formalize the importance of trajectories through their
continuity with respect to initial conditions.
Theorem 2.3 Consider the Cauchy problem
⎧
⎨ dx = f(t, x))
dt
⎩ x(0) = η
where f(t, x) is continuous for (t, x) in the region G = (I ⊆ R) × (U ⊆ Rn ) and
satisﬁes a Lipschitz condition with respect to x, then there exists a constant a > 0
and a unique solution
x : (−a , a ) → U.
Moreover, x = x(t, η) is a continuous function of (t, η)
Theorem 2.3 implies that if the initial condition of the Cauchy problem is approximated with a small error, then the corresponding solution will be similar to the
solution of the original problem.

2.1.2 Vector Field Topology
The topology of a vector ﬁeld is the decomposition of its phase portrait into regions
where all trajectories have the same asymptotic behavior. The following discussion
of the topology is based on the articles and thesis chapters from [48, 162]. We ﬁrst
concentrate our description on two-dimensional vector ﬁelds, then extend it to the
three-dimensional case.
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Critical Points
The following description deals with critical points of two-dimensional vector ﬁelds
that only depend on the spatial location x. A complete classiﬁcation of critical points
could be found in Andronov et al. [106].
Deﬁnition 2.7 A critical point x0 ∈ U ⊆ R2 of a vector ﬁeld f : U → R2 is
characterized by
f (x0 ) = 0
Remark 2.3 Critical points are also known as singular points or simply singularities.
Since the constant function x (t) ≡ x0 is a solution of the diﬀerential equation related
to f, they are also called ﬁxed or equilibrium points. Points that are not singular
are called regular.
Remark 2.4 Because of the local uniqueness of the solutions of the Cauchy problem, integral curves generally cannot intersect. The fundamental particularity of a
critical point, as opposed to a regular point, is that integral curves can possibly meet
asymptotically at its position as t approaches ±∞.
Critical points can be classiﬁed by eigenvalues (section 2.2.1) of the Jacobian
matrix, J =

∂f ∂f
,
∂x ∂y

, of the vector ﬁeld at their locations. In the two-dimensional

case, the matrix J has two eigenvalues λ1 , λ2 ∈ C. The possible cases are listed as
follows, a detailed deﬁnition of diﬀerent types of critical points is provided in [162].
• Case 1. J has real eigenvalues with opposite signs. The critical point is called
a saddle point.
• Case 2. Both eigenvalues have negative real parts. The critical point is called
a sink. A sink point is a stable critical point in vector ﬁelds. Sink points can
be further classiﬁed into node sink, improper node sink, and spiral sink
depending on imaginary parts.
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• Case 3. Both eigenvalues have positive real parts. The critical point is called
a source. A source point is an unstable critical point in vector ﬁelds. Similar
to sinks, source points can be classiﬁed into node source, improper node
source, and spiral source.
• Case 4. J has pure imaginary (conjugate) eigenvalues. The critical point is
called a center.
Figure 2.1 illustrates diﬀerent types of critical points in two-dimensional vector ﬁelds.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 2.1. An illustration of diﬀerent types of critical points in twodimensional vector ﬁelds. (a) saddle point; (b) node sink; (c) improper
node sink; (d) spiral sink; (e) center; (f) node source; (g) improper
node source; (h) spiral source. (from [162])
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Curvilinear Sectors and Separatrices
In the general case, the study of a critical point concentrates on the local behavior
of the ﬂow in its vicinity. Thus, a critical point can have one of two types: center
type or non-center type.
Deﬁnition 2.8 A critical point such that every integral curve in its vicinity is closed
and rotates around without reaching it is said to be of center type. If on the
contrary, at least one integral curve reaches it, it is of non-center type.
In the non-center case, the integral curves converging to the critical point determine so-called curvilinear sectors. These sectors have three possible natures:
• Case 1. If all integral curves pass through the sector without reaching the
critical point except two bounding integral curves with one reaches the critical
point for t → ∞ and the other reaches the critical point for t → −∞, the sector
is called a hyperbolic or saddle sector. In this case, both bounding integral
curves are called separatrices of the critical point.
• Case 2. If only one end of all integral curves reach the critical point, the sector
is called a parabolic.
• Case 3. If all integral curves begin and end at the critical point, the sector is
called an elliptic.
Figure 2.2 illustrates the diﬀerent sector types.

Closed Orbits
Deﬁnition 2.9 A closed orbit is a periodic solution to the Cauchy problem, that
is, if γ denotes the trajectory of a closed orbit φt with initial condition x ∈ γ, there
exists a t1 = 0 such that φt1 = x.
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(a)

(b)

(c)

Figure 2.2. Sector types in two-dimensional vector ﬁelds. (a) hyperbolic; (b) parabolic; (c) elliptic. (from [162])

Figure 2.3 shows a closed orbit.

Figure 2.3. Closed orbit. (from [162])
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Topological Graph
The previously introduced critical points, separatrices, and closed orbits deﬁne the
structure of the phase portrait of a dynamical system, also called topological graph
or simply topology. A deﬁnition is given in the following,
Deﬁnition 2.10 The topology of a planar vector ﬁeld f is composed of all critical
points, separatrices, and closed orbits of f.
It is worth to mention that the essential property of a separatrix is to separate
groups of integral curves that have diﬀerent asymptotic behaviors. In other words,
the domain deﬁned by a vector ﬁeld is locally divided into two subdomains by a
separatrix. Inside the subdomain, all integral curves converge to the same critical
point (or closed orbit) for t → ∞ and all converge to the same critical point (or
closed orbit) for t → −∞.
Figure 2.4 shows the topology of a vector ﬁeld.

Three-Dimensional Case
The above described notions of topology can be extended to three-dimensional
vector ﬁelds. Similar to the two-dimensional case, critical points in three-dimensional
vector ﬁelds are also classiﬁed by eigenvalues of the Jacobian matrix. Figure 2.5
illustrates diﬀerent types of critical points in the three-dimensional case and their
associated eigenvalues conﬁgurations.
Figure 2.6 shows sectors of three-dimensional critical points. It is worth to mention
that unlike two-dimensional case, separatrices in three-dimensional vector ﬁelds are
either one-dimensional manifolds (lines) or two-dimensional manifolds (surfaces). The
latter are spanned by both eigenvectors associated with the eigenvalues whose real
parts have same sign.
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(a)

(b)

Figure 2.4. Topology of a vector ﬁeld. (a) critical points (sources: red,
sinks: blue, and saddles: yellow); (b) topological graph (white lines
are separatrices that segment the vector ﬁeld into diﬀerent behavior regions). (from http://feature.mpi-inf.mpg.de/2012/feature-baseddata-analysis)

Figure 2.5. Linear critical points in three-dimensional vector ﬁelds. (from [48])
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Figure 2.6. Sectors of critical points in three-dimensional vector ﬁelds.
(a) outﬂow sector (red) inside cout , and inﬂow section (blue) inside cin ;
(b) hyperbolic sector between cin and cout ; (c) elliptic sector between
cin and cout . (from [181])

2.1.3 Invariant Manifolds
Let

dx
dt

= f (t, x) be an n-dimensional dynamical system described in section 2.1.1.

The phase space of the system is deﬁned as the domain of f, E ⊂ Rn . In order
to study the critical points of a dynamical system, it is necessary to introduce the
notion of invariant sets.
Deﬁnition 2.11 An invariant set is a subset of the phase space, A ⊂ E such that
any point x ∈ A is mapped to other points in A by the vector ﬁeld f.
For example, any critical point or set of critical points is an invariant set since each
of these points is mapped to itself by the vector ﬁeld f.
Deﬁnition 2.12 An invariant manifold is an invariant set as well as a diﬀerentiable manifold.
One can think of a diﬀerentiable manifold as a continuously and smoothly parameterizable geometric object. A detailed deﬁnition of the diﬀerentiable manifold is given
in [90].
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For example, a single critical point is an invariant manifold, while a set of critical
points is not an invariant manifold because it lacks continuity.
While focusing on a saddle point s, there are two sorts of corresponding invariant
manifolds, namely stable manifolds and unstable manifolds.
Deﬁnition 2.13 stable manifolds W s (s) = {x ∈ Rn | limt→∞ φ (x, t) = s}
Where φ is the ﬂow deﬁned by the vector ﬁeld f. A similar deﬁnition of unstable
manifolds is given as follows.
Deﬁnition 2.14 unstable manifolds W u (s) = {x ∈ Rn | limt→−∞ φ (x, t) = s}
Hence, trajectories on the stable manifold converge to s in forward time while trajectories on the unstable manifold converge to s in backward time. Figure 2.7 visualizes
the stable and unstable manifolds near a saddle point.

unstable
manifold

saddle point

stable
manifold

Figure 2.7. Stable and unstable manifolds near a saddle point.

2.1.4 Lyapunov Exponent
Let x0 be an initial condition of the Cauchy problem and x (t) is the solution at
time t. Keeping t ﬁxed and varying x0 , one obtains the ﬂow map φt (x). Further-
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more, let x0 be a small perturbation of x0 . One can solve the Cauchy problem with


the new initial condition and assume x (t) is the new solution at time t. Therefore,
the sensitivity to initial conditions of a Cauchy problem can be quantiﬁed as the rate
of separation of their trajectories in phase space,
δx (t) ≈ eλt δx0 




Where δx (t) = x (t) − x (t) and δx0 = x0 − x0 , then λ is called the Lyapunov
exponent.
One may notice that the rate of separation is dependent on the orientation of
initial separation vector. For a dynamical system associated with a n-dimensional
vector ﬁeld, a spectrum of Lyapunov exponents, {λ1 , λ2 , · · · , λn }, captures the
rate of separation of any separation vector at a given starting point. The largest
one in the spectrum of Lyapunov exponents is referred as the maximal Lyapunov
exponent.
The Lyapunov exponents can be obtained from the Jacobian matrix of the ﬂow
map
J (x0 ) =

dφt (x)
dx
x0

.

J describes how a small change at the point x0 propagates to the point x (t). Let the
limit of Cauchy-Green tensor U = J J, limt→∞ (U), deﬁnes a matrix V (x0 ). If Λ (x0 )
are the eigenvalues of V (x0 ), then the Lyapunov exponents λi are deﬁned by
λi (x0 ) =

1
ln Λi (x0 ) .
2 |t|

2.2 Symmetric Second-Order Tensor Fields
Tensors are mathematical objects used to describe linear relations between vectors, scalars, and other tensors. The notions of tensors introduced in this section and
section 2.3 are relevant to the discussion and methods presented in the context of
medical imaging in this dissertation.
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Deﬁnition 2.15 The order of a tensor is deﬁned according to the particular form
of the linear relations.
Remark 2.5 A nth-order tensor in m-dimensional space is an array that has n indices and mn components.
In particular a scalar is a zeroth-order tensor and a vector is a ﬁrst-order tensor.
A good starting point to discuss tensor product and second-order tensors is the
notion of vector space and its dual space.
Deﬁnition 2.16 A vector space V is a set that is closed under ﬁnite vector addition
and scalar multiplication.
Remark 2.6 For a vector space V , all scalars in V form a ﬁeld F , in which case
V is called a vector space over F .
For example, the n-dimensional Euclidean space Rn is a vector space, and Rn is a
vector space over ﬁeld R.
Deﬁnition 2.17 A dual vector space V ∗ is the set of linear functions on V , f : V →
F.
Now we can deﬁne the tensor product.
Deﬁnition 2.18 Let V and W be two vector spaces over a common ﬁeld F . The
tensor product of V and W deﬁnes a new vector space V ⊗ W over F with a
bilinear map
:V ×W →V ⊗W
which has the universal property.
In other words, for each f : V × W → Y , there exists a unique linear map, up
to isomorphism, fˆ : V ⊗ W → Y such that fˆ ◦

= f . Using v ⊗ w as shorthand
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×

V×W

V×W
fˆ

f
Y

Figure 2.8. The universal property of tensor product.

notation for

(v, w), this condition can be written as f (v, w) = fˆ (v ⊗ w). The

diagram of this universal property is illustrated in ﬁgure 2.8.
The following properties of the tensor product of two vectors are easily derived:
(u + v) ⊗ w =

u⊗w+v⊗w

w ⊗ (u + v) =

w⊗u+w⊗v

α (u ⊗ v)

= (αu) ⊗ v = v ⊗ (αu)

Let v ∈ V and w ∈ W , their tensor product deﬁnes a dyad v ⊗ w, which is a
particular case of a second-order tensor. In general, a second-order tensor T is
deﬁned as an operator that acts on a vector u generating another vector v, so that
T u = v. One can imaging a second-order tensor as a linear transformation between
vector spaces.
Deﬁnition 2.19 A second-order tensor T is symmetric if u · T v = T u · v for all
u and v in a vector space, and · denotes the scalar product between two vectors.
In this section, we restrict our discussion to symmetric second-order tensors and
will consider higher-order tensors in the following section.
Deﬁnition 2.20 A second-order tensor ﬁeld T is a map that associates every
point in a subset of n-dimensional space with a second-order tensor. In particular a
symmetric second-order tensor ﬁeld T is a map that associates every point in a
subset of n-dimensional space with a symmetric second-order tensor.
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Using the matrix representation, a symmetric second-order tensor ﬁeld is expressed
as the following form,
T : Rn → Rn×n
x

⎞
t11 (x) · · · t1n (x)
⎟
⎜
.. ⎟,
⎜ ..
.
.
→ T(x) = ⎜ .
.
. ⎟
⎠
⎝
t1n (x) · · · tnn (x)
⎛

where T is the matrix representation of tensor T and tij denotes the matrix components.

2.2.1 Eigenvector Fields and Line Fields
Let T be a symmetric second-order tensor, if there is a vector ê = 0 such that,
T ê = λê
for some scalar λ, then λ is called the eigenvalue of tensor T with a corresponding
eigenvector e. The eigenvalues of a tensor T can be computed as roots of the
characteristic equation,
det(λI − T ) = 0.
Since multiple roots may exist in this equation, a same scalar λ can be counted
multiple times as eigenvalues. Particularly, in this dissertation, eigenvalues are sorted
as λ1 ≥ λ2 ≥ λ3 in the three-dimensional case.
An n-dimensional symmetric second-order tensor T can be factorized in term of
n real eigenvalues λi and the corresponding n mutually orthogonal eigenvectors êi ,
T =

n


λi êi ⊗ êi .

i=1

This factorization is known as eigendecomposition (or spectral decomposition).
In particular, a symmetric second-order tensor in n-dimensional space has an
eigenspace spanned by n orthogonal eigenvectors and n associated real eigenvalues.

23
Thus, any symmetric second-order tensor ﬁelds can now be associated with a set of
n orthogonal eigenvector ﬁelds.
In other words, solving the eigensystem for each position v in the domain results
in n eigenvectors that could be classiﬁed according to their eigenvalue. This ﬁnally
deﬁnes n orthogonal eigenvector ﬁelds over the domain. It is important to mention
that all these eigenvector ﬁelds have neither norm nor orientation since eigenvectors
are deﬁned up to a nonzero constant.
For example, a symmetric second-order tensor ﬁeld in three-dimensional space
has three orthogonal eigenvector ﬁelds. Let λ1 ≥ λ2 ≥ λ3 be its eigenvalues ﬁelds,
the corresponding eigenvector ﬁelds ê1 , ê2 , and ê3 are respectively called major,
medium, and minor eigenvector ﬁeld.

Line Fields
Based on the previous description, a symmetric second-order tensor is fully represented by its real eigenvalues (shape of the tensor) and an associated set of mutually
orthogonal eigenvectors (orientation of the tensor). Because of the lack of both norm
and intrinsic orientation, the eigenvector ﬁelds form line ﬁelds which do not distinguish between the forward and backward directions.
One can connect an eigenvector ﬁeld or a line ﬁeld with a vector ﬁeld deﬁned over
a two-fold covering space. An eigenvector ﬁeld can be considered as two normalized
vector ﬁelds pointing in opposite directions.

2.2.2 Tensor Lines
Similar to trajectories in dynamical systems deﬁned by vector ﬁelds, trajectories
in eigenvector ﬁelds were introduced as tensor lines by Dickinson et al. [35] in 1989
with the following deﬁnition,
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Deﬁnition 2.21 A tensor line computed in a smooth continuous eigenvector ﬁeld,
is a curve that is everywhere tangent to the eigenvector.
Remark 2.7 A line of curvature is a particular example of tensor line since it is
always tangent to a principal direction of the second fundamental form (shape tensor).
For every x in the domain of a given n-dimensional symmetric second order tensor
ﬁeld T represented by n × n matrices, a local eigen decomposition is applicable with
the form T (x) = E(x)Λ(x)E(x)−1 . Here E(x) is the square matrix whose ith column
is the eigenvector êi (x) of T (x) and Λ(x) is the diagonal matrix whose diagonal
elements are the corresponding eigenvalues λi (x). Typically, the eigenvalues in the
diagonal matrix Λ(x) are ordered by magnitude, i.e., λ1 (x) ≥ · · · ≥ λn (x). Choosing
i ∈ 1, · · · , n, the above deﬁnition of tensor lines gives
d
φ(x) = ±êi (x).
dt

(2.1)

2.2.3 Symmetric Second-Order Tensor Fields Topology
We ﬁrst give the deﬁnition of degenerate points.
Deﬁnition 2.22 A degenerate point of a symmetric second-order tensor ﬁeld is a
location x0 where the tensor ﬁeld is isotropic: At this position, at least two eigenvalues
are equal.
Figure 2.9 visualizes diﬀerent types of anisotropy in two- and three-dimensional cases.

Remark 2.8 Degenerate points are the only places where tensor lines can meet.
In the following description of tensor ﬁeld topology, we ﬁrst focus on symmetric
second-order two-dimensional tensor ﬁelds. Then, we show that the analysis near a
degenerate point in three-dimensional tensor ﬁelds can be reduced to a similar analysis
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(a)

(b)

(c)

(d)

Figure 2.9.
Diﬀerent types of anisotropy in two- and threedimensional cases. (a) two-dimensional case, λ1 = λ2 ; (b) linear
anisotropy in three-dimensional case, λ2 = λ3 ; (c) planar anisotropy
in three-dimensional case, λ1 = λ2 ; (d) spherical anisotropy in threedimensional case, λ1 = λ2 = λ3 . Assume λ1 ≥ λ2 ≥ λ3 in threedimensional case.

around a two-dimensional case. A detailed description of the topology of symmetric
second-order three-dimensional tensor ﬁelds can be found in [60, 196, 197].
A symmetric second-order two-dimensional tensor T can be uniquely decomposed
into the sum of its isotropic part S and anisotropic part (deviator) A:
⎛
⎞
α β
⎠,
T = S + A = λI2 + ⎝
β −α
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where A and T have the same set of eigenvectors. Furthermore, if the tensor ﬁeld
is linear, one can interpret the coeﬃcients α and β as linear scalar functions of the
coordinate x = (x, y). The location of a degenerate point is characterized by a zero
value of the deviatoric part, which means α (x0 , y0 ) = β (x0 , y0) = 0. Thus, one can
construct a linear system in (x0 , y0 ). If this linear system is nonsingular, then its
solution is the location of the degenerate point in the linear tensor ﬁeld.
The most basic types of degenerate point are wedges and trisectors as shown in
ﬁgure 2.10. Furthermore, the geometry of the tensor lines in the vicinity of a trisector
exhibits three hyperbolic sectors and these sectors are bounded by three separatrices.
For wedge points, there are two types exits. The ﬁrst one has a hyperbolic and a
parabolic section bounded by two separatrices while the second one has a hyperbolic
section bounded by a single separatrix.

Figure 2.10. Linear degenerated points in tensor ﬁelds. (from [162])

Shown in [196], the relationship between the eigenvector around a degenerate point
in three-dimensional case can be approximated by the eigenvector of the projection
of the tensor in a small neighborhood. Under this assumption, a degenerate point
in three-dimensional tensor ﬁelds is considered as a transition point between two
diﬀerent types of degenerate points in two-dimensional case. Figure 2.11 illustrates
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basic surface conﬁgurations at transition points between diﬀerent types of degenerate
points.

Figure 2.11. basic surface conﬁgurations at transition points between
diﬀerent types of degenerate points. (from [196])

2.3 Higher-Order Tensors
Higher-order tensors arise when at least one of the operator in a tensor product
is the result of another tensor product already. Usually a tensor with order equal or
greater than 3 is called a higher-order tensor. Figure 2.12 gives an example of a
third-order tensor, which deﬁnes a linear relation between a vector and a second-order
tensor. Like a second-order tensor can be represented by a matrix, a higher-order
tensor can be represented by a hypermatrix. Therefore, the component of a lth-order
tensor H is addressed by l indices, Hi1 ···il .

2.3.1 Spherical Harmonics
Spherical harmonics (SH) is an interesting alternative to higher-order tensor representations. Similar to the Fourier series which oﬀers an orthonormal basis over an
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=

vector

×

third-order tensor

second-order tensor

Figure 2.12. An example of a third-order tensor

interval in Cartesian space, SH forms an orthonormal basis for complex functions on
the unit sphere with the following expression,
⎧ √
⎪
⎪
2 · Re(Yhm ) if − h ≤ m < 0
⎪
⎨
Yj :=
if m = 0
Yh0
⎪
⎪
√
⎪
⎩ 2 · Img(Y m ) if 0 < m ≤ h
h
where h = 0, 2, 4, · · · , l and m = −h, · · · , 0, · · · , h, j :=

(h2 +h+2)
2

(2.2)

+ m. Re(Yhm ) and

Img(Yhm ) denote real and imaginary parts of Yhm , which is deﬁned as follows,

2l + 1 (l − m)! m
pl (cos θ)eimφ .
Ylm (θ, φ) =
4π (l + m)!

(2.3)

In the above equation, pl is an associated Legendre polynomial and i is the imaginary
unit. For a spherical harmonics series up to even order l, one would have (l+1)(l+2)/2
terms using equation 2.2. Figure 2.13 visualizes spherical harmonics up to forth-order.
Let H be an lth-order supersymmetric tensor, i.e., their elements Hi1 ···il are invariant under arbitrary permutations of indices i1 · · · il . A function H(g) on the unit
hypersphere is deﬁned by their induced homogeneous form,
H(g) =

n 
n

i1 =1 i2 =1

···

n


Hi1 i2 ···il gi1 gi2 · · · gil .

(2.4)

il =1

l is chosen as an even number to ensure antipodal symmetry because H (g) = H (−g)
for even l. Higher-order tensor representations are equivalent to spherical harmonics
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l=0

l=1

l=2

l=3

l=4
m = -4

m = -3

m = -2

m = -1

m=0

m=1

m=2

m=3

m=4

Figure 2.13. A visualization of spherical harmonics up to l = 4.
Blue portions represent regions where the function is positive, and
green portions represent where it is negative. The distance of the
surface from the origin indicates the value of Ylm (θ, φ) in angular direction (θ, φ). (from https://www.mathworks.com/matlabcentral/mlcdownloads/downloads/submissions/43856/versions/8/screenshot.jpg)

in the sense that any function H in the homogeneous form as equation 2.4 can be

reformatted as a linear combination of spherical harmonics, H = j cj Yj , with Yj
from equation 2.2, and vice versa [118]. Writing g in spherical coordinates and using
Matlab for example to solve
 2π 
cj =
φ=0

π

H(g(θ, φ))Yj (θ, φ) sin θdθdφ

θ=0

symbolically for each j, one can ﬁnd the matrix that relates Hi1 i2 ···il to cj .

(2.5)
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2.3.2 Tensor Rank and Low-Rank Approximation
Before we discuss the low-rank approximation of a higher-order tensor, we must
deﬁne the rank of a tensor.
Deﬁnition 2.23 Tensor rank, denoted as r = rank(H), is the minimal number of
terms such that the following equality holds,
H=

r


λi ei1 ⊗ ei2 ⊗ · · · ⊗ eil

i=1

where ei1 , ei2 , · · · , and eil are vectors.
Unlike the second-order tensor, the rank of a given higher-order tensor is not known.
In fact, the problem of determining the rank of a given higher-order tensor is NPcomplete [59].
Given a tensor H of rank r, the task of a low-rank approximation is to ﬁnd a
 of rank k < r which minimizes the distance between H and H
 in terms of
tensor H
the Frobenius norm [49]:
k




=

arg min H − H
λi ei1 ⊗ · · · ⊗ eil .
 such that H

H

i=1

Under a supersymmetric assumption, we have ei1 = · · · = eil . For second order tensors, the singular value decomposition [178] is employed to compute a best
rank-k approximation. For higher-order tensors, we use the tensor decomposition
method [136, 73] to ﬁnd the numerical solution.

2.4 Ridges and Valleys
Geometrically, creases (ridges and valleys) are main structures of a surface topography. Mathematically, they are local maxima (ridges) or local minima (valleys)
of a smooth function. Ridges and valleys have already been widely used in image
processing and computer vision [58, 99], and have recently become a popular tool
for scientiﬁc visualization [151, 140, 80, 131]. Unlike isocontours/isosurfaces, ridge
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and valley lines/surfaces are able to capture extremal structures in the data. In edge
detection, edges can be detected as ridges of the edge strength ﬁeld with some robust
estimate of the gradient magnitude [85]. And as we will see in section 7.3.1, Lagrangian coherent structures can be captured as ridges of the FTLE ﬁeld computed
from the vector ﬁeld in ﬂow visualization.
In this section, we review the basic notion of local extrema and the deﬁnition of
height ridges presented by Eberly [39].

2.4.1 Local Extrema
Assuming f (x) : Rn → R is a smooth scalar function, local extrema are the critical
points where the ﬁrst derivative of this function vanishes, ∇f (x) = 0. By deﬁnition,
a critical point is one of the local maxima, local minima, or saddle points of function
f (x). The Taylor series of f (x) at a critical point c is
1
f (x) = f (c) + ∇f (c)(x − c) + (x − c) ∇2 f (c)(x − c) + r,
2
r
where r is the remainder term such that limx→c (x−c)
2 = 0. With ∇f (c) = 0 we have

1
f (x) = f (c) + (x − c) ∇2 f (c)(x − c) + r,
2
The quadratic form Q(x) = (x − c) ∇2 f (c)(x − c) determines the local behavior of
function f at c. In particular, it depends on the eigenvalues of matrix ∇2 f (c). If
∇2 f (c) only has positive eigenvalues, which means ∇2 f (c) is positive deﬁnite, f (c)
is a local minimum. Similarly, f (c) is a local maximum if ∇2 f (c) only has negative
eigenvalues. When ∇2 f (c) has both positive and negative eigenvalues, it implies
critical point c corresponds to a saddle point of f .

2.4.2 Generalized Local Extrema
In the previous description, a point c is a local maximum if v ∇f (c) = 0 and
v ∇2 f (c)v < 0 for all directions v. In fact, this kind of points are considered strict
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local maxima of function f (x). Similarly, strict local minima are points with
v ∇f (c) = 0 and v ∇2 f (c)v > 0 for all directions v. Let v1 , · · · , vn be linearly
independent directions and V = [v1 · · · vn ] be an n × n matrix. Thus, a point that is
a strict local maximum is equivalent to V  ∇f (c) = 0 and V  ∇2 f (c)V < 0. Similarly,
V  ∇f (c) = 0 and V  ∇2 f (c)V > 0 implies a strict local minimum.
Instead of considering all directions v for a local maximum, it is possible to restrict
the testing on a subset of {v1 , · · · , vn }. Assume we are only interested in n − d
directions for some d where 0 ≤ d < n which are denoted v1 through vn−d . Let
V = [v1 · · · vn−d ] be an n × (n − d) matrix, we have the following deﬁnition of
generalized local maximum.
Deﬁnition 2.24 Let f ∈ C 2 (Rn , R), For a given d with 0 ≤ d < n and an n×(n−d)
matrix V of rank n − d, the point c is a generalized local maximum point of type
d with respect to V if V  ∇f (c) = 0 and V  ∇2 f (c)V < 0.
V  ∇f (c) = 0 is a system with n − d equations and n unknowns. By the Implicit
Function Theorem, the solutions for such systems lie on d-dimensional manifolds.
The terminology type d in the deﬁnition reﬂects the expected dimensionality of the
solution set.
When V  ∇f (c) = 0 and V  ∇2 f (c)V > 0, it becomes the deﬁnition of generalized
local minimum.
Deﬁnition 2.25 Let f ∈ C 2 (Rn , R), For a given d with 0 ≤ d < n and an n×(n−d)
matrix V of rank n − d, the point c is a generalized local minimum point of type
d with respect to V if V  ∇f (c) = 0 and V  ∇2 f (c)V > 0.

2.4.3 Height Ridges
Height ridges of a scalar function f are a generalization of local maxima. Similarly,
the generalization of local minima of f corresponds to valleys. It is worth mentioning
that the ridges of function f are the valleys of function −f . Therefore, we focus on
the height ridges in the following discussion.
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The concept of height ridges dates back to the work of de Saint-Venant [28] in the
19th century. The deﬁnition given here follows the concept of height ridges elegantly
reformulated by Eberly [39] for the general case of d-dimensional ridges in Rn .
Let g = ∇f be the gradient of f and H = ∇2 f be its Hessian with eigenvalues
λi and associated eigenvectors ei , i ∈ {1, · · · , n}. Assume all eigenvalues are sorted
such that λ1 ≥ · · · ≥ λn . Then any point on a d-dimensional height ridge satisﬁes
the following conditions,
∀d<i≤n g · ei = 0 ∧ λi < 0.

(b)

(a)

(c)

Figure 2.14. Height ridge deﬁnition. (a) Local gradients and Hessian matrices on a small region around height ridges; (b) The scalar
ﬁeld is visualized as an elevation map; (c) Extracted ridges are highlighted as green lines. Green arrows illustrate the gradient directions;
eigensystems of Hessian matrices are encoded as white crosses.
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Intuitively, the deﬁnition of height ridges means that f attains a local maximum
in the n−d directions of strongest convexity. This height ridge deﬁnition is visualized
in ﬁgure 2.14.
For ridge lines in R2 and ridge surface in R3 , which are used in the remainder of
this dissertation, this deﬁnition simpliﬁes to
g · e2 = 0 ∧ λ2 < 0
and
g · e3 = 0 ∧ λ3 < 0.
Then, the ridge strength in both cases is quantiﬁed by the magnitude of the minor
eigenvalue, |λ2 | or |λ3 |.
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3 NUMERICAL METHODS
In this chapter, we review the numerical methods that are used in the remainder of this
dissertation. Particularly, we focus on solving the initial value problem for ordinary
diﬀerential equations, approximating derivatives from a sampled data, and extracting
ridges in a grid data using the height ridge deﬁnition presented in section 2.4.

3.1 Numerical Solution of Ordinary Diﬀerential Equations
In continuous time dynamics, the integration of ordinary diﬀerential equations
(ODE) is the most important technique. Since no analytical solution exists for most
systems of ODE, numerical integration is the only way to obtain the solution of the
Cauchy problem mentioned previously (section 2.1.1).
Trajectory or pathline computation is the foundation of many vector ﬁeld visualization techniques. The typical problem of pathline tracing is deﬁned as the following
initial value problem:
⎧
⎨ ẋ(t) = f(t, x(t))
⎩ x(0) = x
0
where f is the vector ﬁeld, the dot above the x represents diﬀerentiation with respect
to time.
Similarly, many tensor ﬁeld visualization approaches are based on the tensor lines
that we have discussed before (equation 2.1).
A numerical solution to the above initial value problem computes a sequence of
values for x0 , x1 , · · · associated with t0 , t1 , · · · , so that each xi approximates the
solution x(ti ) at ti ,
x(ti ) ≈ xi , n = 0, 1, · · · .
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with step sizes hi = ti+1 − ti speciﬁed by users or determined automatically by
numerical integration methods.
Generally speaking, numerical integration methods of ODE can be classiﬁed into
two categories, single-step methods and multi-step methods. In single-step methods,
the value of xi+1 is approximated using information from the previous step at ti . In
contrast, multiple previous steps will aﬀect the value of xi+1 in multi-step methods.
Usually the vector ﬁelds used in scientiﬁc visualization are given on discrete grids
and a multi-step method results in a higher cost in computational time than a singlestep method [154]. In addition, a single-step method can change the step size hi
without extra eﬀort. Therefore, in this section, a brief description of single-step
methods used in scientiﬁc visualization is presented.
The following important connection between diﬀerential equations and integrals
is given by the fundamental theorem of calculus,
 t+h
x(t + h) = x(t) +
f(s, x(s))ds.
t

replacing x(t) by the approximated value xi with t = ti , single-step methods obtain
the value of x(t + h) by the following equation,
 ti+1
f(s, x(s))ds, h = ti+1 − ti .
x(t + h) = xi+1 ≈ xi +

(3.1)

ti

3.1.1 Euler
The Euler scheme is the simplest, ﬁrst-order numerical integration procedure.
Choosing a value h for the size of every step, and set tn = t0 + nh, the Euler method
computes xi+1 from xi as follows,
xi+1 = xi + hf(ti , xi ).
In other words, the integral

 ti+1
ti

f(s, x(s))ds in equation 3.1 is approximated by

hf(ti , xi ) in the Euler method. Then the value of xn is an approximation of the
solution to the ODE at time tn : x(tn ) ≈ xn .
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The local error (error per step) of the Euler method is proportional to the square
of the step size h, and the global error (error at a given time) is proportional to h.
Because of the relatively high inaccuracy, a small step size must often be used to
achieve useful results. Figure 3.1 illustrates numerical integration for the equation
x = x, x(0) = 1 using diﬀerent step sizes in the Euler method (the exact solution is
x(t) = et ).
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Figure 3.1. An illustration of numerical integration using the Euler
method for the equation x = x, x(0) = 1. Blue line is the exact
solution x(t) = et ; yellow line is the Euler method with step size
h = 1.0; red line is the Euler method with step size h = 0.1.

3.1.2 Runge-Kutta
The Runge-Kutta methods are a family of implicit and explicit iterative methods,
the previously described Euler method is the simplest member in the family. In
Runge-Kutta methods, more function evaluations are used to obtain higher orders of
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accuracy. An example of the second-order Runge-Kutta method or the middle point
method is given by the following expression,
1
1
xi+1 = xi + hf(ti + h, xi + hf(t, xi )).
2
2
The most widely used variant of the Runge-Kutta family is the fourth-order
method, namely RK4 or the classical Runge-Kutta method. The value of xi+1 is
computed as follows:
xi+1 = xi + h6 (k1 + 2k2 + 2k3 + k4 )
ti+1 = ti + h
with
k1 = f(ti , xi )
k2 = f(ti + 12 h, xi + 12 hk1 )
k3 = f(ti + 12 h, xi + 12 hk2 )
k4 = f(ti + h, xi + hk3 ).
The above formula gives a more accurate solution (fourth-order) compared to the
Euler method (ﬁrst-order). Figure 3.2 illustrates the numerical integration of the
same equation in ﬁgure 3.1 using RK4.

3.1.3 Adaptive
The previously described methods depend on a ﬁxed step size h. In practice,
a good step size is not always known a priori and trial and error is the only way
to determine a proper value. Thus, adaptive step size methods become useful techniques in Runge-Kutta family to automatically control the step size to achieve a
desired precision. Adaptive methods control the step size by applying two methods
in Runge-Kutta family, one with order p and another with order p − 1. Then the
local error is evaluated by the discrepancy between two solutions. The methods increase / decrease step size depending on whether the local error is lower / higher than
the desired precision. Usually the adaptive methods use larger step sizes in areas of
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Figure 3.2. An illustration of numerical integration using the fourthorder Runge-Kutta method for the equation x = x, x(0) = 1. Blue
line is the exact solution x(t) = et ; yellow line is the Euler method with
step size h = 1.0; red line is the fourth-order Runge-Kutta method
with the same step size h = 1.0.

low complexity and use step sizes small enough to capture the ﬁne grained details in
complex areas.
The Dormand-Prince method [37] is widely used in many software packages including Matlab and GNU Octave. Speciﬁcally, it uses six function evaluations to compute
fourth- and ﬁfth-order accurate solutions and evaluates the error in the fourth-order
expression. Furthermore, the Dormand-Prince method oﬀers the additional advantage of a “dense output” where cubic splines are used internally to model the curve
segments connecting successive steps xi .
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In each step, the Dormand-Prince method evaluates six function values as the
following (k1 is the same as k7 in the previous step),
k1 = hf(ti , xi )
k2 = hf(ti + 15 h, xi + 15 k1 )
k3 = hf(ti +

3
h, xi
10

+

3
k
40 1

+

k4 = hf(ti + 45 h, xi +

44
k
45 1

k5 = hf(ti + 89 h, xi +

19372
k
6561 1

56
k
15 2

−

k6 = hf(ti + h, xi +

9017
k
3168 1

k7 = hf(ti + h, xi +

35
k
384 1

−

+

32
k)
9 3

25360
k
2187 2

+

64448
k
6561 3

355
k
33 2

−

46732
k
5247 3

500
k
1113 3

+

125
k
192 4

−

+

9
k )
40 2

+

−

−

212
k )
729 4

49
k
176 4

2187
k
6784 5

−

+

5103
k )
18656 5

11
k ).
84 6

Then the value xi+1 is calculated by a fourth-order Runge-Kutta method as,
xi+1 = xi +

35
500
125
2187
11
k1 +
k3 +
k4 −
k5 + k6 .
384
1113
192
6784
84

Next, xi+1 is calculated by a ﬁfth-order Runge-Kutta method as,
xi+1 = xi +

5179
7571
393
92097
187
1
k1 +
k3 +
k4 −
k5 +
k6 + k7 .
75600
16695
640
339200
2100
40

The diﬀerence of the above two value is computed as xi+1 − xi+1 and this diﬀerence
is considered as the error in xi+1 ,


xi+1 − xi+1 =

71
71
17253
22
1
71
k1 −
k3 +
k4 −
k5 +
k6 − k7 .
57600
16695
1920
339200
525
40

Thus, the optimal step size hopt is computed as,

μ

=

hopt =
where

h
2|xi+1 −xi+1 |

 15

μh

is the user speciﬁed tolerance.

Figure 3.3 illustrates the numerical integration of the same equation as ﬁgure 3.1
and ﬁgure 3.2 using the Dormand-Prince method.
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Figure 3.3. An illustration of numerical integration using the
Dormand-Prince method for the equation x = x, x(0) = 1. Blue
line is the exact solution x(t) = et ; red line is the Dormand-Prince
method. Red line almost coincides with blue line. The relative error
tolerance is 1e − 5.

3.2 Numerical Diﬀerentiation
Numerical datasets typically consist of discrete samples of an unknown underlying
continuous function. Numerical diﬀerentiation is used to estimate derivatives from
such a discretely sampled data.
In this section, we brieﬂy review the numerical diﬀerentiation method used in this
dissertation.

3.2.1 Basic Concept
For a function f (x): Rn → R, xi refers to the component i of x. The index i is
called a free index. The function f is said to be a scalar function of x. Then the
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vector of ﬁrst-order partial derivatives is called the gradient of f . The ith element
of the gradient is given by the formula,
(∇)fi =

∂f
.
∂xi

The matrix of second-order partial derivatives is referred to as the Hessian of function
f . The element of the hessian is denoted as
(∇2 )fij =

∂2f
.
∂xi ∂xj

Here we restrict our discussion to n = 1 to introduce the basic concept in numerical
diﬀerentiation.
Let h > 0, the Taylor series of f (x + h) at point x is
f (x + h) = f (x) + h × f  (x) +
where

h2 
f (c)
2

h2 
f (c)
2

is the remainder term and c is some number between x and x + h.

Then the ﬁrst-order derivative of function f can be simply approximated as
f  (x) ≈

f (x + h) − f (x)
.
h

Since this approximation of the ﬁrst-order derivative at x is based on the values of
the function at x and x + h, it is called a forward diﬀerence.
The error of forward diﬀerence is − h2 f  (c), which is the order of O(h). Thus,
the forward diﬀerence is a ﬁrst-order approximation of the ﬁrst-order derivative or a
ﬁrst-order method.
Similarly, we can approximate the ﬁrst-order derivative at x based on the values
of the function at x − h and x,
∇f (x) ≈

f (x) − f (x − h)
.
h

The above approximation is called a backward diﬀerence, and it is also a ﬁrst-order
method.
The second-order derivatives can be simply obtained by applying the ﬁrst-order
operator twice to f .
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Central Diﬀerence
It is possible to have a more accurate approximation than forward or backward
diﬀerence. For example, we can approximate the ﬁrst-order derivative based on the
values of the function at x − h and x + h using central diﬀerence,
f  (x) ≈

f (x + h) − f (x − h)
.
2h

The Taylor series of the term on the right-hand-side are
f (x + h) = f (x) + h × f  (x) +

h2 
f (x)
2

+

h3 
f (c1 )
6

f (x − h) = f (x) − h × f  (x) +

h2 
f (x)
2

−

h3 
f (c2 ),
6

with x ≤ c1 ≤ x + h and x − h ≤ c2 ≤ x. Hence
f  (x) =

f (x + h) − f (x − h) h2 
− (f (c1 ) + f  (c2 )),
2h
12

which means the error in the approximation using central diﬀerence is
h2 
− (f (c1 ) + f  (c2 )).
12
This shows that the error for the central diﬀerence is O(h2 ). Thus, the central diﬀerence is signiﬁcantly better than the forward and backward diﬀerences.

3.2.2 Convolution Kernel
In the case n > 1, particularly, when approximating gradient on two-dimensional
images or three-dimensional volumes, one can compute each ﬁrst-order partial derivative by applying the central diﬀerence in each axis of the Cartesian coordinate system.
For example, the gradient of a two-dimensional image is approximated by the
formula,
⎧
⎪
∇f =
⎪
⎪
⎨
⎪
⎪
⎪
⎩

∂f
∂x1

≈

∂f
∂x2

≈

∂f
, ∂f
∂x1 ∂x2



f (x+h1 )−f (x+h1 )
2h
f (x+h2 )−f (x+h2 )
,
2h
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where h1 = [1, 0] and h2 = [0, 1] .
Another equivalent way to compute the approximation of each ﬁrst-order partial
∂f
, one can
derivative is applying a ﬁlter to the image by convolution. To calculate ∂x
1
⎡
⎤
0 0 0
⎢
⎥
⎢
⎥
apply ⎢−1 0 1⎥ to the image by convolution. Similarly, the convolution kernel
⎣
⎦
0 0 0
⎤
⎡
0 −1 0
⎥
⎢
⎥
⎢
∂f
.
⎢0 0 0⎥ is used to calculate ∂x
2
⎦
⎣
0 1 0

Sobel Filter
One can see that in the convolution kernel of central diﬀerence, only 2 neighbors
are used to approximate the ﬁrst-order partial derivative. In order to have a more
robust approximation of the ﬁrst-order partial derivatives, more neighbors can be
involved in the computation.
Sobel ﬁlter, or Sobel operator is a simple but eﬀective approach to approximate
the gradient. For two-dimensional images, it also use a 3 × 3 kernel to compute each
of the ﬁrst-order partial derivatives as follows,
⎡
⎡
⎤
⎤
−1 0 1
−1 −2 −1
⎢
⎢
⎥
⎥
⎢
⎢
⎥
⎥
∂f
∂f
=
=
,
⎢
⎢
⎥
−2 0 2
0
0
0 ⎥.
∂x1
⎣
⎣
⎦ ∂x2
⎦
−1 0 1
1
2
1
3.2.3 Smooth Reconstruction
In signal processing, a reconstruction kernel is used to construct a continuous
analog signal from a discrete digital input. A numerical dataset can be considered as
a discrete digital input in this context. Therefore, it is possible to obtain a smooth
function by applying a reconstruction kernel on the numerical dataset.
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To simplify the discussion, here we introduce the basic concept of signal reconstruction in the one-dimensional case. Reconstruction in higher dimensional case is
an extension of the one-dimensional results via separable kernels [78].
In the spatial domain, reconstruction can be imaged as setting a ﬁnite-width kernel
at the position on the discrete samples and evaluating the underlying function. It is
deﬁned as
f (x) =



v [i] h (x − i)

i

where v [i] are the discrete samples and h is the reconstruction kernel. In practice,
h is conﬁgured as a symmetric kernel, i.e. h(−x) = h(x). Figure 3.4 illustrates
reconstruction as convolving discrete samples with some continuous kernel to produce
a continuous output.

Figure 3.4. An illustration of reconstruction. Reconstruction is
achieved as convolving discrete samples with a continuous kernel.
(from [78])

The computational cost, frequency space characteristics, noise sensitivity, and
ringing (or overshoot) of reconstruction is directly related to the convolution kernel.
Figure 3.5 visualizes a variety of reconstruction kernels and their results on the same
discrete samples in ﬁgure 3.4. Detailed information about these kernels can be found
in Kindlmann [78]
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Figure 3.5. An illustration of reconstruction kernels (left) and reconstruction results (right). Hann windowed sinc (d) has a support ten
samples wide. (from [78])

3.2.4 Analytical Derivative Computation
With the method described in section 3.2.3, not only the value at any location
in the spatial domain is reconstructed but also the analytical derivative of the reconstructed continuous signal can be measured by convolving the sampled data with
derivatives of the reconstruction kernel [50],
df (x)
dx x=x0

=
=

d





i

v[i]h(x−i)
dx
x=x0


i

v [i] h (x0 − i)

.

Figure 3.6 illustrates the ﬁrst-order derivatives measured by convolving with the
derivative of diﬀerent reconstruction kernel.

3.3 Marching Ridges
Using the height ridge deﬁnition presented in section 2.4, the extraction of height
ridges of a function f becomes the searching of positions where the inner product
between the gradient of f and the eigenvectors ei of the Hessian of f is zero with
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Figure 3.6. An illustration of derivative kernels and analytical ﬁrstorder derivative results. The reconstructed data value are shown in
gray. (from [78])

the condition that the corresponding eigenvalue λi be negative. When the function
f is deﬁned using a regular scalar dataset, e.g. a regular grid data, marching ridges
method [45] provides a numerical solution to the height ridge extraction of this function. In this section, we revisit the basic idea behind the marching ridges method
and present a parallel implementation of it.

3.3.1 Ridge-ﬁnding
In each cell of a grid data, the marching ridges method performs three steps in
the calculation of height ridges:
• the reorientation of eigenvectors,
• the calculation of zero-crossings,
• a check on corresponding eigenvalues.
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Figure 3.7. An illustration of the marching ridges method. Original
eigenvectors are visualized as solid arrows and reoriented eigenvectors
are visualized as dashed arrows, gradients are visualized as red arrows,
zero-crossing points are visualized as blue points, and the zero-crossing
line is visualized as the orange line.

Eigenvector Reorientation
In the ﬁrst step of marching ridges method, all involved eigenvectors are reoriented using principal component analysis to achieve per-cell consistency. This is

achieved by ﬁrst constructing a matrix C such that C = h1 hk=1 ek ek and perform
an eigen-analysis of C. The average direction of all eigenvectors ek on nodes of the
cell corresponds to the eigenvector of C associated to the largest eigenvalue. Then
this average direction is reported to all nodes, and their eigenvectors are reoriented
based on it.

Zero-crossing Calculation
Once all nodes of the cell have aligned their eigenvectors to the average direction,
the cell looks for zero crossings of the gradient of the scalar ﬁeld in the direction of
eigenvectors. After the zero-crossing points are computed on every edge of the cell,
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marching squares or marching cubes [102] is used to compute the zero-crossing lines
or surfaces.

Eigenvalue Checking
After computing a zero-crossing line or surface in the previous step, the cell must
check the second condition for being a ridge: negative corresponding eigenvalues. If
all zero-crossing points of a line or a surface satisfy this condition, then a ridge is
found in this cell.

3.3.2 Implementation
Based on the previous description of the marching ridges algorithm, it is clear
that the processing of individual cells is independent to each other. Therefore, one
can implement this algorithm in a parallel way.
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4 SALIENT STRUCTURES
In this chapter, we introduce the mathematical description of the uniﬁed model of
salient structure used in this dissertation. Our model aims at reducing the complexity
of a dataset, which could be a vector ﬁeld, a tensor ﬁeld, or a multi-ﬁeld, by evaluating a scalar measure that reveals its most relevant structures. This scalar measure
captures interesting boundaries, edges, or skeletons in the datasets whose precise geometry can be further characterized as creases (section 2.4). The idea behind the work
in this dissertation is using the extracted structures to create an abstract representation of the dataset. Furthermore, one can overlay these structures on top of a dense
visualization result to provide contextual information and achieve a “focus+context”
visualization.
The above mentioned edges are fundamental image descriptors in image processing and computer vision and many diﬀerent techniques have been devised for their
extraction [99]. A commonly used approach in that context characterizes edges in a
2-step process: it ﬁrst computes at each pixel an edge strength measure from which
the edge geometry can then be obtained as curves (or surfaces in 3D) along which
that edge strength is locally largest.
While edge strength can be measured in scalar images in a variety of ways, we only
consider here the simplest possible deﬁnition, namely gradient magnitude. Leaving
aside for the time being the question of how to robustly compute this gradient, we
can see that identifying edges in integral curve ﬁelds necessitates a metric to measure
distances, that is dissimilarities between neighboring integral curves, which in turn requires the choice of an integral curve encoding that lends itself to meaningful distance
measures. Once a suitable edge strength has been computed across the dataset, the
geometry of the edges can be extracted as ridges of the corresponding edge strength
ﬁeld (section 2.4).
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Figure 4.1 illustrates our uniﬁed model of salient structure. The detailed description of each step is presented in the following.
Unified Model of
Salient Structure

Integral Curve
Field Creation

Input Fields

Feature Encoding

Scalar Quantity
Measure

Dense visualization

Result

Figure 4.1. The uniﬁed modle of salient structure.

4.1 Integral Curve Field Creation
Similar to the deﬁnition of the vector and tensor ﬁeld, an integral curve ﬁeld is
deﬁned as follows.
Deﬁnition 4.1 An integral curve ﬁeld is a mapping that associates every point in a
subset of n-dimensional space with an integral curve.
With the above deﬁnition, one can create an integral curve ﬁeld from a vector
ﬁeld, a tensor ﬁeld, or a multi-ﬁeld.
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Remark 4.1 In this dissertation, an integral curve S refers to a trajectory in a
vector ﬁeld, a tensor line in a tensor ﬁeld, and a hypothetical trajectory deﬁned in the
data space in multi-ﬁeld (chapter 9).

4.2 Feature Encoding
An integral curve created in the previous step can be constructed as an array
of spatial positions and as such constitutes a high-dimensional object. Directly manipulating and analyzing this object is a time-consuming task. Furthermore, integral
curves across the spatial domain may have diﬀerent dimensions in practice (e.g. reaching the boundary of the space domain). For all these reasons, our structure model
transforms each integral curve into a low-dimensional feature representation with the
following,
f (C) = s, s ∈ Rk ,
where f (C) is a function that maps an integral curve C into a vector s in k-dimensional
feature space.
With this step, we turn an integral curve ﬁeld into a vector-valued image in which
every pixel associates with a description of the original integral curves.

4.3 Scalar Quantity Measure
Based on the concept derived from the edge detection, the scalar quantity that
quantiﬁes saliency in our model is given by the following expression:
s = ∇s2 ,
where ∇ is the gradient operator and ·2 denotes the spectral norm.
Using this uniﬁed model of salient structure, we are able to design a set of methods
that focuses on diﬀerent types of datasets and applications. Chapter 6, chapter 8, and
chapter 9 apply this model to characterize salient structures in vector ﬁelds, tensor
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ﬁelds, and multi-ﬁeld datasets in the context of problems spanning computational
ﬂuid dynamics and medical imaging applications.
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5 DIFFUSION WEIGHTED MRI
Diﬀusion weighted magnetic resonance imaging (DW-MRI or DWI) is a powerful and
non invasive medical imaging technique that measures Brownian motion [18] of water
molecules in ﬁbrous tissues and enables their study. In characterization of neurodegenerative diseases, in surgical planning and other medical applications, diﬀusion
weighted MRI provides an important tool to help understand and analyze the white
matter of the brain and the muscle tissue of the heart. Diﬀusion weighted MRI probes
the directional information of the ﬁbrous soft tissue at scales much smaller than the
imaging resolution by capturing the average diﬀusion pattern of water molecules in
discrete voxels. Without any constrains, the diﬀusion of a single water molecule is
Brownian. However, restricted by the presence of barriers, such as cell membranes,
water molecules tend to diﬀuse along the ﬁbrous soft tissue. Diﬀusion weighted MRI
has the ability to accurately describe the geometry of the underlying microstructure
of the soft tissue both in vivo and ex vivo, and it is the only imaging modality able to
do so painlessly and non-invasively. In this chapter, we discuss the physical principles
of diﬀusion weighted MRI and introduce two important techniques, namely diﬀusion
tensor imaging (DTI) and high angular resolution diﬀusion imaging (HARDI). In
addition, we provide basic information about the white matter structures used in
the rest of this dissertation and review the medical imaging visualization literature.
The following discussion of diﬀusion weighted MRI is based on the thesis chapters
from [165, 32].
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5.1 Brownian Motion and Diﬀusion Physics
Water molecules in Brownian motion [18] move randomly and collide with each
other and other atoms in an isotropic medium at a microscopic scale. Figure 5.1
illustrates the Brownian motion.

Figure 5.1. Brownian motion of a particle. (from www.tutorvista.com)

5.1.1 Diﬀusion Tensor
Deﬁnition 5.1 Diﬀusion is a sequence of random movements of a particle.
Considering a particle with its original position r0 at time 0 that randomly moves to
position r after time τ in an isotropic medium, the diﬀusion coeﬃcient D is given by
Einstein’s relation [40]
D=

1
v v ,
6τ

where v = r − r0 is the displacement of the particle as a function of time,  denotes
an ensemble average. This diﬀusion coeﬃcient D depends on the molecule type and
medium properties such as temperature, and measures the molecule’s mobility.
Note that the diﬀusion coeﬃcient D measured in diﬀusion weighted MRI is not the
true diﬀusion coeﬃcient of water molecules unless the imaged object is pure water.
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The measured diﬀusion coeﬃcient, which is restricted by the structure of the tissue,
is called the apparent diﬀusion coeﬃcient (ADC).
Remark 5.1 If the medium is anisotropic, which the motion of water molecules is
directionally dependent, Einstein’s relation yields the diﬀusion tensor
D=

1
vv  ,
6τ

where the diﬀusion tensor D is a three-dimensional second order (rank-2) tensor.
Furthermore, the diﬀusion tensor is symmetric [117] and positive deﬁnite [89, 121].
Both the isotropic and anisotropic description of diﬀusion are used in diﬀusion
weighted MRI application for diﬀerent normal and pathological tissue studies.

5.1.2 Diﬀusion Propagator
The diﬀusion tensor introduced previously can only describe a limited set of diffusion phenomena. Speciﬁcally, only diﬀusion phenomena called Fickian, Case I, or
Gaussian diﬀusion are fully characterized by the diﬀusion tensor, which excludes a
large range of phenomena that commonly exist in vivo such as true restriction (the
motion of water molecules is reduced in extracellular space and by cell membranes),
heterogeneity eﬀects (the diﬀusion process takes place in an inhomogeneous medium),
anomalous diﬀusion (diﬀusion process with a non-linear relationship to time), and ﬁnite boundary permeability (cell membranes allows water molecules to pass through
them) [167].
The diﬀusion propagator on the other hand, oﬀers a far more robust description
of all the phenomena mentioned above.
Deﬁnition 5.2 Diﬀusion propagator P (r, r0, τ ) is the general diﬀusion displacement probability density function (PDF), which gives the probability of a particle
moving from r0 to r in the diﬀusion time τ .
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For example, if a particle is released at position r0 and time 0, the diﬀusion
propagator gives the probability of ﬁnding that particle at position r at time τ .
Figure 5.2 shows the 3D diﬀusion displacement PDF of diﬀerent patterns. The
central voxel of the image is the origin (r0 ), and the probability color coded whereby
blue indicates high and red indicates low value.

Figure 5.2. Diﬀusion displacement PDF of diﬀerent patterns. Top:
isotropic; middle: single ﬁber; bottom: two crossing ﬁbers. (from
Hagmann et al. [51])
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5.1.3 Diﬀusion Equation and Fick’s First Law
The following diﬀusion equation governs the relationship between the observed
diﬀusion propagator and the underlying microstructure in an isotropic medium,
∂P (r, r0 , t)
= D∇2 P (r, r0, τ ),
∂t
where P is the diﬀusion displacement PDF and D is the diﬀusion coeﬃcient. Using
the diﬀusion tensor model, similarly, we have the following diﬀusion equation,
∂P (r, r0 , t)
= D∇2 P (r, r0, τ ),
∂t
where D denotes the diﬀusion tensor.
The above diﬀusion equation can also be derived by Fick’s ﬁrst law [41]. It relates
the diﬀusive ﬂux J to the concentration diﬀerence of the diﬀusion substance C under
the assumption of steady state. The ﬂux J is proportional to the gradient of the
concentration ∇C and governed as
J = −D∇C,
where D is the same diﬀusion coeﬃcient as in Einstein’s relation.
In anisotropic medium, the diﬀusion tensor D can also be introduced by Fick’s
ﬁrst law. Then we have,
J = −D∇C.
Combining Fick’s ﬁrst law with law of conservation of mass, we get
∂C
= ∇ · (D∇C) = D∇2 C,
∂t
which is the same as the diﬀusion equation we introduced before with the diﬀusion
displacement PDF P replaced by the concentration C.

5.1.4 Diﬀusion Weighted MRI
Diﬀusion weighted MRI uses the Stejskal-Tanner imaging sequence [150] to measure the diﬀusion of water molecules in a given diﬀusion direction gi , i = 1, · · · , n.
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Protons, the nuclei of hydrogen, possess a magnetic moment and align in an external magnetic ﬁeld, either parallel (in a low energy state) or antiparallel (in a high
energy state). Moreover, the proton dipole moments precess (rotate) at the Larmour
frequency ωL = γB0 , where γ is the gyromagnetic ratio, a constant speciﬁc to the
nucleus, and B0 is the strength of the external ﬁeld. The direction of the external
ﬁeld is taken as the z axis of a local coordinate system. Orthogonal to it, ﬁxed x and
y axes are deﬁned relative to the measurement equipment.
In a spin-echo sequence, a 90◦ pulse is applied to ﬂip the net magnetization vector
into the xy-plane. After some time τδ , a 180◦ pulse inverts the direction of the precession. Since static protons keep their individual Larmour frequencies, the spins rephase
after 2τδ and produce a spin-echo (illustrated in ﬁgure 5.3). A detailed description
is provided in [32]. With each diﬀusion gradient, a dedicated signal is measured.
Therefore, the diﬀusion property of water molecule in soft tissues is characterized
and stored by diﬀusion weighted MRI.

5.2 DTI and HARDI
Using the information acquired by diﬀusion weighted MRI, two diﬀerent models
were proposed to reconstruct the diﬀusion pattern. Assuming a Gaussian diﬀusion
displacement PDF, DTI describes the intrinsic diﬀusion properties as a symmetric
second-order tensor, while HARDI samples q-space (the coordinates are deﬁned by
the diﬀusion gradient in q-space) along as many directions as possible to reconstruct
the true diﬀusion displacement PDF.

5.2.1 DTI
With a given direction gi , i = 1, · · · , N, the ﬁeld gradient pulse method presented
by Stejskal and Tanner [150] is used to measure the diﬀusion of water molecules in
gi . If the diﬀusion displacement PDF is assumed to be Gaussian, the relationship
between the signal S(g) of a voxel measured by a Stejskal-Tanner sequence and the
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Figure 5.3. An illustration of Stejskal-Tanner imaging PGSE sequence.

baseline signal S0 acquired without any diﬀusion gradients is given by the following
equation
S(g) = S0 e−b·ADC(g) .
The b-value gathers all the acquisition parameters (b = γ 2 δ 2 (Δ − δ/3) g2 , where γ
is the nuclear gyromagnetic ratio for water protons mentioned in section 5.1.4, δ is
the duration of the pulse, Δ is the time between two pulses, and g is the L2 norm
of the diﬀusion gradient). ADC(g) means the apparent diﬀusion coeﬃcients in the
direction g.
To model such a Gaussian diﬀusion displacement PDF, DTI approximates the
ADC with a quadratic form, written as a symmetric second-order tensor D:
ADC(g) = g Dg.
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Since D has six unknown coeﬃcients, at least six diﬀusion weighted measurements
plus a baseline image S0 are required to estimate it. Typically, a b-value on the order
of b = 700 s/mm2 to b = 1000 s/mm2 is used with 7 − 60 gradient directions.

Invariant Scalar Measures in DTI
Tensor ﬁelds are more diﬃcult to visualize and analyze than the scalar signals
acquired by traditional MRI. Yet, using scalar measures of the diﬀusion tensor that
represent certain tissue attributes provides an eﬀective way to understand and interpret the anatomical structures behind the acquired signals. These scalar quantities
are invariant under rotation of the coordinate frame and can be visualized as sliced
images or volume rendering [82].
Mean diﬀusivity (MD) or bulk diﬀusivity is the most fundamental scalar quantity,
which measures the average diﬀusion over the full unit sphere. Using the diﬀusion
tensor D, the value of MD is expressed as,
1
1
MD(D) = tr(D) = (Dxx + Dyy + Dzz ).
3
3
MD is an inverse measure of the membrane density, which is very similar for both
gray matter and white matter (section 5.3.1), and much higher in the cerebrospinal
ﬂuid (a clear and colorless body ﬂuid found in the brain).
Fractional anisotropy (FA) [13] is another popular and extensively studied scalar
quantity, which measures the overall directional dependence of the diﬀusion. The
formula for FA is deﬁned as,
#   # 
3 D̄ 
3 (λ1 − λ̄)2 + (λ2 − λ̄)2 + (λ3 − λ̄)2
=
,
F A(D) =
2 D
2
λ21 + λ22 + λ23
where D̄ is the deviatoric part of D. λ1 , λ2 , λ3 are three eigenvalues of D with
λ1 ≥ λ2 ≥ λ3 and λ̄ = MD(D). Since anisotropy is high in white matter and low
in gray matter and cerebrospinal ﬂuid, FA is used to highlight white matter in many
medical applications.
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Figure 5.4 shows mean diﬀusivity images and fractional anisotropy images computed from a human brain dataset.

(a)

(b)

(c)

(d)

Figure 5.4. An illustration of mean diﬀusivity and fractional
anisotropy. (a) and (c): visualization of mean diﬀusivity on a transverse and a coronal plane from a human brain dataset; (b) and (d):
visualization of fractional anisotropy on the same planes.

FA can be further separated into linear, planar, and spherical anisotropy [187],
Cl =

λ1 −λ2
λ1 +λ2 +λ3

Cp =

2(λ2 −λ3 )
λ1 +λ2 +λ3

Cs =

3λ3
.
λ1 +λ2 +λ3

For positive deﬁnite tensors, Cl , Cp , and Cs lie in the range [0, 1] and fulﬁll the
barycentric coordinate constraint Cl + Cp + Cs = 1

5.2.2 HARDI
Though DTI has proved successful in many clinical applications [108, 109, 64,
146, 96], tractography and segmentation studies [32], the Gaussian diﬀusion model
used in DTI does not permit the adequate modeling of complex diﬀusion patterns
that are common in the white matter such as crossing, fanning, or bent ﬁbers [12]
(illustrated in ﬁgure 5.5). Indeed, a higher order model is needed to describe the nonGaussian diﬀusion PDF. A signiﬁcant number of modalities and estimation methods
associated with HARDI have been proposed in recent years. These methods include
Q-Ball Imaging [166, 33], Spherical Deconvolution [157, 3], and others [167, 119, 164,
9, 10, 73]. In particular, the reconstructed diﬀusion proﬁle in HARDI depends on
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the number of diﬀusion weighted MRI measurements N and the b-value b, which is
directly related to acquisition time and signal-to-noise ratio in the measured signal.
Typically, N ≥ 60, b ≥ 3000 s/mm2 is used and the average acquisition time is
between 10 to 20 minutes (the spatial resolution of the results is about 1mm3 ). We
now review the two major existing higher order reconstruction method in HARDI.

(a)

(b)

(c)

Figure 5.5. An illustration of complex diﬀusion patterns in white
matter. (a) crossing; (b) fanning; (c) bent ﬁbers.

Q-Ball Imaging Method
Q-Ball Imaging (QBI) is a model-free reconstruction method in HARDI. For each
voxel, it estimates the diﬀusion orientation distribution function (ODF) directly from
the raw diﬀusion weighted MRI measurement without computing the diﬀusion displacement PDF. The deﬁnition of the diﬀusion ODF is as follows,
 ∞
P (αu)dα,
Ψ(u) =
0

where u is a vector on a unit sphere and can be expressed using spherical coordinate
system u = (1, θ, φ), P is the diﬀusion PDF. Thus, the ODF is a function on the unit
sphere describing the probability that a particle will diﬀuse into a given direction. To
compute the ODF, QBI uses the Funk-Radon transform, a mapping from a unit sphere
to itself. This mapping treats each point as a pole and computes the integral over the
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associated equator to the pole. The Funk-Radon transform of the diﬀusion weighted
MRI measurements provides a smoothed version of the true diﬀusion ODF [32].
Since the maxima of the estimated diﬀusion ODF by QBI is aligned with the
underlying population of ﬁbers, it gives a solution to track ﬁbers in HARDI. Though
the original QBI uses a numerical method to estimate the ODF, recent works simplify
the process by working on a spherical harmonics basis, which gives an analytic solution
of the Funk-Radon transform.

Spherical Deconvolution Method
Spherical deconvolution is a direct way of modeling ﬁber orientations from diﬀusion weighted MRI measurements. This method assumes that the measured signal
from a single, well-organized ﬁber population can be described by an axially symmetric kernel K which is constant over the whole domain. Thus, the measured signal is
modeled by a spherical convolution of an ODF (or ﬁber ODF in Tourniers original
work [157]) with K. It can be expressed as the following equation,

F (u)K(g, u)du
S(g) = S0
u=1

where g is the gradient direction, and both g and u are vectors on a unit sphere.
The function F denotes the ﬁber ODF. The kernel K is estimated from voxels which
are considered as single orientation voxels. The choice of kernel K depends on the
dataset and the region of interest. A common choice is using the bipolar Watson
function to describe the single orientation response,
K(g, u) = e−c(g

 u)2

where c is the concentration parameter which is a function of the b-value and the
diﬀusivity. After kernel K is estimated, the ﬁber ODF is then obtained by performing
spherical deconvolution of K from measured diﬀusion weighted MRI signals S.
Figure 5.6 shows a typical spherical deconvolution approach. First, the diﬀusion
ODF is calculated through the Funk-Radon transform on the measured HARDI sig-
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nals. Then, the ﬁber ODF is estimated by applying a spherical deconvolution on the
diﬀusion ODF.

Funk-Radon transform
(FRT)

spherical
deconvolution
HARDI
signals

diffusion
ODF

fiber
ODF

Figure 5.6. A typical spherical deconvolution approach. (from [34])

Both modern Q-Ball Imaging and spherical deconvolution reconstruction method
result in a continuous function on the sphere using spherical harmonics which can
also be represented by a higher-order tensor. We use the higher-order tensor representation in the remainder of this dissertation (higher-order tensors are introduced in
section 2.3).

5.3 Human Brain White Matter
The human brain is considered the most complex machine ever created. It is
the command center of the human body. The human brain receives information
from sense organs through the nervous system, processes it, and sends instructions
to muscles. Here we review the human brain structures as well as important white
matter ﬁber tracts.
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5.3.1 Human Brain Anatomy
At a macroscopic scale, the human brain is made of three main parts, forebrain,
midbrain, and hindbrain. Among them, the forebrain is the largest and most complex part and can be further divided into cerebrum, thalamus, and hypothalamus.
The cerebrum consists of two hemispheres connected by a particular white matter
structure known as corpus callosum. Each hemisphere can be split into four sections,
named ”lobes”: the frontal lobe, parietal lobe, occipital lobe, and temporal lobe. Fig-

Frontal lobe

Parietal lobe

Occipital lobe

Temporal lobe

Figure 5.7. Four lobes of the cerebrum. (from www.interactive-biology.com)

ure 5.7 illustrates four lobes on the human brain. The surface of each hemisphere is
made up of grey matter, which is composed of neuronal cell bodies and unmyelinated
axons (illustrated in ﬁgure 5.8), and inside grey matter is white matter.
Figure 5.9 shows tissues in a typical sagittal section of the human brain, in which
grey matter is in purple and white matter is in light color.

5.3.2 Important White Matter Fiber Tracks
White matter in human brain is composed of bundles of nerve ﬁbers that connect
diﬀerent regions of the grey matter to each other. The following description of important white matter ﬁber tracts is inspired by articles and thesis chapters from [176, 32].
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Figure 5.8. An illustration of neuron structures. (from training.seer.cancer.gov )

Figure 5.9. Sagittal slice taken from a human specimen from the brain
museum. White matter is in light color and gray matter is in purple.
(from www.brainmuseum.org)

The corpus callosum (cc) is a group of nerve ﬁbers that connects two cerebral hemispheres. Consisting of 200-250 million transcallosal ﬁbers, which are bundles of axons
connecting a region in one hemisphere to another region of the opposite hemisphere,
it is the largest portion of white matter in the human brain. This neural tissue facilitates communication between the two hemispheres of the brain. Figure 5.10 shows
the 3D depictions of corpus callosum ﬁbers.
Cingulum bundles (cb) are the collection of white matter ﬁbers projecting from the
cingulate gyrus (which lies immediately above the corpus callosum) to the entorhinal
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Figure 5.10. 3D depictions of corpus callosum ﬁbers. Top-left: anterior view; top-right: left lateral view; bottom-left: superior view;
bottom-right: oblique view from right anterior angle. (from Wakana
et al. [176])

cortex (which is an area of the brain located in the medial temporal lobe) in the human
brain. Each hemisphere of the human brain contains a separate cingulum bundle and
it is in charge of communication between components of the limbic system (a set of
brain structures located on both sides of the thalamus). Figure 5.11 shows the 3D
depictions of cingulum Bundles.
The corticospinal tract (cst) is a white matter motor pathway that connects the
cerebral cortex in the human brain with the motor neurons in the spinal cord. It
carries information between the cerebral cortex and the spinal cord. Figure 5.12
shows the corticospinal tract.
Both the superior and inferior longitudinal fasciculus (slf and ilf) are important
association ﬁbers, which are communication ﬁbers between diﬀerent cortical areas
within a given hemisphere. The superior longitudinal fasciculus goes from the frontal
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Figure 5.11. 3D depictions of cingulum bundles. left: anterior view;
middle: superior view; right: oblique view from right anterior angle.
(from Wakana et al. [176])

Figure 5.12. 3D depictions of corticospinal tract. (from Brandão et al. [17])

lobe to occipital lobe and connects the front and back of the cerebral cortex in the
human brain. The inferior longitudinal fasciculus connects the temporal lobe and the
occipital lobe. Figure 5.12 shows both superior and inferior longitudinal fasciculus as
well as other association ﬁbers.
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Figure 5.13. 3D depictions of association ﬁbers. left: anterior view;
middle: superior view; right: left lateral view. (from Wakana et
al. [176])

5.4 Prior Work in Medical Imaging Analysis
To place our work on diﬀusion weighted MRI analysis in subsequent chapters into
context, we brieﬂy discuss techniques for DTI visualization, DTI/HARDI tractography, and diﬀusion weighted MRI analysis.

5.4.1 DTI Visualization
In the past 15 years, various diﬀusion tensor imaging visualization methods were
introduced in the visualization community [175], including brush strokes [88], glyphs [27,
126], ellipsoids [77, 144], stream-polygons [134] and hyperstreanlines [29, 30].
In particular, tensor glyphs construct geometric objects whose shape, orientation
and color convey tensor attributes. Schultz and Kindlmann [135] use superquadric
glyphs which are scaled and rotated to match the scaling and orientation of the eigensystem of the tensor. Besides superquadric glyphs, other shapes have also been used,
including of unit spheres [11], cylinders [188], and multiple superimposed shapes [186].
Volume rendering is a means of visualizing large-scale structure in a tensor eld,
based on locally measured properties of the tensor data [82]. This technique has
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the dening property of mapping from the tensor eld attributes to a rendered image,
without introducing additional geometry.
In addition, to analyze the connectivity in human brain, Jeong et al. [72] present an
interactive method to explore the white matter connectivity in DTI using a HamiltonJacobi solver on the GPU.

5.4.2 Tractography in DTI and HARDI
Tractography is a technique that estimates the trajectories of neural tracts from
diﬀusion weighted MRI data. It provides an eﬀective way to model and analyze the
ﬁber tracts in the white matter, and has been used to study the structure and connectivity of the human brain [75, 92]. Both in the visualization and medical imaging
communities, many methods have been proposed based on the streamline algorithm
to perform tractography in DTI. Assuming the major eigenvector is parallel to the
local ﬁber orientation in each voxel, it is possible to integrate a pathway using numerical integration methods include Euler method or Runge-Kutta method [12, 25, 107].
Later, several methods using the local diﬀusion tensor to deﬂect the incoming direction instead of the major eigenvector were introduced allow tracking to proceed trough
regions of planar anisotropy [182, 93]. In addition, streamtubes and streamsurfaces
were used to visualize diﬀusion weighted MRI data [192]. Moreover an MLS-based regularization technique was used to allow tracking to cross noisy regions and gaps [198].
This technique is used in our work in chapter 6 to have a better estimation of local
diﬀusion tensors.
A solution to track ﬁbers in higher-order tensor (HOT) was ﬁrst proposed by
Hlawitschka and Scheuermann as HOT-lines [63]. Schultz and Seidel [136] and Jiao
et al. [73] later improved this kind of techniques by introducing tensor decomposition
methods to ﬁnd the local orientations in each step during the integration. In our
work, we follow the same strategy as [136] to track ﬁbers in HARDI.
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5.4.3 Diﬀusion Weighted MRI Analysis
In the medical imaging community, a number of clustering methods which group
ﬁber tracts into anatomically meaningful bundles were used to analyze information
from diﬀusion weighted MRI. O’Donnell et al. [113] presented a ﬁber grouping approach that delineates ﬁber tracts that can be further analyzed for clinical research
purposes. Brun et al. [19] proposed a ﬁber clustering method to create a weighted
undirected graph by comparing ﬁber tracts pairwise, and perform segmentation in
high dimensional space. Also, the same author used Laplacian eigenmaps to create
a mapping from DTI ﬁber tracts to a low dimensional Euclidean space, thereby enabling a color coding of ﬁber tracts that enhances the perception of ﬁber bundles
and connectivity in the human brain [20]. Liang et al. [95] introduced a technique to
group ﬁber tracts into bundles using Nonnegative Matrix Factorization (NMF) of the
frequency-tract matrix. Mai et al. [103] proposed a method to segment ﬁber tracts
based on a shape similarity measure. To that end they introduced a new technique
called Warped Longest Common Subsequence (WLCS), which was used to speed up
the segmentation process. Instead of explicitly delineating anatomical structures such
as boundaries between ﬁber bundles, all these ﬁber clustering methods are interested
in organizing a discrete set of precomputed ﬁbers into bundles.
In the scientiﬁc visualization community, researchers have applied ridge and edge
detection methods which were originally developed by the computer vision community
to the analysis of diﬀusion weighted MRI data. Kindlmann et al. [80, 81] applied
crease surfaces of FA to characterize important anatomical structures in the brain.
Extension of this work to ridge lines of FA as models of core lines in ﬁber bundles
was discussed in Tricoche et al. [161]. By deﬁning gradients of shape invariants
and rotation tangents [79], Schultz and Seidel successfully extended image processing
techniques such as edge detection to diﬀusion tensor images [137]. However, all these
methods make a purely local analysis problematic in coarse and noisy data where
connectivity aspects are especially important.
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Schultz et al. considered tensor ﬁeld topology [31, 195] in the context of DTI [138]
but found the results to lack a clear interpretation. Instead they proposed an alternative topological deﬁnition for DTI [138].
In a recent study, a generalized framework for creating super-resolution trackweighed imaging (TWI) was introduced [22]. The intensity of an individual pixel on
the resulting image could be determined by a speciﬁc property, such as the fractional
anisotropy (FA), of the tensorlines that traverse this pixel or the spatial coordinates
of those tensorlines. This framework is employed in our hybrid Lagrangian-Eulerian
method (section 9.2).
Most germane to the ideas developed in chapter 6 are recent works applying to
tensor ﬁeld and DTI visualization a technique previously used in ﬂow visualization.
Speciﬁcally, Hlawitschka et al. [62] and Hlawatsch et al. [61] proposed to use the rate
of separation of neighboring ﬁber tracts as a measure of coherence in DTI volumes.
The resulting scalar quantity was able to show certain anatomical structures in human
brain and in dog heart. In contrast, our work presented in chapter 6 does not rely
on any particular model of curve separation to measure ﬁber distances and derive a
spatial gradient.
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6 EDGE DETECTION IN DIFFUSION WEIGHTED MRI
The diﬀusion weighted MRI technique (chapter 5) is a powerful medical imaging technique that has the capability to reveal the geometry of the underlying microstructure of ﬁbrous tissues. Irrespective of the models used to represent the diﬀusion
pattern, the interpretation of the resulting images is made challenging by the highdimensionality of the data space. The two main approaches used to facilitate this
task are tractography and scalar measures. In tractography one integrates along the
dominant diﬀusion direction(s) to approximate ﬁber tracts and derive a white matter
connectivity map. Both ﬁber tracts geometry and corresponding connectivity map,
in turn, can be used to identify major ﬁber bundles, which has various clinical applications [158]. The second approach exploits invariant scalar measures derived from
the diﬀusion data, such as fractional anisotropy (FA), or Generalized FA (GFA) [166],
for segmentation and analysis [81, 79, 137].
In this chapter, we present a novel approach to characterize anatomical structures
from diﬀusion weighted MRI signals in a more robust way. This approach builds upon
a new model of boundaries for anatomical structures in diﬀusion weighted MRI as
edges of a continuous mapping between spatial locations and the geometric properties
of the ﬁber traces that run through them. By adapting to this geometry-valued setting
edge detection techniques devised for scalar images, our method is able to properly
characterize subtle anatomical structures in both DTI and HARDI.
Our work advances the state of the art in three signiﬁcant ways. First, our edge
strength measurement is fundamentally non-local while prior methods that consider
scalar invariants [80, 81] focus on local properties. Second, in contrast to methods
that consider the end points of ﬁber traces [62, 61], we do not rely on any particular
model of curve separation to measure ﬁber distances and derive a spatial gradient.
In addition, we consider the entire geometry to determine the similarity between two
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ﬁber traces. Third, unlike ﬁber clustering methods [113, 20, 19], we are not interested
in forming bundles from a discrete set of ﬁbers. Instead, we explicitly characterize
the geometric structures that form the boundaries of ﬁber bundles.

Contributions of this chapter
• A novel model that deﬁnes structure boundaries as edges of a ﬁber-valued mapping;
• A tractography-based edge detection method that extracts structures from diffusion weighted MRI;
• A simple conceptual framework applicable both to DTI and HARDI data, that
performs well in regions with challenging ﬁber structures.

Organization of this chapter
The rest of this chapter is organized as follows. The details of our edge detection
method are provided in section 6.1. Section 6.2 presents a number of visualization
approaches derived from the measured edge strength to improve the understanding of
the anatomical structure from DWI signals. Section 6.3 discusses the implementation
details and section 6.4 documents the results of our edge detection method on several
DWI datasets.

6.1 Method
We aim to extract the boundaries of individual ﬁber bundles as edges of a ﬁber
trace-valued image that we derive from the DWI dataset via dense tractography. In
this section, we discuss the details of our edge detection method in diﬀusion weighted
MRI.
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6.1.1 Fiber-Valued Image Computation
To create a ﬁber-valued volume, we ﬁrst compute a dense, full brain tractogram,
which is a geometrical representation of neural tracts. The second-order RungeKutta method (section 3.1.2) is used to integrate tangent curves along the major
eigenvector of the diﬀusion tensor in DTI datasets. To increase the robustness of our
integration, the moving least-squares regularization procedure proposed by Zhukov
and Barr [198, 199] is applied to the tensor ﬁeld along the integration path. This
procedure has the double beneﬁt of increasing the robustness of the integration to
the noise inherently present in the data and also to partially mitigate the limitations of
the tensor model in regions exhibiting ﬁber crossing. Indeed, similar to the tensorline
method [183], the MLS regularization eﬀectively uses the shape of the previously
computed ﬁltered tensor value along the curve to constrain the range of directions
that the next integration step may take.
Once the integration has been performed, each voxel is assigned an array of 3D
positions that describe the geometry of the computed ﬁber. For the need of subsequent
processing, however, a diﬀerent ﬁber encoding is needed.

6.1.2 Feature Encoding
With about a hundred vertices per ﬁber trace on average, the information associated with each voxel is expressed in a high-dimensional data space. In that
space, the straightforward Eulerian metric is both costly to compute and ineﬀective
as dissimilarity measure [19]. Furthermore, the numerical criteria used to control the
progression of the integration (e.g., a lower bound on fractional anisotropy as stop
criterion and the spatial variation of the curvature), produce ﬁbers with a varying
number of vertices.
To avoid these issues, we map the raw geometric information produced by the ﬁber
tracking step to a low-dimensional representation comprised of the ﬁrst and second
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moments of each ﬁber description [19]. The corresponding set of coeﬃcients f is given
in Equation 6.1.
f = (mx , my , mz , hxx , hxy , hxz , hyy , hyz , hzz ) ,
where m = (mx , my , mz ) is the mean vector m =

1
n

n
i=1

(6.1)

vi of the vertices vi in 3D

space, and the terms h·,· are the independent coeﬃcients of the (symmetric) square
root of their covariance matrix H =

1
n−1

[(vi − m) (vi − m) ]. As a result, each

ﬁber trace is represented by only 9 coeﬃcients that are invariant under ﬂipped ﬁber
orientation which is an important property given the lack of globally aligned ﬁber
orientation. In all datasets we have tested in section 6.4, this simpliﬁcation is suﬃcient
enough to capture the geometry of ﬁber traces for the edge detection. For applications
in which the ﬁrst and the second order moments are not enough to distinguish the
geometry of neighboring ﬁber traces, any higher order moment could be employed to
provide more dimensions in the feature space.

6.1.3 Edge Strength in Vector-Valued Images
The previous steps of the algorithm yield a volume dataset that associates each
data point with a 9D feature vector. To detect edges in this vector-valued image, we
need to evaluate its gradient. Our solution consists in computing a linear least squares
ﬁt over the 26 neighbors of each voxel. Let fp denote the feature vector associated
with the voxel at position p, the desired linear ﬁt at p is the solution of the following
expression:
Ap =

min9×3

∀A ∈ R



|| A (q − p) − (fq − fp ) ||2.

(6.2)

q ∈ N 1 (p)

Here N 1 designates the 1-neighborhood of p, which is comprised of its 26 direct neighbors.

While the corresponding solution Ap could be used directly as approximation of
the gradient ∇fp , we adopt in this work a more robust approach. Following prior
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work on tensor-based feature detection in color images [172], we frame our gradient
estimation problem as the construction of a structure tensor [14] on a multichannel
volume with 9 parameters. Here, our structure tensor G is given by
⎛

⎞

⎜ax ax ax ay ax az ⎟
⎟
⎜
⎟
⎜
⎟
⎜



⎜
G = ⎜ay ax ay ay ay az ⎟
⎟,
⎟
⎜
⎟
⎜
⎠
⎝ 


az ax az ay az az

(6.3)

where the partial derivatives ax , ay , and az at p are obtained directly from Ap as its
1st , 2nd , and 3rd columns, respectively. The bar .̄ indicates the convolution with a
Gaussian ﬁlter for increased robustness.
Finally, the edge strength s can be measured by a scalar invariant of the structure
tensor. Speciﬁcally, in our approach, we measure the edge strength as the major
eigenvalue of the structure tensor.

s = λmax (G)

(6.4)

6.1.4 Extension to HARDI
The DT-MRI model has been shown to fail in regions containing multiple distinct
orientations [43, 4, 167]. The HARDI model presented by Tuch et al. [169, 168]
extends the single-tensor model to multi-tensor models or ODFs that can capture
multiple independent ﬁber orientations in each voxel, thereby allowing one to track
ﬁbers across regions of complex crossing white-matter structures.
Here we extend our edge detection approach discussed previously to HARDI model
and improve the edge detection results by accounting for the presence of multiple
orientations in voxels.
For tractography we follow the deterministic higher-order tensor tracking algorithm presented independently by Hlawitschka and Scheuermann [63] and Schultz
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and Seidel [136]. More speciﬁcally, at each step of the ﬁber integration, the rankk decomposition approach (section 2.3.2) is employed to extract the possible ﬁber
orientations from the higher-order tensor. Then an evaluation scheme is applied to
ﬁnd the best orientation, deﬁned as the one forming the smallest angle with the last
integration step.
Similar to ﬁber tracking in DT-MRI, we perform an MLS-based regularization
to ﬁlter the higher order tensor at each integration step, namely we compute the
weighted average of the higher order tensor value within the ﬁlter kernel which in this
case is deﬁned by the local diﬀusion ODF.
Unlike DTI, the result of our ﬁber tracking method on HARDI, for a particular
voxel p, could contain M ﬁbers Fp0 , Fp1 , ..., FpM −1 corresponding to distinct local
−1
. Figure 6.1 illustrates the case in which a diﬀerent
orientations o0p , o1p , ..., oM
p

number of ﬁbers is found in voxel pi,j and its neighbors in 2D.

Figure 6.1. Case in which neighbor voxels have diﬀerent number of ﬁbers

Since multiple local line ﬁelds may coexist, we measure the overall edge strength
at a particular voxel p as the sum of individual edge strengths corresponding to ﬁbers
m
Fpm and their respective local orientation om
p . For each possible local orientation opi,j
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at voxel pi,j , we ﬁrst construct a local linear ﬁt of feature vectors associated with
matching ﬁber orientations in its neighborhood. Practically, in each surrounding
voxel, the ﬁber with closest orientation to opi,j is included in the least squares ﬁt.
As illustrated in ﬁgure 6.1, ﬁber Fp0i−1,j , Fp0i+1,j , Fp1i,j−1 , and Fp0i,j+1 are selected by
ﬁber Fp0i,j while ﬁber Fp1i−1,j , Fp0i+1,j , Fp0i,j−1 , and Fp1i,j+1 are selected by ﬁber Fp1i,j .
Note that ﬁber Fp0i−1,j is selected by both Fp0i,j and Fp1i,j , but ﬁber Fp2i,j+1 is never
selected. Applying the above procedure, diﬀerent Am
p are estimated from diﬀerent
local ﬁelds of space ﬁlling curves, then the general derivatives are computed as the
average derivatives obtained from each Am
p . As in the DTI case, the structure tensor
is employed for a robust estimate of the general derivatives.
⎛
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Similar to edge detection in DT-MRI, the edge strength is measured by the major
eigenvalue of the structure tensor G in Equation 6.4.

6.2 Visualization
The per voxel edge strength measured by our approach yields a scalar ﬁeld deﬁned
over the entire domain of a dataset. Classical scalar ﬁeld visualization methods,
such as isosurfaces and volume rendering are applicable on the edge strength ﬁeld.
Hlawitschka et al. [62] introduced a visualization technique which augments the edge
strength on top of an anisotropy-scaled RGB color map. This technique provides
the information that helps identify typical anatomical structures in DWI datasets.
However, the high density of edges detected by our approach could potentially cause
visual clutter, especially in the brain dataset. Therefore, in this work, we split the
result visualization into two steps:
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1. Characterization of edges’ geometry by performing ridge extraction on a user
deﬁned sweeping plane or region of interest. The extracted ridge lines / ridge
surfaces can further be ﬁltered by the edge strength and ridge strength.
2. Visualizing the ridge lines / ridge surfaces by superimposing an anisotropyscaled RGB color map which shows the local orientation and fractional anisotropy
(FA) to provide the context information of the sweeping plane or the region of
interest.
Furthermore, we propose to enhance the visualization result by rendering ﬁber trajectories with ridge lines / ridge surfaces characterized from our edge strength result (cf.
Figure 6.8). Hence, the ridge lines / ridge surfaces emphasize the boundary of diﬀerent anatomical structures while ﬁber trajectories convey the shape and connectivity
of the neural tracts conﬁned by those boundaries.

6.3 Implementation
DWI pre-processing The datasets used in our experimentation include a phantom data as well as in vivo and ex vivo DWI datasets. Before doing further processing,
a K-SVD denoising method [120] implemented in Matlab is applied to the original
DWI. After that, diﬀusion tensors are estimated from the data using the teem library [2]. For HARDI, we estimate a ﬁber-ODF (fODF) for each voxel using the
spherical deconvolution technique [157, 156], and convert it into a higher-order tensor
representations as previous approaches [136, 73, 185] (a 6th-order tensor is used in
our system).
Dense tractography The computation of the edge strength measure for a given
diﬀusion weighted MRI dataset is built on a large number of space ﬁlling ﬁber traces
inside the domain of deﬁnition (one or several per voxel). Even for a small data
set, tracking ﬁbers requires a signiﬁcant computational eﬀort. In addition, a supersampling is often necessary to reveal important anatomical structures in diﬀusion
weighted MRI, which further increases the cost of our approach. Fortunately, ﬁber
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tracking can be performed independently among diﬀerent starting locations and directions. Thus, this problem can be addressed by parallelizing the tracking process
on a parallel computing platform like GPU. We use a CUDA-based [112] implementation to accelerate our edge detection approach. Coeﬃcients of DTI and higher-order
tensor are stored as three-dimensional texture memory in CUDA. Not only is texture
memory cached, but trilinear interpolation of texture memory is performed by the
hardware at no extra cost. After a ﬁber trace is generated, its feature representation
is computed by the method described in Section 6.1.2 before storing the result in a
CUDA global memory block.
Edge strength computation Similar to tractography, measuring edge strength
at position p is obtained by solving Ap in equation 6.2 on GPU. One may notice that
solving Ap in equation 6.2 is equivalent to solving the following 9 least squares with
k = 1, · · · , 9.

⎛
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(q26 − p)
B which is used to estimate Ap in euqation 6.2. In a uniform grid, it is easy to ﬁnd B
which is the same for every point on the grid. Therefore, pinv(B) can be precomputed
and stored as shared memory in CUDA to further increase the performance of our
edge strength measure.
Structure extraction and visualization Ridges of the measured edge strength
ﬁeld are extracted using Marching Ridges method (section 3.3), and all ﬁnal results
presented in this chapter are rendered with global illumination [38] using the open
sourced software Blender [15].

83
6.4 Results and Discussions
Both synthetic and real data were considered to test the presented edge detection
approach. First, we focused on a publicly available phantom dataset to validate our
method against a known ground truth and study its robustness to various noise levels
(Section 6.4.1). Then we studied two in vivo human brain datasets (Section 6.4.2 and
Section 6.4.3) as well as an ex vivo canine heart dataset.

6.4.1 Phantom Data
We tested our approach on the phantom data used in the HARDI reconstruction
challenge 2013 [26]. The dataset with a b−value of 1200s/mm2 and 32 directions was
used to test our method on DTI, and the dataset with a b − value of 3000s/mm2 and
64 directions was studied to test our method on HARDI. For both DTI and HARDI,
two diﬀerent signal-to-noise-ratios (SNR), 10 and 30, were tested to validate our
approach against noise. The original spatial resolution of the phantom is 50 × 50 × 50
with isotropic voxel size as 1.0mm and we measured the edge strength on a discrete
domain with spatial resolution 400 × 400 × 400 in both studies on DTI and HARDI.
Figure 6.2 shows the edge strength computed from our method both on DTI and
HARDI as well as the ground truth. In single orientation regions, both DTI and
HARDI can reconstruct the correct orientation, and our approach can successfully
detect edges in those regions. In regions that contain crossing ﬁber tracts from different ﬁber bundles, DTI produces to incorrect ﬁber traces. In contrast, the tensor
decomposition method used in HARDI properly reconstructs the multi-orientation
in those regions. Our results in crossing ﬁber regions shown in Figure 6.2 conﬁrm
that the DTI results deviate signiﬁcantly from the ground truth while the HARDI results are comparable to it. Although both results achieved using diﬀerent SNRs with
HARDI are able to characterize boundaries of diﬀerent ﬁber bundles, our method
beneﬁts from a higher SNR by resulting clearly boundaries.
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Figure 6.2. A comparison of the ground truth and the results obtained
by applying our edge detection approach on the phantom dataset with
diﬀerent SNRs. Both red and blue cycles highlight the regions where
diﬀerent ﬁber bundles intersect with each other. It is clear that the
edge detection results using DTI fail in those regions. On the other
hand, the edge detection results using HARDI delineate meaningful
boundaries of ﬁber bundles similar to the ground truth.

A comparison of our method to the end-position tractography method [61] on DTI
is proposed in Figure 6.3. Although both methods were implemented with the MLSbased ﬁber tracking technique [198], the inconsistency of local orientations introduced
by DTI model in crossing regions causes incorrect end positions of individual ﬁber
traces. Therefore, using these end positions results a discontinuous edge strength
measurement in previous methods [61, 62]. On the other hand, the ﬁber function
estimated by entire ﬁber traces generates a smooth and consistent result in our approach. The ﬁrst column shows the edge strength measured by end-position method
and our approach on one slice of the YZ plane in the phantom dataset. In single
orientation regions, the edge strength measured by our approach is smoother and less
inﬂuenced by the inconsistency of local orientations caused by noise than the endposition method. The second column shows the characterized ridge surfaces using
the same ridge extraction method [45] on edge strength measurement ﬁelds generated
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by end-position method and our approach. Comparing these two ridge surfaces, a
signiﬁcant number of disconnected components and cracks are visible in the results
of the end-position method.
FSR

Our method

Figure 6.3. A detailed comparison of the end-position method and the
presented method on the phantom dataset. First row shows the sideby-side comparison of the edge strength computed from these two
methods. Second row shows the ridge surfaces characterized from
the edge strength ﬁelds. Diﬀerences between these two methods are
highlighted by red arrows.

Finally, the renderings in Figure 6.4 show the extracted ridge surfaces from the
edge strength on HARDI with SNR=30 and the boundaries from the ground truth.
A unique color was assigned to each ﬁber bundle, so that the correspondence between
the characterized ridge surfaces from our edge strength measurement and the actual
boundaries of diﬀerent ﬁber bundles is clearly shown in these renderings.
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Figure 6.4. Ridge surfaces characterized from the edge strength measured on HARDI with SNR=30. (a) and (c) boundaries of diﬀerent
ﬁber bundles from the ground truth. (b) and (d) extracted ridge
surfaces by our approach.

6.4.2 IIT Human Brain DTI Template
The ﬁrst in vivo human brain used to test our approach is the public IIT human
brain DTI template [193]. The original spatial resolution is 181 × 217 × 181 with
isotropic voxel size of 1mm. The edge strength was measured on a discrete domain
with spatial resolution 724 × 868 × 724 which is 4 times larger in each dimension.
The relevant ﬁber tracking parameters are: step-size = 0.1mm and maximum ﬁber
length = 30.0mm. The stopping criteria in ﬁber tracking are set as the maximum
angle between consecutive steps = 45◦ and the FA value threshold for white matter
is set to 0.15.
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Figure 6.5. Edge detection results in the brainstem by our approach.
mcp: middle cerebellar peduncle; cst: corticospinal tract; tpf: transverse ponitne ﬁbers; ml: medial lemniscus; scp: superior cerebellar
peduncle; icp: inferior cerebellar peduncle.

Ridge surfaces rendered in ﬁgure 6.5 (a) are extracted from the edge strength
measured by our edge detection approach in the brainstem (the posterior part of the
brain). Complex ﬁber traces with distinct directions pass through this region. Similar
to (f) which is taken from Fig. 5 in Kindlmann et al. [81], boundaries of diﬀerent
ﬁber traces including the middle cerebellar peduncle (mcp), corticospinal tract(cst),
transverse pontine ﬁbers (tpf), medial lemniscus (ml), superior cerebellar peduncle
(scp), and inferior cerebellar peduncle (icp) are identiﬁed and visualized. Our results
outperform prior work by showing a more comprehensive and clear structure especially
in the boundaries of ml, icp, and scp. In addition, two images (c) and (d) visualize
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the characterized ridge lines corresponding to the cutting plane i and ii in (b). A
detailed comparison is given at the second row of ﬁgure 6.5.

Figure 6.6. Edge detection results in an interesting region where the
white matter lateral to the posterior horn of the lateral ventricle consists of three layers of tracts. cc: corpus callosum; cg: cingulum; pcr:
posterior region of corona radiata; slf: superior longitudinal fasciculus.

The yellow cycle in ﬁgure 6.6 (a) indicates another interesting region where the
white matter lateral to the posterior horn of the lateral ventricle consists of three
layers of tracts: the most lateral layer is the superior longitudinal fasciculus (slf) with
a superior-inferior orientation; the most medial layer is the callosal projection to the
temporal lobe (tapetum); and the posterior region of the corona radiata (pcr) can be
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found between them with an anterior-posterior orientation [176]. Boundaries between
these three layers are successfully detected by our approach as shown in ﬁgure 6.6 (b).
Figure 6.6 (c) shows the ridge surfaces extracted from our edge strength measure. A
visualization overlaying the anisotropy-based RGB color map with ridge surfaces is
shown in ﬁgure 6.6 (d). This result conﬁrms that the detected edges do represent the
actual boundaries between diﬀerent white matter layers.
scr

cg cc

slf

ifo

plic

fx

cst
mcp
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Figure 6.7. Edge strength measured at diﬀerent spatial resolutions.
(a) Coronal anisotropy-based RGB color map; (b) edge strength measured with 2 times the original spatial resolution in each dimension;
(c) edge strength measured with 4 times the original spatial resolution in each dimension. cc: corpus callosum; cg: cingulum; st:
corticospinal tract; mcp: middle cerebellar peduncle; fx: fornix ; ifo:
inferior fronto-occipital fasciculus; plic: posterior limb of internal capsule; scr: superior region of corona radiata; slf: superior longitudinal
fasciculus.

Figure 6.7 (a) highlights 9 major anatomical structures on an anisotropy-based
RGB color map of a coronal plane. Figure 6.7 (b) and (c) visualize edge strength
measured with 2 times and 4 times the original spatial resolution in each dimension
respectively. It takes about 5 seconds to measure the edge strength of ﬁgure 6.7
(b) and 13 seconds of ﬁgure 6.7 (c) on a machine with an Intel i7 quad-core CPU
and a Nvidia Quadro M3000M graphics card using the implementation discussed in
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section 6.3. In general, the edge strength measured with a higher resolution exhibits
sharper edges and contains less discontinuity than the one measured with a lower
resolution. However, both results are able to capture the boundaries of anatomical
structures highlighted in ﬁgure 6.7 (a).

6.4.3 Human Brain with DTI and HARDI
The second in vivo human brain dataset used to test our approach consists of 270
diﬀusion weighted images with three diﬀerent b − values, 1000s/mm2 , 2000s/mm2 ,
and 3000s/mm2 , as well as 18 baseline scans with b − value = 0. Multiple b − values
allows us to test our method on DTI and HARDI separately and compare the results.
We use the diﬀusion weighted images with b − value = 1000s/mm2 to estimate a
DTI dataset, and use the ones with b − value = 3000s/mm2 to estimate a HARDI
dataset.
In this experiment, a small region of interest was selected where the lateral transcallosal ﬁbers (tf) runs through the corpus callosum (cc) and intersects with the
internal capsule (ic). The DTI model yields invalid orientation information in the
ﬁber crossing region while HARDI successfully reconstructs the transcallosal ﬁbers.
In contrast, our edge detection approach on HARDI could extract edges that correctly represent the anatomical structures in this region. A side-by-side comparison
of our edge detection results on DTI and HARDI is shown in Figure 6.8. Figure 6.8
also highlights the anatomical structures that could be found by our approach both
on DTI and HARDI with corresponding ﬁber traces. As can be seen, both DTI and
HARDI allowed our method to capture boundaries of corpus callosum (red) and cingulum (green), while it was only in the HARDI case that our method succeeded in
reconstructing the boundaries of transcallosal ﬁbers (purple). Similarly, the crossing of internal capsule and superior longitudinal fasciculus (blue) was not properly
characterized in DTI data, which led to the partial extraction of the boundaries of
the internal capsule (blue) in this case. In contrast, edge extraction in the HARDI
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case produces correct boundaries between internal capsule and superior longitudinal
fasciculus.

6.4.4 Canine Heart
A canine heart DTI atlas [124] was used to test of our edge strength measure in
ex vivo dataset. The original spatial resolution is 256 × 256 × 128. The edge strength
was measured on a spatial resolution 768 × 768 × 384 which is 3 times larger in each
dimension. Figure 6.9 shows the edge strength measured by our approach and the
extracted ridge lines on two transverse planes of this dataset. The myocardium of the
canine heart consists of diﬀerent layers of helical muscle ﬁber traces. The orientation
of these ﬁber traces changes from the epicardium to the endocardium (a visualization
of these ﬁbers can be found in [145]). Our approach distinguishes diﬀerent layers of
ﬁber traces by extracting edges which act as boundaries between layers and visualizes
them as ridge surfaces characterized by our edge strength measurement (Figure 6.10).

Figure 6.8. A comparison of the ridge surfaces extracted from the edge detection results by our approach on
DTI and HARDI.
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Figure 6.9. Edge detection result of the Canine Heart DTI altas. (a)
and (c) edge strength measured by our approach; (b) and (d) ridge
lines extracted from (a) and (c).

Figure 6.10. Ridge surfaces characterized by the our edge strength
measure and visualized with ﬁber traces from diﬀerent layers.
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7 FLUID DYNAMICS
A ﬂuid, usually a liquid or a gas, is a substance that has no ﬁxed shape and yields
easily to external pressure. Fluid mechanics is the discipline that studies the mechanics of ﬂuids and the forces acting on them. Fluid dynamics is one of the two
branches of ﬂuid mechanics (the other branch is ﬂuid statics). It studies the ﬂuid
ﬂow, the science of ﬂuids in motion, and is further divided into hydrodynamics, the
study of liquids in motion, and aerodynamics, the study of gas in motion. Because
of the complexity of ﬂuid ﬂows and the breadth of the applications, e.g. calculating forces and moments on an aircraft, determining the mass ﬂow rate of petroleum
through pipelines, predicting weather patterns, and understanding nebulae in interstellar space, ﬂuid dynamics is one of the most challenging and exciting ﬁelds of
science. When solving a typical ﬂuid dynamics problem, the solution involves calculating properties of the ﬂuid, such as velocity, pressure, density and temperature, as
functions of space and time. In this chapter, we ﬁrst introduce some basic concepts
in ﬂuid dynamics, which play a key role in the design of the visualization methods
presented in the following chapters. After that, we discuss ideas pertaining to the
Lagrangian analysis on which the remainder of this dissertation is based. In addition,
we review the prior work that is most directly related to the methods presented in
this dissertation.

7.1 Navier-Stokes Equations
The fundamental framework of ﬂuid dynamics is built upon the conservation laws,
speciﬁcally, conservation of mass, conservation of linear momentum (Newtons Second
Law of Motion), and conservation of energy (First Law of Thermodynamics). A set
of diﬀerential equations is derived from these conservation laws and used to obtain a
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complete description of a ﬂow. When ﬂuids are suﬃciently dense to be a continuum
or the ﬂuid is a continuum at the scale of interest, the Navier-Stokes equations
derived from the basic physical principles of continuity of mass, momentum, and
energy, elegantly describe the motion of a ﬂuid,


∂v
ρ
+ v · ∇v = −∇p + ∇T + f
∂t
where ρ is the ﬂuid density, v is the ﬂow velocity, t is time, p is the pressure, T is
the deviatoric stress tensor, f represents other body forces acting on the ﬂuid and ∇
is the vector diﬀerential operator del.
The Navier-Stokes equations are a non-linear set of second-order partial diﬀerential equations that describe the ﬂow of a ﬂuid whose stress depends linearly on ﬂow
velocity gradients and pressure. Mathematically, these equations do not have a general closed-form solution, but diﬀerent simpliﬁed versions of the equations exist that
make them easier to solve. Some of them allow particular ﬂuid dynamics problems to
be solved in closed-form. The most famous simpliﬁed form is the one corresponding
to incompressible ﬂows with constant viscosity. Under these conditions, the original
Navier-Stokes equations reduce to
ρ

∂v
= f − ∇p + μ∇2 v
∂t

where μ is called the ﬁrst coeﬃcient of viscosity.
In the case of inviscid ﬂuid, which means the viscosity μ = 0, the Navier-Stokes
equations for incompressible ﬂow further reduce to Euler’s equation,
ρ

∂v
= ρf − ∇p.
∂t

7.2 Computational Fluid Dynamics
Since no closed-form solution exists in the Navier-Stokes equations or the form for
incompressible ﬂow, numerical methods are the only option to obtain a solution and
simulate the interaction of liquids and gasses with surfaces deﬁned by boundary conditions, which are the physical boundaries of ﬂuid ﬂows. Particularly, computational
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ﬂuid dynamics (CFD) is a branch of ﬂuid mechanics that focuses on numerical analysis and algorithms to solve and analyze ﬂuid ﬂow problems. It provides a qualitative
(and sometimes even quantitative) prediction of ﬂuid ﬂows by means of mathematical
models, numerical methods, and software tools. CFD gives insight into ﬂow patterns
that are otherwise diﬃcult, expensive or impossible to study using traditional (experimental) techniques and provides a cheaper and faster way for scientists and engineers
to perform numerical experiments in a virtual ﬂow laboratory. Postprocessing of the
simulated results, including visualization, is then performed to extract the desired
information about the ﬂuid ﬂow problem.

(a)

(b)

Figure 7.1. Series of streaklines around a prolate spheroid: (a) calculated by using CFD and (b) created in a water tunnel. (from [141])

Although CFD is widely used in various industries, it will never totally replace
physical experimentation, which is used to validate a CFD calculation. Figure 7.1
shows a comparison of streaklines generated around a prolate spheroid as calculated by
CFD and physical experiment. The general validity of the CFD solution is apparent.
However, the diﬀerence of the streakline ﬁlaments in the region where they break
up into turbulence downstream of the spheroid in the physical experiment solution
reveals a discrepancy with the one obtained by CFD.
In this section, we brieﬂy review two important notions in ﬂuid dynamics, namely
Lagrangian and Eulerian descriptions as well as material lines and surfaces, which are
intimately related to the work presented in this dissertation.
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7.2.1 Lagrangian and Eulerian Descriptions
In order to mathematically analyze a ﬂuid ﬂow, it is necessary to represent basic
laws describing conservation of mass, momentum, and energy in a suitable form. This
requires the selection of a description or a mathematical framework in which to work.
Even though a ﬂuid contains a signiﬁcant number of liquid or gas molecules, e.g. a
typical glass of water contains on the order of 1026 water molecules, it is not necessary
to describe the ﬂuid in terms of molecules. An alternate approach to modeling the
ﬂuid is to consider all macroscopic properties at a point in a ﬂuid as averages of
molecular characteristics in a tiny region about that point. This approach, namely
continuum hypothesis, assumes that any ﬂuid can be treated as a continuum rather
than a group of discrete liquid or gas molecules.
Using the continuum hypothesis, the characteristics measured on individual molecules of a ﬂuid are conveniently ignored and replaced by the properties deﬁned
at each point in the ﬂuid at every instant of time. Mathematically speaking, the
continuum hypothesis provides a way, using diﬀerential calculus, to model and solve
ﬂuid dynamics problems by considering each ﬂuid property as a continuous function
of position and time.
In continuum hypothesis, two diﬀerent methods are developed to describe the
ﬂuid and its behavior, each of which has advantages and disadvantages. These are
known as the Eulerian and Lagrangian descriptions. The fundamental entity of
both Eulerian and Lagrangian descriptions is a ﬂuid particle. When taking about a
ﬂuid particle, a very small amount of ﬂuid is meant with a ﬁxed mass but no ﬁxed
shape. One can consider that a ﬂuid particle is composed of an extremely large, but
ﬁnite, number of molecules and the properties of the ﬂuid particle is deﬁned through
the average behavior of those molecules.
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Eulerian Description
The Eulerian description in ﬂuid dynamics is a way of looking at the value and
evolution of a ﬂow at ﬁxed locations in space. Particularly, in the Eulerian description,
one describes the physical space by means of a coordinate system that serves as a
backdrop for ﬂuid motion.
To illustrate the Eulerian description concept, imaging standing on a bridge over
a river. At every instant in time, one uses a ﬁxed array of ﬂow meters to measure a
simultaneous set of ﬂuid properties at diﬀerent points in the river.
In the Eulerian description, by selecting a coordinate system, one can associate a
complete set of ﬂuid properties with every point in the spatial domain for a particular
instant in time. Therefore, every property of a ﬂuid has a corresponding function that
depends on location x and time t. For example, the velocity vector u at a certain
point x at a certain time instant t is represented by a function,
u(x, t).
It refers to the velocity vector associated with the ﬂuid particle that coincides with
that spatial location at that time. x is referred to as the Eulerian coordinates of
the ﬂow.

Lagrangian Description
In contrast, the Lagrangian description is a way of examining the value and evolution of a ﬂow from the perspective of particles moving along the vector ﬁeld. To
gain an immediate sense of the Lagrangian description concept, instead of standing
on a bridge, imagine sitting on a particular ﬂuid particle and moving along a river.
At every instant in time, one measures a set of ﬂuid properties associated with that
marked ﬂuid particle. In this experiment, instead of focusing on a set of speciﬁc
locations in the spatial domain, and observing the ﬂuid properties at those points,
one is interested in a particular ﬂuid particle and recording ﬂuid properties when it
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moves downstream. Figure 7.2 illustrates the concept of Eulerian and Lagrangian
descriptions.

Figure 7.2. An illustration of the Eulerian and Lagrangian concepts.
(from www.ﬂowillustrator.com)

In Lagrangian description, one can follow a number of ﬂuid particles with speciﬁed
locations at an initial time. In other words, each ﬂuid particle is labeled by its location
at some initial time t0 . For example a ﬂuid particle observed at a certain point x̃ at
a certain time instant t = t0 + Δt is given by,
x̃(x̃0 , t),
where x̃0 is the location of that ﬂuid particle at time t0 and is referred to as the
Lagrangian coordinates of the ﬂow. The velocity vector ũ at x̃ is represented by
the following function using the Lagrangian coordinates,
ũ(x̃0 , t).
Usually people are more comfortable with the Lagrangian description because it
is the standard way of describing the ordinary dynamics. Tracking a point through
time by means of its position advected by the ﬂow is an intuitive way to describe the
observation.
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Regardless of which description one uses to describe a ﬂow, the properties obtained
by Eulerian description at a given point in space at a given time must be equal to
the corresponding ones measured by Lagrangian description at that spatial location
at the same instant of time. This deﬁnes the following basis for a connection between
Eulerian and Lagrangian descriptions,
x = x̃(x̃0 , t).
In other words, a ﬂuid particle whose position is x̃0 in the Lagrangian coordinates is
located at x in the Eulerian coordinates at time t.
For example, the connection of velocity and acceleration between Eulerian and
Lagrangian descriptions are expressed as,
u(x̃(x̃0 , t), t) =

∂ x̃
∂ ũ
(x̃0 , t), and a(x̃(x̃0 , t), t) =
(x̃0 , t).
∂t
∂t

because both sides of the equations describe the same property, velocity and acceleration, of the ﬂuid particle labeled as x̃0 at time t0 .
In practice, the selection of one description over the other is based on particular
problems and practical considerations. In general, it is more common to use Eulerian
description in ﬂuid mechanics. However, the Lagrangian description provides a useful
picture of ﬂuid ﬂow in experiments.

7.2.2 Material Lines and Surfaces
Both material lines and surfaces are concepts related to the Lagrangian description. The word ‘material’ refers to the fact that lines or surfaces are always
made up of the same ﬂuid particles. As long as the continuum hypothesis holds, all
objects, including lines and surfaces, in a ﬂuid have this characteristic. Once a material line or surface has been created, it moves with the ﬂuid and thereby stretches
and deforms caused by the nearby ﬂow behavior. In other words, it is possible to
predict the shape of a material object at any later time by tracking each ﬂuid particle
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that belongs to it. Material lines and surfaces are often referred to as time lines and
surfaces in ﬂow visualization.

Figure 7.3. An illustration of material lines. (from [141])

In a moving ﬂuid as shown in ﬁgure 7.3, if a straight line of ﬂuid particles is created
at time t = 0, then this line is called a material line. It will stretch and deform when it
moves with the ﬂow. A material line is not only a mathematical concept but also can
be visualized in an experiment. Figure 7.4 shows an experimental ﬂow visualization
of material lines with hydrogen bubbles of a channel ﬂow.

Figure 7.4. Flow visualization of material lines with hydrogen bubbles
of a channel ﬂow. (from [141])

Similar to material lines, one can create material surfaces as any surfaces in a
ﬂuid. For example, in the process of mixing two miscible ﬂuids by stirring, the
interface between these two ﬂuids is a material surface. Regardless of whether the
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mixing is accomplished by a moving object or by turbulent ﬂuid motion, one can
always study the mixing process by examining the stretching and deformation of this
material surface. Figure 7.5 visualizes the mixing of a plume of cigarette smoke with
the surrounding air.

Figure 7.5. Mixing of a plume of cigarette smoke with the surrounding
air. (from [141])

Predicting the future position and shape of a material object is straightforward
using the Lagrangian description in computational ﬂow visualization. If a mathematical function representation is used to deﬁne a material line or surface at an initial
time instant, then this material object at a later time can be described by using the
pathline (section 3.1) to move each ﬂuid particle of the original material object to
its new position at the later time. To simplify the discussion, consider tracking a
material line in a two-dimensional ﬂow. Theoretically, this material line is composed
of a large number of ﬂuid particles. However, in a computer, a limited number of
points are used to represent these ﬂuid particles, and this material line is composed
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of small line segments connecting these points. Let xi0 be the position of point i at
t0 , using Lagrangian description, its position at a later time t is expressed as
xi (xi0 , t).
By computing the new position of all points, one can obtain the position and shape
of this material line at time t. However, since the line can stretch and deform, one
has to increase the number of points to maintain the smoothness of the material line.
Especially, in a chaotic ﬂow, the ratio of the original material line length l0 to the
stretched and deformed material line length lt is approximately related by
lt
= eσt ,
l0
where σ is some average Lyapunov exponent. In order to maintain a consistent
resolution of the material line, the number of points needed at time t is
nt = n0 lt /l0 = n0 eσt .
Thus, a direct numerical tracking would present a computational problem because of
the storage requirement and advanced techniques are developed to solve this problem [42].

7.3 Lagrangian Analysis
In this section, we review the deﬁnition of Lagrangian coherent structures (LCS)
in vector ﬁelds. In particular, we focus on their characterization via ﬁnite time Lyapunov exponent (FTLE). Both LCS and FTLE are notions that apply to vector ﬁelds.
However, several works have successfully established the connection between vector
ﬁelds and eigenvector ﬁelds in the visualization community. In particular, eigenvector ﬁelds are considered as so-called line ﬁelds (section 2.2.1), in which each point
is associated with a line direction [148]. Therefore, in this section, we also describe
the fundamental principles in those recent works that extend the concept of LCS to
tensor ﬁelds.
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7.3.1 Lagrangian Coherent Structures
Lagrangian coherent structures are special material lines or surfaces of trajectories
with distinguished attracting or repelling nature in a dynamical system. For complex
ﬂuid ﬂows, LCS reveal the hidden skeleton of the turbulent dynamics and provide a
new way of understanding and analyzing ﬂuid transport over time. A large number of
physical phenomena including ﬂoating debris, oil spills [116], surface drifters [110, 115]
and chlorophyll patterns in the ocean [65]; clouds of volcanic ash [123] and spores in
the atmosphere [152]; even coherent crowd patterns formed by humans and animals
are governed by LCS [5].
The following discussion covers the fundamental concept of LCS in the work presented by Haller [53].

Finite-Time Hyperbolic Material Surfaces and Lines
Consider a dynamical system governed by a three-dimensional vector ﬁeld f, which
we have already described in chapter 2
dx
dt

= f(t, x), x ∈ R3 , t ∈ I,

where the vector ﬁeld f is a continuously diﬀerentiable function of its variables, and
I is a ﬁnite-time interval. A trajectory generated by this vector ﬁeld will be denoted
by x(t; t0 , x0 ), where x0 is the initial position of the trajectory at time t0 . We can
simplify the trajectory by omitting the explicit reference to t0 and x0 in our notation
and write x(t).
We call a smooth curve of ﬂuid particles advected by the vector ﬁeld a material
line L(t). Similarly, we deﬁne a smooth, evolving surface of particles as a material
surface M(t). Let I be an open time interval within I. If a material line or surface
is linearly stable (section 2.1.3) for times taken from I, we call it attracting over
I. More concretely, inﬁnitesimal perturbations from L(t) or M(t) should result in
exponential convergence to these material objects while t ∈ I. Similarly, a material
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surface or line is called repelling over I, if it is attracting over I in backward time.
This means inﬁnitesimally close ﬂuid particles from L(t) or M(t) will separate from
these objects at an exponential rate while t ∈ I. Finally, a material line or surface is
called ﬁnite-time hyperbolic over I if it is attracting or repelling over I.
The Lagrangian dynamics, or analytical dynamics [191], near diﬀerent stability
types of ﬁnite-time hyperbolic material lines and surfaces in nearly incompressible
ﬂows is illustrated in ﬁgure 7.6. It is worth mentioning the lines and surfaces containing x(t) continue to attract or repeal particles over the whole time interval I.
In other words, the existence of these material objects is certainly not obvious from
the eigenvalue conﬁguration of the velocity gradient ∇f at (t, x(t)). And the instantaneous stretching or compressing properties by ∇f have no direct relevance to true
Lagrangian dynamics over an extended period of time.

An Analytic Approach
Based on the previous description, we can give a possible deﬁnition of LCS using
ﬁnite-time hyperbolic material lines and surfaces. Because of being inﬂuenced by
diﬀerent coherent structures it passes by, a general material line or surface can change
its stability type over time. However, an LCS, C(t), is distinguished in one of the
following two ways:
1. C(t) retains its stability type for locally the longest time in the ﬂow.
2. C(t) retains its stability type for locally the shortest time in the ﬂow caused by
a no-slip boundary.
Using the above observation, we can deﬁne the scalar functions TLN (x0 ; t0 , t),
N = 1, · · · , 4 for an initial position x0 as the total length of time within [t0 , t] over
which the trajectory x(t; t0 , x0 ) lies in a material line of stability type LN (cf. ﬁgure 7.6). Similarly, we deﬁne the scalar functions TSM (x0 ; t0 , t), M = 1, · · · , 6 as the
total length of time within [t0 , t] over which the trajectory x(t; t0 , x0 ) lies in a material
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Figure 7.6. Diﬀerent types of ﬁnite-time hyperbolic material lines and
surfaces containing a trajectory x(t). The ﬁgures show instantaneous
positions of these lines and surfaces at time t with x(t) appearing as
a single point. (from Haller [53])

surface of stability type SM. Now, we can characterize LCS as local extrema in the
scalar ﬁelds TLN (x0 ; t0 , t) and/or TSM (x0 ; t0 , t) for some N and M. Then, the detection of LCS becomes the computation of scalar ﬁelds TLN (x0 ; t0 , t) and TSM (x0 ; t0 , t).

Finite-Time Lyapunov Exponent
In practice, it is impossible to verify the stability for all material lines and surfaces
in the ﬂow using the analytic approach described previously. Therefore, an alternative
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approach to locate LCS is discussed here. In this approach, LCS are deﬁned and
extracted from the trajectories rather than the vector ﬁeld that generated them.
Using the notions mentioned previously, LCS are considered as linearly stable
or unstable material lines or surfaces. The maximal net growth of a unit vector
transverse to LCS is locally the largest over the time interval of interest because LCS
attract or repel nearby particles for locally the longest time in the ﬂow (illustrated in
ﬁgure 7.7). For instance, considering a repelling structure C(t) and selecting a point
x0 ∈ C(t0 ), we propagate a unit vector et0 at x0 along the trajectory x(t; t0 , x0 ) using
the linearized ﬂow map ∇x0 x(t; t0 , x0 ) to obtain the vector
et (x0 ) = ∇x0 x(t; t0 , x0 )et0 ,
where the unit vector et0 is selected not tangent to C(t0 ). In order to locate repelling
coherent structures, one has to maximize |et0 (x0 )| over all possible choices of et0 and
x0 . Using the operator norm A = max|x|=1 |Ax| for a general matrix A ∈ R3 , the
maxima of |et0 (x0 )| over all choices of et0 is
Ett0 (x) = max |∇x0 x(t; t0 , x0 )et0 | = ∇x0 x(t; t0 , x0 ) .
|x|=1

For any matrix A, A is the largest singular value of A, which is actually equal to
the square root of the maximal eigenvalue of the positive deﬁnite symmetric matrix
A A, denoted by λmax (A A). Therefore, we obtain the following equation,
Ett0 (x) =

&
λmax (∇x0 x(t; t0 , x0 ) ∇x0 x(t; t0 , x0 )).

On the other hand, by deﬁnition, the largest ﬁnite-time Lyapunov exponent (FTLE),
Λ(t, t0 , x0 ), associated with the trajectory x(t; t0 , x0 ) is
1

Λ(t, t0 , x0 ) = ln λmax (∇x0 x(t; t0 , x0 ) ∇x0 x(t; t0 , x0 )) 2(t−t0 ) ,
thus we can rewrite Ett0 (x) as
Ett0 (x) = eΛ(t,t0 ,x0 )(t−t0 ) .
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Figure 7.7. An attracting LCS is the locally most attracting material
line. (from [56])

The local maxima of Ett0 (x) therefore coincide with the local maxima of Λ(t, t0 , x0 ).
This alternative, velocity-independent approach for locating LCS can be summarized
as the following two steps:
1. Measure the FTLE value from the ﬂow map x(t; t0 , x0 ) using
Λ(t, t0 , x0 ) =

&
1
ln λmax (∇x0 x(t; t0 , x0 ) ∇x0 x(t; t0 , x0 ));
|t − t0 |

2. Extract LCS as ridges (section 2.4) of the FTLE ﬁeld, whereby repelling LCS are
characterized from forward FTLE and attracting LCS are revealed by backward
FTLE.
Figure 7.8 shows a direct FTLE visualization of an unsteady ﬂow.

Figure 7.8. Forward and backward FTLE. Converging structures are
represented in blue and diverging structures in red. (from [47])
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It is important to note that the FTLE measure described here is a special case of
our uniﬁed model of salient structure presented in chapter 4.
In general, computing the quantity Λ(t, t0 , x0 ) through the numerical derivative of
particle positions at time t with respect to a grid of initial positions does not yield the
true largest Lyapunov exponent. It is because the function Λ(t, t0 , x0 ) grows exponentially in time for typical initial conditions, and hence discretized approximations
thereof produce growing errors. However, our main interest is ﬁnite-time phenomena
here, in which case, for ﬁnite t, Λ(t, t0 , x0 ) can be computed with reasonable precision
from a dense enough grid of x0 values. This follows from the smooth dependence of
a trajectory on its initial condition (section 2.1.1).
Recall the notion of stable and unstable manifolds discussed in section 2.1.3, the
connection between them and large values of FTLE can be summarized as follows.
Ridges of forward (resp. backward) FTLE, or repelling (resp. attracting) LCS, correspond to unstable (resp. stable) manifolds that strongly repel (resp. attract) nearby
particles. This connection can then be used in the context of tensors where these
manifolds are the separatrices of hyperbolic sectors (section 2.2.3).

7.3.2 Lagrangian Analysis in Tensor Fields
Several vector ﬁeld visualization approaches including the topological methods
have already been transposed to the study of eigenvector ﬁelds [163]. The following
discussion about the extension of Lagrangian analysis to symmetric second-order
tensor ﬁelds is based on the work originally introduced by Tricoche et al. [160].
Before describing the generalized Lagrangian analysis method, it is necessary to
review the deﬁnition of the separatrices in the topological skeleton of a tensor ﬁeld.
For example, these separatrices are two-dimensional manifolds that originate along the
1-dimensional singularities in a three-dimensional tensor ﬁeld (section 2.2.3). More
specically, these manifolds form in the vicinity of the singularity the boundary of
so-called hyperbolic sectors (section 2.2.3). Figure 7.9 illustrates the possible Sector
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Figure 7.9. Sector types in the vicinity of a singularity correspond
to diﬀerent patterns form by integral curves. Left: parabolic type;
center: hyperbolic type; right: elliptic type. These patterns are the
only possible ones. (from Tricoche et al. [160])

types in a two-dimensional setting. The dispersion of the tensorlines in the vicinity of
separating manifolds enables their characterization as ridges of an FTLE-like measure.

FTLE-Like Measure
In general, eigenvector ﬁelds do not possess an orientation. In fact, it is impossible
to assign a globally consistent orientation to the tensorlines generated through the
previous deﬁnition in section 2.2.2. However, it is possible to assign such an orientation locally to yield a partial vector ﬁeld and associated ﬂow. Using the above setting,
an FTLE-like measure can be applied in this locally valid vector ﬁeld. Figure 7.10
illustrates this procedure.
With this construction, one can measure two separation ratio values σ1 and σ2
at any location inside the domain (each direction yields a measure of dispersion rate
of the associated local ﬂow). Since in many applications exponential growth has
no signiﬁcance [61], the linearization via logarithm in the original FTLE measure is
omitted in the context of tensor problems. Unlike the standard FTLE deﬁnition,
it is impossible to globally distinguish between these two directions due to the lack
of globally consistent orientation of this piecewise deﬁned vector ﬁelds. A simple
solution, which selects the maximum of both measures, σ = max(σ1 , σ2 ), eﬀectively
reveals the underlying salient hyperbolic manifolds in tensor ﬁelds.
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Figure 7.10. FTLE computed in a locally deﬁned and normalized
vector ﬁeld that is everywhere tangent with the underlying eigenvector
ﬁeld. (from Tricoche et al. [160])

7.4 Prior Work in Flow Visualization
In this section, we start by reviewing diﬀerent directions in ﬂow visualization
with special attention to methods used to visualize ﬂow structures through LCS and
texture-based dense visualization techniques. In chapter 8 we will introduce a new
continuous time analysis approach for the characterization of LCS in vector ﬁelds.
The method adopted in this work is based on the ridges of FTLE. Also, we will
present in chapter 10 an accurate GPU-based parallel implementation of a texturebased ﬂow visualization technique, namely the unsteady ﬂow line integral convolution
(UFLIC) method. Therefore, it is important to highlight the relevant contributions in
the literature. Finally, we provide some background about existing methods proposed
for the multi-ﬁeld visualization before the discussion of our contributions in chapter 9.

7.4.1 Flow Visualization
Flow visualization is one of the classic subﬁelds of scientiﬁc visualization. Methods
proposed in ﬂow visualization focus on making ﬂow data understandable in an eﬃcient
and eﬀective way. According to Post et al. [127], ﬂow visualization techniques can be
classiﬁed into four categories:
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• Direct Visualization: the ﬂow data is directly translated into a visual representation. Common approaches include drawing arrow glyphs and color coding
of the velocity. Especially in the two-dimensional case, these techniques provide
an intuitive picture of the underlying ﬂow data.
• Geometric Visualization: in order to achieve a better representation of the
long-term behavior of the ﬂuid ﬂow, integral structures are used to visualize
the ﬂow data. The geometry of the resulting integral structures reﬂects the
properties of the ﬂow. Examples include streamlines or streamsurfaces [66],
streaklines or streaksurfaces [86] and pathlines. A recent survey by McLoughlin
et al. [105] thoroughly describes this category of approaches.
• Feature-based Visualization: an abstract representation is created focusing
only on the most signiﬁcant parts of the ﬂow data. In particular, a dedicated
process is performed to extract features such as vortices, topology and LCS
before the visualization. This kind of techniques allows a compact and eﬃcient
ﬂow visualization, even of very large and/or time-dependent datasets. Post et
al. [128] cover feature-based ﬂow visualization in detail and we will focus on
techniques related to LCS and FTLE in section 7.4.1.
• Texture-based Visualization: similar to direct visualization techniques, a
texture is computed and used to visualize the ﬂow data. The local behavior of
the ﬂow is incorporated to ﬁlter an input image, usually a white noise image,
to create a dense representation. More details on this topic is discussed in
section 7.4.1.

LCS and FTLE
As explained in section 7.3.1, Haller introduced an FTLE-based approach to
characterize Lagrangian coherent structures in three-dimensional unsteady ﬂows in
2001 [53]. This work followed his prior work on LCS in the two-dimensional case [57,
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52]. A study of the robustness of the LCS characterized by FTLE was presented by
the same author [54]. Shadden et al. showed that LCS can be approximated by maximum ridges of FTLE ﬁelds with a suﬃciently long integration time as the net ﬂux
across those ridges is small and typically negligible [140]. Later, Sadlo et al. presented
a method to determine a uniform lower bound of ﬁnite time scope for FTLE computation [132]. For a ﬁnite domain, Tang et al. proposed a method to solve the problem
of trajectories leaving the domain by extending the given velocity ﬁeld [153]. Haller
presented a study showing shortcomings of the FTLE-based approach and proposed
a variational characterization of LCS [55].
In addition, acceleration of FTLE computations for two-dimensional ows was previusly achieved by Garth et al. [47] by mapping pathline integration to the GPU.
Later a new scheme for the adaptive computation of FTLE elds in two and three
dimensions was introduce by Garth et al. [46]
An FTLE benchmark method measuring the quality of the extracted LCS by
comparison with a “ground truth” was proposed by Kuhn et al. [87].
Developed as a diagnostic for multi-scale mixing, the ﬁnite-size Lyapunov exponent
(FSLE) has also been used as an alternative to FTLE to detect coherent structures in
dynamical systems [6, 16]. Direct comparisons between FTLE and FSLE have been
made by Boﬀetta et al. [16], Sadlo and Peikert [131], and Peikert et al. [122]. Recent
work by Karrasch and Haller [76] shows an FSLE ridge satisfying certain conditions
does signal a nearby ridge of some FTLE ﬁeld. In addition, this work also ﬁnds
limitations of the FSLE in Lagrangian coherence detection, including ill-posedness,
articial jump-discontinuities, and sensitivity with respect to the computational time
step.
Recently, two works applying scale-space theory to extract ridges in FTLE ﬁelds
have been published. Barakat and Tricoche [7] proposed a GPU-based adaptive technique for height ridge [39] extraction and visualization across scales, while Fuchs et
al. [44] introduced a similar method to characterize the C-ridge [133].
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Texture-based Visualization
Among the texture-based family, spot noise [173] and line integral convolution
(LIC) [21] draw the most attention and have the most impact. In particular, LIC has
been widely used because of the high-resolution realistic representation and ease of
implementation. The basic idea of LIC consists in the application of an anisotropic
low-pass ﬁlter, shifted along the streamline that is symmetrically advected from each
pixel center, to white noise to perform texture convolution. LIC is well suited for
visualizing steady ﬂows and there have been many variations, optimizations, and
extensions such as oriented LIC [179], enhanced LIC [114], fast LIC [149], parallel
LIC [200], and volume LIC [68, 129], to name only a few. However, it cannot be
directly used to handle time-varying ﬂows due to the inability to address temporal
coherence issues.

UFLIC
In contrast with LIC that employs an image-space oriented Eulerian-based valuegathering scheme, unsteady ﬂow line integral convolution (UFLIC) [143] adopts an
object-space oriented Langrangian-based value-scattering mechanism to achieve high
spatial coherence as well as strong temporal coherence. Speciﬁcally, scattering the
footprint (or property/texture value) of a particle to its downstream locations along
a pathline over several time steps not only correlates a considerable number of intraframe pixels to create crispy images with accentuated ﬂow streaks, but also correlates
suﬃcient inter-frame pixels to produce a smooth animation. In addition, UFLIC
uses a texture feed-forward strategy by which each output frame, after noise-jittered
high-pass ﬁltering, is taken as the input texture for synthesizing the next frame. In
this way, an even tighter correlation can be established between any two consecutive
frames to enhance temporal coherence.

115
AUFLIC
The low computational performance of UFLIC is primarily due to the intensive
process of advecting long ﬂow lines that typically needs over 100 steps of integration
for each pathline. Liu and Moorhead proposed an accelerated UFLIC (AUFLIC)
algorithm [101, 100] that runs one order-of-magnitude faster than UFLIC with the
same image and animation quality. The essence of AUFLIC is to reuse pathlines
both within and between value scattering processes, wherever possible and whenever
possible, respectively. The ultimate goal is that in any value scattering process, one
and only one seed (particle) is made available within each pixel, either explicitly
placed from scratch at the center at the exact beginning of an integer time step or
implicitly extracted from an existing pathline at an arbitrary position and/or at a
fractional time, to move downstream as it scatters its texture value to its receiver
pixels.

GPUFLIC
Li et al [94] presented a GPU-based implementation of UFLIC (GPUFLIC) that
exploits the programmability of commodity GPUs to achieve interactive dense visualization of unsteady ﬂows. To deal with the restriction that the single-instructionmultiple-data (SIMD) design of GPU imposes on data structures, they proposed an
on-the-ﬂy depositing scheme to obviate the need for a ring-bucket value accumulator as adopted in UFLIC. The interval between any two consecutive time steps is
sub-divided into multiple time slots, of which each invokes a simpliﬁed, single-step
value scattering process to generate a sub-frame. A sub-frame is obtained by performing convolution on the texture values that the upstream particles scatter within
the current time slot. On an SIMD computing architecture, this time sub-division
strategy eﬀectively lengthens pathlines and accordingly increases the actual window
of a convolution kernel. As the output animation is created with only the sub-frames
corresponding to the original integer time steps (instead of the shorter time slots),
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GPUFLIC essentially emulates multi-step pathline integration and hence maintains
higher spatial-temporal coherence than by the single-step texture advection techniques [74, 174, 184, 91].

7.4.2 Multi-Field Visualization
In general, Multi-ﬁeld visualization uses the visualization techniques developed for
scalar ﬁelds, vector ﬁelds and tensor ﬁelds. Thus, multiple ﬁelds can be visualized by a
combination of direct visualization techniques [84], by combining feature-visualization
techniques [170], or mixtures of diﬀerent techniques [171]. A comprehensive literature
review of the multi-ﬁeld visualization is beyond the scope of this dissertation. Here we
concentrate on the methods that aim to address the visual complexity of multi-ﬁeld
datasets and to characterize their most signiﬁcant features.
Brushing in the data space for interactive exploration [104] attempted to solve the
issue of visual complexity in multi-ﬁeld datasets. Doleisch and Hauser [36] combined
this technique with a transfer function to show interesting features in ﬂow data. A
transformation from the high-dimensional data space to a two-dimensional space that
preservers proximity was propose by Jänicke et al. [69]. In general, brushing provides
an interactive approach that allows users to visualize diﬀerent portions of the data.
However, it lacks an overview picture showing all important structures inside the
domain simultaneously and suﬀers from visual clutter and occlusion.
A more general way to reduce the visual complexity is to focus on the most remarkable features of multi-ﬁeld datasets. Jänicke et al. [71, 70] introduced two methods by
studying the statistical complexity to reduce multi-ﬁeld datasets. Chaoli et al. [177]
discussed an importance-driven visualization framework based on a block-wise analysis of the data in the joint feature-temporal space. Recently, Barakat et al. [8]
introduced a new feature analysis and visualization method for multi-ﬁeld datasets.
This approach applies a surface-centric model to characterize salient features and
form an abstract representation of the data. However, the visualization of multi-ﬁeld
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datasets at large scales remains a challenge in terms of both visual perception and
computational cost.
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8 CHARACTERIZATION OF SALIENT STRUCTURES THROUGH TIME
ANALYSIS
Lagrangian approaches have become a prominent means to visualize and analyze complex vector ﬁelds. One common way to characterize Lagrangian coherent structures
(LCS) is ﬁrst to measure an FTLE ﬁeld from the vector ﬁeld, then to extract ridges
from the resulting FTLE ﬁeld (section 7.3.1). However, before measuring FTLE on
vector ﬁelds, a suitable parameter which controls the integration time of pathlines
must be speciﬁed by the user. Yet, in many instances, a good value is not known a
priori, which can lead to costly trials before a satisfactory time interval can be determined. For example, in ﬂow visualization, the integration time should be chosen long
enough to allow ﬂow features to emerge. On the other hand, it should not be too
long to prevent multiple ﬂow structures to compound their individual signatures in
the FTLE ﬁeld and create aliasing artifacts in the resulting image. In addition, since
most vector ﬁelds in computational ﬂuid dynamics are simulated within a bounded
domain, the motion of particles is undeﬁned once they leave the domain, which complicates the FTLE computation. Images (a) and (b) in ﬁgure 8.1 show the variation
of forward FTLE ﬁelds with two diﬀerent integration time τ = 9 and τ = 22 from the
Double Gyre vector ﬁeld [140]. Comparing both images, one may notice that as the
integration time τ is increased, several ridges are revealed by the FTLE ﬁeld while
others become obfuscated by aliasing. Images (c) and (d) show the extracted LCS as
ridge lines from each FTLE ﬁeld. Though the result of τ = 22 contains short-time
LCS as well as long-time LCS, the characterized short-time LCS are fragmented and
discontinuous compared to the one obtained of τ = 9. Moreover, LCS can shrink,
grow, appear, and disappear with changes in integration time [139]. Similar issues
exist in the context of tensor ﬁelds. Mentioned in [160], the parameter which controls the length of tensor lines (deﬁned as integration length in this dissertation)
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(a)

(b)
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Figure 8.1. (a) and (b) Forward FTLE ﬁelds computed at two diﬀerent
integration times with τ = 9 and τ = 22 from the “Double Gyre”
vector ﬁeld; (c) and (d) extracted ridge lines from image (a) and (b).

must be long enough to reveal interesting structures while excessive values increase
the complexity of the characterized structures and lead to issues associated with the
boundaries of the domain. In ﬁgure 8.2, we reproduced two FTLE-like ﬁelds using the
approach proposed in [160] with integration length l = 5.0 and l = 30.0. Comparing
these two results, one may notice that as the integration length l is increased, several
structures are revealed by the FTLE-like measure while others reach their life spans
and disappear. Both of these examples indicate that a single and ﬁxed time value is
not suﬃcient to simultaneously characterize and visualize all interesting structures in
vector and tensor ﬁelds with FTLE approaches.
In this chapter, considering the integration time or length as a continuum, we introduce a time analysis approach to determine the best value at each spatial location,
and thereby extract ridges within a user deﬁned interval. Our work advances the
state-of-the-art in three signiﬁcant ways. First, instead of using a ﬁxed and uniform
parameter, we introduce a space-varying temporal analysis approach in Lagrangian
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Figure 8.2. volume rendering of FTLE-like measure with integration
length l = 5.0 and l = 30.0 on the double point load dataset.

analysis to characterize all interesting structures within a relevant range. Second, we
design our approach in a simple and elegant manner, which allows it to be easily integrated into existing methods. Third, this space-varying concept provides a universal
solution in diﬀerent application scenarios such as computational ﬂuid dynamics and
medical imaging.

Contributions of this chapter
• Automatic detection of the spatially varying best integration time to characterize all relevant LCS.
• Explicit characterization and combined visualization of long-time and shorttime FTLE ridges.
• Improved structure characterization over existing LCS methods.
• Extension of the space-varying temporal analysis approach to the topological
structure characterization in smooth symmetric second-order tensor ﬁelds
• Integration of the space-varying temporal analysis approach with the scale-space
concept into a novel length-scale analysis edge detection approach in diﬀusion
tensor ﬁelds.
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Organization of this chapter
This chapter is organized as follows. We introduce the space-varying temporal
analysis in the context of ﬂuid ﬂow problems in section 8.1. Then, we describe an
extension of the space-varying temporal analysis approach to the study of smooth
symmetric second-order tensor ﬁelds in section 8.2. Finally, in section 8.3 we show
how this approach can be integrated with the scale-space concept and beneﬁt the
edge detection method presented in chapter 6 in the context of diﬀusion tensor ﬁelds.

8.1 Time Analysis in Vector Fields
In this section we describe an approach that characterizes LCS with diﬀerent life
spans through a time analysis. With a speciﬁed starting time t0 and a user deﬁned
integration time interval [τmin , τmax ], a series of FTLE ﬁelds ftτ0i can be computed for
various values of the integration time τi ∈ [τmin , τmax ]. Our time analysis approach
analyzes these FTLE ﬁelds and extracts ridges from them.
In digital image processing, edges can be detected through a scale analysis method [24]. First a feature map which records the maximum scale normalized edge
strength of each pixel from diﬀerent scales is created through scale analysis. Then
edges are characterized by extracting ridges from this feature map. Following this
approach, our method consists of the two following steps:
1. Generate a hyper-FTLE ﬁeld through a time analysis on all FTLE ﬁelds ftτ0i
computed within the user deﬁned interval [τmin , τmax ];
2. Characterize LCS directly from the hyper-FTLE ﬁeld.

8.1.1 Hyper-FTLE Field Generation
The FTLE-based LCS deﬁnition [53] states that in forward time a large FTLE
value indicates strong divergence while in backward time a large FTLE value signals strong attraction. Therefore, a ridge associated with a larger FTLE value is

122
presumably more signiﬁcant than one associated with a smaller FTLE value. Furthermore, a study by Shadden et al. [140] found that sharp, well-deﬁned ridges are
more Lagrangian than poorly deﬁned ridges, whereby the sharpness is measured by
ridge strength. Based on the above two points, here we deﬁne our hyper-FTLE ﬁeld
as follows,

ht0 (x) =

max

(ftτ0i (x) × rtτ0i (x))

τi ∈[τmin ,τmax ]

(8.1)

where rtτ0i is the ridge strength estimated from the FTLE ﬁeld ftτ0i . The integration
time τi which maximizes ftτ0i (x) × rtτ0i (x) is deﬁned as the optimal integration time in
this chapter. Although there are many possible ways to combine FTLE value with
ridge strength into a quantity to maximize, the simple solution presented here not
only produces highly accurate LCS (section 8.1.3), but also prevents problematic
spatial discontinuities that would interfere with the ridges that we are interested in.
In this work, without loss of generality, we consider the height ridge (section 2.4)
as our ridge deﬁnition. According to this deﬁnition, a point lies on the ridge where the
ﬁeld reaches a maximum in a transversal direction corresponding to the minor eigenvector of the Hessian matrix, and the minor eigenvalue is negative. The ridge strength
is quantiﬁed by the magnitude of the minor eigenvalue of the Hessian matrix [99].
It is improtant to mention that the FTLE value measured using the deﬁnition in
section 7.3.1 is already normalized by the integration time. Further, we consider the
ridge strength computed from the normalized FTLE values is also normalized by the
integration time.
In contrast to previous techniques [83, 7, 44], our approach reduces the memory
requirements by only recording the hyper-FTLE value and the optimal integration
time at each point during the computation.
For every FTLE ﬁeld ftτ0i computed with integration time τi , the Hessian matrix
H is evaluated by central diﬀerences, followed by the ridge strength computation.
Then for each point on the sampling grid, the time analysis approach updates the
maximal hyper-FTLE value as well as the corresponding integration time if neces-
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sary. Image 8.3 (a) shows the forward time hyper-FTLE ﬁeld of Double Gyre dataset
with a user deﬁned integration time interval [1, 25], and image 8.3 (b) visualizes the
corresponding optimal integration time determined by the time analysis.

8.1.2 Ridge Extraction
Once the hyper-FTLE ﬁeld is generated, one can apply the original nonparallel
Marching Ridges method (section 3.3) to extract ridges from it. In order to accelerate
the ridge extraction process, here we present a modiﬁed Marching Ridges method
consisting of the following three steps:
1. For every cell in the sampling grid, determines average directions, calculates
zero-crossings, and checks the minor eigenvalue λmin in parallel (section 3.3).
This step collects all ridge segments (line segments in 2D, triangles in 3D) for
further computation. Similar to the hyper-FTLE generation, 1st and 2nd order
derivatives are estimated through central diﬀerences. Image 8.3 (c) shows the
ridge line segments computed from image 8.3 (a).
2. Connects all ridge segments after ﬁltering with a threshold on ridge strength.
Image 8.3 (d) colors each connected ridge line by a unique randomly assigned
color.
3. The ﬁnal ridges are extracted by ﬁltering with a threshold on length or area.
Image 8.3 (e) shows the ﬁnal ridge lines extracted by our approach. The ridge
lines are color coded by the optimal integration time determined through the
time analysis. The smooth transition of colors along the extracted ridge lines
shows the spatial smoothness of the time selection.

8.1.3 Results
Datasets from computational ﬂuid dynamics are considered to study the eﬀectiveness and performance of the presented time approach. Both Double Gyre and
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25.0

1.0

(a)

(b)

(c)

(d)

(e)

Figure 8.3. Ridge extraction results on Double Gyre dataset with a
user speciﬁed integration time interval [1, 25]. (a) Hyper-FTLE ﬁeld
created by our approach; (b) optimal integration time determined by
our approach; (c) ridge line segments computed from (a); (d) ridge
lines by connecting line segments in (c), color coded by a random
color; (e) ridge lines color coded by the optimal integration time,
ranging from 1(blue) to 25(yellow).

Meandering Jet are well-known synthetic datasets while Delta Wing and Cylinder
are the results of CFD simulations.
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Double Gyre
The Double Gyre used here is a synthetic test case that we used to document and
benchmark the proposed approach. The ﬂow is described by the stream function
ψ(x, y, t) = Asin(πf (x, t))sin(πy)

(8.2)

where
f (x, t) = a(t)x2 + b(t)x
(8.3)

a(t) = εsin(ωt)
b(t) = 1 − 2εsin(ωt)
over the domain [0, 2] × [0, 1]. The velocity ﬁeld is given by
u = − ∂ψ
= −πAsin(πf (x))cos(πy)
∂y
v =

∂ψ
∂x

= πAcos(πf (x))sin(πy) ∂f
∂x

With t0 = 0.0, A = 0.1, ε = 0.25 and ω =

2π
,
10

(8.4)

there is an unstable manifold

(a repelling LCS) attached to the bottom boundary. However as the integration
time is increased, more of the manifold is revealed in the FTLE ﬁeld. One may
notice in Figure 8.1 that an early part of the manifold (highlighted in red rectangle)
becomes obfuscated by aliasing and results in a low quality ridge line. The particles
released from this location could reach other structural features in the ﬂow when
the integration time is long. Due to an insuﬃcient spatial sampling resolution, the
discontinuity in ﬂow map aﬀects the FTLE measurement and causes the aliasing in
the resulting image. All FTLE ﬁelds used in ﬁgure 8.1 and ﬁgure 8.3 were computed
with a spatial sampling resolution at 2048 × 1024. Comparing image 8.3 (e) with
images (e) and (f) in ﬁgure 8.1, our time analysis approach automatically solves the
aliasing problem by using the information in a short integration time and extracts the
same high quality ridge lines at these parts (highlighted in red rectangles in image 8.3
(e)) and preserves the manifolds as the ones shown in a long integration time.
In order to enable a quantitative comparison between the existing methods and
the proposed time analysis approach, the ridge lines extracted from a high spatial
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sampling resolution (16384 × 8192) FTLE image with integration time τ = 25.0 were
used as the “ground truth” [87]. Two methods, namely ﬁxed time FTLE and FSLE,
were compared with the time analysis approach in this study. For each method,
distances from vertices on the resulting ridge lines to the ground truth were measured
as the error of each method. Figure 8.4 visualizes the error of each method as well
as the ground truth ridge lines. The ﬁxed time FTLE ridges were extracted from the
FTLE ﬁeld computed with integration time τ = 25.0, the FSLE ridges were extracted
from the FSLE ﬁeld computed with the dispersion factor 300 and maximum time 400.
The ridges were extracted from 25 FTLE ﬁelds with a uniform temporal sampling
of the integration time ranging from 1.0 to 25.0. All FTLE and FSLE ﬁelds were
computed with a spatial sampling resolution at 2048 × 1024 and t0 = 0.0.
mean distance: 0.00044

0.0

mean distance: 0.00018

0.00089

(a) Fixed time FTLE

0.0

0.00089

(b) FSLE

mean distance: 0.00013

0.0

0.00089

(c) Time analysis approach

(d) Ground truth

Figure 8.4. A comparison of LCS characterized by ﬁxed time FTLE,
FSLE and the proposed time analysis approach on Double Gyre
dataset. The resulting ridges are color coded by the distance to the
ground truth.
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To further study the accuracy of the characterized LCS by these three methods,
we advected every vertex on each initial LCS obtained at t0 = 0.0 to t = 5.0 and
measured their distance to the ground truth which was achieved in a same way as
the previous comparison. Figure 8.5 shows the error of the advected LCS initially
obtained from these methods.
mean distance: 0.0012

0.0

mean distance: 0.00059

0.0024

(a) Fixed time FTLE

0.0

0.0024

(b) FSLE

mean distance: 0.00041

0.0

0.0024

(c) Time analysis approach

(d) Ground truth

Figure 8.5. A comparison of the advected LCS at t = 5.0 on Double
Gyre dataset. All vertices were color coded by the distance to the
ground truth.

With both comparisons, it is readily visible that time analysis approach outperforms both ﬁxed time FTLE and FSLE under the same spatial sampling resolution.
Though the FSLE method could achieve a close result to the time analysis approach,
it takes about 2 hours to compute the FSLE ﬁeld on our test machine while the time
analysis approach only takes a few minutes.
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As we already mentioned in section 8.1.1, the hyper-FTLE deﬁnition we proposed,
which combines the FTLE value and its associated ridge strength, is only one of many
possible solutions. Two possible alternatives are considered: FTLE value alone and
ridge strength alone. We extracted ridge lines of both alternatives, and measured the
distance to the ground truth.
Table 8.1
Mean distance and maximum distance of diﬀerent hyper-FTLE deﬁnition.
method

mean distance

maximum distance

our approach

0.00013

0.00072

FTLE value only

0.00015

0.0012

ridge strength only

0.00021

0.0018

For each vertex i of the ridge lines, we measure the closest distance di from i
to the ground truth. We deﬁne the mean distance from ridge lines to the ground

truth as n1 ni=1 di and the maximum distance as max1≤i≤n di . Table 8.1 lists both
the mean and maximum distance between the extracted ridges with diﬀerent hyperFTLE deﬁnitions to the ground truth. Comparing these numbers to the spatial
sampling distance, 0.00097, the maximum distance of both FTLE value only and
ridge strength only approaches are larger than this value, which means at least one
vertex on their ridge lines exceeds the size of a pixel and therefore cannot be blamed
on the potential error introduced by the ridge extraction procedure. Our approach
outperforms others by resulting a maximum error of the extracted ridge lines less
than this spatial sampling distance.

129
Meandering Jet
The meandering jet ﬂow has been widely used by FSLE approaches [6]. Its stream
function is deﬁned as


ψ = − tanh

√ y−B cos kx

1+(kB sin kx)2


+ cy

B = B0 + ε cos (ωt)
A comparison of FTLE and FSLE on this dataset has been studied by Peikert et
al. [122] and Boﬀetta et al. [16]. Both of them used Samelson’s model with parameters
B0 = 1.2, L = 10.0, k = 2π/L and c = 0.1. For the parameter pair (ω, ε) the setting
(0.1, 0.3) was investigated. We reproduced FSLE results for the same parameter
settings with dispersion factor r = 300, maximum time 300π(ﬁfteen ﬂow periods),
extracted ridge lines from FSLE ﬁeld, ﬁxed time FTLE ﬁeld with integration time
is equal to 65π and compared them with results through the time analysis approach
(integration time ranging from 30π to 65π). All FTLE and FSLE ﬁelds were computed
with a spatial sampling resolution at 1000×800 and t0 = 0.0. Similar to Double Gyre,
ridge lines extracted from a high resolution, 4000 × 3200, were used as ground truth.
Then for each vertex on the resulting ridge lines, a distance to the ground truth was
measured. Figure 8.6 shows the comparison of ﬁxed time FTLE, FSLE, and the time
analysis approach.
The comparison on meandering jet dataset indicates that the proposed time analysis approach has the ability to characterize smoother and more accurate LCS than
the existing methods.

Two-Dimensional Flow Around A Cylinder
The two-dimensional ﬂow around a cylinder was created by Weinkauf [180] using
the free software Gerris Flow Solver [125].
Using a large spatial sampling resolution, 7000 × 1000, our approach successively
reconstructed LCS of the von Kármán vortex from the 2D simulated data. Figure
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mean distance: 0.0039

mean distance: 0.0032

0.0

0.015

(a) Fixed time FTLE

0.0

0.015

(b) FSLE

mean distance: 0.0021

0.0

0.015

(c) Time analysis approach

(d) Ground truth

(e) Highlighted region, from left to right: fixed time FTLE, FSLE, and time analysis approach

Figure 8.6. A comparison of LCS characterized by ﬁxed-time FTLE,
FSLE and the proposed time analysis approach on Meandering Jet
dataset. The resulting ridges are color coded by the distance to the
ground truth.

8.7 shows the ridge lines extracted from the FTLE ﬁelds computed with the integration time ranging from 1.0 to 7.0. Image (a) illustrates the LCS formed at a short
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integration time (color coded as blue) are embedded within the one formed at a long
integration time (color coded as yellow). A detailed comparison of the ridge lines
extracted by our approach and by a standard ridge detection approach on an FTLE
ﬁeld with a ﬁxed integration time τ = 7.0 is given in images (b) and (c) in ﬁgure 8.7.
This comparison shows that our approach improves the existing methods by providing
a smoother and more continuous LCS results in this dataset.
7.0

1.0

(a)

(b)

(c)

Figure 8.7. Ridge lines extracted from the 2D Cylinder dataset. (a)
Ridge lines extracted by our approach, color coded by the integration
time ranging from 1.0 (blue) to 7.0 (yellow); A detailed comparison
of the ridge lines extracted by our approach (b) and by a standard
ridge detection approach on an FTLE ﬁeld with a ﬁxed integration
time τ = 7.0 (c) is given.
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Delta Wing
The Delta Wing dataset was designed to study the transient ﬂow above a delta
wing at low speeds and increasing angle of attack. The angle of attack increases over
time, leading to a phenomenon known as vortex breakdown in later timesteps.
Previous study [159] has already shown that two asymmetric vortex breakdown
bubbles exist in this dataset, a chaotic vortex breakdown is on the left side of the
wing while a stable one is on the right side. The main challenge in characterizing
LCS of the vortex breakdown bubble is the complexity of the ﬂow near the edge of
delta wing resulting in a noisy FTLE ﬁeld when the integration time reaches a certain
value. Figure 8.8 visualizes four slices of backward FTLE ﬁelds computed with four
diﬀerent integration time of the left vortex breakdown bubble. With the integration
time τ is equal to 0.020 and 0.025, the noise around the outer layer of the vortex
breakdown bubble makes it diﬃcult to extract clear and smooth ridge surfaces. On
the other hand, the inner parts of the vortex breakdown can only be revealed at a
suﬃciently long integration time such as 0.025.
Images (a) and (b) in ﬁgure 8.9 show the ridge surfaces of the right vortex breakdown bubble extracted from the FTLE ﬁeld with a “short” integration time τ = 0.01
and a “long” integration time τ = 0.025 respectively. Image (c) illustrates the results of the time analysis approach with an integration time ranging from 0.005 to
0.025. Comparing those images, our approach not only characterizes a high quality
ridge surface of the inner part of the vortex breakdown bubble, but also extracts a
smooth and complete result for the outer layer. Image (d) visualizes the ridge surfaces
rendered with transparency and a diﬀerent camera setting.
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-104
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Figure 8.8. FTLE ﬁelds computed with four diﬀerent integration time
on the Delta Wing dataset (the left vortex breakdown bubble).

8.1.4 Discussions
Performance
To study the performance of the proposed time analysis approach, we measured
the running time on a machine with a hex-core i7 CPU and 12GB memory. Table 8.2
on page 153 summarizes the running time of the time analysis approach on diﬀerent
datasets, as well as the running time of ﬁxed time FTLE and FSLE. Both the running
time of ﬁxed time FTLE and time analysis approach include the time used in ﬂow
map generation and FTLE measurement. The temporal sampling resolution means
the number of intermediate FTLE ﬁelds used to sample the integration time within
the user deﬁned interval. Time analysis was performed through these FTLE ﬁelds.
In unsteady ﬂows, the running time of both ﬁxed time FTLE and time analysis
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(a)

(b)

(c)

(d)

Figure 8.9. A comparison of ﬁxed integration time approach and our
approach on the right vortex breakdown bubble of the Delta Wing
dataset. (a) Ridge surfaces extracted from an FTLE ﬁeld with an
“short” integration time τ = 0.010; (b) ridge surfaces extracted from
an FTLE ﬁeld with an “long” integration time τ = 0.025; (c) ridge
surfaces extracted by our approach with a user deﬁned integration
time interval [0.005, 0.025]; (d) ridge surfaces rendered with transparency with a diﬀerent camera setting. Comparing (a), (b), and (c),
it is clear that the ridge surfaces extracted from a “short” integration
time miss inner parts of the vortex breakdown bubble which appear in
“long” integration time, while ridge surfaces extracted from a “long”
integration time are not able to characterize a smooth and continuous
geometry of the outer layer of the vortex breakdown bubble. In contrast, the proposed time analysis approach successfully reconstructs
the LCS of both inner and outer parts.

approach are close to each other. It is because the computational time spent on ﬂow
map generation dominates the running time in both cases. However, FSLE requires a
signiﬁcant longer running time as it usually needs a longer integration time to reveal
salient structures and has to measure the dispersion during every time step.
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Temporal resolution
We investigated the inﬂuence of the temporal resolution on the result by applying
our time analysis approach on Double Gyre with diﬀerent temporal resolution settings.
In general, more samples within the user deﬁned integration time interval [τmin , τmax ]
result in a higher accuracy of the LCS characterized by our approach. Figure 8.10
visualizes the distance between vertices on extracted ridge lines to the ground truth
using diﬀerent number of samplings within a user deﬁned integration time interval
[1, 25]. The result shows the improvement from 26 samples to 241 samples is relatively
small compared to the improvement from 4 to 26.
mean distance: 0.00012

0.0

0.001

(a) 241 samples
mean distance: 0.00013

0.0

0.001

(b) 25 samples
mean distance: 0.00020

0.0

0.001

(c) 4 samples

Figure 8.10. Ridge lines extracted from Double Gyre dataset using
time analysis approach through diﬀerent number of temporal samples.

136
Applications in Flow Visualization
Like the classical FTLE based LCS approach, our time analysis approach can easily be integrated into other ﬂuid analysis and visualization methods that are based on
LCS. Figure 8.11 shows the result of our approach in a LCS based space-time visualization framework [130] for the Double Gyre dataset. In this framework, time-dependent
vector ﬁelds are turned into stationary ones by treating time as an additional dimension. Therefore, 2D unsteady vector ﬁelds (u(x, y, t), v(x, y, t)) are converted into a
steady 3D vector ﬁeld (u(x, y, t), v(x, y, t), 1). Our approach searches the best integration time for each point on the sampling grid and extracts the corresponding ridge
surface.

8.2 Length Analysis in Smooth Symmetric Second-Order Tensor Fields
In this section, we extend the previously presented spatial varying concept to the
analysis of smooth symmetric second-order tensor ﬁelds and use it to improve the
characterization of their topological structures.
Discussed in section 7.3.2, the manifolds of the topology can be characterized
through a Lagrangian metaphor applied to its eigenvector ﬁelds. First, an FTLE-like
scalar quantity σ is measured at each location x0 with a user speciﬁed integration
length l,
σ (l, x0 )

:= max (σ1 , σ2 )
&
σk (l, x0 ) :=
λmax (Jxk (l, x0 ) Jxk (l, x0 )), k = 1, 2

(8.5)

where Jxk (l, x0 ) is the Jacobian matrix computed from the local ﬂow deﬁned by the
eigenvector ﬁeld in either direction at x0 , σ1 and σ2 are two corresponding measures
of dispersion rate in each direction. Then, the topological structures are characterized
as ridges of this measured scalar ﬁeld (for more details please refer to section 7.3.2
and [160]).
Following the method presented in the previous section, it seems straightforward
to introduce a spatially varying length analysis approach by replacing the integration
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(a)

(b)

(c)

(d)

Figure 8.11. Forward time space-time ridge surfaces characterized
by our approach. (a) and (b) shows the rendered space-time ridge
surfaces characterized from the Double Gyre dataset with integration
time ranging from 1.0 (in blue) to 25.0 (in yellow) using diﬀerent
camera settings. A detailed comparison of our approach (c) and the
space-time ridge surfaces characterized from a FTLE ﬁeld with a ﬁxed
integration time τ = 25.0 (d) is given. Highlighted regions in (c) and
(d) are shown in the last row.

time with the integration length. However, due to the lack of normalization in the
scalar quantity measure deﬁned in equation 8.5, a naive approach does not improve
the characterization result.
It is intuitively clear that the maximum separation of neighboring tensor lines increases if the integration length l increases, because the longer the integration length,
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Figure 8.12. Non-normalized FTLE-like value and ridge strength with
diﬀerent integration length. (a) FTLE-like value measured with integration length l = 5; (b) FTLE-like value measured with integration
length l = 5; The “short-length” structure p is marked by a blue arrow and the “long-length” structure q is marked by a brown arrow.
(c) FTLE-like value of structure p with diﬀerent integration length;
(d) ridge strength of structure p with diﬀerent integration length; (e)
hyper-FTLE value of structure p with diﬀerent integration length;
(f) FTLE-like value of structure q with diﬀerent integration length;
(g) ridge strength of structure q with diﬀerent integration length; (h)
hyper-FTLE value of structure q with diﬀerent integration length.
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the more distorted the local ﬂow map. Image (a) and (b) in ﬁgure 8.12 show two slices
of the FTLE-like value measured on the Double Point Load dataset with integration
length l = 5 and l = 30 respectively. In images (c) and (f), (d) and (g), as well as
(e) and (h), we plot the value, the ridge strength, and the hyper-FTLE value of two
points marked as p and q on images (a) and (b) with diﬀerent integration length. It
is clear that not only the non-normalized value but also the ridge strength increase
monotonically as integration length increases.

8.2.1 Length Normalization
Based on the above observations, we consider both the value and the ridge strength
as smooth functions of integration length l. In order to make meaningful comparisons of ridge strengths between diﬀerent integration length, we apply the following
normalization scheme to the FTLE-like values,
σ̂ =

1
ln (σ)
|l|

(8.6)

where σ̂ is the normalized value. Then normalized ridge strengths are estimated
from normalized values. Although exponential growth has no signiﬁcance in the
applications we considered in this section, this normalization strategy gives us an
eﬀective way to compare ridge strengths computed with diﬀerent integration length
and results high quality salient structures.
Images (a) and (d), (b) and (e) in ﬁgure 8.13 illustrate the normalized results
of values and ridge strengths of p and q. Also normalized hyper-FTLE values of p
and q are visualized in images (c) and (f). With this normalization scheme, we can
generate a hyper-FTLE ﬁeld using the method described in section 8.1.1 with a user
deﬁned integration length interval and topological structures are further characterized
as ridges of the hyper-FTLE ﬁeld.
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Figure 8.13. Normalized FTLE-like value and ridge strength with different integration length. (a) normalized FTLE-like value of structure
p with diﬀerent integration length; (b) normalized ridge strength of
structure p with diﬀerent integration length; (c) normalized hyperFTLE value of structure p with diﬀerent integration length; (d) normalized FTLE-like value of structure q with diﬀerent integration
length; (e) normalized ridge strength of structure q with diﬀerent integration length; (f) normalized hyper-FTLE value of structure q with
diﬀerent integration length. Selected times are indicated by magenta
cross in (c) and (f).

8.2.2 Results
Double Point Load
We have applied our length analysis approach presented in this section on the
dataset called Double Point Load which has been studied separately in previous
works [160, 194, 195, 196, 197].
Figure 8.14 shows the topological structures captured by our length analysis approach. The sampling resolution used in this dataset is 500 × 500 × 200. Comparing
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Figure 8.14. Topological structures characterized from the Double
Point Load dataset. Last row is the result of the same dataset
from [160]

with the results in [160] (last row in ﬁgure 8.14), our results simultaneously visualize
the “short-length” topological structures as well as the “long-length” ones.
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Shedder
The so-called shedder dataset is a single time step output of a transient CFD
simulation of a ﬂow past a protruding cone. The strain tensor of this dataset is studied
by our length-analysis approach. This protuberant cone causes vortex shedding and
an illustration of the resulting vortices is visualized in [160]. First, we show topological
structures associated with the major eigenvector ﬁeld characterized by our approach.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 8.15. Topological structures characterized from the shedder
datasets. (a) and (b) two slices of the topological structures in the
shedder dataset characterized by the purposed approach; (c) and (d)
the same two slices of the major eigenvector ﬁeld (using the standard
symmetric RGB color coding) in the shedder dataset overlaid with the
extracted manifolds characterized by the purposed approach; (e) and
(f) topological structures represented as ridge surfaces with diﬀerent
cutting plane.

Figure 8.15 shows two slices of the major eigenvector ﬁeld (using the standard
symmetric RGB color coding which maps the absolute value of three elements of the
major eigenvector to red, green, and blue color channels respectively) overlaid with the
extracted manifolds. The sampling resolution used in this dataset is 512×128×128. It
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can be seen that not only are regions of diﬀerent behaviors delineated and segmented
by these structures, but also degenerated points are revealed as their intersection
points. Topological structures represented as ridge surfaces with diﬀerent cutting
plane settings are shown in ﬁgure 8.15.
Next, a comparison of the previous method [160] and our approach is illustrated
in ﬁgure 8.16. Beneﬁting from the length analysis, our approach tends to capture the
topological structures in a smoother and more robust manner. The structures inside
the highlighted regions in image (c) of ﬁgure 8.16 clearly indicate degenerated points
that are not presented in image (b).

(a)

(b)

(c)

Figure 8.16. A comparison of the previous method [160] and our
approach on the shadder dataset. (a) Major eigenvector of the strain
tensor in the shedder dataset; (b) topological structures characterized
by the previous method [160]; (c) topological structures characterized
by the proposed approach. Red cycles highlight degenerated points
revealed by our approach (white cycles on (a)).

144

8.3 Dual Length-Scale Analysis in Diﬀusion Tensor Fields
Previous study [44] proved that scale-space ridges extracted from FTLE measure
are very similar to ﬁxed-scale ridges. Furthermore, this study showed that given a
scale of observation, it is even more beneﬁcial to search for an optimal integration
time. However, the edge strength measured with the method presented in chapter 6 is strongly dependent on the scales σ at which the edge detection operator
is applied in addition to the ﬁber integration length l. An exhaustive searching on
every possible pair of the parameters σ, l would give a solution, but it is tedious
and time-consuming. This section presents a systematic methodology for addressing
this problem. Speciﬁcally, we integrate the length analysis within the scale-space
analysis framework developed by the computer vision community to enable a novel
dual length-scale analysis approach and use it to improve the performance of edge
detection in diﬀusion tensor ﬁelds.

8.3.1 Length-Scale Analysis for Edge Detection
In image processing and computer vision, the notion of scale-space embeds a signal
f (x) into a family of functions F (x, σ) with a continuum of scales σ for analysis.
The basic insight behind this approach is that objects inherently comprise details at
various scales. Hence the features associated with diﬀerent observation scales can be
detected by extending the original image to a family of smoothed images where the
size of the smoothing kernel is deﬁned by the scale [97, 98, 99].
The feature ﬁeld obtained from the method described in chapter 6 can be interpreted as a vector-valued image and our edge strength deﬁnition is nothing but the
magnitude of the gradient of this vector-valued image calculated through a linear least
squares ﬁt over the neighbors. Therefore, the concept of scale-space edges is directly
applicable. For a feature ﬁeld obtained under a particular ﬁber integration length,
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scale-space edge detection approach will extract edges of diﬀerent scales by recording
the per-voxel maximum edge strength among them and characterizing ridges from
this maximum edge strength ﬁeld [24]. Followed by this method, scale-space edges
in our vector-valued image are detected by ﬁrst smoothing the vector-valued image
with diﬀerent kernel size deﬁned by observation scales. Then, scale-space edges are
detected as ridges of the maximum edge strength ﬁeld which is computed from the
smoothed images. Following the same space-varying concept used previously in this
chapter, here we introduce a dual length-scale analysis approach which will automatically determine the best scale as well as the best integration length at each spatial
location.
Let the edge strength s on spatial location x be a function of two degrees of
freedom, namely scales σ and integration length l. With a user speciﬁed range of these
two parameters, σ ∈ [σmin , σmax ] and l ∈ [lmin , Lmax ], it deﬁnes a plane [σmin , σmax ] ×
[lmin , Lmax ] on which every point is a pair of the parameters σ, l. For each x, it is
possible to ﬁnd an optimal point on this plane which will maximize the length and
scale normalized edge strength of x.
Thus, we design our length-scale analysis approach with the two following steps:
1. For every spatial location x, search the optimal point on the plane spanned by
a user speciﬁed range of parameters which maximizes the edge strength of x
(section 8.3.2).
2. Then edges are detected as ridges of the maximal edge strength ﬁeld.
One necessary step is the normalization of edge strength. Intuitively, on one
hand, at larger scales, the vector-valued image naturally becomes ﬂatter, so the edge
strength decreases. On the other hand, a larger integration length usually results a
higher edge strength. Figure 8.17 (a) shows the non-normalized edge strength values
with diﬀerent scales and integration lengths. One may notice that without a proper
scale and integration length normalization scheme, the non-normalized edge strength
values behave like a monotonic function. To make meaningful comparisons at diﬀerent
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(a)

(b)

Figure 8.17. An illustration of non-normalized edge strength values
and normalized edge strength values. (a) The continuous reconstruction of non-normalized edge strength values. (b) The continuous reconstruction of normalized edge strength values. The red cross in (b)
highlights the maximal edge strength value.

scales and integration length. the edge strength s must be normalized by scales σ
and integration lengths l.

Scale Normalization
We use the general heuristic principle proposed in [97], and normalize the derivatives at diﬀerent scales by,
√
 x F (x, σ) = σ∇x F (x, σ) ,
∇

(8.7)

where F is the vector-valued image that associates each point with a vector f described
in section 6.1.2 and ∇x denotes the spatial gradient of F . Here, we use the tilde to
denote a quantity normalized by scale.
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Length Normalization
Similar to section 8.2.1, we use the following length normalization scheme,
' x F (x, l) = 1 ∇x F (x, l) .
∇
l

(8.8)

We use the hat to denote a quantity normalized by length.
The edge strength s measured using equation 6.4 is based on the gradient of F .
Thus, combining equation 8.7 with equation 8.8, we normalize the edge strength
computed at diﬀerent scales σ and integration lengths l by the following,
√
σ

s (x, σ, l) .
s (x, σ, l) =
l

(8.9)

Figure 8.17 (b) shows the normalized edge strength values using equation 8.9.

8.3.2 Numerical Approximation
Let N > 1 be an integer deﬁning a length discretization ln := lmin +(lmax − lmin )×
n
N −1

with n ∈ {0, · · · , N − 1}. Furthermore, let M > 1 be another integer deﬁning

a scale discretization σm := σmin + (σmax − σmin ) ×

m
M −1

with m ∈ {0, · · · , M − 1}.

With the above setting, for each integration length ln , one can obtain a vector-valued
image Fn . Using the classical scale-space approach, Fn can be extended to a family
of smoothed images Fn,m where the standard deviation of the Gaussian smoothing
kernel is parameterized by the scale σm . For each image Fn,m, the method described
in section 6.1.3 is applicable to compute an edge strength ﬁeld from it. Thus, each
spatial location x is associated with an N × M matrix in which the element is the


normalized edge strength s (x, σm , ln ).
It is possible to ﬁrst reconstruct a continuous function from these discrete samples
in scale and integration length [83], then evaluate the maximal value of the function
within a user speciﬁed range of parameters. However, applying such a continuous
reconstruction method on every spatial location requires a huge amount of computing
time. In our implementation, the system scans all discrete samples and records the
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maximal one on each spatial location. Thus, the time complexity of the proposed
approach is O(N × M × Ξ), where Ξ is the spatial sampling resolution of the resulting
maximal edge strength ﬁeld.

scale

3.0

scale

3.0

1.0

1.0

length
4.0

length
30.0

(a)

4.0

30.0

(b)

Figure 8.18. An illustration of the maximal edge strength value and
its location on the parameter plane using a continuous reconstruction
(image (a)) and discrete sampling (image (b)). The maximal edge
strength value obtained by continuous reconstruction is 0.142, and
its location on the parameter plane is (28.8, 1.23); The maximal edge
strength value obtained by discrete sampling is 0.144, and its location
on the parameter plane is (28.0, 1.30).

Figure 8.18 shows the maximal value and the associated parameters obtained using
the continuous reconstruction and maximal search. With a suﬃcient dense discrete
sampling, the maximal value is quite close to the one obtained by the continuous
reconstruction and this approach will produce a similar high quality edge detection
result.

8.3.3 Results
We applied our length-scale analysis approach to the same in vivo diﬀusion tensor
imaging dataset of the human brain used in the previous chapter (section 6.4.2) to
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study the anatomical structures inside this dataset. Also, we used the same ﬁber
tracking parameters and stopping criteria as the previous test.
cg
cc

scp

cst
mcp
ml

(a)

tpf
(b)

Figure 8.19. The fractional anisotropy map and medical fractional
anisotropy-rgb color map of a sagittal plane in human brain dataset.
(a) fractional anisotropy map; (b) medical fractional anisotropy-rgb
color map. cc: corpus callosum; cg: cingulum bundles; cst: corticospinal tract; mcp: middle cerebellar peduncle; ml: medial lemniscus;
scp: superior cerebellar peduncle; tpf: transverse pontine ﬁbers.

Figure 8.19 shows the fractional anisotropy map and medical fractional anisotropyrgb color map of a sagittal plane in this dataset. Seven dominant anatomical structures, namely corpus callosum (cc), cingulum bundles (cg), corticospinal tract (cst),
middle cerebellar peduncle (mcp), medial lemniscus (ml), transverse pontine ﬁbers
(tpf), and superior cerebellar peduncle (scp) are clearly identiﬁed and marked on this
ﬁgure. Images (a), (b), and (c) in ﬁgure 8.20 illustrate the edge strength map obtained from the method using length analysis method ([lmin , lmax ] = [4.0, 30.0]), scale
analysis method ([σmin , σmax ] = [1.0, 3.0]), and the proposed length-scale analysis approach ([lmin , lmax ] × [σmin , σmax ] = [4.0, 30.0] × [1.0, 3.0]). Images (d), (e), and (f)
augment the extracted ridge lines from the corresponding edge strength ﬁeld on top
of the medical fractional anisotropy-rgb color map. Comparing these results, both the
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length analysis method and the scale analysis method fail in characterizing smooth
and continuous boundaries of some anatomical structures and our length-scale analysis approach provides the best results in this test case.
scale analysis

length analysis

length-scale analysis

(a)

(b)

(c)

(d)

(e)

(f)

Figure 8.20. A comparison of scale analysis, length analysis, and
length-scale analysis methods. (a), (b), and (c) edge strength obtained from these methods; (d), (e), and (f) ridge lines extracted from
corresponding edge strength ﬁeld. Broken edges exist in highlighted
regions in (d) and (e).

Next, we tested our length-scale analysis approach in the same brainstem region
as section 6.4.2. The user speciﬁed range of parameters are the same as the previous
test, ([lmin , lmax ] × [σmin , σmax ] = [4.0, 30.0] × [1.0, 3.0]). Ridge surfaces rendered in
ﬁgure 8.21 are extracted using our length-scale analysis approach. Both transverse
pontine ﬁbers (tpf) and corticospinal tract (cst) have a distinguish local orientation
compared to the surrounding tracts. Thus, their boundaries, i.e. highlighted as i and
ii in ﬁgure 8.21 (b), are detectable even with a short integration length. In contrast,
parts of the boundaries of middle cerebellar peduncle (mcp), i.e. highlighted as iii and
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iv in ﬁgure 8.21 (b), only appear at a long integration length when its ﬁbers separate
from trochlear nerve. Comparing this dual length-scale analysis approach to the edge
detection approach described in chapter 6, both approaches successfully reconstruct
boundaries of mcp. However, a single integration length approach reconstructs broken
and discontinuous boundaries of tpf and cst due to the increased geometric complexity
caused by a long integration length in such regions. The second row of ﬁgure 8.21
shows this comparison. The major diﬀerences of these two results are in the boundary
of cst and the interface between tpf and ml. Beneﬁting from the space varying concept,
the dual length-scale analysis approach uses a short integration length in those regions
and results a smooth edge detection results. In contrast, a uniform integration length
approach fails in those regions due to the increased complexity of edges at a high
integration length.
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Figure 8.21. (a) and (b) ridge surfaces obtained by length-scale analysis approach in the brainstem region. A side-by-side comparison of
dual length-scale analysis approach (c) and method described in chapter 6 (d). cst: corticospinal tract; mcp: middle cerebellar peduncle;
ml: medial lemniscus; tpf: transverse pontine ﬁbers.

25
36
31

2048 × 1024
1000 × 800
7000 × 1000

Double Gyre

Meandering Jet

Cylinder 2D

(left bubble)

Delta Wing

13

resolution

resolution

95 × 228 × 189

temporal sampling

dataset

spatial sampling

113 min

21 min

3 min

2 min

FTLE

ﬁxed time

Table 8.2
Measured running time on diﬀerent datasets.

N/A

N/A

84 min

131 min

FSLE

116 min

23 min

3 min

3 min

approach

time analysis

153

154

9 HYBRID LAGRANGIAN-EULERIAN MODEL
Multi-ﬁeld datasets, which are comprised of multiple ﬁelds of identical or diﬀerent
types, are common in a large number of applications. Some applications directly produce multiple ﬁelds. For example, in computational ﬂuid dynamics (chapter 7), scalar
ﬁelds (e.g. pressure and temperature) and vector ﬁelds (e.g. velocity) are involved
to describe ﬂuid features. Other applications derive multiple related ﬁelds from a
given single ﬁeld data. For example, in medical imaging (chapter 5), second-order
diﬀusion tensor or higher-order tensor ﬁelds can derive scalar ﬁelds (e.g. fractional
anisotropy and generalized fractional anisotropy) and directional ﬁelds (e.g. eigenvector ﬁelds) to help understand and analyze problems. Visualization and analysis
of multi-ﬁeld datasets are crucial for understanding the complex and dynamic interactions between variables in a certain phenomenon. However, the existing structure
deﬁnitions in multi-ﬁeld datasets either focus on the point-wise properties of a scalar
quantity (Eulerian perspective) or on the geometry of integral curves (Lagrangian
perspective). Furthermore, only a single data ﬁeld, scalar, vector, or tensor ﬁeld, is
analyzed through the existing methods.
In this chapter, we present a novel concept which combines generalized notion
of Eulerian and Lagrangian analysis and integrate them into a continuum of scales.
Our work advances the state-of-the-art in three signiﬁcant ways. First, instead of
focusing on a single type of ﬁeld, we introduce a model to simultaneously visualize
multi-ﬁeld datasets. Second, we propose a new salient structure deﬁnition based on
the hybrid Lagrangian-Eulerian concept in the application of computational ﬂuid dynamics. Third, we utilize two existing methods to form a hybrid Lagrangian-Eulerian
visualization and analysis framework and improve the salient structure characterization in the context of medical imaging.
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Contributions of this chapter
• A novel model, which deﬁnes salient structures as edges through a hybrid
Lagrangian-Eulerian analysis on scalar and vector ﬁelds, characterizes important features in ﬂow visualization.
• A new visualization and analysis framework achieves a better anatomical structure characterization in HARDI visualization.

Organization of this chapter
The remainder of this chapter is organized as follows. In the application of CFD,
the new salient structure deﬁnition is presented in section 9.1. Speciﬁcally, we give
the deﬁnition of edge strength in section 9.1.1, discuss the numerical approximation
and implementation details in section 9.1.2, and provide results in section 9.1.3. In
section 9.2, we describe our new framework of HARDI visualization. In particular,
we document the framework in section 9.2.1 and show the results in section 9.2.2.

9.1 Hybrid Lagrangian-Eulerian Model in CFD
In this section, we present our new model of geometric saliency for ﬂow visualization. Our approach applies a Lagrangian lens based on a vector ﬁeld to the analysis
of an associated scalar ﬁeld. Speciﬁcally, this operation can be considered as ”lifting”
the trajectory from the physical space to the data space created by the associated
scalar ﬁeld.
Figure 9.1 illustrates the above Lagrangian-Eulerian concept. A pathline is considered as the trajectory in physical space (visualized as the magenta line in ﬁgure 9.1).
Each point on the trajectory is a vector in the space-time domain. With an associated
scalar ﬁeld, it is possible to get the local scalar values of every point on the trajectory.
Therefore, these local scalar values create a new trajectory in scalar domain as the
blue line in ﬁgure 9.1.
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(space-time domain)

Figure 9.1. An illustration of Lagrangian-Eulerian concept.

Compared to the Eulerian structure deﬁnition [8] which only considers the local
properties of diﬀerent ﬁelds and the Lagrangian structure deﬁnition (FTLE, section 7.3.1) which only focus on the vector ﬁelds, our Lagrangian-Eulerian model
provides a non-local structure deﬁnition which incorporates all ﬁelds in a multi-ﬁeld
dataset.

9.1.1 Edge Strength Deﬁnition
The central idea of our approach is a local edge strength measurement that describes the dissimilarity of data space trajectories S s passing through a small neighborhood around a regular location x. Our hybrid Lagrangian-Eulerian analysis approach comprises the following steps:
1. A ﬁeld of space ﬁlling data space trajectories is created;
2. The local edge strength is measured through the gradient of this ﬁeld.
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At a given location x0 , a pathline PtT0 ,x0 is generated by tracing the particle on x0
in the vector ﬁeld with a starting time t0 and an integration time T . Considering such
a pathline PtT0 ,x0 is a trajectory T in the space-time domain deﬁned by the problem,
we create a trajectory S in data space by assigning the corresponding scalar attribute
values on each point (x, t) of T . Applying the above process to every location inside
the space domain, we deﬁne a ﬁeld in which each location is a data space trajectory.
Similar to the method presented in chapter 6, in our approach, the measurement
of edge strength in the resulting space ﬁlling data space trajectory ﬁeld is achieved
by estimating a function of neighboring trajectories.
For any location x in the domain of a given dataset, we deﬁne our trajectory
function by the following equation,
S =A·x+b

(9.1)

Thus, the spatial variations around x are determined by its Jacobian J(x) :=
∇x S ≡ A and the edge strength is measured as the spectral norm of J(x):
edge(x) :=

&

λmax (J(x)T J(x)).

(9.2)

9.1.2 Numerical Approximation and Implementation Details
Without loss of generality, we limit our description here to a two-dimensional
uniformly spaced setting. Similar constructions are possible in any spatial dimension
and on most types of discrete domains.
Assume a point xi,j := (i · h, j · h) with h > 0 and i, j ∈ {0, · · · , N} in our discrete
setting. Furthermore, let M > 0 an integer deﬁning a time discretization tm :=

m/M
T

with m ∈ {0, · · · , M}. For a pathline PtT0 ,xi,j generated by tracing the particle on xi,j
we deﬁne the discrete pathline point
xm := PtT0 ,xi,j (tm )
as the discrete representation of the pathline using a numerical integration.

(9.3)
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Next, combing the spatial coordinate xm with time t0 + tm we have the discrete
trajectory Tt0T,xi,j in space-time domain. Scalar attribute values associated to every
discrete space-time point (xm , t0 + tm ) are computed by interpolating the input scalar
ﬁeld and form the discrete trajectory StT0 ,xi,j in data space. Instead of directly estimating the trajectory function of equation 9.1, a same strategy presented in chapter 6
is applied here. We map each data space trajectory to a ﬁxed number of parameters
and low-dimensional Euclidean feature space. A set of moments [189] is employed to
capture the statistical properties of a trajectory,
StT0 ,xi,j = (μ1 , μ2 , · · · )

(9.4)

where StT0 ,xi,j is the parameterization of StT0 ,xi,j . Equation 9.1 is then turned into the
following equation,
 · xi,j + b.
StT0 ,xi,j = A

(9.5)

Thus, the edge strength on xi,j is approximated as
( i,j ) =
edge(xi,j ) ≈ edge(x

)

 A).

λmax (A

(9.6)

Figure 9.2 compares a backward FTLE ﬁeld computed from Boussinesq Flow
(Section 9.1.3) using t0 = 3.0 and T = 2.0 with the edge strength ﬁelds measured by
the presented approach with diﬀerent sets of moments during the trajectory parameterization. A set with higher order moments not only is hard to estimate but also
presents false structures (highlighted by cyan arrows). In our system, we use the ﬁrst
moment (mean) and the second central moment (variance) to map trajectories to the
feature space.
We recorded the running time of our hybrid Lagrangian-Eulerian approach and
ﬁnite-time Lyapunov exponent (FTLE) [53] method on a machine with an Intel i7-970
processor (6 cores / 12 threads) and 12GB memory to study the performance of both
methods.
Table 9.1 summarizes the running time of both methods on diﬀerent datasets. The
running time of FTLE method and hybrid Lagrangian-Eulerian approach are close
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(a)

(b)

(c)

(d)

(e)

Figure 9.2. A comparison of edge strength measured using the presented hybrid Lagrangian-Eulerian method with diﬀerent moments
during the trajectory parameterization. (a) Backward FTLE computed from Boussinesq Flow dataset with t0 = 3.0 and T = 2.0;
(b)-(e) edge strength measured by the presented approach using up
to 1st, 2nd, 3rd, and 5th moments during the trajectory parameterization.
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Table 9.1
Running time of diﬀerent datasets.
dataset

spatial

FTLE

Lagrangian-Eulerian

88 minutes

90 minutes

500 × 500 × 100 18 minutes

18 minutes

resolution
Boussinesq
Hurricane Isabel
Delta Wing (right bubble)

800 × 2400
600 × 350 × 400

69 hours

70 hours

to each other. It is because the computational time spends on pathline / ﬂowmap
generation dominates the running time in both cases.

9.1.3 Results
We evaluated our method with a number of multi-ﬁeld datasets from analytic and
real-world CFD problems.

Boussinesq Flow
The Boussinesq ﬂow used here was simulated using the example provided in Gerris Flow Solver [125] by the author. The simulation uses the classical Boussinesq
approximation, in which the conservation of mass (section 7.1) is replaced by the
conservation of volume (zero divergence), to generate the turbulent vortex behavior
in the physical domain Space × T ime = [−0.5, 0.5] × [−0.5, 2.5] × [0.0, 10.0]. With
this approximation, ﬂuid heated by some objects, e.g. the heated cylinder in this
case, reduces the mass. Thus, it moves upward by the buoyancy eﬀect and creates
the turbulence [190]. This simulation result contains a 2D unsteady velocity ﬁeld as
well as an associated temperature ﬁeld of every time frame.
We applied both the FTLE method and the hybrid Lagrangian-Eulerian approach
on this dataset and compared them through the similarity of ridge lines extracted from
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Figure 9.3. Salient structures characterized in Boussinesq ﬂow dataset
using the hybrid Lagrangian-Eulerian method. (a) three backward
FTLE ﬁelds computed with diﬀerent starting time t0 = 2.75, t0 =
3.00, and t0 = 3.25; (b) ridge lines extracted from those FTLE ﬁelds;
(c) three edge strength ﬁelds measured by the presented approach
with a same setting as (a); (d) ridge lines extracted from edge strength
ﬁelds, color coded by the shortest Euclidean distance to FTLE ridges.

4e-4
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1
n
the resulting scalar ﬁelds. Given two ridge lines Ci = c1i , · · · , cm
i and Cj = cj , · · · , cj

that are represented by polylines with m and n vertices respectively, we deﬁne the
dissimilarity metric dij as the distance from Ci to Cj ,
* m
+
n


1
dij =
dist(cki , Cj ) +
dist(ckj , Ci )
m + n k=1
k=1

(9.7)

where the function dist(cki , Cj ) returns the shortest Euclidean distance from the vertex
cki to the piecewise linear curve Cj . Instead of ﬁnding the maximal value in the
,
,
union set of dist(cki , Cj ) : k ∈ {1, · · · , m} and dist(ckj , Ci ) : k ∈ {1, · · · , n} used
in Hausdorﬀ distance metric [67], our metric uses the mean value of the same union
set.
Figure 9.3 (a) illustrates three backward FTLE ﬁelds computed with diﬀerent
starting time t0 = 2.75, t0 = 3.00, and t0 = 3.25. Figure 9.3 (b) shows ridge lines
extracted from those FTLE ﬁelds using Marching Ridge method (section 3.3). In
ﬁgure 9.3 (c), three edge strength ﬁelds were measured with the same setting as
ﬁgure 9.3 (a) by the presented hybrid Lagrangian-Eulerian approach. We colored
each vertex of ridge lines extracted from our edge strength measurement based on
the shortest Euclidean distance to FTLE ridges in ﬁgure 9.3 (d). The distances from
edge strength ridges to FTLE ridges of the above three results are 7e−5, 5e−5, and
6e−5 and all of them are far less than the distance between neighboring points in our
discrete setting (h = 5e−4). The comparison on the Boussinesq ﬂow dataset shows
in some simple cases, structures characterized by our hybrid Lagrangian-Eulerian
approach coincide with the LCS characterized from an FTLE measure.

Hurricane Isabel
The Hurricane Isabel is the benchmark dataset of IEEE 2004 Visualization Design Contest. This dataset was generated by the National Center for Atmospheric
Research in the United States to simulate the hurricane Isabel in a large region of the
West Atlantic in September 2003. It consists of 13 variables including a vector ﬁeld
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which is the wind speed and 12 scalar properties such as temperature, pressure, and
precipitation for 48 time frames (1 simulated hour between time steps). The spatial
dimension of the dataset is 500 × 500 × 100 at each time frame.
The hurricane eye is the most recognizable feature and is considered as the focus of
a hurricane. One major goal was to study the path and the structure of the hurricane
eye. A hurricane eye is the center point about which the rest of the storm rotates
and where the lowest pressure is found in the hurricane. The wind will increase its
magnitude and converge towards the hurricane eye. Before reaching the eye, the
Coriolis force deﬂects the wind slightly away from it and quickly drops the wind
magnitude, causing the wind to rotate around the center of the hurricane, which is
named as the hurricane eye wall. Thus, tracking and analyzing the hurricane eye wall
provides an eﬀective way to study the path and the structure of the hurricane eye.
Figure 9.4 (a) shows a slice of the pressure volume. The low pressure region (the
black spot) on this image indicates the hurricane eye. One way to characterize the
hurricane eye wall is applying an edge detection method, e.g. Canny edge detector [23], on the pressure volume as shown in ﬁgure 9.4 (b). However, the noise near
the hurricane eye in the pressure volume results in low quality edges. Because of the
convergence and divergence behavior of the wind around the hurricane eye, the Lagrangian method is another way to capture the geometric structure of the hurricane
eye wall. However, the nearby rainbands and other structures of the hurricane make
it diﬃcult to distinguish the hurricane eye wall from other structures detected inside
this dataset. Figure 9.4 (c) illustrates the same slice of the forward FTLE volume
computed with integration time T = 2 hours as ﬁgure 9.4 (a). Using the pressure as
the scalar ﬁeld, and with a same integration time as the FTLE method, our hybrid
Lagrangian-Eulerian approach is able to generate a clear and smooth hurricane eye
wall result (ﬁgure 9.4 (d)).
Figure 9.5 visualizes the edge strength measured by the proposed approach using
cutting plane and volume rendering. It is clear that with our approach, one can easily
track and analyze the hurricane eye wall in this dataset.
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(a)

(b)
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(d)

Figure 9.4. Salient structures characterized in Hurricane Isabel
dataset using the hybrid Lagrangian-Eulerian method. (a) a slice
of the pressure volume; (b) Canny edge detection result; (c) FTLE
result; (d) hybrid Lagrangian-Eulerian approach result.
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Cutting plane (z=7)

Volume rendering

Figure 9.5. Tracking the hurricane eye wall in Hurricane Isabel dataset.
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(b)

(a)

(c)

Figure 9.6. Hurricane Isabel results.
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Figure 9.6 shows the ridge surfaces extracted from the edge strength volume measured by our hybrid Lagrangian-Eulerian approach. The resulting ridge surfaces successfully capture the structure of the hurricane eye wall in this dataset.

Delta Wing
The so-called Delta Wing dataset is a CFD simulation that is designed to study
the transient ﬂow above a delta wing at low speeds and increasing angle of attack.
The major goal of the simulation was to investigate the cause of the vortex breakdown
of the primary vortices. One velocity ﬁeld and four scalar attribute ﬁelds are included
in this dataset.

(a)

(b)

(c)

(d)

(e)

Figure 9.7. A comparison of FTLE and hybrid Lagrangian-Eulerian
method in Delta wing dataset. (a) One slice of the FTLE ﬁeld computed from this dataset; (b) and (d) closed-up of FTLE ﬁeld in both
vortex breakdown bubbles; (c) and (e) edge strength measured by
the presented hybrid Lagrangian-Euleiran approach of both vortex
breakdown bubbles.

Two asymmetric vortex breakdown bubbles, a chaotic one on the left side and
a stable one the right side, have already been visualized using stream surfaces in

168
previous studies [159, 48]. In the Lagrangian method, e.g. FTLE, the main challenge
in characterizing LCS of the vortex breakdown bubble is a noisy FTLE ﬁeld caused by
the complexity of the ﬂow near the edge of the delta wing. Figure 9.7 (a) shows a slice
of the backward FTLE ﬁeld computed from this dataset. The detailed FTLE ﬁelds
in regions of both vortex breakdown bubbles of two primary vortices are shown in
ﬁgure 9.7 (b) and (d). The unexpected structures at those regions, especially the ones
near the outer layer of both vortex breakdown bubbles, make it diﬃcult to extract
smooth and meaningful LCS.
Using the SA viscosity, which is computed from Spalart-Allmaras model [147], as
the associated scalar ﬁeld in the presented hybrid Lagrangian-Eulerian approach, our
edge strength measurement generates a clear result and captures coherent structures
of both vortex breakdown bubbles (ﬁgure 9.7 (c) and (e)). The resulting edge strength
volume of the right vortex breakdown bubble are illustrated in ﬁgure 9.8 using volume
rendering and ridge surfaces.

9.2 Hybrid Lagrangian-Eulerian Model in HARDI
In this section, we describe a new Lagrangian-Eulerian framework that utilizes two
existing methods, namely super-resolution track-weighted imaging [22] and anisotropy
creases [80, 81], to visualize and analyze HARDI datasets.

9.2.1 Hybrid Lagrangian-Eulerian Framework
Before we introduce our hybrid Lagrangian-Eulerian framework for HARDI visualization, we brieﬂy revisit the concept of super-resolution track-weighted imaging
and anisotropy creases.
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(e)

(a)

(b)

(c)

(d)

(f)

Figure 9.8. The right vortex breakdown bubble result. (a) and (b) volume rendering of the edge strength volume; (c)-(f) ridge surfaces characterized from the same edge strength volume, rendered with opacity
and diﬀerent cutting planes.
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Super-resolution Track-weighted Imaging
Super-resolution track-weighted imaging is a technique that creates a scalar ﬁeld
with higher spatial resolution using whole-brain ﬁber tracks. Particularly, the value
of the created scalar ﬁeld is made dependent on a user speciﬁc property of the ﬁber
tracks or their spatial coordinates.
Let {Ti }, i ∈ 1, · · · , n be the result of whole-brain ﬁber tracking. Each ﬁber
track Ti in this tractogram is computed with a maximum length lmax from a diﬀusion
weighted MRI dataset with an acquired voxel size of nxa × nya × nza mm3 . A number
of geometrical properties, such as length, mean curvature and torsion, can be assigned
to Ti . Alternatively, one can assign to Ti a property p of an associated scalar ﬁeld over
its spatial coordinates, such as the mean of a tensor property along the ﬁber track (e.g.
the mean fractional anisotropy (FA) and the average mean diﬀusivity (MD) discussed
in section 5.2.1, as well as the mean generalized fractional anisotropy (GFA) [166],
along the ﬁber track). This alternative approach is referred as the track-wise statistic.
In this way, one can link an associated scalar property to Ti .
Assume one would like to reconstruct a new scalar ﬁeld with a voxel size of
nxr × nyr × nzr mm3 using these linked scalar properties. Typically the voxel size of
the reconstruct ﬁeld is smaller than the acquired one, which will lead to the superresolution nature of the track-weighted imaging technique.
For a voxel x, one can calculate the mean value of the linked property for each
ﬁber track traversing this voxel:
1 
pi ,
mp (x) =
k (x) i=1
k(x)

(9.8)

where index i indicates the ith ﬁber track traversing the voxel x, and the total number
of ﬁber tracks traversing the voxel x is given by k(x). In this way, a scalar ﬁeld
can be generated by assigning to each voxel the value mp . Since this scalar ﬁeld is
reconstructed from a tractography result and the ﬁber tracks provide the additional
intra-voxel information, it is able to reveal the features at a sub-voxel level inside
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a diﬀusion weighted MRI dataset. Figure 9.9 illustrates the super-resolution trackweighted imaging technique.

Figure 9.9. An illustration of the super-resolution track-weighted
technique. (a) Zoomed region in an axial FA map (see inset for location); two elements of the super-resolution grid are highlighted by
the blue and yellow pixels. (b) Zoomed area in the neighborhood
of the blue grid element, with the tensor lines traversing the grid
element overlaid; this location corresponds to an area with a single
ﬁber population (corpus callosum). (c) Zoomed area in the neighborhood of the yellow grid element, with the tensor lines traversing
the grid element overlaid; this location corresponds to an area with
three ﬁber populations. The color-coding of the tensor lines is the
standard RGB convention (red: left/right, green: anterior/posterior,
blue: inferior/superior). (d) Generated super-resolution track-weight
image. (from [22])

Anisotropy Creases
Anisotropy creases are deﬁned as local extremal of tensor anisotropy. Based on
the description in section 2.4 , anisotropy creases (ridges and valleys) are formed
by the points where the gradient of tensor anisotropy is orthogonal to one or more
eigenvectors of its Hessian.
In the method presented by Kindlmann et al. [81], instead of using a full scalespace extraction of anisotropy creases, it uses a ﬁxed scale Gaussian kernel as a
pre-process. The preliminary results suggest that anisotropy ridges coincide with
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the interiors of white matter ﬁber tracts, while the anisotropy valleys delineate the
boundaries between diﬀerent ﬁber tracts that are adjacent but distinctly oriented
(e.g. the boundaries between corpus callosum and the cingulum bundles).
Figure 9.10 demonstrates the anisotropy creases in a synthetic dataset. The
dataset contains two adjacent ﬁber bundles which are orthogonal to each other. The
anisotropy ridges (red and green surfaces) correctly model the skeleton of these two
ﬁber bundles, while the anisotropy valleys (white surface) captures the interface between them.

(a) Fiber tractography

(b) FA on cutting planes

(c) Crease surfaces

Figure 9.10. Demonstration of anisotropy creases in a synthetic
dataset. The tractography of the two ﬁber bundles in (a) is colorcoded by the usual RGB (major eigenvector). The lower FA between
the ﬁber bundles is highlighted in (b). In (c), the red and green ridge
surfaces correctly model the shape of ﬁber bundles, and the white
valley surface captures the interface between them. (from [81])

Figure 9.11 illustrates our hybrid Lagrangian-Eulerian framework for HARDI visualization. First, a large number of ﬁber tracts are generated from the input HARDI
dataset by randomly seeding throughout the interested region(e.g. the white matter
of human brain) using iFOD2 ﬁber tracking method [155]. A generalized fractional
anisotropy (GFA) ﬁeld is also measured from the input HARDI dataset. Then, a
super-resolution track-weighted ﬁeld is generated by the ﬁber tracts and the GFA
ﬁeld created in the previous step. Finally, the geometrical structures are characterized as crease surfaces of the super-resolution track-weighted ﬁeld. Since we are
interested in the geometrical boundaries of diﬀerent ﬁber bundles in this chapter,
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Fiber tracks

Super-resolution trackweighted images

HARDI

Anisotropy creases

GFA

Figure 9.11. Hybrid Lagrangian-Eulerian HARDI visualization framework.

we employ the anisotropy valleys to characterize sub-voxel features from a superresolution track-weighted anisotropy ﬁeld.

9.2.2 Results
We use the public IIT human brain HARDI template [193] to demonstrate the result obtained by the hybrid Lagrangian-Eulerian framework presented in this section.
The spatial resolution of the template is 182 × 218 × 182 with an acquired voxel size
of 1.0 × 1.0 × 1.0 mm3 . This dataset contains a ﬁeld describing the per-voxel ﬁber
orientation distribution function (fODF) using spherical harmonics up to 6th order
as well as a GFA ﬁeld.
Figure 9.12 presents our results of two regions of interest from the IIT template.
The ﬁrst column visualizes the GFA images of these regions. The second column shows
the reconstructed super-resolution track-weighted images. These super-resolution
track-weighted images are generated using software MRtrix3 [1] with a reconstruction
voxel size of 0.25 × 0.25 × 0.25 mm3 (64 times larger than the acquired resolution).
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Comparing the ﬁrst two columns, the super-resolution track-weight images delineate
the substructures in human brain and provide the necessary information used in the
later anisotropy creases technique. The third column visualizes the valley strength
computed from images in the second column using the valley deﬁnition described
in section 2.4.3. The last column demonstrates the super-resolution track-weighted
images augmented with valley lines. These valley lines successfully characterize the
boundaries of the highlighted anatomical structures.
In ﬁgure 9.13, we compare the results obtained by this hybrid Lagrangian-Eulerian
framework and the results achieved by the edge detection method described in chapter 6 (major diﬀerences are highlighted by yellow ellipses). Our hybrid LagrangianEulerian framework generates a cleaner result and allows focusing on the most important anatomical structures.
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Figure 9.12. Anisotropy creases results in human brain HARDI dataset. The ﬁrst column: GFA images of
these regions; the second column: reconstructed super-resolution track-weighted images; the third column:
valley strength computed from images in the second column; the last column: characterized valley lines.
cc: corpus callosum; cg: cingulum; icp: inferior cerebellar peduncle; mcp: middle cerebellar peduncle; pcr:
posterior region of corona radiata; scp: superior cerebellar peduncle; scr: superior region of internal capsule;
sfo: superior fronto-occipital fasciculus; slf: superior longitudinal fasciculus; *: short-range association ﬁbers;
**: vertical occipital fasciculus.
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Figure 9.13. A comparison of the results obtained by hybrid
Lagrangian-Eulerian framework and edge detection method described
in chapter 6. Last row shows the edge strength measured by the edge
detection method described in chapter 6 and the characterized edges.
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10 PARALLEL UFLIC FOR HIGH-PERFORMANCE DENSE VISUALIZATION
In the scope of geometry-based ﬂow visualization [127] , many techniques have been
proposed ranging from steady to unsteady, and from planar to surface and further to
volume. Accelerated with graphics libraries and/or hardware, a lot of these methods
enable real-time visualization. However, inappropriate seed distribution and insuﬃcient control over the density of geometric primitives tend to create an incomplete
view or a cluttered image.
Texture-based ﬂow visualization techniques [127] avoid the aforementioned problem by taking the image space as a large seed set, usually one seed per pixel, to synthesize a dense depiction of the vector ﬁeld. Instead of explicitly rendering intermediate
graphical primitives (points, lines, and polygons) at discrete sample points or along
seed-dependent integral traces, the dense representation created by texture-based
techniques conveys both local features and global patterns of a ﬂow. In particular,
unsteady ﬂow line integral convolution (UFLIC) proposed by Shen and Kao [142, 143]
provides a compelling solution for visualizing time-varying ﬂows with high image and
animation quality. The use of a time-accurate value-scattering scheme coupled with a
successive texture feed-forward strategy in UFLIC mimics the behavior of real-world
ﬂows to achieve high spatial-temporal coherence. However, the high computational
cost caused by a huge amount of pathline integration remains a major limitation of
this technique [100, 101, 94].
In this chapter, we propose an accurate parallel implementation of UFLIC for
high-performance dense visualization of time-varying ﬂows. This method is unique
for incorporating GPU-based pathline integration and texture synthesis with pathline
reuse. Our approach runs at interactive framerates while maintaining high spatialtemporal coherence.
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Organization of this chapter
The remainder of this chapter is organized as follows. Section 10.1 presents our
parallel UFLIC algorithm, followed by the description of our GPU implementation.
In section 10.2, we provide some results that demonstrate both the eﬃciency and
accuracy of the proposed method.

10.1 Method
Sharing the same idea of previous methods presented in section 7.4.1, particularly
the pathline reusing strategy and the GPU-based implementation, here we present our
highly parallel unsteady ﬂow line integral convolution algorithm. In our approach, the
entire pipeline, particle management, value scattering and depositing, post-processing
are fully CUDA-accelerated and achieves interactive framerates for each test dataset.
Figure 10.1 shows the overview of our pipeline, and each step of our implementation
will be discussed in this section.
Initialize
system

Release new particles

Create mapping from initial
position to current position

Scatter and deposit value

Post-process

Display result

Figure 10.1. The pipeline of our algorithm.
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10.1.1 Particle Management
At the beginning of each frame f , new particles are released at the center of every
pixel in a domain of size M × N, where M and N are the spatial resolution of the
output image. Also an image value α = T exf −1 , where T exf −1 is the image generated
by the pervious frame f − 1 (T ex0 is the input white noise texture), is associated to
each particle. This image value α remains unchanged during the entire life span of
the particle.
During any frame the system has to maintain up to K = M × N × L active
particles, where L is the global particle life span measured in number of frames.
After reaching the steady state, at each frame there are M × N particles reach the
life span, hence the memory are recycled to be used by the new released particles.
Similar to the ”on-the-ﬂy depositing” method used in GPUFLIC, at every frame
we only advect particles from their previous position to the current time instead of
tracing them through their entire life span. The segment of a pathline in this time
interval, named pathlet, is used to scatter the image value α stored in particle to
pixels in current frame.

10.1.2 Pathline Reuse
After new particles released, all active particles in the system need to be advected
forward by the unsteady ﬂow. However the advection can be accelerated by parallelizing the computation on GPU [94], the number of advection particles can be further
optimized by a pathline reuse strategy [101, 100].
The strategy is based on an assumption that a pathlet traced by particle i at
frame f can be reused by any particle j as long as i and j are in the same pixel at the
beginning of this frame. Though those particles may diverge later, reusing pathlet
has a very limited inﬂuence on the ﬁnal result which will be discussed in section 10.2.
Figure 10.2 illustrates the pathline reuse strategy. Two pathlines Θ(red) and
Φ(green) traced by particle θ and φ respectively, come into the same pixel at the
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beginning of frame f , the dot curves indicate the pathlet by continuing tracing θ and
φ in this frame. Based on the above assumption each dot curve can be reused by the
other. Furthermore, the system will release a new particle ψ(yellow) at the center of
that pixel. Its pathlet Ψ can also be reused by θ and φ. Thus, at each frame, only the
new released M × N particles need to be advected to generate the new pathlets. All
other active particles reuse those pathlets during the value scattering and gathering
step.

Ψ

θ

Θ
ϕ

ψ
Φ

Figure 10.2. An illustration of our pathline reuse strategy.

10.1.3 Value Scattering and Depositing
At every frame, the image value α associated with each particle needs to be
scattered over all pixels covered by its pathlet. With our pathline reuse strategy,
all particles at the same pixel will share a newly created pathlet and therefore their
associated image values can be scattered together by the same pathlet. In contrast,
GPUFLIC needs to scatter the value separately because all particles are advected
individually.
When the system releases new particles, each of them is stored based on the initial
starting position. In order to perform the value scattering and depositing by using
the beneﬁt of the pathline reuse strategy, each particle has to be fetched based on its

181
current position. This can be achieved by creating a mapping from particle’s current
position to its initial position.
The mapping process contains the following three operations:
1. Pixel Particle Counting Each pixel counts the number of particles that are
located in it at the starting time of the current frame.
2. Pixel Oﬀset Computing A preﬁx sum operation applied on the result of the
previous operation, generates the oﬀset for each pixel in the mapping buﬀer.
3. Particle to Pixel Mapping Each particle map itself to the pixel by the current
position and store it in the mapping buﬀer based on the oﬀset computed in the
previous operation.
Figure 10.3 illustrates the result after the mapping process. Each pixel has a
unique oﬀset which points to the memory location in the mapping buﬀer and the
number of particles inside it, while the mapping buﬀer contains the actual memory
address of each particle.
Offset Buffer

Count Buffer

Mapping Buffer ...

Particle Memory

...

...

...

...

...

...

Figure 10.3. An illustration of the result after the mapping process.

The process of value scattering and depositing begins with tracing a seed s(x, y)
placed at the center of each pixel p(x, y). In each step, a seed s(x, y) is advected
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by solving an ordinary diﬀerential equation on the input unsteady vector ﬁeld. We
employ higher-order numerical integration methods such as 4th order Runge-Kutta to
compute the new position P OSk from the previous one P OSk−1. All particles located
at the pixel p(x, y) corresponding to that seed s(x, y), which could be fetched by the
mapping buﬀer, scatter their associated image values by depositing them to the pixels
on the image plane covered by the line segment P OSk−1P OSk . We use one buﬀer

V × w, and another one Bw to store the
BV to store the sum of weighted values

accumulated weights
w. In our implementation, each weight is determined by two
factors, namely, the life span of the particle and the distance of the particle traveled
in a pixel.
After scattering and depositing all values to the image plane, each particle has
to update its position and a scalar value τ , denoting remaining life time, which is
initialized as the global life span L. Then the weighted average is computed by taking
the division of those two buﬀers


V ×w

.
w

This weighted average can be displayed as

a grayscale image result of current frame, moreover, a color coding based on the
magnitude of local velocity, some property scalar ﬁelds, or the FTLE(F inite-T ime
Lyapunov Exponent) [53] ﬁeld can be used to generate a color image result.

10.1.4 Post-Processing
Mentioned in UFLIC [142, 143], the LIC method is really a low-pass ﬁltering
process on the input image. Simply using the current result as the input of next
frame would lead to an over-blurred image. Postprocessing is required to maintain a
satisfying contrast of the result throughout the animation.
The ﬁrst step of the postprocessing is applying a high-pass ﬁlter to enhance the
image contrast. Similar to the UFLIC, the following Laplacian operator is applied to
the current result:
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In order to prevent the unnecessary high frequencies introduced by the high pass
ﬁlter, we apply a second step, named noise jittering, to the output from the high-pass
ﬁlter. Similar to the GPUFLIC, to address the frozen patterns in steady regions, this
step replaces the lower seven bits of the output by a periodic noise.

10.1.5 CUDA Implementation
The algorithm presented above can be fully parallelized on the massive parallel
architecture such as CUDA (Compute Uniﬁed Device Architecture). Although most
parts of the CUDA-based codes are identical to C code on CPU, some details of our
implementation must be discussed here.

Memory
As mentioned before, at any frame the total number of particles in the system is
bounded by K = M × N × L. Thus, a pre-allocated memory on the global memory
in CUDA is used to store the particle information, namely the current position P OS,
the image value α, and the remaining life time τ . This memory is divided into L
layers, each layer is further divided into M × N blocks which store the information
of one particle. At any frame f , all particles in the layer f %L (f mod L) will reach
their life span, and are recycled to be used by the new released particles. Please refer
to Figure 10.4 as the layout of the global memory for particles.
The input 2D unsteady vector ﬁeld is stored as a 3D texture memory in CUDA,
which is cached also trilinearly interpolated at no extra cost. Each slice on the z axis
corresponds to a time step in the 2D unsteady vector ﬁeld. With this conﬁguration,
the spatial-temporal coordinate (x, y, t), where t is the global time, is transformed to
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current position POS
N

image value α
remaining life time τ

M

(a)

(b)

(c)

Figure 10.4. The layout of the global memory for particles. (a) the
whole memory is divided into L layers(4 in this ﬁgure); (b) each layer
is divided into M × N blocks; (c) each block contains the information
of one particle.

the texture coordinate (u, v, w) in our implementation to access the ﬂow velocity at
any position of any time.

Concurrency
A race condition arises when two or more threads in CUDA attempt to access the
same global memory concurrently and at least one access is a write operator. In our
algorithm the value scattering and depositing step will trigger the race condition, for
example, when two threads attempt to update the value stored in the same memory address of BV at the same time. Atomic operators supported by CUDA such
as, atomicAdd, are used in order to avoid unexpected results caused by the race
condition.

Bandwidth
To optimize the use of the bus bandwidth, our algorithm is implemented entirely
in CUDA. At the initial state of the program, the input unsteady vector ﬁeld and
white noise image are transferred from the host memory to the video memory. After
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that, no data transfer is needed. The result of each frame is displayed eﬀectively by
using the pixel buﬀer object feature supported by CUDA.

10.2 Result and Discussion
We implemented our algorithm described in section 3 using C++ and CUDA on
a Windows PC. The platform we used in our experiment has a hex-core i7 processor
at 3.2GHz with 12GB of RAM and an NVIDIA GTX590 CUDA-Enabled graphics
card (dual GPUs, 1536MB video RAM per GPU).
Four time-varying vector ﬁelds, including PSI (ﬁgure 10.5), Boussinesq Flow (ﬁgure 10.6), Double Gyre (ﬁgure 10.7), Wind Flow (ﬁgure 10.8), and Convection (ﬁgure 10.9) were tested in our experiment. The life span used in each test case is
listed in table 10.1. Both PSI and Double Gyre are standard synthetic datasets,
while Boussinesq Flow, Wind Flow, and Convection are results from the numerical
simulation of Boussinesq approximation, wind above ocean, and the convective heat
transfer. In ﬁgure 10.6, we overlay the edge strength ﬁelds computed by our hybrid
Lagrangian-Eulerian method (section 9.1) on top of the UFLIC result using our GPUbased implementation. The color coding in ﬁgure 10.5, ﬁgure 10.8, and ﬁgure 10.11
is based on the magnitude of local velocity, while in ﬁgure 10.9 it highlights the temperature. FTLE color coding is used in ﬁgure 10.7. For more information about the
FTLE color coding, please refer to [47].
Table 10.1 gives the performance of our implementation for each dataset. In all
cases we are able to achieve interactive framerates at diﬀerent image resolutions. We
have implemented GPUFLIC algorithm and make the performance comparison in
the same hardware platform. Table 10.1 indicates that our algorithm outperforms
it because of the pathline reuse strategy. It is apparent in ﬁgure 10.10 that the
performance of GPUFLIC decreases faster and runs less stable than our approach
with life span increases.

Time steps
101
300
100
41
200

Resolution
512 × 512
512 × 1536
1024 × 512
1024 × 512
1024 × 512

Dataset

PSI

Boussinesq Flow

Double Gyre

Wind Flow

Convection

4

4

4

4

4

Life span

11.5

17.4

14.1

9.6

19.5

GPUFLIC (FPS)

Table 10.1
Performance in average FPS.

48.2

65.4

59.3

42.8

86.6

Ours (FPS)

4.2

3.7

4.2

4.5

4.4

Speedup Ratio
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Figure 10.5. PSI dataset.

Figure 10.6. Boussinesq Flow dataset.

In order to evaluate the inﬂuence of pathline reuse, we made a side by side comparison between our approach and GPUFIC. The ﬁrst row in ﬁgure 10.11 shows the
result of our approach on Boussinesq Flow dataset, and the second row is the result
of GPUFLIC at corresponding frames. Our approach is able to capture the same high
quality crisp line patterns matching those generated by GPUFLIC while being much
more eﬃciency.
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Figure 10.7. Double Gyre dataset.

Figure 10.8. Wind Flow dataset.

Figure 10.9. Convection dataset.
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Figure 10.10. Performance comparison in FPS with diﬀerent life
spans. All results are tested on PSI dataset with resolution of
512 × 512.

Figure 10.11. A side-by-side comparison between our approach and GPUFLIC on Boussinesq Flow dataset.
First row shows the results obtained by our approach; Second row shows the results obtained from GPUFLIC
method.
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11 CONCLUSION AND FUTURE WORK
In this dissertation, we focused on the geometric structure characterization of vector
ﬁeld, tensor ﬁeld, and multi-ﬁeld datasets. In general, the set of methods presented
here leverage the basic notion of Lagrangian description in ﬂuid mechanics and forms
a uniﬁed framework for analyzing and visualizing the scientiﬁc data from the problems
spanning computational ﬂuid dynamics and medical imaging applications.
We started by introducing a uniﬁed model of salient structure on which all methods
presented in our framework are based. Also, we brieﬂy discussed the “focus+context”
visualization technique used in presenting the results of these methods.
Next, we introduced a tractography-based edge detection method which analyzes
the diﬀusion weighted MRI data by extracting out the meaningful anatomical structures from it. This method provides a uniform solution in characterizing anatomical
structures for diﬀusion tensor imaging and high angular resolution diﬀusion imaging.
We have shown that using the information carried by the entire ﬁber trajectory enables better edge detection results than existing techniques. Evaluating the method
against ground truth in phantom data has shown that the detected edges do represent boundaries of ﬁber bundles and form the anatomical structures. Experimentation
on real data has shown that many anatomical structures can be identiﬁed via edge
detection by this method.
After that, motivated by the fact that both the classical FTLE-based Lagrangian
coherent structure characterization method in vector ﬁeld visualization and the tractography-based edge detection method in tensor ﬁeld visualization discussed in this
dissertation require an important yet ambiguous parameter provided by users, we
presented an automatic method to determine the spatially varying optimal parameter
that enables better salient structure characterization results. Instead of showing the
structures corresponding to a single and arbitrary parameter, our method produces

192
an improved presentation which visualizes all structures within a relevant range of the
parameter. Further, we have shown the beneﬁts of integrating this temporal analysis
method in scale-space analysis approaches in the context of diﬀusion tensor ﬁelds.
The evaluation of the method with both synthetic and real-world datasets shows
the ability of our approach to reveal important structural features in time-dependent
ﬂuid ﬂows, smooth symmetric second-order tensor ﬁelds and diﬀusion tensor ﬁelds.
In all these cases our method reveals structures that are typically missed by other
approaches.
Beyond the analysis and visualization approaches that apply to a single data ﬁeld,
we investigated a new model of geometric saliency for multi-ﬁeld problems and proposed a hybrid Lagrangian-Eulerian concept. Two separate methods were developed
under this hybrid Lagrangian-Eulerian concept for the problems in computational
ﬂuid dynamics and medical imaging respectively. It has been shown that using the
scalar quantities corresponding to the trajectories enables a better geometric structure characterization than existing approaches. We have evaluated both methods
with real-world datasets and documented their ability to capture important features
in regions where existing approaches fail.
Finally, we presented a GPU-based parallel algorithm that synthesizes LIC-like
textures at an interactive framerate for dense visualization of unsteady two-dimensional
ﬂows. It is built on UFLIC to not only convey very high spatial coherence in individual
frames but also exhibit very strong temporal coherence in the resulting animation.
Our algorithm runs faster than AUFLIC by taking advantage of GPU parallelism
while it diﬀers from GPUFLIC due to a pathline reuse mechanism as well as a relatively fast on-the-ﬂy value scattering strategy. This algorithm enables an eﬃcient
and eﬀective way to provide the overview information used in our “focus+context”
visualization.
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11.1 Future Work
Limitations of the presented methods and open questions remain as avenues for
future work.
First, our edge detection method discussed in chapter 6 is not limited to the
visualization of diﬀusion weighted MRI data, and we would like to apply it to other
application domains.
Second, developing a user friendly interface for the time-analysis method presented
in chapter 8 would allow users to interactively visualize and explore the characterized
structural features and derive a structural feature visual analytics for both vector
ﬁeld and tensor ﬁeld datasets. The extended time perspective aﬀorded by our method
could also ﬁnd compelling applications in the context of methods that aim to reduce
the redundancy of LCS extraction and tracking over time.
Third, the current hybrid Lagrangian-Eulerian model introduced in chapter 9 limits itself on utilizing a single scalar quantity during the analysis process. Investigating
a new method that shall allow the salient manifolds associated with diﬀerent scalar
quantity combinations and yield a single core geometric structure that accounts for
the full set of variables present in the problem description. Besides, an eﬀective user
interface that could help design an optimal combination of the results using diﬀerent
scalar quantities is also required.
Finally, all methods, which use our uniﬁed model of salient structure, build upon
a signiﬁcant amount of pathline / ﬁber traces. Super-sampling the original dataset
further increases the computational eﬀort of our methods. Therefore, a pathline /
ﬁber traces reusing strategy among neighboring voxels similar to the one discussed in
chapter 10 could be introduced in those methods to reduce the computational time.
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