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brain.
Human observers can reliably perceive and categorize scenes based on their spatial organisation and semantic 
content. hese processes are thought to rely upon a network of brain regions that respond preferentially to images 
of scenes. hese regions include the Parahippocampal Place Area (PPA)1, Retrosplenial Complex (RSC)2, and 
Occipital Place Area (OPA)3. Although studies using univariate fMRI analyses have reported comparable over-
all magnitudes of response to diferent scene categories within these regions1, more recent reports employing 
multivariate techniques have identiied distinct patterns of response to diferent types of scene4, suggesting a 
iner-grained topographic organisation.
he organizing principles underpinning the topographic organization of scene-selective regions are the sub-
ject of current debate5, 6. Some studies have argued that these regions represent semantic or categorical properties 
of scenes4. For instance, models based upon assigning semantic labels to objects in scenes have been shown to 
predict neural responses in high-level visual cortices5, 7–10. However, it does not necessarily follow that patterns of 
neural response are systematically organised by semantic or categorical properties, or that the perception of these 
properties is causally linked to such patterns. Indeed, other studies have suggested that responses in these regions 
may be better explained in terms of the spatial characteristics of the scene such as openness11, 12 or distance13. 
However, it remains unclear whether such properties could themselves be explained by more basic characteristics 
of the scene. For example, visual properties of images can be used to classify diferent scene categories and to 
derive spatial properties such as openness14. Recently, we showed that such low-level visual properties predict the 
patterns of neural response in scene-selective regions15, 16, and that manipulations of visual features have a marked 
efect on these response patterns17. Taken together, these indings raise the possibility that patterns of response in 
scene-selective regions could be understood in terms of more basic dimensions of the stimulus.
To understand how the perception of scene categories might emerge from more basic visual characteristics of 
images, it is necessary to understand the way they afect patterns of response in scene selective regions. A funda-
mental problem in almost all univariate and multivariate studies to date is that they have relied on experimental 
designs which contrast responses to stimuli in diferent experimenter-deined categories. his makes it diicult 
to separate the efects of the arbitrary and subjective manipulation of category from those driven by correlated 
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image statistics; indeed, it has been shown that measures of both visual statistics and semantic object labels signif-
icantly predict responses in scene selective cortices5. While many previous studies have made substantial eforts 
to control for such confounds, they have not necessarily overcome limitations posed by the subjective sampling 
of the available stimulus space.
In this study, we aim to directly compare the relative contribution of image properties and semantic features to 
the organization of scene-selective regions using a data-driven approach to stimulus selection in which images are 
chosen based only on their visual content, rather than membership of predeined categories. We used a measure 
of visual properties (GIST18) in conjunction with an unsupervised clustering algorithm to sample images from 
diferent regions of this visual feature space. he GIST model has previously been shown to be a good model of 
neural representations in visual cortex15, 19, and was designed to capture the critical visual and spatial proper-
ties thought to underlie scene perception14, 18, and is thus well motivated as a scene descriptor. Our aim was to 
determine whether the neural representation in scene-selective regions relects fundamental visual properties. 
If scene-selective areas are sensitive to the visual content of scenes, we would expect to ind distinct patterns of 
response to each cluster, and that the representational similarity of neural responses to diferent scene clusters 
would be well explained in terms of the similarity of corresponding visual descriptors.
Results
A data-driven approach was used to deine scene clusters based on their image properties. he GIST descriptor was 
applied to each of the approximately 100,000 images in the Scene Understanding (SUN) database20. his generates 
a vector of 512 values that represents each image in terms of the spatial frequencies and orientations present at 
diferent spatial locations across the image. Before applying the clustering algorithms, we irst reduced the dimen-
sionality of the GIST descriptor using principal components analysis (PCA). We then applied a k-Means clustering 
algorithm (k = 10) to the irst 20 principal components in order to identify 10 distinct clusters of samples within 
this space. Finally, we selected the 24 images nearest to the centroid of each cluster. his produced a inal stimulus 
set of 240 images, comprising 10 scene clusters each with 24 images. his process is illustrated in Fig. 1.
To help visualise the structure of the points within the feature space, we computed a correlation based 
similarity matrix using a leave-one-image-out cross-validation procedure. Figure 1b shows the correlations 
matrix averaged across the cross-validation iterations. We also used multi-dimensional scaling to provide 
Figure 1. GIST clustering process. he GIST descriptor18 comprises a vector of 512 values that represent the 
image in terms of the spatial frequencies and orientations present within each of 16 spatial locations across 
the image. (a) GIST descriptor vectors were calculated for every image in the SUN database. PCA was used to 
reduce dimensionality down to the irst 20 components, and a k-Means clustering algorithm then used to select 
10 clusters of scenes. Finally, the 24 images nearest the centroid of each cluster were selected to form the inal 
stimulus set. he structure of the feature space is illustrated by the correlations similarity matrix (b) and multi-
dimensional scaling plots (c). Examples of the images from each scene cluster are available at https://igshare.
com/s/a7fdfa8742abf59e3672.
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a 2D approximation of the feature space (Fig. 1c). Example images from each scene cluster can be viewed at 
https://igshare.com/s/a7fdfa8742abf59e3672. In addition, the entire stimulus set is viewable at https://igshare.
com/s/71a735b27bcf0db53360. It is clear that these images do not relect the scene categories commonly used 
in previous studies. For instance, cluster 6 is marked by images with a strong horizontal component across the 
middle of the image – this frequently manifests as a horizon line, though there are also other instances that con-
form to the rule (including some indoor scenes). Importantly, images within this cluster span a range of semantic 
categories, including indoor and outdoor scenes, and manmade and natural scenes.
An independent localiser scan was used to identify regions of interest (ROIs) for the 3 core scene-selective 
regions (PPA, RSC, and OPA) by comparing the responses to intact and phase scrambled images of scenes. he 
locations of these regions are illustrated in Supplementary Figure S1, and MNI co-ordinates of the peak voxels 
are given in Table 1. We measured the pattern of neural response in each scene region to the 10 diferent scene 
clusters using a blocked fMRI design. Figure 2 shows the normalised responses within each of the scene-selective 
regions; red and blue colours indicate responses above and below the voxel-wise mean respectively.
Correlation-based MVPA21 was used to assess the reliability of these responses. Average correlation similarity 
matrices for each of the scene regions are shown in Fig. 3a. A Fisher’s Z-transform was applied to the correlation 
values prior to further analysis, and in all cases a Bonferroni-Holm correction for multiple comparisons was 
applied across the 3 ROIs (PPA, RSC, OPA). We irst assessed the ability of the MVPA to discriminate the scene 
clusters by comparing the within-cluster (on-diagonal) and between-cluster (of-diagonal) values of the correla-
tion matrices. Figure 3b shows that there were signiicantly greater within- than between-cluster correlations in 
the PPA (t(19) = 5.98, p < 0.001, Cohen’s d = 1.34) and OPA (t(19) = 3.98, p = 0.002, Cohen’s d = 0.89), but not 
in the RSC (t(19) = 0.11, p = 0.918, Cohen’s d = 0.02). hese efect sizes remained relatively stable across a range 
of sizes of the ROI deinitions (Supplementary Figure S2a). his shows that there are distinct neural responses 
in both PPA and OPA to the scene clusters deined by the data-driven method. However, the absence of distinct 
patterns in the RSC shows that this result is not an inevitable consequence of the data-driven approach to image 
selection.
Although these results suggest that the PPA and OPA are sensitive to the visual properties difering between 
the scene clusters, this does not guarantee that they are representing these properties in the same way as predicted 
by the GIST model. For instance, these regions could be sensitive to speciic subsets or conjunctions of visual 
features characterised by the GIST. Nevertheless, if neural responses are organised according to such features we 
would expect the similarity in patterns of neural response to diferent scene clusters to be predicted by the simi-
larity in the low-level image properties as deined by the GIST descriptor. To test this idea we used a representa-
tional similarity analysis22 to compare of-diagonal elements of the correlation matrices for each region (Fig. 3a) 
with the GIST correlations matrix (Fig. 1b). Results of these analyses are illustrated in Fig. 3c and show that 
the image properties signiicantly correlated with neural responses in the PPA (r(43) = 0.44, p = 0.008), but not 
the RSC (r(43) = 0.26, p = 0.182) or OPA (r(43) = −0.04, p = 0.770). hese efect sizes remained relatively stable 
across a range of sizes of the ROI deinitions (Supplementary Figure S2b). Again, the absence of signiicant rep-
resentational similarity with the GIST in the OPA and RSC shows that the correlation between neural responses 
and image properties in the PPA is not an inevitable consequence of the data-driven approach to image selection.
Although images in each cluster were selected solely on the basis of their visual properties, it remains possi-
ble that semantic information could reliably discriminate between the clusters. For instance, scenes containing 
semantically similar objects may also tend to be visually similar. To address this issue, a local semantic concept 
model23 was used to test the semantic similarity of images. his deines vectors representing the objects present in 
each scene (Fig. 4a,b), and a similarity matrix was then produced by correlating these vectors within and between 
the clusters using a leave-one-image-out cross-validation procedure (Fig. 4c). To determine if each image clus-
ter conveys distinct semantic information, we compared the within-cluster (on-diagonal) and between-cluster 
(of-diagonal) values of the correlation matrix. A paired-samples t-test revealed signiicantly higher within- than 
between-cluster correlations (t(23) = 12.67, p < 0.001, Cohen’s d = 2.59), indicating that clusters could be discrim-
inated based on semantic properties. We next determined the representational similarity between of-diagonal 
elements of the local semantic properties and the image properties given by the GIST analysis. We found a posi-
tive correlation between semantic and image properties that was borderline signiicant (r(43) = 0.29, p = 0.050).
We next asked whether the local semantic properties could predict the patterns of fMRI response in 
scene-selective regions by correlating of-diagonal elements of the respective correlation matrices. Results of these 
analyses are illustrated in Fig. 4d. Semantic properties did not signiicantly correlate with neural responses for any 
Region Hemisphere x y z
Voxel 
count
hreshold 
(Z)
PPA
L −34 −46 −22 500 5.06
R 26 −50 −18 500 5.59
RSC
L −18 −52 −2 500 4.63
R 16 −58 6 502 4.79
OPA
L −36 −90 2 500 5.14
R 38 −82 4 499 5.03
Table 1. Peak MNI mm co-ordinates, voxel counts, and thresholds of standard scene-selective clusters (PPA, 
RSC, OPA).
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region (PPA: r(43) = 0.28, p = 0.193; RSC: r(43) = 0.11, p = 0.942; OPA: r(43) = 0.04, p = 0.942). hese efect sizes 
remained relatively stable across a range of sizes of the ROI deinitions (Supplementary Figure S2c).
To determine how the GIST and semantic models predicted human perception, participants completed a 
card-sorting task in which cards depicting the scenes were sorted into distinct stacks according to their perceptual 
similarity24. A similarity matrix was constructed by examining the co-occurrence of each possible pairing of scene 
clusters across each of the subject’s card stacks. his was calculated by deining a vector for each scene cluster 
denoting the counts across each of the card stacks, and then taking the dot product between each pairwise combi-
nation of vectors (Fig. 5a). he average dot product similarity matrix across subjects is shown in Fig. 5b. We irst 
tested the representational similarity with the GIST and semantic models; results of these analyses are shown in 
Fig. 5c,d. A signiicant correlation was found between the perceptual responses and both the GIST (r(43) = 0.30, 
p = 0.045) and semantic models (r(43) = 0.69, p < 0.001). However, because the semantic and GIST models are 
themselves correlated, it remains unclear whether each model is able to explain signiicantly more variance in the 
perceptual responses beyond that already explained by the other model. To this end, we repeated our analyses 
using partial correlations to control for the efects of one or the other model. Results revealed a signiicant partial 
correlation between the perceptual and semantic models while controlling for the GIST model (r(42) = 0.66, 
p < 0.001). However, the partial correlation between the perceptual and GIST models while controlling for the 
semantic model failed to reach signiicance (r(42) = 0.14, p = 0.361). An alternative approach is to compute 
the semi-partial correlation such that variance between the predictor variables themselves is held constant but 
Figure 2. Group patterns of response restricted to each of the scene-selective regions (PPA, RSC, OPA). 
Responses are normalized by subtracting a voxel-wise mean across all conditions, such that red and blue colours 
indicate values above and below the mean response respectively.
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variance between the outcome and the second predictor variable remains uniltered – this approach is more 
appropriate for directly comparing two competing predictor variables; these results are shown in Supplementary 
Table S2, and are consistent with those of the partial correlations. his shows that, in contrast to the neural 
responses, the perceptual responses were primarily predicted by the semantic model rather than the GIST model.
We next asked whether the perceptual responses could predict patterns of neural response (Fig. 5e). Perceptual 
responses signiicantly correlated with neural responses in the PPA (r(43) = 0.42, p = 0.012), but not the RSC 
(r(43) = 0.04, p > 0.999) or OPA (r(43) = −0.07, p > 0.999). hese efect sizes remained relatively stable across a 
range of sizes of the ROI deinitions (Supplementary Figure S2d). In order to compare the unique contributions 
of the perceptual and visual models to the PPA response, we repeated our analyses using partial correlations. 
Signiicant correlations were observed both when comparing the neural response with the GIST while controlling 
for the perceptual model (r(42) = 0.36, p = 0.017), and comparing the neural response with the perceptual model 
while controlling for the GIST (r(42) = 0.34, p = 0.024). Repeating these analyses as semi-partial correlations 
revealed a similar pattern of results (Supplementary Table S2). hus, the visual and perceptual models accounted 
for distinct components of the variance in the PPA response.
Our results show that patterns of neural responses in the PPA are linked to the image properties of scenes. 
However, previous studies have suggested possible divisions of function between the posterior and ante-
rior aspects of the PPA25, 26. To test this possibility, we repeated our analyses within posterior and anterior 
sub-divisions of our PPA region. We found distinct patterns of response to clusters of scenes deined by our 
data-driven approach in both the anterior and posterior sub-divisions. We also found that the GIST and percep-
tual (but not semantic) models signiicantly predicted neural responses in the anterior PPA. By contrast, none of 
the models signiicantly predicted responses in the posterior PPA. hese results are illustrated in Supplementary 
Figure S3.
In the PPA, the similarity of the neural patterns of response to diferent clusters could be predicted by the sim-
ilarity in their image properties. However, a corresponding efect is not evident in the OPA or RSC. To determine 
Figure 3. Main fMRI analyses for each scene region. (a) MVPA correlation similarity matrices. (b) 
Discrimination of scene clusters by contrasting within over between cluster correlation values; error bars 
represent 95% conidence intervals. (c) Results of representational similarity analyses between the of-diagonal 
elements of the MVPA and GIST model similarity matrices; shaded regions represent 95% conidence intervals. 
(***p < 0.001, **p < 0.01, *p < 0.05).
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whether this might relect overall diferences in the neural response across these regions, we tested the reliability 
of both univariate and multivariate responses. Results of these analyses are shown in Supplementary Figure S4. 
We first calculated the mean univariate amplitude of response in each region for each of the scene clusters 
(Supplementary Figure S4a). Responses were signiicantly greater than zero for all scene clusters in PPA and OPA, 
and for 7 out of 10 clusters in RSC. However, response amplitudes were relatively greater in the PPA and OPA than 
in the RSC. We next tested the reliability of the MVPA correlation matrices (Supplementary Figure S4b). For each 
region, a noise ceiling was calculated, which estimates the maximum representational similarity that is achievable 
given the noise in the data27. Higher noise ceilings indicate more reliable neural responses. here was substantial 
overlap in the noise ceiling across the diferent scene-selective regions. his demonstrates a similar reliability in 
the patterns of response in each region. We additionally tested the variability in the representational similarity 
between the MVPA and each of the models (GIST, semantic, and perceptual) by correlating each model with the 
Figure 4. Local semantic concept model23. (a) Objects within each of the images in the stimulus set were 
segmented and labelled using the LabelMe toolbox53. Object labels were then reduced to a core set of 22 labels 
suicient to describe the stimulus set. For copyright reasons, the scene image included here is an example only 
and is not part of the stimulus set. (b) For each image, a vector was constructed representing the proportion of 
pixels in the image occupied by each of the object labels. Vectors were normalised to have an overall magnitude 
of 1. (c) Group average similarity matrix calculated by correlating the vectors within and between clusters using 
a leave-one-image-out cross-validation scheme. (d) Results of representational similarity analyses between 
the of-diagonal elements of the MVPA and local semantic concept model similarity matrices; shaded regions 
represent 95% conidence intervals. (***p < 0.001, **p < 0.01, *p < 0.05).
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MVPA matrix for each LOPO iteration in turn. Results mirrored those of the main RSAs; GIST and perceptual 
models signiicantly predicted neural responses in the PPA, whilst no other comparisons were signiicant.
If visual properties serve to organize patterns of neural response in scene selective areas we might expect to 
see a similar pattern of results in early visual areas, where they are known to be systematically organized within 
retinotopic maps. To investigate this, we repeated our analyses in a V1 control region. Results of these analyses are 
shown in Fig. 6. Firstly, signiicantly higher within- than between-cluster correlations were observed (t(19) = 7.34, 
p < 0.001, Cohen’s d = 1.64), indicating that patterns of response could be discriminated. Next, a representational 
similarity analysis revealed a signiicant correlation between neural responses and image properties (r(43) = 0.61, 
p < 0.001). A more modest, but nevertheless statistically signiicant correlation was also observed between neural 
responses and local semantic properties (r(43) = 0.49, p < 0.001). Repeating these analyses as partial correlations 
revealed signiicant correlations between neural responses and the GIST model while controlling for the semantic 
model (r(42) = 0.56, p < 0.001), and between neural responses and the semantic model while controlling for the 
GIST model (r(42) = 0.41, p = 0.005). Similar results were obtained repeating these analyses as semi-partial cor-
relations (Supplementary Table S2). Finally, a signiicant correlation was observed between neural and perceptual 
Figure 5. Behavioural experiment method and results. (a) Illustration of the analysis procedure for an example 
subject. A matrix of counts (let) was generated for each of the scene clusters (columns) against each of the 
subject’s card stacks (rows). he card stack labels were generated by the subject themselves. he lower triangle 
of a “perceptual” similarity matrix (right) was then constructed by calculating the dot-product between each 
pairwise combination of columns in the counts matrix. he group average dot product similarity matrix (b) was 
then compared against the of-diagonal elements of the: (c) GIST model, (d) local semantic concept model, and 
(e) MVPA similarity matrices in a series of representational similarity analyses. Shaded regions on scatterplots 
indicate 95% conidence intervals. (***p < 0.001, **p < 0.01, *p < 0.05).
www.nature.com/scientificreports/
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responses (r(43) = 0.32, p = 0.031). Using partial correlations, a signiicant correlation was observed between the 
neural response and the GIST while controlling for the perceptual model (r(42) = 0.57, p < 0.001). However, the 
correlation between the neural response and the perceptual model while controlling for the GIST failed to reach 
signiicance (r(42) = 0.18, p = 0.234). Repeating these analyses as semi-partial correlations yielded similar results 
(Supplementary Table S2). hus, the GIST model proved a better predictor of the V1 response than the perceptual 
model.
Finally, to test for efects outside of our main ROIs, we repeated our analyses using a searchlight approach28. 
Figure 7a shows the results of paired-samples t-tests of the within- over between-cluster correlation values for 
each sphere mapped to the cortical surface. Signiicant discrimination of scene clusters was observed throughout 
occipital and ventro-temporal visual cortices. We also performed the simple representational similarity analy-
ses using the searchlight approach, comparing the MVPA similarity matrices against the GIST, local semantic 
concept, and perceptual models. For all three models, results primarily highlighted signiicant spheres in early 
visual and posterior ventro-temporal visual cortices, although some more anterior clusters were also observed 
(Fig. 7b–d). However, it is important to note that the searchlight approach is limited to regions that have small 
spherical representations29, and that this may explain why more signiicant clusters were not found in more ante-
rior regions of the temporal lobe.
Discussion
he aim of this study was to explore the functional organization of scene-selective regions in the human brain 
using a data-driven approach. Clusters of scenes were deined objectively by their image properties. Importantly, 
these clusters did not correspond to commonly deined scene categories. Nevertheless, we found distinct patterns 
of response to the scene clusters in the scene-selective PPA and OPA regions. he similarity of neural responses 
in the PPA to diferent scene clusters was well explained by the similarity of the corresponding visual descriptors. 
hese results suggest that the established higher-level representational structure in PPA emerges from a more 
basic organizational framework relecting the visual properties of the image.
Previous studies have revealed distinct patterns of neural response within scene-selective regions to scene 
categories4, and spatial properties such as openness11, 12 or distance13. Our indings suggest that the topographic 
organization of the PPA is sensitive to the visual properties of the image. We found that visually deined clusters 
generated distinct patterns of response in the PPA, and these responses showed a similar representational struc-
ture to that predicted by the GIST model18. At irst sight, this analysis may appear somewhat circular, in the sense 
that the GIST model is used to predict responses to scene clusters initially deined by the same model. However, 
we would not expect responses to track visual similarity so closely in regions where representations are organized 
Figure 6. Results from analysis of V1 control region. (a) MVPA correlations matrix. (b) Discrimination 
of scene clusters by contrasting within over between cluster correlation values; error bars represent 95% 
conidence intervals. Also shown are the results of representational similarity analyses between the of-diagonal 
elements of the MVPA and: (c) GIST, (d) semantic, and (e) perceptual models; shaded regions indicate 95% 
conidence intervals. (***p < 0.001, **p < 0.01, *p < 0.05).
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according to unrelated characteristics. Indeed, our indings from other scene-selective regions show that the 
patterns of response in the PPA are not an inevitable consequence of the data driven approach. For example, we 
did not observe any signiicant correlation between GIST and the representational similarity structure in the 
OPA or RSC. So rather than being a consequence of our approach, we believe this shows that the organisation 
of responses in PPA relects visual properties similar to those captured by the GIST model. In this regard, the 
indings of this study are consistent with previous studies that have demonstrated associations between GIST and 
neural representations for diferent semantic categories of scenes15 and objects19.
Because the scene clusters used in the current study are essentially unrelated to the scene categories used in 
classic designs, our results demonstrate that scene category need not be considered the dominant organising 
principle of scene-selective regions. Rather, category-level responses are likely driven by systematic variation in 
more basic properties that are associated with particular scene categories. hese indings it with previous studies 
showing that visual properties of scenes can predict responses in scene-selective regions15. Similar conclusions are 
evident in studies that have reported sensitivity in scene-selective regions for orientation30, 31, spatial frequency32, 
and visual ield location33, 34. Together, these indings suggest an important role of more basic visual dimensions 
of the stimulus, perhaps extending organizing principles that govern the functional topography of early visual 
cortex35.
he theoretical implications of the relationship between low- and high-level properties are more nuanced, 
however. We are not arguing that the PPA is merely involved in low-level visual processing and our results do 
not “explain away” earlier indings concerning semantic and spatial correlates. he GIST model has been shown 
to provide a computational basis for scene categorization and is related to spatial parameters such as openness 
and distance14. his suggests a mechanism through which speciic image features can be analysed to guide spa-
tial behaviour, thus linking low- and high-level vision. Consistent with this perspective we found that images 
from each cluster had distinct semantic properties. Moreover, similarity in visual properties between clusters 
was weakly correlated with the similarity in their local semantic features, and we observed a non-signiicant but 
non-negligible association between patterns of neural response and semantic properties. In this context, it seems 
likely that the distinct patterns of response in the PPA associated with varying spatial parameters and categorical 
distinctions are related to the function of mediating spatial behaviour (i.e. they emphasise those visual parameters 
that distinguish diferent semantic or spatial properties). his suggests a bottom-up mechanism for the emergence 
of higher-level representations in the scene-selective cortex. More anterior regions such as the anterior aspects of 
parahippocampal gyrus, the entorhinal cortex, and the hippocampus have been implicated in the processing of 
Figure 7. Searchlight analyses. (a) Discrimination of scene clusters, assessed by paired-samples t-tests 
contrasting within over between cluster correlations. (b–d) Results of representational similarity analyses 
between of-diagonal elements of the MVPA and (b) GIST, (c) semantic, and (d) perceptual models. In all cases 
the relevant test was run for each sphere separately, and the resulting p-value assigned to the central voxel of 
the sphere. hese p-statistic maps are displayed on the Freesurfer average surface, thresholded at p < 0.001 
(uncorrected). Locations of the main scene ROIs are also highlighted.
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additional higher level aspects of scenes, such as route learning and spatial navigation36, 37. Further behaviourally 
relevant aspects of scene processing may therefore be supported by such regions, potentially mediated by their 
connectivity with more posterior scene-selective regions in ventral visual cortex25, 38, 39.
here are many other statistical descriptors of images available besides the GIST model. Had an alternative 
model been used with the data driven approach it is possible that a diferent scene cluster structure may have 
been obtained, and it is possible that an alternative model may prove a better predictor of neural responses. 
Nevertheless, the use of the GIST model is well justiied for a number of reasons. Firstly, the GIST was explicitly 
designed to capture the critical visual-spatial features of scenes thought to underlie human scene perception14, 18, 
whilst many other models are not speciically motivated for scenes. Secondly, the GIST model has previously 
been shown to provide a good model of neural representations in ventral visual cortices15, 19. he GIST descriptor 
therefore provides a reasonable approximation of how visual information may be represented in scene-selective 
cortices. Nevertheless, future research may further investigate the relationship between alternative models and 
representations in high level visual cortices. For example, ʉukur and colleagues found that the addition of motion 
to a low-level model was able to explain additional variance in the neural response to movies of scenes9. Other 
studies have suggested that deep convolutional neural networks may ofer a richer source of information about 
the underlying neural representations than simpler models40–42.
How do neural patterns of response contribute to the perception of scenes? Many previous studies have 
demonstrated our ability to categorise scenes20, 43, 44. However, like the earlier neuroimaging research, these stud-
ies typically rely on tasks that are constrained by the choice of categories. Here, we used a card-sorting task that 
allowed participants a high degree of freedom in choosing how to group scenes24. Both visual and perceptual 
models were correlated with the representational similarity of neural responses in the PPA, and each explained 
relatively independent components of the variance. Such indings are consistent with previous reports showing 
a relationship between PPA function and human behaviour4. Yet, while the visual model provided the better 
account of patterns of neural response, the semantic model explained the most variance in participants’ percep-
tual responses, suggesting a partial dissociation between the mechanisms driving patterns of neural response in 
PPA and those responsible for perceptual judgements.
he results from the PPA demonstrate that our methods are sensitive to visual organization, but this is not 
seen throughout scene-selective cortex. Our data-driven approach only leads to a correspondence between neu-
ral representation and visual characteristics in regions where the underlying organization is coupled to image 
properties, and our indings suggest that RSC and, to some extent, the OPA are not organized in this way. RSC 
responses failed to discriminate the scene clusters, and the representational similarity structure was not predicted 
by any of the models tested. Many previous studies have identiied complimentary but distinct roles for the PPA 
and RSC, with the PPA proposed to be processing spatial features in the immediate visual environment while the 
RSC focuses on integrating the scene within the wider spatial environment26, 45. A somewhat diferent pattern of 
results was observed in the OPA. Although distinct patterns of response to diferent scene clusters were evident in 
the OPA, the representational similarity of the neural responses was not predicted by GIST. Furthermore, neither 
the semantic nor the perceptual models predicted the representational similarity structure seen in the OPA.
In conclusion, we describe a method for analysing neural responses to scenes using data-driven clustering to 
select stimuli based on objective image properties. his overcomes limitations of classic experimental designs 
in which stimuli are subjectively allocated to predeined categories. We found that these image clusters elicited 
distinct patterns of response in the PPA. In addition, the similarity in the patterns of response to diferent clusters 
could be predicted by the similarity in their image properties. Finally, the neural response in the PPA was also 
predicted by perceptual responses to scenes, but not by their semantic properties. Overall, the results underscore 
the importance of visual features in the emergence of higher-level representations in the PPA.
Methods
Ǥ 20 participants (5 males, 15 females; mean age: 25.8; age range: 19–34) took part in the experi-
ment. All participants were neurologically healthy, right-handed, and had normal or corrected-to-normal vision. 
he study was approved by the York Neuroimaging Centre Ethics Committee, and all methods were performed 
in accordance with the relevant guidelines and regulations of the committee. Informed written consent for study 
participation was obtained from all participants.
ǦǤ he experimental stimulus set was generated by an entirely data-driven 
approach. In order to relect the high variability of real world scenes we selected images from the SUN397 data-
base20 as this ofers a large (over 100,000 images) and diverse range of scenes. Image properties were measured 
with the GIST descriptor18. he GIST descriptor uses a vector of 512 values to represent an image in terms of the 
spatial frequencies and orientations present at diferent spatial locations across the image.
Images were irst cropped and resized to the resolution that they would be presented at in the experiment 
(256 × 256 pixels) and converted to grayscale. A GIST descriptor was then calculated for every image in the 
SUN database. GIST vectors were normalised by irst scaling each component of the vectors to sum to 1 across 
images, and second by scaling each vector to have a magnitude of 1. Each image is thus represented as a point in 
a 512-dimensional feature space by its normalised GIST descriptor. Attempting to apply clustering algorithms in 
such a high-dimensional space can be problematic, so we irst reduced the dimensionality using principal com-
ponents analysis (PCA). he irst 20 principal components were selected; these explained 70.35% of the variance 
of the original components. We applied a k-Means clustering algorithm (k = 10; Euclidean distance metric) to 
identify 10 distinct clusters of samples within this space, such that samples within a cluster are deined by having 
similar image properties to one another. his number of clusters was selected as it represented a feasible number 
of conditions to it within the time constraints of an MRI scan run. Finally, we selected the 24 points nearest 
the centroid of each cluster as measured by Euclidean distance. he GIST descriptor is not sensitive to colour, 
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so images were presented in greyscale. Mean luminance and visual RMS contrast were equated across images. 
Example images from each scene cluster can be viewed at https://igshare.com/s/a7fdfa8742abf59e3672. In addi-
tion, the entire stimulus set is viewable at https://igshare.com/s/71a735b27bcf0db53360.
PCA and k-Means algorithms were implemented using the Python Scikit-learn toolbox46. A correlations sim-
ilarity matrix was constructed by correlating the principal component vectors within and between scene clusters 
using a leave-one-image-out cross-validation procedure. For each cluster, the principal component vectors were 
averaged across all but one of the images, and the average and let-out vectors correlated within and between 
clusters. his process was then repeated so that every image was let out once. he structure of the selected scene 
space was also visualised in two dimensions using multi-dimensional scaling.
Ǥ Visual stimuli were back-projected onto a custom in-bore acrylic screen at 
a distance of approximately 57 cm from the participant, with all images presented at a resolution of 256 × 256 
pixels subtending approximately 10.7 degrees of visual angle. Images presented in both the experiment and local-
iser runs were taken from the SUN database20 (http://groups.csail.mit.edu/vision/SUN/). Stimuli were presented 
using PsychoPy47, 48.
During the experimental scan, participants viewed images from the 10 scene clusters. Images from each con-
dition were presented in a blocked fMRI design, with each block comprising 6 images. Each image was presented 
for 750ms followed by a 250ms grey screen that was equal in mean luminance to the scene images. Each stimulus 
block was separated by a 9 s period in which the same grey screen as used in the inter-stimulus interval was pre-
sented. Each condition was repeated 4 times giving a total of 40 blocks. To maintain attention throughout the scan 
participants performed a passive task detecting the presence of a red dot randomly superimposed on one of the 
images in each block, responding via a button press.
An independent localiser scan was used to deine scene-selective regions. During the localiser scan, partic-
ipants viewed images from 2 stimulus conditions: (1) intact scene images and (2) phase scrambled versions of 
the same images in condition 1. Images from each condition were presented in a blocked fMRI design, with each 
block comprising 9 images. Each block was separated by a 9 s period in which the same grey screen was presented. 
Each condition was repeated 8 times giving a total of 16 blocks. To maintain attention participants performed a 
one-back task detecting the presentation of a repeated image in each block, responding via a button press.
Ǥ All scanning was conducted at the York Neuroimaging Centre (YNiC) using a 
GE 3 Tesla HDx Excite MRI scanner. Images were acquired with an 8-channel phased-array head coil tuned 
to 127.72 MHz. Data were collected from 38 contigual axial slices in an interleaved order via a gradient-echo 
EPI sequence (TR = 3 s, TE = 32.5ms, FOV = 288 × 288 mm, matrix size = 128 × 128, voxel dimen-
sions = 2.25 × 2.25 mm, slice thickness = 3 mm with no inter-slice gap, lip angle = 90°, phase-encoding direc-
tion = anterior-posterior, pixel bandwidth = 39.06 kHz). In order to aid co-registration to structural images, 
T1-weighted in-plane FLAIR images were acquired (TR = 2.5 s, TE = 9.98ms, FOV = 288 × 288 mm, matrix 
size = 512 × 512, voxel dimensions = 0.56 × 0.56 mm, slice thickness = 3 mm, flip angle = 90°). Finally, 
high-resolution T1-weighted structural images were acquired (TR = 7.96ms, TE = 3.05ms, FOV = 290 × 290 mm, 
matrix size = 256 × 256, voxel dimensions = 1.13 × 1.13 mm, slice thickness = 1 mm, lip angle = 20°).
Ǥ Univariate analyses of the fMRI data were performed with FEAT v5.98 (http://www.fmrib.
ox.ac.uk/fsl). In all scans the initial 9 s of data were removed to reduce the efects of magnetic stimulation. 
Motion correction (MCFLIRT, FSL49) was applied followed by temporal high-pass iltering (Gaussian-weighted 
least-squared straight line ittings, sigma = 15 s). Spatial smoothing (Gaussian) was applied at 6 mm FWHM to 
both the localiser and experiment runs, in line with previous studies employing smoothing in conjunction with 
MVPA15, 50. Parameter estimates were generated for each condition by regressing the hemodynamic response 
of each voxel against a box-car regressor convolved with a single-gamma HRF. Head motion parameters were 
also included as confound regressors. Next, individual participant data were entered into higher-level group 
analyses using a mixed-efects design (FLAME, FSL). Functional data were irst co-registered to an in-plane 
FLAIR anatomical image then to a high-resolution T1-anatomical image, and inally onto the standard MNI 
brain (ICBM152).
An independent localiser scan was used to deine regions of interest (ROIs) for the 3 main scene-selective 
regions: Parahippocampal Place Area (PPA), Retrosplenial Complex (RSC), and Occipital Place Area (OPA). 
Within the MNI-2 × 2 × 2 mm space, seed points were deined at the peak voxels within the intact > scrambled 
statistical map for each region (PPA, RSC, OPA) in each hemisphere. For a given seed, a lood ill algorithm was 
used to identify a cluster of spatially contiguous voxels around that seed which exceeded a given threshold. his 
threshold was then iteratively adjusted till a cluster size of approximately 500 voxels was achieved (correspond-
ing to a volume of 4000 mm3); actual cluster sizes ranged from 499–502 voxels as an optimal solution to the 
algorithm was not always achievable. his step ensures that estimates of multi-voxel pattern similarity are not 
biased by the diferent sizes of ROIs being compared. Clusters were combined across hemispheres to yield 3 ROIs, 
each comprising approximately 1000 voxels. he locations of these peak voxels were similar to those which have 
been reported in previous fMRI studies1–3 – see also Supplementary Table S1. In addition, a V1 control ROI was 
deined from a recent standard atlas of retinotopic regions51.
Next, we measured patterns of response to the diferent stimulus conditions in the experiment. Parameter esti-
mates were generated for each condition in the experimental scans. he reliability of response patterns was tested 
using a leave-one-participant-out (LOPO) cross-validation paradigm in which parameter estimates were deter-
mined using a group analysis of all participants except one. his generated parameter estimates for each scene 
condition in each voxel. his LOPO process was repeated such that every participant was let out of a group analy-
sis once. hese data were then submitted to correlation-based pattern analyses21 implemented using the PyMVPA 
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toolbox52 (http://www.pymvpa.org/). Parameter estimates were normalised by subtracting the voxel-wise mean 
response across all experimental conditions per fold of the cross-validation21. For each iteration of the LOPO 
cross-validation, the normalized patterns of response to each stimulus condition were correlated between the 
group and the let-out participant. his allowed us to determine whether there are reliable patterns of response 
that are consistent across individual participants.
To further examine the efects of the normalisation process, we also performed our main analyses on the 
original un-normalised parameter estimates. Results of these analyses are shown in Supplementary Figure S5. 
he overall magnitude of the within- and between-cluster correlation values was increased, whilst the range 
was also compressed. he ability to discriminate the scene clusters (tested by contrasting the within- over the 
between-cluster correlations) remained similar to the analyses of the normalised parameter estimates. However, 
representational analyses revealed that none of the models tested (GIST, semantic, or perceptual) were able to 
predict the neural responses for any region. Failure to normalise the parameter estimates therefore impaired the 
ability to model the more nuanced relationships between the scene clusters.
Ǥ We adapted the local semantic concept model proposed by23 to deter-
mine the semantic similarity of the scenes. Objects within each of the scenes were manually segmented and 
labelled using the LabelMe toolbox53. Objects were then re-labelled by one of 22 core object labels; these com-
prised all 16 labels employed by23 (sky, water, foliage, mountain, snow, rock, sand, animal, hill, fog, cloud, grass, 
dirt, manmade object, canyon, and road), plus an additional 6 labels (manmade structure, people, footpath/paved 
area, room interior, foodstuf, and vehicle) necessary to fully describe the scenes within our stimulus set. Figure 4a 
illustrates this process for an example image. For each image a vector of 22 values was constructed where each 
value indicates the proportion of pixels within the image occupied by a given object label. Each vector was then 
normalised to have a magnitude of 1. Finally, a correlation based similarity matrix was constructed from these 
vectors using a leave-one-image-out cross-validation procedure.
Ǥ Participants completed a post-scan behavioural test, following a minimum delay of one 
week ater the scan session in order to reduce bias by familiarity with the scenes. Written consent was obtained for 
all participants and the study was approved by the University of York Psychology Department Ethics Committee. 
Participants performed a card sorting task24. Each participant was provided with a set of printed cards from 
the original set of scene images (60 images; 6 per cluster). Subsets were counterbalanced across participants. 
Participants were required to sort the cards into 10 stacks according to their perceptual similarity so that cards 
within a particular stack were ones that they perceived to all be similar to one another. he task was designed to 
allow participants as much freedom as possible to sort the cards however they wished. he precise deinition of 
perceptual similarity was let deliberately vague to encourage participants to form their own interpretation. Card 
stacks were allowed to vary in size, and participants were allowed unlimited time to complete the task. In order 
to prevent the paradigm becoming a memory task, participants were required to stack cards next to one another 
so that they could always be seen.
Following the test, the number of cards from each of the scene clusters was counted for each of the card stacks. 
For each scene cluster a vector of 10 values was constructed representing the counts for that cluster across each 
of the card stacks. he lower-triangle of a perceptual similarity matrix was constructed by taking the dot-product 
of the vectors between each unique pairing of clusters, such that the element at position (i,j) represents the dot 
product between the vectors of the ith and jth scene clusters respectively. Values thus represent the frequency of 
co-occurrence between pairs of scene clusters across card stacks.
Ǥ A Fisher’s z-transform was applied to the correlation similarity matrices (GIST, 
MVPA, semantic) before further statistical analyses. In all cases, statistical tests were two-tailed and employed 
an alpha criterion of 0.050 for determining statistical signiicance. A Holm-Bonferroni correction for multiple 
comparisons was applied across the 3 scene regions (PPA, RSC, OPA).
We irst tested the MVPA and semantic models for their ability to decode the scene clusters. For each iteration 
of the cross-validation, we calculated the average within cluster (on-diagonal) and between cluster (of-diagonal) 
values of the correlations matrix. hese values were then entered into a paired-samples t-test. If scene clusters can 
be discriminated, then signiicantly greater within- than between-cluster correlations would be expected.
We also conducted a series of representational similarity analyses (RSAs)22. Correlation matrices (GIST, 
MVPA, semantic) were averaged across iterations of the cross-validation, while the perceptual dot product matri-
ces were averaged across subjects. Representational similarity was assessed by correlating of-diagonal elements of 
the averaged similarity matrices between each of the models. If any model is able to predict any other, a signiicant 
correlation would be expected between the respective similarity matrices.
To test for efects outside our ROIs, we also performed a series of whole-brain searchlight analyses28. A spher-
ical ROI (10 mm radius) was iterated over the whole-brain volume, and the MVPA repeated within each sphere. 
To test discrimination of the scene clusters, for a given sphere an average within- and between-cluster correlation 
value was calculated for each LOPO iteration. A paired-samples t-test was then used to test the within- over 
between-cluster correlation diference across LOPO iterations, and the p-value of the test assigned to the cen-
tral voxel of the sphere. We also performed the simple representational similarity analyses using the searchlight 
approach, comparing the MVPA similarity matrices against the GIST, local semantic concept, and perceptual 
models. For a given sphere, the MVPA correlation matrices were averaged over LOPO iterations, and then the 
of-diagonal elements correlated with those from each of the models. In each case the p-value of the test was then 
assigned to the central voxel of the sphere. Statistical maps were visualised on the Freesurfer average cortical 
surface.
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