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CCNP: (Cisco Certified Network Professional) es el nivel intermedio de 
certificación de la compañía .3 Para obtener esta certificación, se han de superar 
varios exámenes, clasificados según la empresa en 3 módulos. Esta certificación, 
es la intermedia de las certificaciones generales de Cisco, no está tan valorada 
como el CCIE, pero sí, mucho más que el CCNA. 
 
DOMINIO: Sistema de denominación de hosts en Internet el cual está formado por 
un conjunto de caracteres el cual identifica un sitio de la red accesible por un 
usuario. 
  
ETHERNET: Tipo de red de área local desarrollada en forma conjunta por Xerox, 
Intel y Digital Equipment. Se apoya en la topología de bus; tiene ancho de banda 
de 10Mbps, por lo tanto tiene una elevada velocidad de transmisión y se ha 
convertido en un estándar de red. 
  
FIREWALL: Combinación de hardware y software la cual separa una red de área 
local (LAN) en dos o más partes con propósitos de seguridad. Su objetivo básico 
es asegurar que todas las comunicaciones entre dicha red e Internet se realicen 
conforme a las políticas de seguridad de la organización que lo instala. Además, 
estos sistemas suelen incorporar elementos de privacidad, autentificación, etc. 
 
HOST: Servidor que nos provee de la información que requerimos para realizar 
algún procedimiento desde una aplicación cliente a la que tenemos acceso de 
diversas formas. Al igual que cualquier computadora conectada a Internet, debe 




INTERFACE: Interfaz o interface es el punto de conexión ya sea dos componentes 
de hardware, dos programas o entre un usuario y un programa. 
 
IP PRIVADO: Las IPs privadas sirven para proveer conectividad entre equipos 
internos sin que se pueda acceder directamente a Internet (se debería definir un 
NAT). Los routers descartan los paquetes con direccionamiento privado desde la 
interfaz outsider (salvo problema de seguridad) por lo que como mucho podríamos 
lanzar paquetes pero nunca podría contestar ya que no se podría saber cómo 
“volver“. 
 
IPV6: Con el crecimiento exponencial de las computadoras, el sistema de 
direcciones IP, IPv4, se va a quedar sin direcciones IP. Entra en acción IPv6, 
también llamado IPng (IP Next Generation - IP de Nueva Generación); es la 
siguiente versión planificada para el sistema de direcciones IP. 
 
PROTOCOLO: Descripción formal de formatos de mensaje y de reglas que dos 
computadoras deben seguir para intercambiar dichos mensajes. Un protocolo 
puede describir detalles de bajo nivel de las interfaces máquina a máquina o 
intercambios de alto nivel entre programas de asignación de recursos. 
 
ROUTER: Un router es un dispositivo de hardware que permite la interconexión de 
ordenadores en red. El router o enrutador es un dispositivo que opera en capa tres 
de nivel de 3. Así, permite que varias redes u ordenadores se conecten entre sí y, 
por ejemplo, compartan una misma conexión de Internet. 
 
SWITCH: Un switch o conmutador es un dispositivo de interconexión de redes 
informáticas. En computación y en informática de redes, un switch es el dispositivo 
analógico que permite interconectar redes operando en la capa 2 o de nivel de 




El presente informe tiene como objetivo conocer de manera práctica las 
herramientas de simulación y diseño de redes de telecomunicaciones  como lo son 
Packet Tracer y GNS3, las cuales nos ofrecen múltiples ventajas, como analizar el 
comportamiento de una red dependiendo de características como enrutamiento, 
topologías de redes, conmutación, entre otros. 
El desarrollo de los laboratorios del diplomado de Cisco CCNP, permiten encontrar 
una semejanza entre los ambientes realizados en los simuladores y los ambientes 
de situaciones  que se presentan en campo o en el mundo laboral. 
 






This report aims to know in a practical way the simulation and design tools of 
telecommunications networks such as Packet Tracer and GNS3, which offer us 
multiple advantages, how to analyze the behavior of a network depending on 
characteristics such as routing, network topologies, switching, among others.  
The development of the laboratories of the Cisco CCNP diploma allows us to find a 
similarity between the environments made in the simulators and the environments 
of situations that occur in the field or in the world of work. 











CISCO CCNP está compuesto por un currículo avanzado acerca de la instalación, 
configuración y operación de redes en áreas locales, centradas en desarrollar las 
habilidades necesarias para implementarlas en la construcción, diseño e 
instalación de redes; así como la detección y solución de problemas. 
En el presente trabajo se realizan prácticas de laboratorio, que tienen como 
finalidad tener en cuenta aspectos básicos y fundamentales de Networking y redes 
de área local LAN y redes de área extensa WAN. Se evidencian los conocimientos 
adquiridos por medio de la herramienta Packet Tracer, la cual nos permite crear 
topologías de red, insertar paquetes de transmisión y recepción de datos, 
configurar dispositivos y simular una red con varias representaciones visuales, 
finalmente se consolidará el documento con el desarrollo de los laboratorios 















DESCRIPCIÓN DE ESCENARIOS  PROPUESTOS PARA LA PRUEBA DE 
HABILIDADES 
1. ESCENARIO  1 
 
Figura 1. Topología 1 
Paso1: Aplique configuraciones iniciales y los protocolos de enrutamiento  para 
los routers R1, R2, R3, R4 y R5 según el diagrama y se configuran las interfaces 
con las direcciones que se muestran en la topología de red. 
Ingresando a la configuración global de cada equipo, realizamos la siguiente 











R1(config-if)#ip address 10.103.12.1 255.255.255.0 
R1(config-if)#clock rate 64000 
R1(config-if)#no shutdown 
R1(config-if)#exit 
R1(config)# router  ospf 1 
R1(config-router)#network 10.113.12.0.0.0.0.255 area 5 
Paso2: Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación 
de direcciones 10.1.0.0/22 y configurar esas interfaces para participar en el área 5 
de OSPF. 
En el siguiente paso crearán las Loopback como interfaz lógica del router, una de 
las características principales de Loopback es permitir con facilidad la 
administración y prueba de un equipo Cisco, esto garantiza la disponibilidad de al 
menos una interfaz, comúnmente a estas se les adiciona direcciones IPV4 con 
motivos de que sea identificada, parecido al proceso de routing del protocolo 
OSPF, al activar la Loopback, el equipo detecta la dirección IP que esté disponible 
a identificación y no a una IP asignada a algún puerto físico por defecto que podría 
presentar fallas y perder su funcionalidad.  




R1(config)# interface Loopback0 
R1(config-if)# ip address 10.1.0.50 255.255.255.0 
R1(config)# interface Loopback1 
R1(config-if)# ip address 10.1.1.50 255.255.255.0 
R1(config-if)# interface Loopback2 
R1(config-if)# ip address 10.1.2.50 255.255.255.0 
R1(config-if)# interface Loopback3 
R1(config-if)# ip address 10.1.3.50 255.255.255.0 
R1(config-if)#exit 
R1(config)# router ospf 1 
R1(config-router)# network 10.1.0.0  0.0.0.255 area 5 
R1(config-router)#  network 10.1.1.0  0.0.0.255 area 5 
R1(config-router)#  network 10.1.2.0  0.0.0.255 area 5 
R1(config-router)#  network 10.1.3.0  0.0.3.255 area 5 
Paso3: Crear cuatro nuevas interfaces de Loopback en R5 utilizando la asignación 
de direcciones 172.5.0.0/22 y configurar esas interfaces para participar en el 
Sistema Autónomo EIGRP 15. 
En el presente punto debemos tener en cuenta el listado de subredes. 
RED RANGO HOST BROADCAST 
172.5.0.0/24 172.5.0.1-172.5.0.254 172.5.0.255 
172.5.1.0/24 172.5.1.1-172.5.1.254 172.5.1.255 
172.5.2.0/24 172.5.2.1-172.5.2.254 172.5.2.255 
172.5.3.0/24 172.5.3.1-172.5.3.254 172.5.3.255 
Tabla 1. Listado de subredes 
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Teniendo en cuenta los rangos de IP que se podrían usar Ingresamos a la 
configuración global del R5 y llevamos a cabo la siguiente configuración:  
R5>enable 
R5#config terminal 
R5(config)# interface Loopback 0 
R5(config-if)# ip address 172.5.0.50 255.255.255.0 
R5(config-if)# interface Loopback1 
R5(config-if)# ip address 172.5.1.50 255.255.255.0 
R5(config-if)# interface Loopback2 
R5(config-if)# ip address 172.5.2.50 255.255.255.0 
R5(config-if)# interface Loopback3 
R5(config-if)# ip address 172.5.3.50 255.255.255.0 
R5(config-if)# exit 
Configuración del protocolo eigrp 
R5(config)# router eigrp 15 
R5(config-router)#  network 172.5.0.0 0.0.0.255 
R5(config-router)#  network 172.5.1.0 0.0.0.255 
R5(config-router)#  network 172.5.2.0 0.0.0.255 
R5(config-router)#  network 172.5.3.0 0.0.0.255 
Paso4: Analice la tabla de enrutamiento de R3 y verificar que R3 está 




Verificación de interfaces recientes de Loopback por medio del comando show ip 
route, efectivamente se puede observar que el Router 3 (R3) reconoce a 
satisfacción la configuración Loopback realizada en el punto anterior. 
 
Figura 2. R3_Show ip route 
 
Paso 5: Configurar R3 para redistribuir las rutas EIGRP en OSPF usando el costo 
de 50000 y luego redistribuir las rutas OSPF en EIGRP usando un ancho de 
banda T1 y 20,000 microsegundos de retardo. 
Para realizar la configuración exigida en el presente paso daremos uso al 
comando redistribute, metric, subnets como se puede apreciar a continuación.  
R3(config)# router ospf 1  




R3(config)# router eigrp 15 
R3(config-router)# redistribute ospf 1 metric 1544 200000 255 1 1500  
R3(config-router)# exit 
R3(config)#end 
Paso 6: Verificar en R1 y R5 que las rutas del sistema autónomo opuesto existen 
en su tabla de enrutamiento mediante el comando show ip route. 
Verificación de configuración ok por medio del comando show ip route, 
comprobamos que R1 Y R5 contienen en su tabla de enrutamiento las respectivas 
interfaces con su configuración.  
 




Figura 4. R5_Show ip route 
 
2. ESCENARIO 2 
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte 
del escenario propuesto. 
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Topología de red 
 
Figura 6. Topología en simulador Packet Tracer 
 
1. Poner en estado off todas las interfaces dentro de cada Switch 
Para esto utilizamos el comando interface range, con el fin de poder seleccionar 
más de una interfaz al mismo tiempo en el que se aplica el comando para cada 
una de ellas. 
Figura 5. Topología 2 
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Procedemos a ingresar dentro de cada switch y se establecen los siguientes 
comandos. 
Código implementado en cada Switch 
Switch>enable 
Switch#configure terminal 
Switch(config)#interface range fastEthernet 0/1-24 
Switch(config-if-range)#shutdown 
2. Establecer un nombre a cada uno de los Switch, de acuerdo con lo 
establecido dentro del escenario. 
Desde la configuración general se configura para poner un nombre a cada uno de 
los Switch; para esto se usa el comando “hostname”.   
Switch ALS2 
Switch>enable  
Switch#configure terminal  
Switch(config)#hostname ALS2 
ALS2(config)# 
Switch DLS2  
Switch>enable  
Switch#configure terminal  
Switch(config)#hostname DLS2 
DLS2(config)# 




Switch#configure terminal  
Switch(config)#hostname ALS1 
ALS1(config)# 
Switch DLS1  
Switch>enable  
Switch#configure terminal  
Switch(config)#hostname DLS1 
DLS1(config)# 
3. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
a) Utilizaremos un EtherChannel capa 3 para la conexión entre DLS1 y 
DLS2,  manejando LACP. Se utilizarán las siguientes direcciones   
DLS1  10.12.12.1/30 
DLS2 10.12.12.2/30 
EtherChannel es una tecnología de Cisco, construida bajo los estándares 802.3, 
la cual permite agrupar enlaces físicos Ethernet lógicamente; teniendo así que al 
crear un Port-channel, este brinda un determinado aumento de ancho de banda y 
mejora la capacidad de comunicación entre los Switch. 
Ahora bien, para configurar el EtherChannel lo haremos con Link Aggregation 
Control Protocol (LACP), donde se debe configurar en modo On o activo para 
habilitar otros puertos; la práctica sugiere que la configuración del EtherChannel 
estará en capa 3. 
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Después de usar el comando cannel-group, el canal del puerto adquiere las 
configuraciones de la interfaz física y al usar el comando no switchport para que 
la configuración sea de capa 3. 
Se hará uso de los comandos requeridos para poder configurar los puertos 
troncales, Port-channel, EtherChannel (LACP). 
A continuación se presenta el código empleado en cada configuración. 
Switch DSL1 
DLS1>enable  
DLS1#configure terminal  
DLS1(config)#interface port-channel 12 
DLS1(config-if)#no switchport  
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
DLS1(config-if)#exit  
DLS1(config)#interface range fastEthernet 0/11-12 
DLS1(config-if-range)#no switchport  
DLS1(config-if-range)#channel-group 12 mode active 
DLS1(config-if-range)#no shutdown  
DLS1(config-if-range)#exit  
DLS1(config)#end 
DLS1#copy running-config startup-config  







DLS2#configure terminal  
DLS2(config)#interface port-channel 12 
DLS2(config-if)#no switchport  
DLS2(config-if)#ip address 10.12.12.2 255.255.255.252 
DLS2(config-if)#exit  
DLS2(config)#interface range fastEthernet 0/11-12 
DLS2(config-if-range)#no switchport  




DLS2#copy running-config startup-config  
Destination filename [startup-config]?  
Building configuration... 
[OK] 
b) Para las interfaces Fa0/7 y Fa0/8 los Port-channels utilizarán LACP. 
El comando switchport trunk encapsulation dot1q permite que dentro de la 
interfaz del Switch sea usada la encapsulación IEEE 802.1Q cuando la interfaz se 




Por otro lado para DSL1 y DSL2, se comprueba mediante el comando show 
interface fastEthernet 0/7-8 switchport, que el equipo puede soportar 802.1Q en 
la fila Administrative Trunking Encapsulation: dot1q; en cambio los Switch 
ALS1 y ALS2 no pueden soportar 802.1Q.  
A continuación se presenta el código empleado en cada configuración. 
 Switch DSL1 
DLS1>enable  
DLS1#configure terminal  
DLS1(config)#interface range fastEthernet 0/7-8 
DLS1(config-if-range)#switchport trunk encapsulation dot1q  
DLS1(config-if-range)#switchport mode trunk  
DLS1(config-if-range)#channel-group 1 mode active  
DLS1(config-if-range)#no shutdown 
DLS1(config-if-range)#exit 
DLS1#copy running-config startup-config  





DLS2#configure terminal  
DLS2(config)#interface range fastEthernet 0/7-8 
DLS2(config-if-range)#switchport trunk encapsulation dot1q  
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DLS2(config-if-range)#switchport mode trunk  
DLS2(config-if-range)#channel-group 2 mode active  
DLS2(config-if-range)#no shutdown  
DLS2(config-if-range)#exit  
DLS2(config)#exit  
DLS2#copy running-config startup-config  





ALS1#configure terminal  
ALS1(config)#interface range fastEthernet 0/7-8 
ALS1(config-if-range)#sw 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
% Invalid input detected at ' '̂ marker. 
ALS1(config-if-range)#switchport mode trunk  
ALS1(config-if-range)#channel-group 1 mode active  
ALS1(config-if-range)#no shutdown 
ALS1#copy running-config startup-config  








ALS2(config)#interface range fastEthernet 0/7-8 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
% Invalid input detected at ' '̂ marker. 
ALS2(config-if-range)#switchport mode trunk 




ALS2#copy running-config startup-config 
Destination filename [startup-config]? 
Building configuration... 
[OK] 
c) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
Por medio de Port Aggregation Protocol (PAgP)  que hace que el switch dirija al 
otro extremo para poner los puertos en modo activos; dicho protocolo es 
encargado de agrupar los puertos con similitudes (pertenecer a una misma VLAN, 
velocidad, troncal, etc.)  






DLS1#configure terminal  
DLS1(config)#interface range fastEthernet 0/9-10 
DLS1(config-if-range)#switchport trunk encapsulation dot1q  
DLS1(config-if-range)#switchport mode trunk  




DLS1#copy running-config startup-config  





DLS2#configure terminal  
DLS2(config)#interface range fastEthernet 0/9-10 
DLS2(config-if-range)#switchport trunk encapsulation dot1q  
DLS2(config-if-range)#switchport mode trunk  
DLS2(config-if-range)#channel-group 3 mode desirable  





DLS2#copy running-config startup-config  
Destination filename [startup-config]?  
Building configuration... 
[OK] 
 Switch ALS1 
ALS1>enable  
ALS1#configure terminal  
ALS1(config)#interface range fastEthernet 0/9-10 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
% Invalid input detected at ' '̂ marker. 
ALS1(config-if-range)#switchport mode trunk  
ALS1(config-if-range)#channel-group 3 mode desirable  
ALS1(config-if-range)#no shutdown  
ALS1(config-if-range)#exit  
ALS1(config)#exit  
ALS1#copy running-config startup-config  








ALS2#configure terminal  
ALS2(config)#interface range fastEthernet 0/9-10 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
% Invalid input detected at ' '̂ marker. 
ALS2(config-if-range)#switchport mode trunk  




ALS2#copy running-config startup-config  
Destination filename [startup-config]?  
Building configuration... 
[OK] 
d) La VLAN nativa será ahora la VLAN 500 y los puertos troncales, 
asignados a ella. 
802.1Q es un tipo de trama Ethernet que es un medio compartido y se pueden 
conectar  dos o más  dispositivos; esto permite que hayan varias VLAN en una 
sola topología.  
El comando ChannelGroup  ya había sido utilizado para asignar la interfaz a un 
etherchannel, razón por la cual IOS crea diferentes Interfaces de Canal de Puerto 





DLS1#configure terminal  
DLS1(config)#interface Po1 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#exit  
DLS1(config)#interface Po4 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#exit  
DLS1(config)#exit  
DLS1#copy running-config startup-config  





DLS2#configure terminal  
DLS2(config)#interface Po2 
DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#exit  
DLS2(config)#interface Po3 





DLS2#copy running-config startup-config  





ALS1#configure terminal  
ALS1(config)#interface Po1 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#exit  
ALS1(config)#interface Po3 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#exit  
ALS1(config)#exit  
ALS1#copy running-config startup-config  







ALS2#configure terminal  
ALS2(config)#interface Po2 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit  
ALS2(config)#interface Po4 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit  
ALS2(config)#exit  
ALS2#copy running-config startup-config  
Destination filename [startup-config]?  
Building configuration... 
[OK] 
4. Utilizando VTP versión 3 se configura DLS1, ALS1, y ALS2. 
a) Se utiliza dominio CISCO y la contraseña de ingreso: ccnp321 
b) Para las VLAN se configura DLS1 como servidor principal. 
c) Como clientes VTP se configuran los Switch ALS1 y ALS2 
Debido a que se usa VTP, se escoge usar la versión 2 la cual admite un rango 
normal (ID de VLAN 1 a 1005); se configura el Switch para que funcione en modo 
servidor, no pudiendo crear, modificar o eliminar VLAN en un cliente VTP. 
 A continuación se presenta el código empleado en cada configuración, que fue 
realizada en 3 pasos, usando los comandos vtp versión 2, vtp mode server, vtp 




Nota: se elige trabajar con VTP versión 2, teniendo en cuenta que al utilizar el 
comando show vtp status, obtenemos que no es compatible con la versión 3. 
Switch DLS1 
DLS1>enable  
DLS1#configure terminal  
DLS1(config)#vtp domain CISCO 
DLS1(config)#vtp password ccnp321 
DLS1(config)#vtp version 3 
% Invalid input detected at ' '̂ marker. 
DLS1(config)#vtp version 2 
DLS1(config)#vtp mode server  
DLS1(config)#exit 
DLS1#copy running-config startup-config  





ALS1#configure terminal  
ALS1(config)#vtp domain CISCO 
ALS1(config)#vtp password ccnp321 
ALS1(config)#vtp version 2 
33 
 
ALS1(config)#vtp mode client  
ALS1(config)#exit  
ALS1#copy running-config startup-config  





ALS2#configure terminal  
ALS2(config)#vtp domain CISCO 
ALS2(config)#vtp password ccnp321 
ALS2(config)#vtp version 2 
ALS2(config)#vtp mode client  
ALS2(config)#exit  
ALS2#copy running-config startup-config  








5. Las siguientes VLAN se configuran en el servidor principal. 
Como se ha venido utilizando como servidor principal switches Cisco Catalyst 
3560 en la versión 12.2 y este está configurado en versión 2 de VTP, razón por la 
cual no soporta rango mayor a 1005 VLANS, es decir VLANS extendidas, por lo 
anterior no se tendrá en cuenta el último dígito de las VLANS. 
A continuación se presenta el código empleado en cada configuración. 
DLS1>enable  














NOMBRE DE VLAN 
500 NATIVA 434 PROVEEDORES 
12 ADMON 123 SEGUROS 
234 CLIENTES 1010 VENTAS 




Tabla 2. VLAN  a configurar 
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VLAN_CREATE_FAIL: Failed to create VLANs 1111 : extended VLAN(s) not 








VLAN_CREATE_FAIL: Failed to create VLANs 1010 : extended VLAN(s) not 




VLAN_CREATE_FAIL: Failed to create VLANs 3456 : extended VLAN(s) not 





DLS1#copy running-config startup-config  





6. Suspendemos VLAN 434 en DLS1. 
Para hacer este proceso se debe utilizar el comando state suspend, pero en este 
caso no es posible suspender la VLAN porque este comando no está soportado en 
esta versión de Packet tracer.   
DLS1>enable  
DLS1#configure terminal  
DLS1(config)#vlan 434 
DLS1(config-vlan)#state suspend 
% Invalid input detected at ' '̂ marker. 
DLS1(config-vlan)#exit 
DLS1(config)#exit  
7. Se configura DLS2 en modo transparente VTP V2 y configurar las mismas 
VLAN en DLS1 en DLS2. 
Para realizar este paso debemos emplear el commando vtp mode transparent en 
el modo de configuracion general. 
DLS2>enable 
DLS2#configure terminal  
DLS2(config)#vtp mode transparent  





















DLS2#copy running-config startup-config  








8. En DLS2 se suspende la VLAN 434.  
Para hacer este proceso se debe utilizar el comando state suspend, pero en este 
caso no es posible suspender la VLAN porque este comando no está soportado en 
esta versión de Packet tracer. 
DLS2>enable  
DLS2#configure terminal  
DLS2(config)#vlan 434 
DLS2(config-vlan)#state suspend 
% Invalid input detected at ' '̂ marker. 
DLS2(config-vlan)#exit 
DLS2(config)#exit  
9. Crear una VLAN 567 en DLS2 con el nombre PRODUCCION, esta VLAN 
no podrá estar disponible en cualquier otro Switch de la red. 
Para el desarrollo de este ítem se registra la VLAN 567, que no estará disponible 
en ningún otro Switch, para ello se utiliza el comando switchport allowed vlan 
except  donde se agregan las VLAN a la lista actual a excepción de la 567. 
A continuación se presenta el código empleado en la configuración. 
DLS2>enable  




DLS2(config)#interface port-channel 2 
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DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit  
DLS2(config)#interface port-channel 3 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit  
DLS2(config)#exit  
DLS2#copy running-config startup-config  
Destination filename [startup-config]?  
Building configuration... 
[OK] 
10. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 
1010, 1111 y 3456 y como raíz secundaria para las VLAN 123 y 234. 
Se utiliza el comando spanning-tree vlan id-vlan root primary en modo 
configuración global, la prioridad del Switch es el múltiplo mas alto de 4096, 
entonces el rango es de 0 a 61440 en múltiplos de 4096. 
Para las VLAN 123 y 234 se utiliza el comando spannin-tree vlan is-vlan root 
secondary  en configuración global para establecer prioridad secundaria. 
Los demás Switch ya tienen predeterminado el valor de prioridad de 32768. 
A continuación se presenta el código empleado en cada configuración. 
DLS1>enable 
DLS1#configure terminal  
DLS1(config)#spanning-tree vlan 1,12,434,500,101,111,345 root primary  




DLS1#copy running-config startup-config  
Destination filename [startup-config]?  
Building configuration... 
[OK] 
11. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como 
una raíz secundaria para las VLAN 12, 434, 500, 1010, 1111 y 3456. 
DLS2>enable  
DLS2#configure terminal 
DLS2(config)#spanning-tree vlan 123,234 root primary  
DLS2(config)#spanning-tree vlan 12,434,500,101,111,345 root secondary  
DLS2(config)#exit  
DLS2#copy running-config startup-config  
Destination filename [startup-config]?  
Building configuration... 
[OK] 
12. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de éstos puertos. 
En este punto es importante tener en cuenta que las VLAN que el sistema 
permitirá para el Switch DLS2, van desde la 1 a la 566. 
Switch DLS1 
DLS1>enable 
DLS1#configure terminal  
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DLS1(config)#interface port-channel 1 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#switchport trunk encapsulation dot1q  
DLS1(config-if)#switchport mode trunk  
DLS1(config-if)#exit  
DLS1(config)#interface port-channel 4 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#switchport trunk encapsulation dot1q  
DLS1(config-if)#switchport mode trunk  
DLS1(config-if)#exit  
DLS1(config)#interface port-channel 2 
DLS1(config-if)#no switchport  
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
% 10.12.12.0 overlaps with Port-channel12 
DLS1(config-if)#exit  
DLS1(config)#interface range fastEthernet 0/7-10 
DLS1(config-if-range)#switchport trunk native vlan 500 
DLS1(config-if-range)#switchport trunk encapsulation dot1q  
DLS1(config-if-range)#switchport mode trunk  






DLS1#copy running-config startup-config  





DLS2#configure terminal  
DLS2(config)#interface range fastEthernet 0/7-10 
DLS2(config-if-range)#switchport trunk native vlan 500 
DLS2(config-if-range)#switchport trunk allowed vlan 1-566-1005 
DLS2(config-if-range)#switchport trunk encapsulation dot1q  
DLS2(config-if-range)#switchport mode trunk  




DLS2#copy running-config startup-config  








ALS1#configure terminal  
ALS1(config)#interface range fastEthernet 0/7-10 
ALS1(config-if-range)#switchport trunk native vlan 500 




ALS1#copy running-config startup-config  





ALS2#configure terminal  
ALS2(config)#interface port-channel 2 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#switchport mode trunk 
ALS2(config-if)#exit  
ALS2(config)#interface port-channel 4 
ALS2(config-if)#switchport trunk native vlan 500 
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ALS2(config-if)#switchport mode trunk 
ALS2(config-if)#exit  
ALS2(config)#interface range fastEthernet 0/7-8 
ALS2(config-if-range)#switchport trunk native vlan 500 
ALS2(config-if-range)#switchport mode trunk  
ALS2(config-if-range)#channel-group 2 mode active 
ALS2(config-if-range)#no shutdown 
ALS2(config-if-range)#exit  
ALS2(config)#interface range fastEthernet 0/9-10 
ALS2(config-if-range)#switchport trunk native vlan 500 
ALS2(config-if-range)#switchport mode trunk  




ALS2#copy running-config startup-config  







13. Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera: 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa0/6 3456 12 , 1010 123, 1010 234 
Interfaz Fa0/15 1111 1111 1111 1111 
Interfaces F0 /16-18  567   
 
Se usa el comando switchport access vlan  para la configuración de las 
interfaces como puertos de acceso, luego por medio del comando spanning-tree 
portfast  permite a los pc tener acceso a la red de capa 2. Por esta razón se 
utiliza portfast ya que el protocolo STP es demorado en la transición de los 
puertos de reenvío, generando fallas.  
Switch DLS1 
DLS1>enable 
DLS1#configure terminal  
DLS1(config)#interface fastEthernet 0/6 
DLS1(config-if)#switchport mode access 




DLS1(config)#interface fastEthernet 0/15 
DLS1(config-if)#switchport mode access 
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DLS1#copy running-config startup-config  





DLS2#configure terminal  
DLS2(config)#interface fastEthernet 0/6 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 12 




DLS2(config)#interface fastEthernet 0/15 
DLS2(config-if)#switchport mode access 





DLS2(config)#interface range fastEthernet 0/16-18 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 567 
DLS2(config-if)#spanning-tree portfast 
DLS2(config)#exit  
DLS2#copy running-config startup-config  





ALS1#configure terminal  
ALS1(config)#interface fastEthernet 0/6 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 123 




ALS1(config)#interface fastEthernet 0/15 
ALS1(config-if)#switchport mode access 
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ALS1#copy running-config startup-config  





ALS2#configure terminal  
ALS2(config)#interface fastEthernet 0/6 
ALS2(config-if)#switchport mode access 




ALS2(config)#interface fastEthernet 0/15 
ALS2(config-if)#switchport mode access 






ALS2#copy running-config startup-config  
Aestination filename [startup-config]?  
Building configuration... 
[Ok] 
Segunda parte: Conectividad de red de prueba y las opciones configuradas. 
A continuación se presentan las evidencias de las configuraciones requeridas, 
para llevar a cabo esta actividad usamos el comando show vlan. 
 




























Figura 14. ALS2_Show vlan 1.2 
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Verificar que el EtherChannel entre DLS1 y ALS1 este configurado 
correctamente. 
Para la siguiente verificación ejecutaremos el comando show etherchannel 
summary, a continuación podemos observar los resultados satifactorios. 
 




Figura 16. ALS1_Show etherchannel summary 
59 
 
Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada VLAN. 
Configuración Spanning tree se ejecuta según los requiere la práctica como se 
puede comprobar a continuación. 
 









































Se demostró la capacidad que se  durante el diplomado de profundización cisco 
CCNP, para administrar y configurar los dispositivos de Networking en los diseños 
de redes de conmutación, también para establecer niveles de seguridad en una 
red. 
 
En esta actividad fueron puestos en práctica los conocimientos adquiridos a al 
inicio del semestre, concretamente los relacionados con la configuración de 
esquemas de conmutación soportados en routers, utilizando protocolos basados 
en VLANs en un escenario. 
 
CCNP provee los conocimientos y las habilidades necesarias para la 
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