ABSTRACT In this paper, we investigate the energy-efficient resource allocation in two-tier massive multiple-input multiple-output (mMIMO) heterogeneous networks with wireless backhaul. Millimeter wave frequency is adopted at the mMIMO macro base station (MBS), and the cellular frequency is considered at small cell BS with orthogonal frequency-division multiple access. To lower the hardware cost and energy consumption at the MBS, two hybrid analog/digital precoding schemes are proposed according to the connectivity, i.e., fully connected and subarray structures. In order to design the small cell cluster-based power and subchannel allocation, we aim to maximize the energy efficiency of the system with limited wireless backhaul and users' quality of service constraints. The formulated problem is non-convex mixed integer nonlinear fraction programming, which is non-trivial to solve directly. By exploiting fractional programming, we propose a two-loop iterative resource allocation algorithm to solve the nonconvex problem. Specifically, integer relaxation and a Dinkelback method are considered to transform the outer loop problem into a difference of convex programming (DCP). Following this, the first-order Taylor approximation is considered to linearize this inner loop DCP problem into a convex optimization framework. Lagrange dual problem is considered to obtain the closed-form power allocation. Furthermore, we prove the convergence of the proposed iterative algorithm. Numerical results are provided to validate our proposed schemes.
I. INTRODUCTION
To meet the exponentially increasing mobile data demand, the massive multi-input multi-output (mMIMO) heterogeneous network (HetNet) has been considered as a promising system architecture, where ultra-dense small cells (SCs) overlay the macro cell (MC) [1] . The MC base station (MBS) is equipped with a large number of antennas to support high-mobility macro users (MUs) and manage resource allocation, while SC BSs (SBSs) deploy a few number of antennas to serve the lowmobility SC users (SUs). Besides the dense SCs deployment, exploring extra available spectrum is also an effective way to improve the throughput of the system. For example, the higher frequency from 30 GHz to 300 GHz, i.e., millimeterwave (mmWave), has been regarded as a good candidate due to its wide bandwidth resources [2] , [3] . In parallel, besides the throughput (bits/s) requirement, energy efficiency (EE) (bits/Joule) has also been considered as a fundamental design objective for the next generation cellular networks [4] , [5] .
Although the propagation loss is severe in mmWave frequency, the short wavelength allows more antenna elements to be packed into the same physical space, which compensates the poor propagation channel via using narrow and high-gain beams provided by the large antennas arrays [6] . Therefore, mmWave frequency has been widely applied at the large-scale antennas MBS, e.g., [2] , [6] , [7] . However, realizing the large-scale antennas configuration at MBS with mmWave is not a trivial task. One key challenging problem lies in that each antenna usually requires one dedicated radio-frequency (RF) chain (including highresolution digital-to-analog converter (DAC), up-converter, etc). With large-scale antennas at the MBS, it is difficult to configure so many RF chains in the limited physical size.
Meanwhile, the hardware cost and energy consumption are also huge [8] . To solve this, some low-complexity RF technologies for mmWave mMIMO system have been proposed, such as hybrid analog/digital precoding [9] and lens antenna array-based beamspace MIMO [10] . In this paper, we mainly focus on hybrid analog/digital precoding technology, which consists of a low-dimension baseband digital precoder (requiring a small number of RF chains) and a highdimension analog beamformer (including a large number of analog phase shifters) [9] , [11] - [14] . Based on connectivity, hybrid analogy/digital precoding structure can be categorized into two classes, namely, fully connected and subarray. The fully connected structure is investigated in [9] and [11] , in which single user scenario and multi-user scenario are studied, respectively. For subarray structure, [12] proposes a successive interference cancellation (SIC)-based hybrid precoding and obtain the near-optimal performance. However, existing works mainly focus on throughput maximization, and the research of EE in mmWave mMIMO system is very limited. Although [13] - [15] study the EE maximization problem, the homogeneous network is considered. In addition, only the equal power allocation is assumed and the quality of service (QoS) requirements of users are also not imposed in [13] and [14] .
In addition, the backhaul solution becomes one of the main challenges in two-tier mMIMO-HetNet. Although wired backhaul link can provide high data rates with guaranteed reliability, it is impractical to have wired connections between all SBSs and MBS due to the high implementation cost [16] . Therefore, wireless backhaul link has been regarded as a suitable and cost-effective approach [17] - [24] . In [19] and [20] , the downlink (DL) cell association and bandwidth allocation are jointly studied to maximize the sum logarithmic user rate with limited wireless backhaul. Chen et al. [21] study energy harvesting SBS-based user association and power allocation problem to maximize the EE of the system, where the selfbackhaul is considered. Since the MBS and SBSs share the same cellular frequency, the huge pilot overhead is needed to completely cancel the inter-tier interference according to the proposed precoding scheme. In [22] , the mmWave frequency is used for wireless backhaul of SCs, and thus forming a multi-hop backhaul network, in which user association problem is investigated to jointly maximize the network throughput and EE. Similarly, [23] formulates the problem of minimizing the energy consumption with mmWave wireless backhaul. However, only a small-scale number of antennas at MBS is considered in [22] and [23] . Although we have studied the wireless backhaul in previous work [24] , the EE, subchannel allocation and hybrid precoding design problems are not considered.
Unlike previous works, we investigate the EE maximization problem in a two-tier mMIMO-HetNet with different frequency bands. Specifically, the MBS with large-scale antenna arrays works in mmWave frequency and provides DL data for MUs and backhaul data for SBSs simultaneously. The SC cluster (SCC)-based single-antenna SBSs operate in traditional cellular frequency with orthogonal frequency division multiple access (OFDMA) technology and provide the service for SUs. To the best of our knowledge, the EE resource allocation under the above system configuration has not been studied in the existing literature. The contributions of this paper are summarized as follows:
• We consider two different structures at MBS based on the connectivity, including fully connected and subarray structures. Moreover, we design different lowcomplexity hybrid precoding schemes for them. First, the beamsteering-codebook searching algorithms are proposed for analog beamforming. Following this, the zero-forcing (ZF) digital precoding is adopted to cancel interference among different MUs and SBSs.
• Take the SCC as the basic unit, all SBSs are allowed to share the subchannels in each SCC. On this basis, we formulate the joint power and subchannel allocation problem, including power allocation for MUs and SBSs at MBS, SUs at SBSs, and subchannel allocation for SUs in each SCC, to maximize the EE of the two-tier mMIMO-HetNet. Meanwhile, the power constraints for MBS and each SBS are considered, and the QoS requirements of each MU and SU are imposed. It is shown that in its original form the problem is a non-convex mixedinteger non-linear fractional programming (MINLFP) problem, which is challenging to solve directly. To make the problem more tractable, relaxation of integer variables and the equivalent transformation (i.e., Dinkelbach method) are introduced.
• It is proven that the relaxed problem is a difference of convex programming (DCP) problem, which is still nonconvex. Next, we transform it into a convex optimization problem by the first-order Taylor approximation, and a constrained concave convex procedure (CCCP)-based inner iterative algorithm is proposed. On this basis, Dinkelbach method-based outer iterative algorithm is applied to obtain the solution. Furthermore, the convergence of the proposed iterative algorithms is proved.
• Finally, we compare the EE of our hybrid analog/digitial precoding system with fully digital precoding system. Numerical results show the hybrid precoding under subarray structure achieves better EE performance than other schemes due to its low energy consumption, although the fully digital precoding obtains the highest throughput. The remainder of this paper is organized as follows. In Section II, the system model, mmWave channel model and the power consumption model are described. In Section III, EE maximization problem is formulated. In Section IV, a twoloop iterative algorithm is proposed for solving the formulated problem. Numerical results are presented in Section V and the paper is concluded in Section VI.
The notations of this paper are as follows: (·) T and (·) H denote the transpose and Hermitian transpose, respectively, · means the Euclidean norm, E{·} represents the expectation operator, 0 a×b means the a a × b all-zero matrix, [·] + denotes the max{0, ·}, Diag(a 1 , . . . , a N ) is a diagonal matrix with the main diagonal given by a 1 , . . . , a N , (f) i denotes the i-th element of vector f, C x×y means the space of x × y complex matrix. A summary of key notations is presented in Table I .
II. SYSTEM DESCRIPTION
In this section, we study a two-tier mMIMO-HetNet system model with wireless backhaul link where it consists of the mmWave channel model and the power consumption model. In the following, we will elaborate our proposed system model.
A. SYSTEM MODEL
We study the DL transmission in a two-tier mMIMO-HetNet consisting of one MBS and L SCCs, where each SCC includes multiple SCs, 1 as shown in Fig. 1 . The MBS equipped N TX antennas serves K MUs. Meanwhile, all SBSs receive the SUs' data (i.e., backhaul data) from MBS. Similar to [2] and [12] , mmWave frequency (e.g., 73 GHz) is used at MBS with W Hz bandwidth. We assume that there are M l singleantenna SBSs and K l single-antenna SUs in the l-th SCC. 1 Each SCC can be regarded as a hot spot, such as station, supermarket and so on. In other words, SBSs having the relatively near distance (i.e., large interference) will form a SCC. In this paper, we assume that multiple SCCs have been formed, where the detailed SC clustering scheme can refer to [25] and [26] . To avoid the inter-tier interference, all SBSs encode their received data using OFDMA technology at cellular frequency (e.g., 2GHz) with total B Hz bandwidth, which is equally divided into N orthogonal frequency subchannels. Following this, there is no intra-cluster interference because SUs are served by different subchannels. In addition, SCs are grouped into SCCs based on their relative distance. As a result, the inter-cluster interference is small enough to be omitted due to the large distance among different SCCs. Furthermore, intercluster interference can be effectively performed according to [27] . Therefore, we assume there is no interference among different SCCs and N subchannels can be reused at all SCCs. In this paper, we use the full duplex (FD) technology for backhaul links, where FD communication hardware is equipped at SBSs. Therefore, SBSs can receive data from MBS in mmWave frequency and transmit data to SUs with cellular frequency simultaneously [2] , [28] . Here, the perfect channel state information (CSI) is assumed to be available in both MBS and SBSs via training [9] , [10] , [29] . Let L = {1, . . . , L} and K = {1, . . . , K } denote the sets of SCCs and MUs, respectively, and M l = {1, . . . , M l } and K l = {1, . . . , K l } denote the sets of SBSs and SUs in the l-th SCC, respectively.
1) mmWave MBS WITH HYBRID ANALOG/ DIGITAL PRECODING
We assume that the MBS is equipped with N RF (N RF ≤ N TX ) RF chains to lower the hardware cost and energy consumption, as shown in Fig. 2 . Since the MBS simultaneously transmits MUs' data and SUs' data to MUs and SBSs, respectively, the number of RF chains should be greater than or equal to the total number of MUs and SUs, i.e., N RF ≥ L l=1 M l + K . Generally, there are two typical structures for the RF design, including fully connected structure ( Fig. 2(a) ) and subarray structure ( Fig. 2(b) ). For the fully connected structure, each RF chain is connected to all antennas through a group of phase shifters, so that different RF chains share all antennas. VOLUME 6, 2018 In contrast, for the subarray structure, each RF chain is only connected to a disjoint subset of antennas through phase shifters, so that different RF chains drive different antenna subarrays. Here, we assume that the number of antennas in all antenna subarrays is the same, which is denoted as N SUB = N TX /N RF . 2 Accordingly, the received signal of the k-th MU can be expressed as:
where P 0,k and P l,j denote the transmit power for the k-th MU and the j-th SBS in the l-th SCC, respectively; h 0,k ∈ C 1×N TX denotes the DL channel from MBS to the k-th MU; x 0,k and x l,j represent the transmitted symbols of the k-th MU and the i-th SBS in the l-th SCC, respectively, such that E{|x 0,k |} = 1 and E{|x l,j |} = 1. v 0,k and v l,j denote the digital precoding for the k-th MU and the j-th SBS in the l-th SCC, respectively; n 0,k is an independent and identically distributed additive white Gaussian noise (AWGN) defined as CN (0, N 0 ). In (1), F is the N TX × N RF analog beamforming matrix implemented by the equal power splitters and phase shifters. For the fully connected structure, F can be expressed as:
where f k ∈ C N TX ×1 denotes the beamforming vector associated with the k-th RF chain with
For the subarray structure, F has the form of a block diagonal matrix as:
where f k ∈ C N SUB ×1 denotes the beamforming vector associated with the k-th RF chain with
The received signal of the j-th SBS in the l-th SCC can be expressed as:
where h l,j ∈ C 1×N TX denotes the DL channel from MBS to the j-th SBS in the l-th SCC, and n l,j is an independent and identically distributed AWGN defined as CN (0, N 0 ).
2) FD SBSs WITH OFDMA IN EACH SCC
Let N = {1, . . . , N } denotes the set of orthogonal subchannels, we use c l,j k,n to indicate whether the k-th user is assigned with the n-th subchannel at the j-th SBS in the l-th SCC, i.e., 
where
In each SCC, we assume that different SBSs can transmit data to one SU with different subchannels, and each subchannel n ∈ N is assigned to at most one SU to avoid interference. In other words, each subchannel is only assigned to one SU-SBS pair. Therefore, we have the following constraints:
On this basis, the received signal of the k-th SU in the l-th SCC at the n-th subchannel through the j-th SBS can be expressed as:
k,n and x l,j k,n denote the transmit power, DL channel and transmit signal of the k-th SU in the l-th SCC at the n-th subchannel through the j-th SBS, respectively. Likewise, n l,j k,n is an independent and identically distributed AWGN defined as CN (0, N 0 ). According to (5), we have P
B. MmWave CHANNEL MODEL
Due to the limited scattering in mmWave channel [30] - [32] , we adopt a geometric channel model with G scatters. Each scatter is assumed to contribute a single propagation path between the MBS and MU (SBS) [9] , [33] . Therefore, the channel h l,k can be expressed as:
When l = 0, k ∈ K, h l,k denotes the DL channel from MBS to the k-th MU. In this case, β 
where λ and d denote the signal wavelength and inter-antenna spacing, respectively. (8) and (9) are the mmWave channels model with fully connected structure. For subarray structure, RF chains are connected to different subsets of antennas, so the antenna array steering vector a(θ g l,k ) consists multiple subarray steering vectors, which is expressed as:
Algorithm 1 Analog Beamforming Design at MBS for the Fully Connected Structure
1 Initialize the beamsteering codebook for MU k,
Find one MU (SBS) with the minimal channel gain such that: {l , k } = arg;min
Search F l ,k to find the beamsteering vectors for the MU (SBS), such that: f n = arg;max
. Correspondingly, the channel h l,k can be expressed as:
C. POWER CONSUMPTION MODEL
For the MBS, the power consumption consists of transmit power and circuit power consumption. The circuit power consumption mainly includes baseband, RF chains, phase shifters and power amplifies (PAs) [8] , [12] . For the fully connected structure, there are N RF RF chains, N RF N TX phases shifters and N TX PAs, so the circuit power consumption can be expressed as [13] :
where P BB , P RF , P PS , P PA denote the power consumption of the baseband, the RF chain, the phase shifter and PA, respectively. For subarray structure, there are N RF RF chains, N TX phases shifters and N TX PAs, so the circuit power consumption can be expressed as [13] :
Accordingly, the total power consumption at MBS can be given by:
where ξ is a constant which accounts for the inefficiency of the PA [34] . For the FD SBSs, the total power consumption can be given as [21] :
where P s c is the circuit power consumption of SBS.
III. EE MAXIMIZATION PROBLEM FORMULATION
In this section, we first design hybrid analog/digital precoding at MBS for two different structures. Then, we formulate the optimization power and subchannel allocation problem to maximize EE of the mMIMO-HetNet subject to the users' QoSs and limited wireless backhaul.
A. HYBRID ANALOG/DIGITAL PRECODING AT MBS
For the analog beamforming design with phase shifters, only quantized angles are available because the phase shifters are mostly digitally controlled. Therefore, the beamforming angles need to be selected from a finite-size codebook, where the beamsteering codebook should have the same form as the array steering vector in (9) [9] . Because of this, the analog beamforming design can be regarded as beamsteering codebook-based searching for each RF chain. Following this, for the digital precoding design, we can apply the conventional ZF method to eliminate the multi-user interference.
1) FULLY CONNECTED STRUCTURE
Recently, most analog beamforming design schemes require the same number between users and RF chains [11] , [35] , [36] . [14] designs a distance-based analog beamforming scheme for the indoor multi-user scenario, in which the number of users is larger than that of RF chains. Inspired by this, we extend the scheme in [14] to our HetNet scenario, and propose an instantaneous channel gain-based analog beamforming scheme. Specifically, we first regard SBSs as special MUs, and thus the analog beamforming associated with one RF chain is designed for one MU, 3 neglecting the interference to other MUs. Correspondingly, the optimal analog beamforming is selected from the MU's transmit codebook. Since the number of RF chains may be larger than that of MUs, some MUs will be allocated with over one RF chain. To ensure the fairness among all MUs and overall performance of system, we allocate the RF chain to the MU with minimal channel gain in each searching cycle first, until all RF chains are assigned. We summarize the above analog beamforming design scheme in Algorithm 1.
2) SUBARRAY STRUCTURE
Unlike fully connected structure, RF chains are connected to different subsets of antennas, where each subset of antennas has only one beamsteering direction. Consequently, the 3 Here, since we regard SBSs as special MUs, the mentioned ''MU'' in subsection 1) and 2) also denotes SBS.
Algorithm 2 Analog Beamforming Design at MBS for the Subarray Structure
, where S = {1, . . . , N RF }, analog precoding matrix F = Diag(f 1 , . . . , f N RF ) , where f s = 0 N SUB ×1 , index n = 1. 2 while n ≤ N RF do 3 Obtain the maximal subarray channel gain of each MU (SBS) from its N RF subarray channel gains such that:
Select one RF chain and MU (SBS) pair that owns the minimal subarray channel gain such that:
Search F s l ,k to find the beamsteering vectors for the MU (SBS), such that: f s = arg;max
end if 10 Update F with f s = f s , F s l ,k = F s l ,k − {f s }, S = S − {s },n = n + 1. 11 end while 12 Return F RF-chain based codebook searching can be viewed as subarray-based beamforming searching. According to the above analysis, we need to allocate the subarray antennas associated with one RF chain to one MU, until all RF chains are assigned. To guarantee fairness among all MUs and overall performance of system, we first obtain the maximal subarray channel gain of each MU from its N RF subarray channel gains as follows:
Then, we select one RF chain and MU pair from (16) that owns the minimal subarray channel gain. Following this, we remove the selected RF chain and MU pair and repeat the above process in remaining RF chains and MUs in each searching cycle. We summarize the above analog beamforming design scheme in Algorithm 2.
After obtaining the analog beamforming matrix F, we can obtain the equivalent DL channelh l,k = h l,k F(l ∈ {0, L}, k ∈ {K, M l }). For convenience, we define the total DL channel as follows:
Then, we use the ZF method to eliminate the interference among MUs and SBSs as V =H H (HH H ) −1 . As a result, the precoding vector of the k-th MU can be expressed as:
where V k denote the k-th column of V. The precoding vector of the j-th SBS in the l-th SCC v l,j can be expressed as:
where x = K + j when l = 1, and
B. PROBLEM FORMULATION
In the above subsection, we have designed the hybrid precoding at MBS to eliminate the interference. Thus, the received signal of the k-th MU can be simplified as:
and the achievable DL rate can be expressed as:
where P MU denotes the power allocation policy of MUs, i.e., P 0,k . Similarly, the received signal of the j-th SBS in the l-th SCC can be simplified as:
and the achievable backhaul DL rate is:
where P SBS denotes the power allocation policy of SBSs, i.e., P l,j . Since SUs are served by multiple SBSs with different subchannels on each SCC, the achievable DL rate of the k-th SU in the l-th SCC can be expressed as:
where B 0 = B/N denotes the bandwidth of a subchannel. In addition, P SU and C denote power and subchannel allocation policies of SUs, i.e., P l,j k,n and c l,j k,n , respectively. Similarly, the achievable DL rate provided by the j-th SBS in the l-th SCC can be formulated as:
Then, the achievable EE of the system can be written as:
Finally, we formulate the optimization problem of maximizing EE of the two-tier mMIMO-HetNet as follows:
where (27b) and (27c) impose the QoS requirements for MUs and SUs, respectively. (27d) ensures that the received backhaul DL rate of the SBS is no less than the rate provided. (27e) and (27f) represent the maximum transmit power constraints for MBS and SBSs, respectively. In the above problem, we assume the same QoS requirements for all MUs and SUs, i.e., R min , which can be easily extended to the case of different QoS requirements. In addition, we also give the similar assumption for maximum transmit power constraints of SBSs.
IV. PROPOSED SOLUTION FOR THE EE MAXIMIZATION PROBLEM
Due to the fractional objective function (27a) and binary subchannel indicator variable c l,j k,n , (27) can be regarded as a MINLFP problem [37] , [38] . In addition, besides the binary variable constraints, the existence of non-convex constraints, VOLUME 6, 2018 L a (λ, µ, ν, β, α, δ, P MU , P SBS ,P SU , C)
i.e., (27d), makes the original problem more difficult to solve directly. To solve problem (27), we will first transform the non-convex MINLFP problem into a DCP problem, and then further simplify the formulated DCP problem into a convex optimization problem by appropriate approximation. Finally, a two-loop iterative algorithm is proposed to obtain the solution of problem (27) .
A. THE FORMULATION OF THE DCP PROBLEM 1) THE RELAXATION OF BINARY VARIABLE
First, we relax the binary variable c l,j k,n to be a continuous value in the interval [0, 1] [39], [40] . Originally, we assume that one subchannel is only assigned to one SU-SBS pair, but the relaxation of the binary constraints means a timesharing subchannel allocation among SUs and SBSs. Naturally, the original problem is not actually solved after relaxation. However, it has been verified when the number of available subchannels goes to infinity, solutions of the relaxed problem are arbitrarily close to the non-relaxed problem [41] . Furthermore, the close-to-optimal results can be obtained for a few number of subchannels [42] . Even for as few as two subchannels, [40] has shown that the solution is close to the optimal EE achieved by the exhaustive search.
According to the above relaxation, i.e., 
and (25) can be re-written as:
Accordingly, we have the following theorem: Theorem 1:R SU l,k (P SU , C) is jointly concave w.r.t.P SU and C, whileR SBS l,j (P SU , C) is jointly concave w.r.t.P SU and C.
Proof: According to [43] , the function f (x, y) = x log(1 + y/x) is called the perspective operation of the function g(y) = log(1 + y), which owns same convexity with its original function g(y). It is obvious that function g(y) is concave w.r.t. y, so f (x, y) is jointly concave w.r.t. x and y. Therefore, Theorem 1 is proved.
The original optimization problem is transformed into the following:
2) THE TRANSFORMATION OF OBJECTIVE FUNCTION BASED ON DINKELBACH METHOD
Next, we define the maximum EE q of the problem (30) as:
where {P MU , P SBS ,P SU , C} ∈ H, and H is defined as the set of feasible solution of problem (30) . Correspondingly, we can obtain the following theorem. − q P C + P M (P MU ) + P B (P SBS ) +P S (P SU )
= R M (P MU ) +R S (P SU , C ) − q P C + P M (P MU ) + P B (P SBS ) +P S (P SU ) = 0 (32) Proof: Refer to [37] . According to the Theorem 1, we propose a two-loop iterative algorithm to solve problem (30) with an equivalent objective function. The proposed Dinkelbach method-based outer loop algorithm is summarized in algorithm 3. The proof of convergence for algorithm 3 can be referred to [37] . Specifically, we solve the inner loop problem in each iteration as follows:
where (30d) is written as the subtractive form in (33c). According to Theorem 1, the objective function (33a) is concave while the feasible set formed by constraint (33b) is convex. Since R BH l,j (P SBS ) andR SBS l,j (P SU , C) in (33c) are both concave, (33c) are difference of convex (DC) constraints [44] , [45] . Therefore, problem (33) is a DCP problem, where CCCP is widely used to solve this kind of problem [21] , [45] , [46] . The main idea of the CCCP is to iteratively approximate the non-convex feasible set by a convex set and then solve the formulated convex optimization problem in each iteration. This procedure is carried out iteratively until it converges or reaches the maximum number of allowable iterations.
B. THE FORMULATION AND SOLUTION OF THE CONVEX OPTIMIZATION PROBLEM
Now, we transform (33c) into convex set constraints by approximation. According to [47] , the first-order Taylor expansion ofR SBS l,j (P SU , C) in (33c) at the current point [P SU , C ] (t) for the t-th iteration can be formulated as:
Algorithm 3 Dinkelbach Method Based Outer Loop Algorithm
1 Initialize the maximum number of iterations L max , the maximum tolerate ε, the maximum EE q = 0, and the iteration index n = 0. 2 repeat Outer;Loop
3
Solve the inner loop problem (33) for a given q and obtain the resource allocation {P MU , P SBS ,P SU , C }.
4
Compute ε = R M (P MU ) +R S (P SU , C ) − q P C + P M (P MU ) + P B (P SBS ) +P S (P SU ) .
5
if ε < ε then 6 Covergence=true.
return
{P MU , P SBS ,P SU , C } = {P MU , P SBS ,P SU , C } and q = R M (P MU )+R S (P SU ,C ) P C +P M (P MU )+P B (P SBS )+P S (P SU ) .
else 9
Set q = R M (P MU )+R S (P SU ,C ) P C +P M (P MU )+P B (P SBS )+P S (P SU ) and n = n + 1.
10
Convergence=false. w.r.t.P SU . Then, (33c) can be approximated as the following convex constraints:
Consequently, (33) is transformed into the following convex optimization problem at the t-th iteration:
Since (36) is a convex optimization problem, the duality gap is zero and solving its dual problem is equivalent to solving the original problem [48] . To this end, we first write the Lagrangian of problem (36) as follows:
where L a is given by the equation shown at the top of the previous page, where λ with elements λ k (k ∈ K) and µ with VOLUME 6, 2018
are the Lagrange multiplier vectors associated with the MUs' and SUs' QoS constraints, respectively. In addition, ν with elements ν l,j (l ∈ L, j ∈ K l ) and β with elements β l,j are the Lagrange multiplier vector corresponding to the backhaul and power constraints of SBSs, respectively. Last, α with elements α l,n (l ∈ L, n ∈ N ) is the Lagrange multiplier associated with the subchannels allocation, while δ is the Lagrange multiplier corresponding to the power constraint of MBS. Thus, the dual problem is given by:
To solve the dual problem (38), we first fix the Lagrange multipliers and q, and then obtain the corresponding power and subchannel allocations by solving max
Since the problem is a standard concave form, we can apply the Karush-Kuhn-Tucker (KKT) conditions to obtain the optimal solution [43] . According to the following first-order derivatives: (39) we can obtain the power allocations for MUs and SBSs as follows:
Then, the power allocationP l,j k,n for SUs and the subchannel allocation c l,j k,n can be obtained by steepest descent method [43] , [49] .
Next, the gradient method can be used to solve the minimization of the dual problem (38) [43] as shown in (42), at the bottom of this page, where o is the iteration index and ζ 1 (o)-ζ 6 (o) are positive step sizes. Convergence to the optimal solution is guaranteed when the chosen step sizes satisfy the conditions in [50] . Then, the CCCP-based iterative algorithm (i.e., inner loop) is used to find the solution of problem (33) , which is summarized in Algorithm 4. Meanwhile, we have the following theorem:
Theorem 3: Algorithm 4 converges to a stationary and local optimal point after finite iterations.
Proof: Refer to Appendix. Although the CCCP-based iterative algorithm may not guarantee a global optimal solution, the gap between them is quite small [21] . Furthermore, [51] verifies that it has the potential to get the global optimal.
However, since the final binary subchannel allocation indicators are relaxed with a real value between [0, 1] for Algorithm 4, we have to recover it to a Boolean. We first compute the marginal benefit [40] , [49] for each c
Then, the indicator c l,j k,n can be recovered to zero or one by: , P SU , C with (34).
4
Initialize Lagrange multipliers λ, µ, ν, β, α, δ.
5
repeat{Solve problem (36)}
6
Obtain P 0,k , P l,j with (40), (41) with steepest descent method [43] , [49] .
7
Update λ, µ, ν, β, α, δ with (42). = R M (P MU ) +R S (P SU , C ) − q P C + P M (P MU ) + P B (P SBS ) +P S (P SU ) .
10
Update
Finally, we resolve the problem (36) and obtain the power allocation according to the recovered c l,j k,n .
C. COMPUTATIONAL COMPLEXITY ANALYSIS
Now, we analyze the computational complexity of the proposed scheme. We assume that the iteration times of outer loop (i.e., Algorithm 3) and inner loop (i.e., Algorithm 4) are L o and L i , respectively. In addition, since the number of dual variables is K + L l=1 (K l + 2M l + N ), the complexity of solving the dual problem (38) [52] , and the complexity of obtainingP 
V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed schemes. As shown in Fig. 1 , a two-tier HetNet is considered, in which the MC is of the radius of 500 meter 4 and has a large-scale antennas MBS located at the center. L SCCs and K MUs are randomly distributed within the MC, and M l SBSs and K l SUs are randomly distributed at the l-th SCC within a radius of 150 meter. The mmWave channel is centered at 73 GHz with a bandwidth of 200 MHz. The path loss is modelled as 69.7 + 24 log 10 (d m ) dB [54] , where d m denotes the distance (meter). We assume that there are G = 8 clusters in the mmWave channel, and the azimuth AoA is uniformly distributed over [0, 2π ] and σ g l,k = 1 [32] . In addition, the maximum transmit power of the MBS is 46 dBm. On the other 4 Similar to [28] and [53] , we set the radius of 500 meter MC for the mmWave communication. hand, following the 3 GPP LTE-A standard [55] , the cellular frequency channel is centered at 2 GHz with a bandwidth of 20 MHz, which is divided into N = 128 subchannels. Additionally, the path loss is given as 38 + 30 log 10 (d m ) dB [56] , whereas the multiple channels for the cellular frequency are considered with an exponential delay profile with N /4 taps. On the other, the QoS requirements of MUs and SUs are 10 Mbits/s. The maximum transmit power of each SBS is set as 23 dBm, and the noise power spectral density is -174 dBm/Hz. In addition, we set P BB = 200 mW, P RF = 300 mW, P PA = 40 mW, P PS = 20 mW, and P s c = 100 mW [8] , [13] , [21] , while inefficiency of the power amplifier ξ is set as 1/0.38 [14] .
A. SINGLE SBS AND SU IN EACH SCC
In this subsection, we set N TX = 300, M l = 1, K l = 1, K = 3, which means that each SCC consists of one SBS and SU. In this case, it does not involve the subchannel allocation, since the SU is served by the single SBS with all subchannels. Fig. 3 shows the throughput versus the number of RF chains. Here, we set q = 0, namely the EE maximization problem is transformed into a throughput maximization problem. The minimum number of RF chains should be no less than the total number of MUs and SBSs, i.e, LM l + K = 6. As expected, Fig. 3 verifies that the throughput with digital precoding is higher than that with hybrid precoding. In addition, the throughput with hybrid precoding under fully connected structure is very close to that with digital precoding when the number of RF chains is large. Since the RF chains are only connected to disjoint subarray antennas, the throughput with hybrid precoding under subarray structure is the lowest. We also plot the corresponding EE in Fig. 4 . It can be seen that: a) the EE is the highest when subarray structure is adopted, and b) the EE under fully connected structure decreases with the number of RF chains. The former is because that the number of phase shifters used in subarray structure is small, i.e., 300, which reduces the energy consumption. In contrast, the number of phase shifters in fully connected structure increases rapidly with the number of RF chains. For example, the number of phase shifters is 6N TX = 1800 when N RF = 6, while the number of phases shifters will reach 90000 when N RF = 30. Although the throughput grows with the number of RF chains, the EE exhibits a opposite trend due to the high energy consumption caused by large phase shifters.
In the above simulation, the EE has not been maximized, i.e., q = 0. Thus, Fig. 5 shows that the EE versus number of RF chains when the EE maximization problem is considered. Compared with Fig. 4 , it is obvious that a higher EE is obtained for all three schemes when the EE maximization is considered. In addition, the subarray structure still achieves the highest EE. Meanwhile, we also plot the corresponding throughput in Fig. 6 . Compared with Fig. 3 , a lower throughput is obtained for all three schemes, which is not surprising.
To conclude, although the throughput with hybrid precoding under subarray structure is the lowest among three schemes, its EE is much higher than others. To improve the throughput, fully connected structure can be employed, but this comes with extra energy consumption as well. This implies that there exists a tradeoff between EE and throughput. 
B. MULTIPLE SBSs AND SUs IN EACH SCC
In this section, we set N TX = 300, M l = K l = 3, and K = 6. In this case, the minimum number of RF chains should be 3L + K = 15. Figs. 7 and 8 plot the throughput and EE versus number of RF chains, respectively. In Fig. 7 , ''Throughput'' in legend denotes the throughput of the system when maximizing the throughput (i.e., q = 0), while ''EE'' denotes the throughput of the system when maximizing the EE. In Fig. 8, ' 'Throughput'' in legend denotes the EE of the system when maximizing the throughput (i.e., q = 0), while ''EE'' denotes the EE of the system when maximizing the EE. Similar to the case of single SBS and SU, one can observe that although the throughput with hybrid precoding under subarray structure is low, its EE is highest, especially when the EE maximization problem is considered. On the other hand, the EE under fully connected structure is still low.
Figs. 9 and 10, respectively, illustrate the throughput and EE versus the number MBS antennas when the number of RF chains is 30. It can be found that the throughput increases with N TX , while the EE exhibits an opposite trend. This implies that adding antennas enhances the beamforming gains at the cost of more energy. Although the throughput with digital precoding is the highest among all schemes, its hardware cost and energy consumption are high. Likewise, the hybrid precoding under subarray structure still archives better EE performance than other schemes.
VI. CONCLUSION
In this paper, we first designed hybrid precoding for MUs and SBSs at mmWave MBS with different structures. Then, the joint power and subchannel allocation problem was formulated to maximize the EE of the two-tier mMIMO-HetNet with limited wireless backhaul link. Due to non-convexity of the formulated MINLFP problem, we reformulated it into a DCP. In addition, a two-loop iterative algorithm was designed to obtain the power and subchannel allocation. Simulation results showed that the throughput of the proposed fully connected hybrid precoding structure with a large number of RF chains is close to that of the digital precoding, while the subarray hybrid precoding structure achieves the highest EE among all schemes due to the low energy consumption.
APPENDIX THE PROOF OF THEOREM 3
First, we analyze the convergence of Algorithm 4. For given initial feasible points [P SU , C ] (0) , according to Algorithm 4, we can obtain the feasible points {P MU , P SBS ,P SU , C} (t) of convex optimization problem (36) at the t-th iteration. For convenience, we define the concave objective function in (36) as U(P MU , P SBS ,P SU , C) = R M (P MU ) + R S (P SU , C) − q(P C + P M (P MU ) + P B (P SBS ) +P S (P SU )). Thus, the sequence {U({P MU , P SBS ,P SU , C} (t) )} monotonically increases as iteration number t grows. Due to the limited transmit power, sequence {U({P MU , P SBS ,P SU , C} (t) )} is upper bounded and convergent. Since objective function is strictly concave, the upper-bounded point of sequence {U({P MU , P SBS ,P SU , C} (t) )} is unique.
Next, we analyze the stability of Algorithm 4. We assume that {P MU , P SBS ,P SU , C} ‡ is the limit point of sequence {P MU , P SBS ,P SU , C} (t) , when the iteration number t goes to infinity, we have the following definition:
{P MU , P SBS ,P SU , C} ‡ lim t→∞ {P MU , P SBS ,P SU , C} (t) .
According to the above definition, we known that the limit point {P MU , P SBS ,P SU , C} ‡ is the solution of the convex optimization problem (36) . Therefore, (36) can be also written as follows: max {P MU ,P SBS ,P SU ,C} U(P MU , P SBS ,P SU , C) (45a)
{P MU , P SBS ,P SU , C} ∈ F,
where F is the feasible set of constraints (30b), (30c), and (30e)-(30f). Then, we have the following equalities:
where (46) means that (45b) are active for limit point {P MU , P SBS ,P SU , C} ‡ . Next, we prove (46) by contradiction. We assume R BH l,j (P ‡ SBS ) > R SBS l,j ([P SU , C] ‡ , [P SU , C] ‡ ), it means that the MBS can reduce the transmit power for the j-th SBS in the l-th SCC while the DL sum rate R M (P MU ) +R S (P SU , C) does not change. In this case, the MBS can transmit the remaining power for other MUs or SBSs, which improves the DL sum rate. Since the term q(P C + P M (P MU ) + P B (P SBS ) +P S (P SU )) does not change and the term R M (P MU ) +R S (P SU , C) increases, U(P MU , P SBS ,P SU , C) will increase. Consequently, limit point {P MU , P SBS ,P SU , C} ‡ does not the optimal solution of problem (45) , which is contradictory with the original assumption. Therefore, we can get the (46) at the limit point {P MU , P SBS ,P SU , C} ‡ .
According to the above analysis, no matter how to choose the initial point [P SU , C ] (0) , only if it is feasible, the final convergence point, i.e,. limit point {P MU , P SBS ,P SU , C} ‡ , can be obtained by solving problem (45) . In other words, the limit point is a stationary point of problem (33) [57] .
Finally, we prove that the stationary point is local optimal. It is well know that a stationary point may be a saddle point, a local minimum or a local maximum. Therefore, we need to prove that all stationary points are local maximum for the DCP (33) . Next, we prove it by contraction, namely we assume that the limit point P ‡ (P ‡ = {P MU , P SBS ,P SU , C} ‡ ) is a local minimum, and there will exist a constant ς > 0 that satisfies P ‡ − P ≤ ς and U(P) ≥ U(P ‡ ). Next, we define: ϑ ς P > 0, and P ‡ * (1 − ϑ)P ‡ . Then, P ‡ * is also a feasible point of the DCP (33), and P ‡ − P ‡ * ≤ ς. Following this, we have
On the other hand, from (33a), we have U(P ‡ * ) ≤ U(P ‡ ), which contradicts with (47) . To this end, our original assumption is invalided, and the limit point P ‡ is not a local minimum. Therefore, all station points should be local maximum for the DCP (33), and the limit point P ‡ is local optimal.
