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Motivated by nucleation and molecular aggregation in physical, chemical and biological settings,
we present an extension to a thorough analysis of the stochastic self-assembly of a fixed number
of identical particles in a finite volume. We study the statistic of times it requires for maximal
clusters to be completed, starting from a pure-monomeric particle configuration. For finite volume,
we extend previous analytical approaches to the case of arbitrary size-dependent aggregation and
fragmentation kinetic rates. For larger volume, we develop a scaling framework to study the behavior
of the first assembly time as a function of the total quantity of particles.
We find that the mean time to first completion of a maximum-sized cluster may have surprisingly
a very weak dependency on the total number of particles. We highlight how the higher statistic
(variance, distribution) of the first passage time may still help to infer key parameters (such as the
size of the maximum cluster) from data. And last but not least, we present a framework to quantify
the formation of cluster of macroscopic size, whose formation is (asymptotically) very unlikely and
occurs as a large deviation phenomenon from the mean-field limit. We argue that this framework
is suitable to describe phase transition phenomena, as inherent infrequent stochastic processes, in
contrast to classical nucleation theory.
PACS numbers: 02.50.Ga, 82.60.Nh, 87.10.Mn, 87.10.Rt
I. INTRODUCTION
The self-assembly of macromolecules and particles into
cluster is a fundamental process in many physical, chem-
ical an biological systems. Although particle nucleation
and assembly have been studied for many decades1,2, in-
terest in this field has recently intensified due to engi-
neering, biotechnological and imaging advances at the
nanoscale level3–5. Applications range from material
physics to cell physiology and virology (for a detailed
list of examples see6 and references therein). Many of
these applications involve a fixed “maximum” cluster size
– of tens to hundreds of units – at which the process
is completed or beyond which the dynamics change7,8.
One example include the rare self-assembly of mis-folded
proteins into fibril aggregate in neurodegenerative dis-
eases (Alzheimer, Parkinson, Prion...)9,10. Developing a
stochastic self-assembly model focusing on the formation
of a fixed “maximum” cluster size is thus important for
our understanding of a large class of biological processes,
and the quantification of the variability of the experimen-
tal data11–15.
Theoretical models for self-assembly have typically de-
scribed mean-field concentrations of clusters of all pos-
sible sizes using the well-studied mass-action, Becker-
Do¨ring equations16–19. While Master equations for
the fully stochastic nucleation and growth problem
have been derived, and initial analyses and simulations
performed20–24, there has been relatively less work on
the stochastic self-assembly problem. It has been re-
cently shown that in finite systems, where the maximum
cluster size is capped, results from mass-action equations
are inaccurate and that in this case a discrete stochastic
treatment is necessary6,25. We consider here the Becker-
Do¨ring model (BD) defined by the following biochemical
reactions
C1 + Ci
pi−−−⇀↽ −
qi+1
Ci+1 , i ≥ 1 , (1)
where Ci denotes the number (or concentration) of clus-
ters of size i. Note that in the stochastic version (SBD),
the state-space of the system is discrete and finite (see
Fig. 1), given by all possible combinations that have a
given fixed total number of particles (defined by M , given
by the initial condition)
E :=
{
(Ci)i≥1 ⊂ N :
∑
i≥1
iCi = M
}
. (2)
The configuration (Ci(t))i≥1 evolve in continuous time
by discrete jumps according to Markovian description of
the reactions (1). In our previous examination of first
assembly time in this model6, we found that a striking
finite-size effect arises in the limit of slow self-assembly.
In particular, a faster detachment rate can lead to a
shorter assembly time. This unexpected effect arise as
the finite-size system may occupy some configurations
that have been named “traps”, where no free particle is
available and the maximal-size cluster completion may
occur only through first a detachment of a particle from
a cluster. Discrepancies between the mean-field mass-
action approach and the stochastic model were indeed
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2most apparent in the strong binding limit. In this pa-
per, we will be interested in the generalization of earlier
results6 on the distribution of the first assembly times
towards the completion of a full cluster, for arbitrary
aggregation and fragmentation rates. Indeed, constant-
size reaction rates was the main limitation of previous
studies6, as both physical and biological modeling re-
quire in many cases size-dependent attachment and de-
tachment rates13,26. Moreover, we will focus here on the
dependency of the assembly times on the total initial
number of monomers M . We will show how statistics of
the first assembly time as a function of the total num-
ber of monomers M may shed light on the biophysical
properties of the appeared critical aggregates (size and
size-dependence reaction rates). And we will highlight
the discrepancies between the mean-field mass-action ap-
proach and the stochastic model even in the presence of
a high number of monomers M and its large limit.
In the next section, we review the Becker-Do¨ring mass-
action equations for self-assembly and introduce the full
stochastic problem. We derive the stochastic equations
for the time-dependent cluster numbers, and introduce
assembly times as first passage time problems. In Sec-
tion III, we explore two simplified models for which the
first assembly time can be solved analytically, and de-
rive asymptotic expressions for the first assembly time in
both the large number of monomer limit and large cluster
size limit. Results from kinetic Monte-Carlo simulations
(or Gillespie’s algorithm) are presented in Section IV and
compared with our analytical estimates. Finally, we dis-
cuss the implications of our results and propose further
extensions in the Summary and Conclusions.
II. STOCHASTIC BECKER-DO¨RING MODEL,
FIRST ASSEMBLY TIMES DEFINITIONS
The classic deterministic mass-action description for
spontaneous, homogeneous self-assembly is the Becker-
Do¨ring model1 (BD), where the concentrations ck(t) of
clusters of size k obey an infinite (or truncated up to
k = N) system of ordinary differential equation, given,
for all t ≥ 0, by
d
dt
c1(t) = −2j1(t)−
∑
k≥2
jk(t) ,
d
dt
ck(t) = jk−1(t)− jk(t) , k ≥ 2 ,
(3)
with
jk(t) = pkc1(t)ck(t)− qk+1ck+1(t) , k ≥ 1 , (4)
and initial condition c1(0) = M and ck(0) = 0 for all
k ≥ 2. The rates pk and qk are respectively the monomer
attachment and detachment rates to and from a cluster
of size k. These rates are limited to sub-linear function of
k, with bounded increments, in order to fulfill the stan-
dard well-posedness criteria27,28. It has been previously
shown that such equations provide a poor approximation
of the expected number of clusters when the total mass
M and the maximum cluster size N are comparable in
magnitude25. Furthermore, such representations do not
capture the randomness of the binding/unbinding events
and cannot describe the heterogeneity of cluster size dis-
tribution and time-dependent property such as first as-
sembly times. A stochastic treatment is thus necessary
and is the subject of the remainder of this paper.
FIG. 1: Homogeneous self-assembly and growth in a closed
unit volume initiated with M = 30 free monomers. At a spe-
cific intermediate time 0 < t < t∗ in this depicted realization,
there are six free monomers, four dimers, four trimers, and
one cluster of size four. For each realization of this process,
there will be a specific time t∗ at which a maximum cluster of
size N = 6 in this example is first formed (blue cluster). This
time t∗ is a realization of the First Assembly Time (FAT, see
definition in (7))
Using a Markovian approach, we have previously
derived6 the Forward Master equation to describe the
probability that the system is in any given admissible
configuration (see Eq. (2)) at times t ≥ 0. An equivalent
formulation of this model is given by stochastic equa-
tions, driven by Poisson processes (as a continuous-time
Markov Chain). This approach is natural to perform
numerical simulations of sample path, and is more effi-
cient to compute numerically first assembly times than
the Master Equation approach. Moreover, this approach
leads to natural comparison with deterministic systems
when the total mass M is large. Denoting by Y +k (resp.
Y −k ) the standard Poisson process associated to the for-
ward aggregation (resp. fragmentation) reaction of clus-
ters of size k, the stochastic Becker-Do¨ring (SBD) equa-
tions for the time evolution of the number Ck(t) of clus-
ter of size k are given for t ≥ 0 by (starting from a pure
monomeric initial condition) C1(t) = M − 2J1(t)−
∑
k≥2
Jk(t) ,
Ck(t) = Jk−1(t)− Jk(t) , k ≥ 2 ,
(5)
with
Jk(t) = Y
+
k
(∫ t
0
pkC1(s)(Ck(s)− δ1k)ds
)
−Y −k+1
(∫ t
0
qk+1Ck+1(s)ds
)
, k ≥ 1 .
(6)
3where δ1k = 1 if k = 1 and δ
1
k = 0 if k > 1.
The first assembly time (FAT) for the stochastic discrete
Becker-Do¨ring is defined as a first passage time problem29
TN,M1,0 := inf{t ≥ 0 : CN (t) = 1} . (7)
Hence the FAT is the first time to obtain a cluster of size
N , starting with a pure single particle initial state, with
M particle (see Fig. 1 for an example). To link with
macroscopic definition of the nucleation time, we will
also consider the generalized first assembly time (GFAT)
problems
TN,Mρ,h := inf{t ≥ 0 : CN (t) ≥ ρMh} , (8)
for given positive constant ρ and 0 ≤ h ≤ 1. Here, we
want to analyze the behavior of TN,Mρ,h when M →∞, for
fixed N , and when both M,N →∞. This behavior will
depend on scaling on the physical rates p, q, which may
naturally depend on the total mass (or volume) of the
system30. One way of computing the distribution of first
assembly times is to consider the Backward Kolmogorov
equation (BKE) describing the evolution of the configu-
ration probabilities as a function of local changes from
the initial configuration. The BKE Approach was taken
in6. It has the advantage to yields exact results for the
full distribution of FAT, but it is strictly limited by the
size of the system of equations, that grows exponentially
with M . In this paper, we rely on exact calculation of
simplified reduced models, limit theorems from Eq. (5)
for large M and N , and extensive numerical simulations
of these equations.
III. RESULTS AND ANALYSIS
Although the state-space (2) of the SBD model (1) is fi-
nite, the first passage problem defined by Eq. (8) is in
general a very difficult problem: see preliminary studies
in6,20,21,23. There are two distinct simplifications that al-
low the problem to be analytically tractable. We present
them here briefly in sections A and B (and generalize
results from6). Then we present two asymptotic results
for large volume, M → ∞, with either finite or infinite
nucleus size in sections C and D, respectively. The strat-
egy will be based on re-scaling procedure of the stochas-
tic Eq. (5). Numerical illustrations and results are post-
poned to the next section.
A. Constant Monomer formulation
The SBD model defined by Eq. (5) has the constant
mass property∑
k≥1
kCk(t) ≡
∑
k≥1
kCk(0) = M , t ≥ 0 .
In the original formulation of the BD model (sometimes
used in the deterministic context17,27), the total mass
of the system is not preserved, but rather the quan-
tity of free particles (think e.g. of a source/sink that
will keep instantaneously constant the quantity of avail-
able free particles). We will refer to this formulation as
the constant monomer stochastic Becker-Do¨ring model
(CMSBD). We can represent it by the following reactions
∅ p1M(M−1)−−−−−−−⇀↽ −
q2
C2 ,
Ck
pkM−−−⇀↽ −
qk+1
Ck+1 , i ≥ 2 .
(9)
In the above formulation, C1(t) ≡ M is now a constant
over time. Note that we expect such model to be close to
the original SBD (for small times, up to the FAT) in the
limit of large number of particle M . The main advan-
tage of the constant monomer formulation is to be linear
and hence analytically solvable. Indeed, it is known that
for linear population model31, the number of individu-
als in each subclass of the population (starting with no
individuals at time 0), namely here C2(t), ...CN (t)..., are
independent Poisson random variable. Moreover, for this
model (9), the mean c2(t), ...cN (t)... are solution of the
linear equation, given for all t ≥ 0, by
d
dt
ck(t) = jk−1(t)− jk(t) , ∀k ≥ 2 , (10)
with{
j1(t) = p1M(M − 1)− q2c2(t) ,
jk(t) = pkMck(t)− qk+1ck+1(t) ∀k ≥ 2 , (11)
and initial condition ck(0) = 0 for all k ≥ 2. Note that
the last set of Eq. (10)-(11) is very close to the deter-
ministic Becker-Do¨ring model (3)-(4) taking c1 ≡M . To
calculate the FAT TN,M1,0 we use the survival function
SN,M1,0 (t) := P
{
TN,M1,0 > t
}
= P
{
CN (s) = 0, s ≤ t | Ck(0) = Mδk=1
}
.
Then, using an absorbing boundary condition at k = N
(qN = pN = 0) together with the initial condition entail
that CN (t) = 0 for some t ≥ 0 if and only if CN (s) = 0
for all s ≤ t, so that
SN,M1,0 (t) = P
{
CN (t) = 0 | Ck(0) = Mδk=1
}
.
Finally, since CN (t) is Poisson distributed (linear system)
with mean cN (t), we have
SN,M1,0 (t) = e
−cN (t) . (12)
Equations (10)-(11) with the absorbing boundary at k =
N can rewritten as a linear system{
c˙ = Ac+B ,
c˙N (t) = pN−1McN−1(t) ,
(13)
4where c = (c2, c3, · · · , cn−1)T , B = (p1M(M −
1), 0, · · · , 0)T andA is a tridiagonal matrix with elements ak,k = −qk+1 − pk+1M ,ak+1,k = pk+1M ,ak,k+1 = qk+1 .
The study of the linear system (13) has been performed
both for the infinite dimensional case32 and for the trun-
cated case33. In particular, it is shown that a similarity
transformation
A = DSD−1
with D = diag(
√
Q˜kMk) and Q˜k =
∏k
j=2
pj−1
qj
leads
to a matrix S real symmetric tri-diagonal with non-zero
elements on the sub and super-diagonal. Hence, classical
linear algebra results shows that the eigenvalues of A are
real and distinct. Then, a general form of cN (t) is given
by
cN (t) = pN−1M
[N−2∑
k=1
αkV
(k)
N−2
eλkt − 1
λk
− (A−1B)N−2t
]
.
where λk, V
k denotes the eigenelements of A and αk are
determined by initial conditions. Analytical solutions are
available12 for constant coefficient only (the matrix A is
in such case a Toeplitz matrix, with constant diagonal
values, see Annex A.1). However, asymptotic expression
are valid in the general cases. In particular, we have for
small times c2(t) = p1M(M − 1)t+ o(t) and
c˙k = pk−1Mck−1 + o(t) ,
so that, for t 1,
cN (t) ≈t1 MN
N−1∏
k=1
pk
tN−1
(N − 1)! ,
and Eq. (12) is thus the survival function of a Weibull
distribution, of shape parameter k = N −1 and scale pa-
rameter λ = ((N − 1)!/(MN ∏N−1k=1 pk))1/(N−1). Hence,
we get
〈TN,M1,0 〉 ≈M→∞
Γ(1 + 1/(N − 1))(∏N−1
k=1 pk
)1/(N−1) ((N − 1)!)1/(N−1)M1+1/(N−1) .
(14)
Variance formula for the Weibull distribution yields the
asymptotic coefficient of variation (standard deviation
over the mean)
cvTN,M1,0
≈M→∞
√
2(N − 1) Γ(2/(N − 1)
Γ(1/(N − 1))2 − 1 . (15)
Note in particular that the coefficient of variation do not
vanish in large population, and that it is independent of
the particular shape of the aggregation rate and depends
only on the size of the maximal cluster N .
For the generalized first assembly time GFAT, similar
time scale asymptotic on the Eq. (13) on the mean gives
the following expression
〈TN,Mρ,h 〉 ≈M→∞
C(p,N)
M
1
M (1−h)/(N−1)
, (16)
where C(p,N) is a constant that depends only on N
and the aggregation rates pk, k ≤ N (that can be
made explicit if the full solution of Eq. (13) is known).
Those asymptotic expressions are illustrated in Annex
(Fig. A.1) where a perfect match is observed with nu-
merical simulations.
B. Single cluster model
Another simplified model that can be analytically
solved for the FAT problem is given by the assump-
tion that a single cluster can be formed at a time6,34.
We expect such model to be close to the original model
when the fragmentation dominates, so that formation of
many (large) cluster is unlikely. In such model, called the
single-cluster stochastic Becker-Do¨ring (SCSBD) model
we may represent only the size of the single cluster, so
that the state space is now one dimensional, being simply
E1 := [1, . . . , N ] ,
and the possible reactions are given by (k denotes the
size of the single cluster)
k = 1
p1M(M−1)−−−−−−−⇀↽ −
q2
k = 2 ,
k
pk(M−k)−−−−−−⇀↽ −
qk+1
k + 1 , k ≥ 2 .
(17)
In such a scenario, exact solution and classical First Pas-
sage Theory30 gives (it is a one-dimensional discrete ran-
dom walk)
〈TN,M1,0 〉 =
N−1∑
i=1
i∑
j=1
∏i
k=j+1 qk∏i
k=j pk
1
Mδ
1
j
∏i
k=j(M − k)
. (18)
In addition, general formula for variance and cumulative
distribution function are available35. Those theoretical
expressions are illustrated in Annex (Fig. A.2) where a
perfect match is observed with numerical simulations.
Asymptotic expressions of the mean assembly time is
straightforwardly deduced from Eq. (18). For instance,
assume qk =
qk
ε and that ε→ 0, the leading order of the
mean assembly time is
〈TN,M1,0 〉 ≈ε→0
1
εN−2
∏N−1
k=2 qk∏N−1
k=1 pk
∏N−1
k=0 (M − k)
.
5Also, one can show that in the asymptotic ε → 0, for
large fragmentation rate, the FAT TN,M1,0 is an exponen-
tial distribution6.
Finally, for large N and M , we can rescale the sum in
Eq. (18) to obtain a suitable expression for the mean FAT
when N → ∞. Assume that the aggregation rates scale
with M so that p1 = p1/M
2, pk = pk/M , k ≥ 2. Then,
let us introduce the rescaled size variable x = k/N , and
define the rescaled kinetic rate
p(x) =
∑
k≥2
pk1[k/N,(k+1)/N)(x) ,
q(x) =
∑
k≥2
qk1[k/N,(k+1)/N)(x) ,
we have, forN =
√
M →∞ (see details in Annex, section
A.2.2),
〈T
√
M,M
1,0 〉 ≈M→∞ M
∫ 1
0
∫ y
0
e(y
2−z2)/2
q(y)
.
exp
[√
M
∫ y
z
ln
(
q(x)
p(x)
)
dx
]
dydz . (19)
In particular, when q(x) > p(x) on an interval of positive
measure on [0, 1], the last expression (19) implies that the
mean FAT to reach the macroscopic size x = 1 (k = N =√
M) is exponentially large as M →∞. As an example,
suppose that q > p are size-independent. Then, Eq. (19)
becomes
〈T
√
M,M
1,0 〉 ≈M→∞
M
q
∫ 1
0
∫ y
0
e(y
2−z2)/2
(
q
p
)√M(y−z)
dydz .
Those theoretical expressions are illustrated in Annex
(Fig. A.3 and A.4). Note that a different approach is to
link the one-dimensional discrete random walk (17) with
a one-dimensional stochastic differential equation, and to
use Large Deviation Theory to derive asymptotic FAT34
(Annex, section A.2.3). This scaling approach and the
link with a continuous size model when N → ∞ will be
taken on the full SBD model in section D.
C. Large M , finite N
In this section, we investigate the behavior of the SBD
and its FAT when the total number of particles M tends
to infinity, while the size N of the maximal cluster to
reach stay finite. We distinguish two scenario, which
yields distinct results. In the first one, the aggregation
and fragmentation rate pk, qk are taken independent of
M . As the aggregation propensities increase with M , it is
expected that the FAT decrease to 0 as M →∞. The ob-
jective is to find valid asymptotic expression, and its de-
pendence with respect to other parameters, like the max-
imal cluster size N for instance. In the second case, the
aggregation rate is scaled with the total number of parti-
cles, with pk =
pk
M . This scaling is motivated by classical
system size expansion of chemical reaction networks30.
As the total number of particles increases, the volume
also increases so that the overall reaction propensities of
the aggregation reactions stay constant. In such case,
one expect to recover the deterministic first passage time
of the classical deterministic BD model.
Let us now introduce our general rescaling strategy. The
number of cluster of size k, given by Ck, are rescaled into
DMk (t) =
Ck(t/M
γ)
M
with γ a scaling coefficient to be chosen latter. Then,
from Eq. (5)-(6), we obtain, for any t ≥ 0, D
M
1 (t) = 1− 2JM1 (t)−
∑
k≥2
JMk (t) ,
DMk (t) = J
M
k−1(t)− JMk (t) , k ≥ 2 ,
(20)
with
JMk (t) =
1
M
Y +k
(∫ t
0
M2−γpkDM1 (s)(D
M
k (s)−M−1δ1k)ds
)
− 1
M
Y −k+1
(∫ t
0
M1−γqk+1DMk+1(s)ds
)
, k ≥ 2 . (21)
We recall a standard result of convergence of Poisson
Processes (law of large numbers36), that
1
n
Y (nt) ⇀n→∞ t ,
where Y is a standard Poisson Process.
1. No scaling of the aggregation rate
Using γ = 1, and the standard law of large numbers ap-
plied to the Eq. (20)-(21), we can show37 (see Annex, sec-
tion 3) that the sequence of stochastic processes (DMk (t))
converges, as M → ∞, in a rigorous sense (in the tra-
jectory space) to the solution of the irreversible aggrega-
tion deterministic model (BD with qk = 0), given, for all
t ≥ 0, by
d
dt
d1 = −2j1(t)−
∑
k≥2
jk(t) ,
d
dt
dk = jk−1(t)− jk(t) , ∀k ≥ 2 ,
(22)
with
jk(t) = pkd1dk(t) ,∀k ≥ 1 , (23)
and initial condition d1(0) = 1 and dk(0) = 0, for all
k ≥ 2. Intuitively, in the rescaled variable DMk , the ag-
gregation process is much more favorable compared to
the fragmentation because the number of free particles
is very large. By definition of the GFAT Eq. (8), with
h = 1,
MTN,Mρ,1 = inf{t ≥ 0 : DMN (t) ≥ ρ} .
6Then, using the convergence of (DMk (t)), we obtain the
following asymptotic behavior of the GFAT for h = 1,
lim
M→∞
MTN,Mρ,1 = inf{t ≥ 0 : dN (t) ≥ ρ} . (24)
The latter quantity is deterministic, and may be finite or
infinite, according to the respective value of pk, N and ρ.
FIG. 2: SBD and BD Trajectories. For the SBD, we simulate
the rescaled Eq. (20)-(21), with M = 105.5, and kinetic rates
are pk ≡ 1 for all k ≥ 1 and qk ≡ 1 for all k ≥ 2. For the BD
model, we simulate on the left columns the full BD Eq. (22)-
(26) and on the right columns the irreversible BD Eq. (22)-
(23). The rescaled SBD trajectories are plotted with filled
circles, together with the corresponding BD trajectories in
plain lines, for the monomer and i-cluster, i = 2, 3, 4, 5, 10, 20,
according to the legend. The lower panel correspond to the
same numerical simulation of the upper panel, with a zoom
on the y-axis to improve the visaulization of the i−cluster for
i = 5, 10, 20. It is immediate to see that the full BD Eq. (22)-
(26) agrees perfectly with the rescaled SBD Eq. (20)-(21) for
all time, while the irreversible BD Eq. (22)-(23) matches only
up to a time scale of order M .
The limit model (22)-(23) do not capture the FAT and
the GFAT TN,Mρ,h for h < 1 (such event is reached for time
t = 0+). However, as the initial number of monomers
is large, we can use an intermediate approximation of
the dynamic of the stochastic model, as a hybrid deter-
ministic/stochastic model. First, note that pure coagula-
tion BD model (22)-(23) have been extensively studied38,
where exact time-dependent solution for pk = pk are
given, and time asymptotic behavior are given for power
law coefficient pk = pk
λ, 0 ≤ λ ≤ 1. We restrict the
following discussion to the constant rate case, λ = 0, for
simplicity (results are analogous in the power law case).
In such case, the stationary state of the pure coagulation
BD model17,38 (22)-(23) is d∗1 = 0 and
d∗k =
k − 1
ek!
, k ≥ 2 . (25)
Although the rescaled threshold ρMh−1 will be reached
by dN (and hence by D
M
N ) for any ρ and h < 1 for large
enough M (as d∗N > 0), one can already see that for
“intermediate” M , we may have Md∗N  1, so that the
threshold may not have been reached while the free par-
ticle have vanished (d∗1 = 0). In such case, it is necessary
to take into account the small but crucial contribution of
the aggregate shortening. For that, let us consider as a
further approximation of Eq. (20)-(21) the following de-
terministic model (still with constant rate coefficients, to
simplify the following), given, for all t ≥ 0, by Eq. (22)
and flux definition
jk(t) = pd1(t)dk(t)− 1
M
qdk+1(t) , k ≥ 1 , (26)
where 1/M is seen as a small parameter. To obtain re-
sults for the quantity TN,Mρ,h for any h < 1, we need to
study the time-dependent properties of the favorable ag-
gregation limit M → ∞ of the deterministic BD model
Eq. (22)-(26). The following discussion is illustrated with
Fig. 2 (see also in Annex, Fig. A.7, A.8). For constant
rate p, q, it is known17 that under favorable aggregation
limit q/M  p, the deterministic BD model Eq. (22)-
(26) exhibits the following successive periods:
- Firstly, the model behaves as the irreversible aggre-
gation BD model, Eq. (22)-(23), during a time-scale of
order e log(M), until monomer concentration d1(t) be-
comes small;
- Secondly, when the monomer concentration d1 is of or-
der 1/M , there is a metastable period in which each con-
centration species of size k ≥ 2 are nearly constant, equal
to d∗k, the equilibrium state Eq. (25) of the irreversible
aggregation BD model, Eq. (22)-(23). The concentration
dk(t) stays roughly constant to the values d
∗
k, distinct
from the steady-state values of the full BD Eq. (22)-(26),
until the next time scale;
- Thirdly, at a time scale of order M (which is the time
scale of aggregate shortening), larger aggregates are cre-
ated within a process akin to diffusion in the size k-space
(slow redistribution of aggregate sizes);
- Finally, every concentration species dk reaches the clas-
sical steady-state value of the full BD Eq. (22)-(26)
within a time scale of order M2. Steady-state values
dk are given by
dk =
(
pM
q
)k−1
d
k
1 , k ≥ 2 ,
where d1 is determined by the mass conservation prop-
erty. Such values can be approximated by d1 ≈ 1/M and
dk ≈ 1/M(1− 1/
√
M)k−1.
To approximate the GFAT TN,Mρ,h , we need to know in
which of these periods the event {CN (t) ≥ ρMh} is
7reached. This mostly depends on the critical size N of
the nucleus as follows. If M is large enough, then the
metastable state is large enough, i.e. c∗N = Md
∗
N > ρM
h,
and the cluster number CN (t) will reach the thresh-
old during the pure-aggregation time-scale (log(M)/M
in the original time scale), and the GFAT TN,Mρ,h is found
(see numerical section) to behave as the linear CMSBD
model (9) with C1 = M .
In the opposite case, for intermediate M and large
enough N such that c∗N  ρMh, we expect CN (t) to
reach the threshold after the metastable period (of or-
der 1 in the original time scale). As the initial pure-
aggregation phase is short (log(M)/M), we can neglect
it, and use the metastable values c∗k as initial values for
a linear CMSBD model (9) where the monomer number
is now equal to C1 ≡ c∗1 (see Annex, section 3.1 and
Fig. A.10) given by17
c∗1 = q
c∗2 +
∑N−1
k=2 c
∗
k
p
∑N−1
k=2 c
∗
k
=
3
2
q
p
.
Hence c∗1 is independent of the initial number of
monomers M and is of order q/p. Thus the GFAT de-
pends on M only through the initial condition c∗k, k ≥ 2,
and is found to be (see numerical results) almost inde-
pendent of M on several order of magnitude for N ≥ 15.
Finally, note that there is always a (small) probability
that the threshold is reached before the metastable pe-
riod, which is responsible for a bimodal behavior of TN,Mρ,h
(see numerical results). For values of d∗k and a summary
of the different cases, see Tables II and I.
Finally, performing a second-order approximation of
Eq. (20)-(21), we obtain a system of stochastic differen-
tial equation with variance of order
√
1/M (see details in
Annex, section A.3.2), and the GFAT can be computed
by
MTN,Mρ,h ≈ inf{t ≥ 0 : D˜MN (t) ≥ ρMh−1} ,
where (D˜Mk ) denotes the solution of the second order
stochastic differential equations. Such approach unfor-
tunately do not provide analytical hints on the behavior
of the GFAT, but provide a convenient tool to compute
numerically an approximation of the GFAT for very large
M , where the exact MC simulations slow down (see nu-
merical results).
2. “System-size expansion” scaling
The above asymptotic approximation have been per-
formed assuming that the reaction rates are indepen-
dent of M . However, the limit M → ∞ may be under-
stood as a system-size expansion, in which case reaction
rates must be scaled with the system size according to
their respective order. In particular, it is classical30 that
first-order reaction rates are independent of the system
size, and second-order reaction rates are inversely propor-
tional to the system size. Thus we are led to use pk =
pk
M .
With γ = 0, the re-scaled variable DMk (t) = Ck(t)/M
converges now to the BD system given, for all t ≥ 0, by
Eq. (22) and flux definition
jk(t) = pkd1dk(t)− qkdk+1(t) , k ≥ 1 . (27)
As before, using the convergence of (DMk (t)), we obtain
the following asymptotic behavior of the GFAT for h = 1,
lim
M→∞
TN,Mρ,1 = inf{t ≥ 0 : dN (t) ≥ ρ} .
Once again, the latter quantity is deterministic, and may
be finite or infinite, according to the respective value
of qk, pk, N and ρ. The GFAT T
N,M
ρ,h with h < 1 be-
haves asymptotically as the GFAT of the linear CMSBD
model (9) with C1 ≡M and pk = pkM . Thus,
TN,Mρ,h ≈M→∞ C(p,N)
1
M (1−h)/(N−1)
, (28)
where C(p, n) is a constant that depends only on N and
p(k), k ≤ N . Second-order approximation may also be
derived using a central limit theorem for DMk (see Annex,
section A.3.2).
D. Large M and Large N
In this section, we investigate the behavior of the SBD
and its FAT when the size N of the maximal cluster is
large, and scales with the total number of particlesM . As
in section B, we will then naturally use the rescale size
variable x = k/N . We distinguish again two scenario,
which yields distinct results. In the first one, the aggre-
gation and fragmentation rates pk, qk are taken indepen-
dent of M . In the second one, the aggregation rates are
scaled with the total number of particles, with pk =
pk
M .
In both cases, a rescaling of the solution is found to be
solution of a deterministic continuous size model, namely
the Lifshitz-Slyozov model (LS). Indeed, we have detailed
in a companion paper39 how to choose a proper scaling
and how to derive the limit equation for that rescaled so-
lution. We show here the consistency of this scaling with
the behavior of the GFAT.
We will restrict for simplicity here to the case N =
√
M .
In that case, we define the rescaled measure on R+,
µM (t, dx) =
∑
k≥2
Ck(t/M
γ)√
M
δk/
√
M (dx) , (29)
and CM1 (t) = C1(t/M
γ)/M , where δx(·) is the Dirac mea-
sure at x. The GFAT T
√
M,M
ρ,h involves a larger and larger
maximal size
√
M , which is rescaled to the macroscopic
size x = 1 by the definition of the measure µM in Eq. (29).
We also need to define accordingly macroscopic aggrega-
8tion and fragmentation rates, using
pM (x) =
∑
k≥2
pk1[k/
√
M,(k+1)/
√
M)(x) ,
qM (x) =
∑
k≥2
qk1[k/
√
M,(k+1)/
√
M)(x) ,
(30)
where 1I(·) is the characteristic function that equals 1 in
I and 0 outside.
1. N →∞, No scaling of the aggregation rate
Using γ = 1/2, and a rescaled nucleation rate49 p1 =
p1
M , we have shown in
39 that the that the measure µM
satisfies
lim
M→∞
µM (t, dx) = f(t, x)dx ,
where f is a density, solution of the irreversible LS co-
agulation model (see details in Annex, section 4), given,
for all t ≥ 0, by
∂
∂t
f(t, x) +
∂
∂x
(p(x)c1(t)f(t, x)) = 0 , ∀x > 0 ,
c1(t) +
∫ ∞
0
xf(t, x)dx = 1 ,
lim
x→0+
(p(x)f(t, x)) = p1c1(t) ,
(31)
with initial condition c1(0) = 1 and f(0, ·) = 0, and
where p(x) is the limit of the macroscopic coagulation
rate pM (x) defined in Eq. (30). Such Eq. (31) is a trans-
port PDE with ingoing characteristics at x = 0+, and is
well-defined as a boundary condition at x = 0 is given.
We refer to the paper39 for the choice of the boundary
condition (that depends on the scaling used in Eq. (29)
and the scaling of the reaction rates). The large cluster
Ck(t) for k =
√
M is thus approximated by f(
√
Mt, 1),
which yields
√
MT
√
M,M
ρ,h ≈M→∞ inf{t ≥ 0 : f(t, 1) ≥ ρMh−1/2 } .
(32)
The latter quantity is deterministic, and may be finite or
infinite, according to the macroscopic coagulation rate p
and the threshold ρ.
2. N →∞, “System-size expansion” scaling
Finally, if the coagulation rates are rescaled with the
system size M , i.e. if we choose a rescaled nucleation rate
p1 =
p1
M2 , and pk =
pk
M , k ≥ 2, then, using γ = −1/2, we
have shown in39 that the that the measure µM statisfies
lim
M→∞
µM (t, dx) = f(t, x)dx ,
where f is a density, solution of the LS coagulation-
fragmentation model given, for all t ≥ 0, by

∂
∂t
f(t, x) +
∂
∂x
[(p(x)c1(t)− q(x))f(t, x)] = 0 , ∀x > 0 ,
c1(t) +
∫ ∞
0
xf(t, x)dx = 1 ,
lim
x→0+
(xrf(t, x)) = c1(t) ,
(33)
with initial condition c1(0) = 1 and f(0, ·) = 0, and
where p(x), q(x) are the limit of the macroscopic rate
pM (x), qM (x) defined in Eq. (30), and r ∈ [0, 1[ is deter-
mined through the relation p(x) ≈x→0 xr. Again, such
Eq. (33) is well-defined if a boundary condition at x = 0
is given when the characteristics are ingoing at x = 0+.
We refer to39 for the choice of the boundary condition
(that depends on the scaling used in Eq. (29) and the
scaling of the reaction rates). The large cluster Ck(t) for
k =
√
M is now approximated by f(t/
√
M, 1), so that
1√
M
T
√
M,M
ρ,h ≈M→∞ inf{t ≥ 0 : f(t, 1) ≥ ρMh−1/2 } .
(34)
The latter quantity is deterministic, and may be finite or
infinite, according to the macroscopic rates p, q and ρ.
The results of the last two subsections are illustrated be-
low with the help of numerical simulations. Note that
for particular choice of rates p and q, one is able to ob-
tain analytically time-dependent solution of Eq. (31) and
Eq. (33) (Annex, section 4.1).
IV. SIMULATIONS AND ANALYSIS
In this section we present results derived from simulations
of the SBD model associated to the stochastic Eq. (5)-(6),
for various values of its key parameters {M,N, pk, qk}.
Specifically, we use an exact stochastic simulation al-
gorithm (kinetic Monte-Carlo, KMC) to calculate first
assembly times42–44. For each set of {M,N, pk, qk} we
sample 103 trajectories (except for few cases where sam-
pling so many trajectories was out of reach in terms of
computational time) and follow the time evolution of the
cluster populations until the threshold is reached, when
the simulation is stopped and the FAT/GFAT recorded.
We compare and contrast our numerical results with the
theoretical findings of the previous sections. The follow-
ing is divided in four sections that corresponds to four
main results on the FAT and the GFAT. In all Figures
from Fig. 3 to Fig. 9 we represent each realization of the
FAT (resp. GFAT) in light dot together with its empirical
mean in large dot. We superpose on top to it the rele-
vant analytical curves to illustrate the consistency with
the theoretical findings.
9FIG. 3: First Assembly Time TN,M1,0 for the original SBD (sec-
tion III C 1) as a function of the total mass M (in log-log scale)
for five different maximal cluster sizes N ∈ {6, 10, 15, 20, 50}.
Each color light dot is a single realization of the FAT. For
each condition, large circles represent the statistical mean
over 1000 samples (A few condition are sampled only once,
namely for N = 15, 20, 50 and large M , for which the mean
is not shown). Black dash-dotted lines are straight lines of
slope −1, color dash-dotted lines are straight lines of slope
−(1 + 1/(N − 1)) (as in Eq. (14)). And for N = 15, 20, 50 we
plot additionally dashed lines of slope resp. −0.26,−0.15 and
−0.10. The last panel in bottom-right represent the 5 mean
FAT on the same scale. Kinetic rates are p1 = 0.5, pk ≡ 1,
and qk ≡ 100 for all k ≥ 2.
A. The First Assembly Time can be
weakly-dependent on the total number of monomer
M , and highly variable even in large population
We begin with the analysis of the FAT as a function
of the total number of monomer M , when the maximal
cluster size N and the aggregation rates pk are fixed. For
N = 6, 10, 15, the prediction of the asymptotic behavior
of TN,M1,0 , the waiting time for a single maximal cluster
to be formed, is verified: the mean FAT decrease lin-
early in log-log scale as M increase, with a slope equal
to −(1 + 1/(N − 1)), as in the linear CMSBD model
(Fig. 3, upper panels), see Eq. (14). The coefficient of
variation (cv, standard deviation over the mean), that
measures the variability of the FAT, is also consistent
with a transition from an exponential distribution to a
Weibull distribution as M increases: the cv decreases
from 1 to the predicted value by Eq. (15) (Fig. 4, and
Fig. A.1 in Annex for the CMSBD). Furthermore, one
can observe very clearly for N = 15 the bimodal behav-
ior predicted for large but intermediate M values (Fig. 3,
third panel). For M from 106 to 1010, the sampled FAT
FIG. 4: Coefficient of Variation (CV) for the First Assembly
Time TN,M1,0 as a function of the total mass M corresponding
to the realizations of Fig 3. For N = 6, 10 we plot additionally
horizontal dashed lines at the value predicted by the Weibull
distribution, see Eq. (15).
segregates between two groups separated by several order
of magnitude (one group below 10−6, one group around
10−2, 10−3). The higher values of the sampled FAT cor-
responds to trajectories that went through the threshold
CN = 1 after the metastable period described in para-
graph III C 1. For N = 20 and N = 50, we could sim-
ulate in a reasonable computation time (several weeks)
only up to M = 1013 and M = 1011 respectively. Below
these values, the metastable states computed in table II
predict that the threshold will be mostly reached after
the metastable period, which explain the large ’plateau’
observed for the FAT up to M13 (resp M11): the FAT
is nearly independent of M on a broad range of values
(Fig. 3, the slope for N = 15, 20, 50 are resp. approxima-
tively −0.26,−0.15,−0.10). The bimodal behavior ob-
served for the FAT for N = 10, 15 can also be visualized
on the cv, which results in a large peak of the cv values for
intermediate M values (Fig. 4). Trajectories of the num-
ber of cluster as a function of time help to visualize the
different phases. We illustrate in Annex, Fig. A.7, A.8,
stochastic trajectories of the SBD model together with
the favorable aggregation limit of the deterministic BD
model, in order to clearly identify the metastable period.
In Fig. A.9 and A.10, we exhibit two trajectories of the
stochastic SBD model that results in two FAT that dif-
fer from several log of order of magnitude, due to the
metastable period. We also point the accuracy of the
approximation by a linear model that has for initial con-
dition the metastable state. Finally, the transition from
an exponential distribution to a Weibull distribution as
M increases, trough an intermediate bimodal distribu-
tion, is also illustrated on Histogramms of the FAT over
103 realization in Fig. A.11.
Similar results are obtained for the GFAT TN,Mρ,h , where
the linear log-dependence with a slope −(1+(1−h)/(N−
1)) (see Eq. (16) for the CMSBD model) is found to be
perfectly satisfied for N = 3, 5 and h = 0.25, 0.5, 0.75 and
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FIG. 5: First Assembly Time TN,M1,0 for the rescaled SBD
(section III C 2) as a function of the total mass M (in log-log
scale) for three different detachment rates q ∈ {0.1, 1, 10}, and
N = 10. Kinetic rates are p1 = 0.5, and pk ≡ 1 and qk ≡ q
for all k ≥ 2. Each color light dot is a single realization of the
FAT. For each condition, large circles represent the statistical
mean over 1000 samples. Black dash-dotted lines are straight
lines of slope −1, color dash-dotted lines are straight lines of
slope −1/(N−1). Finally, the panel in bottom right represent
the Coefficient of Variation (CV) as a function of the total
mass M corresponding to the realizations of the first three
panels (top and bottom left).
h = 1 (Annex, Fig. A.5, upper panels). Bimodal behav-
ior and nearly flat log-dependence of the GFAT TN,Mρ,h as
a function of M on a broad range of M values is also
observed for N = 10, 20 (Annex, Fig. A.5, lower panels).
The size of the ’bimodal’ region is found to be increased
with increasing h (and N). For N = 10, 20 and h = 1, the
mean FAT is increasing to ∞ as the deterministic limit
given by Eq. (24) is infinite. The cv are non-monotonic
with respect to M with a peak corresponding to the bi-
modal behavior (Annex, Fig. A.6). We show that the
GFAT has a lower variability as h increase, and vanish
for h = 1 and large M , in agreement with the determin-
istic limit in Eq. (24).
B. The First Assembly Time is non-monotonic
with respect to the detachment rate
We verify in Annex, Fig. A.12, A.13 and A.14 the depen-
dence of the FAT on the detachment rate (see also6). We
confirm that the bimodal behavior is observed for small
detachment rate, and that the mean FAT (and the cv) is
a non-monotonic function of the detachment rate.
FIG. 6: (Left) Generalized First Assembly Time TN,Mρ,h for the
rescaled SBD (section III C 2) as a function of the total mass
M (in log-log scale) for h ∈ {0.25, 0.5, 0.75, 1}, and N = 10.
Kinetic rates are p1 = 0.5, pk ≡ 1 and qk ≡ 1 for all k ≥
2. Each color light dot is a single realization of the GFAT.
For each condition, large circles represent the statistical mean
over 1000 samples (A few condition are sampled only once,
namely for h = 0.75 and large M , for which the mean is not
shown). Color dash-dotted lines are straight lines of slope
−(1− h)/(N − 1). (Right) Coefficient of Variation (CV) as a
function of the total mass M corresponding to the realizations
of the left panel.
C. The Generalized First Assembly Time may
increase with M for the system-size scaling
When the aggregation rates pk are rescaled with the total
number of monomer M (see section III C 2), the FAT to
reach a maximal cluster of fixed size N decrease mono-
tonically with M , and asymptotically with a linear log-
dependence with a slope 1/(N − 1) (Fig. 5), as predicted
by Eq. (28). The same is valid for the GFAT TN,Mρ,h , for
h < 1, with a slope (1 − h)/(N − 1) (Fig. 6). However,
for h = 1, if the threshold ρ is too large, the GFAT is
never reached by the deterministic BD model (22)-(27).
Thus, for the finite SBD, the GFAT for h = 1 increases
to ∞ as M increases to ∞. For h = 0.75, we also found
that the GFAT is non-monotonic with respect to the to-
tal number of monomers, eventhough it converges to 0
for (very) large number of monomers.
D. Exponentially Large FAT for large maximal
cluster size N and phase-transition phenomena
Finally, we verify in Fig. 7 and Fig. 8, that for large
maximal size N , of order
√
M , the two scalings show
in Eq. (32)-(34) are valid. Specifically, in Fig. 7, we
see that for M > 106, the FAT is nearly deterministic
and can then be predicted by the limit model Eq. (31).
The same threshold is empirically observed in Fig. 8 for
the GFAT as well. However, considering p(x) = x and
q(x) = 1, in Fig. 9, we show that exponential large devi-
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FIG. 7: First Assembly Time T
√
M,M
1,0 for the original SBD
and large maximal cluster size of order N =
√
M (section
III D 1) as a function of the total mass M (in log-log scale) for
three different kinetic rates (pk, qk) ∈ {(1, 1); (10, 1); (1, 10)}.
The FAT is multiplied by
√
M to verify the scaling in Eq. (32).
Finally, the panel in bottom right represent the Coefficient of
Variation (CV) as a function of the total mass M correspond-
ing to the realizations of the first three panels (top and bottom
left).
ation may occur if the aggregation is not favorable com-
pared to the fragmentation, as in the SCSBD model (17)
(Annex, Fig. A.4). Indeed, in such case, the determinis-
tic limit (33) predicts that the FAT is never reached (and
equals∞) as the drift is negative for small (macroscopic)
size x. For the finite system, the FAT grows exponentially
fast with M , in agreement with Eq. (19). On the right
panels in Fig. 9, we show few time-dependent trajectories
that are representative of a phase-transition phenomena,
with a very abrupt change of phase, occurring at a widely
variable time (the cv is near 1). Although the determinis-
tic limit predicts that the aggregation will not take place
(and the monomer number will not decrease), in the SBD
model the aggregation is always complete (no monomer
at the end), but at larger and larger time as M is increas-
ing.
V. SUMMARY AND CONCLUSIONS
We have studied the problem of determining the First
Assembly Time (FAT) of a cluster of a pre-determined
size N to form from an initial pool of M indepen-
dent monomers characterized by size-dependent attach-
ment and detachment rates pk and qk, respectively. We
have developed a full stochastic approach, based on the
FIG. 8: First Assembly Time T
√
M,M
1,0 (top left) and General-
ized First Assembly Time T
√
M,M
ρ,h (top right) for the rescaled
SBD and large maximal cluster size of order N =
√
M (sec-
tion III D 2) as a function of the total mass M (in log-log
scale). Kinetics rates are p(x) ≡ 5 and q(x) = x. Both the
FAT and the GFAT are divided by
√
M to verify the scaling
in Eq. (34). Finally, the panels in bottom left and right rep-
resent the Coefficient of Variation (CV) as a function of the
total mass M corresponding to the realizations of the upper
panels.
stochastic Becker Do¨ring equations (SBD).
We developed two simplified model and were able to
find exact results for the FAT statistics for general val-
ues of M ,N and pk,qk. The first simplification is to
consider that the number of monomer stays constant
over time (linear CMSBD model). The FAT was found
to be asymptotically (for large M) a Weibull distribu-
tion, and the mean GFAT decrease to 0 as M increase
to infinity with a log-linear dependence, with coefficient
1 + (1− h)/(N − 1), for any h ∈ [0, 1], and any N . The
second simplification is to consider that a single cluster
can be formed at a time (SCSBD). The FAT was found to
be asymptotically an exponential distribution (for large
detachment rate qk), and the mean FAT increase to∞ as
q increase to infinity with a log-linear dependence, with
coefficient N − 2, for any N . We also show that in the
case of unfavorable aggregation (qk > pk), the formation
of large cluster takes an exponentially large time as M
increases to ∞.
With the analytical results on the simplified model in
mind, we analyzed the behavior of the FAT for the full
SBD. Using a rescaling strategy, as the total number of
monomer M increases to ∞, we found asymptotic ex-
pression of the mean FAT and GFAT as a function of
a first passage time associated to deterministic models,
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FIG. 9: (Top left) First Assembly Time T
√
M,M
1,0 for the
rescaled SBD and large maximal cluster size of order N =√
M (section III D 2) as a function of the total mass M (in
log-log scale). Kinetics rates are p(x) = x and q(x) = 1. (Bot-
tom Left) Coefficient of Variation (CV) as a function of the
total mass M corresponding to the realizations of the upper
left panel. (Top and Bottom Right) Time-dependent trajec-
tories of the rescaled number of monomers c1(t) = C1(t)/M ,
for M = 2000 (top) and M = 5000 (down). Each color line
represent a single realization with the same initial condition
and kinetic parameter.
namely the discrete-size Becker-Do¨ring (BD) model and
the continuous-size Lifshitz-Slyozov (LS) model. This
has for first implication to be able to find very quickly
the order of magnitude of the FAT (resp. GFAT) with
the help of a single (fast) numerical simulation of a deter-
ministic model (rather than by extensive numerical simu-
lation of the full SBD model). With the help of a careful
time scale analysis on the deterministic BD model, and
with extensive numerical simulation, we also pointed out
surprising deviations from the mean field deterministic
model. First, for sufficiently large maximal cluster size
(N ≥ 15), the mean FAT is found to be very weakly-
dependent on the total number of monomers M , and
so for several order of magnitude of “intermediate val-
ues” of M (from 106 to 1013 in our simulations). The
full distribution of the FAT is bimodal on this parame-
ter region. We explained and gave practical criteria to
observe this phenomena by a careful inspection of the
metastable state of the favorable aggregation limit for
the deterministic BD model. Second, for large maximal
cluster size, we confirmed that for unfavorable aggrega-
tion kinetic (q(x) > p(x)), the mean FAT is exponentially
large as M increases to ∞ for the full SBD model. We
linked this behavior with phase-transition phenomena,
where the number of monomers drastically drops to 0
in a very short time, compared to the FAT. This phase-
transition phenomena occurs as a large deviation from
the deterministic model, which predicts that the number
of monomers stays constant (no aggregation takes place).
This study has generalized previous study on the first
passage time on the stochastic Becker-Do¨ring model. Up
to our knowledge, this study is the first one to capture
the behavior of the FAT and its generalization for arbi-
trary kinetic rates, and to explore systematically its de-
pendence with respect to the total number of monomers
and the size of the maximal cluster. Taking into ac-
count size-dependent kinetic rate is important in prac-
tice, as monomer binding and unbinding usually depends
on the available surface area of the cluster (for the spher-
ical shape, pk ∼ k2/3). This study may have several
important applications. One of this is the explanation
of the nucleation time observed in in vitro polymeriza-
tion assay of misfolded proteins linked to neurodegenera-
tive diseases11–15. Typical experiments performed in this
field are able to record the nucleation time (defined as
the time for which the polymerization starts) for various
initial quantity of proteins. Some experiments have de-
scribed a very weak dependence with respect to this ini-
tial quantity, where traditional nucleation theory could
not explain this fact. Our stochastic approach points out
several new behavior that may explain the observations.
Furthermore, we argue that having a model that is able
to take into account the observed variability on the nu-
cleation time will be important for parameter inference
from experimental data (see also the recent preprint45).
Indeed, even though the mean FAT may be weakly de-
pendent on the maximal cluster size N (consider the
slope of 1 + 1/(N − 1) for large M), having the obser-
vation of the full distribution will facilitate the inference
of the maximal cluster size (the shape parameter of the
Weibull distribution is k = N − 1). Finally, on a more
theoretical side, the phase-transition phenomena of the
SBD model for unfavorable aggregation and large cluster
size seems to be described here for the first time. This
gives a possible different definition of the nucleation rate,
as an inherent infrequent stochastic process, in contrast
to classical nucleation theory. It remains in the future to
make a link with studies on gelation phenomena, which
happen when a fraction of the mass is concentrated in a
giant particle (N is of order of M). Such studies have
been performed mostly in general smoluchowski coagula-
tion models37,46,47.
A number of generalization of this model could be consid-
ered and will be relevant to tackle new biophysical prob-
lems. One could generalize this study to allow general
coagulation-fragmentation between any two clusters48.
This extension as well as the treatment of heterogeneous
nucleation and secondary pathways will be considered in
future work.
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VII. TABLES
TABLE I: Summary of the First Assembly Time (FAT)
and Generalized First Assembly Time (GFAT) find-
ings in this paper. Analytical and numerical results.
Model Condition M (log-log) dep. Distrib.
CMSBD M →∞ −(1 + (1− h)/(N − 1)) Weibull
SCSBD q →∞ −N Exponential
SCSBD N =
√
M →∞, qk > pk Me
√
M Expo. Large deviation
SBD M →∞ −(1 + (1− h)/(N − 1)) Weibull
SBD Md∗N  1 ∼ 0 Bimodal
SBD, pk = pk/M M →∞ −(1− h)/(N − 1)
SBD N =
√
M →∞ −1/2
SBD, pk = pk/M N =
√
M →∞ 1/2
SBD, pk = pk/M N =
√
M →∞, qk > pk Me
√
M Expo. Large deviation
In this table, we sum up the different analytical findings on
the FAT, for the full Stochastic Becker-Do¨ring (SBD),
Eq. (5)-(6) and its two simplifications with constant
monomer (CMSBD), Eq. (9) and single cluster (SCSBD),
Eq. (17). The first column denotes which model is
considered, with which scaling. The second column provides
in which asymptotic the results are valid. The third column
gives the slope of the log-log dependence of the GFAT with
respect to M (except for the SCSBD and SBD with
N =
√
M where exponential large deviation occurs). The
last column gives the full distribution of the FAT (if known).
See text for more details.
TABLE II: Normalized metastable values d∗k for the
deterministic BD model (22)-(26) in the favorable ag-
gregation case pM  q.
size value size value
d∗2 0.1839 d
∗
10 9.124010
−7
d∗3 0.1226 d
∗
11 9.216210
−8
d∗4 0.0460 d
∗
12 8.448110
−9
d∗5 0.0123 d
∗
13 7.089410
−10
d∗6 0.0026 d
∗
14 5.485810
−11
d∗7 4.379510
−4 d∗15 3.938510
−12
d∗8 6.386810
−5 d∗20 2.873010
−18
d∗9 8.110210
−6 d∗50 5.926910
−64
In this table, we compute the numerical values of the
normalized metastable values d∗i for the deterministic BD
model (22)-(26) with constant kinetic rate pk ≡ p and qk ≡ q
in the favorable case pM  q. Such values represent the
level that each variable reach during the metastable period
after the pure-aggregation period. It is given by the
equilibrium value of the irreversible BD model (22)-(23),
see Eq. (25). See text in subsection III C 1
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