Electronic health records (EHR) data provide a cost and time-effective opportunity to conduct cohort studies of the effects of multiple time-point interventions in the diverse patient population found in real-world clinical settings. Because the computational cost of analyzing EHR data at daily (or more granular) scale can be quite high, a pragmatic approach has been to partition the follow-up into coarser intervals of pre-specified length. Current guidelines suggest employing a 'small' interval, but the feasibility and practical impact of this recommendation has not been evaluated and no formal methodology to inform this choice has been developed. We start filling these gaps by leveraging large-scale EHR data from a diabetes study to develop and illustrate a fast and scalable targeted learning approach that allows to follow the current recommendation and study its practical impact on inference. More specifically, we map daily EHR data into four analytic datasets using 90, 30, 15 and 5-day intervals. We apply a semi-parametric and doubly robust estimation approach, the longitudinal TMLE, to estimate the causal effects of four dynamic treatment rules with each dataset, and compare the resulting inferences. To overcome the computational challenges presented by the size of these data, we propose a novel TMLE implementation, the 'long-format TMLE', and rely on the latest advances in scalable data-adaptive machine-learning software, xgboost and h2o, for estimation of the TMLE nuisance parameters.
Introduction
The availability of linked databases and compilations of electronic health records (EHR) has enabled the conduct of observational studies using large representative population cohorts. This data typically provides information on the nature of clinical visits (e.g, ambulatory, emergency department, email, telephone, acute inpatient hospital stay), medication dispensed, diagnoses, procedures, laboratory test results and any other information that is continuously generated from patients' encounters with their healthcare providers. For instance, EHR-based cohort studies have been used to estimate the relative effectiveness of time-varying interventions in real-life clinical settings.
The advances in causal inference have provided a sound methodological basis for designing observational studies and assessing the validity of their findings. For example, the "new user design" [36] advocates for applying the same rigor and selection criteria used in RCT design to EHR-based observational studies [14, 16] . Moreover, advances in semi-parametric and empirical process theory have allowed for flexible data-adaptive estimation methods that can incorporate machine learning into analyses of comparative effectiveness. By lowering the risk of model misspecification, these data-adaptive approaches can further strengthen the validity of evidence based on observational studies. Finally, some of these semi-parametric approaches also allow drawing valid inference based on formal asymptotic results. For example, the recently proposed Targeted Minimum Loss-Based Estimation (TMLE) for longitudinal data [44, 31] -a doubly robust and locally-efficient substitution estimator.
While recent methodological advances have significantly improved the potential strength of evidence from observational studies, the practical tools for conducting such analyses have not kept up with the growing size of EHR data. In particular, implementation and application of machine learning to large scale EHR data has proved to be challenging [12, 24] . EHR data typically includes almost continuous event dates (e.g., data is updated daily), rather than the discrete event dates from interval assessments more common in epidemiologic cohort studies and many RCTs (e.g., data is updated every 3 months). To mitigate the high computing cost of analyzing EHR data at the daily (or more granular) scale, an analyst typically discretizes study follow-up by choosing a small number of cutoff time points. These cutoffs determine the duration of each follow-up time interval and the total number of analysis time points. The granular EHR data on each subject is then aggregated into interval-specific measurements for downstream analysis.
Current literature suggests choosing a small time interval [16] to define evenly spaced cutoff time points, however there are no clear guidelines for deciding on the optimal duration of this interval (referred to as the 'time unit' from hereon). Moreover, in practice, the effect of selecting different time unit on causal inferences has not been previously examined within the same EHR cohort. Notably, the choice of a time unit is often driven by the computational complexity of the estimation procedure, as much as the subject-specific domain knowledge [24] . For example, in Neugebauer et al. [27] the authors applied longitudinal TMLE for estimating the comparative effectiveness of four dynamic treatment regimes by coarsening the daily EHR data into the 90-day time unit. However, such coarsening introduces measurement error, which can in turn lead to bias in the resulting effect estimates. For example, the treatment level assigned to a patient for one 90-day time-interval might misrepresent the actual treatment experienced. Intuitively, analyzing data as it is observed (using the original event dates) should improve causal inferences by avoiding the reliance on arbitrary coarsening algorithms.
In this paper, we propose a fast and scalable targeted learning implementation for estimating the effects of complex treatment regimes using EHR data coarsened with a time unit that can more closely (compared to current practice) approximate the original EHR event dates. We demonstrate the feasibility of the proposed approach and evaluate how the choice of progressively larger time units may effect inference by re-analyzing EHR data from a large diabetes comparative effectiveness study described in Neugebauer et al. [27] . We used the granular EHR data generated from the patient's encounters with the healthcare system and discretized the patient-specific daily follow-up by mapping it into equally-sized time bins. In separate analyses, the time unit was varied from 90 days, down to 30, 15 and 5 days. These four time-units yielded four analytic datasets, each based on the same pool of subjects, but with a different level of follow-up coarsening as defined by selected time-unit. Notably, the 5-day time-unit produced a dataset that was nearly a replica of the original granular EHR dataset. We then applied an analogue of the double robust estimating equation method first proposed by Bang and Robins [1] , similar to the TMLE described in van der Laan and Gruber [44] , to each of these four datasets. We also compared our results to those obtained from the previous TMLE analysis based on 90-day time-unit in Neugebauer et al. [27] .
The 90, 30, 15 and 5-day time-unit resulted in datasets with roughly 0.62, 1.81, 3.59 and 8.23 million person-time observations for the entire duration of the follow-up, respectively. The large number of person-time observations and the high computational complexity of our chosen estimation procedures required developing novel statistical software. We carried out our analysis by implementing a new R package, stremr [41] , which streamlines the analysis of comparative effectiveness of static, dynamic and stochastic interventions in large-scale longitudinal data. As part of the stremr R package, we have implemented a computationally efficient version of the longitudinal TMLE, to which we refer as the long-format TMLE. Furthermore, for estimation of the nuisance parameters, we relied on the latest machine learning tools available in R language [34] , such as the Extreme Gradient Boosting with xgboost [3] and fast and scalable machine learning with h2o [43] . Both of these packages implement a number of distributed and highly data-adaptive algorithms designed to work well in large data.
The contributions of this article can be summarized as follows. First, to the best of our knowledge, this is the first time the performance of longitudinal TMLE has been evaluated on the same EHR data under varying discretizations of the follow-up time. Furthermore, we present a novel and computationally efficient version of the longitudinal TMLE. We also present a possible application of the new stremr software which allowed us to analyze such large scale EHR data. Finally, we hope that our new software will help advance future reproducible research with EHR data and will contribute to research on time-unit selection and its effects on inference.
The remainder of this article is organized as follows. In Section 2, we describe our motivating research question. In Section 3 we formally describe the observed data, our statistical parameter and introduce a novel implementation of the longitudinal TMLE with data-adaptive estimation of its nuisance parameters. In Section 4, we describe our analyses, present the benchmarks for computing times with the stremr R package and present our analyses results. Finally, we conclude with a discussion in Section 5. Additional materials and results are provided in our Web Supplement.
Motivating study: comparative effectiveness of dynamic regimes in diabetes care
The diabetes study and context that motivated this work was previously described in Neugebauer et al. [27] . Briefly, it has long been hypothesized that aggressive glycemic control is an effective strategy to reduce the occurrence of common and devastating microvascular and macrovascular complications of type 2 diabetes (T2DM). A major goal of clinical care of T2DM is minimization of such complications through a variety of pharmacological treatments and interventions to achieve recommended levels of glucose control. The progressive nature of T2DM results in frequent revisiting of treatment decisions for many patients as glycemic control deteriorates. Widely accepted stepwise guidelines start treatment with metformin, then add a secretagogue if control is not reached or deteriorates. Insulin or (less frequently) a third oral agent is the next step. Thus, it is common for T2DM patients to be on multiple glucose-lowering medications. Current recommendations specify target hemoglobin A1c of < 7% for most patients [23, 39] . However, evidence supporting the effectiveness of a blanket recommendation is inconsistent across several outcomes [35, 7, 11, 17] , especially when intensive anti-diabetic therapy is required. The effects of intensive treatment remain uncertain, and the optimal target levels of A1c for balancing benefits and risks of therapy are not clearly defined. Furthermore, no additional major trials addressing these questions are underway.
For these reasons, using the electronic health records (EHR) from patients of seven sites of the HMO Research Network [48] , a large retrospective cohort study of adults with T2DM was conducted to evaluate the impact of various glucose-lowering strategies on several clinical outcomes. More specifically, the original analyses were based on TMLE and Inverse Probability Weighting estimation approaches using EHR data coarsened with the 90-day time unit to contrast cumulative risks under the following four treatment intensification (TI) strategies denoted by d θ : 'patient initiates TI at the first time her A1c level reaches or drifts above θ% and patient remains on the intensified therapy thereafter' with θ =7, 7.5, 8, or 8.5. Here, we report on secondary analyses to evaluate the impact of the same glucose-lowering strategies on the development or progression of albuminuria, a microvascular complication in T2DM using a novel TMLE implementation and smaller time units.
Data and Modeling Approaches
Below, we first describe the structure of the analytic dataset that results from coarsening EHR data based on a particular choice of time unit.
Data structure and causal parameter
The observed data on each patient in the cohort consist of measurements on exposure, outcome, and confounding variables updated at regular time intervals between study entry and until each patient's end of follow-up. The time (expressed in units of 90, 30, 15 or 5 days) when the patient's follow-up ends is denoted byT and is defined as the earliest of the time to failure, i.e., albuminuria development or progression, denoted by T or the time to a right-censoring event denoted by C. The following three types of right-censoring events experienced by patients in the study were distinguished: the end of follow-up by administrative end of study, disenrollment from the health plan and death. For patients with normoalbuminuria at study entry, i.e., microalbumin-to-creatinine ratio (ACR) <30, we defined failure as an ACR measurement indicating either microalbuminuria (ACR 30 to 300) or macroalbuminuria (ACR>300). For patients with microalbuminuria at study entry, we defined failure as an ACR measurement indicating macroalbuminuria. Addition inclusion and exclusion criteria described in Neugebauer et al. [27] yielded the final sample size n = 51, 179.
At each time point t = 0, . . . ,T , the patient's exposure to an intensified diabetes treatment is represented by the binary variable A T (t), and the indicator of the patient's rightcensored status at time t is denoted by A C (t). The combination A(t) = (A T (t), A C (t)) is referred to as the action at time t. At each time point t = 0, . . . ,T , covariates, such as A1c measurements (others are listed in Table I of Neugebauer et al. [29] ), are denoted by the multi-dimensional variable L(t) and defined from EHR measurements that occur before the action at time t, A(t), or are otherwise assumed not to be affected by the actions at time t or thereafter, (A(t), A(t + 1), . . .). In addition, data collected at each time t includes an outcome process denoted by Y (t) -an indicator of failure prior to or at t, formally defined as Y (t) = I(T ≤ t). By definition, the outcome is thus missing at t =T if the person was right-censored at t.
To simplify notation, we use over-bars to denote covariate and exposure histories, e.g., a patient's exposure history through time t is denoted byĀ(t) = (A(0), . . . , A(t)). We assume the analytic dataset is composed of n independent and identically distributed (iid) realiza-
We also assume that each O i is drawn from distribution P belonging to some model M. By convention, we extend the observed data structure using first
Note that these added degenerate random variables will not be used in the practical implementation of our estimation procedure, yet they will allow us to simplify the presentation in the following section. In particular, this convention implies that whenever Y (T i ) = 1, the outcomes Y i (t) are deterministically set to 1 for all t >T i .
One common way to store (O 1 , . . . , O n ) in a computer is with the so-called "long-format" dataset, where each row contains a record of a single person-time observation
, for some i ∈ {1, . . . , n} and t ∈ {0, . . . ,T i }. For time-to-event data, the long-format can be especially convenient, since only the relevant (non-degenerate) information is kept, while all degenerate observation-rows such that t >T i are typically discarded. An alternative way to store the same analytic dataset is by using the so-called "wide-format", which includes values for the degenerate part of the observed data structure O i (t) forT i < t ≤ K, where K = max(T i : i = 1, ..., n). For the remainder of this paper we assume that data are stored in long-format.
In this study, we aim to evaluate the effect of dynamic treatment interventions on the cumulative risk of failure at a pre-specified time point t 0 . The dynamic treatment interven-tions of interest correspond to treatment decisions made according to given clinical policies for initiation of an intensified therapy based on the patient's evolving A1c level. These policies denoted by d θ were described above. Formally, these policies are individualized action rules [45] defined as a vector functiond θ = (d θ,0 , . . . , d θ,t 0 ) where each function, d θ,t for t = 0, . . . , t 0 , is a decision rule for determining the action regimen (i.e., a treatment and right-censoring intervention) to be experienced by a patient at time t, given the action and covariate history measured up to a given time t. More specifically here, we consider the action rule (L(t), A(t − 1)) → d θ,t (L(t), A(t − 1)) ∈ {0, 1} × {0} as a function for assigning the treatment action A(t). Note that these rules are restricted to set the censoring indicators A C (t) = 0. Furthermore, at each time t, we define the dynamic rule d θ,t by setting A T (t) = 0 if and only if the patient was not previously treated with an intensified therapy (i.e., A(t − 1) = 0) and the A1c level at time t (an element of L(t)) was lower than or equal to θ, and, otherwise, setting A T (t) = 1. Finally, for each observation O i , we define the treatment processĀ
as the treatment sequence that would result from sequentially applying the previous action rules, i.e.,
starting at time 0 through t. Note that the rules defined byd θ are deterministic for a given O i and thusĀ θ i is fixed conditional on the event (O i = o i ). For notation convenience, we also setĀ
will be evaluated only when t ≤T i and can be set as arbitrary for all other t.
Suppose Yd θ (t 0 ) for θ = θ 1 , θ 2 denotes a patient's potential outcome at time t 0 had she been treated between study entry and time t 0 according to the decision ruled θ . Note that the corresponding sequence of treatment interventions is not necessarily equal toĀ
is then defined as the causal risk difference between the cumulative risks of two distinct dynamic treatment strategiesd θ 1 andd θ 2 at t 0 :
, where ψ θ (t 0 ) = P (Yd θ (t 0 ) = 1), i.e., the cumulative risk associated with ruled θ at t 0 . The above definition of the causal parameter of interest relies on the counterfactual statistical framework, which is omitted here for brevity. We refer the reader to earlier work in Neugebauer et al. [25, Appendices B and D] and van der Laan and Petersen [45] for a detailed description of the relevant concepts.
Identifiability and the statistical parameter of interest
As discussed in the next paragraph, identifiability of the causal parameter with the observational data relies on at least two assumptions: no unmeasured confounding and positivity [25, Appendix C] . If the counterfactual outcomes are not explicitly defined based on the more general structural framework through additional explicit assumptions encoded by a causal diagram [30] , then an additional consistency assumption is made [47] .
Without loss of generality, suppose that we are interested in estimating the cumulative risk ψ
) is an empty set and Y (−1) = 0. Let o = (l(t),ā(t),ȳ(t)) denote a particular fixed realization of O. We can now define the following recursive sequence of expectations:
where we remind that (A θ (0), A θ (1)) was previously defined as the sequence of treatments
Remark 1. Each Q k , for k = −1, 0, is defined by taking the previous conditional expectation, Q k+1 , evaluating it at A θ (k + 1) and L (k + 1) and then marginalizing over the intermediate covariates
Under the identifiability assumptions mentioned above, we show in Web Supplement A that the statistical parameter Ψ θ (t 0 )(P ) = Q −1 is equal to the causal cumulative risk ψ θ (t 0 ) for dynamic ruled θ . We note that the above representation of Q −1 is analogous to the iterative conditional expectation representation used in van der Laan and Gruber [44] , with one notable difference: our parameter evaluates Q 1 and Q 0 with respect to the latest values of the counterfactual treatment, A θ (1) and A θ (0), respectively. This is in contrast to the iterative conditional expectations in van der Laan and Gruber [44] , where conditioning in Q 1 would be evaluated with respect to the entire counterfactual history of exposures A θ (1). As we show in Web Supplement A, these two parameter representations happen to be equivalent. However, our particular target parameter representation above will allow us to develop a TMLE that is computationally faster and more scalable to a much larger number of time-points.
We introduce the following notation, which will be useful for the description of the TMLE in next section: let Q = (Q 1 , Q 0 ) and, for k = 0, 1, define the treatment mecha-
e., the conditional probability that A(k) is equal to a(k), conditional on events L (k) being set to some fixed history l (k). Finally, let g = (g A(0) , g A(1) ).
Long-format TMLE for time-to-event outcomes
Doubly robust approaches allow for consistent estimation of Ψ θ (t 0 )(P ) even when either the outcome model for Q or the exposure model for g is misspecified. Among the class of doubly robust estimators, those that are based on the substitution principle, such as the longitudinal TMLE in van der Laan and Gruber [44] , might be preferable, since the substitution principle may offer improvements in finite sample behavior of an estimator. The TMLE described in van der Laan and Gruber [44] is an analogue of the double robust estimating equation method presented in Bang and Robins [1] . While there are several possible ways to implement the longitudinal TMLE procedure (e.g., Stitelman et al. [42] , van der Laan and Gruber [44] , Schwab et al. [38] ), our implemented version, referred to as "long-format TMLE", has been adapted to work efficiently with large scale time-to-event EHR datasets.
As a reminder, for each subject i, we defined L i (k) to include i's entire covariate history up to time-point k, in addition to L i (k) itself. However, due to the curse of dimensionality, estimating Q k based on all L (k), when k is sufficiently large and L(k) is high-dimensional, will generally result in a poor finite-sample performance. Thus, to control the dimensionality ,
For example, in our data analyses presented in the following sections we defined the mapping A(k − 1) ). This approach allows the practitioner to control the dimensionality of the regression problem when fitting each Q k model. Furthermore, by forcing all relevant confounders for time-point k to be defined in a single person-time row via the mapping f k (·) (i.e., (f k (·), A i (k), Y i (k))), we can also simplify the implementation of the iterative part of TMLE algorithm that fits the initial model for Q k , as we describe next.
Applying the mappings f k (·) to our observed data on n subjects, (O 1 , . . . , O n ), results in a new, reduced, long-format representation of the data, where each row of the reduced dataset is defined by the following person-
Our proposed TMLE algorithm, outlined below, will work directly with this reduced long-format representation of (O 1 , ..., O n ). The algorithm relies on the representation of Ψ θ (t 0 )(P ) from the previous section, where one makes predictions based on only the last treatment value for each time-point. This in turn allows us to keep the input data in the reduced long-format at all times, substantially lowering the memory footprint of the procedure.
We now describe the long-format TMLE algorithm for estimating parameter Ψ θ (t 0 )(P ) indexed by the fixed dynamic regimend θ = (d θ,0 , ..., d θ,t 0 ), where for simplicity, we let t 0 = 1. A more detailed description of this TMLE is also provided in the Web Supplement B. Briefly, the algorithm proceeds recursively by estimating each Q k in Q, for k = 1, 0. Prior to that, we instantiate a new variableQ (k+1) = Y (k), for k = 0, . . . ,T and we make one final modification to our reduced long-format dataset by adding a new column of subject-specific cumulative weight estimates, defined for each row k asŵt(k) = k j=0
, where
is the estimator of g A(j) at j. For iteration k = 1, one starts by obtaining an initial estimateQ k of Q k by regressingQ (k+1) against (A(k), f k (L (k))) based on some parametric (e.g., logistic) model, for all subjects such thatT ≥ k and A C (k) = 0 (i.e., this fit is performed among subjects who were at risk for the event at time k). Alternatively, the regression fit can be obtained by using a subset of subjects such that A(k) = A θ (k) or based on a data-adaptive estimation procedure as discussed later. Next, one estimates the intercept ε k with an intercept-only logistic regression for the outcomeQ (k+1) using the
, and the weightsŵt(k), where logit(x) = log
for all subjects such thatT ≥ k, we compute the TMLE update, defined asQ *
, and use this update to over-write the previously defined instance ofQ k . Note thatQ k remains set to Y (k − 1) for all subjects withT < k. The illustration of this over-writing scheme forQ k is also presented in Figure 3 .1 for iteration k = 1, using a toy example for three hypothetical subjects. The same procedure is now repeated for iteration k = 0, using the outcomẽ Q (k+1) , resulting in TMLE updateQ * k , for all subjects i = 1, . . . , n. Finally, the TMLE of
. TMLE estimate of the causal RD ψ θ 1 ,θ 2 (t 0 ) can be now evaluated asΨ θ 1 (t 0 )(P ) −Ψ θ 2 (t 0 )(P ), where the above
1) Input data with initializedQ
Figure 3.1: Illustration of the long-format TMLE updating step for the outcomeQ (t+1) at iteration k = 1 for three subjects i = 1, 2, 3. Note that the TMLE updateQ *
) is also defined for the censored subject i = 3 at k = 1.
described procedure is carried out separately to estimate Ψ θ 1 (t 0 )(P ) and Ψ θ 2 (t 0 )(P ), for rules d θ 1 andd θ 2 , respectively. Note that in above description, each initial estimateQ k can be obtained by either stratifying the subjects based on A(k) = A θ (k) (referred to as "stratified TMLE") or by pooling the estimation among all subjects at risk of event at time k (referred to as "pooled TMLE"). Furthermore, in our data analyses described in Section 4, we use the stratified TMLE procedure. Finally, the inference can be obtained using the approach described in our Web Supplement C, based on the asymptotic results from prior papers.
Data-adaptive estimation via cross-validation
The double-robustness property of the TMLE means that its consistency hinges on the crucial assumption that at least one of the two nuisance parameters (g, Q) is estimated consistently. Current guidelines suggest that the nuisance parameters, such as propensity scores, should be estimated in a flexible and data-adaptive manner [16, 28, 12] . However, traditionally in observational studies, these nuisance parameters have been estimated based on logistic regressions, with main terms and interaction terms often chosen based on the input from subject matter experts [37, 25, 2, 6, 15] . In contrast, a data-adaptive estimation procedure provides an opportunity to learn complex patterns in the data which could have been overlooked when relying on a single parametric model.
For instance, improved finite-sample performance from data-adaptive estimation of the nuisance parameters has been previously noted with Inverse Probability Weighting (IPW) estimation, a propensity score-based alternative to TMLE [28] . It has been suggested that problems with parametric modeling approaches can arise even in studies with no violation of the positivity assumption. For example, the predicted propensity scores from the misspecified logistic models might be close to 0 or 1, resulting in unwarranted extreme weights which could be avoided with data-adaptive estimation. Similarly, these extreme weights may also lead to finite-sample instability for doubly-robust estimation approaches, such as the long-format TMLE. These considerations provide further motivation for the use of the data-adaptive estimation procedures.
Many machine learning (ML) algorithms have been developed and applied for dataadaptive estimation of nuisance parameters in causal inference problems [22, 19, 49] . However, the choice of a single ML algorithm over others is unlikely to be based on real subjectmatter knowledge, since: "in practice it is generally impossible to know a priori which [ML procedure] will perform best for a given prediction problem and data set" van der Laan et al. [46] . To hedge against erroneous inference due to arbitrary selection of a single algorithm, an ensemble learning approach known as discrete Super Learning (dSL) [46, 33] can be utilized. This approach selects the optimal ML procedure among a library of candidate estimators. The optimal estimator is selected by minimizing the estimated expectation of a user-specified loss function (e.g., the negative log-likelihood loss) [18] . Cross-validation is used to assess an expected loss associated with each candidate estimator, which protects against overfitting and ensures that the final selected estimator (called the 'discrete super learner') performs asymptotically as well (in terms of the expected loss) as any of the candidate estimators considered [8] . Because of the general asymptotic and finite-sample formal dSL results, in this work we favor the approach of super learning over other existing ensemble learning approaches.
Prior applications of super learning in R [32] have noted the high computational cost of aggressive super learning, especially for large datasets (e.g., dSL library contains a large number of computationally costly ML algorithms) [12, 24] . Because of these limitations, which are also compounded by the choice of a smaller time unit in our study, we implemented a new version of the discrete super learner, the gridisl R package [40] . This R package is utilized for estimation of the TMLE nuisance parameters by the R package stremr. Below, we describe how gridisl builds on the latest advances in scalable machine learning software, xgboost [3] and h2o [43], which makes it feasible to conduct more aggressive super learning in EHR-based cohort studies with small time units.
In our implementation of the discrete super learner, we focus on the negative loglikelihood loss function. The candidate machine learning algorithms that can be included in our ensembles are distributed high-performance xgboost and h2o implementations of the following algorithms: random forests (RFs), gradient boosting machines (GBMs) [10, 3, 4] , logistic regression (GLM), regularized logistic regression, such as, LASSO, ridge and elastic net [50, 9] . GBM is an automated and data-adaptive algorithm that can be used with large number of covariates to fit a flexible non-parametric model. For overview of GBMs we refer to Hastie et al. [13] . The advantage of procedures like classification trees and GBM is that they allow us to search through a large space of model parameters, accounting for the effects of many covariates and their interactions, thereby reducing bias in the resulting estimator regardless of the distribution of the data that defined the true values of the nuisance parameters. The large number of possible tuning parameters available for the estimation procedures in our ensemble required conducting a grid search over the space of such parameters. We note that gridisl leverages the internal cross-validation implemented in h2o and xgboost R packages for additional computational efficiency. Table 1 : Benchmarks for stremr with compute time forĝ and TMLEQ * reported separately for parametric approach with logistic main-term models (GLMĝ and GLMQ * ) and dataadaptive approach with discrete super learning (dSLĝ and dSLQ). The running times are displayed in hours.
Analysis
In this section, we demonstrate a possible application of our proposed targeted learning software. We show that the stremr and gridisl R packages provide fast and scalable software for the analyses of high-dimensional longitudinal data. We estimate the effects of four dynamic treatment regimes on a time-to-event outcome using EHR data from the diabetes cohort study described in Sections 2 and 3.1. These analyses are based on large EHR cohort study, using four progressively smaller time units (i.e., four nested discretizations of the same follow-up data). For instance, the choice of the smaller time unit might more closely approximate the original EHR daily event dates, as it is the case in our application. We also evaluate the practical impact of these four progressively smaller time units on inferences. Finally, we compare the long-format TMLE results to those obtained from IPW estimator. All results are also compared to prior published findings from alternate IPW and TMLE analyses. The choice of time-unit of 90, 30, 15, and 5 days results in four analytic datasets, each constructed by applying the SAS macro %_MSMstructure [20] to coarsen the original EHR data. The maximum follow-up in each dataset is subsequently truncated to the first two years, i.e., 8 quarters, 24 months, 48 15-day intervals, and 144 5-day intervals, respectively. For each analytic dataset, we evaluate the counterfactual cumulative risks at t 0 associated with four treatment intensification strategies, with t 0 fixed to 8 distinct time points. That is, for the 90-day (resp. 30-day) analytic dataset, Ψ θ (t 0 )(P ) is estimated for t 0 = 0, 1, . . . , 7 (resp. t 0 = 2, 5, . . . , 23) and θ = 7, 7.5, 8, 8.5. Similarly, for the 15-day (resp. 5-day) analytic dataset, Ψ θ (t 0 )(P ) is estimated for t 0 = 5, 10, . . . , 47 (resp. t 0 = 17, 35, . . . .., 143) and θ = 7, 7.5, 8, 8.5.
With each of the four analytic datasets and for each of the 32 target cumulative risks, we evaluate the following two estimators: the stratified long-format TMLE (Section 3.3) and a bounded IPW estimator (based on a saturated MSM for counterfactual hazards [28] ). The TMLE and IPW estimators are implemented based on unstabilized and stabilized IP weights truncated at 200 and 40, respectively [5] . Each of the two estimators above uses two alternative strategies for nuisance parameter estimation: a-priori specified logistic regression models (parametric approach) and discrete super learning with 10-fold cross-validation (dataadaptive approach).
Nuisance parameter estimation approaches
For the parametric approach, the estimators of each Q k and g A(k) , for k = 0, . . . , t 0 , are based on separate logistic regression models that include main terms for all baseline covariates L(0), the exposures (A(k), A(k − 1)) and the most recent measurement of time-varying covariates L(k), i.e., the reduced dataset is defined with
This covariate selection approach results in approximately 150 predictors for each regression model for Q k and g A(k) , at each time point k. In addition, estimation of g relies on fitting separate logistic models for treatment initiation and continuation. Furthermore, logistic models for two types of right-censoring events (health plan disenrollment and death) are fit separately, while it is assumed that right-censoring due to end of the study is completely at random (i.e., we use an intercept-only logistic regression). Each of the logistic models for estimating g are fit by pooling data over all time-points k = 0, . . . t 0 . Furthermore, the same sets of predictors that are used for estimation of Q k are also included in estimation of g, in addition to a main term for the value of time k. Finally, for 30, 15 and 5 day time units, these logistic models also include the indicators that the follow-up time k belongs to a particular two-month interval.
Remark 2. The %_MSMstructure SAS macro [20] implements automatic imputation of the missing covariates and creates indicators of imputed values. The indicators of imputation are also included in each L(k). The documentation for the SAS macro provides a detailed description of the implemented schemes for imputation.
For the data-adaptive estimation approach, each of the above-described logistic modelbased estimators is replaced with a distinct discrete super learner. Each discrete super learner uses the same set of predictors that are included in the corresponding model from the parametric approach. The replication R code for the specification of each dSL is available from the following github repository: www.github.com/osofr/stremr.paper. In short, for estimation of each component of g, for 90, 30 and 15 day time-unit, the dSL uses the following ensemble of 89 distributed (i.e., parallelized) estimators that are each indexed by a particular tuning parameter choice: Random Forests (RFs) with h2o (8); Gradient Boosting Machines (GBMs) with h2o (1); GBMs with xgboost (18); Generalized Linear Models (GLMs) with h2o (2); and regularized GLMs with h2o (60). For 5 day time-unit, the dSL for each component of g uses the following smaller ensemble of 20 estimators: RFs with h2o (1); GBMs with h2o (1); GBMs with xgboost (1); GLMs with h2o (2); and regularized GLMs with h2o (15). An abbreviated discussion of some of the tuning parameters that index the ML algorithms considered is provided in Remark 4. To obtain discrete super learning estimates for each component of Q = (Q k : k = 0, . . . , t 0 ), we rely solely on the candidate estimators available in the xgboost R package because of computational constraints. Specifically, the dSL ensemble for each Q k , for all four analytic datasets, is restricted to the following 8 estimators: GBMs with xgboost (3); GLMs with xgboost (1); and regularized GLMs with xgboost (4).
Remark 3. To achieve maximum computational efficiency with stremr, it is essential to be able to parallelize the estimation of Ψ t 0 over multiple time points t 0 . However, the estimators implemented in the most recent h2o version 3.10.4.7 do not allow outside parallelization for different values of t 0 (i.e., h2o does not allow fitting two distinct discrete super learners in parallel). For this reason, the data-adaptive estimation of each component of Q was performed solely with xgboost R package.
Remark 4. We use the following parameters to fine-tune the performance of GBMs and RFs in h2o and xgboost R packages: ntrees (h2o) and nrounds (xgboost), max_depth (h2o and xgboost), sample_rate (h2o) and subsample (xgboost), col_sample_rate_per_tree (h2o) and colsample_bytree (xgboost), learn_rate (h2o) and learning_rate (xgboost).
Furthermore, xgboost provides additional "shrinkage" tuning parameters, max_delta_step and lambda. These parameters allow controlling the smoothness of the resulting fit, with higher values generally resulting in a more conservative estimator fit that might be less prone to overfitting. Furthermore, these two tuning parameters can be useful to reduces the risk of spurious predicted probabilities that are near 0 and 1 and thus might help obtain a more stable propensity score fit of g. Finally, for regularized logistic regression with h2o R package, we use lambda_search option for computing the regularization path and finding the optimal regularization value λ [9] . Similarly, for regularized logistic regressions in xgboost we use a grid of candidate λ values and select the optimal value by minimizing the cross validation mean-squared error.
Benchmarks
Our benchmarks provide the running times for conducting the above described analyses with long-format TMLE, using the four EHR datasets. We report separate running times for estimation of the nuisance parameter g and the TMLEQ * . All analyses were implemented on Linux server with 32 cores and 250GB of RAM. Whenever possible, the computation was parallelized over the available cores. For instance, the data-adaptive estimation of g and Q was parallelized by using the distributed machine learning procedures implemented in h2o and xgboost R packages. Similarly, the estimation of TMLE survival at 8 different time-points t 0 was parallelized by the stremr R package. The compute times (in hours) are presented in Table 1 . These results are based on the two estimation strategies for the nuisance parameters, as described above. For example, the sum of dSLĝ and dSLQ * for 5 day time-unit is the total time it takes to obtain the results for all 4 survival curves at the bottom of the right-panel in Figure 4 .1. These results show that dSL is computationally costly, but the running times do not preclude routine application of the stremr and gridisl R packages in EHR-based datasets, even for studies that use a small time-unit.
Results
The long-format TMLE survival estimates for data-adaptive estimation of (g, Q) for all four time-units are presented in Tables 1 and 2 of the Web Supplement D.
The top-left panel in Figure 4 .1 and top panel in Figure 4 .2 demonstrates that we have replicated the prior TMLE results for the 90-day time-unit from Neugebauer et al. [27] . The point estimates from all four analyses provide consistent evidence, suggesting that earlier treatment intensification provides benefits in lowering the long term cumulative risk of onset or progression of albuminuria. However, the new results are inconclusive for the earliest treatment intensification with dynamic regime d 7.0 due to increasing variability of the estimates with progressively smaller time-unit. Moreover, this trend is also observed for the other three dynamic rules, as the variance estimates increase substantially with the smaller time-unit. Finally, the data-adaptive approaches clearly produce tighter confidence intervals, than with the logistic regression alone.
The distribution of the propensity score based weights for each time unit of analyses is also reported as part of the same supplementary materials. Finally, we conduct an alternative set of analyses by including a large number of two-way interactions for estimation of each Q k , for k = 0, . . . , t 0 . However, these analyses did not materially change our findings and the results are thus omitted.
Discussion
In this work we've studied the impact of choosing a different time-unit on inference for comparative effectiveness research in EHR data. Current guidelines suggest choosing the time-unit of analysis by dividing the granular (e.g., daily) subject-level follow-up into small (and equal) time interval. Relying on overly discretized EHR data might invalidate the validity of the analytic findings in a number of ways. For example, naïve discretization might introduce measurement error in the true observed exposure, accidentally reverse the actual time ordering of the events, and may result in failure to adjust for all measured time-varying confounding. Thus, choosing a small time-unit is a natural way to reduce the reliance on ad-hoc data-coarsening decisions. As we've shown in our data analysis, the choice of time-unit may indeed impact the inference.
The size and dimensionality of the currently available granular EHR data presents novel computational challenges for application of semi-parametric estimation approaches, such as longitudinal TMLE and data-adaptive estimation of nuisance parameters. In our example, the actual EHR data is generated daily from patient's encounters with the healthcare system. To address these challenges we have developed and applied the "long-format TMLE" -a new algorithmic solution for the existing targeted learning methodology. We also apply a data-adaptive approach of discrete super learning (dSL) to estimation of the corresponding nuisance parameters, based on its novel implementation in the gridisl R package. Our benchmarks show that stremr and gridisl R packages can be routinely applied to EHRbased datasets, even for studies that use a very small time-unit.
Our analyses demonstrate a substantial increase in the variance of the estimates associated with the selection of the smaller time-unit. As a possible explanation, it should be pointed out that the choice of the smaller time-unit increases the total number of considered time-points and will typically result in a larger set of time-varying covariates. As a result, one would expect that the estimation problem becomes harder for the smaller time-unit (in part, due to the growing dimensionality of the time-varying covariate sets, and, in part, due to larger number of nuisance parameters that need to be estimated). This can potentially lead to a larger variance of the underlying estimates, as was observed in our applied study. It remains to be seen if a single estimation procedure could leverage different levels of dis-cretization and the choice of the different time-unit within the same dataset to provide a more precise estimate. However, we leave the formal methodological analysis of this subject for future research.
Finally, we point out that the stremr R package implements additional estimation procedures that are outside the scope of this paper, e.g., long-format TMLE for stochastic interventions, handling problems with multivariate and categorical exposures at each time-point, no-direct-effect-based estimators [26] of joint dynamic treatment and monitoring interventions, iterative longitudinal TMLE [44] , sequentially double robust procedures, such as the infinite-dimensional TMLE [21] , and other procedures described in the package documentation and the following github page: www.github.com/osofr/stremr.
