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Abstract— In this paper, we propose a data-driven ap-
proach for control of nonlinear dynamical systems. The
proposed data-driven approach relies on transfer Koop-
man and Perron-Frobenius (P-F) operators for linear
representation and control of such systems. Systematic
model-based frameworks involving linear transfer P-F
operator were proposed for almost everywhere stability
analysis and control design of a nonlinear dynamical
system in previous works [1]–[3]. Lyapunov measure
can be used as a tool to provide linear programming-
based computational framework for stability analysis
and almost everywhere stabilizing control design of a
nonlinear system. In this paper, we show that those
frameworks can be extended to a data-driven setting,
where the finite dimensional approximation of linear
transfer P-F operator and stabilizing feedback controller
can be obtained from time-series data. We exploit the
positivity and Markov property of these operators and
their finite-dimensional approximation to provide linear
programming based approach for designing an optimally
stabilizing feedback controller.
I. INTRODUCTION
Stability analysis and stabilization of dynamical sys-
tems are two classical problems in control theory
with applications ranging across various engineering
discipline. Systematic tools exist for stability analysis
and control design for linear systems, however, for
nonlinear systems, this is still an active area of research.
The introduction of linear transfer operator theoretic
methods from dynamical system theory provides an
opportunity to provide a systematic approach for the
stability analysis and stabilization of nonlinear systems
[4]–[6]. The transfer operator theoretic methods in-
volving Perron-Frobenius (P-F) and Koopman operator
provides for a linear representation of a nonlinear
system by shifting the focus from the state space to
the space of measures and functions. Linear nature of
the transfer P-F operator was exploited to provide linear
programming based systematic procedure for stability
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verification and optimal control design of nonlinear
systems [3], [7]. In particular, Lyapunov measure and
control Lyapunov measure were introduced for almost
everywhere stability verification and design of stabiliz-
ing feedback controller for a nonlinear system.
On the other hand, in this era of big data, there is new
excitement towards developing data-driven methods for
the analysis and control of complex dynamics [8]–[10].
This excitement has lead to the renewed interest in the
data-driven approximation of Koopman and P-F opera-
tors. These data-driven methods predominantly revolve
around finite-dimensional approximation of Koopman
operator, dual to transfer P-F operator [11]–[14]. The
Koopman operator is better suited for data-driven ap-
proximation compared to transfer P-F operator. Spectral
analysis of Koopman operator and its finite dimensional
approximation constructed from time-series data has
been successfully applied to address analysis problems
in several applications [15]–[18]. There has also been
attempt to extend their applicability for control design
for nonlinear systems [19], [20]. However, they do not
exploit the real potential and linear nature of Koopman
operator for control design. None of those provide a
systematic linear programming-based approach for the
design of controllers for nonlinear systems. The main
contribution of this paper is to show that systematic
data-driven linear methods can be developed for op-
timal controller design of nonlinear system exploiting
the true potential of the linear operator theoretic frame-
work.
This main contribution towards developing systematic
data-driven control design for a nonlinear system is
made possible by utilizing not only the linearity but
also positivity, Markov property, and duality between
Koopman and P-F operators. In particular Naturally
Structured Dynamic Mode Decomposition (NSDMD)
algorithm provides a data-driven approximation of
Koopman and P-F operators and preserves positivity
and Markov properties of these operators [14]. The
main contribution of our paper is to show that the
NSDMD algorithm can be combined with systematic
model-based transfer P-F operator approach to provide
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a data-driven linear programming-based method for
optimal control of a nonlinear system.
II. PRELIMINARIES: LYAPUNOV MEASURE AND
OPTIMAL STABILIZATION
In this section we provide brief overview of the ap-
plication of linear transfer P-F operator framework for
almost everywhere stability analysis and optimal stabi-
lization of nonlinear system using Lyapunov measure
[1]–[3].
Consider the discrete-time dynamical systems of the
form,
xn+1 = F (xn), (1)
where F : X → X is assumed to be continuous with
X ⊂ Rq, a compact set. We denote B(X) as the Borel-
σ algebra on X andM(X) as the vector space of a real
valued measure on B(X). The mapping F is assumed
to be nonsingular with respect to the Lebesgue measure
`, i.e., `(F−1(B)) = 0, for all sets B ∈ B(X), such
that `(B) = 0. In this paper, we are interested in data-
driven optimal stabilization of an attractor set defined
as follows:
Definition 1 (Attractor set): A set A ⊂ X is said to
be forward invariant under F , if F (A) = A. A closed
forward invariant set A is said to be an attractor set,
if there exists a neighborhood V ⊂ X of A, such that
ω(x) ⊂ A for all x ∈ V , where ω(x) is the ω limit set
of x.
Remark 2: We will use the notation U() to denote
the  > 0 neighborhood of the attractor set A and
m ∈ M(X), a finite measure absolutely continuous
with respect to Lebesgue.
Definition 3 (a.e. stable with geometric decay): The
attractor set A ⊂ X for a dynamical system (1) is said
to be almost everywhere (a.e.) stable with geometric
decay with respect to some finite measure m ∈M(X),
if given any  > 0, there exists M() <∞ and β < 1,
such that m{x ∈ Ac : Fn(x) ∈ X \ U()} < M()βn.
The above set-theoretic notion of a.e. stability was
introduced and verified by using the linear transfer op-
erator framework [1]. For the discrete time dynamical
system (1), the linear transfer Perron Frobenius (P-F)
operator denoted by PF : M(X) → M(X) is given
by,
[PFµ](B) =
∫
X
χB(F (x))dµ(x) = µ(F
−1(B)), (2)
where χB(x) is the indicator function supported on the
set B ∈ B(X) and F−1(B) is the inverse image of
set B [4]. We define a sub-stochastic operator as a
restriction of the P-F operator on the complement of
the attractor set as follows:
[P1Fµ](B) :=
∫
Ac
χB(F (x))dµ(x), (3)
for any set B ∈ B(Ac) and µ ∈ M(Ac). The
condition for the a.e. stability of an attractor set A with
respect to some finite measure m is defined in terms
of the existence of the Lyapunov measure µ¯, defined as
follows [1].
Definition 4 (Lyapunov measure): The Lyapunov mea-
sure is defined as any non-negative measure µ¯, finite
outside U() (see Remark 2), and satisfies the following
inequality, [P1F µ¯](B) < γ−1µ¯(B), for some γ ≥ 1 and
all sets B ∈ B(X \ U()), such that m(B) > 0.
The following theorem provides the condition for a.e.
stability with geometric decay [21].
Theorem 5: An attractor set A for the dynamical sys-
tem (1) is a.e. stable with geometric decay with respect
to finite measure m, if and only if for all  > 0 there
exists a non-negative measure µ¯, which is finite on
B(X \ U()) and satisfies
γ[P1F µ¯](B)− µ¯(B) = −m(B), (4)
for all measurable sets B ⊂ X \ U() and for some
γ > 1 and where the geometric decay rate is given by
β ≤ 1γ < 1
Proof: We refer readers to Theorem 5 from [21]
for the proof.
A. Lyapunov measure for stabilization
We consider the stabilization of dynamical systems of
the form xn+1 = T (xn, un), where xn ∈ X ⊂ Rq
and un ∈ U ⊂ Rd are respectively the states and the
control inputs. Both X and U are assumed compact.
The objective is to design a feedback controller un =
K(xn), to stabilize the attractor set A. The stabilization
problem is solved using the Lyapunov measure by
extending the P-F operator formalism to the control
dynamical system [2]. We define the feedback control
mapping C : X → Y := X ×U as C(x) = (x,K(x)).
We denote B(Y ) as the Borel-σ algebra on Y and
M(Y ) as the vector space of real valued measures on
B(Y ). For any µ ∈M(X), the control mapping C can
be used to define a measure θ ∈M(Y ), as follows:
θ(D) := [PCµ](D) = µ(C−1(D))
[PC−1θ](B) := µ(B) = θ(C(B)), (5)
for all sets D ∈ B(Y ) and B ∈ B(X). Since C is
an injective function with θ satisfying (5), it follows
from the theorem on disintegration of measure [22]
(Theorem 5.8). There exists a unique disintegration θx
of the measure θ for µ and almost all x ∈ X , such
that
∫
Y f(y)dθ(y) =
∫
X
∫
C(x) f(y)dθx(y)dµ(x), for
any Borel-measurable function f : Y → R.
This disintegration of θ measure allows us to write the
P-F operator for the composition T ◦C : X → X as a
product of PT and PC as follows:
[PT◦Cµ](B) =
∫
Y
χB(T (y))d[PCµ](y)
= [PTPCµ](B) =
∫
X
∫
C(x)
χB(T (y))dθx(y)dµ(x).
The P-F operators PT and PC are used to define their
restriction, P1T : M(Ac × U) → M(Ac), and P1C :
M(Ac) → M(Ac × U) to the complement of the
attractor set respectively, in a way similar to Eq. (3).
The control Lyapunov measure is defined as any non-
negative measure µ¯ ∈ M(Ac), finite on B(X \ U()),
such that there exists a control mapping C that satisfies
following control Lyapunov measure equation
γ[P1TP1C µ¯](B)− µ¯(B) = −m(B), (6)
for every set B ∈ B(X \U()) and γ ≥ 1. Stabilization
of the attractor set is posed as a co-design problem of
jointly obtaining the control Lyapunov measure µ¯ and
the control P-F operator PC [2].
In the following section we explain how the stabi-
lization framework using Lyapunov measure can be
extended to optimization stabilization using Lyapunov
measure.
B. Optimal stabilization
The basic idea behind the optimal stabilization is to
augment the control Lyapunov measure equation (6)
with a cost function so that the attractor set A is
stabilized while minimizing a certain cost.
We consider the following cost function.
CC(B) =
∫
B
∞∑
n=0
γnG ◦ C(xn)dm(x), (7)
where x0 = x, the cost function G : Y → R is assumed
a continuous non-negative real-valued function, such
that G(A, 0) = 0, xn+1 = T ◦ C(xn), and 0 < γ < 1β .
Under the assumption that the controller mapping C
renders the attractor set a.e. stable with a geometric
decay rate, β < 1γ , the cost function (7) is finite. In the
following we will use the notion of the scalar product
between continuous function h ∈ C0(X) and measure
µ ∈ M(X) as 〈h, µ〉X :=
∫
X h(x)dµ(x) [4]. The
following theorem proves the cost of stabilization of
the set A as given in Eq. (7) can be expressed using
the control Lyapunov measure equation.
Theorem 6: Let the controller mapping C(x) =
(x,K(x)), be such that the attractor set A for the feed-
back control system T ◦C : X → X is a.e. stable with
geometric decay rate β < 1. Then, the cost function
(7) is well defined for γ < 1β and, furthermore, the
cost of stabilization of the attractor set A with respect
to Lebesgue almost every initial condition starting from
set B ∈ B(X1) can be expressed as follows:
CC(B) =
∫
B
∑∞
n=0 γ
nG ◦ C(xn)dm(x)
=
∫
Ac×U G(y)d[P
1
C µ¯B](y) =
〈
G,P1C µ¯B
〉
Ac×U , (8)
where x0 = x and µ¯B is the solution of the following
control Lyapunov measure equation,
γP1T · P1C µ¯B(D)− µ¯B(D) = −mB(D), (9)
for all D ∈ B(X1) and where mB(·) := m(B ∩ ·) is a
finite measure supported on the set B ∈ B(X1).
Proof: Refer to [23] (Theorem 6) for the proof.
By appropriately selecting the measure on the right-
hand side of the control Lyapunov measure equation (9)
(i.e., mB), stabilization of the attractor set with respect
to a.e. initial conditions starting from a particular set
can be studied. The minimum cost of stabilization is
defined as the minimum over all a.e. stabilizing con-
troller mappings C with a geometric decay as follows:
C∗(B) = min
C
CC(B). (10)
Using (8) and (9) the infinite dimensional linear pro-
gram for optimal stabilization can be written as fol-
lows. We first define the projection map, P1 : Ac ×
U → Ac as: P1(x, u) = x, and denote the P-
F operator corresponding to P1 as PP1 : M(Ac ×
U) → M(Ac), which can be written as [P1P1θ](D) =∫
Ac×U χD(P1(y))dθ(y) =
∫
D×U dθ(y) = µ(D). Using
this definition of projection mapping P1 and the corre-
sponding P-F operator, we can write the linear program
for the optimal stabilization of set B with unknown
variable θ as follows:
min
θ≥0
〈G, θ〉Ac×U ,
s.t. γ[P1T θ](D)− [P1P1θ](D) = −mB(D), (11)
for D ∈ B(X1).
III. DATA-DRIVEN APPROACH FOR OPTIMAL
STABILIZATION
The computational framework relies on the finite di-
mensional approximation of the transfer P-F operator
which is used in the approximation of infinite dimen-
sional linear program for optimal stabilization. For
the finite dimensional approximation of P-F operator
from time-series data, we use Naturally Structured
Dynamics Mode Decomposition (NSDMD) algorithm
[14]. One of the distinguishing feature of this algorithm
as compared to other algorithms available for finite
dimensional approximation of Koopman and then P-F
operator is it preserves two natural properties of these
transfer operators namely positivity and Markov prop-
erty. These properties are essential in the formulation
of optimal stabilization problem as a linear program.
In fact, in the absence of these properties, the optimal
control problem for a nonlinear system using transfer
operator framework cannot be formulated as a linear
program. In the following, we briefly describe the NS-
DMD algorithm and then present the finite dimensional
approximation of the linear program.
A. Naturally Structured Dynamic Mode Decomposition
The Koopman operator corresponding to dynamical
system (1) is defined as
[Uh](x) = h(F (x)),
where h ∈ C0(X). The Koopman and P-F operators
are dual to each other and the duality is expressed as
follows 1
〈Uh, g〉 =
∫
X
[Uh](x)g(x)dx
=
∫
X
h(x)[Pg](x)dx = 〈h,Pg〉 , (12)
where h ∈ L∞(X) and g ∈ L1(X) and the P-
F operator on the space of densities are defined as
follows:
[Pg](x) = g(F−1(x))|dF
−1(x)
dx
|
Furthermore, these two operators also satisfy positivity
property i.e., for any h ≥ 0 and g ≥ 0, we have Uh ≥
0 and Pg ≥ 0. Another important property the P-F
operator satisfies is the Markov property∫
X
[Pg](x)dµ(x) =
∫
X
g(x)dµ(x),
1With some abuse of notation we are using the same notation
to define the P-F operator acting on the space of functions and
measures
where P : L1(X,µ) → L1(X,µ) and µ is not
necessarily invariant probability measure. The NSDMD
algorithm approximate Koopman operator while pre-
serving the positivity property. Furthermore, the duality
between the Koopman and P-F operator combined with
the Markov property of the P-F operator is exploited to
provide data-driven approximation of P-F operator from
the Koopman operator. Hence the NSDMD algorithm
can be viewed as Extended Dynamic Mode Decompo-
sition (EDMD) with added constraints to ensure posi-
tivity and Markov property. For the finite dimensional
approximation, let X = [x1, . . . , xL] be the time-series
data and
Ψ(x) = [ψ1(x), . . . , ψK(x)]
>
as the choice of dictionary functions.
Assumption 7: We assume that ψj(x) ≥ 0 for j =
1, . . . ,K and define
[Λ]ij =
∫
X
ψi(x)ψj(x)dx. (13)
Remark 8: In the simulation section we assume the
dictionary functions to be Gaussian radial basis func-
tion for ensuring positivity of dictionary functions. The
matrix Λ in Eq. (13) can be computed explicitly.
Under Assumption 7, the finite dimensional approxi-
mation of Koopman operator K ∈ RK×K , and P-F
operator P ∈ RK×K , can be formulated as following
optimization problem
min
K
‖ GK −A ‖F (14)
s.t. Kij ≥ 0, (Koopman positive constraints)
[ΛKΛ−1]ij ≥ 0, (P− F positive constraints)
ΛKΛ−11 = 1, (P− F Markov constraints)
where G and A are defined as follows:
G =
1
L
L∑
m=1
Ψ(xm)
>Ψ(xm)
A =
1
L
L∑
m=1
Ψ(xm)
>Ψ(ym). (15)
and 1 is the vector of all ones. The P-F operator P is
given by P = Λ−1K>Λ.
B. Finite Dimensional Approximation of Linear Pro-
gram for Optimal Stabilization
The finite dimensional approximation of the P-F oper-
ator can now be used in the finite dimensional approx-
imation of the linear program in Eq. (11) for optimal
stabilization. Towards this goal, we first discretize the
control set U . The control input is quantized and
assumed to take only finitely many control values from
the quantized set UM = {u1, . . . , ua, . . . , uM}, where
ua ∈ Rd. For each fixed value of control input u = ua,
time-series data {xa1, . . . , xaL} for a = 1, . . . ,M is
generated and the finite dimensional approximation of
the P-F operator is constructed using the NSDMD
algorithm outlined in section III-A. We denote the P-F
operator approximated for fixed value of control input
u = ua as Pa. For the finite dimensional approximation
of the infinite dimensional linear program we need to
approximate the cost function G and the measure θ.
Following Remark 8 the centers for the Gaussian radial
basis function are generated using K-mean clustering
on data set generated from uncontrolled dynamical
system. Let x∗` for ` = 1, . . . ,K be the centers of the
Gaussian radial basis functions. The finite dimensional
approximation of the cost function is then expressed
as G(x∗` , u
a) for ` = 1, . . . ,K and a = 1, . . . ,M .
Let Ga = [G(x∗1, ua), . . . , G(x∗K , u
a)]> ∈ RK and
θa ∈ RK be the finite dimensional approximation of
measure θ on X×U . The matrix representation of θ has
K rows and M columns i.e., θ ∈ RK×M 2. The (j, a)
entry of θ is denoted by θja and we use the notation θa
and θj for the ath column and jth row of θ respectively.
Without loss of generality, we assume that the dic-
tionary function ψ1(x) with center at x∗1 is supported
on the equilibrium point or the attractor set that we
want to stabilize. Under this assumption, let P 1a ∈
R(K−1)×(K−1) be the P-F matrix obtained from Pa after
deleting the first row and first column. Similarly, let θ¯ ∈
R(K−1)×M be the matrix obtained from θ after deleting
the first row. G1a = [G(x
∗
2, u
a), . . . , G(x∗K , u
a)]> ∈
RK−1 is the vector obtained by deleting the first entry
from vector Ga. The finite dimensional approximation
of the infinite dimensional linear program (11) can then
be written as follows:
min
θ¯a≥0
∑M
a=1(G
1
a)
>θ¯a,
s.t. γ
∑M
a=1(P
1
a )
>θ¯a −
∑M
a=1 θ¯a = −m,
∑
a θ¯a = 1,(16)
2With some abuse of notations we are denoting both the infinite
and finite dimensional representation of θ with same notation.
where 1 is a vector of all ones and inequality θ¯a ≥ 0
is element-wise. The optimization problem (16) is a
finite dimensional linear program in terms of variable
θ1a. The solution to the optimization problem in general
lead to a stochastic vector θ¯j . The row vector θ¯j has
a physical significance. In particular, θ¯ja determines the
probability of choosing the control action a with state
corresponding to the dictionary function ψj(x). But,
we are interested in determining deterministic control
action i.e.,
θ¯ja = 1 for exactly one a ∈ {1, . . . ,M}.
However, introducing this binary constraints on the
entries of θ¯j in the optimization problem (16) will lead
to non-convex formulation which is difficult to solve.
Again, we know that deterministic control action can be
obtained from stochastic θ¯j vector [3]. In particular, fol-
lowing choice of deterministic feedback control can be
made from stochastic θ¯j . Let θ¯ja∗ = max{θ¯j1, . . . , θ¯jM}
i.e. a∗ is the index corresponding to the maximum
entry from the vector θ¯j . Then the optimal deterministic
feedback control is given by
ua(j) = ua∗.
At this point, the optimal feedback control k(x) is given
by the following formula
k(x) =
K∑
`=1
ua(j)ψj(x).
IV. SIMULATION RESULTS
In this section we provide results of the data-
driven optimal stabilization algorithm applied into one-
dimensional and two-dimensional continuous and dis-
crete time nonlinear systems. Results are obtained using
YALMIP with GUROBI solver coded in MATLAB.
Cubic Logistic Map
Controlled equation for cubic logistic map is given as
follows:
xn+1 = λxn − x3n + un (17)
where xn ∈ [−1.6, 1.6] is the state, un is the control
input and we chose parameter λ = 2.3. Let, control
input space is quantized to [−0.2 : 0.02 : 0.2]. For the
finite dimensional approximation of the P-F operator,
we chose 200 Gaussian radial basis functions as dic-
tionary function with σ = 0.008. The cost function is
assumed to be x2 + u2.
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Fig. 1: Lyapunov Measure for Cubic Logistic Map
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Fig. 2: Cubic Logistic Map: open loop and closed loop
trajectories
In Fig. 1, we provide the Lyapunov measure plot
verifying the stability of the closed loop system. Fig. 2
shows two sample trajectories for the open loop and
closed loop logistic maps. We observe that closed-
loop trajectories are perfectly stabilized to the only
equilibrium point at origin within few time steps.
Duffing Oscillator
The control of duffing oscillator is described by fol-
lowing equations
x˙1 = x2
x˙2 = (x1 − x31)− 0.5x2 + u
(18)
The system has unstable equilibrium point at the origin
and two stable equilibrium point at (±1, 0). The ob-
jective is to stabilize the unstable equilibrium point at
the origin. We consider the state space X = [−2, 2]×
[−2, 2]. For the finite dimensional approximation we
use 100 Gaussian radial basis function with σ = 0.2.
The centers for the radial basis functions are chosen
using K-mean clustering algorithm applied to data set
generated for open loop system and as shown in Fig. 3.
The control input u is quantized to U = [−4 : 0.5 : 4].
In Figs. 4 and 5 we show the plots for the open loop
and closed loop trajectories along with optimal cost and
control inputs.
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Fig. 3: Data for approximating transfer operator
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Fig. 4: Duffing Oscillator: a) Open loop and closed loop
trajectories; b) Optimal cost and control values.
Basin Hopping in a Double Well
x˙1 = x2
x˙2 = −x31 + ax21 + x1 − a+ u (19)
For parameter value of a = 0.5, the system has three
equilibrium points at (±1, 0) and (a, 0). The equilib-
rium points at (±1, 0) are stable and (a, 0) is unstable.
The objective is to stabilize the unstable equilibrium
point at (a, 0). Control quantization used for this ex-
ample is U = [−2 : 0.2 : 2]. For the finite dimension
approximation, we construct 100 Gaussian radial basis
functions with σ = 0.22. Using the designed control,
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Fig. 5: Duffing Oscillator: a) Open loop and closed loop
trajectories; b) Optimal cost and control values.
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Fig. 6: Basin Hopping Double Well: a) Open-loop and
closed-loop trajectories; b) Optimal cost and control
inputs.
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Fig. 7: Basin Hopping Double Well: a) Open loop and
closed loop trajectories; b) Optimal cost and control
inputs.
the intended unstable equilibrium was successfully sta-
bilized for almost all the initial conditions. In figures 6
and 7, we compare the open loop and close loop sample
trajectories starting from two different initial conditions
and corresponding optimal cost and control inputs.
Standard Map
xn+1 = xn + yn +Ku sin 2pixn ( mod 1)
yn+1 = yn +Ku sin 2pixn (20)
Standard Map is one of the classical example of sys-
tem exhibiting complex dynamics. The states of the
standard map are canonical action-angle coordinates
and they arise as a discretization of 112 degree of
freedom Hamiltonian system. Control of standard maps
are studied in [24]. For the uncontrolled standard map
the entire state space (x, y) ∈ [0, 1] × [0, 1] is foliated
with periodic and quasi periodic motion. The control
objective is to stabilize the period 2 orbit located at
(0.25, 0.5) and (0.75, 0.5). The parameter value of K
is chosen to be equal to 0.25. For finite dimensional
approximation, we used 200 Gaussian radial basis
functions with σ = 0.02. Control is quantized to U =
[0.5 : 0.02 : 0.5]. Open loop and closed loop control
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Fig. 8: Period 2-orbit stabilization for standard map:
a) Open-loop and closed loop trajectories; b) Optimal
control value.
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Fig. 9: Period 2-orbit stabilization for standard map:
a) Open-loop and closed loop trajectories; b) Optimal
control value.
trajectories for the stabilization of period two orbit is
shown in Fig. 8(a) with corresponding optimal control
value is shown in Fig. 8(b). The stabilization of period
two orbit is also evident from Fig. 9(a), where along
the x direction the system trajectory toggle between
two points x = 0.25 and x = 0.75 and along y axis
the trajectory stabilize to y = 0.5.
V. CONCLUSIONS
The main contribution of this paper is to utilize time-
series data trajectory from a nonlinear system in or-
der to provide linear programming-based approach for
optimal stabilization of an attractor set. The proposed
method relies on a linear transfer operator theoretic
framework for a linear representation of a nonlinear
system and the design of optimal stabilizing feedback
controller. We use Naturally Structured Dynamic Mode
Decomposition (NSDMD) algorithm for the finite-
dimensional approximation of the transfer Koopman
and then P-F operator from time series data. The
finite-dimensional approximation of the P-F operator
is employed for the optimal stabilization of equilibrium
point and periodic orbit using the Lyapunov measure-
based optimal stabilization algorithm developed in [3].
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