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We develop a self-consistent approach for calculating the local impedance at a rough surface of a
chiral p-wave superconductor. Using the quasiclassical Eilenberger-Larkin-Ovchinnikov formalism,
we numerically find the pair potential, pairing functions, and the surface density of states taking
into account diffusive electronic scattering at the surface. The obtained solutions are then employed
for studying the local complex conductivity and surface impedance in the broad range of microwave
frequencies (ranging from subgap to above-gap values). We identify anomalous features of the
surface impedance caused by generation of odd-frequency superconductivity at the surface. The
results are compared with experimental data for Sr2RuO4 and provide a microscopic explanation
of the phenomenological two-fluid model suggested earlier to explain anomalous features of the
microwave response in this material.
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I. INTRODUCTION
Studying the surface properties of unconventional and
topological superconductors is one of the central topics
in modern solid-state physics [1–6]. An important case
is superconductivity in Sr2RuO4 with possible chiral p-
wave spin-triplet pairing and nontrivial surface proper-
ties, which remains a subject of intensive experimental
and theoretical investigation for a long time [7–21]. A
number of theoretical works investigate formation of sur-
face Andreev bound states and possible spontaneous sur-
face currents (due to broken time-reversal symmetry) in
p-wave superconductors and in superfluid 3He (which is
a charge-neutral realization of p-wave superconductivity)
[22–37].
Measuring the microwave response may provide im-
portant information for understanding surface properties
of unconventional superconductors [38–40]. However, a
fully consistent microscopic approach for calculating the
surface impedance in these materials is not yet formu-
lated. In recent experimental studies of the properties of
Sr2RuO4 in microwave cavities, the results of measure-
ments were interpreted in terms of the phenomenological
two-fluid model [38–40]. On the other hand, existing
2theoretical approaches [41, 42] for calculating the surface
impedance are not applicable for clean anisotropic ma-
terials. A step forward was done in Ref. [43], where it
was shown that the main anomalous contribution to the
impedance is provided by a rough surface layer, in which
the superconducting pair potential becomes isotropic.
The approach developed in Refs. [41, 42] can then be
applied to calculation of the response functions.
In this work, we extend the results of Ref. [43] by de-
veloping a self-consistent approach to the problem of cal-
culation of the surface impedance in a chiral p-wave su-
perconductor. We calculate the pair potential, pairing
functions, and the density of states at the rough surface
in a chiral p-wave superconductor. The obtained micro-
scopic characteristics are then applied to studying the
local complex conductivity and the surface impedance.
The results for the surface impedance are compared with
experiments performed on Sr2RuO4 samples and provide
microscopic explanation of the phenomenological two-
fluid model with finite quasiparticle fraction at zero tem-
perature, introduced earlier [38–40] to explain anomalies
in this material.
The paper is organized as follows. In Sec. II, we intro-
duce our theoretical approach and discuss the obtained
results. In Sec. III, we present experimental results for
the surface impedance of Sr2RuO4. Relation between
the theoretical and experimental results is discussed in
Sec. IV. Our results are summarized in Sec. V. Details of
theoretical derivation are presented in the Appendices.
Throughout the paper, we employ the units with ~ =
kB = 1.
II. THEORY
A. Method
We consider a chiral p-wave superconductor, occupying
the half-space x < 0, with a flat surface producing dif-
fusive scattering of quasiparticles (this is the limit of the
“rough” surface, as opposed to the specularly reflecting
one).
We describe the system in the framework of the
quasiclassical Eilenberger-Larkin-Ovchinnikov equations
[44, 45]. The bulk p-wave superconductor is assumed
to satisfy the clean limit conditions (infinite scattering
time), then the equations take the following form [46]
(see Appendix A):
2ωnf + v cos θ
df
dx
= −2i∆g, (1)
2ωnf
+ − v cos θdf
+
dx
= 2i∆∗g, (2)
v cos θ
dg
dx
= i∆∗f + i∆f+. (3)
The normal [g(x, θ, ωn)] and anomalous [f(x, θ, ωn) and
f+(x, θ, ωn)] Eilenberger-Larkin-Ovchinnikov functions
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FIG. 1. Spatial distribution of the ∆x and ∆y components
of the pair potential in the vicinity of the rough surface at
(a) T = 0.2Tc and (b) T = 0.8Tc. Our calculations imply
an extremely rough limit such that reflected quasiparticles
have the uniform angular distribution for any incidence an-
gle. As a result, incident trajectories are anisotropic, while
reflected ones are isotropic, and after angular integration in
the self-consistency equation we find small but finite ∆x(0)
[in contrast to the case of a specular interface that would lead
to ∆x(0) = 0 due to symmetry of the chiral p-wave state]
[31, 34].
satisfy the normalization condition
g2 + ff+ = 1. (4)
Other notations have the following meaning: θ is the
angle between the x axis (normal to the surface) and
the direction of electron Fermi velocity v, and integer n
enumerates the Matsubara frequencies ωn = piT (2n+ 1)
with T being temperature. The pair potential ∆(x, θ)
in a chiral p-wave superconductor (px + ipy state) can
be decomposed into two components, ∆ = ∆x(x) cos θ+
i∆y(x) sin θ.
Equations (1)-(3) should be supplemented with the
self-consistency equation, which can be written (see Ap-
pendix B) in the form
∆x ln
T
Tc
+ 2piT
∑
ωn>0
[
∆x
ωn
+ 〈2 cos θ Im f(θ)〉
]
= 0, (5)
∆y ln
T
Tc
+ 2piT
∑
ωn>0
[
∆y
ωn
− 〈2 sin θRe f(θ)〉
]
= 0. (6)
Here, the angle brackets denote the angular averaging,
〈...〉 = (1/2pi) ∫ 2pi0 (...)dθ, and Tc is the critical tempera-
ture of the superconductor.
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FIG. 2. Real and imaginary components of the Green functions (a) g(E) and (b) f(E) calculated at the outer surface of the
structure at T = 0.2Tc. The DOS (normalized to the normal-metallic value) is given by Re g and demonstrates two distinct
energy intervals determined by the surface Andreev band (|E| < δ) and the bulk band (|E| > ∆0). This classification is also
relevant for other components as can be seen from the figures. Note that Re g and Im f should vanish inside the band gap
(at δ < |E| < ∆0), while their nonzero values in the figures are a numerical artifact originating from taking a small but finite
imaginary part of energy (E+ i0) in order to achieve convergence of our numerical procedure for calculating the retarded Green
functions.
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FIG. 3. Temperature dependencies of the characteristic ener-
gies: half-width of the bulk gap ∆0 (solid line), half-width of
the surface Andreev band δ (dashed line), and width of the
surface band gap ∆0 − δ (short-dashed line).
Properties of rough superconductor surfaces can be
described [31, 34] in the framework of the Ovchinnikov
model [47]. Within this model, the surface roughness is
modelled by a thin diffusive normal-metal layer cover-
ing the superconductor. The thickness d of the normal
layer is assumed to be such that l ≪ d ≪ ξ0 (where
l = vτ is the mean free path and ξ0 = v/2piTc is the
coherence length). Inside the layer (occupying the area
0 < x < d), the Eilenberger-Larkin-Ovchinnikov equa-
tions [44, 45] (see Appendix A) transform to
v cos θ
df
dx
=
〈f〉 g − 〈g〉 f
τ
, (7)
v cos θ
df+
dx
= −〈f
+〉 g − 〈g〉 f+
τ
, (8)
v cos θ
dg
dx
=
〈f+〉 f − 〈f〉 f+
2τ
. (9)
Here, the ωn terms, which could be written similarly to
Eqs. (1) and (2), are neglected due to a large value of
1/τ . Physically, the limit of very rough interface that
we consider means that reflected quasiparticles have the
uniform angular distribution for any incidence angle.
The Green functions should be continuous along each
quasiclassical trajectory. The resulting set of equations
(1)-(9) can be solved numerically following the proce-
dure developed in Refs. [31, 34]. In the course of this
procedure, Eqs. (1)-(9) are treated as a system of linear
equations, while ∆, 〈f〉, 〈f+〉, and 〈g〉 are determined
self-consistently.
The results of the self-consistent solution for the pair
potential are illustrated in Fig. 1 in the two cases of rela-
tively low [panel (a)] and high [panel (b)] temperatures.
In the bulk (x → −∞), the two components of the pair
potential are equal, ∆x = ∆y. However, their behavior
is different near the surface and depends on properties of
the surface in accordance with previous results [26, 31].
While mirror reflection would completely suppress ∆x at
the surface due to symmetry reasons, we observe that
roughness leads to a small but finite value (the smallness
is numerical, not parametric). At the same time, ∆y is
not suppressed by a mirror surface, while roughness leads
to a noticeable suppression of this component [still, this
4suppression is not so strong as in the case of ∆x; as a
result, ∆y(0) is much larger than ∆x(0)].
The spatial scales of suppression in the cases of ∆x(x)
and ∆y(x) differ only by a numerical factor (which does
not contain any large or small parameter). The char-
acteristic scale along each trajectory is ξ0; however, the
characteristic scale in the x direction depends on the tra-
jectory angle [this can be seen from the cos θ factor mul-
tiplying the Fermi velocity in Eqs. (1)-(3)]. Since the
∆x component in our geometry is mainly contributed
by quasiparticles with normal incidence (cos θ close to
1), the corresponding suppression length is just ξ0, see
Fig. 1. On the other hand, ∆y is mainly determined by
quasiparticles in the py lobe, moving almost parallel to
the surface (small cos θ). The integral effect on ∆y is
such that this component is suppressed on a length scale
several times smaller than ξ0 [34], see Fig. 1.
As a result, in the vicinity of the surface, ∆y(x) is
larger than ∆x(x), which means that the pair potential
is predominantly py wave. The absolute value of the ∆y
component in this situation has a tendency to the bulk
value of the pair potential in purely py-wave supercon-
ducting state, which exceeds the bulk value of ∆y in the
chiral px+ipy pair potential [48]. This phenomenon leads
to a maximum of ∆y(x) at a distance from the surface
smaller than ξ0. The maximum is more pronounced at
lower temperatures, see Fig. 1(a).
Having calculated the pair potential ∆(x, θ) at differ-
ent temperatures with the help of the Matsubara repre-
sentation, we switch to the representation of real energy
E and find the (retarded) Green functions f(E), f+(E),
and g(E). To this end, we substitute ωn = −i(E + i0)
and numerically solve the boundary problem defined by
Eqs. (1)-(3) and (7)-(9).
B. Results for the Green functions
Below, we discuss properties of the Green functions
calculated at the outer surface of the structure (i.e., at
x = d although d is very small in our calculations, d ≪
ξ0 [49]). These Green functions are isotropicized due to
strong impurity scattering inside the normal layer. The
results of calculations are demonstrated in Fig. 2, where
we plot Re g(E), Im g(E), Re f(E), and Im f(E).
The real part of the normal Green function, Re g(E),
represents the surface density of states (DOS) normalized
to the normal-metallic value. The DOS is an even func-
tion of E. The peaks of the surface DOS at |E| = ∆0 are
inherited from the coherence peaks in the bulk supercon-
ductor (note that the chiral p-wave state is fully gapped
with isotropic gap equal to ∆0). They appear due to ef-
fective proximity effect between the bulk superconductor
and the diffusive surface layer (that models the rough
surface). More generally, we can say that the whole con-
tinuum of the states at |E| > ∆0 (the bulk band) in the
surface DOS originates from the bulk quasiparticle states
of the superconductor.
At the same time, the DOS below ∆0 demonstrates
a wide band of surface Andreev bound states [26, 50].
This is the surface effect, not present in the bulk, and
related to reflections of quasiparticles from the surface,
which changes the pair potential felt by quasiparticles
(due to the anisotropic nature of superconductivity in
our system). The surface Andreev band is dispersive, as
a consequence of the chiral px+ ipy symmetry of the pair
potential with internal superconducting phase difference
between different trajectories (this contrasts the px case
with a sharp Andreev surface peak at zero energy). The
amplitude of the DOS in the vicinity of zero energy is sig-
nificant and even exceeds the normal-metallic DOS in the
limit of rough surface, see Fig. 2. This becomes obvious
from the normalization condition (4), which at E = 0,
due to vanishing of Im g(0) and Re f(0), reduces to
[Re g(0)]
2
= 1 + [Im f(0)]
2
, (10)
which is clearly larger than unity. We denote the half-
width of the Andreev band by δ, which is smaller than
∆0 (the half-width of the bulk superconducting gap). Fi-
nally, the interval of energies between δ and ∆0 can be
called the effective band gap (between the Andreev band
and the bulk band).
The two energy scales, δ and ∆0, turn out to be char-
acteristic energies not only for the DOS but for all the
components of the Green functions, see Fig. 2. Both
these energies are suppressed by temperature (obviously
vanishing at Tc), while their difference (the band gap)
is slightly nonmonotonic with a shallow maximum, see
Fig. 3. The real part of g and the imaginary part of f
are even functions of energy E, while the imaginary part
of g and the real part of f are odd (the symmetry de-
pends on the choice of definitions for the Green functions
and on the choice of the superconducting phase [46]).
The quasiparticle states in the Andreev band can be
interpreted [25] as a manifestation of the odd-frequency
superconductivity [51, 52] [enhanced DOS due to odd-
frequency superconductivity, see Eq. (10), was pointed
out in Refs. [24, 53]]. The odd-frequency property is
clearly pronounced as the symmetry of the anomalous
Green function in the language of the Matsubara tech-
nique (odd dependence on the Matsubara frequency ωn),
while in the real-energy (E) representation it relates re-
tarded and advanced functions and therefore is not obvi-
ous from Fig. 2 (where we only plot retarded functions).
Nevertheless, this unusual property will become evident
later when we discuss the imaginary part of the conduc-
tivity.
Although the Andreev bound states at the surface of
the chiral p-wave superconductor are also present in the
case of specular surface, roughness “emphasizes” them.
The surface itself breaks the rotational symmetry and
leads to mixing of superconducting states with different
angular momenta [54, 55]. In its turn, disorder (surface
roughness) suppresses all anisotropic harmonics, thus sin-
gling out the s-wave superconducting component, which
inevitably possesses the odd-frequency symmetry in the
5triplet case (note that the bulk p-wave superconductiv-
ity is spin triplet) [24, 31]. The surface Andreev states
that we find are a manifestation of this odd-frequency
superconducting component.
The self-consistency for the pair potential [Eqs. (5) and
(6)] turns out to be important for the formation of a
well-defined Andreev band of width 2δ, separated from
the bulk band. This can be seen from comparison with
Ref. [43], where similar calculations were performed for
the case of rough surface but without taking into account
the self-consistency. The obtained results also demon-
strated enhanced subgap Andreev states but the Andreev
band was merged with the bulk band without any band
gap, so in this sense the Andreev band was not well de-
fined.
Note that the Green functions at the free surface of the
rough layer (x = d), which we discuss, are different from
the functions at the interface between the clean supercon-
ductive and the rough layer (x = 0) [27, 31]. The Green
functions at the interface are not isotropic and have es-
sentially different energy dependence inside the Andreev
band (|E| < δ). For example, the energy dependence of
the DOS inside the Andreev band is nearly flat due to
contributions from quasiparticle trajectories almost par-
allel to the interface (θ ≈ pi/2) [27, 31], in contrast to the
dome-shaped DOS at the outer surface [Fig. 2(a)].
C. Results for the complex conductivity
The Eilenberger Green functions at the outer surface
of the structure are isotropic due to the rough (diffusive)
surface layer and thus reduce to the Usadel Green func-
tions. The complex conductivity σ(ω) at the surface can
then be calculated with the help of the dirty-limit expres-
sion (A39) (where we substitute our effectively isotropic
functions). Separating the real and imaginary parts,
σ(ω) = σ1(ω) + iσ2(ω) and denoting E± = E ± ω/2,
we find
σ1(ω)
σ0
=
1
2ω
∞∫
−∞
dE
(
tanh
E+
2T
− tanh E−
2T
)
× [Re g(E+)Re g(E−) + Im f(E+) Im f(E−)] , (11)
σ2(ω)
σ0
= − 1
ω
∞∫
−∞
dE tanh
E−
2T
× [Re g(E−) Im g(E+)− Im f(E−)Re f(E+)] , (12)
where σ0 is the Drude conductivity [note that in the
normal metal, we reproduce the trivial dirty-limit result
σ1(ω) = σ0 and σ2(ω) = 0].
We substitute into Eqs. (11) and (12) the Green func-
tions g and f calculated at the surface according to the
procedure discussed above (see Secs. II A and II B). Con-
ductivity σ as a function of frequency ω is demonstrated
in Fig. 4 for low T = 0.2Tc and high T = 0.8Tc temper-
atures.
1. Real part of conductivity
The real part of conductivity, σ1(ω), determines the
dissipative response of quasiparticles and superconduct-
ing condensate to external electromagnetic field of fre-
quency ω. The dissipation occurs due to transitions be-
tween energies E − ω/2 and E + ω/2, as described by
the products of the Green functions in Eq. (11). The dif-
ference of the hyperbolic tangents in the first line of Eq.
(11) defines the energy window inside which the transi-
tions contribute to dissipation. Qualitative behavior of
σ1 can be understood from considering the quasiparticle
contribution (the Re g ·Re g term), while the condensate
contribution (the Im f · Im f term) only affects this be-
havior quantitatively. Note that Eq. (11) is written in
a symmetrized form, in which the integrand is an even
function of E.
The anomalous feature of the σ1(ω) dependence in our
system is the absence of threshold that usually charac-
terizes this function at low temperatures in fully gapped
superconductors. At the same time, despite the fully
gapped nature of the chiral p-wave state in the bulk,
the surface features the presence of the subgap Andreev
band. Therefore, even at T → 0, there are always surface
states at arbitrarily low energy, which can participate
in dissipation. Due to those states, the static dissipa-
tive conductivity σ1(0) is finite; moreover, it exceeds the
normal-state value, see Fig. 4. The static limit is easily
extracted from Eq. (11) (at any T ):
σ1(0)
σ0
= [Re g(0)]
2
+ [Im f(0)]
2
= 1+ 2 [Im f(0)]
2
. (13)
Figure 2 illustrates that the two terms in the right-hand
side of the first equality (due to quasiparticles and due
to the condensate, respectively) provide similar contri-
butions, both exceeding 1. The last equality is written
with the help of the normalization condition (10) and
demonstrates that σ1(0) > σ0.
When ω increases, the anomalous intra-Andreev-band
transitions provide smaller dissipation since not only the
top of the dome but also energies closer to its sides are
involved, and the latter correspond to smaller DOS. This
explains the maximum of σ1 at ω = 0.
Further increase of ω and/or increase of T turn on two
more types of dissipative processes: the Andreev-to-bulk-
band and the conventional superconducting bulk-to-bulk-
band transitions. The Andreev-to-bulk-band transitions
appear at ω > ∆0 − δ, i.e., when frequency is sufficient
to overcome the band gap [note that while σ1 is positive,
the condensate contribution to σ1 due to such transitions
is negative, see Fig. 2(b)]. The bulk-to-bulk-band tran-
sitions are effective at any ω if T exceeds ∆0, so that
there are many thermally excited quasiparticles above
the bulk gap. On the other hand, at T ≪ ∆0, the bulk-
to-bulk-band transitions appear in the threshold manner
when ω > 2∆0. In any case, when ω exceeds 2∆0, the
dissipative conductivity tends to the normal-state Drude
conductivity σ0.
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FIG. 4. Real σ1 and imaginary σ2 components of the conductivity at the rough surface of chiral px + ipy superconductor
vs. frequency ω at (a) low temperature T = 0.2Tc and (b) high temperature T = 0.8Tc. Vertical dashed lines demonstrate
characteristic energies for the surface Green functions.
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FIG. 5. Real R and imaginary X components of the local impedance Z at the rough surface of chiral px + ipy superconductor
vs. frequency ω at (a) low temperature T = 0.2Tc and (b) high temperature T = 0.8Tc. The normalization factor Z0 equals
the normal-metallic R [in the normal state, R = X and we can write Z(ω) = (1− i)Z0(ω)], taken at ω = Tc. Vertical dashed
lines demonstrate characteristic energies for the surface Green functions.
Note also that as frequency grows, the anomalous
intra-Andreev-band transitions are turned off at ω > 2δ,
since the energy jump corresponding to the transitions
becomes larger than the width of the Andreev band.
Comparing the cases of (relatively) low and high tem-
peratures, Figs. 4(a) and 4(b), we observe that the fre-
quency scale at higher temperatures shrinks due to the
decrease of the characteristic energies δ and ∆0 as func-
tions of temperature.
We conclude that the subgap Andreev states quali-
tatively modify the σ1(ω) behavior, leading to a low-
frequency maximum at all temperatures. This contrasts
the conventional behavior in the gapped case, where
σ1(ω) is exponentially suppressed at low temperatures,
T ≪ ∆0.
2. Imaginary part of conductivity
The integral part of Eq. (12) for σ2(ω) is finite in the
superconducting state in the limit ω → 0 [note that the
integrand in Eq. (12) becomes an even function of E in
this limit]. The imaginary part of conductivity is there-
fore inversely proportional to ω in this limit. The propor-
tionality constant is standardly related [56] to the density
of superconducting electrons ns according to
σ2(ω) =
nse
2
mω
, (14)
7where e and m are electron’s charge and mass, respec-
tively. Equation (12) yields
ns(T )
n
= −τ
∞∫
−∞
dE tanh
E
2T
× [Re g(E) Im g(E)− Im f(E)Re f(E)] , (15)
where we normalize ns by the total density of electrons
n.
Bulk superconductivity is characterized by positive ns.
As a manifestation of this fact, we see that both terms
in the square brackets in Eq. (15) give positive contribu-
tion to ns from the bulk band (i.e., from integration over
energies |E| > ∆0), as follows from Fig. 2.
At the same time, odd-frequency superconductivity is
characterized by negative ns. This implies an uncon-
ventional sign of the current response to external elec-
tromagnetic field, anomalous Meissner effect [33, 57–62],
and anomalous behavior of the surface impedance [43].
In our calculations, we observe that both terms in the
square brackets in Eq. (15) provide negative contribution
to ns from the Andreev band (i.e., from integration over
energies |E| < δ), as follows from Fig. 2. This is natural,
since the surface Andreev states are a manifestation of
the odd-frequency superconductivity [25, 54].
As can be expected from Fig. 2, the main contribution
to ns is given by the Andreev band. The behavior of
σ(ω) at small frequencies is therefore anomalous, since it
corresponds to ns < 0. This is illustrated by Fig. 4. Com-
parison between the two different temperatures, shown in
the figure, demonstrates that the absolute value of ns(T )
is reduced with increasing temperature. This effect is
mainly due to the tanh(E/2T ) factor in Eq. (15), which
suppresses the contribution from energies of the order of
T and smaller.
In the case of finite frequencies, the integrand in Eq.
(12) behaves in a complicated manner, changing its sign
several times, and is therefore rather nontransparent
from the point of view of qualitative understanding. The
hyperbolic tangent does not lead to an energy window
[like it was in the case of σ1(ω)], allowing “transitions”
(products of the Green functions with arguments shifted
by ω) at all energies; only the energies corresponding
to |E−| . T are effectively cut out. In addition to intra-
Andreev-band and intra-bulk-band transitions, finite fre-
quencies lead to the appearance of transitions between
the Andreev and bulk bands.
At the same time, as ω grows, the anomalous Andreev-
band contribution becomes suppressed, the conventional
contributions take over, and σ2 acquires the conventional
(positive) sign. At ω ∼ δ, we find a maximum of σ2(ω).
From our previous discussion of characteristic energy
scales, we can expect that the contribution to σ2(ω) of
the intra-Andreev-band processes should vanish when
ω > 2δ. Since this contribution is dominant at small
ω, the remaining σ2 at ω > 2δ should be relatively small.
This is indeed confirmed by Fig. 4. Interestingly, σ2(ω)
crosses zero in the vicinity of ω = 2δ (remaining small at
larger frequencies), meaning that Andreev-to-bulk-band
and bulk-to-bulk-band processes nearly compensate each
other at this frequency. At larger frequencies, σ2(ω) is
negative but small; in this sense, this is a marginally
anomalous regime.
We conclude that while subgap Andreev states pre-
serve the σ2(ω) ∝ 1/ω behavior at low frequencies, the
proportionality coefficient (containing ns) becomes neg-
ative, in contrast to the standard gapped case in which
it is positive. The crossover to the high-frequency regime
is then characterized by a positive maximum of σ2(ω).
D. Results for the surface impedance
The local impedance Z = R − iX is calculated from
the local value of the complex conductivity σ as
Z(ω) =
√
4piω
ic2σ(ω)
, (16)
and we are interested in the surface value of this quan-
tity (at the outer surface of the system). The local
impedance, characterizing surface properties and effect
of surface states, will later be used for comparison with
experiment.
The standard theory of superconductivity prescribes
a certain relation, R < X , between the real and imag-
inary parts of the surface impedance (i.e., between the
surface resistance R and the surface reactance X) [56].
This conventional relation is straightforwardly obtained
if σ2 > 0. However, if σ2 < 0, Eq. (16) predicts an
anomalous regime with R > X . This regime can be
achieved locally due to odd-frequency superconductivity
induced at the surface [43].
1. Frequency dependence of the surface impedance
In order to trace how features of Z(ω) follow from fea-
tures of σ(ω), we plot the impedance in Fig. 5 at the
same parameters for which the conductivity was plotted
in Fig. 4. The surface Andreev states, corresponding to
ns < 0, lead to anomalous low-frequency behavior of the
impedance, with R > X . This relation cannot originate
from conventional bulk superconductivity with ns > 0
and is a manifestation of odd-frequency superconductiv-
ity [43]. At ω ∼ δ, the anomalous Andreev-band con-
tribution is already significantly reduced, σ(ω) reaches
its maximum, and Z(ω) is in the conventional regime,
with R < X . Then, at ω ≈ 2δ, the intersection occurs,
R = X , due to σ2(ω) crossing zero. Finally, at even larger
frequencies, σ2(ω) remains small [|σ2(ω)| ≪ σ1(ω)], and
Z(ω) demonstrates the normal-metallic-like regime with
R(ω) ≈ X(ω) ≈
√
2piω
c2σ1(ω)
(17)
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FIG. 6. Real R and imaginary X components of the local impedance Z at the rough surface of chiral px + ipy superconductor
vs. temperature T for different frequencies: (a) ω = 0.05Tc, (b) ω = 0.5Tc, (c) ω = 1.0Tc, and (d) ω = 2.0Tc. Insets demonstrate
temperature dependencies of Z at the same ω for s-wave superconductor.
[which becomes truly normal metallic at ω exceeding
2∆0, in which case σ1(ω) ≈ σ0]. This regime is
marginally anomalous, since R slightly exceeds X due
to the negative value of σ2(ω):
R(ω)−X(ω) ≈ −σ2(ω)
σ1(ω)
R(ω). (18)
Comparison between Figs. 5(a) and 5(b) demonstrates
that the low-frequency interval, in which the anomalous
regime with R > X takes place, shrinks when tempera-
ture is increased. This agrees with a general tendency to
decreasing characteristic superconducting energy scales,
which we previously noted in the behavior of conductiv-
ity.
The behavior of Z(ω) at ω → 0 can be extracted from
the results for the complex conductivity σ(ω). Accord-
ing to Sec. II C, in this limit, the real part of conductiv-
ity turns to a (positive) constant σ1, see Eq. (13) (the
characteristic scale of this constant is set by the Drude
conductivity σ0), while the imaginary part diverges as
described by Eq. (14) with ns < 0. Equation (16) then
leads to
R =
√
piτ
σ0
n
|ns|
2ω
c
, X =
√
piτ3
σ30
n3
|ns|3
σ1ω
2
c
. (19)
Therefore R(ω) is linear at ω → 0, while X(ω) is
quadratic. This behavior can easily be seen in Fig. 5(a),
while the quadratic dependence of X(ω) is not so clear
in Fig. 5(b). The reason is that the low-frequency regime
corresponding to Eq. (19) is rather narrow in Fig. 5(b),
since higher temperature weakens the effect of the An-
dreev band and leads to relatively small ns in this case,
so that the coefficient in Eq. (19) is large.
Note that Eq. (19) confirms the anomalous R > X re-
lation at low frequencies (more precisely, this equation
corresponds to R≫ X). This contrasts the conventional
behavior in an s-wave superconductor with positive ns.
In this case, the low-frequency result can be written in
the same form as Eq. (19) but with R andX interchanged
(which results in the conventional relation R < X). An-
other quantitative difference is that σ1 in the gapped s-
wave superconductor is exponentially suppressed at low
9temperatures as exp(−∆0/T ), while in the case of An-
dreev band, σ1 does not have this smallness.
2. Temperature dependence of the surface impedance
In experiments studying the surface impedance, fre-
quency ω (or a set of frequencies) of the external electro-
magnetic field is usually fixed by a resonator and chang-
ing ω can be a challenging task. At the same time, tem-
perature can be varied rather easily in a continuous man-
ner. Therefore it is important to study Z(T ) at fixed ω.
Figure 6 demonstrates temperature dependences of
real (dashed line) R and imaginary (solid line) X part
of the surface impedance Z at different frequencies ω of
the electromagnetic field. For comparison, we also plot
(as insets in Fig. 6 at the same ω) the temperature de-
pendences of the surface impedance for the case of rough
surface of s-wave superconductor (in this case, we can
simply assume the whole volume of the s-wave supercon-
ductor to be diffusive).
At lowest frequencies, Eq. (19) is applicable (this is
the case of σ2 < 0), where the temperature dependence
enters through ns(T ). For this anomalous regime to ap-
ply, transitions should be all inside the Andreev band,
so ω should be at least much smaller than the band gap
∆0− δ. This condition is met at almost all temperatures
(except close vicinity of Tc) in the case of Fig. 6(a), which
is plotted at ω = 0.05Tc. In accordance with Eq. (19), we
obtain the anomalous regime with R > X . Both R and
X grow with increasing temperature due to suppression
of ns(T ). In the conventional superconductor (see inset),
R < X in the whole superconducting temperature range.
As ω is increased, anomalous low-frequency contri-
butions from the Andreev band to σ2 are suppressed,
while conventional ones (involving the bulk band) are en-
hanced, so that σ2 can change its sign becoming positive.
At ω = 0.5Tc [see Fig. 6(b)], the balance of different con-
tribution changes as a function of temperature, and we
find a crossover between the anomalous and conventional
regimes as T grows [intersection of R(T ) and X(T ) at T
slightly lower than 0.6Tc]. This happens mainly because
increasing temperature suppresses anomalous contribu-
tions from the Andreev band to σ2, while ω is fixed [in
addition, the superconducting energy scales ∆0(T ) and
δ(T ) decrease], so temperature influences relative mag-
nitude of anomalous and conventional contributions to
Z(ω).
At higher frequencies [see the case of ω = 1.0Tc in
Fig. 6(c)], the anomalous low-temperature regime, orig-
inating from the anomalous low-frequency behavior of
σ2(ω), disappears. We can say that the intersection point
that we observed in Fig. 6(b) at T ≈ 0.6Tc, moves to the
left and finally reaches zero temperature, after which the
intersection disappears. As a result, the reactive compo-
nent of impedance X exceeds R in most parts of the su-
perconducting temperature range, except for a narrow re-
gion near the critical temperature, T > 0.9Tc. In the lat-
ter case, the marginally anomalous normal-metallic-like
regime [with R only slightly exceeding X , as described
by Eqs. (17) and (18)] is due to the high-frequency
marginally anomalous behavior of σ2(ω), which we ob-
served in Fig. 4 at ω > 2δ. At fixed ω, this regime is
reached due to shrinking of δ with increasing T .
Finally, at even higher frequencies of the order of a few
Tc [see the case of ω = 2.0Tc in Fig. 6(d)], the marginally
anomalous normal-metallic-like regime fills wide temper-
ature interval below Tc. Small cusps around T = 0.9Tc in
Fig. 6(d) are manifestations of sharp peaks in the spec-
tral structure of the Green functions at |E| = ∆0 (see
Fig. 2). The cusps correspond to the temperature, at
which ω ≈ 2∆0(T ), so that transitions occur between two
peaks. At low temperatures, R decreases while X grows
with decreasing T . This behavior is significantly different
from the Z dependence in the s-wave superconductor, in
which X demonstrates the coherent peak below Tc (due
to transitions between the spectral peaks in the Green
functions) and then decreases at low temperatures, as
shown in the inset in Fig. 6(d).
In principle, the low-temperature behavior ofR(T ) and
X(T ) similar to Fig. 6(d) can be obtained in the conven-
tional s-wave superconductor. However, frequencies ω
required to achieve such behavior in the s-wave case, are
markedly larger than the gap 2∆0 in the quasiparticle
spectrum. At the same time, presence of the Andreev
band at the surface of the chiral p-wave superconductor
leads to appearance of these effects at subgap frequencies
ω < 2∆0.
As demonstrated by comparison between the main
plots and insets in Fig. 6, the impedance behaves quali-
tatively and quantitatively differently in the cases of chi-
ral p-wave and s-wave superconductors. The main spe-
cial feature of the chiral p-wave case is the possibility
of the anomalous regime with R > X . Another im-
portant feature is the strongly enhanced active part of
the impedance: R can be finite and even of the order of
the normal-metallic value at subgap frequencies even at
T = 0, in contrast to zero R in the s-wave case under
the same conditions. Both these features arise due to a
significant amount of low-energy states at the surface of
the chiral p-wave superconductor (the Andreev band).
III. EXPERIMENT
Three high-quality single crystals of Sr2RuO4 were
grown [63] by the floating-zone method. The crystals
were cut into small cylinders and then cleaved along the
ab plane. The surfaces were polished with diamond slurry
to make flat thin pellets of Sr2RuO4. They are of the
shape of approximately rectangular plates with the ab
planes on the major flat faces and thin edge surfaces.
The exact dimensions are 1.2×0.5×0.04, 0.5×0.3×0.04,
and 0.7× 0.4× 0.03 mm3, respectively.
The temperature dependence of the surface impedance
was measured by the “hot finger” technique in a cylindri-
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FIG. 7. Schematic geometry of the sample. The major flat
faces of the sample are perpendicular to the high-frequency
magnetic field H (which is directed along the c axis). The
induced microwave currents J flow parallel to the ab planes.
The magnetic field is largest near the edge surfaces of the
sample (shown in red).
cal niobium cavity resonator. The walls of the resonator
are cooled down with liquid helium and are in the super-
conducting state. The first experimental setup utilizes
the resonator at frequency 9.4 GHz at the H011 mode,
and the second experimental setup works at 28.2 GHz at
the H011 mode and at 41.7 GHz at the H013 mode [64].
The crystal was placed at the end of a sapphire rod in
uniform high-frequency magnetic field. The temperature
of the rod and the sample can be varied in the range 5 K
to 300 K in the first experimental setup and in the range
0.5 K to 100 K in the second setup. Therefore, we in-
vestigated the superconducting and normal states of the
samples in the 28.2 GHz and 41.7 GHz setup, while mea-
surements in the 9.4 GHz setup were performed to probe
the frequency dependence of impedance and to expand
the temperature interval in the normal state.
The flat faces of the sample were perpendicular to the
high-frequency magnetic field, see Fig. 7. In this orienta-
tion, the induced microwave currents flow parallel to the
ab planes on all six sides of a sample. In a thin plate, the
microwave energy absorption is almost the same on the
major flat faces and the edge surfaces of the sample.
The surface impedance of the sample, Z(T ) = R(T )−
iX(T ) is composed by the surface resistance R(T ) and
the surface reactance X(T ). The surface impedance of
the sample can be directly found from the measured
experimental temperature dependences of the resonance
frequency f(T ) and the quality factor Q(T ) of the res-
onance system. Using the perturbation theory, we find
R(T ) = Γ/Q(T ) and ∆X(T ) = −2Γf(T )/f(0), where Γ
is a coefficient of proportionality, which depends on the
distribution of the electromagnetic field on the surface of
the sample, and ∆X(T ) is the change in surface reac-
tance as a function of temperature. To find the absolute
value of X , additional information is required; for exam-
ple, one may take into account that R(T ) = X(T ) under
the normal skin effect conditions. Usually, the slopes of
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FIG. 8. Temperature dependence of the surface impedance
in a Sr2RuO4 crystal at frequency 28.2 GHz. The experi-
mentally measured quantities are the surface resistance R(T )
and change in reactance ∆X(T ). Shifting ∆X(T ) in order
to achieve the best possible coincidence with R(T ) (solid red
curve) in the normal state, we obtain X(0)(T ) (dashed black
curve). A more accurate result for the surface reactance,
X(T ) (solid blue curve), is then found according to the pro-
cedure described in the main text. Inset: temperature de-
pendence of the resistance, ρ(T ) = R2(T )c2/2piω, extracted
from measurements of R(T ) in the normal state of Sr2RuO4
at frequency 9.4 GHz.
the R(T ) and ∆X(T ) curves coincide in a wide range of
temperatures just above the superconducting transition
point. Then, vertically shifting the ∆X(T ) curve and
superimposing it on R(T ), we can find X(T ).
Experimentally, in our Sr2RuO4 crystals at 28.2 GHz,
the slopes of the measured R(T ) and ∆X(T ) curves co-
incide in the temperature range 15 K < T < 30 K. Then,
we can shift our measured ∆X(T ), obtaining the X(0)(T )
curve that overlaps with R(T ) in this temperature range;
this results in the dashed black curve in Fig. 8 (the figure
shows the results for one of the samples; the results on
the two other samples were similar). At T > 30 K, the
reactance curve X(0)(T ) deviates from R(T ) (becomes
larger). This discrepancy can be explained by the tem-
perature expansion of the sample in our experimental
range up to 100 K [65, 66].
The inset in Fig. 8 shows the temperature dependence
of the resistivity calculated as ρ(T ) = R2(T )c2/2piω at
9.4 GHz setup. The resistivity obtained at frequency
28.2 GHz in the interval 10 K < T < 100 K is the same
within experimental accuracy.
The resistivity can be described as ρ(T ) = (−3+0.35×
T ) (µΩcm) in the interval 20 K < T < 200 K, and
varies from 5 µΩcm at 20 K to 100 µΩcm at 300 K,
in agreement with the results reported previously in
Refs. [67, 68]. From our measurements, the tempera-
ture dependence of the resistivity is almost linear. Note
that this dependence cannot be explained by electron-
11
phonon scattering according to the Bloch-Gru¨neisen law,
since this would imply unrealistically low Debye temper-
ature ∼ 20 K, which contradicts the measured value of
TD ∼ 460 K [69].
At low temperatures T < 20 K, our results demon-
strate some unexpected features. The measured value
ρ(4K) = 1.5 µΩcm is significantly higher than ρ(4K) =
0.25 µΩcm reported in Ref. [70]. Also, according to our
high frequency measurements, ρ ∝ T 1.5 below 20 K.
It should be emphasized that the electromagnetic tech-
nique (ac measurements) probes only a thin skin layer
of the material, while material characteristics (chemical
composition, etc.) in this layer may differ from the bulk.
According to the measurements of the surface impedance
in Refs. [38, 39], the resistance of different samples with
the same superconducting transition temperature can
differ by a factor of 1.5 at 10 K, and at T < 12 K, the
resistance has a power-law temperature dependence with
exponent between 1.7 and 1.9.
Note also that our low-temperature results for ρ(T )
differ from the generally accepted quadratic electron-
electron scattering law ρ ∝ T 2 (based on dc measure-
ments) [67].
Surprisingly, below 15 K, the reactance X(0)(T ) be-
comes larger than the surface resistance R(T ). This fea-
ture cannot be explained within the framework of the
normal skin effect, and this subtlety necessitates modi-
fications of the usual procedure for calculating the reac-
tance X(T ) from the measured R(T ) and ∆X(T ) depen-
dences. In Refs. [38, 39], at frequencies below 15 GHz, a
similar behavior of the surface impedance was observed,
and it was attributed to not too small values of the re-
laxation time τ0. While typically ωτ0 ≪ 1 in our ex-
perimental range of frequencies, a natural reason for a
difference between X and R can still be a small but fi-
nite value of ωτ0 (inside the skin layer). In this case, even
in the normal state, the current lags behind the electric
field, and X > R even in the normal state. Indeed, in
the local limit, according to the Drude model, the mi-
crowave conductivity is σω = σ0/(1 − iωτ0). In this
model, the impedance components are related to each
other as Xfit =
√
R2 + (Zvω/ωp)2, where Zv = 120pi Ω
is the vacuum impedance and ωp =
√
4pine2/m is the
plasma frequency of the material. The plasma frequency
can be considered as a fitting parameter determining the
overall slope ofXfit(T ). Having adjusted the overall slope
of Xfit(T ) to that of ∆X(T ), we can use our freedom
of shifting ∆X(T ) in order to achieve agreement with
Xfit(T ) in a widest possible range of temperatures. This
results in X(T ) shown as the blue curve in Fig. 8 [the
Xfit(T ) curve is not shown]. The X(T ) curve is thus
a more accurate result for the reactance, compared to
X(0)(T ) discussed before.
The value of ωp = 4.5 eV, calculated from the band
structure [71], does not fit our Z(T ) below 15 K. The fit
is much better if we assume ωp = 1.5 eV, as proposed
in Ref. [72]; then, some discrepancy within 10% between
X(T ) and Xfit(T ) is observed only below 7 K. In the
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FIG. 9. Conventional temperature dependence of the sur-
face impedance Z = R − iX: aluminum crystal at frequency
28.2 GHz.
local limit, we have ωτ0 = (X
2−R2)/2XR and measure-
ments at frequency 28.2 GHz near the superconducting
transition temperature give ωτ0 ≃ 0.25.
Another reason for discrepancy between X and R in
the normal state can be related to deviations from the
local-limit conditions in the skin layer (this limit implies
l0 ≪ δ0, with l0 and δ0 being the mean free path and the
skin depth, respectively). For example, in the extreme
nonlocal limit, when l0 ≫ δ0, the anomalous skin effect
regime with X =
√
3R is realized. The mean free path
l0 can be estimated from the residual resistivity [67] and
for ρ(4K) = 1.5 µΩ cm, we find l0 ≈ 200 nm and δ0 ≈
350 nm. So, our measurements below 7 K are performed
not exactly in the local but rather in the intermediate
regime with l0 . δ0, and deviations in the fitting between
X(T ) andXfit(T ) can be associated with nonlocality [73].
Before studying the samples of Sr2RuO4 in the super-
conducting state, let us consider a typical picture for the
temperature dependence of the surface impedance in the
case of a conventional superconductor. Figure 9 shows
results of measurements on an aluminum sample with di-
mensions 0.5×0.4×0.13mm3. The following features can
be noted: immediately above the superconducting tran-
sition temperature, real R(T ) and imaginary X(T ) parts
of the surface impedance coincide; below Tc = 1.2 K,
the real part of impedance R(T ) decreases almost to
zero already at T = Tc/2, while the imaginary part of
impedance X(T ) has a small hump just below Tc (asso-
ciated with the coherence peaks in the spectral character-
istics of the superconductor), and then X(T ) decreases
monotonically.
To verify that the samples of Sr2RuO4 are indeed in the
superconducting state, we measured the temperature de-
pendence of the dynamic magnetic susceptibility χ(T ) at
a frequency of 100 kHz. The Reχ(T ) curve in Fig. 10 (re-
lating to the right axis) clearly indicates a sharp shielding
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FIG. 10. Left axis: temperature dependences of the surface
impedance of Sr2RuO4 crystal, normalized to Rn = R(1.5K),
at low temperatures at frequencies 28.2 GHz (solid curves)
and 41.7 GHz (dashed curves). Right axis: temperature de-
pendence of the dynamic magnetic susceptibility at frequency
100 kHz (dash-dotted curve). Taking Tc = 1.5 K, we find
that our frequencies 28.2 GHz and 41.7 GHz correspond to
ω ≈ 0.9Tc and ω ≈ 1.3Tc, respectively.
of the electromagnetic field below 1.5 K and hence the
superconducting transition with Tc = 1.5 K.
We were able to measure the impedance in the super-
conducting state only at 28.2 GHz and 41.7 GHz frequen-
cies due to temperature limitations of our experimental
setup. At both frequencies, a peculiar feature of our
measurements is that with temperature decreasing be-
low 1.5 K, the real part of the impedance R(T ) decreases
very smoothly extrapolating to a large zero-temperature
value (contrary to what is expected for a conventional
s-wave superconductor at subgap frequencies, ω < 2∆0),
see Fig. 10. At the lowest temperature of 0.5 K, the R
value is 75% of R(Tc) at 28.2 GHz and 90% of R(Tc)
at 41.7 GHz. The reactance X(T ) monotonically grows
below 1.5 K down to the lowest temperature of 0.5 K at
both frequencies.
IV. DISCUSSION
The main qualitative feature of our experimental re-
sults for the surface impedance of Sr2RuO4 samples is
large values of the surface resistance R down to low tem-
peratures at subgap frequencies, ω < 2∆0 (in out exper-
imentally conditions, the subgap frequencies are those
below approximately 110 GHz). This is clear evidence of
a significant amount of subgap states in superconducting
Sr2RuO4.
The theoretical model developed in this work actually
explains the appearance of such states, if the bulk pair
potential has the chiral p-wave symmetry. In this case, we
predict that odd-frequency s-wave triplet superconduc-
tivity is generated at the surface providing a broad band
of subgap Andreev bound states (see Fig. 2). An im-
portant ingredient of the model is the assumption about
surface roughness, which leads to isotropisation of super-
conductivity in the vicinity of the surface, thus enhancing
the odd-frequency s-wave component that is manifested
in formation of the surface subgap states [27, 31]. We
expect such an assumption to be realistic for the studied
Sr2RuO4 samples.
Figure 10 that summarizes experimental data at
two different frequencies, shows a very peculiar trend,
namely, quite large values of surface resistance R which
increase with frequency. This behavior is clearly incon-
sistent with the standard s-wave superconductivity (see
Fig. 9) but is consistent with the results of calculations
for the p-wave case shown in Figs. 6(c) and 6(d). Sim-
ilar experimental results were reported earlier in Refs.
[38–40] and have been interpreted in the framework of a
phenomenological two-fluid model assuming a significant
“normal-fluid” fraction at low T . Therefore our model
provides a microscopic background for such a two-fluid
model.
The surface reactance X(T ), monotonically growing
with decreasing temperature, also does not agree with
the expected behavior in the s-wave case. In the latter
case, we would expect a coherent peak just below Tc fol-
lowed by a monotonic decay (see experimental Fig. 9 and
theoretical curves in the insets in Fig. 6).
Nevertheless, note that the surface impedance behav-
ior, qualitatively similar to Figs. 10 and 6(d), is possible
in the s-wave case, but only at frequencies essentially ex-
ceeding the superconducting gap. This is however clearly
not the situation that we have in our experiment.
Qualitatively, the experimental results for the surface
impedance, Fig. 10, are best described by the theoretical
curves shown in Fig. 6(d). At the same time, the pa-
rameters of Fig. 6(d) correspond to frequency ≈ 60 GHz,
which is larger than experimental frequencies in Fig. 10.
In this respect, we should note that our theoretical re-
sults cannot provide real quantitative fitting of experi-
ment due to several reasons. First, we calculate only the
surface contribution to the impedance, originating from
the rough surface layer. In our model, this layer is as-
sumed to be very thin. If the skin depth is larger than
the rough layer’s thickness, there is also a bulk contribu-
tion from clean anisotropic superconductivity. Second,
the geometry of the experimental setup is such that the
edge surfaces of the sample provide only about one half
of the whole microwave absorption, while the other half
is due to major flat faces of the sample. Theoretically, we
consider a single surface with Andreev bound states; this
corresponds to the edge surfaces of experimental sam-
ples. We therefore do not capture the contribution to
the surface impedance originating from major flat faces
in experiment. Finally, we do not consider possible sur-
face current in the chiral p-wave state [31, 33].
The above theoretical simplifications were made in or-
der to focus on and underline the effect of the surface
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Andreev subgap states and the corresponding anomalies
in the surface impedance. We find that theoretically cal-
culated anomalies are in qualitative agreement with ex-
periment. At the same time, full theoretical description
of the performed experiments requires advancing theory
further in order to take into account the above-mentioned
effects that are missing in our consideration.
While experiment qualitatively agrees with features of
the surface impedance described by our theory, it does
not show indications of the most interesting anomalous
regime, in which the relation between the surface re-
sistance and impedance is inverted and becomes R >
X . Theoretically, we find this regime at low tempera-
tures and frequencies [see Figs. 6(a) and 6(b)], when the
anomalous effect from the odd-frequency superconductiv-
ity and the surface Andreev band is maximized. In order
to maximize this contribution, the conditions T ≪ δ and
ω ≪ ∆0− δ should be met (then the Andreev band fully
participates in microscopic transitions defining the mi-
crowave response, and all the transitions are within the
Andreev band).
Finally, we comment upon applicability of our theoret-
ical results to different triplet states. Above, we have fo-
cused on the chiral p-wave superconductivity that breaks
the time-reversal symmetry. This is the main candidate
for the superconducting state in Sr2RuO4 since there are
experimental indications that the time-reversal symme-
try is indeed broken in this material [17]. At the same
time, the time-reversal-invariant helical p-wave supercon-
ducting state is not completely excluded, so this alterna-
tive is also under discussion [17, 74–76]. In this respect,
we note that our results can be applied to the helical p-
wave case as well, since apart from the features related to
edge currents, the structure of the subgap Andreev states
is the same in the two cases (in the absence of spin-orbit
coupling and exchange fields).
V. CONCLUSIONS
In this work, we have calculated local impedance at
a diffusive surface of a chiral p-wave superconductor.
Our theoretical approach is based on the quasiclassi-
cal Eilenberger-Larkin-Ovchinnikov formalism, where the
spatial dependence of the pair potential is determined
self-consistently. The obtained real and imaginary com-
ponents of the Green functions (pairing functions and
the local density of states) demonstrate an energy depen-
dence featuring the subgap band of dispersive Andreev
states. Using the obtained solutions for the Green func-
tions, we have calculated the local complex conductivity
and surface impedance of the chiral p-wave superconduc-
tor in a broad range of microwave frequencies (from sub-
gap to above-gap regime).
We have identified anomalous features of the complex
conductivity and surface impedance caused by genera-
tion of odd-frequency pairing at the surface. The low-
frequency microwave response turns out to be anoma-
lous due to contributions from the Andreev band (which
is a manifestation of the odd-frequency pairing). The
odd-frequency symmetry locally leads to the change of
sign of ns, the coefficient determining the supercurrent
response to external field and usually interpreted as the
density of superconducting electrons. The Andreev-band
contribution at low frequencies makes ns negative near
the surface.
As a result, the imaginary part of the local conduc-
tivity also becomes negative, which leads to anomalous
relation, R > X , between the local surface resistance and
reactance. This effect takes place at frequencies several
times smaller than the bulk superconducting gap; the
anomalous range of frequencies is sensitive to ∆0 and
δ, the half-widths of the bulk gap and Andreev band,
respectively. The anomalous range of frequencies is max-
imized at low temperatures, T ≪ Tc.
The obtained theoretical results are compared with
experiments on surface impedance of Sr2RuO4 at fre-
quencies 28.2 GHz and 41.7 GHz. Experimentally, the
temperature dependences of R(T ) and X(T ) show clear
qualitative differences as compared to Al where conven-
tional s-wave pairing is realized. Although the R > X
regime was not reached in experiment, the results are un-
conventional. Our theoretical calculations demonstrate
that experimentally observed anomalies of the surface
impedance in Sr2RuO4 are consistent with the chiral p-
wave scenario. One of the main experimental findings is
strongly enhanced low-temperature surface resistance at
subgap frequencies, which is incompatible with the con-
ventional s-wave scenario. Our theoretical results pro-
vide microscopic explanation of enhanced subgap resis-
tance in terms of the subgap Andreev states. In particu-
lar, this gives a microscopic basis to a phenomenological
two-fluid model with enhanced normal component (finite
quasiparticle fraction at T = 0), previously employed to
explain the impedance results in Sr2RuO4.
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Appendix A: Complex conductivity: derivation
Here, we derive the expression for the local complex
conductivity, Eqs. (11) and (14), in terms of the quasi-
classical Usadel Green functions. Our derivation gener-
alizes the one presented in Ref. [41], from the singlet case
to the case of arbitrary spin structure of the supercon-
ducting state. Applying this approach to chiral p-wave
superconductors, we are interested in the triplet super-
conducting state.
The nontrivial point in the latter case is that p-wave
superconductivity cannot survive in the diffusive region,
while the proximity-induced s-wave triplet superconduct-
ing correlations may still exist (odd-frequency supercon-
ducting state [24, 28, 54]). Since in our system the
bulk source of superconductivity is a clean p-wave super-
conductor, we start from the quasiclassical Eilenberger-
Larkin-Ovchinnikov equations, which make it possible to
trace the transition from clean to dirty limit (note that
the diffusive normal layer modeling the rough surface can
also be considered as a diffusive region of the same p-wave
superconductor; in the limit of ∆τ ≪ 1, the two models
are equivalent).
1. General pair potential
The Eilenberger-Larkin-Ovchinnikov equation [44, 45]
for the retarded Green function (in the real-energy rep-
resentation) is formulated as
ivkˆ∇r gˇR +
[HˇR, gˇR] = 0, (A1)
HˇR =
(
(E + i0)σˆ0 ∆ˆ(r, kˆ, E)
∆ˆ˜ (r, kˆ, E) −(E + i0)σˆ0
)
+
i
2τ
〈
gˇR(r, kˆ, E)
〉
kˆ
,
(A2)
gˇR(r, kˆ, E) =
(
gˆR(r, kˆ, E) fˆR(r, kˆ, E)
−ˆf˜R(r, kˆ, E) −gˆ˜R(r, kˆ, E)
)
. (A3)
The Pauli matrices in spin space are denoted by σˆν with
ν = 0, 1, 2, 3, where σˆ0 is the unit matrix. The unit
vector in the direction of the wave vector is represented
by kˆ. In all other instances, the hat accent (ˆ) denotes
2 × 2 matrices, while the check accent (ˇ) denotes 4 ×
4 matrices (in the direct product of spin and Nambu-
Gor’kov spaces). Throughout this section, we define the
“undertilde” operation as
X˜ (r, kˆ, E) = X∗(r,−kˆ,−E). (A4)
The Green function obeys normalization condition(
gˇR
)2
= 1ˇ.
The pair potential can generally be expanded into the
spin components as
∆ˆ(r, kˆ, E) =
∑
ν
i∆ν(r, kˆ, E)σˆν σˆ2, (A5)
with one singlet component (ν = 0) and three triplet
components (ν = 1, 2, 3). The ∆ν components are gen-
erally complex quantities. We only consider the pair po-
tentials belonging to the even-frequency symmetry class
(the problematic of the odd-frequency pair potentials was
recently discussed in Ref. [77]),
∆ν(r, kˆ,−E) = ∆ν(r, kˆ, E). (A6)
In the absence of spin-dependent potentials and spin-
orbit interaction, the normal part of the Green function
is trivial in the spin space, while the anomalous part has
the same spin components as the pair potential:
gˆR(r, kˆ, E) = gR(r, kˆ, E)σˆ0, (A7)
fˆR(r, kˆ, E) =
∑
ν
isf
R
ν (r, kˆ, E)σˆν σˆ2, (A8)
where
is =
{
1, spin-singlet (ν = 0)
i, spin-triplet (ν = 1, 2, 3).
(A9)
We intentionally introduce the spin-dependent is factor
and thus discriminate different spin components in the
expansion (A8). Our motivation is that this convention
finally leads to the expression for the ac conductivity, Eq.
(A39), that has exactly the same form in both the singlet
and triplet cases [see also Eqs. (A37) and (A38), which
have the same form in the two cases].
In the diffusive limit, the Eilenberger-Larkin-
Ovchinnikov equation reduces to the Usadel equation
[78] for GˇR(r, E), the isotropic part of the Green
function:
D∇r
(GˇR(r, E)∇rGˇR(r, E))+ i[HˇR0 , GˇR(r, E)] = 0,
(A10)
HˇR0 =
(
(E + i0)σˆ0 i∆0(r, E)σˆ2
i∆∗0(r, E)σˆ2 −(E + i0)σˆ0
)
, (A11)
GˇR(r, E) = 〈gˇR(r, kˆ, E)〉
kˆ
, (A12)
where D is the diffusion constant. Note that in the
diffusive limit, only the s-wave (hence, singlet) compo-
nent of the pair potential can survive in Eqs. (A10)-
(A12). At the same time, the symmetry of the Green
function can also correspond to the s-wave triplet odd-
frequency superconducting correlations. In this case (re-
alized, e.g., in the diffusive region of a p-wave supercon-
ductor [24, 28, 54]), the singlet pair potential ∆0 turns
to zero in Eqs. (A10)-(A12), while superconducting cor-
relations are proximity-induced from a clean region of a
triplet superconductor.
Similarly to Ref. [41], one can generalize the Usadel
equations (A10)-(A12) to include a time dependent vec-
tor potential A(r, t) and consider the linear response to
such a perturbation. The (complex) conductivity is then
expressed in terms of the unperturbed Green functions
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as [41]
σ(r, ω)
σ0
= − pi
8ω
∫
dE
2pi
Tr
{Tˇ3 GˇR(r, E+ω) Tˇ3 GˇK(r, E)
+ Tˇ3 GˇK(r, E + ω) Tˇ3 GˇA(r, E)
}
, (A13)
where
Tˇ3 =
(
σˆ0 0
0 −σˆ0
)
. (A14)
The advanced (GˇA) and Keldysh (GˇK) Green functions
can be written in terms of the retarded one:
GˇA(r, E) = −Tˇ3
(GˇR(r, E))† Tˇ3, (A15)
GˇK(r, E) = (GˇR(r, E)− GˇA(r, E)) tanh( E
2T
)
. (A16)
Below, we will only deal with the retarded Green func-
tion and omit the corresponding R superscript. Equation
(A13) can be rewritten as
σ(r, ω)
σ0
=
1
16ω
∫
dE Tr
{(Gˇ†(r, E)Gˇ(r, E + ω) + Gˇ†(r, E)Tˇ3Gˇ†(r, E + ω)Tˇ3) tanh(E + ω
2T
)
− (Gˇ†(r, E)Gˇ(r, E + ω) + Gˇ(r, E)Tˇ3Gˇ(r, E + ω)Tˇ3) tanh( E
2T
)}
. (A17)
2. Pair potential with a single spin component
Up to now, we have worked with 4 × 4 Green func-
tions, assuming arbitrary (mixed) spin structure of the
pair potential (A5). The above equations can be simpli-
fied to 2× 2 form if we only consider a single-component
pair potential, i.e., if we assume that ∆ˆ has only one spin
component ν:
∆ˆ(r, kˆ, E) = i∆(r, kˆ, E)σˆν σˆ2, (A18)
where we omit the subscript ν in the scalar pair potential
(in the right-hand side). The definition of the undertilde
operation, Eq. (A4), immediately leads to the following
relations:
∆ˆ˜ (r, kˆ, E) = i∆∗(r,−kˆ,−E)σˆ∗ν σˆ2
= −issspsf∆∗(r, kˆ, E)σˆ2σˆν = i∆∗(r, kˆ, E)σˆ2σˆν ,
(A19)
where ss, sp, and sf are±1 depending on the spin, parity,
and frequency (energy) symmetry of ∆, respectively. In
the last equality, we have taken into account that the
Pauli principle (fermionic antisymmetry of the Cooper
pairing) requires ssspsf = −1.
In the case of a single-component pair potential, the
anomalous part of the Green function also has a single
component,
gˇ(r, kˆ, E) =
(
gσˆ0 isfσˆν σˆ2
isf˜σˆ2σˆν −g˜σˆ0
)
(r,kˆ,E)
, (A20)
and we can “disentangle” the spin structure of this 4× 4
Green function by the following unitary transformation:
gˇ = Γˇν gˇ Γˇ
−1
ν , (A21)
Γˇν =
(
σˆ0 0
0 σˆν σˆ2
)
. (A22)
The resulting Green function gˇ becomes spinless (pro-
portional to σˆ0). Theory can then be reduced to a 2× 2
form in the Nambu-Gor’kov space, and the (retarded)
2× 2 matrix gˆ obeys the following equations:
ivkˆ∇r gˆ +
[
Hˆ, gˆ
]
= 0, (A23)
Hˆ(r, kˆ, E) =
(
E + i0 i∆(r, kˆ, E)
i∆∗(r, kˆ, E) −E − i0
)
+
i
2τ
〈
gˆ(r, kˆ, E)
〉
kˆ
,
(A24)
gˆ(r, kˆ, E) =
(
g isf
isf˜ −g˜
)
(r,kˆ,E)
, (A25)
which are a reduced form of Eqs. (A1)-(A3). From the
normalization condition, we obtain
g2 + i2sff˜ = 1, g = g˜. (A26)
In the Matsubara representation (E = iωn), Eqs. (A23)-
(A26) for the triplet case (is = i) lead to the Eilenberger-
Larkin-Ovchinnikov equations (1)-(3) and (7)-(9) if we
change notations as f˜ = −f+.
In the diffusive limit, we find the Usadel equation for
Gˆ(r, E) =
〈
gˆ(r, kˆ, E)
〉
kˆ
, the isotropic part of the 2 × 2
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Green function:
D∇r
(
Gˆ∇rGˆ
)
+ i
[
Hˆ0, Gˆ
]
= 0, (A27)
Hˆ0(r, E) =
(
E + i0 i∆0(r, E)
i∆∗0(r, E) −E − i0
)
, (A28)
Gˆ(r, E) =
(
G isF
isF˜ −G
)
(r,E)
, (A29)
which is a reduced form of Eqs. (A10)-(A12). In Eq.
(A28), we have taken into account that only the s-wave
(hence, singlet) component of the pair potential can sur-
vive in the diffusive limit. Therefore we have restored
the ν = 0 subscript of the ∆ component. This form is
also valid in the triplet case, when ∆0 = 0 and Eqs.
(A27)-(A29) describe proximity-induced s-wave triplet
odd-frequency superconducting correlations. The nor-
malization condition takes the form
G2 + i2sFF˜ = 1. (A30)
3. Single-component pair potential with ϕ = 0
In the absence of external phase sources (magnetic
fields, junctions to superconductors with phase differ-
ence), the superconducting phase ϕ is constant, which
makes it possible to further simplify equations. Putting
the constant phase to zero, we obtain real ∆0 in the sin-
glet s-wave case (ν = 0, ss = −1). We can straight-
forwardly check that the Usadel equation for Gˆ∗(r,−E)
then has exactly the same form as the original one for
Gˆ(r, E), see Eq. (A27), which implies the symmetry
Gˆ∗(r,−E) = Gˆ(r, E). (A31)
At first glance, the same reasoning is valid in the triplet
case as well, since this case corresponds to ∆0 = 0 (so
that ∆0 can still be considered real). However, this case
requires more care. The point is that the Usadel equation
with ∆0 = 0 does not contain information about the rest
of the structure. The superconductivity in the diffusive
region is induced from a clean region with nonzero ∆ν
(where ν = 1, 2, or 3), and we must either consider sym-
metries in the diffusive part taking into account bound-
ary conditions at the interface with the clean region, or
choose a more general approach and consider symmetries
of the whole structure. We prefer the latter strategy,
which requires us to make a step back and consider the
Eilenberger-Larkin-Ovchinnikov equation (applicable for
the whole structure).
Another complication of the triplet case is that in ad-
dition to the overall superconducting phase, there can
also be a geometry-dependent internal phase due to
anisotropic nature of the parent superconducting state.
This is exactly the case for the system we are interested
in, where superconductivity originates from a chiral p-
wave superconductor. An interaction of the form
V (θ, θ′) = V0 (cos θ cos θ
′ + sin θ sin θ′) (A32)
leads to the pair potential that can be written as
∆(r, θ) = eiϕ(r) (∆x(r) cos θ + i∆y(r) sin θ) , (A33)
with real ∆x, ∆y, and ϕ. In the absence of external
phase sources, the phase ϕ is constant, and we can put it
to zero. However, there is also the internal phase of the
pair potential (due to i between the two terms), which
plays a role depending on the geometry of the problem.
Therefore fixing the phase requires fixing the problem
geometry.
We are interested in a quasi-one-dimensional problem,
when ∆ depends only on x (normal to the surface); then
∆(x, θ) = ∆x(x) cos θ + i∆y(x) sin θ. (A34)
In this case, we can straightforwardly check that
the Eilenberger-Larkin-Ovchinnikov equation for
gˆ∗(x,−θ,−E) has exactly the same form as the original
one for gˆ(x, θ, E), see Eq. (A23), which implies the
symmetry
gˆ∗(x,−θ,−E) = gˆ(x, θ, E). (A35)
Averaging over θ in the diffusive region finally produces
the same symmetry relation (A31) as in the singlet case.
As a result, Eq. (A31) (valid for both the singlet and
triplet states) implies that the case of ϕ = 0 leads to an
additional symmetry,
isF˜ (x,E) = i∗sF (x,E). (A36)
The normalization condition (A30) then simplifies to
G2 + F 2 = 1, (A37)
making it possible to employ the standard Θ
parametrization, G = cosΘ and F = sinΘ. Then we
obtain the Usadel equation in the well-known form
D∇2Θ+ 2iE sinΘ + 2∆0 cosΘ = 0 (A38)
(in the triplet case, this equation can only describe
proximity-induced s-wave triplet odd-frequency super-
conductivity in a diffusive region, where ∆0 = 0).
Denoting E± = E ± ω/2, we can write the general
expression (A17) for the ac conductivity as
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σ(r, ω)
σ0
=
1
2ω
∞∫
−∞
dE
{
tanh
(E+
2T
)
[G∗(E−)ReG(E+) + iF
∗(E−) ImF (E+)]
− tanh
(E−
2T
)
[G(E+)ReG(E−)− iF (E+) ImF (E−)]
}
, (A39)
generalizing the expression obtained in Ref. [41] to de-
scribe not only the singlet but also triplet case. This is
the expression for the complex conductivity employed in
the main part of the paper; being represented in terms
of the real and imaginary parts, it takes the form of Eqs.
(11) and (14) (previously, we used the same expressions
in Ref. [43]).
Appendix B: Self-consistency equation
The pair potential and the anomalous part of the
Green function are related by the self-consistency equa-
tion. In the case of instantaneous effective electron-
electron interaction (which leads to superconductivity),
we can write this equation as
∆αβ(r, kˆ) = ipiT
∑
ωn
〈
Vαβ;γδ(kˆ, kˆ
′)fγδ(r, kˆ
′, ωn)
〉
kˆ′
,
(B1)
where the Greek indices correspond to the spin space
and the sum runs over Matsubara frequencies with the
absolute values smaller than the cutoff set by the Debye
frequency.
In the absence of spin-dependent potentials and spin-
orbit interaction, the anomalous part of the Green func-
tion has the same spin components as the pair potential.
Then, in the case of single-component pairing [Eqs. (A18)
and (A20)], the self-consistency equation simplifies as
∆(r, θ) = ispiT
∑
ωn
〈
V (θ, θ′)f(r, θ′, ωn)
〉
θ′
, (B2)
where the scalar quantity V is the interaction in the pair-
ing channel.
In the case of chiral p-wave superconductor [see Eq.
(A32)] with flat surface, the pair potential can be cho-
sen in the form of Eq. (A34). The real-energy symme-
try of Eq. (A35) leads to f∗(x,−θ, ωn) = −f(x, θ, ωn)
in the Matsubara representation. Then we obtain the
self-consistency equation in the form of Eqs. (5) and (6)
(which are written in the representation with converging
sum, so the summation range can be extended to infin-
ity).
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