In this article, we analyze the short term real interest rate series for the last five decades in the framework of a M-SETAR model (Momentum -Self Exciting Threshold Auto-Regressive). With the aim of disentangling the non-linearity from the non-stationarity cases, we use threshold integration tests against a stationary but non-linear alternative hypothesis. One innovation consists in the introduction of a structural break in the deterministic component of the process as well as threshold effects for the volatility (TARCH). Therefore, our model allows for shifting regimes both in the deterministic part (mean shift) and in the stochastic part (threshold effects). The empirical application concerns the gap between the ex post real interest rate and its natural level which changes after the break date. Our empirical results for the US and the euro-zone show some evidence that the real interest gap follows a two-regimes threshold process. Furthermore, the process seems to behave as a martingale in one of the regimes, highlighting the 'reactive' characteristics of the monetary policy during these corresponding periods.
Introduction
Since Fisher (1930) , the Fisher hypothesis (assuming a one for one adjustment of the nominal interest rate to the expected inflation rate, leaving the real interest rate stationary) has been the cornerstone of many neoclassical models. Therefore, the real interest rates were routinely assumed to be stationary in many models and articles. However, the statistical properties of the real interest rate have not been clearly understood, with unfortunately only contradictory findings from the investigations of many macroeconomists (see ? for a survey).
The real interest rate is a crucial determinant of investment, savings and indeed virtually for all intertemporal decisions. Hence, a potential non-stationarity of the real interest rate would have important consequences concerning monetary policies effects and economic models interpretation. In this sense, empirical works validating the Fisher effect only according to some periods and/or to some countries studied is a confusing fact. So as to resolve the "puzzle" concerning the lack of consensus for the real interest rate during the past decades, recent econometric methods are applied in this article to the real interest rate for the United States (US) of America. These econometric methods aim to tackle specific difficulties which are inherent to the study of the real interest rates in the theoretical framework of the Fisher hypothesis.
On one hand, the Fisher hypothesis is supposed to be more valid in the long run than in the short run, as Fisher (1930) pointed out in his seminal study. The interpretation of the Fisher effect as a mean reverting process for the real interest rate requires therefore some economic conditions which may not be fulfilled in the short run. For instance, a conventional interpretation of the causality in the Fisher relationship would be that excess monetary growth causes inflation and thus, combined with a stationary real interest rate, this will be reflected in the nominal interest rate. In the short run, this could however show up in movements of the real interest rates in the presence of sticky goods prices, so that a long run relationship investigation would be more likely to take into account some mean reversion of the real interest rate process.
On the other hand, a long spanned data will increase the probability of occurrence of structural breaks, according to Perron (1989) , Zivot and Andrews (1992) , Garcia and Perron (1996) , Perron (1997) . This will lead us to incorporate changes in monetary regimes more explicitly in the model (especially during the seventies and the eighties) since the short term interest rates are more likely to be driven by short run policy considerations than interest rates with longer maturities.
Finally, studying the hypothesis of a unit root for the time series involved is crucial for the validation of a Fisher effect, as pointed by Rose (1988) . On the other hand, Pippenger and Goering (1993) and Caner and Hansen (2001) have underlined the poor power of Augmented Dickey Fuller (ADF) tests when the DGP is in fact non -linear. Indeed, there are some empirical motivations for a non-linear modelization of the series studied. Hamilton (1988) , Sola and Driffil (1994) and Gray (1996) all find strong evidence for non-linear behavior in U.S. nominal interest rates, using Markov Switching (MS) models. Using threshold auto-regressions, Anderson (1997) , Enders and Granger (1998) and Enders and Siklos (2001) also found evidence of non-linearity in nominal yields The aim of this paper is therefore to coincide an inference about nonlinearities and non-stationarity in the real interest rate process. The main innovation of our methodology is to allow for low frequency regime-switching for the mean of the real interest rate. Linearity tests and unit root tests in the framework of a Momentum Self-Exciting Threshold Auto-Regressive (M-SETAR) representation will be performed in a two-steps procedure. The first step will focus on the estimation of the deterministic component of the process, allowing for structural breaks. The stochastic part (de-trended series) will be studied in the second step with appropriate tests for linearity and non-stationarity. Empirical findings show here strong evidence for a threshold behavior for real interest rates from 3-month Treasury bill, both for the US and the euro-zone.
The article is structured in the following way.
2 Decomposition of the real interest rate
The intuition of Irving Fisher
The Fisher effect represents a relation of determination between the nominal interest rates and the expected inflation rates, the former reflecting at each time the latter. Provided that 1 + i m t = (1 + E t r m t ) (1 + E t π m t ), a nominal interest rate of i m t will thus guarantee an ex ante real rate of E t r m t = r e t as soon as the anticipated price change expected by the agents is E t π m t = π e t , where E t x t = E (x t /Ω t ) the expectation given the current information set Ω t available to the agents at time t. For small values of interest rates and inflation rates, the Fisher equation is commonly simplified as:
(1) i t is the m-period interest rate known at time t, π e t is the m-period expected inflation rate from time t to t + m and r e t is the real return that economic agents wish to obtain according to the inflation rate π e t they expect. This implies that if the inflation expectations are perfectly accurate, the nominal interest rate will follow the inflation evolution.
Since Fama (1975) and Fama and Gibbons (1982) , the Fisher hypothesis has been the framework for testing market efficiency and stationarity of real returns, as Fisher (1930) claimed a one-to-one relationship between inflation and interest rates in a world of perfect foresight. This would mean that real interest rates are not related to the expected rate of inflation and determined entirely by the real factors in an economy, such as the productivity of capital and the time preference. This is an important prediction of the Fisher hypothesis for, if real rates are related to the expected rate of inflation, changes in the real rate will not lead to full adjustment in nominal rates in response to expected inflation.
The literature clearly indicates that the nominal interest rate is non stationary (Fama and Gibbons (1982) and Mankiw and Miron (1986) ). However, it has proven difficult to provide definitive evidence concerning the ex ante real interest rate, as it is inherently unobservable. Rose (1988) tested for cointegration using the techniques suggested by Engle and Granger (1987) . At the annual frequency, none of the tests indicated cointegration at even the ten percent significance level. Mishkin (1992) raised an interesting problem about the Fisher effect's lack of robustness depending on the period considered. Mishkin therefore conducts a reexamination of the Fisher effect in the postwar United States and finds that the evidence does not support a short-run relationship in which a change in expected inflation is associated with an immediate change in interest rates. More recently, Garcia and Perron (1996) reanalyzed data over the period 1961-1986 using Markov Switching (MS) methods and found support for a stable real rate of interest, subject to infrequent changes in the constant. Then these authors concluded that the ex ante real rate of interest was effectively stable, but subject to occasional mean shifts over 1961-1985. To summarize, the empirical evidences reviewed just before give a mixed picture about the statistical properties of the real rate of interest, and it is probably fair to say that the generating mechanism for the real rate is not perfectly understood.
Considering the underlying model involving expected inflation (1), the Fisher hypothesis asserts that the coefficient b should be unity (or very near unity) in a relation of the form :
and that the residuals w t should be stationary. The real interest rates could then be expressed in the following way with
From the last equation, a potential non stationarity of the ex ante real interest rates r e t will result only from structural instability in the deep parameter a or from a coefficient b ′ significantly different from 0 (i. e. ruling out the Fisher hypothesis). However, the inflation expectations and consequently the ex ante real interest rate could not be directly measured. So we have to rely on nominal interest rates measured at the beginning of the period m and future inflation measured at the end of the period m, so as to test for a Fisher effect, with the idea that the results will lead to the same interpretations as long as the assumption of rationality for expectations is held 1 .
The forecast error ε t represents the difference between the inflation rates expected ex ante by the agents in the economy and the inflation rates really observed ex post:
Under the hypothesis of rational expectations, ε t will be unforecastable given Ω t , the current information set Ω t available to the agents at time t. In most of the empirical works, the expectation errors have been assumed to be covariancestationary in level but we will loose this assumption here by considering them to be merely a martingale difference sequence with respect to the history of the time series up to time t − 1 so that they will be defined as a process orthogonal to Ω t .
It will then be possible to write from equation (2) the ex post real interest rate as:
which have the same statistical properties as (3), not withstanding the expectations errors ε t . In this case, the volatility of the ex post real interest rates could therefore come from the same sources as the ones in (3), in addition to potential volatility from the expectation errors process.
This theory applies to all the real interest rates, whatever is the maturity. However, it is necessary to modify The nominal interest rate at the very short term has become for most of the OECD countries the preferred instrument concerning the implementation of the monetary policy.
The Real Interest Gap as a monetary policy indicator
The nominal interest rate at the very short term has become for most of the OECD countries the preferred instrument concerning the implementation of the monetary policy. Since the seminal article from Taylor (1993) , it has now been usual to modelize the behavior of the Central Bank concerning the monetary policy through a reaction function 2 . This function relies the federal funds rates or other to specific macro-economic variables in the following way:
Here y t represents the output gap (i.e. the difference between the output and its full employment level), π * corresponds to the inflation target and m t is an error term 3 . Consequently, the nominal interest rate i t is different from its neutral value i * whenever there are some deviations of the key variables from their target. If we express the interest rate in (6) in real terms, we obtain:
Once the Central Bank has achieved its stabilization goals, the ex ante real interest rate r e t is equal to the neutral rate r * (obtained by the Fisher rela-
The ex ante real interest rate being unobservable, the interpretation focuses on the ex post real interest rate through the relationship (4). From equation (7), we can identify the sources of fluctuations for the ex post real interest rate r t :
According to this monetary policy rule, the difference between the real interest r t and its natural value r * represents an indicator concerning the orientation of the monetary policy 4 . In particular, this real interest gap is null in mean in the presence of an 'output gap' equal to zero and no deviations of the inflation rate from its target. We can interpret equation (8) In our empirical framework, the mean of the real interest rate (long term real interest rate) provides a proxy measure of this neutral real interest, assuming that this reflects the growth rate of the economy (according to the optimal growth model à la Ramsey). The real interest rate being potentially affected, inter alia, by the monetary policy, the equation (8) take output and inflation deviations into account.
Threshold analysis robust to structural breaks
As all random variables, the real interest rate can be described as the sum of a stochastic component and of a deterministic one. Therefore, the analysis of the non-linear dynamics of the series in this paper will consist in two steps: one for each component.
Allowing for regime shifts in the natural real interest rate
As our sample encompasses several decades (from 1952 to 2006), different monetary regimes are likely to occur as well as large macroeconomic shocks, inducing the economy. Hence, we have to be careful about all the unit root test conclusions concerning the real interest rate as Perron (1989) , Zivot and Andrews (1992) , Gregory and Hansen (996a) and Perron (1997) all argue that standard unit root tests are biased towards the null of non-stationarity (and the null of no cointegration in the case of residual-based cointegration tests) in the presence of unanticipated structural breaks or regime changes.
Another justification for introducing structural breaks in the model would come from the fact that, according to some measurements of inflation expectations, the inflation rate was under-expected during the oil crisis and overexpected during the deflation period (see Evans & Lewis (1995) ). Bismut (1988) for instance argue that expectations differ a lot with realizations in the disinflation period of the early 1980s. Furthermore, OECD forecasts with the help of econometric models confirm over-estimation of inflation rates due to systematic errors in the agents' anticipation during this period. Thus, one could observe from the data that a decade of low real interest rates in the 1970s gave way to a decade of high real rates in the 1980s. These stylized facts are usually interpreted as a consequence of changes in monetary policies in 1979 and in 1982 following Paul Volcker's accession as the chairman of the Fed (see Evans and Lewis (1995) and Andolfatto, Hendry and Moran (2008)).
From these empirical observations, it could be interesting to include a shift for the constant in the regression equation so as to model the sudden change in the expectations of the agents from the late 70s. In order to model the sudden change in agents' expectation behavior, we follow Perron (1997) by allowing the constant a to break at a specific date T b . Here T b corresponds to the value t * φ which minimizes the t−statistic for testing the null hypothesis of a unit root in r t for all the t−stats calculated for T b = τ , with τ ∈ [0.15 * T ; 0.85 * T ] (see Zivot and Andrews (1992) ).
Under the alternative hypothesis of a "stationary" real interest rate, the model allows for a one-time change of the constant a in (6):
C(L) are pth and qth polynomials respectively in the lag operator L.
Threshold effects for the Real Interest Gap
Since the process used as a threshold variable should be ergodic according to Caner & Hansen (2001) , we introduce threshold effects to the conditional variance of the demeaned real interest rate process (the so-called Real Interest Gap).
Threshold effects for the conditional variance
Therefore, the conditional variance is modelized with the help of a T −GARCH(p, q) representation :
where
and r represents the threshold order.
The aim of this popular model is to take differently into account bad news and good news for financial series (such as stock markets indices). In this article, we will consider only the sign of the past innovations so as to allow for asymmetric impact of shocks to the real interest rates (positive and negative shocks have differential impacts on the conditional variance).
This threshold model is identified by an abrupt transition between two regimes when the generating innovation crosses the threshold value of zero.
Tests of linearity and integration for the stochastic component
To detect any asymmetric behavior in the standardized Real Interest Gap (RĨG t = RÎG t /σ 2 t ), we allow RĨG t to follow a switching-regimes process:
In this representation, the first-order auto-regressive coefficient ρ i and the lag polynomial parameters A i (L) of the first differences can take two different values according to the regime (i ∈ {1, 2}).
So as to test for threshold effects, we undertake a simple Momentum-Self Extracting Threshold Auto-Regressive (M-SETAR) test for size (amplitude) asymmetries by rewriting (10) :
is a scalar and A i is a p-dimensional vector. I t (λ, m) is the Heaviside function which depends on the long difference (of order m) of the standardized Real Interest Gap ∆RĨG t−m = RĨG t−1 − RĨG t−m−1 :
In this M-SETAR model, the variable of interest RĨG t has a distinct adjustment according to whether this variable increases or decreases from a given threshold λ.
Evidence for the null hypothesis of linearity H 0 : {Θ 1 = Θ 2 } can be assessed using the test statistic W T (λ) = T is the estimated variance of the residuals of the linear model under the null hypothesis. However, in testing whether the M-SETAR model is statistically significant relative to a linear AR(p), one faces the problem that the threshold parameter is not identified under the null hypothesis. Hansen (1996) shows that, given a set of possible threshold values λ ∈ Λ = [λ 1 , λ 2 ] (where P ∆RĨG t−m ≤ λ 1 = 15% and P ∆RĨG t−m ≤ λ 2 = 85%), one can perform a sequence of Wald tests over the values in this set:
This is equivalent in selecting the threshold value through a minimization of the values ofσ 2 (λ) :λ = arg min
2 whereê t is the Least Squares residuals of (11) λ ∈ Λ. The selected parameter m corresponds to the maximum value of the Wald for m ∈ {1, ..., M }:m
where W T (m) is the sup-Wald statistic based on a fixed m.
Since the asymptotic null distribution of W T is non-standard, appropriate critical values are computed by bootstrapping the data. Caner and Hansen (2001) perform a Monte-Carlo experiment to explore the size and power properties of the bootstrapped W T test. The evidence suggests that the test is free from size distortions and that the power of the test increases with the magnitude of the threshold effect.
Multiple regimes and occasionally unit roots
An integration test specifically built in a non-linear framework is justified by the poor power of usual unit root tests (Augmented Dickey Fuller, PhillipsPerron,...) in rejecting the null hypothesis of the unit root if the Data Generating Process is a stationary process with threshold effects 5 . This leads us to examine the integration hypothesis of the series once the non-linear effects are taken into account. The φ 1 and φ 2 parameters in model (11) control the stationarity of ∆RĨG t . The unit root hypothesis is therefore If this hypothesis is verified, the model (11) can be expressed as a stationary auto-regressive representation for ∆RĨG t , implying that RĨG t is an I(1) variable.
The used for testing H 0 against the general alternative hypothesis {φ 1 = 0 or φ 2 = 0} is the Wald statistic computed from (11). This statistic is:
where t 1 and t 2 are the t−stats forφ 1 andφ 2 in (11).
Given that the general alternative hypothesis {φ 1 = 0 or φ 2 = 0} is not unilateral, the bilateral Wald statisticR 2T can display a lower power than its unilateral counterpart. We can then consider the unilateral version of the Wald statistic so as to solely focus on the negative values ofφ 1 and ofφ 2 :
This statistic R 1T is testing the null hypothesis H 0 against the specific alternative hypothesis:
H 1 : {φ 1 < 0 and φ 2 < 0}
But a third intermediate case exists for which only one of the two regimes is stationary:
   φ 1 < 0 and φ 2 = 0 or φ 1 = 0 and φ 2 < 0 If H 2 is verified, then the process RĨG t is stationary in one regime but will have a non-stationary behavior in the other one. In such circumstances, this process is interpreted as an "occasionally" integrated process, since it is I(1) in one regime only.
Since a significant test statistic R 1T or R 2T can justify the rejection of the null hypothesis, they are not relevant for disentangle between the hypothesis of global stationarity H 1 and the hypothesis of an "occasionally" unit root H 2 . This problem has to be overcome by using a test specifically built for the alternative hypothesis H 2 . This test consists in examining the negative values of the t-statistics t 1 and t 2 . If one of the t 1 and t 2 statistics is significative, this means that hypothesis H 2 is consistent with the sample. The table 2 provides a summary of all these test statistics according to the corresponding alternative hypothesis. As mentioned in the introduction, the first step consists in the estimation of the deterministic part of the real interest rate and in the identification of the structural breaks. As a second step, the presence of possible non-linear effects for the real interest gap process is studied in the framework of a threshold model. If the hypothesis of linearity is rejected, then unit root tests are applied for each regime so as to check for occasional unit root . (2006), we will focus on the demeaned series concerning the study of the threshold effects. In the Perron (1989) spirit, we check for structural breaks by regressing the real interest rates on a constant and a dummy variable: If we allow for structural shifts in the mean, this implies to have structural dates for the break at our disposal. Since these dates are usually unknown, they have to be detected by an endogenous method. We retained the Zivot & Andrews (1992) methodology for the timing of the break since this methodology allows the process to be integrated under the null hypothesis. The break date estimated with this method is treated as unknown and is estimated with a data dependent method which corresponds to the minimum of the t-stats 6 The choice of 1951 for the beginning of the data could be explained by the fact that tests for periods prior to 1951 would be meaningless. During World War II and up to the Treasury-Federal Reserve Accord of 1951, interest rates on Treasury Bill were pegged by the government with the result that Treasury Bill rates did not adjust to predictable changes in inflation rates. The dummy variable D (T b ) t will then take two values (0 or 1) according to the break date T b in the following way:
Test statistic Corresponding alternative hypothesis
The real interest gap is therefore composed of a deterministic part (with a mean shift) and a stochastic part RIG:
Consequently, the estimated mean for the real interest rate r t is 0.34% before January 1980 and 2.34% after that date.
Threshold effects
The decision for the most parsimonious version of (9) is based on information criteria (AIC, SIC) and on the significance level of the T-Garch coefficients, with a general-to-specific approach. This suggests that the representation of (9) with p = 1, q = 0 and r = 2 gives the best fit concerning the conditional volatility. The estimation by maximum likelihood of this T(2)-Garch(1,0) yields the following results:
Parameter Coefficient Std. error T-stat. Prob. First of all, the ARCH effects are very pronounced, i.e. the parameter α 1 in the model is highly significant. Furthermore, asymmetric shocks are present in the model but only at the second order, since only the threshold coefficient γ 2 is significant and positive. This means that negative shocks two lags behind increase the current volatility and we can therefore say there is a leverage effect for the second order. Overall, past shocks have impact on the volatility in a persistent way as the sum of coefficients is close to one, especially when shocks two lags behind are negative. More precisely, positive shocks have an impact of 0.87 whereas negative shocks have an impact of 0.99.
The standardized series (RĨG t = RÎG t /σ to 3. Therefore, this series can be used as threshold variable in the next step of our inference study.
Second step: M-SETAR representation for the demeaned series
As a second step, we apply the M-SETAR representation to the demeaned and standardized RIG. This will allow us to test the hypothesis of linearity for this component. First of all, it is necessary to select values for the nuisance parameters m and λ. The endogenous method (13) with M = 15 as the maximum limit for the delay recommends a delay of 3 months for the transition variable. The selected value of the threshold parameter is equal toλ = 2.21 according to the method (12). Hence, the regime is switching along the value of the Heaviside function:
The Heaviside function takes the value of 1 if the growth of the real interest gap is higher than 2.21 over the quarter between the previous month (one month ago) and the date four month ago (i.e. excluding the present date). The estimation of the model (11) yields the following results (standard deviations are in brackets and non-significant coefficients are omitted): Since a non-linear modelization is more adequate for the real interest gap, it is possible to check for a unit root in each of the regime of the threshold representation.
According to the unit root test results, the bilateral statisticsR 2T and its unilateral counterpart R 1T are rejecting the hypothesis of an integrated process but only at the 10% level, the p-values obtained with a bootstrap method are both superior to 5% (cf. table 4). However, it is possible that this result of a strong persistence for the series (where the test statistic lies in the zone between the 5% and the 10% level) comes from the aggregation of the two individual statistics t 1 and t 2 .
Test Statistic Alternative Hypothesis Stat. Boot. p-value R 2T φ 1 = 0 or φ 2 = 0 10.03 7.94% R 1T φ 1 < 0 or φ 2 < 0 10.03 6.84% t 1 φ 1 < 0 3.08 2.92% t 2 φ 2 < 0 0.74 61.58% Since these two test statistics correspond to each of the two regimes, the one corresponding to the unit root regime can lead to spurious results about the 1953 1956 1959 1962 1965 1968 1970 1973 1976 1979 1982 1985 1987 1990 1993 1996 1999 inference of the real interest gap. Indeed, this hypothesis {φ i = 0} is rejected for the regime 1 (i = 1) but not for regime 2 (i = 2), according to the test results. More precisely, the bootstrap p-values are 62% for t 1 but only 5% for t 2 . Hence, the real interest gap seems to behave as a martingale as soon as its growth over the past quarter is above 2.21%.
Interpretations and conclusion.
Throughout this article, we have examined the long-run relationship between nominal interest rates and inflation with an application to the US data and showed strong evidence for a threshold behavior 7 in the residuals of this cointegration relationship. The introduction of structural breaks in the long-7 As for any statistical test, we are only able to reject or not the null hypothesis of the test, without having any indication concerning the alternative candidates to be held. However, as there is strong evidence against a linear model, we presume that the LSTAR model performs better than the linear model and also better than other non-linear models for several reasons. The ESTAR gave less statisfying results and does not encpmpass the SETAR models as a particular case, while the LSTAR model does.
run relationship helped us to remove some structural instability from the model prior to the analysis of asymmetries in the short run dynamics.
Through SETAR tests, we underlined the existence of size asymmetries. We explain size asymmetries as differential adjustments to small and large equilibrium errors. This results in gradually changing strength of adjustment for larger (both positive and negative) deviations from equilibrium. Moreover, we found strong evidence for a smooth transition between the regimes of high and low interest rates (which could referred to a regime of increasing nominal rates or decreasing inflation rates respectively, ceteris paribus). This kind of nonlinear behavior may usually result from non-synchronous interventions, heterogeneous agents and some intervention costs, as in the T-Bill market.
Furthermore, according to Orphanides and Wilcox (1996) , this could be interpreted as a feedback effect of an opportunistic behavior of the Central Bank for the T-Bill market. Proponents of the opportunistic approach hold that when inflation is moderate but still above the long-run objective, the Fed should not take deliberate anti-inflation action, but rather should wait for external circumstances (such as favorable supply shocks and unforeseen recessions) to deliver the desired reduction in inflation. This means that the policy maker (still pursuing an objective of price stability) will change his behavior depending on the level of inflation. Whenever the inflation rate decreases and falls inside a band of tolerable inflation, the policy maker will be more reluctant to conduct an active policy (by decreasing nominal rates for instance), but merely engage in a policy of watchful waiting (which is consistent with a stance of inflation targeting). However, in a context of increasing inflation (which will correspond to our low regime where real interest rates are low and/or decreasing, ceteris paribus), the monetary authorities will change nominal interest rates so that inflation rates will go back to acceptable values. These empirical findings confirm the different forward looking estimations of Clarida et al. (1999) for the Taylor rule (cf Taylor (1993) ) in which interest rate feedback rules imply that nominal interest rates should respond to increases in inflation with a more than one-to-one increase during the Volcker-Greenspan era or a less than one-to-one increase during the Burns-Miller period. More precisely, since the arrival of Paul Volcker at the head of the Fed, monetary authorities are quick to raise nominal interest rates in response to inflationary pressures, which leads to a return of the real interest rates to their equilibrium value. On the other hand, in a falling inflation environment, the authorities may not be as quick to reduce the level of nominal interest rates, especially during the disinflation period. Hence, as verified empirically by Bec et al. (2002) and Kim et al. (2005) , there is strong evidence for a multiple-regime behavior to inflation shocks in the Central Bank reaction function, which implies that monetary authorities run a credible yet opportunistic anti-inflationary policy, reacting more strongly to positive 8 and persistent than to negative and/or non persistent inflation surprises. This evidence should also resolve the puzzle of why the Fisher effect appears to be strong in some periods but not in others. Just as this analysis predicts, a long-run Fisher effect appears to be strong when interest rates and inflation exhibit stochastic trends: these two series will trend together and thus there will be a strong correlation between inflation and interest rates. On the other hand, as soon as those variables do not exhibit stochastic trends simultaneously, a strong correlation between interest rates and inflation will not appear if there is no short-run Fisher effect. Thus, the presence of a long-run but not a short-run Fisher effect predicts that a Fisher effect will not be detectable during periods when interest rates and inflation do not have trends. It is exactly in these periods that Mishkin (1992) was unable to detect any evidence for a Fisher effect.
Indeed, according to Mishkin, the findings here are more consistent with the views expressed in Fisher (1930) than with the standard characterization of the so-called Fisher effect in the last twenty years. The evidence in this paper thus supports a return to Fisher's original characterization of the inflation interest rate relationship.
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