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RÉSUMÉ 
L' ast hllle cst ull e Illèdaclie infla llll1l Rtoire c11l'Olliquc des voil's rcspiratoin's. Il sc lliani-
fl'str par (lrs Clises de dyspn pp. sifH antes chmlllt ksqnP.ls ll's S0 11 S pllli s sont a ppel rs sihil ants. 
Ces cri ses SOll t So uyell !, lIodmlles el r('versibll's, SpOlltèl llélllelll UU :,ous j'effet du 1 ra ile-
ment. Les sihil ants 'aractérisant ]' astlmH' Sl' sn perposent aux suns respira toires normanx 
et appara issent Ir pins SOllvent ?t j' expirnholl, 
Notre projrt dr l"crhrrrlw ronsisT.e ft d 'ali ser 1111 dft,er t,rlll' antolll ,ctiqnC' des sihil am,s. 
CeL Le problénlê:1tiqlle sera t rait.ée COI1I1I.1l' Ull processus de l"C'COllll a issclll u ' d c formes . Le 
processus de reCOllllèl issance ci e forlli es sc CO lll pose ci e deux Itl od llies illd issoeiablcs : l ) 
]'rxtra" ti on drs ,;:u'a,t r ri stiqllrs d es signanx, rt 2) la lllodflisati on p emwtr ctl Ir la diSCli1l1i-
na tion d es d a ses . D e étapes de prérra itemellL ou de post tra itemellt des ùO llllées p eUyelll 
s'ajouter pour p erfect ionner le systèllle, Les performances du système de reconnaissance 
d r pend l'nt dc's comhin a isons des t,yp rs d r modnks adopr,rs dans ("(' sys rh ll c. 
P OUl cc pru jct , llOUS aVOllS testé plusieurs cOlJlbilJèlisolls de tec ltlliq U<.'s d 'l'x t,rèl ct iOll des 
caractéri st iques et ùe lllodélisat ion. :\ons aVUllS èHlssi all alysé l' cfier d u prétra itcll1ellt et du 
post tra itement des cl onn ées, Les résult a ts ont été comparés à r a ide de Llire sous la courbe 
(ri UC - A,.('a Unde',. Om've) de t rèlcés dl' type (HOC - RCCf"iue l Opemt'ing Clw:mderistic ). 
Le m eilleur résultat a été obtellu en u t ili . allt, cOlllme carac térist iques, lG coeffi cients ùe 
ty pe ( flfFCC - Mel Plequency Cepst1''II.1T! Coefficients) extraits cl'11l1 signa l échan tillonn é 
Ù GUUU H~ sur des seglllell Ls ùu sigllètl sO llurc lI<.- 102-1 éclldillill oll s. Cl'S ]JClld lll l:t res Ollt 
pté modélisés par la. technique (Cil lM - Cau:;Sta1L ilhxt'tl'/e Model) 3 8 regroupem ents 
en u t ilisant des matrices de covariance de type di agonale, Aucun prétra itelllen t. effectué 
s m les paralll('tres , Ile s 'cst avéré d lintce. Par cUllt re . ulle t ccllllique dl' p ost tra itelllell t, 
effec tuée sur les mesures obtellues lors de l'étape cie classificat ioll , s'est Hyérée bé ll éfique . 
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INTRODUCTION 
L'asthme est l 'une des maladies chroniques les plus répandues chez les enfants au 
Can<tc1ct et pose pgalement. lln grave prohlème elle/" les adlll tes, Selon l'EnqllPte Nationale 
:-iUl' la Salllé de la Populat ioll (ENSP) de 1!:J9tl-1999 il l, 2,3 lllilliollS de perSO ll lll'S souffrent 
de l'astlulle (8% des adultes et 12% des enfants), Au niveau mondial , de 100 à 150 millions 
df' personn es sOllH'rent rL1sthme et km nomhre pst 1'11 anglllent<ttioll , On eill'egistre pl liS 
dl' 1tlO 000 décès par ml dus ~l cette illfectiOlI Pl , 
L'aslhme es t une maladie inflamma toire chronique des voies respi ratoires , Il se uw,-
nifeste par des crises d 'essoufflement sifflantes don t le son caractéristique est nommé 
sibil ant., Ces nises sont. révcrsil,lcs spont.anf>ll1f'nt. on snit(, ft nn traitC1l1f'nt., Lf' pl'aticif'l1 
spécialiste, dans ce type de maladie, se trouve confronté à une grande difficulté pour 
établir un di agnostic pertinent car la malad ie d 'asthme se caractérise le plus souvellt par 
des n i ses 1l0ct.1ll'ne:s snivies df' phase:s de: n' pit , f'sselltidkme:nt. di ll1'll e:S , DOll C, e:n généra,], 
le praticien voit on pat ient lors d 'une phase cie répi t non significative de la gravité de la 
llla ladie, 
Les systèmes de surveill ance cie la fo nct ion respiratoire, sembl ables à ceux uti li sés clans 
l 'analyse cl u sigllal ECG (ÉlecLrocardiograllllllc) , ::;OIJL Loujoms C11 pha::;c dc d6vdoppClllCllt [:3-1 31, 
La complexité de ce type de signaux et le manque de stalldardisatioll entre les équipes de 
recherche frein ent cOllsidérablement la recherche sur les signaux respi ratoires en général, 
et le d6veloppelJlellt de::; ::;y::; t èlJle .. pour le diagno::;tic l'Il particulier. 
C 'e::;t pour r6polldre ~l cet le prolJlélll aL ique, ljU ' UIl proj et de développelllCllt d\lll outil 
cI 'identification des sibilallts à domicile, particulièremell t utile pendant les épisodes de 
crise d' ast hme nortmne, a vn le ,iollI' an départ ement de i\I at.hématiejll P'S d 'ln formatiqne 
et. de G61lie (D:-lIG ) de l'Ulliversité du QuélJel' à Rilllouski (UQAR ), 
NoLre travai l consiste à mettre en place Ul! sys tèllle fi able de délect ion automat ique 
des sibilants à partir d 'enregistremellts acoustiques réalisés SUl site, c 'est-à-dire dan ' des 
ronrlitions rf dles, gé,nf>l'alr m(']1t hl'11it.r('s , Ce pl'Oc('ssns rle rl ét('rt,iOlI sera l'a11l('né R n]) e 
problémat ique plus globale cie reconnaissance de forl1l es , 
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Dall ::> ce llJéUlOire lIOU::> ]Jré::>euLelOlI::> J OliC. J all::> uu premier chetpi t,n:, la ]JlOIJléllletlique 
géllérale de la reconnetissance de foml P::> aiu ;,; j que son ut ilisatioll claus la détection des ;,; ibi-
lant::>. De plu;,; . l10llS y i11 t rocluirons les notions e::>se lltielles concernant les ::>011::; re::; pirato ire;,; 
leh que les appréhemle11l. les pnotLiciells. Daus le secolld cl 1ê:\.pitre, IlOU::; eXclluiutTOllS le::; 
techniques d 'extraction des carac téristiques représentant le signal. Le troisième chapitre 
c0111prl'11(11a cll'scription dl's t,l'chniq ll l's d l' modélisat-ion (classification ) p ermettant d 'oh-
tenir le lueillem Ji::;nilJlilletll t enLre SOIIS llOrIllClUX el sou::> et\'ec ::>ibiIaul s. EI11iu . le demier 
chapitre COIlcem era la lI1éthodologie de l'expérimentat ion aillsi que les résulta ts obtenus . 
D811::; la conclusioll. nous ferons le bil an ci e ce ttava il et propo::;eroll::; ci e::; perspecti ve::; p OUl 
Id ]Jl'Odl a ilJc étape dl' réalisaliolJ. 
CHAPITRE 1 
RECONNAISSANCE DE FORMES POUR CLASSIFIER LES SONS 
RESPIRATOIRES 
Dans ('c chapitrc, nOllS lllct trons (;11 ('xcrgll\' lr:s drfi nitions ct les rarad,r ristiqllcs des 
différenLs bruits respira toires, ainsi que l 'origine de leurs productiolls. Nous décrirons, par 
la suite r approche de la reconnaissance de forllles pour détect er les sibilallts. 
1.1 Nomenclature et classification des sons respiratoires 
Les Cjllalifi rat ifs de René Lapnn ec , Illéder ill frall (ais illventem dll stét.hosrope, donn és 
aux uiHérellt ~ typ e.' ue râle~ ( hullliue~, llluqucu~e~, ~ec~, gro~~e~ lJUlle~ ... ) ll 'éta.icllt pa~ 
pathognomoniques et ne permettaient pas ulle dist inction significative entre pneumonie.', 
maladips plllmonail'ps rhl'OniCjnes d. insllffisances rard iaCj nes (voir le t.ahl eall 1.1). Les 
difticult é~, \'oile le~ elTeur~ de Lrauuctioll de la Lel'lllillologie ue Laëllllec eL l'ill tl'O Uuctioll 
de nouveaux termes ou qllalificatifs , ont entraîné une grallde clispari té , voire Ulle cOllfusioll 
pntl'e ]ps pcoles dp mpdecine [J4[. U lle normalisation de la tennillologie des sons respira toires 
Cl été IJl'O]Jo~ée , ell 1976, par l' Intemat'ional Lung Sound Association (ILSA ) , et auop t6e 
rannée suivante par l'Am,erican Thomcic Society (ATS) [15[. Cette nouvelle llomenclature 
est l'éSllm pe dans Ip tahlean 1.2. Lps sons respiratoirps SP divisent en denx grandps classes: 
le~ ~Oll~ llOnWU.lX el ] e~ ~Oll ~ èl.dvellLice~ ou Cl llOl'lllaux . Nou~ dOllll(:'l'Oll~ le~ déhllitioll~ et. 
l e~ cOll1p o~ante~ cie chacune cl e~ clas~es . 
1.1.1 Sons respiratoires normaux 
Les ~011~ re~ pira,toire~ normaux SOllt proclui t~ par le mouvement cie J'a ir dall~ le conduit 
respiratoire lorsqu 'ulle personne respire normalement. Selon la posit ion où l'on mesure les 
Tableau 1.1: Traduct ion des t ermes origin a ux de Laenn ec p our la classifi cat ion des sons 
respirato ires(i\ li kami et a l. [IGI selon [171) , 
D escription originale de Laënnec Traduction anglaise 
FLUe 11llllJiJe ou CléjJi ~atioll \Net raIe, crepitat ioll . or clackle 
n 81e Illuqueux ou gargouillelllellt j\ luc;ous or gurglillg l'ale 
Râle sec sonore ou ronfl elllen t Dr,\' or sllorillg ra Ie 
RAlr sihilant srr 011 siffkll lrn t Dry \vlti s tlillg or wlteezillg mie 
R àlc crépi ta llt sec à grosses bullt's ou craquelllent Dl'\' clack lillg l'nIf' \\' it h lcl rge bu bblcs 
SOli, ' respiratoires , Oll olJticlJJralcs SOllS tl'èlcltc:o-IJl'OlIcltiques ou les IllUl'll lUl'l'S vc:siculaires, 
Les SOllS tra.chéo-bl'Ol1chiques sont ob te llus près de la trachôe, cl u larYllx ou des grosses 
bronch es alors que les murlllures vésicul aires son t obtenus sur la sur face t horacique , 
1.1.2 Sons r espiratoires adventices 
Les sons adventices sont sup erposés a ux sons respiratoires nOlTlIa UX ou les remplacent, 
Ces sons indiquen t souvent des infec tions du systèm e respiratoire, Ils son t répartis en 
de ux classes , selon q Ll 'ils soient cOlltinus ou cliscolltinus [141, Les so ns advent ices cont inus 
sont des bruits anorma ux d 'une durée supérieure Ft 250 m s, Dans celte classe; on trouve 
les sibila nts e t les ronchns , Un sibila nt est d éfini comme ét ant une composante sonore à 
C;-Ixactrl' r n11lsical sm a jo11 t0 a11 son rf:sp ira toirr nOl' llla l. Lf:s s ib il an ts sont p r inripalrment' 
présents da lls la ph ase d 'ex piraLion, On les dir Cl m onophon iques ou polyphoniq ues selon 
qll 'ils son t composés d'un ou plusiel1l's lta.n lloniqlles, Le lIlécanism c de prod uct ion d es 
sibil a n ts a u seil! des bronches sel1Ible impliqucr l'interact ion cl es jJ<-Irois e t du COura.ll t 
d 'ai r. P OUl' Fmga,cs [IDI (cit é p a.r Louclon eL tl lmplIy [Ilil) , ces sons son t produi ts qua nd la 
sect ioll des voies aériennes es t resserrée 8 tel p oin t que les p arois opposées son t eu quasi-
contac t et qlle la vit esse c1 ll com a nt. c1' a ir attein t. FI lms lIne valeur critique pour forcer cet 
obstacle, fa isant a insi vibrer les parois des broncl lcs , Cer tains auteurs [20 221 définissent le 
s ibila n t comm e étant un son cont illu , p ériodique, d e fr équellce fond am entale sup éri eure à 
100 Hz ct rJ ' lIn e dm <,e snpél'i e1\l'e Ft, 100 ms, D' a n t rrs antem s [ IG,I~ I 11 t ilisent la r1ffi ni t. ion rie 
l'Anle1"ican Thomcic Society (tableau 1.2) qui le défilli t comme étallt un SOI! périodique 
de fr équence varia ble d ans le tem ps m a is supérieure à -100 Hz et de durée sup érieure à 
250 m s, NOllS lIti liselOliS crt t.e rJrlll ir re rlNinit.i on, 
Ta blea u 1. 2: Défillitions el, appellations des sons adventices selon 1 A m erican Thomcic Society (Tableau de [ 16, l B}), 
G. B. et U.S.A. ALLEMAGNE 
Discontinuous 
«250 ms) 
-Fine (h igh p itched . 
low amplitude , short Fine crack les Feines Rasseln 
dura tion, IDW" = 0,92 
ms. 2CD ' = 6,02 ms} 
~ (low p itched . 
h igh amplitude. long Coarse crackles Grobes Rasse)n 
duration , IDW = 1,25 
m~, 2C D = 9. J2 ms} 
Cont inuons 
(> 250 ms) 
J:li&.h_J'~ 
(dominam frequency Wheezes Pfeife n 
> 400 Hz) 
-Low ll iU;: h~d 
(domi nanl fre'Cluency ROflC'.hi Rrummen 
< = 200 Hz) 
.. In itial Def1c.etion Width (largeur de défieelion initiale) 
, Two Cycle Durat ion (du rée des 2 prem iers cycles) 
FRANCE Proposition de Forme d ' onde en 
modification temps étendu 
~ Râ les crépitaots C répi tements fi ns 
Râles bu lleull. ~v~ ou Gros crépitements sous-crépitants 
Râ les sibi lants Sifflements ~ 
Râles ronflants Ronchus ~\'tN 
C,Jl 
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1.2 Emplacement de la prise de son 
La transmission des sibiL:lllts à travers les voies rpspiratoires est m eilleUl'c qll e la trans-
m iss ioll à t. r avcrs la cage t ltomr iqlle. Takcrn,wa ct nI. [2:3] (c i t r par LOl!doll ct ~ r mphy l ib]) on t 
d élllontré quc les composan Les de fr équcllces ékvées (1000 Hz et plus) étaicllt lleU ement 
mieux détectées au niveau d e la trachée. Ces ét \1des renforcent l 'importall cc d'écou ter les 
SOll S respirato ires al! lli vean dc la trarhrc j'101l1' rtnr!i cr les m alades astlll 11 <lti qnes , Tl Fant 
l'appeler que les SOIiS llOl'lllèlUX cCl pt és à ICI lrac lJ ée SOllt dit s trClchéo-bl'OllChi qlles [11]. 
1.3 Base de d onnées u t ilisée 
Les sons respiratoires que llOUS avons u tilisés dans ce projet: ]xoYiennellt des bdses de 
d Ollll res ASTRA 12-1] et HALE 125] e t. ri e sit.es ill t.elll et , Ces sigll allx sont. capt.ps ft ra id e ri 'ml 
lllicropllülle , placé au lliveau de la t racllée , Il s SOl1L ellsui te éclli:lllt illollllés à ulle fréquellce 
véri fi a ll t le théorème de Shannon , Pour d es considérations cl 'uniforlllisation ct de quan t ité 
de d onn pps à t.raiter. nOllS n,YOllS S011S-pchilllt,ill olln p les sigll n,nx p om' f<'l.ire ('n sorte qn 'ils 
::;oiellt. tom, l'ClllllllCIH::S ~I Ull écha ut illollllage de (j() ()() l-L'" 
1.4 R econna issance d e formes 
Le prob lèm e de la reconllaissance de formes se subdivise, géllér alem ent , en d eux 
phases : l" u7JjJ'I'entissage et le test, La phase d' apprent issage consiste à cd'er des lllodèles 
C11 vue d 'établir UII discr-irninant eutl'C les diliél'cll tes classes, ù p ar t ir de sigllctux dOllt 011 
COl ll lè1ît la classe d'appClrtewmce, Ceci s'effcctue en trois ét.apes : 1) l' e:r:tmctio1l. de ca-
ractéris tiques qui con, is te à représen ter chaque segment du signal temporel pa r un e seule 
dOllllée dalls l 'espace des caractérist iques , 2) let 'llLodéhsaLiun qui perllld de repl'éSellLer 
l 'ensemble des don11ées par un nombre res trei llt de param ètres et 3) 1'0btentioll d 'unc 
fonction di8criminante séparant les différentes classes, Cet te del'l1i ère est illustrée par la 
hou til:re séparallt les Zülles /( 1 et R2 d e la figm e 1. 1. LOlS de la plld,se d l' test., les CCl-
ractérist iques extra ites d 'un segment du sigrwl sont class ifiées selon leur emplacement par 
rappor t à la fonct ioll cli scrim in allte , 
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Ci~~~-I fi~~ïion () Test Décision .. (1) 
Figm e 1.1: ['rinrilJr rie 10 T(,('.ounr!JSSO,TI re rie fO'f'1T1 cs. h i. n01/,S m lorl,s deu.?: tYrlcs dr do nnrcs (+) E n2 ('/ ( . ) E N I rqn/sell/. res rn 
rlPUT rlim r.usions (d l pt r/2). Ln. 11Jor/r'lis a(i o1) TW'/'177e f rl'o/it,p1Ù1' UTiP .fnnr'fi (1) disr1'il ll.inontp (i llllshfr 71(/,'1' la fTOl/.fiPTP ( nfrp 10 Z01IP R I 
et R'2)' Le cané (0) 'l'eprésentr. une don née à classifier , 
---.I 
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Tableau 1 3' Classificatio ll cles SO llS respiratoires .. 
Sons Respiratoires 
Norln 3ux Advent ices 
Trachéo- 1 i\ 1 ur III ures ContilluS Discont inus 
Bronchiques Vésiculaires > 25011/.<; < 2501118 
Sibilants 1 HOJJ chus 
> .JOO I! .:. < 200/-1 z 
Gros 1 Cn'~pill'JJJeut s 
Cn"pikllll'i lls Fins 
1.5 Problémat ique 
La pru1.Jléumt.ique d l' recl lcrclIc collsistc Ù llld u e cu place uu s~ ' :;lè llie de slllveillauce 
de la fOllction respiratoire chez les lll a lacles as thlllat iques en particulier. Cet outil per-
met tra cl 'aider à faire un bon diagll ostic . de suivrc r évoluti on de la maladie. ct- cl' éyaluer 
l'efficacité des t raitelllcuts prescri ts. La cUlll]llcxit é de ce type de sigllaux ct le lllcUlljue de 
standardisation entre les éq uipes de recl lC'rche L'reillent considérablcl1lell l la rl'dJCrche sur 
les sigua llx res piratoires . 
1.6 Objectifs 
Cf'. projd dl' r('rh('r rh(' ronsist(' R Illd .t. r(' ('Il plél r(' llll clispositif Iw rm('ttant cl(' cli s-
tinguer deux classes de so ns respirato ires; elJ l'occ urreuce, les SOl1S lrachéo-bronchiques 
et les ·ibilants. Le tableau 1.3 situe les deux cl asses dans l' arbre de décomposition des 
clifférf'.ll trs rl ass('s (] (' S011 S r('sp irat.oires. Lrs fi gm es 1.2 c t. 1.3 mon t.rent Ir S])('rtlOgntl11lll\' 
de deux cycle re pirato ires . Le curseur dans la fi gure 1.2 montre un s ibi lant 11l011opho-
niqu e d 'un e fréquence cl '('uyiron 1000 Hz. Tandis que dan ' la figl1l'e 1.:3. il indique un 
sihilant polyph oniqllr allX fréqllell ('rs cl'('nvil'Oll -100 Hz r.t 1000 fI l.. 
1.7 Méthode 
Pour atte inclre les objectifs de cc proj et Il 0 US fai sons appel aux te lllliques cie t raite-
ment cie ignaux liées à la problématique de la reconnaissance de formes. Ainsi. les per-
fo nml.n c('s du proc('ssus (If' s~parat i on (If' rlass('s dép ('n(]('l1t ~n orlll (.n l\'nt rlf's tcchniqu('s 
ut ilisées. Nous avons di \'isé ces tecllll iqLlcs el! deux groupes : 1) les méthodes d 'extract ions 
, . y,., .. ',,··1···;· , 1 ' r; 
r .~ J. Q l ~ : '! ;: S 
~200 .. 
:<1.00 _ 
lEf~ .. 
j J(()_ 
'. 
Présence d'un sibilant 
monophonique 
! <D. j ................................ J.: ... JI'~f.'t"'i'fH,.':i,::i<"4..,t4""1""'~~~ 
î'" 
UX' 
9 
, " 
'le S 90 
Figure 1.2: S ection d'Il spectrogmrnme li 'un son respiratoire contenant '/ln s'ibilant 'II/,ono -
phonique en 'lLtihsant le logiciel WaveSll'Ifc'{' (26J, 
Figure 1.3: S ection du spect1'Oqmm,m e d 'uT! son 'resplrato'i't e contenant un sibilant polypho-
nique en util'isant le logiciel vII aveSw:fér (26/ 
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Ta bleau L 1: Combinaisons des différell tes t echniques ut ilisées p OUl lel classification des 
som; respira toires (voir la li ste des èlhlévia l ion::; ) . 
Extraction :'vloclélisatioll 
des caractéristiques \ classifica tioll 
MFCC 
SBC 
FFT IIQ 
LPC CM fil 
CC SfIlM 
WBC 
1 
AlLP 
D IVTC 
WPC 
des caracth istirples et 2) les mét hodes de ll1od r lisat iol1 / classification (voir la fi g\lle J .1). 
Not,re approche pom mettre r n place l1n t.c1 systhne sc r rSllll1e ell trois rt.ap es : 
1.7.1 Étude des différ entes combinaisons d es techniques d 'extraction d es ca-
ractéristiques et d e modélisation 
CeUe rt.ape consiste h. trol1ve]' la meil1clIl'e comhinaison entre les t.echniq1les d'extrac-
tioll des caracLérisLiques cl celles de la modélisal ion/ classificat ion. P OUl la reco llnaissance 
des sibil ants , plusieurs combin aisons ont été proposées dans lalittératme. La combinaison 
dl1 sl)(~c tr(' ct des rrsC'al1X de l1 elll'O\1es a r t.(~ r l',m[i re pal' Forkhcim ct al. [271. Hietvelcl et 
al. [91 . et \tVait ll1an et al. [101. La éOlllbillaison de la tedutique LPC et du plu::; proche vois in 
a été étudiée par Sankm et al. [2~ 1 . Des cOlllbinaisons de techniques par ondelettes et par 
rrspaux de ll PlllOlles ont été étudiées par PeSll pt al. [~I . Kallcl aswamy ct al. [121. Enfi ll . la, 
cOlllbill ai::;ou d e::; techlliq ues l\IFCC el GJ\,I!\ '1 l'st celle que !Jous aVOllS jJroposée d aus le 
cadre cie ce pro.i et [29.3°1 , 
Afin cl 'atteiuclre ce premier objectif. Kous chercherolls la combinaison optimale parmi 
1111 nomhrr restrrint de techniqllcs dc caractrl'Îstiques ('1' de mM,hodes llloclrlisation/ classification 
(voir le tablea u l.-i) . 
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1. 7.2 Optimisation des paramètres des techniques d 'extraction des caractéristiques 
et d e modélisation 
Cett e r tap e ronsis tr à t.rollVel' les r aralll ptl'('S optima1lx SOllS-.j'LcrMs ?t la terhniq1lr 
ll" exLractioll J es cHJ.acLéristiques et ceux sous-jacl'IlLs ~ IH, t edllliqu l' de 1I1oJélisatioll dlOi-
s ie, 
Nous étudicrons cl "tille part, I" effct des paramètrcs sui\'ants lors de l' cxt ractioll cl es 
(' arad~l'isti(i1\('s : 
• leI. dijjjeli sioll des vectems U:l.racL6ristiljues : 
• la la rgeur cie la fellêtre cl" obsclTa tioll: 
• le ta ux ci e recouvrement des fenêtres. 
D'antl'r par t·, 11 011S ér.mlir:rons l'dtd. c!rs parall l ~ tTl'S reli és À la mod~l i sa hoJ1 / c1assifi rari on 
(voir le l ablcau 1.5). Nous " enons, à la sec tioll 3. ' . que les para nl èLrcs "llOlllbrc dc neu-
roncs de la couche cachée" et "nombre de regroupemcll t" , du tableau l. 5: sont similaircs, 
:\ ons lltili sr:rons alors "nombr r: dr l'r:gronpl'1J1rn ts' ) pOlir décri rr rl's drllx pnntm ~trr:s. 
1. 7 .3 Étude de l 'effet d es m éthodes de prétraitement des données 
Cet te étape consiste à détermiller si Ull prétn\itement effect ué sm les données ext rait cs 
a ffec tera les résultats de la cl assificat ion. Les techni ques cie prétra itelli cm étudi ées sont 
les suivantes : 
• la techlliqu c du centrage : 
• ranal ~','c par composantes principa les (PCA) : 
• la techni cJl le clu blanchimellt, 
Il fa nt 1'apprlr1' CJnr l'obj r rtif prinriprll dr rrt,t,r 1'rchr1ch(' rst, d r rl r trrmill(,l lrs t.rois 
poin ts . lisLés ci-dessous, permcLLallt d'obt C:'llir le meilleur taux de cl i:1ssifica li on : 
• trouver la lllcillcure combinaison des teclllliqucs d'extractioll ct d(' lllOdélisatioll ; 
• trouver le mcilleur ajus temcnt des d ifférents paramètres de ('('s tcelllli ques ; 
• détcnlliucr si Ull prétri:\itclllclll esL llécessCl ire. 
12 
Tableau 1.5: Paramètres reliés aux techniques de modélisation pOUl' la classification de 
S011S respira toires. 
Pmami't,n ' VQ CAlM MLP SA 11\ 1 
Nombre d 'itération j j j j 
Type cie la matr ice covari ance j j 
Type cl" init ialisation j j 
Nombre de regroupements j j j 
Nombre de neurones de la couches cachées j 
1.8 H ypothèses 
Afin de comparer les résultats des différentes expérimentations. nous avons opté pour la 
mesure cie l'aire sous la courbe (AU e - Area Under- Cll1"ve ) de la com he ci e caractéristiqu es 
d 'dhcèLcité (IlOC - Receiver Opemting Chamcte'ristic ) décri tc ù la sccLioll 4.J. 
Les courbes ROe sont obtenues suite à l'u tilisal ioll de la Lecllllique "leave one olLr 
effectuées sur le dounées listées à la sec tion .-Ll. 
CHAPITRE II 
EXTRACTION DES CARACTÉRISTIQUES 
Ce chapi tre t raite cie r étap e cl · extraction cles caractéristiques (hm signa l. Il compreml 
les t.eclmiqll es l"('n c ont,l"~es dans la li t.t.é~m t1ll· (' ct celles qll e 11 011S aV011S j)l"O]lo,,pes dans cc 
projet . 
2 .1 Principe d e l 'extraction des caractéristiques d 'un s ignal 
L ·extractiOlI des caractérist iques est considérée comme un processus qui transfor me 
rl l's verte11lS dl' dimensioll t l" (~S élevée Vl' l"S des n d ,em s dl' diml'll sioll moins éll'vél'. Donc. 
c'c:::;t, LIlle projec ti on I : R V --> ]RD, où D « /V. L'extractioll des caracLéù ;t il1ues p en! 
être con idérée comm e un processus cie récluct ion cie climension qui tente de capturer 
l 'rssl'nti el ries cm adéristiqnes dn sigmt.1 analys~ avec PPll rie donn ées. 
La fi g1lle 2. 1 illustre t r~s bien cc p roceSSlls. Lr signal est rli visp en segmeHrs t.empo-
reIs (sans reCOll\Tement) dont chacun contient 512 échant illons. Chaque seo·ment p eut , 
par exemple, être transformé en uue représentation à l1ue seule comp osante (e.g . valeur 
moyenn e ri es 512 rchantill ons), deux C01 llpOSRllr eS (e.g. vale11l moyenn e ct yalenr ll1 ;L\.i-
lllale). etc. Le n01nbre de com posantes choisi correspolldra à la diTnension de l' espace ci e:::; 
caractér istiques . Nous ven OllS: p lus loiu , cliHérentes techniques p erTllettan t d 'obtenir ces 
vecteurs rie camrthis tiques. 
Il est illlpor tallt de garder le 1l0l1llH e de diIlICIl :::; iOll:::; le plu:::; petit l)o:::;:::; iblc afill de p ou-
voir: 1) créer uue m odélisation robllst e d 'une classe cie signaux et 2) réduire la complexité 
du calcul. Le coucept de modélisation de clas:::ic sera étudié, ell détai ls, au prochain cha-
pit re. P our l'ill:::;tallt, 0 ]] ùéfilli t Ulle llwdéli:::;atioll robn:::;t,<.; eOllll lle étèll lL Ulle lllod éli:::;at ioll 
dont le nombre de clonllées (nombre de segments) servant 8 la cOllst ruct ion du m odèle 
<1> 
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1 ", 
~ 0, 
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Figure 2,1: Rep1 ésentation rie la totalité d 'un signal dans l es pace de ses mractéris tiqu f's 
en le découpant en segm ents tempoTels , La dimension D de l 'espace des camctéristiq11.es est 
ici de 'urL dell}; et tmis, Chaqlle point 'l'epTésente les camctéTistiqucs tù'ées d 'lm segm f'nl, 
Dans le cas à une dimension, la seul caracté'ris tiqlle tirée d'un segmcnt pourrait par 
f'xe mplc, être la valeuT moyennc du signal dans cc segment 
est bea ucoup plus large Que la dillle lisioll des dOllllées , En effeL , le nOllllJl'e de dOllllées 
d 'entraînement nécessaire à la modélisation augmente de façon exponent ielle par rapport 
il b dimension, CP ph pnomène est conn11 SOl1S le 11 0m r1P "("IlT'se of dimensionalit:t;" [:3 11, 
priétés suivanLes : 
• grande variation lorsqu 'elles sont issues de diHérent es classes : 
• vari ation minime à l 'intérieur d 'un e mê1ltc classe; 
• fac ilc à lllCSUlU' ; 
• insensibili té au bruit 
Dans ce chapi tre , nous préscnterOlls les teclllliqucs d' ex trac tioll rencontrées clans la 
li 1 t.Pl' :îlllH' p11 V11e dl" d itssifi cr les sons rpspirat.o irf's , N Ol1S p1'Psentemns it11ssi les 11 tPI hoc!es 
que nous avons proposées pour caractériser cIhcacellll'llL les sigllaux respiratoires [29, 321, 
Ces dift'érell tes techlliques peuvent ètre subdivisées l'Il quatre glOupes : 
• analyse de Fourier ; 
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• prc'di cLioll liuéa ire: 
• a nal.vsc ccps tra.Je ; 
• t ransfol'lli f e ('n ondp lpr.tps . 
P our ull ifo rm iscr la. llota t ion ton t an IOllg de ce documcllt. nous a llolls gi:l rder x pour 
désignpl' le \'cc lcur des caractérist iques (figurc 1. 1) cie dimension D. 
x = [.1' 1.,1;2 ... . ,.1: 0] (2 .1 ) 
2.2 Analyse d e Fourier 
L 'mwlysl! ue FO Ul'i l!r cl 'UlI sigll è\.l collsisLl! ~l cèl \cukr cL r l!pn::sl!uLcr SOli cou Lcllu Üc'qucllt.iel. 
appelé spect7·e. P OUl' le cas discrct, la Transformée de Fourier Discrète (DFT - Disc'let }OlL-
1'ier Tmnsfonn). d 'tlll signal d iscret s[n]. est décri te par l'équatioll 2.2. 
1\'- 1 
S[J,;] = L sr l/ ]e - 2~7"k k = 0, .... A - 1 (2.2) 
n=O 
où k pst l'indice des fr équences et IV est le nombre d 'échant illolls du signal s[n] . 
L 'an a.l ~i . · e de Fouri er s'avère in téressan te da ll s le cas des sons resp iratoirps. En effet . la 
pr6sl'ucc l ll! s il> il èl ll tS l!st ci:1r Clc tù i ù'; le p lus SOll vellt . par Ul'S p ics l' Il fr6qul'IJ l'C sura jouté's 
a ux spect re' cles SO I1S llorma ux [221 ou bien pa r un décalage du sp ecrre vers les fréqueuces 
les p lus ék vées. La fi gure 2. 2 représente le sp cc trogra1Jll1le d 'UlI pa ti en t nonll a l. Ta ll dis qne 
la hgm l! 2.:3 repr6sl!u tl! celui d'uu astlllJJa tiqu l!. ü u rl'lIlarqUl! LJll l! uaus le l' as d u pati l! ll t 
asthm a tique le spectre s'étan t jusqu 'à 1200 Hz (fi gure 2. 3) au lieu de 00 Hz (fi gure 2.2) 
pour le pat ient normal. De p lus, le sibi lan t se manifeste par un p ic (G50 Hz) sura jou té au 
S]Jl!ctrc (voir la p d it l! fCllêtn .! d l! la hgurl! 2.:3 ) . 
2.2 .1 'üansformée d e Fou rier à court t erme (STFT) 
l\ Ialgré sa il 'uccès fulgm ant p our dlw.lySl'r nne grande variét ~ dc signHllx , la t rans-
fonn0(, de FOl1l'if' r di"n -(>tc (DFT) sonffr c c! c (\ Cll X lilll i tations : 1) (' \1 (' n 'cst pas arlap t0c 
à l' nnalvse des signa ux nOIl-s ta li ol1l1 i:1 irE'S c l. 2) clic ne donll c pas l'ins lan t p récis cI\lIl 
événelllent. P our pall ier à ces deux li mi catiolls . la t ransformée de Fourier à cour t terme 
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F igure 2.2: S]JectrogmmTne d'il son 'respimtoi'/e d 'un patient normal obtenu avec le logiciel 
WaveSU7je'l' /26/ 
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Figure 2.3: Spectrogmmme du son '/es]Ji;ratoùe d 'un patient asthmatique obtenlL avec le 
logiciel WaveS'U'lfer /2vJ. On Tema'I'que l'étendu du specl're jusqu'ù 1200 Hz ei la présence 
des sibilants a'ilto'w' de 600 Hz. 
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F igure 2 .4 : Calcul du specLTOgramme d "un son 'respiraLoire par la LransJormée de Four/er-
il cuu'll LeI/li e (STFT). 
(STFT - Sho r-t time fCYllrie'l ' Transfonn ) a (>r {> p lOp OSr.e:. Elle eon ,;is(' r il 111lllr ip li C'r le ,; i-
gnal par une fenêt re glissante gfn), dont la largeur L dépend de la résolution temporelle 
désirée 6 [. Tout au loug de l 'expérill1entation , nons utili serons nn e fenètre de typ e Han-
ning, td qn e: edl e: illustl' r.e: il la fi gurr 2 .4 . Cdre: fi gm e: mont l' r , n r pins . le p rin cip r n e: la 
pondéra t ion par la fenêLre g[n] perlllet tant cie ca lculer le spectrogralll llle cI 'tm signal et 
suivre S0 11 évolu t ion temporelle. La formulation ma thémat ique de la t ransformée STFT 
r st rl0 t111 {> 0, par l '{>(pmti on 2.3. 
L- I 
5'1/ [k] = L s[ lI1. + n]g[n]e -2't" n = 0, ... " L - 1 (2.3) 
,-,= 0 
où TIl. est l'indice du segment analysé et k. es t l'indice des fréquences . 
La large1U' d e la fe: Jl Pt t e n t ili spe dép eml des t t'solu t ions r.emporell e (6.1 = LI Je) et 
fr équellt ielle (6J = Jel L) lJ écessèl ires à lèl !JollHe ciUétcLérisatiolJ J e la forlll e du sigllal 
recherchée. On note que l'améli ora t ion cie la résolu t ioH telllporelle se fait au détrill1ent de 
18 
" "' 
iii , 
0 ,-··-----·-.············-·---·-----
500 
1000 ; 1000 
1500 '-------- 1500 ---------' 1500 LI --____ ~ 
o 2 o 2 o 
temps (sec) temps (sec) temps (sec) 
Figure 2.5: Transfonnée cie Fourier à court tennr: i) excellente 7'ésolu,tion temp07dle 6/ = 
6.25 ms. 6I = 160 Hz; 'ii) bon compromis pOUT les cieux Tésolutions 6 L = 62.5 7lîS. 
6 1 = 16 H:; : iii) excellente 'résolution fréquentielle 6/ = 625 177.';. 6f = 1.6 ff :: . Le 
reCOV:/lTement est rie 50 %. 
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Figure 2.6: Spr.r.tmqmmmrs il. ba,s(' d r. sr.qmr.7J ts dr. [j ] 2 ér.lw.n lûloTl.s . C('.(" i rlO'/l.'/I.(, l r.s 
résolutions: 6I = 6000/ 512 = 11.7 ff z et 6t = 512/ 6000 = 85.3 TIl . i) 'recou'Ul'e'rnent cie 
o % : ii) 'reco'tt'UT'C'ment cie 50 %: iii) 7eC07wrernent cie 99 %. 
la résolu tion fréqllcll tielle. ct vice-versa . Les cieux résolutions sont reliées par ]'é'quat ioll 2.4. 
1::./ = 1/ 6/ (2...1) 
Les spectrogrammes présentés à Id. fi gure L.5 illusLrellL le compromis à faire entre 
la résolution en temps et la résolu t ion en fréquence . En supposant que les clétails clu 
srH'ctrognmUl1C rrprrscntcnt. la qllali tr c!r la tnlllsformrr pm DPT, nous pOllVOllS voir 
qu'une résolu tioll temporelle cie l 'orcln~ cie 100 l US clorllle cie meilleurs résultats dans cc 
cas, pom la détection des sibilants. 
La revue cie la li ttérature montre que la détect ion cles sibil ants se fait généralement 
d a u s Id IJ è1111lc Cll(,r(' 100 ~\, JOOO Hz. l''{O IlS cou sid éro llS l[UC Id l"rél[Ul'llCC llléL.\:illlèdc I max clu 
spectre est de 3000 Hz afiu d 'inclure quelques Ilam10nil[ues des sibilants. Pour satisfaire 
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cc demier IJOillt, HOUS de VOlls éclldlllillollller le sigllèd à let h équeuce Je cie 6000 Hz. selon 
le critère de Nyquist : Je 2': 2 * Jmu.C" 
À ce stade ci. il semble qu'un segment temporel de 512 échantillons dounerait un 
hon comTllolllis t: lltn: Irs drnx résolntions 6./ t:t 6.f. Un st:gmt:nt (k 012 éclmntillous 
d 1 -' I l' '("}' - 1 _ GOOO _ 117 f-{ ~) t (" L- j - 8"3 ) j\ ' nous onne es reso u 1O US. D - l - G12 - L. .  e D - 6 j - o. ms . : \ ous 
étudierons, au chapitre -1 , r effet de la largeur du segment du signal sur les performances 
dn systhur dt: dassiflcation. 
Lc parcours progrcssif des scglUellts t.clllpOlcls qui sc l CCO Ll\TCuL , tel qu '~\ la Ligurc 2.4 , 
permet UII suivi pseudo-cont inu de r évolution du spectre. Eu effet . le recouvrement aug-
mente la résolution temporell e du spectrogramme (à ne pas confondre avec la résolu tion 
tClllIJOlelle 6./ ) . Il cst ~t lIoLer que la ligUle 2.0 ct dé Lracée ê:t\"ec llll rccouvrcwellt dc oU%. 
La figure 2.6 illustre l'importance du recouvrement. Il faut not er. tou tefoi s , que cette 
opérat ion est pénalisante en terlll e de temps de calcul. P ar exemple, un recouvrement 
de ,jU% douljlera le 1l01lÜ.H"C dc SCgUlCutS ù trait.er. Nous étudierou::; l'dlet. ùu recouvre-
ment au cha pitre 4. 
2.2.1.1 Vecteur d es caractéristiques tiré d e la tranformée d e Fourier à court 
terme (STFT) 
À titre d 'exemple, une fenêtre de 85 .3 ms d \ m signal échantillonné à 6000 Hz COl'-
respond à 512 échantillons. Dans ce cas, r es tima tiOll spectrale obtenue par FFT ::; l!l' 512 
poin ts dOll11e 1111 spectre non œdondant (fréquen ces positivt:s st:nlel1wnt) de 2GG points . Ce 
nombre élevé de donn ées donne un vecteur de caractérist iques de grande dimellsion (lP(25G) 
qu 'il faudra réduire. Rietveld et al. [91 proposent le découpage de la bande de fréquence 
e 11 lm ll olllhrt: rt:s treint. dt: sOl1s-hanrl<:s . Une sC11le valeur associée à llllC sOl1s-hande j es t 
obtenue en calculant la moyenne Ej de j'énergie des composanLes du specLre contenues 
dans celle-ci ("oir la fi gure 2.7) . La première valeur (rectangle blanc) contient les compo-
s::tntes bassc-frrq uell rt:s dn sign::tl q11i nt: SOllt pélS ntilisécs. Le vectem d t:s ral'::tdhist iq11es 
comprendra l'énergie des N sous-bandes sauf la première qui correspond à la composauLe 
continue du signal. 
(2.5 ) 
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Figure 2.7: i) Speci1'e o'riginal comprenant les 256 valems obtenues 7Jar STFT sur un seg-
'fILent de 512 échantillo'/Lii du ii/,gnal, 'fi) 2U cueJjiclenb ubtenuii cl. fJw/.ù du ii fJedre moyenné. 
iii) 1 () ror./fir:irn!.s o!Jtr1ll/,s il. partir ri1/. sprrf1'r 1l/.01JrTI1I ri . Ir = (j()()() li z. Lrs Fr('/.O'Iujlrs 
hlan('s ronti pnnpnl. IP.s !Jasses fr'PJ] lI.enrP.8 . il P.s t. il no!.pr q1/.P lps !JassP.s InEq1/,P. 'I/,(P8 1) P S01/ t 
pas significati ues . 
2.3 Analyse Ceps traie 
2.3.1 Coefficients Cepstl'aux 
En raison de l'origine de sa product ion . le son respiratoire y[n ] peut-être considéré 
co mme issu de la cOllvolutioll d 'une source SO llore x[n ], créée par le diaphragme, avec les 
ronrlni ts rf'sp iratoirf's rlont la r{~ponsf' impnlsiol1nf'lk ('st 1/['/1 ]. 
y[n] = 1.['11] * h[n ] (2 .6) 
Étant dOl1n é que l 'asthlll e aura pour effet de 1lI0difi er les propriétés d u conduit respi-
raLoire, llOUS aVOllS proposé l'u tilisaLioll de hlllalyse œ psLralc a fill d 'isoler la cOllLrilJu tioll 
du cOlldui t de celle de la source. La figure 2.8 illustre cette approche de modélisation . 
Dans le domaine des fréquences auquel on accède par la transformée de Fonrier , 
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F igure 2. : L e sun ,/,(:sl)i'!'(Llu'i'/'(~ es l 'IIwdélisé CUlliIILC (:lanl La cunvullLliuli d ''/L 'IU ' cC7'laine 
excitation avec les conduits respimtoi'I'es . 
l'opération de co nvolution devient un e 1IIU ltip 1ica t ion. 
(2 .7) 
Il est trè. · difficile de sépal'er ces deux siguaux que ce soit dans le dOlllaine du temps 
on rdlli drs fr érjll rn«'s , sans conn aissC1ll('r à pr iori de: h[n] ou ." [11 ] . Cepelld all t. la trans-
forma tion par la fonction logarithllle dalls le domaille des fréquenccs va nous permeLLre 
d 'effectuer la séparation ci e h[n] et cie :J'[n]. 
log( Y (é")) = log(X(cj"')) + log( H (cJuJ )) (2. ) 
POUl' la plupart des applications du traitement de signal. nous avons seulement besoin 
que des spectres d 'amplitude. Par conséquent l' équat ioll 2.8 s'écrit : 
log( IV(é") I) = log(I X (cJCL')I) + log( llf (eiuJ)l) (2.9) 
Les coeffi cients cepstraux sont alors donnés par la t ransformée de Fourier inverse où 
l'illdicr /,; correspond aux raies spcctrales : 
(2 .10) 
Les premières composantes du cepstre représentent la réponse en fré'quellce cl s conduits 
l'espirat.oirrs. Le:. alltres composant.es rrprpselltent l'rxr it at io11 . La figllrr 2.9 montre lll1 
exemple oll, 011 observe CJue les premières f'o lllposanLes du cepsLrc, séparées par filtr age 
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Figure 2.9 : Séparalion de la r'éponse en fréqu ence des condllits respimloù'es el de l 'exci-
laliun pm analyse cepslmle. Les ]J'fe'l/âè-fes compusaules du cepslre, sépU'rées pm' fili'mye 
ccpstmle. r'e]J'fésentent la 'l'épunse fréqu entielle des conduits 'fespàatuiTes H(f), tel qu 'un 
peut le constater par la ressemblance entre J-/ cr) et if cn . 
Xl I.) 
1 11 Ceps ire 
Figure 2.10: Oblenlion de coefficienls cepsLnL'ilx à pari/il' d 'un segment d1l s'lgnnJ 
cepsLnde (aussi appel é lifLrage), JOllllellt Ulle Clp]Jroxilllatioll grossil:re J e la fO llcl ioll Je 
transfert du filtre équ ivalellt.e aux conduits respirat.oires . 
2 .3. 1.1 Vecteur des caractérist iques tiré des coefficients cepstraux 
Nons rétppdons Cjne: l 'étsthlllr étffc:ctr lc:s voirs rrspimtoirrs e:n le:s l'e:sse:l'étnt. j)(lr e:nrlroit.s. 
Pour mettre en évidence ceL effet, il ne l'mIt garder que les N premiers coeffic ients cepstraux 
correspondants au conduit respiratoire. Le calcul des coefficients cepstraux est ill ustré à 
lét fi gm e: 2. 10 . Le: wrte:1ll' d e:s rmart~ristiqne:s e:st dOllnf pm l ' ~q ll at i on snivantc : 
x = [CCl .... , ccv] (2 .11) 
où le nombre N des coeffi cients retenus est rlétenll iné expérim entalement. 
23 
Figure 2.11: Banc de s fpL Jili:tes disL"iuué ' selun 1 échelle IL e Md 
2.3 .2 Coeffic ien ts cepstraux à l 'éch elle d e Mel (MFCC) 
Les coefl1cients cepsLraux à l' échelle de IUel (MFCC - Mel P/'eq'llency CepstT'llm Co-
effici ents) constitu ent un ou til de caract.érisatioll in telisivelllen t utili sé en reconn aissance 
è\Utollmticple de 1(\ p mole (RAP ). Ce:; coefhciellt:; :;Ollt ùéri vé:; ùu :;pectrc ùe pui:;::;a11ce Cil 
appliquant U11 banc de filtres uniformémenl espacés sm une échelle fréquentielle modifiée , 
appelée échelle de \ 1cl (voir l'exemple cie la fi gure 2. 11 ) . L'échelle cie l\ Iel redist ribue les 
hÙjUCllCC:; cn fonction ùc la hÙjucncc pcrl;uc. Ellc a été ::;uggéréc pOUl' la prcllli ère foi::; 
par Stevens et Volkman [331 en 1937 (ciLé par Shanuon et. Paliwal [3<l1) L'échelle de l\ l el 
est linéaire pom les fréquences inférieures à 1000 Hz et logari thm ique pour les fréqu ences 
SllprrÎ('nrrs. EUr prut ('tore Rpproximr(' par l' rCjl1 at ion 2.1 2. 
(2,12) 
où f ('st lrt frrrpwncr dans l 'rchdlr lin raire r t, I ntel la frfCjllellc(, prrcu(' , 
La LigUlC 2.1 2 1I1011trc le principe du calcul de:; coefhcicll t:; MFCC. Le spectre X[k] cI 'un 
signal fenêtré x [n] es t calculé par la transformée de Fourier discrète (DFT ). L' amplitud e 
es t p ondérée par Ull e séri e de réponses fréquentiell es de L fi ltres. Le cepstre réel associé à 
l'énergic ré:;ultall le E[k] c::;t avpclé MFCC ct e:;t. calculé par la forlllUle :;uivClute , 
L 
C[ II ] = L log( B[k])ms (n (k - 0.5)I) /1 = 0,1. .. , , /, - 1 (2,13) 
A: = l 
où L est le uombre de fil tres distribués 'elon l'échelle de i\ le!. 
Le choix d'utiliser les coeffi cients MFCC pour caractéri ser les sons respiratoires [:321 
nous a dé lllotivé par le fait ([U 'ils :; ' ill:;pin;llL ÙU fOllctiOllllellleuL du :;y:;Lèllll: audi Lif 
et qu'i ls décorrèlent les conduits respiratoires de ]' excita tion. L ' algori thme est décri t. Cil 
déta ils dans la section suivante . 
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Figure 2.12 : Obtention des coefficients Ill/PCC à par·tir d 'un segm,ent d11 signal. 
2.3 .2.1 Vecteur d es caractérist iques t iré d es coefficients MFCC 
La fi gm r 2. 13 ill11strr IC's r!iflérr ll t.rs ftaprs (IC' r oht rntion (If' srpt rodfirir nts MFCC 
pour le sigual s( L) = sin(27ïfrt) + sin(27ïfL l). ~ous avons choisi ce signal afin de bien 
illustrer l 'effet clu banc de filtres. Nous pouvons voir 
• sp rrf.rr (-[" 11 n srgmrnt du signal, fi gmr 2.J3-i ; 
• ballc cie fi ltres clistribués selon l 'échelle perceptuelle cie l'd EL, figure 2.13-ii ; 
• pondération clu spectre par chacun cles filtres, fi gure 2.13-iii: 
• logar it hme: r!r l'étape: préd r!e:nte:, fi gm r 2.13-i v; 
• transformée en cosinus cliscrèLe (DCT - D'iscTete Cosine TransfoTm ) cie l 'é tape 
précéclente, figure 2.13-v. La première valeur n' est pas u t ilisée car elle représente 
la valrHr moyrnn e: r! 11 signal r!r la figure: 2. l3-i\' . 
Le vecteur cles caractérist iques à base cie L coefficients MFCC est ainsi clonllé par: 
(2.1-1) 
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Figure 2.13: Démar'che suivie pour 1 obtention de epi coefficients MPGG. i) valeu'!" ab 0 -
lue de la STFT élevée au carTé . ii) banc de jiltres positionnés selon l 'échelle de MEL. 
iii) multiplication de i par ii. La première mie spectrale n 'affecte que les filtres 3 et 4. 
alors que l'a'utre affecte les filtres 6 et 7. iv) logarithme de iii. v) transform ée discrète en 
cosinus de iv. le premier' terme est éliminé car' il c01Tespond à la valem' 'll"wye'llne (hi signal 
en iv. 
1··· ...... · ...... , ........ ··_······· 
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Figure 2.14: Obtention de coefficients cepstmliX par utilisation de la transformée D GT. 
Le Banc de fiU,e:; di:;t.,.iuu é:; :;elun l'échelle de !If EL 'Il'a pa:; été utdi:> ée dau:; ce LL e figu·le. 
La t'/'(~mfu""Tliée DGT peut a '/'e uLû-i:;ée pUUT uuteuà' de:; cucjjicwnt:; cep:;lmuJ: ]JC'I "I/~ eLLant 
la séram.tion rir l 'r.,rr.itation :J:( /.) et des conduits Tespiratoi'res 11. (1.). On rernarqlie bien la 
ressernulance entre H (f ) et H (f). 
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2.3 .2 .2 Obtention de coefficients cepstraux à partir de la transformation en 
cosinus discrète( DCT) 
La fi gm e 214 démont.re qll'llne rransfonnpe en rosinlls discrp. te (DCT) perlllet d'obte-
lJir des coefhciellts cepst raux cClmctér isèLlJ L les cOlJdui ts respiratoires , Le schéllla de cette 
approche est tout à fait différent de celui de la ligure 2.9. 
2.4 Modélisation linéaire prédictive (LPC) 
2.4 .1 Coefficients de la prédiction linéaire 
La lIlUdélisaLioll lilléa ire prédictive (LPC - Linear Pr'ed'ictive Coding) suppose que 
chaque échallt illoll du signal peut ètre approximé par une combinaison linéaire d'uu 
nombre réduit des échantill ons précédents [35[ 
l' 
S[n] = L oks[n - k] Tl = 1, 2, ... , j\, (2 .15) 
,,=1 
où S1n] est la prédict ion du signal s[n] et le vecteur 0 = [a l . . . . , Op] forme les coefficients 
de la prédiction d 'ordre P. L'erreur de prédiction e[n ] pour [e n ièlnc érhant illon s[n] est 
dOllll ér: pm- la diffél'r:nrc r:ntrc l'échantillon actnd d sa valr:1ll' prédit. r: . 
p 
e[n] = s[n] - L aks[n - q (2.16) 
k= l 
La méthode d' autocondation et la méthode de covariance sont les deux 11lét hodes stall-
dards pour calculer les coeffi cients de prédict ion . Les deux techn iques SOllt. basées sur la 
lIlillilllisatioll de la llloyelJlle q\.ladraL ique de l' en eur de prédictioll. 
N N ( P )2 
E = ~ e[nf = ~ s[n ]- {; o./cs[n - k] (2 .17) 
k = 1, ... , P (2.18) 
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Figure 2.15: EstànaLwn spec:lmle (hm son '/W'/"lItal en 1iL-disanL 'i) la méthode de Weish 
ri. 1 (J24 -PFT. ii-il l) la rndhodr. dr. Yulr.- Walkrr Tr.sT!r.rtil/r.rl/,r.lIt, (/, 1 (J . 2(J rt [J(J rorffir1r.nts 
LPG. 
DclllS ce proj<.:L. HOUS utilisous la tcChlliquc récursivc dc Lcvillsoll-Duruiu afiu J c détcnuillcr 
les coefficients LPG. 
La fi gure 2.15 représente le spectre cl 'un SOll normal par la transforlllée FFT (fi-
gnre: 2.1S-i) C't par la mO(lr~li sat i on LPC (figm e:s 2.1S-ii-iv). Il c:ol1viC'nt de' sollli gne:l qll e: la 
résolution fréquentielle dans le cas de l'estim ation par LPC du sp ectre dépend de l'ordre 
du Illodèle et 110 n pas de la dmée du signal comllle c'es t le cas de l' estimation par la 
transform t'C' FFT. À l'instar de l'aualyse cepst rale. l 'approche LPC adoucit le spectre du 
signal. Ccci est équivalent à un e approxima t.i on de la foncti on de transfert du cOlldui L 
respiratoire. 
2.4 .1.1 Vecteur des caractéristiques tiré des coefficients LPC 
Les N prclllicrs éléulellts a/,; , qui Cil quelquc sortc lllOdéliscuL le cOllduiL , SClOllt utilisés 
comme vecteur des caractéristiques. Nous y ajouterons aussi la va.riance de l' eneur de 
prédict ion indiqué par E qui est obtenue également par l 'algorithm e de Levinson-Durbin. 
(2. 19) 
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2.5 Analyse par ondele ttes 
La transformée de Fourier à court terme (5'TFT ) a été proposée pour permettre l'ana-
lysl' CIl t.cmps et l'11 f1' r(l11('n cc o '11n signal (caJr111 (IC' spl'ct.rogmmrnl'). CC'jwlIoant . cct. o11t.il 
souflre d 'une limit a tioll liée à la rigidi té de ses résolutions temporclle (6. t) cl fr éq uenLielle 
(6. J) . La figure 2. 16-i montre un exemple de résolutions figées obtenues par la transformée 
STFT. 
La transfonnrl' cn omlddtl's csr. 1111 l'xcdkm oll ti l d 'm1alysr l'n trmps et rn fréqlll'ncC' 
proposé pOUl pallier aux illCOl1\ 'éniell ts de la lransformée STFT. Cil permettant (l" obtcn ir 
dcs r ésolu tions temporell e et fréqu cntielle yari ables. Tel qu 'illustré à la fi gure 2. 16-ii , aux 
ha 11 tcs fréq11 l'nccs, hl transformée l' Il ondddt.es o0l111e 1111C' bonue résol11 t ioll tcmpordlC' 
associée à une mauvaise résolution fréquentielle, alors quO aux basses fréquences : elle donnc 
une bOlln e résolu tion fréqu cnti elle associée à une lllauvaise résolut ioll temporcll e. Cette 
apt.itm](' à lllooifier la. rrsol11 t ion , p l'nnC't. o'ohernir 1111C' représcntat ion diffhrntl' (](' ccllC' 
obtenue par STFT. À ce stade. nous Ile pouvous pas conclure que ru ne ou l'autre dcs 
méthodes rcprésente mieux le signal analysé. Toutes les aualyses par ondelettcs ont été 
l'ff'ect11rl's à l' ai(1C' oes fonctions 011 logiciel. d 11 doma.inl' p11bliq11l'. WaveLab [3GJ. 
2.5 .1 Transformée en ondelettes continue (CWT) 
La transformée eu ondelettes continue (C WT - Continuo us Wavetet Transforrn ) d\m 
signal .r (t) cst. défini e pm : 
(2 .20) 
où * désigne le complexe conjugué, le terme a E lR -I représente le paramètre échelle, 
et le te rllle li E lR r l'préscnte le: décabge t.elllporcl. Lcs fon('t.ionsll)~.b sont obtenues par le 
décalage tcmporel d \1I1e version compressée / décaIée de l' oucleleLte mère (ou analysante) 
1/J (L), et SOllt définies par : 
(2 .21) 
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Figure 2.16: Résolutions en temps et en fréquence obtenues par : i) transformée de Fourier 
à court terme (STFT) et transformée en ondelettes (CWT). Il est à noter que la 
transformée en ondelettes donne une meilleur résolution temporelle en hautes fréquences 
et une meilleur résolution fréquentielle en basses fréquences. 
2.5.2 Transformée en ondelettes discrète (DWT) 
La transformée en ondelettes discrète (DWT - Discrete Wavelet Transform) est la ver-
sion discrète de la transformée en ondelettes continue (CWT). Elle est implantée à l'aide 
de l'algorithme de Mallat [31 en utilisant l'analyse à multirésolution. Cet algorithme est 
basé sur la définition d'une paire de filtres H et G, appelés aussi filtres à miroirs qua-
dratiques (QMF), et dont les réponses impulsionnelles h et g doivent satisfaire certaines 
conditions. Plusieurs types d'ondelettes sont utilisés dans la littérature : Haar, Beylkin, 
Coiflet Daubechies, Symmlet, Vaidyanathan, Battle, etc. Dans ce travail nous utiliserons 
seulement les ondelettes de Daubechies à dix moments nuls (vanishing moments). 
Les filtres H et G constituent respectivement, un filtre passe-bas et un filtre passe-haut 
ayant la même fréquence de coupure (leurs bandes de fréquence sont complémentaires). 
Les sorties des filtres sont sous-échantillonnées par un facteur 2. Le filtre passe-haut 
fournit les coefficients de la décomposition en ondelettes discrète (DWT) ou les détails du 
signal à une échelle donnée. Le filtre passe-bas donne les coefficients de l'approximation du 
signal à la même échelle. On applique de nouveau, la même opération à l'approximation 
générant ainsi un autre détail et une nouvelle approximation [ 'IL Cet algorithme est 
illustré, de deux façons complémentaires, à la figure 2.17. Cette analyse est équivalente à 
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Figure 2,17: Deux façons complém entaires de j 'e'fJ1'ésen ter ["algorithme de M allat pour lïrn-
plantaUon de la décomposition D lVr. !-! tst 1/,17 filtTe pas::;e-bas et (,' un ,filtre pas::;e-h aut , 
Il est à noter que la décimation pœ,. de/lX double la la1ge'1l1' du spccl,.e. Les coejJicienls 
de la d(scurn'fJo::;iLwn D WT ::;onl cum'fJ0::;6 de::; coejjicient::; dl (6J,. coejJicienl::;). d2( JJ coeffi-
cu;nb J, d:J(J (j cuejjicienl::; J et u:J(1 (j cueJji ct en ls J, 'fJ0u,. '/1.1/ lolal de 1 âj cueJJicie'llls wÛ le 
nombrr d f-r.h ontillons d?l, si,qno.l . 
une décomposit ion par ull e ba tterie de fil t res pas::ie-bandes dont les fréquences p rill cipales 
el les oaudes passauLes SOllt des sous-lllult ipk:-; dl' la fréquellcc d 'éc!JautillOlllwge [141. Le 
diagramme gauche de la fi gure 2.17 es t appelé> aussi arbre de décolllposit ion. 
La hgure 2.1 8 montre un exemple de la distribution temps-échelle du signal s( t ) = 
sin (21ïO.5l ) + siTl(21ï l0l ) + sin(21ï20l ) à j 'aide: d 'nne d {~C' 01l1pos it.i on DWT de profondeur 
U = 3) . Cha.qlle sous-ba.ncle représent e l'évolution temporelle (amplil udc codée eH ni\'ea ux 
de gris) de la totalité du signal dans une plage de fr équ ence donuée . 
La résoluti 011 en fr équence !'J.f est fOll ct ion cil' la profoucleur (niveau) ) de la décompositi on. 
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Figure 2,18: Exemple de décomposition DWT. Il e t à noter que chaque sous-bande 
l'eprésente la totalité du signal tempo'I'el, Ceci es t particulièTem ent appm'ent dans la O'/LS-
bande ..-1 3 où l'on perçoit le ae1l1' de la e01nposante s in(27rO,5t ) dtL signal SotLS fOl'm e de 
zone blanche_ La composante s in (27r 10t ) es l deleclée dans la sous-bande D2 alors que la 
composante s in(27r20t) (lpp(lnïil dans la suns-bande D j , 
S('lOlI l'éqll at ioll 2,22 , tandis (111 (' , la n' sollltion temporell e 61. ('st dOlln é (~ pm l 'éqllél ti on 2,23, 
') j 
61 = - --
l ,/2 
(2 ,22) 
(2,23) 
où le est la fr équence d 'écha ll t ill onn age et j es t la profondeUl' de l' arbre de décomposit ioll , 
2.5 .2 .1 Vecteur d es caractéristiques tiré des coefficients de la transformée en 
ondelettes discrète D WTC 
L'utilisa tion des coeffi cients de la transformée en ondelettes discrète (D WTC - Dis-
frr te W(w elet l 'mnsform Coeffi cients) cOllnn e carac tél'i st iql\(~s a d.é proposé par K an das-
wamy et a l. [121, Ces au teurs lie s' intéressent qu 'aux fréquences comprises ell tre 50 Hz el 
1000 llz, Éta nt donllé que notre fréquence d 'échant illonn age diffère de celle de lem ar ticle, 
nOlls avons dù .'él('dionn er k s sO lls-bandes qlli COlllpl'CllI1<'nt ks fréqllences dc .J6 ,87 Hz il, 
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Figure 2.19: lIfoy(,17TU' d(,8 r-n('..ffi(Ù~ 11 1 8 0"'('/11/8 7)(1.1' lo. fnl.ns{onno.timl DWT à. Ir =û()()() Hz. 
Les ni1'eaux de g1"is 'indique la valetl1' 1-elati'tw de ces moyenn es : noi ,. étant tl'ne valel/x 
nulle et blanc étœnt la valeur' maximale. 
1500 II 7-. La profond('lll' r ('q1lis(' afin (IC' r <,c1I]1(']' (']' k minimllll1 (IC' 4G. 7 TT 7- ('st (IC' j = G. 
Voir la fi o'ure 2.19, pour plus de délails. 
Le vecteur des caractéristiques est composé des dix-neuf coeffici ents sui\'ants : 
• la Illoyenne ( ~L) de la yaleur absolue des coefficients de D2 , D:3, D4, Do ct DG ; 
• la puissa nce movenne (/») J es codficicl1tS de D2. D3 , D4, DG et DG: 
• l' éccll't type (CT) des coeffi ciellts de D2. DJ , D4, Do et DG: 
• le ra pport des valel,rs moyen Iles (R,, ) des sO lls- bandes adjacentes (D2. D3). (D3. 
D4) . (D-1. 0 5) et (05 , 06). 
x = [f /O,: Po" CTo,: R,~ ( D, / Oi+ I)] i = 2, .... G (2.24) 
2.5.3 Transformée en paquets d 'ondelettes (WPT) 
La trallsfonlléc el! paquets ù 'olH.leldLes (WPT - Wavelet Packet Transform), proposée 
par Coifman et Wickerhauser [381, est une gélléralisation de la transformée Cil ondelettes 
discrète (D WT ). Eli effet, les filtres JI et G SOli t app1iqnés simul tanément à l' approxima-
tiOll el au dt,tai l de lH résolu t ioll ]JrécéJl'llLl'. td qu 'illustré' ù la li gure 2.2U. 
Les donnée à la sor Lie d 'un déc imaleur forlll ent 1.111 sous-groupe de cocf ik iell ls d 'oll-
delettes. Chaque ,'ous-groupe est équivetlent à la sortie d 'u11 filt re pa ' 'e-billlc1 e dont la 
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Figure 2.20: Tran Jannée en paquets d 'ondelett( s. où \ \ '~ Tep1'ésente le coefficients de la 
k ,hne sO'Lis-bande a'Li niveau j . 
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Figure 2.21: lll1/.s tnJ.t i an pn I p-Tn]J8 pl. p.1I. frP.fJ1/.pnre rlP la fransfarm,pp- P1/, prU/1I.f ts rl'andd p-tt ps 
( WPD), Le 1'CC01L1'TCment du spectT'e indiq1té pal' * force un pivotement des jilt1'es H et G. 
Les t'lois C01l/ pO, antes du signal o'l'iqinal s(L) = sin(27ïO.51) + sin(27ï lOt ) sin(27ï20t ) a]J7)(L-
missent principo,lem pnt à Il '5 (0- 3.1 25 llz). \ q (9. 375-12.5 Jjz) et H'J (lB, 7.5- 21. 875 llz). 
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fréquellct: de co upure dép end de sa p osiLioll da lls l'arbre de décoUlpos it ioll (voir la li-
gurc 2.21 ). La mcilleure résolu tion temporell e cs t obtenue au niyeau j = O. 810rs CJue la 
meill elll 'f' rpso l1l t.ioH en hpCjl1enre se t. r011Vf' au df'l"IIi f' l" lIiveau , cn l" occlllTenre pOll!" j = 3. 
Wickcrltauser [391 a c1r montré qnc k s sOl1s-hanrlcs rlr l'arhrr r!rs paqnets d'onrlrlrtt.rs 
so uL orgauisées cl"tme 1118nière particulière qui n 'est p8S dm1s l"orclre na t urel croissall t des 
fréquellces. L' a llalvse cles sous-bail des nécessi te 1111 prétraitclllen t, qui consiste à réarrallger 
ks filtrrs sl1iyant la réorp;anisatioll (la.ns r orrl rr na t.md [14I C ne a1lt.re façon dc k yoir 
est qu'il y cl pivot emenL des filt res QMF à chaq ue fois que la décim a ti on eutraÎnera Ull 
recouvrement de. sp ectres. Ces cas de p iyotelllcnt sont indiqués par 1111 astérisque à la 
fip;m r 2.2 L. 
2.5 .3.1 Recherche de la meille u re base 
L 'analyse en paquets d 'ondelettes, divise l' éL\:e des fr équcnces en tranches régulières 
ma.is variallt en fonction de la. profoml eur j de r arhre df' déemnposi t. ion [141. La base 
opLillla le ou "la meilleun~ !Jase" p eut êt re iliLerprétée COlume la meilleure seglJlelltatioll de 
l'axe des fr équences [141. Selon le sens du parcum s de l 'arbre dyadique (figure 2.22), deux 
tcrh niCjues sont 1I t. ili spes pom t. rOllver la meill f'lm~ base. La prell1ihf' de t.ype descendan t.e 
t'st appelée mét hode dt' divisioll (spliting). La st'coude de typ t' cL':il"ellllallte est appelée 
méthode de regroupem ent (me1ging) . 
Dalls la technique ascendante. Oll C0 J111l1CllCe par une segmentation a rbi traire de la 
,;ons-hande (k fréqnell cc ClJ int ervalles dyarliqlles de t. aillc ]"~dllit.r. afin (IC' prendre en 
compte les déLails les plus fins a.pparai sa.n t dans le s ignal. L 'algori thme consiste alors à 
rcmplacer les int.ervalles contigus K{. et KL-l (intcrvalles fi ls) par l'union des deux intervalles 
K{ ([) K{H (illtnvall e p~re). selon llll crith'(' d 'opti misatiolJ . Lc crit r]"(' Ir pIns nt.ili s{' r!alJ s 
IcI Iitt éraLme esL l'entropie clu spectre ['lOI . montré à l'équation 2.25 : 
NI' 
H (K~) = - L I w~ , lIY log IW{171 12 (2 .25) 
I1L= l 
ou I/lJ
k
' est le IIl ièllle codticicllt de la kiè •lle so us-bande 8U ni veau j ct où /\ " es t le nombre 
~ ,1n . 
de coeffi cients dans la sous-bande. 
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Figure 2.22: ll c.c/u:'I'Che de La me'iUcll',.e ua,se d ' LLécu'ln]Jo,sü-ion ,suile li, La déc.O'Illpo,sûion e'll 
paq1Lets cl ·oncLeLfttes . 
Si l' entropie des coefh cients de 11nter \'alle union (le père) es t in féri clll' à la, sonnll e des 
elllropies des deux illt. Tvalles contigus (les fil s) Hlms l'illtervallc pC'l C cs t. retellu, SiILOll 011 
garde les ill tervalles fil '. 
(2.26) 
La ligul e 2.2J-i , à Litre d 'exl'lll]Jlc, llIollLre sous fOl'llIe dl' recL<lllglc bl èl ll c. les llIeilleures 
sous-bases obtenues suite à la rechcrche dc la llleilleme base. 
2.5 .3 .2 Vecteur d es caractéristiques tiré d es m eilleurs coefficients d 'onde-
lettes (WBC) 
L'utiliSetL iOIl comme caractéristiques des Illeillcurs coeffi cients d' olldelcLtes ( \IV Be -
\Ya\'clet Bcst Coeffi cicnt ) a été proposée par P esu et a l. [8. ,11 1. Le vclteur des carac téri st iqlles 
:;·obt.iellt ell dfectuallt les étapes SUi VeUltl'S , pOUl d mquc SCglllCll t dl! 'igllal : 
• effecLucl' la décolllposition ell paCjue ts d 'ollllcleLL es . Ceci do III Je C0111l11e exelllple , les 
niveaux de gri s de la fi gure 2.23-i ; 
• dfcctucl' la l'l'cllerdll' dl' let llleillem c base . Cl'ci dOllll em les sou:-.-1 Ji:llIdcs l'l'j)r6scllt l'l'S 
par hos recta ngles bla llcs à le' figure 2.:23-i : 
• calcul er un e \'a leur d·ent.ropie asso irc R d1 3cunc des sou:s-bandes. Ceci est illustr r 
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F igure 2.23: Ca:ractér'istiques à base des meillew's coefficients d 'ondelettes WBC d 'un 
segment de signa! d 'm l son '/'espimto'ire (1 de g) . 'i) meilleure bnse de décomposition 
indiquée paT les 'rectangles blancs. ii) indice de. l'entropie pOUT chaq1Le sou -bande (Il est 
iL noteT qu 'un ton fonc é indic(ue une pLus grande entropie) . 
par U11 Lo u J e gris pour c!Jaculle J es so us-balldes ~I la fi gure :2 .:2J-ii ; Par L:I sui te, 
on lie s 'intéresscra qu 'aux sous-balldes ob tellues suit e à la rccherchc J e la. m cilleure 
base. tel qu 'illustré à la fi gure fi gm e 2.2-J-i . 
• établir scp t ZOllCS situées Jalls la plagc dc fr équcll l'C Ù illvcst iguer , soiL dc 1(:;7.S l h 
à 1500 Hz. Celles-ci sont illustrées à la figure 2.24-i par des lignes p ointillées. Nous 
nous ill téresserons qu 'aux sous-balldes situées dall s ces zones : 
• détenllillel' sept llouvd lcs valeurs d ·ellt.ropie associécs aux sept ZOlles ùe fréquellCl! 
à partir de celles des sous-bandes se t l'OllYant dans ces zones . ScIon la b ase de 
cléconlposit ion , trois cas peuvent se présenter. Nous représenterons Li, 100 lgueur cl 'une 
zone ou d 'ulle sous-bande par les sVlllbôles ~ ~ . 
1) ( ~ :;one ~ ) = ( ~ sous - bande ~ ) : la valeur d 'ent ropie cle la zOlle est égale à 
la valeur d 'ellt ropie de la sous-bande, t<'l que le lIiveau j = 4 cie la fi gure 2.24-i ; 
2) ( ~ :;()'fl(' ~ ) < ( ~ .';()/{,.'; - !)(/:lI.de ~ ) : la valeur ù 'ell tropi e de ICI ZOllC e::;t égale 
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fréquence(Hz) 
vecteur des carac téristiques 
x= 
187 5 1500 Hz 
Figure 2.2--1 : Cœmc:léf"i :> t'/(jue:> ct ua:>e de:> mdleu.,.:> w ejjicient:> d 'owleletie:> li 'un :>eyment 
d 'un son respiratoire (2 de 2) . i) valeurs d 'entropie pour la 'meilleure base. On ne 
s'intàr.ss r.T'{f. qu 'au.T llalr.lJ.rs d 'rntravir. sitl/.rr. s dans la 7Jla.fJr. dr. fd ql/.r.nrr. sil.nl r. dans lrs 
zones pointillfes. ii) ller:te l/,r des r.arar:tàistiqnes r.ompTf'nant, ponr r.haqne zone, Ir nùlPol/, 
où les sous-uandes sont situées ainsi qu 'une 't'ale'U:r calculée à partir des valeuls d 'entro pie 
des sous-bandes. 
à la vél l ~ \ll' d 'rntl'opir d~ la sOll s-ha11 d~ divisér p m lr nomhl'r d~ 7:011 eS dans la 
sous-bande, tel que le niveau j = 3 de la figure 2 .2--1-i ; 
3 ) ( .... zOll e .. ) > ( .... sous - ba'nde .. ) : la valeur d' entropie d e la zone est égale 
à la S0111111r drs valrms d ' r ntropi r dl" tOlltrs lrs sOlls-handr d~ la 7:011 (' , tri qlle les 
nivea ux j = 5 et j = 6 de la figure :2.24-i . 
• obtenir le vecteur d es caractéristiques campo é cles sept nouvelle' valeurs d 'entropie, 
ainsi qll~ des srpt niWélllX où les sOlls-h rllldC's rraient sitllrrs. (voir la ngll]' r 2.2.J-ii . 
p our pl us de dét.ails) . 
2 .5 .3.3 Vecteur des caractéristiques tiré d e la méthode SBC 
La méthode (S13C - Su!J!Jo,nd 13o,sr.d Corffir,i r1J, l.s) a rtr proposée ini tialement pal' Sa-
rikaya e t al. [421 pour caractériser le signa l cie parole d ans le cadre de l 'identificatioll 
des locu tem s. Nous aVOlIS appliqu é cette approche , i:wec sl1 ccès, claus ce projet cie 1'8 -
o 
il) 
o 
500 1000 1500 2000 2500 3000 
i 
i-i-·-~-i-i-i-·-i--
-i-ri-ri-ri- ·- ·- ·- ·- ·- ·- ·- · 
.~-.-.-.-.-. 
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Figure 2.25 : Principe de la caractérisation par la méthode SEC. i) banc de !iUT'es à l 'échelle 
de Mel Ij'Lle l'un chel che cL émule/. li) uw,e dt' décU'lltpu::!ûi un de::! paljuet::! ri 'undelette::! 
W 'I"I L::!pondant le mie'llX cL cc::! liU'l e::!. 
cherche [29.;.\OJ. Cdte m N hodc rOl1sistc à f.mll lcr lc hane de fi lt r cs de lVIEL ll t ili sf. lors d l! 
calcul d es coeffic ients MFCC par une décol1lposition adéqua.te par paquet,- d 'ondelettes, 
tel qu 'illust ré à la fi gure 2.25. Le d iagralllme de la fi gure 2.26 don ne le p rincipe d e cal-
cn1 d es coeffi cients SEC (IR ns 1f' ras d e 2-1 s011S-hn1J(lf's. La d écomposi ti oll par paqnets 
(l"olllielettes percep t uelle est calculée ::ielOll I" i:l rure prédéfi lli. L' éllergie de chaque ."ous-
ballde est calculée puis moyellnée par le nOll1bre de coefficien ts d e cette sous-bande, selon 
l'pCjna tioll 2.27. 
où Il 'i./Il : le 'Iniènle coeflî.cient d 'ondelette de la k il" lle sous-bande d u niveau j . 
k : index de la sous-bande fréquent ielle, eL 
NI,- : nom bre de coeffi cients de la ki i>nlP sous-bande . 
(2.27) 
Fin alemen t. les coeffi cients SEC sont dédui ts en appliquan t la transformée en cos inus 
èlUX 6llcrgics dcs ditf6rcll t cs ::iOUS-balldc::i, ::iclOll J'6quaLioll 2.28. 
L 
S liC (-II ) = L log( .S';;) CO::i (II (i - 0.5) z) (2.28) 
k = l 
où n = O .. .. , L - 1. 
Segm e llt 
f (' ll l' 1 rê 
,( t ) 
" Decomposition perceltuelle par paquets d'ondelettes 
1 ~
',~~ r0 1 ?-, .. m, Ca l ":lIl dl'S (' l1 c rgil's tll' ~ "i tllls - lla Il d ('s 
Fig llre 2.26: Obtention des coe./JiC'ients 8HC ri parti'!' d 'nn seg1l/ cnt d'il signal. 
Dc\ Il S cc Cd:::i , h ~ vcet cm d C:::i caractéristiql\c:::i (':::i t dOllll l' pm r éq Ilcll.io 1 1 2. 2U 
x = [S'flC(l) , . .. . 5 HC(2-l)] 
2.5 .3.4 Vecteur des caractéristiques tiré d e la méthode WPC 
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(2.29 ) 
La m éthodc des coefficiellts dc paquets d 'ondelcttes ( WPC - Wavelet Packet Coer 
fir ir.nt) it a.f Pl'Opos(~ (' p ar L('al!l('d d , Willsky [.131. SOll but premicr e:::it cie diminuer au 
ma.."imum la dimension (D) du vecteur des caracLérisLique. en dé terminanL les so us-bandes 
les p lus significative' sui te à une décomposition en valeur singulière (S VD - Sing1ûm Valne 
Decomposition) ('fferr llfe sm r ('llsell1hle rompkt des rar acthist.ic]ll(,s tirfes des s('gments 
(i\l) de chaClllle de" classes. La décomposiLioll en va leur singuli ère consis Le à décomposer 
la m ar rice des caractéristique:::i M , const ituéc des énergies des sOl\s-bandes de \1 seglllell ts , 
SOI\S la forme de l' r'ql\a rioll 2.:30. Il es t it 1I 0ter Cll\(, la dilll ('nsion de la nmtric(' M est de 
[Nomb'Ie de sOlLs-bandes x Nombre de segments] 
(2 .30) 
où U esL une matrice colonne des vecLeurs propres de iv/MT. V e:::i t nue lllat ricc colonne dcs 
vecteurs propres de M™ et S est uue mat rice di agonale contenant les yaleurs singulières 
('11 ordre dr'CToissallt.. On re('1'(' C: a lo!s 11l1 (, appl'OXill18ti on clC' JV( ci e dimellsion [0 x j\ !] en 
nc garda nt que la première valeur de la m aLrice ' con esp olldau t. à la prelllière valeur 
siuglllière. P ar la suite; ou calcul la moyenne de chaque ligne obt cuau t ainsi nue m atrice 
de d imen :::i ion [0 x 1], cc: r om ck tqnc classe. Lc:s smls-hand('s signifi rar iws sont alors 
-10 
celles dOllL les ulOyelllles sout sigui fi catin:,s pal' rapport aux èl ll( l'es , De pills les sous-
bandes sigllificati\'('s totales sont COlIl]Josc-es des sous-bandes sigiuificat ives obtenues pOlU' 
cll aqn p. Ch1SS P', La rl PC'Ol llposition p.n valplll' sin gnli Rr p p pn t ln P.l11P rlollllPr l m vpctplll' rlp 
c(:Il'èlct ér isLiques de seulellle ll t deux dillleusiOlls (D) tout eu dOllw:lIl( de bOlls l'ésultaL.'::J 
(figure 2,27) , Son désavantage réside dans le telllps de calcul considérable que nécessite 
la rlpcOlnpositi oll, ~ons (~ll SOlllllH'S don c r p<!nit il, sons-pch antill olllwr lp.s spglll cn ts ",fin dl' 
b~tir le l'ode, Voici eu détail COlllluell( eilecLuer ceLte lllét ilode : 
• p om chaqup. classe, calculer la décompositi on cn paquets d'ondelettes WPD cie chaque 
segment cl LI signa l: 
• ca lculer l' énergie de chaque sous-bande: 
• réorganiser les sous bandes d'énergie, pOUl tous les segments, sous forme de mat ri ce 
M IDx Al j, une pa r classe : 
• caJculer la décomposit ion en valeur singlllièrs (S \ID ) pOUl' chaque c\a.'::ise : 
• galder seulemell t la premièreva1cm sillguli ère et rccalcul er M IDxA !J = UIDx1I SI1X1I V[:L x l] : 
• calculer la llloyenne de chaque ligne cie M I/) x 11/1 ct. détel'luill Cr ellsui te les sous-ballllcs 
significati"es; 
• s' in téresser lors de l 'apprent issage et du test qu' aux sous-bandes signifi catives, quelque 
soit la classe, tel qu 'illustré pal' les sOlls-bmldes eucadrées à Id ligure 2,27, 
2.6 Prétraitement 
Le pl'étraitement peu t à, la fois s'effectuer sm le signal et sur les caractéri stiques , Il a 
COl tlmr hu t (LUl1 é liOl' l' !' l c tanx d r r c('o llll iÙSS,U ICC mais lI r dOlln c pas tOllj o lll'S les rC'snlt a ts 
escomptés , 
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Normal 
x l n 
.'. Sibilant 
x = LII 
Figlll'e 2.27: Cam,clérisalion par la 'mélhode des coeffic ienls de paqlwls (l'ondelelles 
( WPC) . Soas- I)(tndcs d 'éne,.yie li,.éeii cl 'un iieul iieyllLe'ul iiu'ile ù la décO'I Il'jJo iiilion e'II paijtlelii 
d 'ondelettes ( WPD) 7J0tl1· un son normal et pOIlT nn sibilant. Les points noi:,." en tourent 
les deux so'as-bandes obtenues slâte au calC'tll de la SV D sur l'ensernble des segments pOUl' 
chaque classe. Tls conespondent bien aux sous-bandes ayant le plus d'énergie pour' ce seg-
ment. Les sou. -bandes significativ es de chaC'tlne des classes sont choisies comme vecteur' 
des caractéristique . 
2.6.1 Prétraitem en t sur chaque segment du signal 
2 .6 .1.1 Norma lisation 
La lIonllalisatioll est Ull prétraitellH.!ut effectué sur tous les scgUH.!ut · t l! lllpOl'ds du 
signal. Elle consiste à normaliser l' 81npli tllde clu signal à la yaleur unitairE'. 
8(n) = -,,[n.] 
010,1 (18[11 ]1) (2.31 ) 
Tous les résultats le cette étude Oll t été obtellus en effectuant cet te normalisat ion. 
i) ii ) 
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Figure 2.28: i) données avant le CC'ntnLye. ù) données av!'ès le cent1aye 'reY'/'OILpées (l'UtO'U'l' 
dr l·orù]ine. Le carré représente îLne donn ée à. dassifier. 
2.6.2 Prétraitem ent su r le vecteur des caractéristiques 
2.6 .2.1 Centrage 
Le but de ce prétraitement est de rendre la moyenne de l' ensemble des composantes 
du vecteur des caractéristiques égale à zéro et l' écar t.-type égal à l'unité. en effectuant 
1 'opératioll de l'équatioll :2 .32 . La Ligm e 2.21:) illustre cet te transfol'lnat iOll. Cl' vr61raitclllt'lll 
précèclera aussi d 'autres types de prét raitemell t , cO l1lme lions le ypnons phls loin . 
(2.32) 
(J 
2 .6.2.2 Analyse par composantes principales (P CA) 
L\ \.Ilél.lyse par com posantes prillcipales (PCA-Principal C011Lllo'/wnts Analysis) tralls-
for mc lcs u Llarth'isticpLCs dn signal cle frt<:on il ('C ' ( PI C lcs (,oll1posante's dn vc('t.(~nr des 
caractérist.iques soiell( non con élées. Ceci perme! de réduire la dimensiun des données en 
éliminant les cOlllposantes qui ne contribuent pas à plus qu 'une certaine fraction de la 
vari ance' rks c1Olll1écs . Nous avons milisé le prét.raitc1Jlcnt appcl ~ '·c(·nï. l' agc· ' élxanr, l'ntili-
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Figure 2.29: i) données avant l'application de la méthode PC). . ii) donn ées ap'I'ès l'appli-
cation de la méthode PCA. pT'Ojetées dan s 'un espace de dimension 'rérllliLc. 
sal iml de cc préLrCl itellleut ['1-1) . 
P our effect uer une réduct ion de la dillleusion pal' la méthode PCA, il fa uL effectuer 
une décomposit ion eu valeur singulière (S VD ) de la matrice de cO\·ari ance. Pour ce fa ire. 
Mant donn r <1 11 r la mat ri rr est carrér, 011 prllt dalls llll prrmi r r temps, ohtrn ir les vale1ll'. 
propres A aiusi que les vecteurs propres LI cie la ma trice de coyal'Ïauce 2:: de l'ensemble des 
données X en résolvant l' équation 2.33 . 
(2:: - A 1 ) // o (2.33) 
où : 1 est la matrice ident itée . 
P ar la suit e, les valeurs propres et leurs YC'cte1ll'S propres associés sont classés par ordre 
d r-croissclllt de \'cdeurs propres. Ou fonue ellsni te Ulle lllatrice .1 p dont les cololllles sont les 
vecteurs propres associés seulemenL aux plus gra udes va leurs propres. La représentation 
des donn ées par la mét hode PCA consiste alors à projeter les dOlln ées t'y sur le llou\'cl 
-1-1 
espace ~l l'aiJe de l' équatioll 2.3-1. 
(2.3-1) 
La Jigm c 2.30 illus tre Ull exelllple d 'ap]Jlica t i011 de la llléLllOde PCA . 
2.6.2 .3 Blanchiment d 'un groupe d e données : Blanchiment - l 
La fi gure 2.30 montre les valems des détermin ants des ma tri ces de covariance. Comm e 
1I0US le ven olls ci-dessous. 1I0US è:1VOllS illLérêL il. l~v i lcr Ull détel'lllillallt s 'approchallt de 
zéro. La figure 2.30 illust re la t ransformat ion effectuée par l'équatioll 2.35 . où les vecteurs 
propres 1/ et valeurs propres /\ proviennent de 18 matrice de covariance prise sm le groupe 
de dOllllées dOllll è:Ult le plus pdiL J étenllillallL (ici les -j ) . 
(2.35) 
où [À] représente la matrice diagona le des valeurs propres . 
La transformat ion s ' effectue selon l'équatioll 2.36. Encore un e foi s. cette opérat ion a 
dé précl~dée du préll'aitelllellt J e celltrage . 
x ' (2.36) 
2.6.2.4 Blauchiment sur l 'eusemble d es douuées Blanchimeut-2 
Nous é\"aluons a ussi l'effet du blauchitnent sur l' ellsemble des dOl1llées t el quïlluslré 
à la fi gure 2.31. Ici, le prétraiternent semhl e nuire à la classifi cat ion étant don né qu'i l 
distri lJue les poiuts autour d 'uue valeur CCllLlètle ct éliulÎue aiusi les regroupellleuts. 
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Figlll'e 2.30: i) cLonnéei> avanl le iJlu:nehùnenl- j. ii) cLonnéei> apr(;i> le iJlanchù nenl-l. La 
matrù:r dr tmnsfonnafion rst. rfrtrnnin rr il. partir drs donnrrs dont Ir 1 (w p( .I:;) 1 est le 
plus pn~s df'- Z~TO (iri 1!'.8 +) . La t7ansfoT'//I,a/ùm, f'-s /. , pn.7 ' la suif f'- . nppliqu pf'- aux donnéPs 
(+) et (-) ainsi qu 'aux données à. class'ifie1' (0 ) . 
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Figlll'e 2.31: 'i) données avant le blanchim ent-2. ii) données après le bla:/7, chim ent-2. La 
matrice de tm17sformation est déterminée à. par·tir de fout es les données. 
CHAPITRE III 
MODÉLISATION ET CLASSIFICATIO DES SIGNAUX 
Ce chapitrE' traite des llléthodes cle c1assi1i ratioll utilisées cla ll s ce proj et. Ces méthodes 
fO ll ct, iol1n ell t (' Il dellx N;tpc,.; : l" apprciltissage ct le test. Lors de la phase (l" appremissagc, 
r ellsemble des \'ec teulS de caracLérist iques provell;-mL de chacune des classes c:-,t lllodélisé 
puis un cliscrim inallt est établi pour délimi ter ces classes . Si lors de cette phase, l' appar-
tell i-tll re à lll l<: rlasse est. dé.i à conn11e , 1" apprf'llhssagc est. dit, S1/.TWT1lisf.. C'est le cas des 
méthodes décrit es cléll1s CP cha pitre. Lors de la phase de Lest, la posi (ion de nOllvelles 
dOl lllées par ra pport au discriminant établit la classe cl ' a rpartenallce de chaq11e llollvelle 
donnée. 
3 .1 Principe d 'un système de classification 
La fig l1l'e 3. 1 reprèspnt p 1r <liagl'étl lllllP bloc <l'lIn systèm e de cl8.ssif1ratiOl I. Le signal <le 
sun res piratoi re 8(1) est. divisé ell :oeglllCllLs 8 , (/,) q ui peu\'ellt être ell trelacés cl pUJl(lén~s par 
Ulle fellêtre: ,wan t d 'eu extraire les vecteurs des carac téri stiques conespolldant Xi (/ ) . Lors 
r! p la phase r!'apprpntissage, dps signa11 x d(·' type lI orm al et, dp typP sibilant sont présentés 
<:l U sysLèllle. La tuta lité des vccLems des cClr<:ld ôrisLiqucs a pl-lartellCl llL ~\, Hue lllêllle classe se 
retrouve alors modélisée que par <luelques panullèt res. Les modèles ainsi obt enus forlllent 
1111(' lmllC]ll(' contenan t. 1111 m odi:le r a]' classe. Lms dp la ph8.sp dll tpst. 1111 VPdP11], Xi (t). 
curdcléris<luL Ull segllleut 8;(/) du s igllal Ù test.el, cst préscut é Cl UX deux llludèlcs . La 
décisiun d 'appartenance à une classe de sons est alors prise seloll la position de la donnée 
Xi (t) par ntpport à la fwnt ihe entre ks cl ellx classes, allssi appplép "clisniminall t". 
Dans c(' projet, . 1I0 1lS avons cxpéri IlIclIté l( 's Cjll<ttr(' mét hor!('s li st{~('s ci-dessolls : 
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Entraînement 
des modèles 
.1odeles de sons 
respiratoires         
Entraînement 
ou 
le 
'' ( .t)0,- Segmentation 	  10.1 E te a,tion des 
Caractéristiques      
Tes t 
Classification V (lasse du son 
(ressemblance des sons) 
Figure 3.1: Diagramme bloc d'un système de classification / 391 . Il est à noter que cette 
.figure ci est une version simplifiée de la .figure 1.1 
• quantification vectorielle ( VQ - Vector Quantization); 
• modélisation par mélange de gaussiennes (GMM - Gaussian Mixture Model); 
• modélisation par mélange de distributions de Student (SMM - Student Mixture 
Mode(); 
• perceptron multi-couche (MLP - Multi Layer Perceptron). 
Tableau 3.1: Nomenclature et symboles utilisés pour décrir les systèmes de classification 
Symbole Dimension Définition Commentaires 
u
v
-
<
 
Dimension de l'esimce des caractéristiques (d i . (12 	  d l) ) 
Nombre de segments 
Indice du segment 
Nombre de regroupements 
Indice du regroupement 
Dxl Vecteur des caractéristiques ou donnée x = (xi. x2 
	 r 0 ) 1 ' 
DxM Vecteurs des caractéristiques pour tous les segments X = {x i . x2 	 xml 
Dxl Centroïde (mot de code) c = (ci. c2. ... , CD ) 7' 
DxN Ensemble de N centroïdes (dictionnaire pour VQ) C = {c i , c 2 , 	  c(ti} 
Modèle de GAIM A = {//1. El,  wi} 	 j = 1 	  
Dxl Moyenne 1-1 = (pi, P2. 	  /./ id 
DxD Matrice de covariance 
Nxl Poids it.t = (wi. tii 2 	  WN) 
Distribution gaussienne ou Normal 
Distribution de Student 
Classe R1, R2 
3.2 Nomenclature 
Le tableau 3.1 donne la nomenclature et les symboles utilisés pour représenter les 
différents paramètres dans ce chapitre. On trouve aussi les dimensions de ces paramètres. 
Par souci de clarté, nous utiliserons à plusieurs reprises, les mêmes données bidimen-
sionnelles de la figure 3.2 pour nos démonstrations. En effet. ces données simulées forment 
~ l' l' IlI :I OII 
- ----"1' l',.", , t '. ' 
x tl" :h : IÎ O II de, 
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(j? I. ·r r:  r t. '/I,nr ?lrTSÙm simpliFrr dr ln F(j'II.'I"r 1. 1 
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 La.ble  3. d rlll la nomellcl Lure ct. les sYl1lboles utili. és p OUl' représellter les 
iflé'l'c  C:U' n' c.Ialls ce c it rc. On trOll\'(> a ll::isi les d imensions de c('s paramètres. 
ci cl rt é , nous u ti li serons à pl usieurs rcpri ·cs. les llIcm es données bid ll1 ell~ 
:-i OlllHJ l'::i l' hom   !lOS l:1I101l::itratiow;. E!l dt"c . ('('s dOlllll:eS Si lllUl ('Cs fOl'lllellt 
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Figure 3.2: Exemple de do nnées artifi cielles à discT'iminer appartenant à deu.T classes R ; 
(-) E RI et (+) E R2 · Nous utilise1'Ons régulièrement ces données comme exemple. tout 
au long de ce chapitre. 
deux classes , complètement séparaGles. dans Ull espace à deux d ill1ensio11s; Ce qu 'on 11 ' a 
pu obtenir avec des données réelles . La classe RI contient les éléments représentés par le 
symbole (-) et la classe R2 rOll t i(m t h:s 010,!n011tS r0pr0,Srn t0,s par 10 symbol r (+). 
3.3 Modélisation 
La lllodéli 'a tioll cOllsiste ~t repl'ésellter ulle quauLiLé de dOIJll ées de gramle taillt', lJCll 
un Cllsemble de taill e très réduite, a ppelé dictionnaire (CodebooJ.,;) . La fi gure 3.3 m ontre 
n11 exemple du résnltat. de qnelqllPs lllpt.hodps (le modélisation Twrmet t.a,nt (l'ohtpni r nll 
ellselllGle restreillt à partir de J 294 dOllllées bidiluellsiollllelles (D= 2) . 
• Dans ceL exemple, pour la méthode de quamificaLioll \"ecLorielle ( VQ) (figure 3.3-i ), 
les cellt roïdes C~ ) , représentallt les quatre sous-group es, forment le dict ionnaire: 
Dictionnaire = [IL l . 1-1 2, 1L3, 1L41 (3 .1 ) 
N 
"0 
i ) 
·\'-------7----:-----::0--,--~--'. 
dl 
:r 
-.19 
ii ) iii ) 
01 
Figure 3.3: ETf.rnplf. rl f. mnrlüisatùm rle ,'1294 dnrl'll.pf.s, prmw1/.mi!. dl" ,7294 s('.(j1)) f. 1J.ls rl'lI:n 
signal de son respiratoire. selon différentes méthodes : i) q'/{ant~fication vectorif.lle, ii) com-
binaison de gaussiennes. iii) modélisation par mélange de gaussiennes. 
OÙ ~LJ = ( ~LJd l ' ~LJd2) T. Ceci donne un dict ionnaire de huit éléments . 
• Pour la combin aison de gaussielill es (fi gure :3.3-i i) des qu atre sous-groupes. le di c-
tiollllairc cst dUilli pm : 
(3.2) 
où :Ej = (aj" , aJ12 , a]22)T Ccci dOllll C Ul! dicLiollmlirc dc viugL éléllJ l'llts . 
• Pour la modélisat ion par mélange de gaussiennes (GMM ) (figure 3.3-i ii ), le diction-
naire est défini pm : 
(3 .3) 
où w = (w) : W2, W2, W4) es t Uli vecteur de scalaires représentant les poids des 
quatrc gaussiclllles . Ceci d0l1l1cra Ull dictiollIJ aire dc villgt-quatre él6111ClltS. 
Les explications seronl détaillées un peu plus loin dans ce chapitre. 
3.4 Quantification vectorie lle (VQ) 
La qualltificat ion vectorielle ( VQ ) est Ull process us perll1ettant de projeter Lill grand 
ellselllble de vecteurs de dilllellsioll D de j 'es pace ~ D vers llll ellsernble beaucoup moillclre. 
Ce IJlOcessus perlllet de répartir l 'ellscllible des dOllllées de gralllie taille ell Ull IJombre 
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Figure 3. -1: La 117,P,IJwr!.F. dF. 1) 1/. an tifir;afùm, 7Jpr t.o1'1:F.ll p, i) œn.f.m'i.rlps rip la dn.ssF. Rl' ii) 
centraides de la classe R2 . iü) l'eclie1d/,e des (l istances euclidiennes min iTl/,lLles pOUT chaq'ue 
classe pOUT un segment à tester, iv) discriminant obtenu en effectuant l'opémtion décrite 
en iii POIL1' tout les pO'ints du plan, Il es t à note.l ' que les érhelles sont les mêmes qu'à la 
figuTe 3,2. 
réd ui t de régions représent.ée seulement par lem cenll'Oïde Ci appelé 'Tnol de code" (code.-
wOTd ) , POUl' une classe de .. ignaux , les m ots de ('ode résultant formellt k"dictionnairc" C 
(codebook). Le, fig1ll'es 3.4-i- ii illllsrrent c! r llx renrro'ides repl'0.Sentall t r ensemhlr des p oints 
po ur chacune cles deux classes . 
La modélisation IIQ présent e deux phases : l' apprentissage et la classifica tion. Da ns 
la ph ase d' apprent issage, un m odèle acoust ique (mot de code) est C'léé pour chacune des 
classes et les lIlodèle .. sou! SLOlk!~S dalls Ulle IJdsC de Illudèles, Dam; la phase de classihea-
tioll , le signal inC0l11l11 à tP -ter es t classifié sclonle modèle procura ll t la c!i .-h·111 ce miuimale. 
tel qu 'illustré à la ngure 3A-i ii. 
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3.4 .1 Phase d 'apprent issage 
Dans ce tt e phase , une séquence cl' ell traÎnernellt composée fi l données (vecteurs des 
Utl" [\,dàist.iqnes) pst. nt.ilispp : 
(3 .-1) 
En général, la séquence cl 'entraillement est obtenue à partir d'ullc large base de 
dOll né~s. Ou Sll ppOS~ qll ~ J\ / ~st. snffismnm~n t. grétud pom <111 e' t.Oll t.e'S l~s propriét. és sta tis-
tiques des sons soient cap tées par lét séq uence (r entraÎuement . Les vec t eurs (r enlraÎnement 
sont de dimension D. 
i= 1, 2, ... , i\f. (3 .5) 
Le c1ict iOllllaire codeuook C contient N vecteurs représentant les N ceutroicles . Chaque 
vec teur es t cle dimension D. 
C = {Cl , C2 , ... , CN} (3.6) 
j = 1, 2, . . .. N. (3 .7) 
Pour une séquence ... Y douuée eL un 1101ubre de centroïdes IV défini d' ,:\Vance, la phase 
cl'apprentissage consis te à trouver le codebook C qui minimise l"errem qu adratique 
moye:lllW donn ée: pm l 'écJ1wtioll 3.8 : 
(3 .8) 
OÙ .6. ( X j , Cj) cst la distalH.:c cuclid iclllle délillie par l'él(uat ioll 3.U : 
(3.9) 
l1a ppeloll que .r , es t ln ièmc douuée ct Cj est le /I1IC ccutroide (lllOt de code) . 
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L' Cl jJ]JreuLi titiage etit n~al i tié en utiliti i:wt, L:\,lguriLlullc LEC ùécriL 8 la tiectiOll 3,-1.3. 
3.4.2 Phase d e classification 
Une nouvell e donnée Xi' caractérisant un e fpnêtre temporelle du signal Si, est présen tée 
clUX ccuLroïdcti dc cIJacullc dcti datitic 's . Celle uuuvelle dOUlll'C ctiL illutitd~e p m x 8 la fi-
gure 3A-iii, On recherche alors !cl cl istauce euclidiellne minima les. po ur chaqu e cla,sse. 
Dans ce t exemple les dis tances eucli di enn es minim ales sont .6. (:1: i . cu ) pour la classe RI 
ct .6. (.1;, C22) pour la classe H2 · Le logariLlnlle du l'apport des distances euclidi enlles mi-
nimales es t ensuite calculé. selon l' équa tion 3.10 : 
(3 .10 ) 
où la fon ct ion z( i) sera appelée tou t simplement '·distance". Ces m esures de distance 
tiCrollt di titrilméeti de part ct d 'autrc dc la valeur zéro qui COlTctipoud au clitiuilllillau t. 
Si :::(i) < 0, le poiut ClpparticuL ù la clatitie R I : alors que tii ;:;(i) > O. le poillt a ppa r t ient 
Fi la classe R2 (équa tion 3.12) . La fi gm e 3.-J.-iv ill11stre le résultat de cet te équation pour 
p lus de 40000 poin ts représentés dans le plan [cll' cl21 Le noir représente Uli résul tat négatif 
cL le bJ auc Ull r étiulLa L potiit if. UllC valeur 1I11llc COlTCtipoud au discrlllliuêlut c t, établit la 
frontière entre les deux classes de la fi gnre 3. -1-iv. 
Dans le cas où fl f seglllen ts du signal sont pré 'entés simul taném ent , il Y aura pa l' 
ronséqnC'nt , M p oin ts dan s l ' C'sparc~ dC's caractér istiqncs qni sC'ront tC'stés. L'fqna t.ion 3. 10 
es t alors relllplacée par l 'équaLioll J .l1. 
(3 .11 ) 
La décision d 'appartenallce à ulle des deux classes est formulée comme sui t: 
C HI 
,::(/) ~ 0 (3 .12) 
E H·) 
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Figure 3.5: Crll1l1rs dr VOTonoi. 'tnontm,nl. lrs 1'(I]TO'I/,pr:mr.nl.s pOUT i) la. rla.ssr NI et ii) la 
classe R 2. TI ('.s l. n. 11.ol.('.r 1]11. ('. IfS éc!wll('.s sonl. l('.s mêm ('.8 1]1I.'n. ln. .(i(lW"f .9.2. 
ii iii 
Figure 3.6: Discriminanl obLenu pour : i) deux' cenLroides par classe . ii) quaLr'e cenlToides 
l)(i'/ ' classe el -iù) Il1lû œnlmùLes pa'" classe. Il est ù nuLe'l' que Les écheLles sunt les m êm es 
qu. 'ù la jlyll1c J. 2. 
Com 1l \(' il1nst.n~ ?t I<l fignre 3. cl-i\' le d iscrim in ant n 'pponst' pas tonjom s hiell k s denx 
classes illusLrées à la hgure 3.2. La JiSCrilllilldLioll et la classihcaLioll pl'Ll\'ellt a lors être 
am éliOl'ées en augmentant le nombre de centroicles . La fi gure 3.5 montre les centroïdes 
obteu us pour huit regroupements pm classe . Chaque regroupement est une cellule de 
Vomnu'ï \Ii Je laquelle est tirée le cell troïJe Ci · La cellule d e VO'I'U'I/U'ï est J éhllie pal' 
l 'équation suivan te: 
Vi = { .I: E JR.D : II I' - cdl < Il .1 - c) Il , pour .J =1=- i} (3 .13) 
La figure 3.6 monLre les discrim inan ts ob Lenlls par la modélisaLion VQ p our différents 
nomb re de centro'ldes et illustre le fa it qu 'un nombre plus élevé de regroupements am éliOl'e 
la capacit0 dll d iscrim inant ?t ép ollser la fron t.ii ~n' entr e les deux classes. 
ii jii 
\IIï 
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Iv 
l'Î1ï 
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Figure 3.7: Jllustr·ation de l 'algorithme LEG. i) centroïde p01l1· {"ensemble des donn ées 
d 'une classe. ii) prem'ière séparation. i'ii) zoom de ii, iv) centroïde de chaque regroupem ent 
(itération 1) . v) cen[roùle de chaque regroupement (itéralion 3), vi) cenlroide de chaque 
·,·eym'lL]Jerneut (itén.diuu 6), vü) de'lL:àbne iié]Ju:mliu"IL el vùi) œnlmùle de dW!jue nuuveau 
rcr;rrmpcm.c11t (itrm.tion 1) . 
3.4.3 Algorithme LBG 
L'algorithme LEC, du nom de ses inventems Linde, D'uzo et Gray [-15J est une tech-
nique itéra tive, de type nuée dynamique, qui permet l 'illlplantat ion de la modélisat ioll 
VQ ( Vect07 Q'lLantization ) en minimis<lnt, j"prrf'm ql1ad r<ltiq llf~ lll ow'nnp (P(pl<lti Oll 3. ) à 
chaque itératioll. 
L·algorithme se résume en cinq éLapes [46J 
1) créer Ull dict ion1Jaire (codebook ) de un centrolde (N = 1) . Le centroïde est la 
moyenne de l'ensemble des 1\1 dOlln ées , COlTf'Spondant ii,llX .A 1 vecteurs des C3,-
ractérisLiques (figure 3.7-i) ; 
(3 .14) 
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2) douukr la taille du codeuook ell sépauwt cl lc-\<jue l'l'lltlO·]·de du présell( code'book 
en deux nouveaux cen tro·ides : 
(3.15) 
où J = 1. 2, ... ,N et E un paramètre de faib le valeur (p etr exemple, E = 0.01 ). 
Le dédouhlem ent. de la taill e dl! codehook ( IV = 2IV) d ivisera pa r cieux le groupe 
origimtl des dOlluées (fi g ure J. 7 -ii et iii ) : 
3) calculer le centroide de chaque nouveau group e (figure 3.7-iv) ; 
4) associer à 1l 011veall les dOllnées an centroïde k pIns prps. CalC1 Jl f'r il n011Vf'a11 le 
cellt lOide de chaque glOuIJe (figure J. 7-v) . R épéter cette étap e j usqu 'ù. ce que le 
déplacement des cen troïdes devient négligeable (fi gure 3.7-vi) ; 
5) l"Ppét.f' r à partir de l 'étape 2 (figm e 3. 7-vii et viii ) jnsq11 ';\ CP qnp If' nombre désiré 
de cellLroïdes soi t a t.r.eillt. . 
3.5 Modélisation par m élange d e gaussiennes ( GMM) 
La modélisatioll par mélange de ga u.'sienues ( GJ\IAi - GalL8s'ian lvIixt'llTP Aiodel ) est nll e 
m éthode statistique m assivem ent u t ilisée dalls les systèm es d ï tent ifi cation j vérifi cat ion de 
locu teurs [47 , ,181. Nous eWOllS plOjJosé ['u t ilisatioll de cetle Ledlllique p our recolll lClÎt re k s 
différentes classes de sons respira toires [29. 301. 
3 .5.1 Principe de la modélisation par mélange de gaussiennes 
La modélisation d0s dOllnées p ar lllW senk combr ganssi(,llll(, consist.r ;\ ll's rr présr nt.er 
par les stat ist iques de leurs cieux premiers moments (moyenne et. covariance) . L 'u t ilisation 
des deux prem iers m oments suppose que les dounées suivellt une distribution norm ale, ce 
qni n·('s t. pas t. olljoms le cas dans l('s prohl i:m0s prat. iqncs. L ·avant. agc d 'nt. ilisrr lmc comh i-
lI a isoll de gaussiennes réside dans le fail q u·uue densit.é de probabili té (ddp). d 'une form e 
quelconque, p eu t être approximée par une combinaison de gaussiennes (GMM ). Sous 
form c mathématiqll c , la dr l1sit.é dc prohahili t(; Oh t.C ll1l0 par la t('chn iqnc G i\1 1\1 s 'écrira : 
,y 
fJ (xd/\ ) = I>(Xi l~ )wJ 
)=, 
N 
sous la cont rainte : L u-') = 1 
) = 1 
où /\ est le modèl C MAi (dictiollllairc) cl 't1110 classe cie sons respirèl toi l'es, 
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(3 ,16) 
L' équ at ioll d\me combe normale lllulti-clillll'lI sionll elle est décri te par r ôquatioll J,17, 
(3 ,17) 
Il est à Iloter que !:::" 'i est appel ' e la dista nce de :vlalJ alanobis, 
Dans le cas hidimensionnel. en sc rèfèmnt. à la figlll'e 3,8, 11ne dOllll Pc (+) f'st repl'Psentpe 
pal' : x = (XI X2 )T , une moyenne pa l' : ft = (''1 1'2)T et Ulle matrice cie cQ\'ariance pal' : 
~ - ( af l'aal,_c)~2 ) , où le terme (Jil l représellte l' écar t-type selon la di men, ion m tandis 
pU 2 a l 
que le terme p H'prpsellt f' le coeffic ient df' con élatiol1 l' f'spcct ant If' CTirprf' : -1 ~ p ~ 1. 
Il est à lloLer 111ll: les imlices "1" et "2" con es!Jolldellt aux dilllellsiolls d, et d2 qui ollL été 
omis pOUl' ne pas encolllbrer les formules, U lll: variallte de cette méthode de lllodélisation 
consist.f' il, lltilisf'r la ma tricf' df' COVariallCf' ~ = (aoT :~ ), Cette matrice cie cova riance est 
alors qualifiée de llla trice diagonale, 
~ous haluerons a ussi une a utre \'aJ'Ïante qlli consiste à prendre la moyenne des va-
riances comme nouvelles variances, a insi les nouvelles variances pour d ainsi que (J~ se-
l'aif'nr, obtCl111rS à partir drs ,u]cicl1l1rs varianccs sr10n : af ; a~ , Cette matrice cie covaria nce 
est qualifiée de matrice sphérique, Cn eH embl e: de données , aya nt Ull e: distribution staLis-
tique quelconqu e, pouna alors être modélisé par Ull ensemble de moyennes, de covariances 
rt d r poids , Lr dictionn airr rsr, défini r C0111n1(' : 
j = 1." " N (3,1 ) 
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Figure 3.8: Modéhsation des données obtenue pay m élange de deux gauss'iennes . 
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p(x IÀ) = p(xIN , )W I + p(x IN 2 )W2. Il cst cl note',. lJue les échelles sont les mêmes qn'à la 
ligu,.e :J, i!. 
Comlil C cxclllpk . k f' (lonn ~cf' (k la fi g1lrc 3.2 p omron t. i"trc rnod~li s~cs par d01lzC V;-LleurS 
COIll p ri ::> e::> dan::> les vecteurs, matrices et ::>calaire::> ::> uivallts : 
/11 (2 valeurs). ~L2(2 valeurs), I;](3 valeurs), 2::2 (3 valeur::» et w(2 valeur::». 
3.5. 2 Phase d 'apprentissage 
La lllOdéli::>èlLioll GMM (aractérise llll ell ::>elllble J c )JOillLs )Jar Ulle COl llbiu a.isOll J e gau::>-
siellnes, La figure 3.9-i-ii illustre la modélisation de chaque classe . par un lllélange de deux 
g;-î,llssiclllles fo rmallt le dict iollllaire À défini t ?t r é(]1lahon 3.1 8, Lps ]xmunPrn's d1l diction-
lla irc ::>Ollt C::>t illlés e11 uLili::>a11L la lUéLllOde du lll CIXiulUlll de vnt.i::>elllbL:Illl'C (AlLE - !I1a:ti-
'/1/:1lI1! Likelihood Estimation) Viel ]' algori thme Gl\ I (Bcpcctation M a.àmization) déyeloppé 
il la sect.ion 3_5.-cL 
 In(pdf)   
iii 
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R 1 R 2  
Figure 3.9: i)densité de probabilité pour la classe Ri., ii) densité de propabilité pour la 
classe R2 et iii) discriminant obtenu. Il est à noter que les échelles sont les mêmes qu'à 
la figure 3.2. Le X représente une donnée à classifier. 
3.5.3 Phase de classification 
Une nouvelle donnée xi, illustrée par X à la figure 3.9-i-ii, est présentée aux densités 
de probabilité de chacune des classes. Le calcul de la densité de propabilité, de chacune 
des classes, est effectué en ce point. Par la suite, les données peuvent être discriminées 
en utilisant la fonction distance z(i), donnée par le logarithme du rapport des densités 
de propabilité, tel que décrit à l'équation 3.19. Selon l'équation 3.20, si z(i) > 0, le point 
appartient à la classe R 1 , si z(i) < 0, le point appartient à la classe R2. La figure 3.9- 
iii illustre le résultat de cette équation pour plus de 40000 points représentés dans le 
plan [d 1 , d2]. Le noir représente un résultat négatif et le blanc, le résultat positif. Une 
valeur nulle correspondrait au discriminant et serait la frontière séparant les deux zones 
de la figure 3.9-iii. 
z(i) = ln( P(x ilR1 )  
p(xilAR2) 
ER1 
z(i) 
E R2 
(3.19) 
(3.20) 
Comme illustré sur la figure 3.9-iii, le discriminant n'épouse pas bien les deux classes 
illustrées à la figure 3.2. La discrimination peut alors être améliorée en augmentant le 
nombre de gaussiennes, pour chaque classe. La figure 3.10 illustre le mélange de gaus-
siennes pour quatre regroupements par classe. 
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c 3. : ' } û p1'Oba üité 01l1' la sse I' ii densité de pTop üiLé OU'"  
2 l 'ii  di r- rn nL l mt. i e , à /1 o[e ' q e le é   '1l '
L  Lln:: J :!  '/ 'l ' :wlll  Ll'll  il clu ifiE'!. 
 P hase de cla sificat ioll
Oll\' l  e Xi  8 f c i-ii . ensités 
 i c .  l l  propabili té, de chacune 
 es. t dfect nf CIl c r, ar la sni tc. les do l1 fes p (~ l1 ve ll t. i' t.re discr imi1l fes 
c la fo ct i distanc .:::( i ), e  l i  \1 rapport des dCllsit és 
i t  l'éq ation 3. 9 S  t i ll . (i  O. lc point 
. l1t. la clas I' .:: i ) 0, Ir poi1l t. app,u t. à la cla se 
'l .  f m .0
i  r de ce te équa tioll pour pl us de 4 00 poin ts représellt és dans le 
[ri l  2  c  c ente  lt t le blanc, le résulta t p ositi f. Une 
rm 1111]]  rr spondr it n i t. r , serai 1" fro1lti ère sf.parall t lrs dellx ZOl1 es 
l fi re 3.9-iii
( i)  
 
 l fi . i i 'épous pas bien les deux cl a ses 
s  h  . i lllill i:l. i u t al êt re i:\.luéliOl u i:l.uglt lCll lt t le 
 s, l . f  le élan de gaus-
 t re rcgroupelllell ts par cla se. 
1 
In(pdf) 
ii 
In(pdf) 
59 
Figure 3.10: Modélisation des données obtenues pa?' mélange de quatTe gaussiennes pom i) 
classe RI et ii) classe R2 . Il est à no[pr que les échelles sont les m êmes qu'à la .figure 3.2. 
ii iii 
Figure 3.ll: Di:;c,.ùlL"inant ubtenu PUll:,. dijjèwllte:; vuie-tt'Is du 'I.omb,.e de yau:;:;'wltne:; i) 
de"U.:I. pœ,. da:;se . 'il) q"U,at',.c pW' da:;:;e et ili) IlUd pW' da:;:;e. Il e"t iL nute,. que le:; échellc" 
sont /(' s m.r;m r.s (J'II 'n la fiq'll:r(' S.2. 
La fi gure 3.11. illustre les discrimin ants ObtC1IUS par la modélisat io1l CAlM ct lllontre 
QUC le l10ullJl C dc gaussicllllCS muéliol c la cap acité du disuilllillctllL ~t épouscr la fWll t il'l"C 
entre les deux cLisses. 
3.5.4 Algorithme EM (Expectation Maximisation) 
L'Rlgmithnw d0 lJ1 Ru"XÎlnisation (le- la vrRis01llhlanœ Ei\ f 0St llll a lgorithnw il' ~1"Rtif qni 
permet de façon non-supervisée de LrOll\'er les paramètres du d ictionnaire À = {J1j. :Ej . Wj} 
mod élisant un ensemble de données . On doit fomnir à cet algori thme, le 1l001lbre JY de 
gallssielllws d~s i r~0s . 1111 11 10c!è:le- À = {/ Ij , :Ej . Lv'j } illitial ainsi qn0 l' e1lscmhle des donn~('s 
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X d 'une même classe. À chaque itéraL iolL le lllOdèle ,\ sera aj usté de fa<:oll ~\ a.uglllellLer 
la vraisemblance (Likeli/wod ) décrite par l"équa tion 3.21. 
.\1 
II (X I'\ ) = IT II(Xi l,\ ) 
,= 1 (3.21) 
La vraisemblance est Ull indice qui mesure l" effi cacité du modèle /\ à représenter les 
dOllllécs r1:'. Dalls le cas d'une seule gallssicnne: par excmple. 18 valeur de la vr8 ise ll1bl anCE' 
sera plus élevée lorsque la cloche de la courbe gaussienne sera située au dessus des données 
à modéliser. En pratique. nous nous intéresserOl ls plu tôt au logarithm e de la vraisembl ance 
llli:ÜS 1" idc'c rcst.c la llIêlllc (éq uaLioll J. 22). 
Al 
C= ln/l (X IÀ) = ln IT II (Xi l/\ ) 
;=1 
M 
[1 = L ln Il (Xi l/\ ) 
;= 1 
(3.22) 
Nous traduirons les termes Expectation par"Estillwtion" et NIaxùnization par "l\laxi-
misation" . L'algorithme ENI se présente COnIme suit : 
1) illi tia lisa tion ; 
2) boucle pour ch8que itération i = 1. 2, .. . , L, comprenant les étapes: 
- estimat ion ; 
- 1118ximisation; 
:'\ ous allons mailltenant décrire ces étapes en détails. 
3.5.4.1 Initialisation 
Le nombre N rle: ganss ienn rs rt les valrnrs initiales p Olir les paramr rIes Il , ~ el uJ 
doivent être foumis à l" algorithllle EAl avant le ImlceJlJellt cie celui-ci. Cette initialisation 
peut être effectuée cil' différentes façons. Notolls que l' aJgorithme LEC \'lI lors la qu an-
tification vœtorirlle ( VQ ) pellt (' t.rr lltilisér à crt ('ff('t. C'(' c\ r rnier don ne llll nombr(' de 
i) ii) iii) 
" 
Figure 3.12: Jnitialiso.tion rlr l"alr;m ·i/h.m r. EA! TlW" i) mr/.horlr LD G (N=8) ." 
ii) rn.f.tlwrlr k-nw/j p.nnp.s (f.1 )('.r N= ." 'iii) mhhorlp. k- '/)),o)Jf"lw,p's {f.1 W(' N=S. 
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regroupement égal à ulle puissallce de deux. Pom obtenir 1.111 Ilombre de regrouprments 
qlldronqllr , la mMhorle: k-moyrnne:s (k-means) prllt rt re: lltilisér [ ~ 9l (voir la fip;11rc 3.12) . 
SOUliglIOU::; que 1Jour LI ll lllêllle 1I001lLre dc regrOl.l1JclllellL::; , le::; d eux llléthode::; d 'illiLia-
lisat ioll proposées ci-dessus, ne donnent pas les mêmes centroïdes (voir la figure 3.12). 
:\ous évalueron s l'effet cie chacun e ci e ces méthocles au chctpitre -L 
3.5.4.2 Estimation (Expectation) 
L 'éLape d'estima tion consiste à esLimer , pOUl" chacune cles données Xi et chacun e cles 
gaussiennes JVy , l' appartenance P cie la donnée à la gaussieune. Ceri peut êtn.: YU comme 
étant 11l1r plOhahilM, étant. donnéc CjllC (0 :S t>()\Ij IXi ) :S 1). Une valeur cie Î' (N jl xi ) = 1 
signi fi e l 'apparLenance totale cie Xi à JVy . 
- p(xi IJVy)wj 
p (N j 1 Xi ) = - i-'-'" ~~'-'--''--- (3 .23) 
L p(xi IN ",PII! 
m= 1 
3 .5.4.3 Maximisation 
L'étape cie m aximisatio11 consiste à calculer les poicls, les moyennes et les covari ances 
s\li te: a\lX rés\ll tats OhtClllL ' lors rlc l" e:, timat ioll 
(3.2-1) 
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(3. 25 ) 
)\J ~j = J\I1e" L P(Nj IXi ) [( Xi - /-i j)] [( Xi - Ilj )( 
J i= 1 
(3 .26 ) 
L ·é\ l gori t. hm~ it c'rr lrs srctiol1s Es tilllatio ll (:t ~L·L.'\il11i S<'l.tiO l1 (E;\II ) .illsrpdt cr qll \111 
certaill critère de convergence soit rencont.ré. À chaq ue it.ération , les es timés Wj se re-
trouve di rectement dans r équation 3.23 , alors que les estimés t .i ct {i] se retrouvent dans 
r r rpmtioll 3.23 à t.r<'l.vcrs l 'rrpl<'l.tion rl~ 1<'1. romlw 11011ll a k d rcrii. r pm l' r qmüion 1.17. 
3.5.4.4 Le discriminant 
En développant la rela tion 3.19 , n 0 11S pouvons ét ablir l'équation analytique du discri-
minant séparant deux courbes gaussienlles , ce qui dOlln e la rela tioll 3.27 : 
(3 .27) 
Laquelle est une équa tion quadratique de forme : 
(3. 28) 
Il est à noter C[He , lorsque le discrillliwwt séparp ulle gaussien Ile d \lll mélange cle deux 
gaussienn es, il devient une combinaison de deux discriminants (voir la fi gure :3.] 3). Ceci 
cUlllplique J e lJeaucunp la lllise e11 6l[uat iu11. Pum ceLte n:ùsUlL j' ut ilisat iull Ju critère J e 
discrimination décrit. par la rela t ion 3.20 sera prNéré à une équation analy tique. 
3.5.4.5 Contrainte reliée à la modélisation GMM 
D a ns If' ras où lllW ganssienne rarartrrisr nn trop p rt,it nomhrr d r points, If' d r trnninant. 
de la matrice de covariance tendra vers zéro , ce qui a l11 èllera une "aleur de p(.T INj ) ---> 00 . 
selon l'équat ion 3.] 7. Nous dirolls clans ce cas que que la matri ce de covari ance s 'écrase ou 
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Figure 3,13: Logarithme de la densité de probab'ilité d'une gaussienne (classe R2 ) et d 'mu",-
combinaison de deux gaussiennes (classe Rl ) , La ligne nO'tr'e est le dis crùninant entre 
les deux classes Rj et R2 · Les lignes pointillée sont les prolongements des discriminants 
séjJam:nt cluu.jw:. gaussIennes fUf'1lwnt RI et la gaussienne de la classe R2 ' Il es t ù nuter' 
q'ue le discriminant global est une combinaison des ces deux discr'i'lninants, 
rl evient singllli pre . Ce ]Jroblpme pOlll'ra êt re ronrré, ell rliminllanr le nomhre ri e gallssienn es 
et aillsi auglllellter la. dw,llce que les gaussiellllt's resta lltes regroupellt plusieurs dOllllées . 
D 'au tres versiolls de l'algori thme proposent d 'élimill er un regroupement lorsque celui-ci 
rlrviel1r sill gnlier. Nons n 'pvalllerolls pas ces alternatives . 
3_6 Mélange de distribu t ions Student (SMM) 
3_6.1 Principe 
Cette méthode de modélisation a été introduite dans le but de modéliser les données 
de type outlie1's [50J qui sont des données éloigll ées des regroupements pri ncipaux et a insi 
peu représelltées par les lllOdèles . Celle llléthode est idelltique à la lllétllOde G MM ~t 
l'excep t ion que les dist ribu t ions gaussiennes sont remplacées par des distribu tions de 
St udent. La distribu t ion de Student est défilli e par l'équation 3,29 [50J où le degré de 
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Figm e 3,14: Distribution de Student à u,ne dàn ension pour diBerentes 'ualews du, degré de 
liberté v , pour' les pammètres { l et ()' fixe s, La limite v --7 00 cOT'T'espond à 1Lne gaussienne, 
Une valeur de v plus petite ell tmîne lme tmîne plus imposante pennettan t de modéliser-
tes données éloignées (0 alLiers) , 
libert é v p erlllet ùe llloùifier 13 for llle d e la di",tri lJUlioll, U ue valt,Ul U --7 00 élJu i\'CluL H 
une cli::;tribution gau::;sienne, alors que l' = 1 COlTcspolld à une distribution de Cauchy 
qui a la c:amd,p.li s tiqup o e possp.o er llllP t.raîll P impor t.ante, La fi g1l1(, 3,14 mOlltre qu 'ml(' 
ùistriiJutioll dl' SLUÙCllL lllodélise lllil!UX les dOllllél'" ", il uél!" loill ll\..! leI lllOyl!llll l! , {;talll 
donllé la possibili té d'obtenir une t.raÎlle plu::; large, 
3 .6 .2 Algorithme 
ou ~ : Distance de Maha lanobis 
~i] = V (Xi - !lj )T ~j l (Xi - Il j ) 
r : Distribution Gamma 
(3,29) 
L'algorithme de maximisatio ll cil' vraisemblance cie tvpe Ei\I se prête aussi pOUl' la 
détermillation des paJ'amètres des distribut iolls de St.udent forl1l ant le mélange, No us 
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Llt ili ~(:Toll~ Ulie valem mlil[ue, du degré de libelté 'U . pour l 'ensemble c1 e~ di~tribution~ . 
3 .6 .2 .1 Ini tialisation 
Cette phase es t la même que cell e du mélall ge de gaussiennes (sectioll 3.5 .4.1 ) à r ex-
ceptioll du degré de liLer Lé 'U qui ~I été illi tiali~é Ù SO. Nou~ èl YOll~ cllOi~ i ceLte vèl leur cm 
elle donnait les meilleurs résultats lors de b phase préliminaires d' expérimentat ion de la 
~ec tioll -±.-1. 
3.6.2.2 Estimation (Expectation) 
L 'étape d 'esLimation consisLe à es Limer , pour chacune des données Xi et chacune des 
dist ributions St uclent S j . l'apparteHance P i) de la dOllllée à la distribution. (0 ::; Fi j ::; 1). 
Une valeur de rij = l sj gni fî~ r appart~l tanCe t.ot.alr dr Xi iL S j [501. 
Lor~ de cette 6Lclpe, le degré de proxilllité Il ;) de Xi par rapport ~1 S j e~t calculé. Il e~t 
à noter que les paramètres iL;] « 1 pour les donuées éloignées (outlier-s) . 
3.6.2.3 Maximisation 
A 1!(xi IN )) lnj 
P i) = -N---'----'---'--"-'---"--
L p( Xi IN,,, )Wm 
'IIl = l 
D + l' 
tLij = 6 ;j + l' 
(3 .30) 
(3 .31) 
L 'étape de lllèl.\:illli ~atioll cou~i~te ~1 calculer le pctl'èuuètre 'U. les poids . les movellnes et 
les covariances suite aux résulta ts obtenus lors de l 'est imation [501. 
u 2 (( (2.1971 ))) ( ) + 0.0416 l + er J 0.659-1 * ln 1 () 1 
y + lny - 1 y + 11 Y -
1'/1 ( 2 2 . ) - IÎ i J ] 6 ij + v 
1 i\I N A [ (D + v) où: 'IJ = - - ~~. l ) · \li -- + . JH L......- L......- 'J 2 
i = 1 J= 1 
(3 .32) 
erf : fonction d' erreu r 
I]J : fonction polygamma 
" A L Pi ) Ù'.I J" , 
;= 1 
PJ = -"-A--
L p'Jh'J 
i = 1 
3.7 P erceptron multi-couche (MLP) 
3.7.1 Principe 
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(3.33) 
(3.34) 
(3.35) 
Le perceptron lllul t i-couche (MLP - Multi-Layer Per-ceptron ) est un réseau de neurones 
<l lllplem ent llt.ilisé . Tl comp ort e lln8 couche d' entrée , 11ll e 011 p lusir llrs conches cachérs ct 
mIe cOllCIle de sortie. La figure 3.1 5 illust re la sLru cLure iuLerue d :ulI Lei réseau . La conche 
d' en trée possède un nombre de neurones égale à la dimension des dOlln ées (deux clans cd 
rxemp]e) . La fon ction de tran sfelt de cett,p cOll ('11 e est lin éaire. La ('o11che cachée es t cel lE' 
qui p erlllet a u discrillliuaut d 'épouser uue fonll t' cOlllplexe quelcollljue. COllnlle le lllOllLre 
la fi gure 3.15, où le discriminant à la sort ie .2 (i) es t une combinaison des so us-discriminants 
YI , Y2 et Y3 d E' la c011che cachéE' . La fonction d E' t ransfert de cette c011che doit être de typ e 
seuiL ahu que le discrilllillallt hlla l soi L Ull llléli:l uge des discrillliu i:l.J1LS de la couche ca cltée. 
Le nombre de neurones de la couche de sortie est égale au nombre de classes à discriminer . 
Cependa nt , pom discrimi ner selllelllent [h~nx cl asses , nn se1l1 ll e1ll011 r es t snffisam . Nons 
ClYOUS u tilisé , C11 sortic , Ulle f011ctioll dc tnlllsfcrt. siglJloïdc tallgcu t. icllc aIill cl: obtellir Llll 
llleilleur contras te ent re les classes . 11 fa ut souligller q ue des fo nct ions du Taalbax Matlab 
on t été u ti li sées pmu' impl ant,E'r les r ésE'allx MLP. 
3.7.2 Phase d 'apprentissage 
Lors de cet.te phase, le but est d 'établir les p oids \ IIi) et \ \ j' où i est l'illclice du neurone 
de la couche d' entrée et j l 'indi ce du neurone de la couche cachée. Les p oids sont a justés 
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Figure 3.16 : DisC'I"àninanl oulen'1l1)(l"I' n::seau MLP i) deux neU'f'Ones dans la couche cachét; 
li) Ij'/wl.n; nc'/l'l·o·/w.s dan.s la co'llche cachéc et ùi) /wd '/iC'll'f'O'lLCS dan.s la couche cachéc. 
ilfi n de discrim in rr ]rs rl oml ~es d 'rntralllrTllClI t. Cd iljustement. des poids est rffcd ur à 
l';:üde d 'un algorithme appelé "réL ropropagation de l'eneul'" qui it ère jusqu 'à. ce qu 'un 
certain critère de convergence soit l'ellcontl'é. 
3 .7.3 Phase d e classification 
Uuc llouvcllc dOllllée e::it pl'ésCIltée "LU 16::;cau . Ceci équiYè\.u t ~\, pl'éscuter la dOlluée Ù, 
l'équation 3.36 . La décision est alors prise à l' aide de la règle montrée à l 'équation 3.37. 
Il est à noter que nous aurions pu utiliser deux neurones dans la couche de sortie et ainsi 
éviter l' elllploi d :uue telle règle de déci:;ioll. 
[
YI ] ( \ V
ll 
Y2 = t.aT/sig \VI 2 
Y3 \;\113 
TV21 
\ \ '22 
\1\123 
lAT 1 
VI 2 
E Rl 
z(i) 5 0 
E /i2 
[ 1 [
WOI 
Xii 
. + W02 
Xi2 
W03 
(3.36) 
(3.37) 
La hgme :3. 1 G illustre l ' évol u t iOlI du discùlIIiuallt CIl fOllctioll du 1I0lllUre de lIeurolle::i 
de la couche cachée. 
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Figure 3.17: D'isC'l'iminants obtenus lJaT les techniques MLP, CMM et VQ (selon la ligne). 
et pOUT 2, 4 et 8 l·eg'loupements ou du nombre de neUl'Ones dans la couche cachée (se lon 
la colonne) . 
3 .8 Comparaison d es discriminants pour différentes t echniques d e modélisation 
La figure 3. 17 mon tre que lf's trois Illét lt od es des sections 3.4. 3.5 et 3.7 étab lissent en 
quelque ::iOlte Ull di::iCli tll illèlll t ::ielllulable. Il e::i l ~I Ho Ler q ue HOU::i aVOll::i Ol1lÏ ::i la lllodéli::iatioll 
SA IM de la section 3.6 cal , gl aphiqllem ent. elle ne se d ist ingue pas de la modélisation 
CMM. Cette fi gure ill ustre a ussi que le lI ombre de neurones de la couche cachée d 'un 
lé:::ieaU MLP aflecLe le di::icrüllillallL de la tllèllle fac;oll que le ll ol1tLn c de regroupelllellt 
des modélisations par CMM et VQ. Pour cett.e l'a i::ioll. pour la suite. 1I0U::i pa rlerons c1n 
"nolllbre de regroupelllent" au lieu du ', lOlllbre de Ileurollnes dall s la couche cach ée". 
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Figure 3.18: i) 7/,17 disfrimino:n t rl'(m/'n'. I;lr~ /il; dn.SS ifie I:r rs !J ip'n l r.s rion:n r5es ri 'entm,În pm,p11 1. 
mais pas nécessair'e rnent les données en mode dl" ','('connaissance. PaT' exemple, le nouveau 
point indiq'ué par ? sem classifié comme étant '1/,'11 "bw" alo1's qu'il a plus de chance d 'ap-
partenir à la classe "saumon", ù) V:/1 disc7'ùninan[ quadmtique est plus ap]JTOprié dans ce 
ras pOUl' la yénémlisation. Ces figu1'cS p1'O'I'ienneni du manuel de Duda, Hart et Stor!;; (;,9/ 
3.9 Contra inte d 'un discriminant complexe 
Il est à noter qu 11 n' est pas néces airement avantageux cl 'avoir une fon ct ion discrimi-
nant(' trop ('ompkx('. Un(' fonc tioll ('on lpkxe dis(' ri mil1cw a\,('(' sll('cès les dOlln res (1' ('n-
lraînemenL mais pounait donner de piètres perfonnanccs en mode de reconnaissallce. Ceci 
est illustré à la figure 3,18; t irée du manuel de Duda, Hart et tOlk [~1 91 . 
Le but lll time de l' ell traînell1ent est de tr0uvel' \ln discrimill allt assez complexe pour 
sépèlrer cc 4Ul cmactérise les deux classes, uwis pas trop complexe pour penucLtre la 
généralisat ion. 
3.10 Post traitem ent 
Les sibilants sont considérés comme des signaux contillus d'un e durée dépassant les 
250 IIIS, Ils peuvellt dOllc s'ételldre SUl plusieun; seglllellts ddjdcellts du siglldl respira-
toire. Par cOllséquent , jl devient illLéressant de Lenir compte de la variabilité de la fon c-
tion dis ta llce z( i) en fonction du temps (en terme de segments) , Ceci peut être réalisé 
en adoucissant la courbe de la fonction cJistance [29, JOI , La fOllctioll fil trée ':: j (i) est ob-
tenue en convoluant la fonction originale -:( i) avec ulle fenêt re de Hamming h( i) , selon 
:::j(i) = z(i) * h(i) (3 .38) 
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Figure 3.19: La JoncLion dis Lance z(i) avan t liss age ( tracé gris) eL après liss age ( tracé 
nuà ). Les [nL'rres ved 'i mle:; dél'imüen{, IL:; d a:;se:; (le:; zunes umb'rée:; pULL'r les sibilani:; et 
les zones blanches pour le:; sons normaux) . Une valeuT de la fon ction z(i) au dessus du 
sr7/il r8 t rlrtrrtrr r.omm r appartenant a7/. sibilan t. 
La figure 3. 19 illustre la fonct ion distan ce avant et après le fi ltrage (l issage) . La largeur 
ùe la fcllê tre a éLé fixée à SI échallLi llollS. Nous ll'allalyselOlls pas l'dtd ùe la largeur de 
la fenêtre, faut e cie temps . 
CHAPITRE IV 
MÉTHODOLOGIE ET RÉSULTATS 
Les méthodes d 'extraction des caractérist iques et de mod élisation , exposées précédemment, 
ont U,~ applir!1l(~e;s allx sigmmx re;spiratoircs en Vlle de; d{,t.e;d,e;r le;s sihilimts. Le p]'ése;nt 
chapitre décrit les protocoles d 'expérimentation et les crit.ères d'évalua tion utili sés dans 
notre projet. Il présente également les résult ats de nos différentes expérimemations. 
4.1 Préparation de la base de données 
Les rl onn pes llt ilispes dans nos expprimentar.ions plOvipnnent dp pll1siem s SOlln~es 
1) ICI base ùe ùoullées ASTRA [2,11: 2) la base ùe dOllllées R.A.L.E. [251 et 3) de divers sites 
internet de laboratoires oeuvrant dans ce domaine. Nous les avons trait és afin qu 'une classe 
contienne seulement des sibilants et j'au t re se ulement des sons nonllaux. Nous savons CJue 
ces sous Ollt été enregistrés Cl U uiveau de la trachée umis lIOUS igllOl'olls tou tes illfonlmtious 
sur les sujets (âge, sexe, taille du pa tient. etc.) et les conditions d 'enregist rement (type 
d p captenrs , fr pqllpnce du filtre ant.i-repliemen t., natmp du hl1li t si prpspn t, pte. ) . 
NOliS retppdons que; l'ohiertif dll proj et e;st let mi se; e;n pbce d'lln système; de rbssi-
fication des sons respiratoires fi able: robuste et insensible a u bruit addit ionnel. Donc , le 
manque d 'informations citées précédemment ne constitue pas Ull handicap parce que la 
r b ssificett ion ne: doit smtollt p etS tc:nir compte: rlr ces fetde:nrs. 
AillSi , uotre base de dOlluées regroupe deux classes: la classe des sous 1l0nJmux ct celle 
des sibilants avec les proportions respectives cie 60% et 40%. Chacune des deux classes 
con tient douze enregistrements (fichi ers en form at .1.Uav) échantillolln és à la fr équence de 
6000 I-Iz. Le taLleê\ u 4.1 douue la li ste des fichiers ùes deux classes eu précisctllt la ùm ée 
(en seconde) et la taille (en échautillon) de chacun . 
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Tableau -1.1 Signaux formant la base de données utilisée 
Sons respiratoires échantillonnés à 6000 Hz 
Normaux Sibilants 
Nom du Nombre Durée NOl1l du Nombre Durée 
fichi er d 'échanti llotls sec fichier d 'échallt illons sec 
l\N6000_01 94076 15.68 WW6000_01 55277 9.21 
NN6000_02 102823 17.14 WW6000_02 38823 6.47 
NN6000_03 194369 32.39 WW6000_03 71331 11.89 
NN6000_04 60592 10.10 \11/ W600lLO-1 21066 3.51 
NN6000_05 101032 16.84 WW6000_05 16985 2.83 
NN6000_06 106630 17.77 \lV\I\l6000_06 12617-1 21.03 
NN6000_07 46063 7.68 WW6000_07 25273 4.21 
NN6000_08 49326 8.22 WW6000_08 83973 14.00 
NN6000_09 41033 6.84 WW6000_09 40382 6.73 
NN 6000_10 43431 7.24 WW6000_10 48431 8.07 
NN6000_11 54939 9.16 \1\1\1\16000_11 59396 9.90 
NN6000_12 47431 7.91 WW6000_12 40326 6.72 
Total 941745 156.96 Total 627437 104.57 
Proportion 60% Proportion 40% 
4.2 Protocole d 'exp érimentation 
Nous rappelons qu 'un système de classification fonctionne en deux phases : la ph ase 
(h:ntraînement ct la phase de tes t . rom nue ('valnation rigOlll'ellSe oc res systèmes , les 
données servant à l 'entraînement ne doivent pas être présentées lors du test. 
La méthode "leave one out" est ut ilisée afill d 'évaluer les différellts systèllles de clas-
sificat ion. Telle qu 'illust rÉ' à la fi gm e 4.1, cette méthode consiste à ut iliser 11 fichiers de 
clmcullc UCS UCUX classcs pour clltraÎllcr le sYStèlllC UC classihcatioll cl à prcllurc lc fi chicr 
restant dans chacune des classes pour le tester. Par rotation , l' opération est répétée douze 
fo is pour tester l 'ensemble des 12 fichiers. Aillsi, chaque fichier est utili sé onze fois pour 
l'cntntÎll clllcut ct unc sculc fois lurs UU Lcst U'UllC classe . 
4 .3 Critè r es d'évaluation du système de reconnaissance 
Pour la suite, les différents systèmes de classificat ion seront ident ifiés de la façon sui-
vante : [caractéristiques / modélisation]. De plus la tenllillologi e suivante sera employée: 
i S'st EnraÎnernenl 
1èrü pesse 
• / 
• / 
• 
• 
• 
• 
• [ntra)'npnîs-nt j'ost 
Figure 4. 1: PTincipe de la méthode "leave one out" , illustT'ée pOUT une seule classe. On 
a ici douze fichieTs de classe nOTmale dont onze seTuent à l'entm'Înem ent et l 'autre au 
test. Ceci est l'épété J'lI.squ 'à ce que tous les fich'iels aient seTvi de fi chie'I' tes t. Le lectangle 
appam'Îssant dans un fichi eT tes t indique le segment en train d'être testé. 
• VN : Vnti N omml : N olllLne ue ::>eglllellL ::> de SOli llonllal étau L clClssifiés llonllal : 
• VS : Vrai Sibilant : Nombre de segmell ts de son sibilant étant classifi.és sibilant ; 
• FN : Fanx \'onnéll : Nombrp de sC'gll1ell ts dp son sibil ant 0tant classifi 0s normal ; 
• FS : Faux SilJi];.:UlL : NOllllJre ue seglllellt.::> de SOl1 llOl'lllal dallt classifiés silJil ctllt . 
Différents auteurs utilisent différents critères afin d'évaluer leurs sys tèmes de reconnais-
sance. Les critères de spécificité et de sensibili té sont souvent utilisés dans la littérature . 
La sp~cifici t~ r:t. la s(, l1 si bili r~ sont rr:spr:ctiV(,l11 r:llt d~fin ir:s par ks ~(]1 lat i ons "l.l ('t, 4.2 
VS 
Spécificité = % Vrai Sibilant = ----
VS + F N 
VN 
SellsilJilité = Ji Vrai Norlllal = ----
VN + FS 
(-t1 ) 
(4.2) 
Le cri tère de sp écifi cité a été u t ilisé pm Pesu et al [8] pour un système de clas-
sifica tion de type [vVBC/ VQ] ct pal Kandaswamy et a l. [12] pour Ull systèm E' de type 
[D WTC j ANN]. Le cri tère illcluallt la spécificité et la scnsiiJûiLé CI été utilisé ]Jar Sall-
km et al. [28] pour un système de type [AR / kllleans], par vVaitmall ct al. [10] pour un 
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F igure 4.2: C01lT'be ROC obtenue à partiT de la distribution de la fon ction distance 
::(i) . VN: Vrai NOT'mal, VS: Vmt Sibûant. FN : Faux Normal . FS : Faux Sibilant. 
La jtêche indique le sens du balayage de la Limite. lors du traçage de La courbe ROC. 
systèllle J e Lyp e [FFT/ ANN ] et par Forkheilll et al. [n i pOUl les systèllles cie type 
[FFT/ MLP, FFT/ REF, FFT/ SOM et FFT/ LVQ]. 
L'utilisation de la spécificiLé et cie la sellsibili té rend très difficile la comparaison de 
diffrr<~ll ts systèn]('s d~ classification rtant donn r (p](' c~s dC'llX vakl1 rs sont inv~]'sC'n1('nt 
reliées rune à l'autre. Nous m'ons donc opté pOUl la représentaLion sous forme de courbe 
dc caractér ist iqu es d' efficacité (ROC - Receive'l Opemting ChamcteT'istic) car celà nous 
permettra d"tltiliser l'aire sous la courbe (AUC .. Al ea UndeT' CU1"lw) comme technique cie 
cOlllparaisoll elltre les différellts sysLèllles de cl assiIicatioll . 
Voyous COl1lment obteuir une combe ROC à parLir des distribut ions de distances 
z( i) obtemlcs cn testant tous les segments des deux classes. La fi gure 4.2-i montre la 
dist ribu tion cles dis tances .::(1 ), pl'OvC'l1ant (k s rq11at ions 3.12. 3.20 011 3 .37. CC's distancC's 
::( i) sont obtenues pour l' ensemble cles segl1l ents Si (11) issus de chacune cles deux classes. 
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Figure 4.3: C01l7·be ROC obtenue à pa1't'iT' de la distr"ib'lltion dis tance :::(i) sous fOTTn e d 'his-
togmmm e. L :astér'isque (*) marque l'endroit où la distance z(i)=O. Le carTé (D) indiq1LC 
le Tésultat obtenu selon un crüèT'e basé S'IlT la spécificilé el la sensibilité. L 'astérisque et la 
Ul'I "/'é se s'Upelpusemienl, daus (l'Il cas uù la culllbe RUC semil t'l'UcÉe il jJWÛI' de densü és 
continues . 
lors de la phase ùe test . La figure -l.2 illustre la façon dont la courb e ROC est obtenue. 
En faisan t glisser la limi te entre les deux courbes de la fi gure 4.2-i de gauche à droite, on 
obticllt la courbc ùc la figurc 4.2-ii , suitc à l'utilisatioll ÙCS 6quatiolls ,,1.1 ct "1. 2. 
En pratique. les distributions de la fonction dist:mce :::(i) sOllL ùiscrèLes, telles que 
représentées sous forme (l'hist ogrammes à la figure -l .3 . Le llombre d 'intervalles d' l1ne 
rl is trihl1tiol1 p OlllTil affecter l 'nJI1ll'e de la com h e ROC . \'Ol1S avons choisi d' étahli r le 
1l0l1lbrc d ' illtCl'Yèlllcs SclOll la l l:glc de St urgc [5 i] d{:critc ]Jar l' équa tioll -l. :3 : 
NOlllbre d 'intervalles = [1 + 3.3 * log lo(Nombrc de données)] (4 .3) 
NOlls rrvons n:marql1 f ql1 r 1<: critèr r ['rgrollpant la spérifi rit f r t la s<:nsihili tf donn<: 
tou jours un p oint. , tel que le can ée (D) de la fi gure -l. 3, situé quelque part sur la com be 
ROC. L' astérisque, p ositionné sur la même figm e, indique la valeur de spécificité et de 
i';r]]sibili tf 10l'SCplC la limite l'st POSiriOllll él' Ft . .::(/) = 0, ceci correspond a n cliscriminallt. 
., 
. ., 
09 f 
08" 
07 : 
2: 06 · 
., 
0>-o E OS " 
u 
~ 0 4 
03 
02 
0 ' 
'"'.0 ' 
.';.:' 
. ",:." 
o 0 1 02 03 0 4 05 06 07 08 09 
Aue empilée 
77 
Figure -1.-.1: Les approches par aire sous la colcrbc empilée et aire sous la courbe moyennée 
donnent des r ésultats semblables. Chaque point de la .figure. déterm iné pm' les valeurs des 
deux ai l e sous la cO'UT'be (A UC) TepTésente le rés ultat d 'un test de classifi cation par la 
méthode l, leave Olle o u t ". 
Le carré ct l' astérisque seraient en fait superposés si les distribu t iolls étaien t cOll tinues au 
lieu d 'rtrr disor.trs. 
La teclmique leave one out que 1I0US i:\XOllS utilisée. IlOUS uOllll e uouze combes ROC 
relati\'es aux tests ues 24 fi chiers des sons respiratoires. La !,:iè llle courbe ROC provient du 
!,: ii'"'" fi chier n or111 a l et du "Y'II'" fichi er sibil a nt. La question qui se p ose est la suivant e : 
SL'lClil -i1 possible ue représellter les résul ta!.s ues 2"1 fidlÎ ers p al LIlle seule CO mue ROC ? 
D eux solutions p euvent être envisagées [521. Soit qu 'on compile toutes [es d is tances :::(i) 
obtenues lors des douze p asses afin de tracer un e seul e courbe ROC on so it qu'on calcule 
la moyenne des douze combes ROC outellues sépè\.lùuellt . La figure LIA UOlllle les résultats 
de classificat ion sous forme de "A ue empilée" et "A UC m oyenllée" pour différents tests 
réalisés avec les 2-+ fi chiers . Ces t ests difFèrcnt pa r le type du systèm e d e classifi cation 
elllployé [caractùisLiques/ lllOuélisaLiolll , la uilllellsioll ues caractéristiques (D ). le nombre 
d e regroupelllent (N ) et autres paramètres s pécifiques. C etLe fi gure montre que les deux 
méthodes dOllll ent des résultats semblables . Pour mieux illustr er le prin cipe des deux 
lllé tllOUl'S, llOLlS préselltolls à la. Li gure 4. S les rl'sultats (1'Ull Lest {eave one out de SOIlS 
respira toires provena nt d e ·f fi chiers seulem ent (pOUl' des relÎsons de lisibilit é). P our le, 
sui te du proj et, nous opterons pomla m éthoue "A Ue empil ée". 
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Figure J. 5: Cri1l:rhf's rf~ r(J'rru:làis l.i q1/,~8 rf·etfir:ru:i l.F ROC i) nh l. ~ 1):II. f' ~n em'{ii lanl l.n1d~8 les 
distances z(i) provenant de quatre .fichiers. 'li) meme caurbe abtenue en mayennant q'uatre 
ca'urbes des distances z( i) pravenant des mêmes fi chiers . Les barl'es d 'e1'TeUT indiquent 
l'écart-type de part et d 'autres de la mayenne. 
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Figure 4.6: Air'e saus la cau'I'be (A UC) des d~fJàente.s cambinaisans /m-
ractéristiqucsj madélisatian). L 'absence de l'ésultat. remplacée paT 0 . indiq'ue q1l 'une 
matrice de cavariance est devenue singulièTe et que le programme lle s 'es t pas terminé 
normalp1l/,ent. 
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Tableau .J 2' Paramètres de l 'expérimentation préliminaire 
VQ CMM MLF SMM 
Dimension 24 24 24 21 
Largeur des segments 512 512 512 512 
Recouvrement (%) 50 50 50 50 
Nombre de regro upements 8 8 30 8 
Nombre d 'itérations 50 15 50 15 
Matrice cie covariance - cl iagonale - pleine 
Type cl' ini t ialisation - LBC - LEC 
Prétréti t~lT](;nt normalü,ation nOrlualisation llormalisation norlllalisation 
Post t.raitement auclln aucll n aucun aucun 
4.4 Résultats prélilllilla ires 
Nous allons analyser différents systèmes de classification obtenus par différentes com-
bi na isons de t echniques d 'extract ion des caractéri st iques et de modélisation. Vu le nombre 
illlpOltaut de cOllluiua isous ct de panulldn:s sous-jacell ts , uous procéderolls p ar élilllilla Lioll. 
En effet , nous abandonnerons, tout au long d e l 'expérimentation, les techniques qui 
donnent de lnauvais résul tats et ne garderons que celles qui sembl ent prometteuses . Nous 
sOlllllles cUllscieut du fait l[u \ lIl systèllle [caracLérisLiques j lllodélisatioll] puunaiL dOllller 
des résultats insignifi ants pour certaines va leurs de paramètres m ais pourra it s'avérer 
bénéfique en op t imisant ces valeurs . 
P onr Mbn t.er no trp analyse, n OllS avons utili sé ]ps valplU s li s tées au t.ablc:au 4.2 rom 
oM ellir les prellliers résulta ts. Il Lmt souligner que la. dilllellsioll D de l 'espace des ca-
ractéri stiques, initialement fixée à 24: peut être réduite selon la technique d e caractérisation 
ut ilispp. Par pxpmpl p, cl ans le cas le pIns ext.rèlllP. la t,pclll1iqu e WP C ramèllP la dimension 
du vecteur des cèlractérist iques à D= 2. 
La fi gurp 4 .6 présente les rés ultats préliminaires que nous avons obtenus . Les p erfor-
mallces d es différentes combinaisons son t représen tées par les balTes ver t icales indiquant 
la valeur de l'aire sous la courbe (A UC) . Il faut uoter (j ne l 'absence de résultats. remplacée 
par le symbole 0 , indique que la m atr ice de covariall ce est devenue singulière et que le 
progr amme ne s 'est pas terminé normalement. t el que di scuté à la section 3.5.4.5. À la 
sui te d r ces prr miers résul tat.s , il non:,: paraît logiqnr (j" abandonn rr la mo clélisrttion 51\11\1 
car elle est t rop instable eL ne donne p as des résulta ts comparables à ceux obtenus par 
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Figure 4.7: Variabilité des résultats (A UC) ue classification MLF obtenus de Si.T tests 
successifs eJJeclués S1lT' le m ême g1'Oupe de fichi eT's . selon la méthode "Ieave one out ". Il 
es t à noteT' que le T'éseau es l réini tialis é puis entmmé à chacun des les ts . 
les Illodélisatiolls GMM, MLF et VQ. 
Pom ce ljui a trait aux techlliljues d 'extract ioll d(~s caractéristiques , la figure -.L 6 lllOllLre 
que les performances obtenues pal' la technique J\lIFCC et la technique SBC dépassent de 
loin Cf~lles obtenues pal' les au tres techniques r:t ce pen impor te le t.ype de modélisation 
elllployé. Pal' cUllséquellt , IlU US retielldums ulliquelllellt ces deux llléthodes d 'extractiull 
des caractéristiques . 
4.5 Non-reproductibilité des résultats du réseau MLP 
Contrairement aux méthodes de modélisat ion VQ et GMM, la méthode MLF donne 
dcs résulta ts sCllsiblelllCllt différellLs ù chctque test dlcctué~ SclUll la lllét hode lm'Ue one 
out. Ce manque de reproductibili té des résul t8ts est causé pal' l 'ini t i8lis8tion aléatoire 
des poids du réseau lors de la phase d 'apprentissage relative à chacun des tests. Ceci 
relld SUll évaluaLiull plus délicate. Il est à lluLer que lllêllle Ull llUlllbre d ï tél'at iUlI très 
élevé (500 à 1000) ne règle en rien ce problème. La figure 4.7 montre les performances, 
sell siblement diHérentes , obtenues suite à six di Hérents tests . Nous devons être consciell t , 
Ims des cUlllparaisolls ljui suivellt , que la perfulIllallcc ubtellue, suite à ulle classihcatiull 
par MLF, ne constitue qu 'une expérience chUle variable aléatoire. Les calculs sont t rès 
laborieux pOUl envisager de prendre la moyenll e des tests efFectués dans des conditions 
similaires. 
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Figure 4.8: Ejjd:; d,u pTétnLitC'rticnt :; U'f" la pC'l jonrumœ (A UC) d "un sy:;tèm e de clas:;'ijica-
tion basé sur la modélisation VQ. Tl es t ri, no!,rT qlle la performanœ est rlétérioTée pOUT 
les quatr'es m éthodes de prétm'item enl, dans le cas de la camctérisat'ion pm' la technique 
MFCC. Par contre, 'il y a améliomtion par les m éthodes centmge et P CA ) dans le cas de 
la camctéris ation par la technique SBC. 
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Figure 4.9: bJf eb d'u p'ré[HL"i Le1ltenL :; U',. ll/, pe/jo nltu:/I ce (A UC) (i"'I/:1l .s y.st,ème de cla.s.siji-
caLwn ba.sé sw' la m odélisaLion GJ\Ji\1. il e,.,L iL noLe1' que la pc/jun l/ al/ œ e.s L déLé'rtU1·éé 
pOUT lrs q'll,atn's mrthode:s ri e: pTrtm,ite:rnr'll./ . rùms Ir m s de: la caTarfrrisation par la trrh -
niqur AI FCC Pm con tre, il y a am fliom.h01 / par la mdhodr rrntm.qr, dans le m s dr 10 
caracté'/'isation par la technique SBC 
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Figure 4.10: ~JJets J·u pla'müc"!nent S1l:,. la fJ C"ljo'I""fIwncc (A UC) (/"'u,"1/ systblLe de clas-
sifir.ation bas~ sur Irl modAlisation par T~SP(f.1I, dp nplI,ronn ps !VI LP. Tl ps t n, notpT (j1/.P la 
perfo rmance est amélioTée pOUT les m éthodes centrage. blanchiment-l et PCA. dans le cas 
de la cam.ctàisation par la technique M PCc. Pm' contre, il y a arnéliomtion seulement 
par la m éthode cent.mge, dans le cas de la cn:mctér"'ic, ation par la technique SBC. 
4.6 Effets de différents paramètres 
4 .6 .1 Effets du prétraitement 
L'opératiou de lIonwdisat ioll , telle qu 'introdui te à la sectioll 2.G.1.1. a été appliquée ~\, 
tous les signaux de la base de données avant l' extraction des c8l"i'l.ct.éristiques. Les effets 
des t echniques de prétraitemellts appliquées anx vec t.eurs des caractéristiques SOll t étudi és 
daus cette sccLiou . Ces Lecl llliques de préLrèl itcllIclI L, dc''ClÎ tes ù la scnioll 2.G. SOllt ks sui-
vantes : cent rage. blanchiment-l. blanchillle ll t-2 et l' analyse par cOll1posa ntes principales 
(PCA). Les fi gures .J . , 4.9 et 4.10 c10n ll elll les résul tats obtenus sni t.e à l' ut ilisat ion des 
di ftéreutes teclllliqucs de prétraiteulCllt pour les llIodélisatiolls VQ. CMM et MLP. Le 
prétraitement par centrage améliore la, p(-'rfonn8nce des caractéristiques SJ]C pour toutes 
modélisation s. Cett.e technique sembl e prometteuse mais nous ne l' avons pas u t ilisée dans 
cc qui suit car l'culléliOJ"at ioll a,pporLée Ile dépasse jamais les meilleurs résul tats uLteuus 
avec la tecllllique d 'extract ion MFCG. La fi gure 4.10 illustre que les prétra it ements par 
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Figm e 4,11: E./Jets du '/eCOllV'rem ent S UT' la lJe'rfonnance (A U C) de la classification, dans 
le ws (j'une w '/'Uclé'/'is al'ion pm' la mét.!wcle MFCC, Un [aux de '/'eCOIlV'/e'llwnL élevé est 
bénéjùjlle mUlS au détrtm ent d'U. temps de mlenl, 
cent rage et par la technique P CA SOll t u t il es p0111' le réseau de nf'lll'one r!f' t.yp e MLF. À 
la IUlllière de ces résul taLs, IWUS O\'OI1S décidé de poursuine Ilot re èllwlyse ell utilisall t que 
le prétraitement pal' llormalisation du sigllal avant extraction des ca.ractéristiques , 
4,6 .2 Effets du r ecouvrement 
Trois vaIL:urs de taux de reCOU\'lUlIell t Oll t été testées dalls cc projet, aliu d 'évaluer 
l 'effet du recouvremellt SUl' les performallces d(,:s systèmes de classificat ion , soit 0%, 50% 
et 90%, De plus, nous nous sommes limi tés à la technique d 'extra.ction des cara.ctéristi ques 
MFCC, pour ['éva.]uaLioll , La ligure LU lIwllLre que IL: recouvrellleut telld ~l èl llléliorer la 
perform ance mais ceci au détriment du temps de calcul. En effet. , le nombre de segments 
traités est proporti onn el au t a.ux de recouvrement, Nous opterons pour un recouvrement 
de 50% CUllllllC coJtlprolllis cutt e les perful'IlIGluccS de la. classiIicaLiou et le telllps de calcul. 
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Figure -1.12: Effels de la lU7gew' de la fen êlre d'analys e SUT la performance (A UC) de la 
clai:>i:>ifiealiun. dani:> le cai:> d !'/lne cam eténi:> atiun par la '/n éthude lvI FCC Ull i:>egmenl de 
1024 éehantillu'/L i:> augmente la pelj url ll auce pULl'!' lei:> t'/'Ois types de mudéhsatiun. Il est ù 
n otrr qur lrs nombrcs cntirr8 rn abscisc rcpTrscntrnt la larqrur dc la f rnrtrc d 'analysc en 
échantillons. 
4 .6 .3 Effets de la largeur de la fenêtre d 'analyse 
Différentes largeurs de la fenêtre d 'analyse ont été tes tées, soit 256 , 512, 1024, 2048 
et 4096 échant i1J Ol ls . Dans cet te expérimentatioll , nOl IS n 'avons évalué que la technique 
(lextnlctioll ùes caractéristique lvIFCC La hgure 4.12 llloutre qu 'uu seglllellL de 1024 
écha nt illons dOlllle le premier maximum local, pour les trois méthodes de modélisat ion. 
:'\ous fixerons donc la largeur du segment d 'analyse à 102.+ échant illons. Ceci donnera les 
résolutiolls SUiyallLcs : 
1:::.1 = ~ = Ir = 6000 = 5.86 fI :; t L 1024 (4 .4) 
l 
I:::. L = 1:::.1 = 171 rns (4.5) 
où L est la largeur de la fenêtre et f e est lu fréquelll'e d'édliwt illollllClge . Il est ~lllo ter que 
nous sommes dans l'ordre de grandeur est imée à la section 2.2. 1 où l'on avait déduit une 
résolu t ion fréquent iell e (I:::. J) de 1] .7 Hz et et ull e résolut ion temporell e (1:::.1) de 85.3 ms. 
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Figure 4.13: Ejfel::; d'Il uumu'/'c ri 'itémt-iuui:i ::; 'W ' la 'jJC'lfu'/"lIw'/Ux (A UC) Li ''lin ::;yi:itbn c dc 
dassifira.tion MPCCj VQ. Lp8 pn:rn.rnhnè8 l/,t. ihsFS 80nt : M=1()24 D=24 pt N=8. 
4.6.4 Effets du nombre d 'itérations 
Le::; fi gure::; 4 .LJ , 4.14 et ,1.1 5 llwlI t rell L le::; pel'f0l1llC111CC::; olJLellue::; ::;elOll le llolllLre 
d 'i tér a tions effectuées lors de l'entraînement. Encore une fois, nous Il 'avolls ntili sé que la 
technique d 'extract ion des caractéristiques AlFCC'. À la sui te d e ces expérimentat ions, les 
valem s füm!es r eLellues SOllt de l S itératiolls p uur la lllodélisatioll VQ, 10 iLératiolls pOUl' 
la m od élisat ion GMM et 20 itérations pour le ré:seau AiLP. Il est ill t éressant de const ater 
que les perform ance::; pom un e seul e itération sont tout de même in téressantes. Il est à 
Iloter que la llll,t lwcle G MM cont iellt. deux typ es cl 'itérat ions celle de l 'illit.i a lisatiOll, 
que nous avons fixé à 15, et celle de l'ent raînem ent . qui est présell tée à la fi gure -.1.14. 
\'ous ayon s yU , à la section 3 .9 qu 'un nOlllbre d'i térat ions élevé COll t ribuc à surentraîner 
le uwclèle le remlaut doue llloius apte à la gélléndisatioll. E ll effet , la fi gure e1.H uWlltre 
la. déterioration des p erformances sui te à uue anglllenta tion du nombre d ï téra tions. 
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Figm e 4. 14: Efjds du 'lw 'II LI)'!'c il 'üénil -i uns s (l '!, lu !JC'lju'/'lIw:nu.: (A UC) d 'nn systè'lll L de clas-
si fi:r; ({,tion /MFCC/GMMj. Lr;s '[J arr!,m.rtrr;s lt.tilisrs sont · M = 1()24 , N = 8, D= 24 . init= LBG 
et Cou=d'iag. 
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Figure 4. 15: Effets du nombre cL'itérations sm' la pe'ljmmance (A UC) chm système de 
classification /MF CC/ MLPj. Les pa'mmèt7es utilisés sont : M = 1024 . N = 8 et D= 24 · 
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F igure -1.1 6: rl ires S01.S la courbe (A UC) obtenues pour le système de classification 
(!lIFCCjGMAl). selon que le type d'in'itial'isation soit par LEG ou bien 7)(.'1' I.;-moyennes. 
L 'e.lfel du. type de matrice de c01'aTiance est aussi représenté. On retiendra qu 'une in'itia-
l'isation 7Jar LEe a'insi ql.e l'utilisation d 'une '/Iwtr'ice de covariance diagonale donne de 
'II Lcillc/L',..o ', é.o nUat.o . Le::, parmnèt,.e.o 1dili .oé.o .sont: M = 1024 ct ité'/(.twn= 15. 
4.6 .5 Effets du type d'initialisation et du type de matrice de covariance sur 
la classification par la m éthod e G MM 
Telle qu ïlluscré à la figure 4.16. l'ut ilisat ioll d 'une matrice de covaria nce diagonale 
don ne de meill em s rpsnJt,:üs. soit 111l (~ <l in' sons 18. comhe (A UC) cie 0.932. que l'u tilisation 
d ' une lIlat rice de covariance pleine qui elle clouue uue aire sou:,; la coube (AUC) de 0. 838. 
De plus, cette dernière est b eaucoup plus compl exe à programmer et plus vorace eu temps 
de calen!. Telle qne vne il, la section 3.5 .1, nn e mat.rice de cov8.ri Hl\ ce plein e rponse mi pnx 
le:,; clollllées cl : ClIt raîllclllcllt qu 'uuc lllctLricc cliagollale lllCllallt a illsi à Ull surcllt raîllcuwllt. 
Cette figure illustre aussi que lïniti alisatioll par l' algorithme LEG clolllle de meilleur:,; 
résul tats. 
4.6.6 Effe ts d e la dimellsioll et du llolllbre d e r egroupernellts 
1\ ous éLuclierolls ici l'effec combiné de la cl illlension (D ) des caractéristiques eL du 
nombre de regroupements (N) du lIlodèle, étant donné que ces deux paramètres semblent 
êtrc iUtilllClllCll t li é:,; . Lc terlllc rcgroupclIlclI t :,; iguihc : la ta illc du dictiolllmirc pour la 
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Figure 4.17: EJfe18 de lu, dànenswn d du numuTe de ,.ey'f'UllpemenL:; S1l''' 
mnnr.r. (A Ue) dr la r/oss't,.fù:afùm/ r.. lFCC / VQ/ ü-s 7WHI.1/1rtl'rs 1/hlisrs son! 
pJ û r.mtio7J,=S(). 
8 
la pe.,jo',.-
M=1024 
1l1OclélisaLioll \lQ, le 1l0011bre de gaussiell lles pour Id 1l1Odéli~aLioll CMAI. ou le Hombre 
de neurones de la couche cachée pour le réseau MLP. Notons que cette expérimentation 
11' i1 p as Mp effednpe êln'( les vi1lem s ri ' i t.pl'i1t. ion opt,inmles pt,ahlics prpcPclement. Les pa-
ntlllètre~ utilisés SOllt listés sou~ chaque ligure. 
La figure -1. 17 représente, au m oyen du ni\'ea u de gu s, les performallces (A UC) du 
systèm e de classification [MFCCj \lQ] p our clifférentes dimensions du vecteur des ca-
ractfri stiqnrs ('t r!iffh-cntf's va1<'n1's dn nnmhrr r! f' rrgronpcmrnts. Nons ],f'tif'Jl(lrons. c]f' 
cette figure. que le m eilleur résult <'t[ (A UC=O.~03) est obtenu avec la combinaison de 24 
dimensiolls et de 32 regroupem ents. De plus , il est intéressant cie noter qu e l'utilisation 
r!f' sf'nlr n l('nt. r!cnx rf'gronpf'])wnt.s clonn r r! r hons rfsnlr,ats qni sont snpf ri f' lll's à 0.843. 
La ligm e -1. U) dOlllle le:, perfollllallccs de la lllOdélisaLioll GMM pour cieux t~;pes cie 
vecteur de cala,ctérisat iques, soit la technique MFCC et la technique SEC. Dans le cas de 
la caractérisatioll par la tech nique AIFCC (voi r la figure 4.18-i). HOUS reti endrolls que le 
llleilleur résultat (AUC= O.\3J2 ) es t obk llU avec le ~ystèllle J e das~ihcatioll cOluprellCl ll L la 
combinaisoll de 24 dimension et de <3 gaussielllles . Comme dans le cas précédent , une com-
binaison comprenant seulement deux regroupelllents. par exemple la combinaison de 24 
dilllCllSio ll~ cf, de 2 gau~~ i e llllc~ dOllllC de~ ré~uIL cLt:,; i lltére~~allts ( AU C= O. \331). Par cOllLre, 
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Figure 4.18: Effets dc la dùncns'iun cl des rcYlUu]Jctrtenls sm la ]Jclfunrwncc (A U C) 
dr sys t~mrs dr dass'~fi.rations de' mmbina1sons (MFCC/ CMAfj rt (SJJ C/ CM!I1j. Il rst 
il. n otf'.T qUf'. la zonf'. hadw.TF.f'. i nrliq7/, f'. df'.s rmn/J'inaisons lwn- t f'.s tF.es . i) POUT la m m hi -
naison /N!FCC/ CM/II!}, les pamm,ètres utilisés sont: M=1024. init=LBC, cov=diag et 
itémtion=15, ii) Pour la combinaison /SE C/ CMM}, les pammèt'rcs utilisés sunt: !I1=512. 
iT/:it=LEC. cov=diag et itÉTation=10 . 
Id canlctéri sa tion pdr Id technique SEC (voir la figure 4.1 - ii ), es t moins performante que 
par la technique MFCC. Le meilleur résulta t (AUC = O. 881) est obtenu avcc la combin ai-
son de 24 dilllensiolls et de 16 gaussienues . Étaut Jouu6 r 6uonue telll]..> · J e calcul. cette 
combina ison a été évaluée seulemeut pour les valeurs 8: 16 et 24 dimensions et les valeurs 
2. 4. 8 et 16 pour le nombre de regroupemellt (uombre de gaussiennes) . DOllc les va leurs 
manqllantrs (7.OlWS hachm~rs) dr la figmr 4. 18-ii n· ont. pas dr signification pour la palrttr 
de couleur , d'où les zones sans résult a t. de la figurc 4. 1 -ii . Pour la suite: nous laisserolls 
tomber les vecteurs de carac térist iques de type SEC, étant donn é que ses performances 
sOllt iufér irlll's ~ crllrs oht,rl111rS pé\l' la trdllliqll r MFCC 
F inalement. , la figure 4.19 donne les performances du sysLème de classificaLioll [MFCC/MLP ]. 
Le meilleur résulta t (ACC= O. 878) a été obtellu avec la combin ai, 'on de 24 dimensions et 
64 ]Jrlll'OllrS dans la cOlldw cach~r . 
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Figure 4.19: Effets df' la dimensiun f t des regTO ltpemc'I7,ts S UT la performance (ri UC) d 'un 
sys tème de classification de type (J1/FCCjMLP). Les p a.ramètres utili és sont: M= 1024 et 
itération= 20. 
4 .7 Résultats optimaux pour chaque type de modélisation 
À Li Lre de culllparai:ooll eutrc le:; ùifiércllt:o type:; de lllOdéli:oatioll, le tableau 4.3 ré:;ullle 
les résultats obteulls selon les paramètres t rouvés opt imaux lors de l' analyse des sect iolls 
précpcl.l'nt,ps . J0 11 S constat,OI]:-; ql1P le sysrpl1lP de classification dl' h·p(~ [MFCCj CMAI ] 
ôlaborô avec les Pl:Uèlluètres listés a il taulcdU -1.3. dOllllC le llleilleur rôsultat soit uue valeur 
Aue de 0.935 (cette valeure est tirée de la figllle .1.1 4) . 
4. 7.1 Eff"ets du post-traitement 
Le priucipc ùe post traitelllell t. di:Olut {: ~l la :;ed,ioll 3. 10, cou:;iste ~l filtrCl la fouctioll 
distance z( i ) de chacune des deux classes avant de tracer la courbe ROC duquel on calcul 
l'aire sous la courbe (AUe). La fi gure 4.20-i montre la fo nction distance z(i) m·ant et après 
trditclllell t (hltmge). Les Jisnilmtiolls cOlTesjJollJalltc:; SOllt reportées respecr ivelIlellt aux 
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Tableau 4.3: Paramètres optimaux pour les di ftérents types de modélisation 
VQ CMM ML P 
Caractéristiques MFCC MFCC MFCC 
Prétraitement normalisation nonnalisat ion normalisation 
Segment 102·1 1024 1024 
Recouvrement 50(ft) 50% 50% 
Dimension 2cj 24 2"1 
Regrou pement 32 8 64 
N olllure cl : itératiolls 50 10 20 
Type de matrice de covariance - d iagouale -
Type d 'ini t iali sations - LEC -
Aire sous la courbe (A UC ) obtenue 0.903 0.935 0. 878 
Tahle:all 4.4: Pmamrtre:s optimallx 
Vecteur des caractéristiques MFCC 
Largeur d 'un segment 1024 échallt illolls 
Recouvrement 50% 
Dimension 16 r.amct~]'i s ri rpws 
Modélisation GMM 
Type d 'initialisation LEG 
Itération lors de l'initialisat ion 15 
Regroupement 8 gaussiennes 
Type de matrice de covariance diagonale 
Itération de l'algorithme ENI 10 
Prétrai telllellt normalisation 
Post t raitement OUI 
fig l1l'e:s 4.20-ii r:t 4.20-iii . Le: taux rlr; rccouvrr:mr:nt <:ntr<: l<:s (1<:UX rlistrihutiolls <:s t rf dlli t 
(voir la figure 4. 20-iii ) et offre ainsi une meilleme discrimination entre les deux classes. 
Cette amélioration peut être constatée par l'augmentation de l'aire sous les courbes (A UC ) 
dc la figm e: 4.20-iv . 
Nous reprellOllS ici les résul tats al-lichés ~1 la fi gure 4.16 ct, llOUS y dfecLuolls le post-
traitement. L'eftet du post- traitement est presque exclusivement posit if (voir la figure 4.21). 
A titre d 'exempl e, le résultat de la combin aison dont les paramètres sont: cov= di ag , D=8 , 
:'\ = 16 ct illi t= LI3G est passé J 'UllC valem A UC J e 0.0 11 à Ulle vi:\ lem de presque 0.050. Par 
contre, le résultat de notre meilleur candidat avant post-t raitement dont les paramètres 
sont: cov= di ag , D=8. N= 24 et init= LBG , n 'est pas de beaucoup amélioré. Le tableau 
4.4 liste les panuuètres JOllllallt le llleilleur résul tat soi t Ulle valeur ACe J e 0.%0. 
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Figure 4.20: Amélioration des perfonnances de la classification pm' filtrag e (post.-traitemen t) de la fon ction dis tance i) f onclion dis -
tance .: (i) 1JU'll 'f des jichicfS all (" f 'n és de suns 1W'/"/'UL'll:.C (N) el des suns ({l' ec s i/Fi/anls ( \IV), ri) (ltsl,..iuLiliU'lI des d istances z(i) avant 
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_ Régulier j 
o Post-traitement 
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Figure 4.21: Effds d1/, ]Jost,-tmite1l7 pnt S1/,T les ]Jl'1 :lonno.nres( A UC) d 'un syslh nl' dl' do.ssi -
fication (lvfPCC/ GAfAf). JI est à noter que les indices sur les ba:rTe veTticales indiquent: 
(rnat1'ice de c:ovaTiance, TeY'IOUpernent( N), dirnension( D), initialisation} 
CONCLUSION 
Ce travail consiste à étudier et comparer di fférents systèmes de classificat ion afin de 
sél ec tion l1f~r celui flui es t. le plus apt e à dé t.ect.er les . 01lS respimt.oires de t.~Tpe sihil ant.s 
produits lors d:uu épisode de crise d 'asthme. Ce t ravail s 'iuscl"Î t daus Ull projet plus \"i:lste , 
ayant cours au Département de :.Yla thématiques , d'Informatique et de Génie (Dr-IIG ) de 
lT nivprsit.é d1l Quéh ec à Rimouski (UQAR) , consist.an t. à développer un ou t.i l dïdentin-
catiou de crise d 'asthllle à dOlllicile. 
Les syst èmes de classifi cat.ions que nous m'ons utilisés fon ctionue en deux phases : 
une phase d' ent rainement et une phase de test. L'entraÎnement et le test s'opèrent sm 
df's caract.0rist. ir{11 f'S ext.mi t.f's d '1ln ensemblf' d f' Sf'gll lf'nt.s t.emporels df'S signa1lx aC01lS-
t iques repiratoires. Nous nous intéressons à deux classes de signaux: les. ons respiratoire 
uonnaux et ceux de type sibilants. Lors de la phase d'entraînement , les caractérist iques 
f'xt.rair.es cks df'1lx classes sont. ind0pf'n damment. mod~li s~es , afin de t. irer un discrimin a nt. 
entres les deux classes de son respiratoire. Lors de la phase de test. la distance entre la 
posit ion des caractéristiques extraites d 'un segment sonore et le discrimin ant est calculée, 
afin d 'N.ahlir la cl asse d 'appart.enance du segmen t. t.cst.~ . 
L'expérilllCutatiou cOllsis te ~\ COl1lparer différentes LcclllliLjues d 'extract ion de ca.radéri-
stiques combinées à différents types de modélisation . afin de déterminer la combinai-
SOli la plus apte à détecter les sibil ants . Nous ut ilisons les tech niqu es d 'extraction de 
caradéristi<'Jues de types : CodIicienLs ccpstraux de Mel (MFCC - plffel p,.equency Ceps-
tnlm Coeffic ients ), Coefficients t irés des sous-bandes (SBC - S-ubband Based Coeffi cients) . 
Trallsformée de Fourier rapide (FFT - Fast FOUT'leT" TmnsfoT"m) , Codage linéaire prédictif 
(LPC - LineaT PT"edictive Coding) , Codiicients ccpstraux (CC - Cepstnd Cuefficicnts ), 
"\1eilleurs coeffi cients d' ondelett es ( WB C - Wavelet Best Coefficient ), Coefficients de la 
transformée en ondelettes discrète (D WTC - Discr'ete Wavelet Tmnsfom/' Coeffi cients) et 
CodIicieuts de paquets cl ' ollllelct tes ( W PC - \II/ave/et P acket Cuefficient) cOl1luinées Cl UX 
types de modélisation Quantifica tion vectorielle ( IIQ - lIectoT Quantization) , Mélange 
de distributions gausiennes (CMM - Caussian Mixture Model ), r- félange cie distributiolls 
de Student (SMM - Stzldent Mixture Model) et le réseau de lIeUlOlleS de type pel ccp troll 
Illul t i-couches (MLP - Multi Laye'/' Perœptmn). De plus , ces combinaisons s 'élaborent SUl" 
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yI usieurs pal'élluètres SOUS-j acellts , POUl' les teclllliques Ù' extractioll , ces Yêlr êl,lllètres sOllL : 
la dimension des caractéristiques (D ), le largeur des segments et le taux de recouvrement 
dps segment.s adjacents, Pour les types ri e modélisation , les paramètres sont: le t.vpe ri 'ini-
tialisat iou, le llOlllbl'e ù 'itérat iou lors de l'illitialisat iou ; le uOlllbre de regl'OUpellleuts , le 
typ e de matrice de covariance et le llombre d 'itération permettant de construire le modèle, 
\' ous analysons , en plus l 'effet des tpchn icples dl" prétrai tenlPnt suivantes : normalisation , 
centrage, analyse en composantes principales (PCA - Principal Component Analysis) et le 
blanchiment ainsi qu'une technique de post-traitement basée SUl le lissage des distances, 
L'expérimenta tion a été effectuée en utilisant vingt-quatre enregistrements de sons 
respirat.oires obten11s à l'aide de microphone phcé à la t.rachée , D011ze enregistrelllents 
sont des enregistrements de respirat ion normal alors que les douze autres contiennent 
des sibilants , L'utilisation d 'une approche de test de type "leave one o'Ut" combinée à la 
mesure de l'aire sous la courbe (A UC - ATea Under C'Urve) des courbes de caracth is tiC]ues 
d' efficacité (ROC - ReceiveT Opemting Chamcte'ristic) obtenues permet de comparer les 
diff'érentes combinaisons entre elles , 
Il est difficil e d 'évaluer toutes les combinaisons possibles de t echniques d 'extract ion de 
u :U'act6ristiques, ùe llloù6lisatioll ct ùe::; ùitf6lellt ::; panullètres ::;ous-jacellt ::; , Notre 1116LllOÙO-
logie consiste à abandonner , le long de ce projet , les approches qui semblent les moins 
prometteuses , 
À la s11ite ri e cette expériment ,ü,ioll ; la technique dl" reconnaissance de formes associant 
la lllOdélisat ioll pal GMM à l 'extractioll ùe caractéristiques yeLl' coefficiellls cey::;traux ùe 
type MFCC a fourni les meilleurs résultats, en donnant une aire sous la courbe (A UC) 
rie 0, 950, Le t.ableau 4.4 li ste les paramètres ut ilisés permettant d 'obtenir CP résulta t.. 
P om la suite , les n:cherches eff'ect.11ées par MessiellI's :\10hammed Dahoma ct Xiao-
guang Lu se concentrent sur la séparation et la détec tion des sons adventices discontinus 
(les crépitants) afin de p ouvoir incorporer cette classe de signaux à l 'outil d 'identification 
des pa thologies respiratoires , 
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