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In signed networks with simultaneous friendly and hostile interactions, there is a general tendency
to a global structural balance, based on the dynamical model of links status. Although, the structural
balance represents a state of the network with a lack of contentious situations, there are always
tensions in real networks. To study such networks, we generalize the balance dynamics in non-
zero temperatures. The presented model uses elements from Boltzmann-Gibbs statistical physics to
assign an energy to each type of triad, and it introduces the temperature as a measure of tension
tolerance of the network. Based on the mean-field solution of the model, we find out that the model
undergoes a first-order phase transition from an imbalanced random state to structural balance with
a critical temperature Tc, where in the case of T > Tc there is no chance to reach the balanced state.
A main feature of the first-order phase transition is the occurrence of a hysteresis loop crossing the
balanced and imbalanced regimes.
https://doi.org/10.1103/PhysRevE.99.062302
I. INTRODUCTION
Signed social networks with both positive and negat-
ive links are used to indicate the relationships between
people, such as friendship-like and animosity-dislike. A
basic network analysis method to perceive such relations
is structural balance theory originally proposed by Heider
[1]. Cartwright and Harary [2] further developed it in
terms of signed graphs. Balance theory has been applied
in many fields, such as social, economic, ecologic, and
political systems[3–9]. Balance theory is used to describe
attitudes of individuals to reduce tension among each
other and measure social balance in a given signed net-
work. In this respect, we provide a further expansion of
balance theory utilizing methods from Boltzmann-Gibbs
statistical physics to show the remarkable influence of
temperature on the evolution of networks.
According to structural balance theory, when people
set up dyadic relations that contain both positive and
negative interactions, four different types of triads would
be created (Fig.(1)). Among these four possibilities, cer-
tain configurations are more socially and psychologically
plausible than others. We distinguish the following cases:
• Three positive relationships draw on a balanced
state, or a situation that is psychologically plaus-
ible. It represents three people who are mutual
friends.
• We also have a balanced state when there are two
negative relationships with one positive relation-
ship. It means that two of the three are friends,
and they have a mutual enemy.
• The other two possible triads introduce some
amount of psychological tension or instability into
the relationships. It shows two people who are en-
emies but they have a mutual friend. In such cases,
∗Electronic address: fereshte.rabbani@gmail.com
there would be implicit forces pushing them to be-
come friends thus turning the negative relationship
into a positive, otherwise their mutual friend will
side with one of them and against the other (turn-
ing one of the positive relationships into a negat-
ive).
• In the same way, there are sources of stress in a con-
figuration where all the people are mutual enemies.
In such cases, there would be forces motivating two
of the three people to work together against the
third one (turning one of the three relationships
into a positive one).
Based on this reasoning, we refer to triads with one or
three positive relationships as balanced, since they are
free of these sources of stress, and we refer to triads with
zero or two positive relationships as imbalanced. The
structural balance hypothesis is that since imbalanced
triads are sources of stress and generate tension for the
people involved, they attempt to minimize them in their
personal relationships, and hence they will be slighter in
real social networks than balanced triads.
The central notion of balance theory is that a network
of signed relations has a tendency towards a more bal-
anced situation [10–13]. Such a network is considered
structurally balanced if either all individuals are friends
or if there are two antagonistic cliques, with friendly rela-
tions within each clique and all pairs of persons in differ-
ent cliques being enemies (bipartite) [14–18]. Although,
the bipartite state happens more often in real social net-
works [19].
Early studies of balance theory focused on static prop-
erties such as measuring balanced or imbalanced triads
by evaluating the mean contribution of one triad propor-
tional to the difference between the number of balanced
and imbalanced triads, with ranges between −1 and +1
corresponding to a balanced and an imbalanced struc-
ture, respectively [10]. The dynamics of Heiders social
balance is a relatively recent research topic. Antal et
al. proposed a discrete-time model in which links change
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2sign with the aim of balancing imbalanced triads in a fully
connected network. In this model, a network converges
into a steady state with balanced triads[14]. Kulakowski
et al. proposed a continuous-time model under global
adjustment to explain the process of transforming a fully
connected network into a balanced one in finite time [20].
Abell and Ludwig showed the process of balance in an in-
complete signed network by variations in the number of
positive links and the tolerance to imbalance [11].
Previous works using statistical analysis inspired by
the Ising model to signed networks go back to Refs. [21–
24]. In those works, the spin variables are subject to
interactions (links sign) and the mean-field approxima-
tion is used as an accurate solution, with regard to the
symmetry of a fully connected network. Here, we build
on the work of [21] and focus on the particular effect of
temperature on the dynamics of balance theory. Several
other studies have investigated balance theory following
the same approach [25–28], although there are some dif-
ferences as well. Belaza et al. have written a Hamiltonian
with three-body, two-body, and one-body interactions to
study balance theory in political networks [25].
In this work, we use the balance theory Hamiltonian
in a many-body system described by Boltzmann-Gibbs
statistics. In terms of balance theory, imbalanced triads
are sources of stress and therefore tend to be avoided
by individuals when they update their personal relation-
ships. Therefore, we introduce the temperature as a ran-
domness that enables the network to keep some of those
triads. First, we give a solution for our model based
on a mean-field approximation that leads to a first-order
phase transition among the variations of temperature.
Then, we test the accuracy of the analytic results by us-
ing Monte Carlo simulation. We show how the converged
state of a network can be changed by the temperature.
II. MODEL AND MATERIAL
In this section, we consider the effects of temperature
on the dynamics of social networks, focusing on the tri-
adic relations, and we discuss how this may be linked to
the system stability.
The definition of structural balance relies on the
concept of tensions in a network of individuals whose re-
lations represent friendship and animosity (positive and
negative). The balance theory includes a tendency to-
ward reduced tensions, by changing the sign of links and
thus increasing balanced triads, but we are interested to
see how much tension the system can tolerate.
To describe the dynamics mechanism of the structural
balance, we explain the update rules devoted to evolving
networks. At each update event, we randomly select a
link and switch its sign to increase the total number of
balanced triads. After an update step, some of the im-
balanced triads become balanced. Note that the overall
number of imbalanced triads cannot increase in an up-
date event. A finite network falls in a balanced state
Figure 1: different types of triads according to
structural balance
where no imbalanced triads remain (except the jammed
states).
However, most of the previous works were devoted
to analyzing the dynamics of networks by changing the
link values or structure to understand tendencies towards
or away from balance, without considering temperature.
Antal [14] proposed a formulation of balance theory in
terms of energy with a focus on explaining why the sys-
tems do not necessarily evolve to a balanced state and
are trapped in the so-called jammed states, i.e., the local
minima. We claim, via our study, that people generally
show different levels of tolerance. Therefore, we explore
the system dynamics under the new update rules based
on the increase of imbalanced triads permitted by the
system, which occur with some non-zero probability.
For this reason, we use the Boltzmann distribution
which gives us the ability to calculate the probability and
determine how much we can increase imbalanced triads
at a certain temperature. As we can see, this will mean
that by changing temperature we can allow more imbal-
anced triads to remain and so impose more tensions.
From a mathematical point of view, the newly intro-
duced ”T” can be interpreted as a randomness of the
social process. By social processes, we mean the ways in
which individuals interact and modify their relationships
to resolve tensions. So the present structural balance
is a special case of this model, in the zero-temperature
non-equilibrium evolution through steady states. We fur-
ther show that the change in temperature affects the
Boltzmann distribution significantly, and the triads dis-
tribution depends on the temperature of the system.
In the structural balance, the units of analysis are
two types of triads (balanced, imbalanced), presented in
Fig.(1). Assigning an energy H(x) to each microstate
of the system, we can model the probability distribu-
tion of a canonical system using the Boltzmann formula
p(x) ∼ e−βH(x) where ”β = 1/T” has the role of an
inverse temperature. H(x) is calculated based on the
number of balanced and imbalanced triads, and the more
imbalanced triads there are, the higher h(x) would be.
At high temperatures, the system cannot move toward
the balanced states, so that all type of triads presented
in Fig.(1) occur with the same probability and they will
appear randomly. On the contrary, for low temperatures,
the system will be in the lowest possible energy state with
all balanced triads.
In the next section, we present the Hamiltonian for-
3mulation with the description of a mean-field approach
that shows that the model possesses a classic first-order
phase transitions between two balanced and imbalanced
states.
III. HAMILTONIAN AND MEAN-FIELD
SOLUTION
In the present study, we focus on the case of fully
connected networks, which usually are relatively easier
to deal with in a theoretical treatment when mean-field
methods are employed. Let’s first specify the variables
involved in the system. A social network is represented
by a fully connected graph, which consists of a set of
nodes and edges between them. The Hamiltonian of this
network, according to the structural balance theory, is
[14]:
H = −
∑
i>j>k
SijSjkSki (1)
Where Sij = {±1} is the sign of the edge between
nodes i and j, and it encodes the relationship (friend
or enemy) between them. We can analytically solve the
Hamiltonian Eq.(1) by using the mean-field solution. Let
Hij be the sum of all terms in the Hamiltonian Eq.(1),
that involve Sij , and let H
′
be the remaining terms re-
lated to other edges, so that the Hamiltonian can be writ-
ten as follows:
H = Hij +H
′
Hij = −Sij
∑
k 6=i,j
SjkSki
(2)
To calculate the mean value of Sij , we need to define
the probability as (Appendix A):
〈Sij〉 =
∑
Sij={±1}
P (Sij)Sij (3)
We have the mean value of Sij as:
〈Sij〉 = P (Sij = 1) ∗ (1) + P (Sij = −1) ∗ (−1) =〈e−βHij(Sij=1) − e−βHij(Sij=−1)
e−βHij(Sij=1) + e−βHij(Sij=−1)
〉
=〈eβ∑k 6=i,j SjkSki − e−β∑k 6=i,j SjkSki
eβ
∑
k 6=i,j SjkSki + e−β
∑
k 6=i,j SjkSki
〉
=〈
tanh(β
∑
k 6=i,j
SjkSki)
〉
.
(4)
Here, 〈...〉 indicates an ensemble average over terms
that are involved in the H
′
part of the Hamiltonian.
The two-body term in the Hamiltonian can be in-
terpreted as a force term that attempts to homogenize
the relations in the triad. First, we need to define the
Hamiltonian H(Sik, Skj) as:
Hik,kj = −Sik(
∑
l 6=i,j,k
SilSlk)− Skj(
∑
l 6=i,j,k
SklSlj)− SikSkjSji
= −Sik〈Si|Sk〉 − Skj〈Sk|Sj〉 − SikSkjSji
(5)
By following the above mentioned steps, we can write
the mean value 〈SikSkj〉:
〈SikSkj〉 =
P (Sik, Skj = 1) ∗ (1) + P (Sik = 1, Skj = −1) ∗ (−1) + P (Sik = −1, Skj = 1) ∗ (−1) + P (Sik, Skj = −1) ∗ (1) =〈e−βHik,kj(Sik,Skj=1) − e−βHik,kj(Sik=1,Skj=−1) − e−βHik,kj(Sik=−1,Skj=1) + e−βHik,kj(Sik,Skj=−1)
e−βHik,kj(Sik,Skj=1) + e−βHik,kj(Sik=1,Skj=−1) + e−βHik,kj(Sik=−1,Skj=1) + e−βHik,kj(Sik,Skj=−1)
〉 (6)
Depending on the sign of Sik and Skj , we have four
different equations as follow:
Hik,kj(Sik, Skj = 1) = −〈Si|Sk〉 − 〈Sk|Sj〉 − Sij
Hik,kj(Sik = 1, Skj = −1) = −〈Si|Sk〉+ 〈Sk|Sj〉+ Sij
Hik,kj(Sik = −1, Skj = 1) = 〈Si|Sk〉 − 〈Sk|Sj〉+ Sij
Hik,kj(Sik, Skj = −1) = 〈Si|Sk〉+ 〈Sk|Sj〉 − Sij
(7)
At least,by substituting Eq.(7) in Eq.(6):
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Figure 2: (a) Graphical analysis of Eq.(10) for N=50 and in different temperatures (T = 15, T = 28). When
T > Tc(Tc = 26.2) there is a single stable fixed point. When T < Tc there are three fixed points and the inner one is
unstable. The value of T determines the number of fixed points. (b) Bifurcation diagram showing the fixed points
(q∗) as a function of temperature (T ).
〈SikSkj〉 =〈
e−β(N−3)(−〈Si|Sk〉−〈Sk|Sj〉)+β〈Sij〉−e−β(N−3)(−〈Si|Sk〉+〈Sk|Sj〉)−β〈Sij〉−e−β(N−3)(〈Si|Sk〉−〈Sk|Sj〉)−β〈Sij〉+e−β(N−3)(〈Si|Sk〉+〈Sk|Sj〉)+β〈Sij〉
e−β(N−3)(−〈Si|Sk〉−〈Sk|Sj〉)+β〈Sij〉+e−β(N−3)(−〈Si|Sk〉+〈Sk|Sj〉)−β〈Sij〉+e−β(N−3)(〈Si|Sk〉−〈Sk|Sj〉)−β〈Sij〉+e−β(N−3)(〈Si|Sk〉+〈Sk|Sj〉)+β〈Sij〉
〉
(8)
Now we set up an equation for 〈SikSkj〉 by applying the
mean-field approximation to Eq.(8), which involves repla-
cing the variables with their ensemble averages, which in
this case means SikSkj → q ≡ 〈SikSkj〉. Here, we have
assumed that the total averages in Eqs.(4) and (6) can
be approximated by averaging over internal terms [23](for
more details see Appendix A). Defining also p ≡ 〈Sij〉,
we have:
p = tanh(β(N − 2)q)
q =
[
e−β(N−3)(−2q) − 2e−β(2p) + e−β(N−3)(2q)
e−β(N−3)(−2q) + 2e−β(2p) + e−β(N−3)(2q)
]
(9)
To solve these two equations with two unknowns, we
use a self consistency condition on q by substituting p
into q:
q =
[
e−β(N−3)(−2q)−2e−2β tanh(β(N−2)q)+e−β(N−3)(2q)
e−β(N−3)(−2q)+2e−2β tanh(β(N−2)q)+e−β(N−3)(2q)
]
= f(q)
(10)
In Fig.(2), we show a plot of the forms y = q and y =
f(q) as functions of q, and we discuss the bifurcation that
appears in the system when varying the temperature.
The intersections of the line and curve give the solutions
of Eq.(10). If the system is in T > Tc, there is only one
stable fixed point q∗ = 0 that corresponds to a random
state of the system. In T = Tc, two additional fixed
points appear, one stable and one unstable. In T < Tc,
the new stable q∗ will grow rapidly until it collides with
the q∗ = 1, which corresponds to a balanced state of the
system.
The bifurcation diagram for the dynamical system with
N = 50 in Eq.(10), shows a ”blue sky” bifurcation, and
the system undergoes a phase transition between the pos-
sible solutions. Suppose we cool down the system slowly,
so that q∗ flows until the critical point Tc is approached
and then a saddle-node bifurcation with a pair consist-
ing of an unstable and a stable point takes place. Hence,
besides the existing fixed point q∗ = 0, two other fixed
points will be created: one stable and one unstable. The
unstable fixed point separates the basins of attraction of
the two stable fixed points.
Finally, we calculate the mean-field equation for
〈SikSkjSji〉 which gives the mean contribution of one
triad or the mean triad energy and a sense of stability
in the network (see Appendix B):
5〈SikSkjSji〉 =
[
eβ(N−3)(3q)+β − 3eβ(N−3)(q)−β+3eβ(N−3)(−q)+β − eβ(N−3)(−3q)−β
eβ(N−3)(3q)+β + 3eβ(N−3)(q)−β+3eβ(N−3)(−q)+β + eβ(N−3)(−3q)−β
]
(11)
IV. SIMULATIONS
To describe how networks are affected by the temperat-
ure, and to obtain results demonstrating our main point,
we start out with a fully connected network with N nodes
and a random configuration. The procedure we follow is
a Metropolis algorithm based on the structural balance
Hamiltonian [14] to generate paths to reach the stable
state. In each step for a given temperature, we select a
link randomly. Then, using Eq.(1) the energy difference
∆E = En+1 − En between the new configurations En+1
and that belonging to the prior En is calculated. The
chosen link is flipped if ∆E < 0 and also if ∆E > 0 with
a probability equal to ” exp (−β∆E)” where ”β” is equal
to the inverse of the temperature.
Repeating this procedure for different values of temper-
ature reveals the diagram shown in Fig.3. We see that
after a specific temperature the system does not reach
the balanced state and stays in its imbalanced state with
energy equal to zero. This implies that temperature has
important effects on convergence.
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Figure 3: The mean triad energy (−〈SikSkjSji〉) versus
Monte Carlo steps (n) for different value of temperatures
in a fully connected network with N=50.
In Fig.4-(a), we can see the mean triad energy based
on our analytical results, Eq.(11), which shows the first-
order phase transition and thermal hysteresis. We see
that bistability exists, and as a definite temperature (T =
Tc) the mean triad energy changes abruptly. This leads
to a hysteresis phenomenon that is typical for a first-order
phase transition.
For comparison, the Monte Carlo simulation’s result
in Fig.4-(b) represent the behavior of the same object
based on our mean-field solution. For each temperature,
we start our Monte Carlo simulation from several initial
states with different mean triad energies. To generate
these initial states, we build a balanced network with all
positive links and then randomly change the sign of some
links to negative. After that, we evolve the networks to
reach the steady state and take the average on all of them
to obtain the mean triad energy.
Throughout our simulations, some of them reach to the
line with −〈SikSkjSji〉 = 0 and others to −〈SikSkjSji〉 =
−1. To make the unstable curve, we consider a state
with specific mean triad energy in which all states with
lower mean triad energies lead to −〈SikSkjSji〉 = −1,
and states with upper mean triad energies lead to
−〈SikSkjSji〉 = 0.
However, a discrepancy exists between theory and sim-
ulation for the prediction of phase transition points. One
of the main reasons may be that near phase transition
points the lifetime of one of the metastable states be-
comes short so that the metastable state cannot be fully
sampled in the simulation.
As we have shown in Fig.4-(a), for (T ∼ 0), the
only balanced configuration with −〈SikSkjSji〉 = −1
is stable. For T > Tc, the only random configura-
tion with −〈SikSkjSji〉 = 0 is stable. In other words,
our system will have two fixed points, one with all bal-
anced triads −〈SikSkjSji〉 = −1 and another one with
almost the same number of imbalanced and balanced tri-
ads (−〈SikSkjSji〉 ∼ 0). In the region (0  T < Tc),
the two metastable phases with −〈SikSkjSji〉 ∼ −1 and
−〈SikSkjSji〉 ∼ 0 coexist, separated by an unstable state
(dashed line). This solution shows the metastability of
the system which is a state with both types of triads, and
just changing one link in a triad can move it toward two
other stable points.
To investigate the tendency to the balanced state cor-
responding to the coexistence region, we start our sim-
ulation with different configurations differing in the per-
centage of balanced triads (Fig.5). We consider a bal-
anced initial state with all positive links (−〈SikSkjSji〉 =
−1) and an imbalanced one with all negative links
(−〈SikSkjSji〉 = 1). In random initial state, we have al-
most equal positive and negative links −〈SikSkjSji〉 ∼
0. Fig.5 shows that trajectories starting from a bal-
anced initial state lie into the balanced fixed point at
−〈SikSkjSji〉 = −1, while trajectories starting from ran-
dom and imbalanced initial states go to the random fixed
point at −〈SikSkjSji〉 = 0.
By considering the temperature as a randomness of
the social process, regardless of the balanced state of
triads, we could extend our results to society at large.
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Figure 4: (a) Bifurcation diagram for the first-order phase transition in Eq.(11) as a function of temperature. The
solid blue curve represents stable fixed points, while the dashed red curve is the unstable one. (b) Monte Carlo
simulation from several initial states with different mean triad energies. To generate these initial states, we build a
balanced network with all positive links and then randomly change the sign of some links to negative. There is a
first-order phase transition at T = Tc, where the mean triad energy jumps from −1 to 0. This is known as a
”blue-sky” bifurcation. The results correspond to a fully connected network with N=50.
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Figure 5: The mean triad energy (−〈SikSkjSji〉) versus
temperature (T) for different initial states differing in
the percent of balanced triads. We consider a balanced
initial state with all positive links (−〈SikSkjSji〉 = −1)
and imbalanced initial state with all negative links
(−〈SikSkjSji〉 = 1). In random initial state, we have almost
equal positive and negative links (−〈SikSkjSji〉 ∼ 0).
Our findings suggest that there is a threshold, a critical
temperature, for tolerating tensions, beyond which
society splits into two separate groups with antagonistic
relations, such as political parties. Hence, the first
consequence of the phase transition is the non-gradual
and abrupt phase change of society. In other words,
society does not respond linearly to the tolerance level
of its agents, i.e. temperature. It has a random phase
and a polarized phase, which are separated by a critical
temperature.
Another consequence of our results comes from the
first-order attribute of phase transition. If the system is
quenched to temperatures below the critical point, which
means the cooling down process is much faster than
the time needed to reach thermal equilibrium, system
stays in random phase. Therefore, from a sociological
perspective, the tolerance level is below the critical
point, but society is still in its random phase. This is a
vulnerable state, because potentially, society will jump
to a polarized phase.
In addition, it shows a hysteresis phenomenon where
increasing temperature does not return it to random
phase, until the temperature goes beyond the critical
point. Thus, controlling society’s state and taking that
out of its polarized phase would be a difficult job.
V. CONCLUSION
To find the dynamical behavior of tensions in signed
networks based on structural balance theory, we propose
a model that takes into account the impacts of temper-
ature. Based on this model, we analyze the dynamical
process and provide a mean-field solution for identify-
ing the threshold of tolerance in networks with signed
relationships. The mean-field approximation reveals an
abrupt (first-order) phase transition in the system’s bal-
anced states, as a function of temperature. It has a cru-
cial consequence: after cooling a system to T < Tc, it
may stay in its random state, but a little perturbation
7might take it to become unstable and resulting in a po-
larized (balanced) state.
By performing Monte Carlo simulations for the differ-
ent signed networks, we find that the theoretical and nu-
merical results are in good agreement, confirming the cor-
rectness of our mean-field approximation. Furthermore,
the networks’ transition from an imbalanced state with
tension to a steady state is not smooth, i.e., it involves an
abrupt change. Increasing temperature does not mean
a corresponding increase of tensions. In other words,
even with increasing temperature, the system reaches a
balanced state with a bipartite configuration. However,
there is a critical temperature Tc (the threshold of tol-
erance) beyond which there is no chance for structural
balance.
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8Appendix A: Partition Function Calculations
In this appendix, we have given the partition function
calculations for the Hamiltonian Eq. (1) and introduce
hij as an external field on Sij ,
Hij = −Sij
∑
Sij=±1
SjkSki − Sijhij . (A1)
Therefore, the partition function can be written as:
Z =
∑
{S}
e−βH =
∑
{S}
e−β(Hij+H
′
) =
Z
′ ∑
S 6=Sij
e−βH
′
Z ′
∑
Sij={±1}
e−βHij =
Z
′〈
∑
Sij={±1}
e−βHij 〉Z′ =
Z
′〈cosh(β
∑
k 6=i,j
SjkSki + βhij)〉Z′
(A2)
Where Z
′
=
∑
{S} e
−βH′ is the partition function for
the Hamiltonian H
′
, and 〈...〉Z′ indicates an ensemble
average over it. Expanding the cosh in a power series,
we get:
Z = Z
′〈
∞∑
n=0
(
β(
∑
k 6=i,j SjkSki + hij)
)2n
(2n)!
〉Z′ =
Z
′
∞∑
n=0
(β)2n〈(∑k 6=i,j SjkSki + hij)2n〉Z′
(2n)!
=
Z
′∑∞
n=0
(β)2n〈∑m=0 C2nm (∑k 6=i,j SjkSki)m(βhij)2n−m〉Z′
(2n)! =
Z
′∑∞
n=0
(β)2n
∑
m=0 C
2n
m 〈(
∑
k 6=i,j SjkSki)
m〉
Z
′ (βhij)2n−m
(2n)! =
Z
′∑∞
n=0
(β)2n
∑
m=0 C
2n
m 〈
∑
k 6=i,j SjkSki〉mZ′ (βhij)
2n−m
(2n)! =
Z
′
∞∑
n=0
(β〈∑k 6=i,j SjkSki〉Z′ + βhij)2n
(2n)!
=
Z
′
cosh(β〈
∑
k 6=i,j
SjkSki〉Z′ + βhij)
(A3)
Where in the last line, based on a mean-field approxim-
ation, we have made the assumption that the correlation
of link status more than two can be approximated as a
power of 〈SjkSki〉Z′ = q.
Now, we can write the free energy as:
F = −β−1 lnZ =
= −β−1 ln(Z ′ cosh(β〈
∑
k 6=i,j
SjkSki〉Z′ + βhij)) =
− β−1 ln(Z ′)− β−1 ln(cosh(β〈
∑
k 6=i,j
SjkSki〉Z′ + βhij))
(A4)
The derivative of free energy with respect to external
field, expresses the mean value of Sij :
〈Sij〉 = − ∂F
∂hij
∣∣
hij=0
= −∂(−β
−1 lnZ)
∂hij
∣∣
hij=0
=
sinh(β〈∑k 6=i,j SjkSki〉Z′ + βhij)
cosh(β〈∑k 6=i,j SjkSki〉Z′ + βhij)
∣∣∣
hij=0
= tanh(β〈
∑
k 6=i,j
SjkSki〉Z′ )
(A5)
For the two-body term, we repeat all these steps:
Z =
∑
{S}
e−βH =
∑
{S}
e−β(Hij+H
′
) =
Z
′ ∑
S 6=Sik,Skj
e−βH
′
Z ′
∑
Sik,Skj=±1
e−βHik,kj =
Z
′〈
∑
Sik,Skj=±1
e−βHik,kj 〉Z′
(A6)
Here, the Hamiltonian Hik,kj is defined as:
Hik,kj = −Sik(
∑
l 6=i,j,k
SilSlk + hik)− Skj(
∑
l 6=i,j,k
SklSlj + hkj)
− SikSkj(Sij + hik,kj)
(A7)
Here, hik,kj is the two-body term external field. De-
pending on the sign of Sik and Skj , we have four different
equations as follow:
Hik,kj(Sik, Skj = 1) =
−
∑
l 6=i,j,k
SilSlk − hik −
∑
l 6=i,j,k
SklSlj − hkj − Sij − hik,kj
Hik,kj(Sik = 1, Skj = −1) =
−
∑
l 6=i,j,k
SilSlk − hik +
∑
l 6=i,j,k
SklSlj + hkj + Sij + hik,kj
Hik,kj(Sik = −1, Skj = 1) =∑
l 6=i,j,k
SilSlk + hik −
∑
l 6=i,j,k
SklSlj − hkj + Sij + hik,kj
Hik,kj(Sik, Skj = −1) =∑
l 6=i,j,k
SilSlk
∑
l 6=i,j,k
+hik +
∑
l 6=i,j,k
SklSlj + hkj − Sij − hik,kj
(A8)
9If we now substitute in here the expressions for Hik,kj ,
we get:
Z = Z
′〈e−β(−
∑
l 6=i,j,k SilSlk−hik−
∑
l6=i,j,k SklSlj−hkj−Sij−hik,kj + e−β(−
∑
l 6=i,j,k SilSlk−hik+
∑
l6=i,j,k SklSlj+hkj+Sij+hik,kj)
+ e−β(
∑
l 6=i,j,k SilSlk+hik−
∑
l 6=i,j,k SklSlj−hkj+Sij+hik,kj) + e−β(
∑
l 6=i,j,k SilSlk
∑
l 6=i,j,k +hik+
∑
l 6=i,j,k SklSlj+hkj−Sij−hik,kj)〉Z′
(A9)
Considering the same approximation as in previous cal-
culations:
Z = Z
′
(e−β(N−3)(−〈Si|Sk〉Z′−hik−〈Sk|Sj〉Z′−hkj−Sij−hik,kj)
+ e−β(N−3)(−〈Si|Sk〉Z′−hik+〈Sk|Sj〉Z′+hkj+Sij+hik,kj)
+ e−β(N−3)(〈Si|Sk〉Z′+hik−〈Sk|Sj〉Z′−hkj+Sij+hik,kj)
+ e−β(N−3)(〈Si|Sk〉Z′+hik+〈Sk|Sj〉Z′+hkj−Sij−hik,kj))
(A10)
So, the free energy is proportional to:
F = −β−1 lnZ = −β−1 lnZ ′
− β−1 ln
(
e−β(N−3)(−〈Si|Sk〉Z′−hik−〈Sk|Sj〉Z′−hkj−Sij−hik,kj)
+ e−β(N−3)(−〈Si|Sk〉Z′−hik+〈Sk|Sj〉Z′+hkj+Sij+hik,kj)
+ e−β(N−3)(〈Si|Sk〉Z′+hik−〈Sk|Sj〉Z′−hkj+Sij+hik,kj)
+ e−β(N−3)(〈Si|Sk〉Z′+hik+〈Sk|Sj〉Z′+hkj−Sij−hik,kj)
)
(A11)
Taking now the derivative of the free energy Eq.(A11),
we get the result:
〈SikSkj〉 = − ∂F
∂hik,kj
∣∣
hik,kj=0
= −∂(−β
−1 lnZ)
∂hik,kj
∣∣
hik,kj=0
=〈
e−β(N−3)(−〈Si|Sk〉−〈Sk|Sj〉)+β〈Sij〉−e−β(N−3)(−〈Si|Sk〉+〈Sk|Sj〉)−β〈Sij〉−e−β(N−3)(〈Si|Sk〉−〈Sk|Sj〉)−β〈Sij〉+e−β(N−3)(〈Si|Sk〉+〈Sk|Sj〉)+β〈Sij〉
e−β(N−3)(−〈Si|Sk〉−〈Sk|Sj〉)+β〈Sij〉+e−β(N−3)(−〈Si|Sk〉+〈Sk|Sj〉)−β〈Sij〉+e−β(N−3)(〈Si|Sk〉−〈Sk|Sj〉)−β〈Sij〉+e−β(N−3)(〈Si|Sk〉+〈Sk|Sj〉)+β〈Sij〉
〉
Z′
(A12)
Appendix B: Mean-Field solution for Three
Interactions
We need to write all steps again for the three interac-
tions. Let’s start by Hamiltonian:
H = Hik,kj,ji +H
′
Hik,kj,ji = Hik 6=j +Hkj 6=i +Hji6=k
(B1)
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Hik,kj,ji = −Sik(
∑
l 6=i,j,k
SilSlk)− Skj(
∑
l 6=i,j,k
SklSlj)− Sji(
∑
l 6=i,j,k
SjlSli)− SikSkjSji (B2)
〈SikSkjSji〉 =
P (Sik = 1, Skj = 1, Sji = 1) ∗ (1) + P (Sik = −1, Skj = 1, Sji = 1) ∗ (−1) + P (Sik = 1, Skj = −1, Sji = 1) ∗ (−1)
+ P (Sik = 1, Skj = 1, Sji = −1) ∗ (−1) + P (Sik = −1, Skj = −1, Sji = 1) ∗ (1) + P (Sik = −1, Skj = 1, Sji = −1) ∗ (1)
+ P (Sik = 1, Skj = −1, Sji = −1) ∗ (1) + P (Sik = −1, Skj = −1, Sji = −1) ∗ (−1),
(B3)
So, we have:
〈SikSkjSji〉 = 〈 e
−βHik,kj,ji(Sik,Skj ,Sji)∑
Sik,Skj ,Sji=±1 e
−βHik,kj,ji(Sik,Skj ,Sji) 〉
(B4)
where:
e−βHik,kj,ji(Sik,Skj ,Sji) =
e−βHik,kj,ji(Sik,Skj ,Sji=1) − e−βHik,kj,ji(Sik=1,Skj=−1,Sji=1) − e−βHik,kj,ji(Sik,Skj=1,Sji=−1) − e−βHik,kj,ji(Sik=−1,Skj ,Sji=1)+
e−βHik,kj,ji(Sik=1,Skj ,Sji=−1) − e−βHik,kj,ji(Sik=−1,Skj=1,Sji=−1) + e−βHik,kj,ji(Sik,Skj=−1,Sji=1) − e−βHik,kj,ji(Sik,Skj ,Sji=−1)
(B5)
at least:
〈SikSkjSji〉 =[
eβ(N−3)(3q)+β − 3eβ(N−3)(q)−β+3eβ(N−3)(−q)+β − eβ(N−3)(−3q)−β
eβ(N−3)(3q)+β + 3eβ(N−3)(q)−β+3eβ(N−3)(−q)+β + eβ(N−3)(−3q)−β
]
(B6)
