Functional relationships between phenotypic traits can be represented by structural equation models (SEMs), as proposed by Sewall Wright in 1921. Extended with genetic effects, SEMs can distinguish between direct and indirect genetic contributions to phenotypic traits. For example, given a causal effect of trait Y 1 on Y 2 , the genetic variance of Y 2 partially depends on that of Y 1 . 1 2 3 4
Introduction 20
To attain higher genetic gains, modern plant and animal breed- 
where each contribution is the product of the corresponding path coefficients. After the intervention Y 2 := 0 (bottom), the effect changes from (λ 13 λ 34 + λ 12 λ 23 λ 34 ) to λ 13 λ 34 .
principle be incorporated in our model, just as other biological 290 contraints (see e.g., Peters et al. (2017) ), although we will not 291 explore this here. 292 As in related work (Valente et al. 2010; Töpner et al. 2017) as 293 well as in much of the literature on multi-trait genomic predic-294 tion and GWAS (see e.g., Zhou and Stephens (2014) and Calus 295 and Veerkamp (2011) In contrast to previous work, we will explicitly take into account 303 the possibility that there are no direct genetic effects on some 304 of the traits. In this case, the corresponding rows and columns 305 in Σ G are zero. Following the notation of Stephens (2013) (in 306 the context of individual loci), we use D ⊆ {1, . . . , p} to denote 307 the index set of the traits with direct genetic effects, and write 308 Σ G [D, D] for the sub-matrix with rows and columns restricted 309 to D. From assumption 5 above, it follows that Σ G [D, D] is non-310 singular, i.e., there can be no perfect correlations between direct 311 genetic effects. 312 We graphically represent model (4) by a graph G with nodes 313 Y 1 , . . . , Y p and a node G, which represent respectively Y 1 , . . . , Y p 314 and the matrix G = [G 1 · · · G p ]. G contains an edge Y j → Y k 315 if the (j, k)th entry of Λ is nonzero, and an edge G → Y j if G j 316 is nonzero with probability one, i.e., if σ 2 G,j > 0. See Figure 3 317 for an example. In words, G is defined as the original graph G Y 318 over the traits, extended with the node G and arrows G → Y j for 319 traits with a direct genetic effect, i.e., for all j ∈ D. Consequently, 320 our main objective of reconstructing trait-to-trait relationships 321 and direct genetic effects translates as reconstructing G.
322
As for the Y j 's, we distinguish between the node G in the 323 graph (normal type) and the random matrix G it represents (bold 324 face). G is represented by a single node G, instead of multiple 325 nodes G 1 , . . . , G p . This choice is related to our assumption that 326 K is the same for all traits; see File S7.1 for a motivating example.
327
The orientation of any edge between G and Y j is restricted to 328 G → Y j , because the opposite orientation would be biologically 329 nonsensical. Because of our assumption that G Y is a DAG, it 330 follows that G is a DAG as well, as a cycle would require at least 331 one edge pointing into G. 332 We emphasize that G is just a mathematical object and not 333 a complete visualization of all model terms and their distribu-334 tion, as is common in the SEM-literature. In particular, G does 335 not contain nodes for the residual errors, path coefficients, or 336 information about the off-diagonal elements of Σ G . While Σ G 337 is usually not entirely identifiable (Gianola and Sorensen 2004) , 338 we will see that G is identifiable in terms of its skeleton (the Markov property (Theorem 1) faithfulness assumptions (eq. 9-10) Markov property faithfulness assumption (eq. 11) Figure 2 . Graphical summary of the theory and methodology. The Markov property on the right (green; for the residuals) is well known from the literature, while the Markov property on the left (blue, for the conditional distributions of Y 1 , . . . , Y p , G) is established in Theorem 1. Table S1 contains an overview of the notation, and Appendix A.1 provides the necessary graph-theoretic definitions. Figure 3 . An example of a graph G representing a genetic structural equation model (GSEM), with path-coefficients λ 13 and λ 23 . There is no direct genetic effect on Y 3 , and therefore no edge G → Y 3 . 3 , it follows from equation (3) that it is usually easier to work with either the replicates or with 401 genotypic means and the GRM A. We further explore this 402 issue in the simulations below and in the Discussion.
403
The balance required when K = ZZ t is necessary in Theorems 404 5 and 6 below, but is not a general requirement for our models, 405 nor for the PCgen algorithm.
406
The joint distribution implied by the GSEM 407 The sum G + E does in general not have a matrix-variate 408 normal distribution, but from our assumption 4 it still fol-
We can therefore rewrite equation (4) as
where U = GΓ is the n × p matrix of total genetic effects, with 412 columns U j . Equation (5) now generalizes to 2. orientation-stage. Apply the orientation rules given in File 542 S1 (R1-R3 in Algorithm 1) to the skeleton and separating 543 sets found in the skeleton-stage. For example, if the skeleton
of the two edges can be oriented.
547
In order to obtain PCgen, we need to make a few refinements 548 to these steps. given in File S1). Apart from eliminating the order-dependence, 562 this has the advantage that all conditional independence tests of 563 a given size |S| = s can be performed in parallel.
564
In summary, PCgen is the PC-stable algorithm with: (1) spe-565 cific conditional independence tests (described shortly below) 566 and (2) modified orientation rules, in order to avoid edges point-567 ing into G (File S1.2). As in the original PC-algorithm, the num-568 ber of type-I and type-II errors occurring in the tests is deter-569 mined by the choice of the significance threshold α, which is 570 discussed in section 'Assessing uncertainty' below and the Dis-571 cussion.
572
Skeleton stage: conditional independence tests We can distin-573 guish between the following types of conditional independence 574 statements in the skeleton stage: MTM, we test whether the residual covariance 5 is zero, using 624 the LRT described in File S1.3. The underlying idea is that a 625 nonzero residual covariance must be the consequence of an A that was used to simulate the data.
717 Table S2 provides results for variations on these algorithms. In 
Simulation results
We first performed simulations with p = 734 4 traits (scenario 1), with each potential edge between traits 735 occurring in the true graph with probability p t = 1/3. Hence, 736 for any given trait, the expected number of adjacent traits was 737 (p − 1)p t = 1. The edges G → Y j were included in the true 738 graph with probability p g = 1/2. In a related set of simulations 739 (scenario 2), p t was increased to 0.5, giving denser graphs. In 740 both scenarios, PCgen reconstructed the edges G → Y j with 741 little error, the average TPR being above 0.97 and FPR around 742 0.03 (Table 1 ). In the first scenario, about a third of the actual 743 edges between traits was not detected with PCgen (TDR ≈ 0.65, 744 i.e., the proportion of true edges that was discovered). At the 745 same time the number of false edges was very low, which is 746 also reflected in high TPR values (the proportion of edges in the 747 reconstruction that is true). In scenario 2, the TPR, FPR and TDR 748 all increased. Hence, for denser graphs, more of the true edges 749 were found, at the expense of a somewhat higher number of 750 false edges.
751
PCres (replicates) outperformed PCres (means), in spite of 752 the use of univariate GBLUP, and ignoring the actual related-753 ness matrix. Hence, the information contained in the replicates 754 appears much more important than the precise form of the re-755 latedness matrix, or unbiased estimation of genetic correlations.
756
The performance of PCres strongly depends on the prediction 757 error of the GBLUP, and, in line with the results of Kruijer et al.
758
(2015), this error appeared lowest when using the replicates.
759
The use of both the replicates and the marker-based GRM (i.e.,
760
assuming K = ZAZ t , as the data were generated), further im-761 proved performance, but only slightly (Table S1 , 'PCres-uni-RA').
762
Unsurprisingly, the MTM required for PCres (means) was com-763 putationally more demanding, and often not estimably for more However, PCgen substantially improved the orientation of these 771 edges, as shown by the reduced SHD. This is not because the 772 algorithm as such is better, but rather because more of the edges 773 can be oriented from conditional independence tests, which in 774 turn is a consequence of the addition of the edges G → Y j to the 775 graph over the traits (see again the example in Figure 2 ).
776
To assess performance in higher dimensions, we simulated 777 data sets with p = 20 traits, p g = 0.3 and p t = 0.1 (scenario 3) 778 and with p = 100, p g = 0.1 and p t = 0.01 (scenario 4 There are no direct genetic effects on the secondary traits and 806 yield.
807
Compared to the simulations above, it turned out to be much 808 harder to detect the absence of direct genetic effects: in the PC-809 gen reconstruction, all 12 traits had such effects ( Figure S1 the missing edge TFI → FT and some incorrect orientations.
820
These errors occurred because many conditional independencies 821 between a trait and a QTL were not detected, leading to removal 822 of the corresponding edges. This in turn led to problems in the 823 remaining tests, where part of the genetic variance was not taken 824 into account. We emphasize that all 300 QTLs were available to 825 the PC-algorithm, and no other markers were provided. Hence, 826 the poor performance in this case is really a consequence of the 827 small effects, rather than the difficulty of QTL detection.
828
Two case-studies 829 We now use PCgen to analyze real data from four field trials 830 and one experiment in a phenotyping platform. In all network 831 reconstructions we used a significance threshold of α = 0.01.
832
Reconstructions with α = 0.001 are shown in Figures S2 and S4.
833 Table S6 and Figure S5 contain p-values for the remaining edges.
834
In all data-sets we removed traits that were derived as sums or which are respectively male and female flowering.
859
• two yield related traits: grain weight (GW) and yield (Y).
860 Table S4 provides an overview of trait acronyms. Each trial 861 was laid out as an alpha-lattice design, with either two or three for all of the considered conditioning sets (Table S6) . By contrast, 880 in the trial without heat or drought stress (Kar12W), the Y − Sk 881 and Y − A edges were already removed in the test conditioning 882 only on the genetic effects; Figure S3 provides an illustration.
883
The relation between yield and delay in silking in maize is well For all trials, the structure of the graphs is such that none of 898 the between-trait edges can be oriented (technically, this is due 899 to a lack of v-structures). However, for some of these edges, 900 physiological knowledge clearly suggests a certain orientation, 901 in particular for Sk − Y and GW − Y.
902
The trials also illustrate the difference between the total ge-903 netic covariance (V G ) and the covariance among direct genetic 904 effects, as defined by Σ G . For most pairs of traits, the total ge-905 netic correlation 7 was between ρ g = 0.3 − 0.9 (Table S7 ). The 906 7 For better interpretability we report correlations, although we test for zero genetic covariance (see File S1.4).
(total) genetic correlation between yield and silking was strongly 907 negative in both WD trials (−0.44 and −0.61), and in the Bol12R 908 trial also for yield and anthesis (−0.43). In all trials, genetic 909 correlation with grain weight (GW) was negative for most traits, 910 but not always significant. In the Kar12W trial for example, we 911 found ρ g = −0.010 for GW and PH, and ρ g = −0.435 for GW 912 and Sk (silking). In both cases, the two traits are d-separated in 913 the graph (conditioning on {G}), but only for Sk the genetic co-914 variance is significant (p = 1.31 · 10 −9 ). While this may provide 915 information about Σ G , we recall that most often, the latter is not 916 entirely identifiable.
917
As we have seen in the examples following equation (5) i.e., traits with significantly positive heritability but without a 934 partially directed path coming from the node G. We therefore 935 applied the correction described in File S3, adding edges G → Y j 936 for all traits with this inconsistency, and then re-ran PCgen. The
937
final reconstruction is given in Figure 5 , where traits are grouped 938 into three shoot morphological traits (blue), one physiological 939 trait (rose), 13 root morphological traits (green), five root anatom-940 ical traits (gray) and three dry matter traits (orange).
941
After correcting the inconsistencies, there were nine traits Table S4 . biomass) and water supply (related to the roots' water uptake
Our tests 8 for conditional independence statements (A) and (B) (i.e. Y j ⊥ ⊥ G|{Y S } and Y j ⊥ ⊥ Y k |{Y S , G}) rely on the conditional distributions of respectively Y j and vec([Y j , Y k ]), given the observed Y S :
8 For statement (B) we will focus on the RC-test. The RG-test requires that the GBLUP U * is close to the true matrix of genetic effects (U). Apart from the difficulty of obtaining good estimates of genetic and residual covariances, the quality of this approximation can be easily assessed using expressions for the prediction error variance (see e.g., Henderson (1975)). The normality of these distributions directly follows from the assumed normality of the genetic and residual effects. We made 1069 the following assumptions about the form of their covariance 1070 and mean:
1071
• The covariance matrix Σ j|S is that of a single trait mixed 1072 model with the same relatedness matrix K assumed in the
for some variance components σ 2 G (j|S) and σ 2 E (j|S).
1075
• The covariance matrix Σ jk|S is that of a bivariate MTM, 1076 again with the same K assumed in the GSEM:
for some 2 × 2 matrices V G (jk|S) and V E (jk|S).
1078
• The conditional means µ j|S and µ k|S are linear regressions 1079 over the conditioning traits:
where XBγ j is the marginal mean of Y j (see (8)), and β (j) S 1081 and β (k)
S are |S| × 1 vectors of regression coefficients.
1082
In the following theorems we show that when K = ZZ t , assump-1083 tions (12) and (13) The situation is different for assumption (12), regarding the 1105 conditional means: even when K = ZZ t , it holds for certain 1106 conditioning sets and not for others. We illustrate this with the 1107 following example. Suppose that Y 1 = G 1 + E 1 and Y 2 = λY 1 + 1108 E 2 , with independent vectors G 1 ∼ N(0, σ 2 G,1 K), E 1 ∼ N(σ 2 E,1 I n )
1109 and E 2 ∼ N(σ 2 E,2 I n ). Then the graph G is given by
There is no edge G → Y 2 , although this is not essential for the 1111 example. The distributions are given by 1112 Y 1 ∼ N(0, Σ 1 ) = N 0, σ 2 G,1 K + σ 2 E,1 I n ,
The conditional mean of Y 2 given Y 1 = y 1 is µ 2|1 = Σ 12 Σ −1 1 y 1 = λy 1 . As expected given the graph, the conditional mean is a simple linear regression on Y 1 . However, the conditional mean of Y 1 given Y 2 = y 2 equals obtained under assumption 1 (see equation (5)). However, the 1237 latter matrix turned out to be essential for network reconstruc-1238 tion (see e.g. Theorems 5-6 above). Without assumption 1 we 1239 would therefore need to rely completely on the genetic effects.
1240
This in turn would require Σ G to be diagonal, which appears 1241 rather unrealistic.
1242
A relevant alternative approach here is that of invariance genotype-by-environment interaction).
1247

Replicates versus means 1248
In principle PCgen allows for any type of genetic relatedness.
1249
We have however focused on the case of independent genetic 1250 effects, for the following reasons: 2015) ), but also these models lead to biased in-1279 ference if the actual architecture is different (Kruijer (2016) ).
1280
• When K = ZZ t , the conditional independence statement 1281 considered in the RC-test is completely equivalent with 1282 Y j ⊥ ⊥ Y k |{Y S , G} (Theorem 5), while for other K it is not, 1283 and an alternative test might be required.
1284
Apart from these statistical issues, there is also a compu-1285 tational advantage: the test for Y j ⊥ ⊥ G|Y S can be based on 1286 standard ANCOVA, which is many times faster than the LRT for 1287 a mixed model. Also the tests for Y j ⊥ ⊥ Y k |{Y S , G} are faster when K = ZZ t .
Finally, we have not investigated the performance of PCgen generally. In particular, we hope that the ideas developed here provide a first step towards the more amibitious goal of mod- 
1407
These have the advantage that the causal sufficiency assumption 1408 (no latent variables) can be dropped or considerably weakened.
1409
The presence or absence of direct genetic effects could also be genetic improvement of multiple traits? terms of γ j and γ k : 6 . An example of a SEM where faithfulness does not hold, because the contributions to the covariance from the treks
If Y 1 and Y 2 are Gaussian with equal error variances, it follows that for every individual
Consequently, Y 3 and Y 4 are marginally independent, but not d-separated by the empty set. 7 . An example of a SEM where faithfulness does not hold, because the variance of the error variables in E 2 is zero. The random vectors Y 1 and Y 4 are conditionally independent given Y 3 , but in the graph, the nodes Y 1 and Y 4 are not d-separated by Y 3 .
for all j, k ∈ {1, . . . , p}. Consequently, we can express the genetic and residual covariance between traits in terms of quadratic forms, 1716 involving Σ G , Σ E and the path coefficients.
1717
As a special case of (18), it follows that without random genetic effects, 
A.6. Conditional means and covariances
Using the notation [, S] to select the columns corresponding to S, and [S 1 , S 2 ] to select both rows and columns, it follows from (7) that Y j |Y S =ỹ S is multivariate normal with mean and covariance
where 1743
The matrices Σ j , Σ S and Σ j,S are the variance-covariance matrix of respectively vec(Y j ) = Y j and vec(Y S ), and the covariance between 1746 Y j and vec(Y S ). From equation (7) in the main text we also obtain the conditional distribution
where µ j|S and µ k|S are as in equation (21), and Σ jk is the 2n × 2n block matrix with diagonal blocks Σ j and Σ k (defined as in (25)), and
Similarly, given the p × 2 matrix Γ jk with columns γ j and γ k , it follows that
f (e 1 , . . . , e p ) = ∏ p j=1 f j (e j ), we can just integrate out the e j , and obtain the Markov factorization property for G. This concludes the proof of Theorem 1.
Given the result of Theorem 1 and the assumed faithulness, Theorem 2 now follows directly from the consistency for the general
Markov properties
suffice for our purpose.
The following properties are equivalent:
1783
• The Markov factorization property: given the parents pa j of each x j , the joint density ( f ) can be decomposed as
where the f j are the conditional densities.
1785
• The local Markov property: any variable is conditionally independent of its non-descendants, given its parents. (9) and (11) in the main text. The d-separation statements on the right-hand sides are equivalent, as G can never be a (descendant of a) collider. Also the left-hand sides
p Y|U (y j , y k |y S ) = p(y j , y k |y S , GΓ) = p(y j |y S , GΓ)p(y k |y S , GΓ) = p Y|U (y j |y S )p Y|U (y k |y S ).
For Theorem 5 we make the additional assumption that K = ZZ t , Z = I m ⊗ (1, . . . , 1) t being the mr × m design matrix for r 1792 replicates of m genotypes in a balanced design (with mr = n). The first part of Theorem 5 then follows from the results in Appendix 1793 A.7. For the second part, we first recall the equivalence of Y j ⊥ ⊥ Y k |{Y S , G} and Y j ⊥ ⊥ P Y|U Y k |{Y S }. Because of the Gaussianity and 1794 the assumed faithfulness, the latter conditional independence is equivalent with
where we used (19).
1796
Next we consider the conditional distribution of vec([Y j Y k ])|Y S =ỹ S given in () (main text), whose covariance is the 2n × 2n block matrix Σ jk − Σ jk,S Σ −1 S Σ t jk,S . All n × n blocks are a linear combinations of K and I n , and it suffices to show that the coefficient of I n in the off-diagonal blocks is zero if and only if (28) holds. We recall from (24) that
Using the Woodbury identity (equation (27)) with A = V E ⊗ I n , B = V G ⊗ I m and C = I p ⊗ Z, it follows that for any positive-definite
Combining this with the expressions for Σ jk and Σ jk,S given in Appendix A.6, we find that Σ jk − Σ jk,S Σ −1 S Σ t jk,S has off-diagonal blocks
Finally, working out the products in the last display (using that K 2 = (ZZ t ) 2 rK), we find that all A.11. Proof of Theorem 6 1814 Assuming K = ZZ t , the first part of theorem follows from the results in Appendix A.7. For the second part, we use that Y j has genetic 1815 variance σ 2 j (G) = γ t j Σ G γ j (see equation (18)). Because for traits without a direct genetic effect, rows and columns in Σ G are zero, we 1816 can rewrite this as γ t j [D]Σ G [D, D]γ j [D] . Hence, σ 2 j (G) = 0 is equivalent with γ j,l = 0 for all l ∈ D, where we used that Σ G [D, D] is of 1817 full rank (which is a consequence of assumption 5). Using the arguments from the proof of Theorem 4 and the assumed faithfulness, it 1818 follows that this is equivalent with independence of Y j and G.
Supplementary file 1. PCgen: implementation details 1.1. The PC-stable algorithm which are required to avoid arrows pointing into G. Note that Algorithm 1 is written in generic notation with nodes Y 1 , . . . , Y p ; in PCgen we have Y 1 , . . . , Y p+1 , corresponding to G, Y 1 , . . . , Y p .
• in line 5 in Algorithm 1, we skip those triples where Y k turns out to be G These changes appear to be necessary, as edges G ← Y j cannot be avoided with the fixedEdges argument in the pc-function of the Finally, note that if we have r replicates of m genotypes in a completely randomized design, with an m × m relatedness matrix A, the distribution of the data is vec(Y) ∼ N vec(X(BΓ)),
i.e., equation (7) (main text) with K = ZAZ t . Then the distribution of the m × p matrixȲ of genotypic means is then given by Table 2 . Overview of the algorithms available in the pcgen package, for reconstructing either G (the complete graph) or G Y (the subgraph of trait-to-trait relations). The required commands in the pcgen package are given in Table 3 below. The abbreviations 'PCgen', 'PCres(means)' and 'PCres(replicates)' used in the main text refer to respectively PCgen-screening, PCres-multi-A and PCres-uni-R. All PCres approaches are based on the residuals of GBLUP, while PC-GBLUP uses the GBLUP itself.
genetic effect, making the adjacency set of the node G very large. Without any restriction, the number of tests would then increase Table 3 . R-commands for the different algorithms, as implemented in the package pcgen. The first argument is the required phenotypic data-frame (suffStat = d (replicates) or suffStat = m (genotypic means)). The dots represent generic arguments (e.g., alpha and m.max, which define the significance threshold and the maximum size of the conditioning sets). cov.method determines whether univariate (uni) or multivariate (us) GBLUP is to be used ("us" stands for unstructured, as opposed to e.g., factor analytic models. All algorithms involving GBLUP use the residuals ( exponentially with the number of traits. This problem is less severe for PCres; for large data-sets we therefore propose to use the simulated data sets and the rice data. 
Simulation setup
and therefore define the summary graph given in Figure S1 (main text).
Supplementary file 6. Skipping conditional independence tests that do not involve G 6.1. Skipping tests for statements of the form Y j ⊥ ⊥ Y k |{Y S }: a motivation 1993 1994 In Theorem 2 (main text) we provided conditions for consistency of the oracle version of PCgen. In our experience, the finite sample 1995 performance of PCgen can be improved if we skip some of the tests in the skeleton-stage. Differences between the oracle and sample 1996 version of PCgen can occur everywhere in the graph, but seem to occur most often for conditioning sets not containing G. This is 1997 illustrated in the example in Figure 8 , in which there are genetic effects on traits Y 1 and Y 2 , as well as a direct effect of Y 1 on Y 2 . Figure 9 . Typical output of PCgen, without skipping tests for Y j ⊥ ⊥ Y k |{Y S }, and based on observations of (Y 1 , Y 2 , Y 3 , Y 4 ) generated by the model of Figure 8 , for 400 genotypes and 2 replicates. The edge between Y 1 and Y 2 is missing because the test for conditional independence of Y 1 and Y 2 given Y 4 has too little power.
Then given a large number of observations and assuming faithfulness, PCgen will recover the true skeleton. However, with 10 . An example of a linear SEM, before and after the intervention Y 2 := 1. Table S3 . 
Supplementary file 7. Miscelleneous
     0 1 1 0 0 1 0 0 0      , Γ = (I − Λ) −1 =      1 1 2 0 1 1 0 0 1      , Σ = Γ t Σ E Γ = Γ t Γ =     Y 2 := 1 Y 3 Y 1 Y 2 Y 3 1 1 1 1 1 Figure
