The House of Quality has been widely discussed as a mechanism for converting customer attributes into engineering characteristics to ensure the design quality of new products and processes. In the past, this process has been subjective and heuristic. In this paper, we present a mathematical programming model for determining the optimal settings for engineering characteristics based on value functions constructed to capture customer preferences. The model can be used with either traditional subjective measures of customer preference or incorporate empirical models based on quantitative data. The robustness of the optimal solution to randomness in parameter estimates is investigated. An example is used to demonstrate the procedure.
Introduction
Quality Function Deployment (QFD) is a structured methodology for specifying the customer's desires and evaluating the impact of alternative products on those desires [l]. Where product planning and development decisions are concerned, the use of Q F D has gained extensive international support. The fundamental tenet of QFD is that increasing customer satisfaction should be THE goal, When organizations direct their efforts toward meeting the customer's needs, conflict between competing objectives (increasing revenues, decreasing costs and reducing cycle time) is minimized, By reducing midcourse changes and implementation errors, Q F D can decrease both'cycle time and costs. Furthermore, its contribution to the production of goods or services which are more attractive to the customer helps to increase revenues [2] .
To date, practitioners have primarily used QFD to subjectively assess customer preferences and then proceed to heuristically convert these beliefs into engineering specifications. However, QFD's objective is to achieve the highest level of customer contentment subject to organizational constraints on cost, time and other resources. Therefore, after briefly discussing the fundamentals of QFD and utility theory (Section 2), a mathematical programming model is proposed to assist in selecting the mix and levels of Engineering Characteristics (ECs) that maximize customer satisfaction (Section 3). This linear model chooses EC values which balance development and production constraints with market competitiveness. In Section 4, we go beyond the traditional subjective assessment approach and offer a procedure for empirically -deriving and analyzing the customer's preferences. Finally, Section 5 examines the robustness of the optimal solution for both the subjective and objective approaches.
Background

Quality function deployment
While the United States was preoccupied with the Vietnam conflict in the 1960s, Japan quietly became the world's most efficient producer of steel [3]. How an island with virtually no natural resources was able to import materials and convert them into quality products more economically than any other industrialized nation was the genesis for what is today called Quality Function Deployment. We will assume the reader is familiar with the basic steps of the QFD process and concentrate on QFD's ubiquitous toolthe House of Quality (HOQ).
Whether modifying an existing product or developing a new design; the HOQ relates the customer's needs with technical responses for meeting same. For our purposes, the term cuSlorner refers to the applicable group(s) of target customers.
The Pencil Design problem (discussed in Wasserman EC is cxpressed in terms of a cost coefficient (ci) which denotes the incremental change in cost associated with a unit variation in ECi.
Because surveys are often costly and time-consuming (i.c., appropriate audience, sample size, adequate responses, etc.), many QFD teams simply assign the quantitative data by consensus. This is a matter of convenience and can be perilous when entering a new market. In the absence of competitors for benchmarking, the Voice Of the Customer (VOC) is the seminal determinant of success. Even when the VOC is sought, competitive asscssrnents are usually collected and quantified with minimal rigor. The common method is to simply assign numerical values to the various customer responses, and then compute averages. The problem with such an approach is that the implicit assumption of linearity may not be representative of the customer's actual responses if the customer base is segmented into extremes.
To date, only a few papers have appeared that address the issue of finding quantitative models of customer preferences and translating these into optimal technical specifications. Yoder and Mason [5] have proposed using regression analysis to model the CA to EC relationships. We will expand this approach and discuss methods for determining the appropriate data to acquire for fitting models. Cristiano et al. [6] have described a process for determining the portion of the design space that contains EC values satisfying customer preferences. However, no optimization was attempted and the procedure assumes uncorrelated ECs. Using a continuous knapsack problem analogy, Wasserman [4] has proposed ranking ECs based on their ratio of technical importance to cost coefficient and then assigning effort to characteristics to maximize return.
Utility theory
Utility theory is concerned with the problem of trading off the achievement of one objective against one or more other objectives. Value functions provide one approach to the tradeoff problem. where the symbols E and + mean indiflerent to and preferred to, respectively. Consequently, knowledge of the decision maker's value function uniquely specifies his entire preference structure [7] . The decision-maker's problem is to choose (XI ,x2,. . . , x n ) such that ~(~1 ,~2 , . . . , x n ) 
where u is a value function and the symbol < means preferred or indifferent to. If there are more than two outcomes for an event, the decision-maker's problem is to choose (~1~x 2 , .
. . )xn) so that u is maximized. Assuming u is a continuous function and (4 )d2,. . . ,<) represents all possible outcomes other than (XI ,x2,. . . , x n ) , u(xI,x2,. . . , x n ) is maximized wherever the vector x dominates the vector x'. The region of dominance is called the efficient frontier or Pareto optimal set. The concept of dominance is only concerned with the ordinal dimension of the outcome ( x I , x~, . . . ,I,,). For example, let xi = 8 and xi = 4. Then xi > XI. Conversely, the car-dinal dimension of the outcome accounts for the fact that xi is twice as large as 4 or the difference between xi = 8 and 4 = 4 is greater than the difference between xi = 7 and 4 = 5 .
Theoretically, value functions assume riskless events; there is certainty about the probability of each outcome (p = 1). Utility functions address the case where uncertainty exists for each outcome (p < 1). The fundamental assertion of utility theory is that the expected value of the probability distribution for a set of outcomes may be used to numerically transform ( x I , x z , . . . , x n ) into cardinal values. The resulting utility function u ( x ) accounts for both the decision maker's preference structure and his aversion to risk. Many utility theorists take the distinction between value and utility functions seriously. Others feel that gamble-based elicitations provide nothing more than a consistency check of the value function [8] . The issue is largely irrelevant to our work. Keeney and Raiffa Without loss of generality, we will assume such dominance in the application of utility theory to QFD.
Basic mathematical program
QFD requires an understanding of the relationships between the Customer's desired Attributes (CAs) and a product's ECs. We assume the relationship can be locally approximated by a linear function and thus these relationships can be described by the estimated rate of change in customer value as each EC is varied. Further, we assume the design factors have been parameterized to a principal set of uncorrelated ECs that can be specified separately.
Consider a HOQ where: (1) the ECs are uncorrelated;
(2) the relative technical difficulty of each EC; is expressed in terms of the cost/time to develop and produce improvements;
(3) the relationship between each CAj and the ECs can be described via a linear function with coefficients pij, and (4) preferential independence exists among the customer attributes. Let Vk be the vector of customer attribute values for some alternative design k. For example, the value of the jth customer attribute for design k is
where flij E (0, A, 0, ., A, 0 ) and E is an error term If and only if preferential independence exists, then cus-tion across attributes [7] . In this case one can assign an objective value ( v k ) to a weighted combination of the CA values by
where the 2, are the relative importance weights for the customer attributes normalized such that xjAj = 1. The importance weights can ,be found using the Analytical Hierarchy Process or a similar procedure. T o allow direct comparison, we assume the F$ values of Equation (4) are normalized such that i$k = 1 if all ECi are set to their most favorable value and c k = 0 if all ECi are set to their least favorable value in design k. Thus, 0 5 5k 5 1. The normalization process will be described in greater detail as part of the formal description of the optimization model. Our objective is to maximize total customer satisfaction subject to technological and economic feasibility. In accord with standard notation we denote our decision variables, the target values for the ECs, as xi. In order to develop a parameterization for the optimization model that is independent of the arbitrary scaling and domain of the ECs, we will center and code (scale between 0 and I ) the decision variables. This will allow us to combine the ECs into value functions for the CAs (Equation 3) and then combine the CAs into a single objective using the user-specified relative importance factors (Equation 4).
The coded values will be denoted xfC. In dealing with the entire set of possible design specifications we drop the subscript k. This leads to the following mathematical program:
Maximize Aj 5,
The objective function (5) chooses that vector of EC values (x*) which generates the maximum amount of tomer satisfaction can be measured as an additive func-satisfaction relative to the customer's stated importance (I,) of the attributes. In Equation (6) we allow the specification of minimal values, y j , for the value of each customer attribute. Equation (7) repeats the value function definition from Equation (3), but in normalized forin. In other words, Equation (7) describes the standardized numerical relationship between each CAj and the ECs of the HOQ matrix. These relationships can be subjectively assigned or derived objectively. T o enforce the restriction 0 5 4 5 1 in the coded model, we first find the minimum and maximum value of the satisfaction as defined in Equation (3). These are found by placing all ECs at their worst then best levels respectively and are denoted Ti" and qmax. The coding of the EC values described in the next paragraph is used to define worst and best levels. The resultant I $ values in Equation (7) give the proportion of the potential marginal increase in customer attribute j that is attained by the candidate design. Li and U; are the lower (minimum) and upper or 59.38% would be obtained because the marginal rates of unit improvement for x1 and x2 are 2.5% 1/(50 -10) and 12.5% 1/(9 -I ) , respectively. Coding of the xi products a consistent scaling of the design space with appropriate values for 6. In this case, from Equation (9), = (-12, 12) and V,(x = [30,3]) = 68.75% from Equation (7) . Note that qmin and qmaX were computed using the coded xi values. We measure the improvement in each EC relative to some nominal default value x: -This will normally be the current or readily obtained value, typically either Li or U; depending on the direction of technical improvement. Zi is the improvement of ECi relative to its default value x!. This is shown in Equation (10) for the case that more is better. The next three constraints limit production cost, (Equation 13) . The constraint assumes that design activities are performed in series. If sufficient resources are available to perform these activities in parallet, Equation (13) is replaced by the constraint max t; x 2; 5 T .
The mathematical program in Equations (5) through (13) define a linear program. Clearly, in some cases the customer assessments, cost, or time functions could be better modeled by nonlinear models. ECs with a finite set of technologically feasible values could be accommodated by defining a binary 0-1 variable for each design option and adding a constraint that forces the selection of a single option for each such EC. However, for the purposes of describing the methodology, we will assume the linear models are adequate throughout the remainder of this paper. 
Empirical modeling
Thus far, we have assumed that subjective symbols {0, A, 0, ., A, a} and their transformed values accurately describe significant relationships for the CAs and their associated ECs. In the basic mathematical programming model, a product's overall desirability depends upon the value functions of Equation (7) . Therefore, each VJ irnplicitly models some combination of the customer's preferences. Objectiveiy revealing these desires is the subject of this section.
Consider the Pencil Design HOQ (Fig. 3) and work of Yoder and Mason [5] . In order to build an empirical model for each CA, the target customer's assessment of the competing products is treated as the dependent variable and the EC(s) for that attribute are the independent variable(s). Utilizing regression analysis, a first-order value function of the form can be derived by the method of least squares for each CA. Sample data on custonier assessments for various product configuration is used for fitting the paramete:s in Equation (14). In applying the approach, we center the data as defined in Equation (9) and fit the normalized model (see Equation (7)). Analysis of residuals and the amount of curvature will reveal the validity of a value function; the coefficient of determination (adjusted R2) helps to judge its completeness. Such analysis can expose the need for non-linear relationships. Jn Fig. 3, each response variable (CA,, j = 1,2 or 3) could be related to as many as three regressor variables (ECi, i = I , 2 or 3). A minimum of four (k + 1) observations are therefore necessary to account for the unknown regression coefficients poi, plj, p2j and pjj. However, in order to measure the significance of each value function, at least five (k -+ 2) observations are needed. This data may be obtained from the examination of parameterized prototypes or competitors' products if they are available. The issue of robust statistical models, and techniques for capturing the requisite data to support them, follows.
Design of Experiment (DOE) methods can play an important role in the optimization of customer satisfaction. Systematically and accurately capturing the voice of the customer establishes a value function's legitimacy. The use of efficient and augmented experimental designs for building empirical models [9, 10] , applied to the HOQ, yields valid models of customer value. Once the industrial design process has identified the customer's needs (CA,) and weighted them accordingly (Aj), customer receptivity can be evaluated through the use of prototypes or 3-dimensional Computer-Aided Design (CAD) images. Regardless of the approach taken, gathering customer data for the design points can be arduous. This investment of effort is nevertheless essential to the DOE methodology as demonstrated in its application to the pencil design problem.
.
An empirically designed pencil
Using the framework of the pencil design problem, an experiment utilizing a Z3-' design with single center point was chosen to elicit customer responses. The 23-1 design is a resolution 111 design and aliases all main effects with two-factor interactions. After examining the products available, we expanded the more restricted design space of the Pencil Design problem (Table 1 ). The two levels Combinations of three sizes (4, 6 and 8") of prototype pencils with different styles of lead (0.5, 0.7 and 1.0 mm) generated the design points. The thicker the lead then: (1) the shorter the time between sharpenings; and (2) the more residue produced. The mean responses of three University of Arizona graduate students were then used to derive the customer's value functions for CAI, CA2 and CA3. The data in Fig. 4 were obtained. Stepwise regression analysis produces the value functions of Table 2 for the (Pok-J') problem. (Only significant coefficients in the value functions are shown. All others were set equal to zero). The linearity assumption is not necessarily warranted. While the value functions are still statistically significant (F& M 0.001), after centering each value function and eliminating the poj ( d f = 15 -3 = 12), firstorder models account for x 86% (adjusted R2) of the customer's assessments. For the limited set of data, the residuals appear to support the assumption E~ NID(0, 0 2 ) . We solved the mathematical program for three cases whose conditions are summarized in Table 3 . The cases differ based on the development budget available and the minimum acceptable aspiration levels for the customer attributes. Each optimal design vector (xi) represents the maximum amount of customer value attainable for instance k. These results emphasize the necessity for analyzing costs in conjunction with the QFD effort. Otherwise, any solution may be sub-optimal relative to market competitiveness, particularly if cost is not modeled as a CA. In the case of a product's subsystems or components, value engineering methods can effectively determine the hierarchical costs of the ECs under consideration. We will briefly describe each instance. the pencil design problem (see Fig. 2 ), similar customer satisfaction levels (Table 3) are achieved for this subjective case. This revision to the pencil design problem will be referred to as the (PDE) problem. Note that the different sets of coefficients produce the same optimal design vector (x;) for all instances of the (PDk-p) and (PDE) problems. This is not coincidental and is the subject of the next section.
Sensitivity analysis
Due to the estimation of the value functions and hence the objective function, either through subjective assessment or empirical model building, it is of interest to explore the sensitivity of the solution with respect to the parameter estimates. As long as the current basis is correct in the linear program, we know the solution is optimal. While the satisfaction may be subject to randomness, the set of basic variables and the technological constraints determine the parameter settings.
Consider Instance 2 only. A graphical comparison of the value functions versus the subjective relationships of CA2 and CA3 reveals similar normalized design spaces ( Fig. 5(a-d) ). The cost coefficients are essentially random variables, either based on the regression model or subjective assessments. Sensitivity analyses of the cost coefficients for the (Pok-P) and (PDE) problems are shown in Table 4 . Assuming Pkj is fixed (Vk # z), this is the range of values for each Pij over which the current basis remains optimal [l I]. In the remainder of this section, we develop a general procedure for finding the probability that the final basis is truly optimal given random sample estimates of the value functions.
The current basic feasible solution is optimal for each (maximization) problem instance as long as the vector zjcj 2 0 ( V j ) . Here zj = cBB-'aj, where CB = the vector of basic variable cost coefficients, B = the current basis, aj = the column of the constraint (activity) matrix for the non-basic variable j and cj = the nonbasic variables cost coefficient. Even though the precise value of the objective function value may be unknown due to uncertainty in the cost parameters, as long as z j -c, is nonnegative ( V j ) the current basis remains optimal.
We are interested in when the current basis remains optimal for simultaneous changes in the cost coefficients of both basic and non-basic variables. The changes of interest in these coefficients are given by the elliptical confidence contours of the parameter estimation scheme. Winston Obviously, either r: or r i = 0 ( V k ) . .If C K r k 5 1 (or equivalently, if C K r k expressed as a percentage is < loo%), the current basis remains optimal for the set of zl variables (K). If '& rk > 1, the current basis may or may not be optimal and the vector zjcj must be calculated.
Our goal is to find the probability that the current basis is optimal. This is a function of the random parameter estimates (& The following mathematical program determines that joint confidence region for all coefficients where C rg 5 1. In other words, the maximum joint confidence region whose ellipse satisfies C r i j 5 I for all combinations of r; and r;. The desired probability (1 -a) is then given by Fo (where FO = Fa,p,n-p) . The 76% confidence region in Fig. 6 meets this criterion. powerful in the presence of linear value functionswhich more accurately capture the customer's preferencesand independent ECs. The methodology was applied to a pencil design problem from the literature and shown to produce an improved design. Due to the random variability in the empirical models for capturing customer preferences, it is important to deduce the probability of finding the optimal basis for the optimization problem. This probability can be measured by sampling from the multivariate distribution of parameter estimates and checking for optimality, or estimated by use of the 100% Rule or maximum inscribed confidence contour. Finally, it should be noted that the voice of the customer is not always linear and the ECs may be related. In these cases, the optimization problem becomes nonlinear.
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We have proposed a method that combines the use of mathematical programming and utility theory to maximize customer satisfaction while accounting for the impact of costs and technological constraints when designing products. Such an approach is all the more 
