Abstract. Consider a sequence of partial sums S i = ξ 1 + · · · + ξ i , 1 ≤ i ≤ n, starting at S 0 = 0, whose increments ξ 1 , . . . , ξ n are random vectors in R d , d ≤ n. We are interested in the properties of the convex hull C n := Conv(S 0 , S 1 , . . . , S n ). Assuming that the tuple (ξ 1 , . . . , ξ n ) is exchangeable and a certain general position condition holds, we prove that the expected number of k-dimensional faces of C n is given by the formula Further, we compute explicitly the probability that for given indices 0 ≤ i 1 < · · · < i k+1 ≤ n, the points S i1 , . . . , S i k+1 form a k-dimensional face of Conv(S 0 , S 1 , . . . , S n ). This is done in two different settings: for random walks with symmetrically exchangeable increments and for random bridges with exchangeable increments. These results generalize the classical one-dimensional discrete arcsine law for the position of the maximum due to E. Sparre Andersen. All our formulae are distribution-free, that is do not depend on the distribution of the increments ξ k 's.
, Further, we compute explicitly the probability that for given indices 0 ≤ i 1 < · · · < i k+1 ≤ n, the points S i1 , . . . , S i k+1 form a k-dimensional face of Conv(S 0 , S 1 , . . . , S n ). This is done in two different settings: for random walks with symmetrically exchangeable increments and for random bridges with exchangeable increments. These results generalize the classical one-dimensional discrete arcsine law for the position of the maximum due to E. Sparre Andersen. All our formulae are distribution-free, that is do not depend on the distribution of the increments ξ k 's.
The main ingredient in the proof is the computation of the probability that the origin is absorbed by a joint convex hull of several random walks and bridges whose increments are invariant with respect to the action of direct product of finitely many reflection groups of types A n−1 and B n . This probability, in turn, is related to the number of Weyl chambers of a product-type reflection group that are intersected by a linear subspace in general position. 1 
Statement of main results
1.1. Introduction. Let ξ 1 , . . . , ξ n be (possibly dependent) random d-dimensional vectors with partial sums S i = ξ 1 + · · · + ξ i , 1 ≤ i ≤ n, S 0 = 0. The sequence S 0 , S 1 , . . . , S n will be referred to as random walk or, if the additional boundary condition S n = 0 is imposed, a random bridge.
In the one-dimensional case d = 1, Sparre Andersen [23, 24, 25] derived remarkable formulae for several functionals of the random walk S 0 , S 1 , . . . , S n including the number of positive terms and the position of the maximum. More specifically, assuming that the joint distribution of the increments (ξ 1 , . . . , ξ n ) is invariant under arbitrary permutations and sign changes and that P[S i = 0] = 0 for all 1 ≤ i ≤ n, Sparre Andersen proved in [25, Theorem C] the following discrete arcsine law for the position of the maximum:
By the symmetry, the same holds for the position of the minimum. Surprisingly, the above formula is distribution-free, that is its right-hand side does not depend on the distribution of (ξ 1 , . . . , ξ n ) provided the symmetric exchangeability and the general position assumptions mentioned above are satisfied. Another unexpected consequence of this formula is that the maximum is more likely to be attained at i = 0 or i = n rather than at i ≈ n/2, as one could naïvely guess. A discussion of the arcsine laws can be found in Feller's book [6, Vol II, Section XII.8].
Let us now turn to the general d-dimensional case and ask ourselves what could be an appropriate multidimensional generalization of (1) . Of course, the maximum and the minimum are not well defined for multidimensional random walks, but instead we can consider vertices (and, more generally, faces) of the convex hull C n := Conv(S 0 , S 1 , . . . , S n ) = {α 0 S 0 + · · · + α n S n : α 0 , . . . , α n ≥ 0, α 0 + · · · + α n = 1}.
Clearly, C n is a random polytope in R d whose vertices belong to the collection {S 0 , S 1 , . . . , S n }. In the one-dimensional case, C n has two vertices, the maximum and the minimum, but in higher dimensions the question on the number of vertices (or, more generally, faces) and their positions becomes non-trivial. The main results of the present paper can be summarized as follows. Under the appropriate exchangeability and general position assumptions on the random walk or bridge, we compute (a) the expected number of k-dimensional faces of C n , for all 0 ≤ k ≤ d − 1, and (b) the probability that the simplex Conv(S i 1 , . . . , S i k+1 ) is a k-dimensional face of the convex hull C n , for a given collection of indices 0 ≤ i 1 < · · · < i k+1 ≤ n. All formulae turn out to be distribution-free. The probabilities in (b), referred to as face probabilities, will be interpreted below in terms of the so-called absorption probabilities, that is the probabilities that a joint convex hull of several random walks and random bridges contains the origin. In our recent work [13] , we showed that in the case of just one random walk or bridge, the absorption probability can be computed in a purely geometric way by counting the number of Weyl chambers of a certain reflection group that are intersected by a linear subspace in general position. Moreover, we showed in [13] that random walks correspond to Weyl chambers of type B n , whereas random bridges correspond to type A n−1 chambers. In the present paper, we extend the results of [13] to joint convex hulls of several random walks and bridges. We shall show that the corresponding absorption probabilities can be interpreted in terms of Weyl chambers of product type. Our main formula for the absorption probabilities will be stated in Theorem 2.1, below.
We shall argue below that (b) can be viewed as a generalization of the discrete arcsine law to higher dimensions. Let us mention that there is another discrete arcsine law, also due to Sparre Andersen [25, Theorem C] , for the number of positive terms in a random walk. A multidimensional generalization of this result is considered in our separate paper [12] .
Convex hulls of random walks and their applications to Brownian motions and Lévy processes were much studied; see, e.g., [2, 3, 5, 14, 15, 16, 17, 22, 26, 29, 30] . These papers concentrate mostly on functionals like the volume and the perimeter, which are not distribution-free. Face probabilities for faces of maximal dimension were computed by Barndorff-Nielsen and Baxter [2] and Vysotsky and Zaporozhets [29] . We shall recover the corresponding formula as a special case of our results, but our methods are different from that of [2, 29] . Reviews of the literature on random convex hulls and random polytopes can be found in [9, 16, 21 ].
Expected number of k-faces.
Recall that C n = Conv(S 0 , . . . , S n ) denotes the convex hull of a d-dimensional random walk (S i ) n i=0 with increments ξ 1 , . . . , ξ n . The increments are random vectors which may be dependent. Our first result is a formula for the expected number of k-dimensional faces of C n . To state it, we need to impose the following assumptions on the joint distribution of the increments.
(Ex) Exchangeability: For every permutation σ of the set {1, . . . , n}, we have the distributional equality
. . , ξ n ). (GP) General position: For every 1 ≤ i 1 < · · · < i d ≤ n, the probability that the vectors S i 1 , . . . , S i d are linearly dependent is 0.
Example 1.1. Conditions (Ex) and (GP) are satisfied if ξ 1 , . . . , ξ n are independent identically distributed, and for every hyperplane H 0 ⊂ R d passing through the origin we have P[S i ∈ H 0 ] = 0, for all 1 ≤ i ≤ n. The proof of (GP) can be found in [13, Proposition 2.5], while the proof of (Ex) is trivial. The assumption P[S i ∈ H 0 ] = 0, 1 ≤ i ≤ n, in turn follows (for i.i.d. increments) if we assume that P[ξ 1 ∈ H] = 0 for every affine hyperplane H ⊂ R d ; this is again shown in the proof of [13, Proposition 2.5] . To clarify, the proposition additionally assumes (although does not state explicitly in the published version) that ξ 1 Theorem 1.2. Let (S i ) n i=0 be a random walk in R d , n ≥ d, whose increments ξ 1 , . . . , ξ n satisfy conditions (Ex) and (GP). Then, for all 0
The right-hand side contains the (signless) Stirling numbers of the first kind n m and the Stirling numbers of the second kind n m , where m, n ∈ N and 1 ≤ m ≤ n, which are defined as the number of permutations of an n-element set with exactly m cycles and the number of partitions of an n-element set into m non-empty subsets, respectively. The exponential generating functions of the Stirling numbers are given by
For these and other properties of Stirling numbers, we refer to [7, Chapters 6 and 7] . For n ∈ N, m ∈ Z\{1, . . . , n} and n / ∈ N we use the convention n m = n m = 0, so that the sum in (2) contains only finitely many non-vanishing terms. The Stirling numbers of the first kind can also be defined as the coefficients of the rising factorial
Remark 1.3. Let us mention some special cases of Theorem 1.2. For faces of maximal dimension (where k = d − 1 and only the term with l = 0 is present) and vertices (where k = 0), formula (2) simplifies to
where we used the identities
. For example, in dimension d = 2, both the expected number of edges and the expected number of vertices of the random polygon C n are equal to 2H n := 2 1 + 1 2
= n!H n . This result was known [3, 29] . In dimension d = 1 we recover the trivial formula E [f 0 (C n )] = 2, which accounts the two vertices being the maximum and the minimum of the random walk, since
Remark 1.4. Using the fixed k asymptotic formula for Stirling numbers of the first kind, see [11, page 160] (or [32] for much more precise asymptotics), namely
we obtain
Here, a n ∼ b n means that lim n→∞ a n /b n = 1. Interestingly, the same asymptotics (up to a constant factor) holds for the expected number of k-faces of the convex hull of n i.i.d. points uniformly distributed in a d-dimensional convex polytope; see [20] .
Remark 1.5. Under assumptions (Ex) and (GP), each face g ∈ F k (C n ) of the polytope C n is, with probability 1, a k-dimensional simplex of the form
for some indices 0 ≤ j 1 (g) < · · · < j k+1 (g) ≤ n. It suffices to prove this for k = d − 1 because all faces of a simplex are simplices. For all 0 ≤ i 1 < · · · < i d+1 ≤ n we have
by assumptions (Ex) and (GP). It follows that, with probability 1, every (d − 1)-dimensional face of C n contains at most d vertices and, consequently, is a simplex.
1.3.
Face probabilities for symmetric random walks. In the next theorem we compute the probability that a given collection of points of the random walk forms a face of the convex polytope C n . To state it, we need an assumption which, in addition to exchangeability, requires invariance with respect to sign changes: (±Ex) Symmetric exchangeability: For every permutation σ of the set {1, . . . , n} and every ε 1 , . . . , ε n ∈ {−1, +1}, there is the distributional equality
Random walks satisfying (±Ex) will be frequently referred to as symmetric. For example, (±Ex) is satisfied if ξ 1 , . . . , ξ n are i.i.d. random vectors in R d with centrally symmetric distribution (meaning that ξ 1 has the same distribution as −ξ 1 ). Theorem 1.6. Let (S i ) n i=0 be a random walk in R d whose increments ξ 1 , . . . , ξ n satisfy assumptions (±Ex) and (GP). Fix some 0 ≤ k ≤ d − 1 and let 0 ≤ i 1 < · · · < i k+1 ≤ n be any indices. Then,
where the P
(j)'s are the coefficients of the polynomial
For j < 0 or j > n − k we use the convention P
Remark 1.7. Take some 0 ≤ i ≤ n. For the probability that S i is a vertex of the convex hull C n , we obtain, by taking k = 0 in Theorem 1.6,
where the P (n) i (j)'s are the coefficients of the polynomial
In the one-dimensional case d = 1, the convex hull is the interval
so (by symmetry of the increments) the probability that S i is a vertex of C n is just twice the probability that S i is the maximum. Therefore, (7) and (8) yield
for all i = 0, . . . , n, which recovers the discrete arcsine law for the position of the maximum due to Sparre Andersen [25, Theorem C] , see also [6, Vol II, Section XII.8]. Thus, we can view Theorem 1.6 as a multidimensional generalization of the discrete arcsine law. (0) in the numerator) recovers a formula of Vysotsky and Zaporozhets [29] :
(j) admit the following probabilistic interpretation. Consider the random variables
where A 1 , A 2 , . . . are independent events with P[A m ] = 1/m, m ∈ N. The generating functions of K n and L n are given by
It is well known that the number of cycles of a uniform random permutation on n elements has the same distribution as K n . This can be deduced from the connection between random uniform permutations and the Chinese restaurant process; see [19, Section 3.1] . To give a similar interpretation of L n , consider the group of signed permutations of the set {1, . . . , n}. Any such permutation can be written in the form
where σ is a permutation on {1, . . . , n} and ε 1 , . . . , ε n ∈ {−1, +1}. The permutation σ can be decomposed into cycles. We call a cycle w 1 → w 2 → · · · → w r → w 1 of σ an even cycle of the signed permutation Σ if ε w 1 . . . ε wr = +1, i.e. if making a full turn along the cycle does not change the sign. Clearly, for a uniformly chosen random signed permutation, any cycle is even with probability 1/2, independently of all other cycles. This implies that the number of even cycles has the same distribution as L n . The symmetric group and the group of signed permutations, acting on R n as the reflection groups A n−1 and B n , will play a major role in our proofs.
Let us now return to Theorem 1.6. Let
be independent random variables with the same distributions as
Thus, the faces probabilities are similar to the distribution functions of the total number of cycles in a set of independent random permutations of the appropriate types. Example 1.10. In a sharp contrast with Theorem 1.2, the assumption of symmetric exchangeability is essential in Theorem 1.6. To see this, consider i.i.d. standard normal random vectors η 1 , . . . , η n in R d and define
Clearly, the random vectors ξ 1 (t), . . . , ξ n (t) satisfy assumptions (Ex) and (GP) for all t > 0. On the other hand, the corresponding random walk S i (t) := ξ 1 (t) + · · · + ξ i (t), 1 ≤ i ≤ n, starting at S 0 (t) := 0 satisfies
which converges to 1 as t → 0 because ½ {0∈Conv(S 1 (t),...,Sn(t))} → 0 a.s. as t → 0. It follows that p(t) cannot be given by (7) for sufficiently small t. The reason is the lack of central symmetry of the distribution of increments.
1.4. Face probabilities for random bridges. Random bridges are essentially random walks required to return to the origin after n steps. Formally, let ξ 1 , . . . , ξ n be (in general, dependent) random vectors in R d with partial sums S i = ξ 1 + · · · + ξ i , 1 ≤ i ≤ n, and S 0 = 0. We impose the following assumptions on the increments ξ 1 , . . . , ξ n :
(Br) Bridge property:
For every permutation σ of the set {1, . . . , n}, we have the distributional equality
(GP ′ ) General position: For every 1 ≤ i 1 < · · · < i d ≤ n − 1, the probability that the vectors S i 1 , . . . , S i d are linearly dependent, is 0. The bridge starts and terminates at the origin: S 0 = S n = 0 a.s. Let us stress that, unlike in the case of random walks, we don't need any central symmetry assumption on the increments.
As above, we denote by C n = Conv(S 0 , . . . , S n ) the convex hull of S 0 , . . . , S n and by F k (C n ) the set of its k-faces, where 0 ≤ k ≤ d − 1.
be a random bridge in R d whose increments ξ 1 , . . . , ξ n satisfy the above assumptions (Br), (Ex), (GP ′ ). Fix some 0 ≤ k ≤ d−1 and let 0 ≤ i 1 < · · · < i k+1 < n be any indices. Then,
where the Q
and we put i k+2 = n+i 1 . For j < 0 and j > n−k−1 we use the convention Q
Remark 1.12. For faces of maximal dimension k = d − 1 the above formula simplifies to
, which recovers a result obtained in [29] .
Remark 1.13. At the other extreme case, taking k = 0 in Theorem 1.11 yields the following formula for the probability that S i , where 0 ≤ i < n, is a vertex of the convex hull C n :
Note that the result does not depend on i which becomes quite straightforward if one notices the cyclic exchangeability: (ξ 1 , . . . , ξ n ) has the same distribution as (ξ i+1 , . . . , ξ n , ξ 1 , . . . , ξ i−1 ) for all i = 0, . . . , n − 1. Since 
1.5. Shift averages of face probabilities for general random walks. Connection to random bridges. Finally, let us again turn to random walks. As was argued in Example 1.10, face probabilities for non-symmetric exchangeable random walks do not enjoy distribution freeness. On the other hand, the next theorem states that certain shift averages of face probabilities are distribution-free.
be a random walk in R d whose increments ξ 1 , . . . , ξ n satisfy conditions (Ex) and (GP) but do not need to satisfy (±Ex). Then, for all 0 ≤ k ≤ d − 1 and
where in the second line we put
According to Theorem 1.11, the last expression is exactly the face probability of a random bridge of length n + 1. This is due to a direct relation between convex hulls of random walks and random bridges, which is the essence of our proofs of Theorem 1.2 and Theorem 1.14 (given below in Sections 5 and 6, respectively). The main idea, explored in Section 5.3, is to construct a random bridge from a non-symmetric random walk S 0 , . . . , S n by adding the extra increment ξ n+1 = −S n and reshuffling the total n + 1 increments randomly to enforce the exchangeability. For faces of maximal dimension k = d − 1, a different proof of Theorem 1.14 (without the middle term) was given by Vysotsky and Zaporozhets [29] .
2. Absorption probability for the joint convex hull 2.1. Connection to absorption probabilities. Let us describe the idea of our proofs of Theorems 1.6 an 1.11. For concreteness, consider a symmetric random walk (S i ) n i=0 in the three-dimensional space R 3 . Given some 0 ≤ i 1 < i 2 ≤ n, we consider the probability that the segment [S i 1 , S i 2 ] is an edge of the polytope C n = Conv(S 0 , . . . , S n ). Denote by l the line passing through the points S i 1 and S i 2 , and let h be any two-dimensional plane orthogonal to the line l. The intersection point of l and h is denoted by P 0 .
Consider the orthogonal projection of the random walk S 0 , . . . , S n on the plane h. Since the projection of the points S i 1 and S i 2 is P 0 (which we from now on view as the "origin" of the plane h), we can split the projected random walk path into three components: the "walk" from the projection of S 0 to P 0 (which shall be time-reversed and sign-changed to be "starting" at P 0 ), the "bridge" from P 0 to P 0 , and the "walk" from P 0 to the projection of S n . The basic geometric observation underlying our proof of Theorems 1.6 and 1.11 is as follows:
is an edge of the convex hull C n if and only if the point P 0 is a vertex of the joint convex hull of these three projected paths. Thus, we need to compute the socalled non-absorption probability, that is the probability that the interior of the joint convex hull of several random walks and bridges starting at the origin does not contain the origin. Problems of this type for just one random walk or random bridge were considered in our recent work [13] .
2.2. Absorption probability for joint convex hulls. Consider a collection of s random walks and r random bridges in R d whose increments have a joint distribution invariant under the following transformations: we are allowed to perform any signed permutation of the increments inside any random walk, and any permutation of increments inside any random bridge. The next theorem provides a distribution-free formula for the probability that the joint convex hull of such random walks and bridges absorbs the origin. A particular case of this theorem was stated without proof in [13, Theorem 2.7] . Before stating the theorem, we introduce necessary notation and assumptions.
Denote by Sym(n)the symmetric group on a set of n elements. Fix s, r ∈ N 0 := N ∪ {0} that do not vanish simultaneously, n 1 , . . . , n s ∈ N, m 1 , . . . , m r ∈ N\{1}, and consider ddimensional random vectors
ns ∈ {−1, +1}, we have the distributional equality
Consider the collection of s random walks (S
Write H for the joint convex hull of these walks and bridges, that is
Theorem 2.1. Assume that (12) holds and that any d random vectors from the list on the right-hand side of (13) are linearly independent with probability 1. Then
where the P (j)'s (which also depend on s, r, n 1 , . . . , n s , m 1 , . . . , m r ) are the coefficients of the polynomial
Remark 2.2. Theorem 2.1 computes the so-called absorption probability. The non-absorption probability is given by
with the usual convention P (j) := 0 for j < 0. To see the equivalence of (14) and (16) note that
obtained by taking t = +1 and t = −1 in (15).
Remark 2.3. We can include the joint starting point 0 to the joint convex hull and consider H 0 := Conv(H, 0). Then, under the general position assumption of Theorem 2.1, we have
Remark 2.4. Without the general position condition, it holds that
where Int H is the interior of H. We omit the proof of these inequalities because it is analogous to the proof of Proposition 2.10 in [13] .
3. Proof of Theorem 2.1 3.1. Symmetry groups and Weyl chambers. In our recent work [13] we showed that absorption probabilities for random walks with symmetrically distributed increments (respectively, random bridges) can be interpreted geometrically using Weyl chambers of type B n (respectively, A n−1 ). We shall extend these ideas by showing that Theorem 2.1 concerning the convex hull of several walks and bridges can be interpreted in terms of Weyl chambers corresponding to the direct product of several reflection groups. The possibility of extension to direct products was mentioned without proof in Theorem 2.7 of [13] . We start by recalling some relevant definitions. The reflection group of type B n is the symmetry group of the regular cube [−1, 1] n (or of its dual, the regular crosspolytope). The elements of this group act on R n by permuting the coordinates in arbitrary way and multiplying any number of coordinates by −1. The number of elements of this group is 2 n n!. We shall not distinguish between an abstract group and its action because this convenient for our purposes.
The reflection group of type A n−1 is the symmetric group Sym(n) which acts on R n by permuting the coordinates. The number of elements of this group is n!. The action of this group leaves the following hyperplane invariant:
which explains why the subscript n − 1 rather than n appears in the standard notation A n−1 . Note that the group A n−1 is the symmetry group of the regular simplex with n vertices (defined as the convex hull of the standard basis in R n ). The fundamental Weyl chambers of type A n−1 and B n are the following convex cones in R n :
Observe that C(A n−1 ) is a fundamental domain for the reflection group A n−1 . This means that the cones of the form gC(A n−1 ), g ∈ A n−1 , are pairwise disjoint and the union of their closures constitutes R n . The cones gC(A n−1 ) or their closures will be referred to as Weyl chambers of type A n−1 . Similarly, the cone C(B n ) is a fundamental domain for the reflection group B n , and the closures of the cones gC(B n ), g ∈ B n , are called Weyl chambers of type B n . Note that there are n! Weyl chambers of type A n−1 and 2 n n! Weyl chambers of type B n .
In the sequel, a fundamental role will be played by the following reflection group of direct product type:
in the following natural way. Let e 
where:
and each h θ (j) is the orthogonal transformation of R m j defined by
The total number of elements in the group G is 2
3.2. Absorption probability and subspaces intersecting Weyl chambers.
Consider the (open) Weyl chambers
and their direct product
LetC denote the closure of C. Note that C is a fundamental domain for the action of G on R n . The closed convex cones gC, where g ∈ G, are called Weyl chambers (of product type). Let L (j) be the hyperplane invariant under the action of the group A m j −1 :
and consider the linear subspace
Note that the action of G leaves L invariant. Let A be a d × n-matrix with the columns 
1 , . . . , f
to the vectors listed in (21), respectively. The next lemma states that the absorption probability equals the probability that the random linear subspace (Ker A) ∩ L intersects any given Weyl chamber gC in a non-trivial way.
Lemma 3.1. Under the assumptions of Theorem 2.1, for every g ∈ G,
1 , . . . , S
(1)
ns , R
1 , . . . , R
Proof. We are interested in the probability of the event
Recall that g : R n → R n is a linear operator given by (17) , (18), (19) . The columns of the matrix Ag are
, . . . , ε
, . . . , η
, . . . , η (r) θ (r) (1) , . . . , η , as one can easily check by computing the action of Ag on the standard basis of R n ; see (22) . So, we can write the event E in the form
For every 1 ≤ i ≤ s, there is a bijective correspondence between
given by
Similarly, there is a bijective correspondence between y (j) = (y
given bỹ 
modulo null sets, where we omitted the terms
which vanish by the bridge condition (11) . The invariance assumption (12) implies the distributional equality
. (24) Therefore,
The term on the right-hand side is the probability that the joint convex hull of the walks S 3.3. Hyperplane arrangements. Now we need some results from the theory of hyperplane arrangements [18, 28] . A linear hyperplane arrangement (or simply "arrangement") A is a finite set of distinct hyperplanes in R n that pass through the origin. The rank of an arrangement A is the codimension of the intersection of all hyperplanes in the arrangement:
Equivalently, the rank is the dimension of the space spanned by the normals to the hyperplanes in A. The characteristic polynomial χ A (t) of the arrangement A is defined by
where #B denotes the number of elements in the set B, and rank(∅) = 0 under convention that the intersection over the empty set of hyperplanes is R n . The original definition of the characteristic polynomial uses the notions of the intersection poset of A and the Möbius function on it; see [28 Denote by R(A) the finite set of open connected components ("regions" or "chambers") of the complement R n \ ∪ H∈A H of the hyperplanes. The following fundamental result due to Zaslavsky [33] (see also [28, Theorem 2.5]) expresses the number of regions of the arrangement A in terms of its characteristic polynomial:
The lattice L(A) generated by an arrangement A in R n consists of all linear subspaces that can be represented as intersections of some of the hyperplanes from A, that is
By definition, R n ∈ L(A), corresponding to the empty intersection over B = ∅.
The next theorem provides a formula for the number of regions in R(A) intersected by a linear subspace in general position. We refer to [13, Theorem 3.3 and Lemma 3.5] for its proof.
Theorem 3.2. Let M n−d be a linear subspace in R n of codimension d that is in general position w.r.t. to a linear hyperplane arrangement A. Let
be the characteristic polynomial of A. Then, the number of regions in R(A) intersected by M n−d is given by
where we put a k = 0 for k / ∈ {0, . . . , n}.
Let us consider a special case: the reflection arrangements in R n of types A n−1 and B n . These arrangements consist of the hyperplanes
A(B n ) :
where (x 1 , . . . , x n ) are the coordinates on R n . It is easily seen that the regions in R(A(A n−1 )) and R(A(B n )) are precisely the interiors of the Weyl chambers of type A n−1 and B n .
The characteristic polynomials of the reflection arrangements (see Section 5.1 and Corollary 2.2 in [28] ) are given by
where n k (the Stirling numbers of the first kind) and B(n, k) (their B-analogues) have the following generating functions:
3.4.
Proof of Theorem 2.1. We are now ready to complete the proof of Theorem 2.1. Applying Lemma 3.1 to all g ∈ G and taking the arithmetic mean, we obtain
where the random variable
counts the number of Weyl chambers of the form gC, g ∈ G, intersected by the random linear subspace (Ker A) ∩ L in a nontrivial way. Given arbitrary arrangements A 1 , . . . , A M in R q 1 , . . . , R q M , define their direct product as the following arrangement in R q ≡ R q 1 +···+q M :
Consider the reflection arrangement A of type
. The characteristic polynomial of a direct product of arrangements is the product of the individual characteristic polynomials (Lemma 2.50 on p. 43 in [18] ), hence
where we used the notation P (k) from (15) . Now observe that N is the number of regions in R(A) intersected by (Ker A) ∩ L. Proof of Lemma 3.3. In the case of just one random walk or random bridge, we proved the lemma in [13, Section 6.2] . The proof in the direct product case is similar and we sketch only the main ideas. Consider a linear subspace K from the lattice generated by the arrangement A. That is, K can be represented as an intersection of some hyperplanes from A and, consequently,
Note in passing that taking K = R n would yield codim(L ∩ Ker A) = d + r a.s. In fact, it suffices to prove that
To see that (37) implies (36), let us show that K ∩ Ker A contains the r-dimensional linear subspace L ⊥ with probability 1. Indeed, for every 1 ≤ j ≤ r we have
by definition of A and the bridge property, whence L ⊥ ⊂ Ker A. To see that L ⊥ ⊂ K, recall that by definition of the arrangement of type A m j −1 , see (29) , the vector f
m j belongs to all hyperplanes from A(A m j −1 ) and hence, to all linear subspaces from L(A(A m j −1 )).
Next we are going to write down an explicit system of equations defining K. Recall that (x
m j ) are coordinates on R m j . Let us first look at the lattice generated by the hyperplane arrangement A(A m j −1 ); see (29) for its definition. Any linear subspace belonging to this lattice is given by a system of equations of the following type. Decompose the variables y m j into some number, say q(j), of non-empty groups, and then require the variables inside the same group to be equal to each other. Linear subspaces belonging to the lattice generated by the hyperplane arrangement A(B n i −1 ), see (30) for its definition, can be described as follows. Decompose the variables x
n i into some number, say p(i) + 1 of groups (all groups being non-empty except possibly the last one). Require the variables in the last group to be 0. For each group except the last one, multiply each variable in the group by either +1 or −1, and require the resulting signed variables to be equal to each other.
Taking all the equations described above together, we obtain a system of equations defining K. However, since the distribution of the linear subspace (Ker A) ∩ L is invariant w.r.t. the action of G, after transforming everything by a suitable g ∈ G, we can assume without loss of generality that K is given by the following simplified system of equations. For every 1 ≤ i ≤ s, we have the equations
with some 0 =: u 0 (i) < u 1 (i) < · · · < u p(i) (i) ≤ n i , and for every 1 ≤ j ≤ r, we have the equations
with some 0 =: v 0 (j) < v 1 (j) < · · · < v q(j) (j) := m j . We use the variables γ 1 (i), . . . , γ p(i) (i) (1 ≤ i ≤ s) and δ 1 (j), . . . , δ q(j) (j) (1 ≤ j ≤ r) as coordinates on K. Note that
The linear subspace Ker A is the given by the equation
Inside K, the linear subspace K ∩ Ker A is given by the equation
a.s.
= 0. (40)
Recall that the random walks and bridges take values in R d , so that, effectively, (39) and (40) are systems of d equations each.
Let dim K ≥ d + r. Then, by the general position assumption from Theorem 2.1, the collection of random vectors
spans linearly the whole R d with probability 1 since the total number of the vectors is at least d; see (38) . It follows that the system of d equations in (40) has full rank a.s., hence the dimension of the set of its solutions is dim K − d a.s., thus proving the first case of (37). Let now dim K ≤ d + r. Then, we can find a linear subspace
, thus proving the second case in (37).
4. Proof of Theorems 1.6 and 1.11
Proof of Theorem 1.6. Given k + 1 vectors x 1 , . . . , x k+1 ∈ R d denote by aff(x 1 , . . . , x k+1 ) = x 1 + lin(0, x 2 − x 1 , . . . , x k+1 − x 1 ) their affine hull and by
⊥ the orthogonal complement of aff(x 1 , . . . , x k+1 ), which is a linear subspace. Let ·|M denote the orthogonal projection on M := aff
by (±Ex) (in fact, condition (Ex) suffices) and the random vectors on the right-hand side are a.s. linearly independent by (GP). Projecting the path S 0 , . . . , S n on M gives a random walk terminating at P 0 := S i 1 |M = · · · = S i k+1 |M (viewed as the origin of M), k random bridges that start and terminate at P 0 , and a random walk starting at P 0 . The first walk shall be time-reversed and sign-changed to start from P 0 . The increments of the random walks are given by
while the increments of the random bridges are given by
We shall apply Theorem 2.1 to these s = 2 random walks and r = k random bridges in M with M ∼ = R d−k a.s. It is easy to see that their increments listed above satisfy the invariance assumption (12) of Theorem 2.1, namely, permuting the increments within the walks/bridges and changing the signs of the increments in both random walks does not change the joint distribution of the increments. In fact, such transformations of the unprojected increments of the original random walk S 1 , . . . , S n do not change the joint distribution of these increments and, importantly, do not change M.
Denote by H 0 the joint convex hull of the above random walks and bridges: H 0 := C n |M. The key observation is as follows:
Conv(S i 1 , . . . , S i k+1 ) is a k-face of C n if and only if P 0 is a vertex of H 0
on the set of full probability described by the general position assumption (GP). This is evident since, by definition, the faces of a convex polytope are obtained by intersecting the polytope with its supporting hyperplanes. Postponing the verification of the general position assumption for a moment, we apply Theorem 2.1, see also Remark 2.3 and (16), to obtain that
with the generating function for the P
(j)'s defined in Theorem 1.6. To complete the proof of Theorem 1.6 we need to verify the general position assumption of Theorem 2.1. Let T 1 , . . . , T d−k be any d − k random vectors from the list
. . , S 1 − S i 1 (first walk, unprojected and time-reversed),
We need to show that T 1 |M, . . . , T d−k |M are linearly independent with probability 1. Since the orthogonal complement of h is spanned by S i 2 − S i 1 , . . . , S i k+1 − S i k , it suffices to check that the random vectors
are linearly independent with probability 1. But it is easy to see that their linear hull coincides with the linear hull of
for some collection of indices 0 ≤ j 0 < j 1 < · · · < j d ≤ n containing the set {i 1 , . . . , i k+1 }. By assumptions (±Ex) and (GP), this linear hull has maximal possible dimension d a.s. This proves the a.s. linear independence of the random vectors in (42).
Proof of Theorem 1.11. The main idea is the same as in the previous proof. Consider the linear subspace M := aff ⊥ (S i 1 , . . . , S i k+1 ) and note that dim M = d − k a.s. by the same argument as in the previous proof. Projecting the closed path S 0 , . . . , S n on M, we obtain k + 1 random bridges in M (with M ∼ = R d−k a.s.) starting and terminating at P 0 := S i 1 |M = · · · = S i k+1 |M. The random bridge number j + 1 ∈ {2, . . . , k + 1} is the projection of the path S i j , S i j +1 , . . . , S i j+1 and has increments
while the first random bridge is the projection of the path S i k+1 , . . . , S n−1 , 0, S 1 , . . . , S i 1 and its increments are
Again, we observe that the invariance condition (12) of Theorem 2.1 is satisfied for these r = k + 1 random bridges (and s = 0 random walks) because the joint distribution of the increments is invariant with respect to arbitrary permutations of the increments within the bridges. The general position assumption of Theorem 2.1 will be verified below. Observe that with probability one, Conv(S i 1 , . . . , S i k+1 ) is a k-face of C n if and only if P 0 is a vertex of the joint convex hull H 0 := C n |M of the above bridges; see (41). Hence, Theorem 2.1 (see also Remark 2.3 and (16)), yields
with the generating function for the Q 
Our aim is to prove that T 1 |M, . . . , T d−k |M are linearly independent with probability 1. The orthogonal complement of h is spanned by S i 2 − S i 1 , . . . , S i k+1 − S i k , hence our task reduces to showing that the vectors
are linearly independent with probability 1. But their linear hull coincides with the linear hull of
for a suitable collection of indices i 1 =: j 0 < j 1 < · · · < j d < n + j 0 containing the set {i 1 , . . . , i k+1 } (with the convention S n+j = S j for j ≥ 0). By assumptions (Ex) and (GP ′ ), this linear hull has maximal possible dimension d a.s. This proves the a.s. linear independence of the random vectors in (43).
5. Expected number of faces of a random walk 5.1. Method of proof. In the following we shall sketch the main steps in the proof of Theorem 1.2. As a direct corollary of Theorem 1.6, we obtain a formula for the expected number of k-dimensional faces of C n under assumptions (±Ex) and (GP):
for all 0 ≤ k ≤ d − 1. Similarly, it follows from Theorem 1.11 that for random bridges satisfying (Br), (Ex), (GP ′ ), we have
In particular, the expected number of faces is distribution-free both for walks under (±Ex), (GP), and for bridges under (Br), (Ex), (GP ′ ). In Section 5.2 we shall evaluate the sum on the right-hand side of (44), thus proving Theorem 1.2 for symmetric random walks satisfying (±Ex) and (GP). In order to remove the unnecessary symmetry assumption, we shall prove in Section 5.3 that the expected number of k-faces of any random walk of length n satisfying assumptions (Ex), (GP) is the same as for any random bridge of length n + 1 satisfying assumptions (Br), (Ex), (GP ′ ) with n replaced by n + 1. In particular, the expected number of k-faces of a random walk is distribution-free provided (Ex) and (GP) hold. This will show that assumption (±Ex) is indeed unnecessary and can be relaxed to (Ex).
5.2.
Proof of Theorem 1.2 in the symmetric case. Let us prove that under assumptions (±Ex) and (GP),
Recall from (4) that
where the sum is taken over all j 0 , j k+1 ∈ N 0 and j 1 , . . . , j k ∈ N such that j 0 + · · · + j k+1 = n. With this notation, Theorem 1.6 (see also (44)) implies that
Thus, to prove (46), it suffices to show that
Expanding the product yields
Using the binomial series (for t > 0)
where we introduced the notation a = a(x) = log(1 − x). Consider the term e −a(t+1)
As a consequence of the second equality in (3), we have
Using this formula twice, we obtain
where the last line follows from the relation
Now recall that a = log(1 − x) and use the first generating function in (3) to get
Taking everything together, we obtain (47), thus completing the proof. 
Proof. From (45) we know that E[f k (C . Hence, it suffices to prove (48) for any random bridge of our choice. This bridge will be constructed as follows. Start with a random walk (S i ) n i=0 satisfying (Ex) and (GP), and consider the closed path S 0 , S 1 , . . . , S n , 0. Although this path returns to S n+1 := 0 at step n + 1, its increments are not exchangeable because the last increment ξ n+1 := −S n and, say, ξ 1 have different distributions. In order to enforce the exchangeability, we shall consider a random permutation of the increments of this closed path. More precisely, our construction goes as follows.
For any permutation σ from the symmetric group Sym(n + 1), consider the random sequence (S i=0 satisfies conditions (Br) and (Ex) with n replaced by n + 1. To verify (GP ′ ) (with n + 1 as well), by (Ex) it suffices to show that for any p ∈ {1, . . . , d} and 1 ≤ l 1 < . . . < l p ≤ l p+1 < . . . < l d < n and also for p = 0 and any 0 ≤ l 1 < . . . < l d < n, the random vectors S l 1 , . . . , S lp , S l p+1 − S n , . . . , S l d − S n are linearly independent with probability 1. Equivalently, the increments
are a.s. linearly independent. Since these increments are taken over disjoint time intervals, their linear independence follows from assumptions (Ex) and (GP) imposed on (S i ) n i=0 , as in the proof of Remark 1.5. This verifies (GP ′ ) (with n + 1) for (S
. By the distribution freeness of the expected number of k-faces under (Br), (Ex), and (GP ′ ) (see(45)), it remains to prove that
We have
Fix a permutation σ ∈ Sym(n + 1) and let r ∈ {1, . . . , n + 1} be such that σ(r) = n + 1. Then Conv(S Combining (51) and (52), we obtain that for every deterministic σ ∈ Sym(n + 1),
Inserting this into (50) yields (49), and the theorem follows. 
where we put
Proof. The increments ξ 1 , . . . , ξ n of the random walk (S i ) n i=0 satisfy (Ex) and (GP). Repeating the proof of Theorem 5.1, we define ξ n+1 := −S n and reshuffle the increments ξ 1 , . . . , ξ n+1 according to a random uniformly distributed permutation ς ∈ Sym(n + 1) independent of (S i )
i=0 is a random bridge satisfying (Br), (Ex), and (GP ′ ) (with n replaced by n + 1), by Theorem 1.11 and the definition of (S
Let ρ be the random variable defined by ς ′ (ρ) = n − l k + 1. Clearly, ρ is distributed uniformly on {1, . . . , n − l k + 1}. Consider the random permutation τ ∈ Sym(n + 1)
obtained by a cyclic shift of ς, that is τ (n − l k − ρ + 1 + i) = ς(i) for 1 ≤ i ≤ n + 1 if we agree to understand all indices modulo n + 1. Then and the fact that shifts do not change the structure of the convex hull, the equality of the events
Finally, we pass to probabilities and condition on ρ in the right-hand side. Using the distributional identity Law((S i ) n i=0 ) = Law((S τ i ) n i=0 |ρ = ρ 0 ) for all ρ 0 ∈ {1, . . . , n − l k + 1}, which holds since the random walk (S i ) n i=0 satisfies (Ex) and the increments of (S 
59) where the distribution-free probability in the middle was calculated in Theorem 1.6. To prove this, one argues in the same way as in the proof of Theorem 1.6, but uses Remark 2.4 instead of Theorem 2.1. Similar inequalities hold for bridges violating the general position assumption.
From (59) it is possible to deduce that under assumption (Ex), one has 
From Theorem 1.2 and (5) we obtain the formula
where the asymptotics is for n → ∞ and fixed d ∈ N. The numbers c N are similar to the ordered Bell numbers O N which count the number of weak orderings on a set of N elements and are given by
Open questions.
It is natural to ask for the limit distribution of the (appropriately normalized) number of k-faces of C n . For convex hulls of i.i.d. Gaussian samples, variance asymptotics for the face numbers were established recently by Calka and Yukich [4] (also see earlier works [1, 8, 10] for limit theorems as LLN and CLT), but the i.i.d. model may behave very differently from the convex hulls of random walks studied in the present paper. Example 1.10 shows that the absorption probability is not distribution-free for (non-symmetric) random walks satisfying (Ex) and (GP). It is likely that among such random walks the absorption probability attains its maximum value for random walks satisfying (±Ex). A similar result for convex hulls of i.i.d. samples was proved by Wagner and Welzl [31] .
It also remains open to compute the expected number of faces and the face probabilities for the simple random walk on the lattice Z d , even for d = 2.
