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ABSTRACT Hyperspectral image (HSI) is usually corrupted by various types of noise, including Gaussian
noise, impulse noise, stripes, deadlines, and so on. Recently, sparse and low-rank matrix decomposition
(SLRMD) has demonstrated to be an effective tool in HSI denoising. However, the matrix-based SLRMD
technique cannot fully take the advantage of spatial and spectral information in a 3-D HSI data. In this paper,
a novel group sparse and low-rank tensor decomposition (GSLRTD) method is proposed to remove different
kinds of noise in HSI, while still well preserving spectral and spatial characteristics. Since a clean 3-D HSI
data can be regarded as a 3-D tensor, the proposed GSLRTD method formulates a HSI recovery problem
into a sparse and low-rank tensor decomposition framework. Specifically, the HSI is first divided into a set
of overlapping 3-D tensor cubes, which are then clustered into groups by K-means algorithm. Then, each
group contains similar tensor cubes, which can be constructed as a new tensor by unfolding these similar
tensors into a set of matrices and stacking them. Finally, the SLRTD model is introduced to generate noise-
free estimation for each group tensor. By aggregating all reconstructed group tensors, we can reconstruct a
denoised HSI. Experiments on both simulated and real HSI data sets demonstrate the effectiveness of the
proposed method.
INDEX TERMS Hyperspectral image, denoising, sparse and low-rank tensor decomposition, nonlocal
similarity.
I. INTRODUCTION
Hyperspectral image has attracted much attention in many
application fields, including the land use analysis, urban
planning, and mapping [1]. In image acquisition and trans-
mission process, HSI is inevitably corrupted by various types
of noise, which will seriously deteriorate the performances in
subsequent process, including unmixing [2], [3], target detec-
tion [4], [5], classification [6], [7], and super-resolution [8].
Therefore, it is essential to develop effective HSI
reconstruction techniques. During the past decades, many
denoising methods have been developed under different
frameworks [9]. On the one hand, by regarding each band
as one independent 2D image, the traditional 2D denois-
ing methods are utilized in a bandwise manner (e.g.,
wavelet-based method [10], [11], KSVD [12], [13] and
block-matching 3-D filtering (BM3D) [14]). However,
the bandwise methods ignore the correlations among differ-
ent spectral bands, which leads to a relatively low-quality
recovery result. On the other hand, researchers have paid
much attention to treat the HSI as a 3D data cube. By using
multilinear algebra tools to treat HSI as a 3D cube, a mul-
tidimensional Wiener filtering (MWF) [15] is proposed to
recover the image. Liu et al. [16] utilize a powerful multilin-
ear algebra model (PARAFAC) to reconstruct the HSI. The
above methods can achieve a good denoising performance.
However, they only assume that HSI is degraded by Gaussian
noise.
In real applications, the acquired HSI is usually corrupted
by mixed noise, such as Gaussian noise, impulse noise,
stripes, dead lines and so on, seriously degrading the quality
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of image. To remove the above mentioned mixed noise,
some denoising methods have been developed [17]–[22].
Liu et al. [17] propose a weighted joint sparse representa-
tion (WJSR) model to remove the mixed noise, which uti-
lizes the joint sparse representation framework to combine
the global prior with the sparse errors. Incorporated with a
detector, the nonlocal mean filter [18] is developed to sup-
press the mixed noise. Recently, sparse and low-rank matrix
decomposition (SLRMD), which is idealized as low-rank
matrix recovery (LRMR) model, has been popularly used in
removing the mixed noise [19]. Fan et al. [20] propose a
modified version of LRMR (SS-LRR) method, by superpixel
segmentation. Wang et al. [21] propose a group low-rank
representation (GLRR) method, which first clusters simi-
lar patches into a group and the similar patches are jointly
reconstructed using LRR. He et al. [22] propose a total-
variation regularized low-rank matrix factorization (LRTV)
model, by utilizing total variation regularization. In general,
the above methods provide promising results. However, these
methods process the 3D HSI data as a 2D matrix, which fails
to fully explore spatial and spectral information in a 3D HSI
data.
Tensor can jointly process the 3D data, and recently,
some tensor based methods have been developed for HSI
denoising [23]–[25]. Guo et al. [23] develop a rank-1 tensor
decomposition (R1TD) model to remove the mixed noise.
A denoised HSI is then obtained by combining the rank-1
tensors using an eigenvalue intensity sorting and reconstruc-
tion technique. Fan et al. [24] propose a low-rank tensor
recovery (LRTR) method, which adopts the new tensor based
singular value decomposition and tensor nuclear norm to
suppress the mixed noise. Wu et al. [25] develop a struc-
tural tensor total variation-regularized weighted nuclear norm
minimization (STWNNM) model for HSI denoising, which
exploits the spectral information by shrinking different eigen-
values with different weights.
In this paper, we propose a group tensor based method
termed as the group sparse and low-rank tensor decom-
position (GSLRTD) method for the mixed noise denois-
ing. In GSLRTD, a corrupted HSI is first divided into 3D
cubes, and nonlocal similar 3D cubes are clustered to cre-
ate the corresponding 3D tensor. Each group tensor has
homogeneous structures and thus follows the low rank prop-
erty, which can be used to well reconstruct the corrupted
structures. Then, a sparse and low-rank tensor decomposi-
tion (SLRTD) algorithm is applied on each group tensor to
simultaneously exploit the local and nonlocal similarity of
HSI for denoising. Based on the low-rank prior knowledge
of the clean HSI and the sparsity property of the sparse
noise, we build our HSI restoration model based on
SLRTD.
The rest of the paper is organized as follows. Low-rank
matrix recovery model is presented in Section II. The pro-
posed GSLRTD is introduced in Section III. Experimental
results and analysis are reported in Section IV, and conclu-
sions are given in Section V.
II. LOW-RANK MATRIX RECOVERY MODEL
Low-rankmatrix recoverymodel (LRMR) [26] is proposed to
recover corrupted image. It is assumed that a corrupted data
matrix D ∈ Ra×b can be decomposed into the sum of a low-
rank clean patch L ∈ Ra×b and a noise term S ∈ Ra×b.
The noises fall into two broad categories, according to
the density of their distributions: sparse noise and dense
noise, in which the sparse noise mainly contains impulse
noise, stripes and dead lines, and the dense noise is Gaussian
noise. Fan et al. [20], develop the SS-LRR method to remove
different types of noise and the corresponding degradation
model can be defined as follows:
D = L + E + G (1)
where D ∈ RB×P and B is the number of pixels in each
superpixel homogeneous region, which is reshaped into a
matrix. P is the number of spectral bands. L is the clean low-
rank term of homogeneous region. E represents the sparse
noise term and G is the Gaussian noise term. The L, E and G
all have the same size as D. In [20], the matrix nuclear norm
is used as a convex relaxation of the low-rank matrix and l1
norm is employed to characterize the sparse property. Then,
the minimization problem is formulated as followed:
min
L,E
‖L‖∗ + λ ‖E‖1 , s.t. ‖D− L − E‖F < σ (2)
where λ is the balance parameter between the low-rank item
and the sparse item, and σ is a constant related to the standard
deviation of the Gaussian noiseG. This optimization problem
(2) can be solved by employing the alternating direction
method (ADM) [27].
For the SS-LRR, it can only handle 2D matrix data. Since
a real HSI is a three-dimensional data, the matrix based tech-
nique fails to fully utilize the spatial and spectral information.
III. PROPOSED GSLRTD MODEL FOR HSI DENOISING
To overcome the shortcoming of the matrix based tech-
nique, the tensor analysis strategy is adopted to recover cor-
ruptedHSI data, which canwell exploit the three-dimensional
spatial and spectral information of the HSI. Furthermore,
we incorporate the nonlocal similar property into the SLRTD
model to exploit spatial structural information, which can
efficiently detect the mixed noise and recover the corrupted
HSI. The whole procedure framework of GSLRTDmethod is
illustrated in Fig. 1.
A. TENSOR RELATED NOTIONS
In this section, we firstly introduce some tensor related
notions and preliminaries as follows. A tensor (high-order
data) is denoted as Euler script letter, e.g., A. A matrix
(second-order data) is denoted as new roman letter, e.g., A,
and we denote a vector (first-order data) as lowercase letters,
e.g., a.
For a 3-order tensor A ∈ Rn1×n2×n3 , its (i, j, k)-th entry is
denoted as aijk . The inner product ofA ∈ Rn1×n2×n3 and B ∈
Rn1×n2×n3 is denoted as. In addition, some norms of tensor
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FIGURE 1. Framework of the proposed GSLRTD method.








Definition 1 (t-Product) [29]):The t-product is based on
block circulant matrix [29], which is a new matricization of a
tensor. For A ∈ Rn1×n2×n3 , its block circulant matrix has the
size n1n3 × n2n3 and it is defined as:
bcirc(A) =

A(1) A(n3) · · · A(2)




A(n3) A(n3−1) · · · A(1)
 (3)









fold(unfold(A)) = A (5)
Given two third-order tensors A ∈ Rn1×n2×n3 and B ∈
Rn2×n4×n3 , the t-product of A and B is defined to be a tensor
of size n1 × n4 × n3, and ∗ denotes the t-product.
A ∗ B = fold(bcirc(A) · unfold(B)) (6)
Definition 2: (T-SVD [30]): For A ∈ Rn1×n2×n3 , it can be
decomposed as:
A = U ∗ S ∗ VT (7)
where U and V are orthogonal tensors of size n1 × n1 × n3
and n2 × n2 × n3, respectively. S is a rectangular f-diagonal
tensor of size n1 × n2 × n3. This decomposition is based on
computing matrix SVD in the Fourier domain.
Definition 3: (Tensor Nuclear Norm [29]): The tensor
nuclear norm ofA ∈ Rn1×n2×n3 is denoted as ‖A‖∗, which is






. The above mentioned tensor
nuclear norm is defined in the Fourier domain. It is closely
related to the nuclear norm of the block circulant matrix in














B. NONLOCAL SIMILAR 3D CUBES CLUSTERING
In HSI, nonlocal similar 3D cubes contain abundant spatial
structure information, which is beneficial to reconstruct the
corrupted image. Based on this consideration, the strategy of
nonlocal similarity 3D cubes clustering is adopted.
Specifically, a HSI data can be regarded as a 3D tensor
D ∈ RM×N×P with two spatial modesM , N and one spectral
mode P. Firstly, the HSI is divided into overlapping 3D cubes
{Pi,j}1≤i≤M−m,1≤j≤N−n ⊂ Rm×n×P and sliding window step s
(set as s = 1 in this paper), thus the number of cubes is equal
to (M − m + 1) × (N − n + 1). Then, an efficient K-means
algorithm [31] is utilized to cluster these similarity cubes
into groups {Z (i,s)}Jj=1, i = 1, 2, . . . , I , where I is the group
number and J is the number of 3D cubes in the ith group.
The cubes in each group are unfolded to form corresponding
matrices and these blocks are stacked into new group tensors
Di ∈ Rmn×P×J . Therefore, the corresponding degradation
model for each group tensor can be written as follows:
Di = Li + E i + Gi (8)
where Li is the low-rank term in each group tensor. E i and Gi
separately stand for the sparse noise term, and the Gaussian
noise term in each group tensor.
C. LOW-RANK PROPERTY OF GROUP TENSORS
Given a HSI D ∈ RM×N×P, the size of D is M × N × P,
whereM is the width of the image, N represents the height of
the image, and P is the number of bands. The size of each 3D
1382 VOLUME 6, 2018
Z. HUANG et al.: HSI Denoising With GSLRTD
cube Px,y is m× n× P. We can reformulate it as a 2D matrix
Bx,y ∈ Rmn×P as follows:
Bx,y = (Px,y,1,Px,y,2, . . . ,Px,y,P) (9)
The low-rank property of a HSI can be achieved by a linear
spectral mixing model [3]. Since HSI has high correlations
among the spectral signatures (rows of Bx,y), a pixel in HSI
can be represented by the linear combination of a small
number of spectral endmembers, which have relatively stable
spectral characteristics termed signatures. According to [3],
Bx,y can be decomposed as:
Bx,y = M × HT (10)
where H ∈ RB×r is the matrix whose columns contain pure
spectral endmembers and M ∈ Rmn×r is the abundance
matrix, and r is the upper bound of the number of pure
spectral endmembers forBx,y. Because the upper bound value
of the number of endmember r is usually small, the rank of
Bx,y is limited, i.e., rank(Bx,y) ≤ r , which means that matrix
Bx,y is of low-rank. That is the dimension of the spectral
dimension in Bx,y is lower than the number of endmembers.
As shown in Fig. 2, since the similar cubes in each group are
overlapping which have high spatial similarity, each group
tensor has the homogeneous structure. Therefore, the clean
tensor term in each group tensor region contains high corre-
lation, whichmakes the clean tensor term in each group tensor
region have the underlying low rank property.
FIGURE 2. The presentation of homogeneous structure in a group tensor.
D. SLRTD DENOISING FRAMEWORK
Because tensor nuclear norm is equal to the sum of the nuclear
norms of all frontal slices of A, we minimize ‖A‖∗, which
means recovering the low-rank subspace of each frontal slice∥∥A∥∥
∗
. With this property, tensor nuclear norm is used to
depict the low-rank structure of a tensor. In addition, the num-
ber of nonzero elements of E i is small, which makes E i
have the underlying sparse property. The l1 norm has been
demonstrated to be robust when it is used to constrain sparse
noise [20]. Therefore, the tensor nuclear norm can be used
as a convex relaxation of the tensor rank and l1 norm is
adopted to characterize the sparse property. Theminimization















is the nuclear norm of tensor Li and ‖‖F is the
Frobenius norm. Instead of solving (11) directly, we solve the











∥∥∥Di − Li − E i∥∥∥
F
(12)
where λ is the regularization parameter, which balances the
relative contribution between the nuclear norm and the l1
norm that restricts the sparsity of the sparse noise and σ
represents a constant related to the standard deviation of the
Gaussian noise. The performance of (12) is highly related







P)σ and λ = 1/
√
max(M ,N )P. To solve
the optimization problem in (12), the alternating direction
method (ADM) [27] is adopted. Therefore, problem (12) can
be solved in an alternating fashion until convergence. The two








∥∥∥Di − Li − E ik∥∥∥F
= Tµ(Di − E ik ) (13)
E ik+1 = argmin λ
E i
∥∥E i∥∥1 + 12µ ∥∥∥Di − Lik+1 − E i∥∥∥F
= Sλµ(Di − L
i
k+1) (14)
where Tτ is the singular value shrinkage operation in the
Fourier domain [29], which is defined as follows:
Tτ (X ) = U ∗ Sτ (3) ∗ VT (15)
where X = U ∗3∗VT is the tensor singular value decompo-
sition [30] and Sτ [x] = max(x − τ, 0)+max(x − τ, 0) is the
shrinkage operator [29]. To sum up, the procedure in detail
for solving (12) is listed in Algorithm 1.
Algorithm 1 Solving Eq. (12) With ADM
Input: Di;
Output: Li, E i;
1: Initialize Li, E i, λ, µ;
2: while convergence criterion is not satisfied do
3: Update Lik+1 by
Lik+1 = Tµ(D
i
− E ik )
4: Update E ik+1 by






6: return L̂i = Lik+1, D̂i = D
i
k+1
E. COMPUTATIONAL COMPLEXITY ANALYSIS
The computational complexity of our GSLRTD method is
as followed. The main running time is consumed by the
clustering and the performing the calculation of FFT and n3
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FIGURE 3. Denoising results of the 25th spectral bands in the Pavia University image: (a) Original band, (b) noisy band, (c) BM4D, (d) PARAFAC,
(e) LRMR, (f) SS-LRR, (g) The proposed GSLRTD. Upper row: whole band; lower row: closeup.
FIGURE 4. Denoising results of the 72nd spectral bands in the Pavia University image: (a) Original band, (b) noisy band, (c) BM4D, (d) PARAFAC,
(e) LRMR, (f) SS-LRR, (g) The proposed GSLRTD. Upper row: whole band; lower row: closeup.
FIGURE 5. Denoising results of the 85th spectral bands in the Pavia University image: (a) Original band, (b) noisy band, (c) BM4D, (d) PARAFAC,
(e) LRMR, (f) SS-LRR, (g) The proposed GSLRTD. Upper row: whole band; lower row: closeup.
SVDs of n1 × n2 matrices. Thus, the complexity for each
iteration is O(n1n2n3 log(n3) + n(1)n2(2)n3). We denote that
n(1) = max(n1, n2) and n(2) = min(n1, n2). In addition, the
K-means algorithm is adopted to cluster. It is known that
the computational complexity of the K-means algorithm is
O(ks2) , where k is the group number, and s is the number of
samples s = (M −m+ 1)× (N − n+ 1). Therefore, the total
computational complexity of GSLRTD isO(n1n2n3 log(n3)+
n(1)n2(2)n3 + ks
2).
IV. EXPERIMENT RESULTS AND DISCUSSION
Three remote sensing hyperspectral data sets, including the
Pavia University and the Airborne Visible/Infrared Imaging
Spectrometer (AVIRIS) Indian Pines and the Hyperspectral
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TABLE 1. MPSNR, MSSIM and MFSIM values of the recovery result.
Digital Imagery Collection Experiment (HYDICE) urban
image, are used in our experiments. Before the recovery pro-
cess, three data sets are scaled into the interval [0, 1]. In order
to evaluate the performance of the proposed GSLRTD
method, four well known denoising methods are selected for
comparisons, i.e., BM4D [32], PARAFAC [16], LRMR [19],
and SS-LRR [20]. All parameters involved in the competing
methods are optimally assigned chosen as described in the
reference papers.
A. SIMULATED DATA EXPERIMENTS
The Pavia University data set is used in the simulated data
experiments. The whole image contains 610×340 pixels and
103 channels. A subimage of size 256×256×103 is tested in
our experiments. In this paper, the peak signal-to-noise ratio
(PSNR), the structural similarity index metric (SSIM), and
the feature similarity index measurement (FSIM) are used to
give a quantitative assessment of the recovery results.
In simulated data experiments, four kinds of noise are
added to the Pavia University image.
1) Gaussian noise with standard variance σ = 0.05 is
added to all spectral bands;
2) 10 bands are added with impulse noise with a percentage
of 10% from 21 to 30;
3) Dead lines are simulated for the five selected bands from
71 to 75. The number of dead lines is 5 and the width of dead
lines is randomly chosen from one line to five lines;
4) Stripes are added to the five bands from 81 to 85. The
number of stripes is 3 and the width of stripes is randomly
chosen from one line to three lines.
Fig. 3, Fig. 4, and Fig. 5 respectively show denoising
results of 25th, 72nd, 85th spectral bands, which are cor-
rupted by different kinds of noise. It can be observed that the
GSLRTD delivers the best performances, which effectively
removes the mixed noise while preserving well spectral and
spatial information. The BM4D can remove the Gaussian
noise powerfully but performs poorly on the sparse noise. The
PARAFAC can generally remove the sparse noise, but the
removal of the Gaussian noise is not complete. The LRMR
fails to remove the sparse noise totally, contributing to failure
in the reconstruction of somefine structures. The SS-LRR can
remove different types of noise, but it cannot well preserve the
detailed structures.
In addition, we compute the PSNR, SSIM and FSIM
values with each clean band and restored band, and then
average them. The average values are then referred to as
the mean PSNR (MPSNR), mean SSIM (MSSIM) and mean
FSIM (MFSIM) indices. Table 1 presents the MPSNR,
MSSIM andMFSIM values of the five denoising approaches.
FIGURE 6. PSNR, SSIM, and FSIM values of each band of the reconstructed
results on different denoising methods: (a) PSNR, (b) SSIM, and (c) FSIM.
Fig. 6 displays the band by-band PSNR, SSIM, and FSIM
values of the all methods restoration results. Here, GSLRTD
achieves the best PSNR, SSIM, and FSIM values in almost
all the bands. It is obvious that our approach is superior to
others, which demonstrates the efficiency of the nonlocal
tensor strategy utilized in our method.
B. REAL HSI DATA EXPERIMENTS
1) AVIRIS INDIAN PINES IMAGE
The imagery of AVIRIS Indian Pines data set is used in our
first real data experiment. The imagery of AVIRIS Indian
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FIGURE 7. Denoising results of the 2nd spectral band in the AVIRIS Indian Pines image: (a) Original band, (b) BM4D, (c) PARAFAC, (d) LRMR,
(e) SS-LRR, (f) The proposed GSLRTD. Upper row: whole band; lower row: closeup.
FIGURE 8. Denoising results of the 108th spectral band in the AVIRIS Indian Pines image: (a) Original band, (b) BM4D, (c) PARAFAC, (d) LRMR,
(e) SS-LRR, (f) The proposed GSLRTD. Upper row: whole band; lower row: closeup.
Pines data comprises of 220 spectral bands with size of
145×145. The number of bands is reduced to 200 by remov-
ing 20 water absorption bands. Without reference noise-free
images, the performance of image denoising on classification
accuracy is compared. Support vector machine (SVM) [33]
is adopted to conduct the classification result for the data set.
The metrics of the overall accuracy (OA), average accuracy
(AA) and kappa statistic [34] are used to objectively compare
influence of different denoising methods. The ground truth
of the data in the reference includes sixteen classes, which
consists of 10249 samples. Among them, 10% of the labeled
samples are randomly chosen for training and the rest 90% of
the labeled samples are used for test and the details can refer
to [20]. The classification process is repeated 10 times.
Fig. 7 and Fig. 8 present the recovery result images of 2nd
and 108th spectral band respectively. As is shown above,
when it comes to the cases of more serious noise, more
obvious superiority in suppressing noise and simultaneously
keeping the local details can be seen from the results by
the GSLRTD. Here, the BM4D fails to recover most of
the stripes. The restoration results of PARAFAC is over-
smoothed, and most of the details are lost. The LRMR and
SS-LRR can remove the mixed noise, but fail to efficiently
preserve image details.
Classification results before and after denoising for the
tested HSI are given in Table 2. Table 2 demonstrates the
effectiveness of the proposedGSLRTDdenoisingmethod and
the three indexes can demonstrate that the proposed GSLRTD
method is superior to others. Moreover, the kappa of the
proposed GSLRTD is at least 1.5% higher than the other five
compared methods.
2) HYDICE URBAN IMAGE
HYDICE urban data set is used in our second real data
experiment. The size of original data is 304 × 304 × 210
and a subimage of size 200 × 200 × 210 is selected to test.
Fig. 9 illustrates the recovery result images of 206th spectral
band. It can be clearly observed that the BM4D method can
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FIGURE 9. Denoising results of the 206th spectral band in the HYDICE urban image: (a) Original band, (b) BM4D, (c) PARAFAC, (d) LRMR, (e) SS-LRR,
(f) The proposed GSLRTD. Upper row: whole band; lower row: closeup.
FIGURE 10. Vertical mean profiles of denoising results of the 206th spectral band in the HYDICE urban image: (a) Original band, (b) BM4D, (c) PARAFAC,
(d) LRMR, (e) SS-LRR, (f) The proposed GSLRTD.
well remove the Gaussian noise, but fail to effectively remove
the stripes. The PARAFAC can more or less remove the
stripes, but it causes the denoised results to be oversmoothed.
The LRMR and SS-LRR perform better than BM4D and
PARAFAC, but some image details cannot be well preserved.
The GSLRTD performs best, eliminating most of the mixed
noise and reconstructing the spatial details.
To further compare the performances of all the restoration
algorithms, the vertical mean profiles [22] of 206th spectral
band before and after reconstruction is displayed in Fig. 10.
The horizontal axis in Fig. 10 represents the column number,
and the vertical axis represents the mean digital number
(mean DN) value of each column. Due to the influence of
stripes, there is violent fluctuation in the curve. After the
denoising processing, the fluctuation become more or less
smooth and steady. However, the BM4D and PARAFAC fail
to restore the image in some regions. Compared to the results
of LRMR and SS-LRR, our method provides smoother curve,
which represents that the stripes have been more effectively
removed.
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TABLE 2. Classification accuracies (%) of indian pines image obtained by
different methods.
FIGURE 11. Analysis of parameter λ(λ = q/
√
max(M,N)P) q is changed
from 1 to 10). (a) The relationship between MPSNR and q value. (b) The
relationship between MSSIM and q value.
FIGURE 12. Analysis of blocksize l (l is changed from 3 to 10). (a) The
relationship between MPSNR and the blocksize l. (b) The relationship
between MSSIM and the blocksize l .
C. PARAMETERS DISCUSSIONS
There are two parameters mainly involved in GSLRTD:
the sparsity regularization parameter λ and blocksize l.
In all the experiments with GSLRTD algorithm, we set
the sparsity regularization parameter λ and blocksize l as
λ = 5/
√
max(M ,N )P and l = 8. In this subsection, we use
the metrics of MPSNR and MSSIM to evaluate the influence
of two parameters on denoising results. All the experiments
are based on the simulated data experiment, the Pavia Uni-
versity data set.
Sensitivity Analysis of Parameter λ: In (12), λ serves
as the parameter to confine the sparsity of the sparse
noise. As in the GSLRTD model, the sparsity regularization
parameter is set to λ = 1/
√
max(M ,N )P, which is an
important regulation parameter to remove noise. In Fig. 11,
we set λ = q/
√
max(M ,N )P and q is changed from
a set of [1,2,3,4,5,6,7,8,9,10]. It can be observed that
MPSNR and MSSIM are relatively stable when q is changed
from 4 to 7.
Blocksize l: l is related to the size of nonlocal similarity
cubes. The experimental results of MPSNR and MSSIM
with the blocksize l are showed in Fig. 12. The λ is fixed
at λ = 5/
√
max(M ,N )P and we can observe that when
l = 8, the GSLRTD method achieves the best denoising
performance.
V. CONCLUSIONS
In this paper, we propose a novel group sparse and low-
rank tensor decomposition (GSLRTD) denoising method to
remove the mixed noise in hyperspectral image. In addition,
a sparse and low-rank tensor decomposition model is adopted
to remove the mixed noise in the HSI, while preserving
well spectral and spatial characteristics. Experimental results
demonstrate the proposed method outperforms well known
denoising methods. In our future work, we will consider
using the total variation regularization to better recover spatial
structure and texture of HSI.
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