Phone segmentation is an essential task for Automatic Speech Recognition (ASR) systems, which still lack in performance when compared to the ability of humans' speech recognition. In this paper, we propose novel Fuzzy Logic (FL) based approaches for the prediction of phone durations using linguistic features. To the best of our knowledge, this is the first development and deployment of FL based approaches in the area of phone segmentation. In this study, we perform a case study on the Dutch IFA corpus, which consists of 50000 words. Different experiments are conducted on tuned FL Systems (FLSs) and Neural Networks (NNs).
INTRODUCTION
Speech is naturally the most basic and efficient way of communication between human beings. In order to mimic this form of communication and interact with computers via speech, Automatic Speech Recognition (ASR) systems have been under development for over five decades (Yu and Deng, 2014) . With the recent advancements in the field, ASR systems have been entering our daily lives through commercialised systems that offer voice activation for intelligent personal assistants. Examples of such systems are Google Assistant 1 , Apple's Siri 2 , Microsoft's Cortana 3 and Amazon's Alexa 4 . Despite the impressive embarking of ASR systems in real life, these systems still suffer from significant performance gaps when compared to human speech recognition, and therefore are restrained from being widely accepted in real-world situations (Garg and Sharma, 2016) .
The primary goal of an ASR system is to automatically transcribe the speech from an audio fragment (Jurafsky and Martin, 2014) . Typical architecture of ASR systems has four main components: signal processing and feature extraction, acoustic model, language model and hypothesis search (Yu and Deng, 2014) . Essential to the successful behaviour of ASR systems is training the system on large speech databases. These databases need to be annotated with the words and phones. For several databases, the annotation is constructed manually (Garofolo et al., 1993; Son et al., 2001) . However, manual segmentation is not only a very time consuming and expensive task but also exposed to inconsistencies as multiple people working on the task may use different styles of annotation. Therefore, there is a need for automatic phone segmentation that will facilitate annotating the data to be used in the training of ASR systems. A challenge of the automatic phone segmentation, however, is that phone transitions are not very clear and may differ extensively according to a number of factors (Yu and Deng, 2014) . These factors include, for example, different speech rates and different pronunciations of various speakers, environment noise as well as connected utterances of separate words and phones. A successful ASR system must take into account these factors, which may be referred to be the major causes of uncertainty.
In this paper, we use Fuzzy Logic (FL), which is a powerful tool to handle real-world uncertainties, and present pioneering FL based approaches to improve the phone segmentations in ASR systems. Specifically, this study focuses on building upon the feature extraction component in ASR systems using FL and investigates the impact of phone durations, which inherently bear uncertainty due to the aforementioned factors. Predicting the actual durations of the phones can be used to enhance the quality of the annotations by improving the boundaries of the annotated phones, and hence facilitate advanced ASR systems. In this context, we propose two methods for constructing FL based systems that will improve the phone segmentations by using phone durations. For evaluation purposes, the efficiency of the developed FL based methods are compared to their Neural Network (NN) counterparts on the Dutch language data set. The FL system (FLS) is fitted to the data using the adaptivenetwork-based fuzzy inference system (ANFIS) toolbox (Jang et al., 1991) (Jang, 1993) of MATLAB 5 . To the best of our knowledge, this is a pioneering system that uses the distinct features of vowels and consonants (non-vowels) in combination with ANFIS.
The rest of the paper is organised as follows: Section 2 presents an overview of the previous work on phone segmentation. In Section 3, the Dutch dataset is presented. The proposed FL based approaches are presented in Section 4. The experiments and results are discussed in Section 5. Finally, Section 6 presents the conclusions and future work.
PREVIOUS WORK
The most widely used technique for phone segmentation is the Hidden Markov Models (HMMs) with embedded training (Jurafsky and Martin, 2014 ). An HMM is a chain of states, where each transition defines a probability of going from one state to the next. In an ASR system, the states represent phones, and a chain represents a word in the language (Rabiner, 1989; Yu and Deng, 2014) . With the use of HMMs, the waveform can be aligned to the states by sampling it into frames where each frame is matched to the most corresponding phone. A disadvantage of this method is that the frames are of fixed size. However, the duration of the annotated phones may require being longer or shorter and therefore, the phone boundaries using fixed frames are not very accurate (Zi, 2009) . In order to tackle this shortcoming, the predicted durations can be utilised as an additional probability measure in HMMs that will facilitate determining the likelihood of the phones in a more accurate and robust way.
Due to the potential improvements allowed by utilising phone durations, various studies have been conducted in different languages. In a recent work, which focussed on speaker recognition, Igras et al. (Igras et al., 2014) investigated the use of phone durations in the Polish language. Their findings suggested that the average durations of the phones are characteristic for speakers, and that phone durations can be applied on speech recognition and synthesis. In a later study, Igras and Ziolko (Igras and Ziółko, 2016) showed that phone durations are useful for sentence boundary detection in the spoken Polish language. Phone duration modelling has been shown to be important for speech synthesis also in the Lithuanian language by Kasparaitis et al. (Kasparaitis and Beniušė, 2016) . Another study conducted by Goubanova et al. (Goubanova and King, 2008) used linguistic factors for predicting phone durations. Considering different features for vowels and consonants, they trained Bayesian Networks for the English language.
One of the areas FL has often been used in, is speech based emotion recognition (Lee and Narayanan, 2003) (Grimm and Kroschel, 2005) (Giripunje and Bawane, 2007) . In order to achieve emotion recognition a lot of speech features are used, with some of them similar to the features used in the current study (which are described in Section 4.1). Although for a different goal, these studies show that features like the formants are well suited for the use in speech based predictive FLSs.
However, FL has not been widely applied in the prediction of phone durations although it is a powerful tool to deal with real-world uncertainties. Ziolko (Ziółko, 2015) used FL for evaluating the segmented phones based on their durations in the Polish language. Unlike Ziolko (Ziółko, 2015) , we use FL for predicting phone durations in this study.
As a case study, we use Dutch language, which has nine types of phones: short vowels, long vowels, diphthongs, schwa, plosives, fricatives, nasals, liquids, and glides (Pols, 1983) . The vowels in the Dutch language have been shown to be easily recognised by using the first and second formant from the audio signal (Pols et al., 1973) . This classification is visualised in Figure 1 , which displays a potential clustering pattern for this data. We present the details of the Dutch dataset in the following section. (Pols et al., 1973) .
DUTCH LANGUAGE DATABASE
In order to show the efficiency of the proposed FL based methods, we will use the data provided by the IFA Spoken Language Corpus v1.0 (Son et al., 2001 ). This is a free (GPL) database of hand-segmented Dutch speech 6 and is distributed by The Dutch Language Organization (Nederlandse Taalunie) 7 . The Ducth Language was chosen, since it is well known by the authors, which made it easier to understand certain features and duration occurrences in the speech. The IFA corpus has been used in research on Articulatory Features (Ten Bosch et al., 2006) , Prosodic Features (Schuller et al., 2008) , diphthong analysis (Jacobi et al., 2005) , conversation detection (Harma and Pham, 2009 ) and more. The IFA corpus consists of a total of 50000 words spoken by eight different speakers where four are male, and the other four are female. The ages of the speakers range between 20 and 70. In this case study, each of the spoken phones in the IFA corpus is represented as a data structure 8 composed of the duration of the phone and several distinct features, which are presented in Section 4. After pre-processing 9 the dataset, which leads to a total of 175184 phones, the data is split into three subsets for training, validation, and testing to be used by the first approach (see Section 4.2). Each of the subsets uses 70%, 15%, and 15% of the entire data, respectively. Splitting the data is carried out randomly by using a random generator with a fixed random seed. Due to the random generation of the subsets, an unfair separation can be created which might give skewed results in the experiments. Therefore, we employ a k-fold cross-validation strategy, where k=3, and perform three different splits using the same percentages. For the second approach (see Section 4.3), the data is first separated into the vowels and the consonants (non-vowels). This results in two datasets: a dataset consisting of 110012 consonants (non-vowels) and a dataset consisting of 65172 vowels. These two datasets are also further split into k=3 folds for training, validation, and testing using the same random seed and the same percentages as stated above.
FL APPROACHES FOR PHONE SEGMENTATION
FL, which was introduced by Zadeh in 1965 (Zadeh, 1965) , is referred to be an extension to classical crisp logic. The building blocks of FL, which are fuzzy sets, are characterized by a membership function (MF). The MF associates each point in the universe of discourse with a real number in the interval [0,1], which is called a membership degree. The objective of a FLS, as depicted in Figure 2 , is to map the inputs to the outputs by the help of fuzzy reasoning that is encoded in the rules. The generic rule structure of a FLS composed of N rules (n = 1, . . . , N) is formalised as follows (Mendel, 2001 ): 
where X n i (i = 1, . . . , I) are the antecedent MFs and Y n are the consequent MFs. A complete rule base incorporates all the combinations of the antecedents, which are the variables used in the system design. In the proposed FLSs, we use product implication and the weighted average defuzzification method.
In this study, we used ANFIS toolbox of MAT-LAB to employ the following techniques in the construction of a rule base: Grid Partitioning (GP) (Jang, 1993) , Subtractive Clustering (SC) (Chiu, 1996) , and Fuzzy C-Means (FCM) Clustering (Bezdek et al., 1984) . For the system using the GP approach, a complete rule base needs to be generated. On the other hand, the system using FCM clustering generates one rule for a given number of clusters. And, the system using SC decides on the number of clusters (equal to the number of rules) depending on the data and a defined radii. The radii specifies how important each of the variables is 10 . The ANFIS toolbox generates Sugeno type Inference Systems 11 . During the inference of the FLS, the first step is to determine the firing strength for each of the rules. Each of the antecedents (IF part of the rule) has a membership degree, and with the combination method, the strength for the rule is determined. For combining the antecedents in a rule to calculate the firing strength, the product method is used. The firing strength of the rule is applied to the consequent (THEN part of the rule). The consequents of all the fired rules are combined to calculate a crisp output with the following equation (Mendel, 2001 ):
where z is the defuzzified output, y n is the output for rule n, and w n is the firing strength of rule n.
In this study, we propose two FL based systems that utilise distinct sets of features, some of which are introduced for the first time in the literature. The features are discussed in Section 4.1. The first FLS, referred to as S-FLS is explained in further detail in Section 4.2. The second system, referred to as P-FLS, consists of two FL based subsystems that are designed separately for vowels and consonants (non-vowels). P-FLS is presented in Section 4.3. 
Feature Sets

Feature Set 1
Feature Set 2 Feature Set 3
We compiled three different feature sets to be used by the FLSs. It should be noted that the formants 10 https://nl.mathworks.com/help/fuzzy/genfis2.html 11 https://nl.mathworks.com/help/fuzzy/anfis.html are used for recognizing vowels in the literature, however, we introduce a novel use for the formants where we exploit them for phone duration prediction. An overview of the feature sets is given in Table 1 . The descriptions of the features are as follows: f 1 : In the Dutch language, all phones can be categorised into nine types (Pols, 1983) . In this study, we use 6 phone types as follows: vowels, diphthongs, vowel-likes, plosives, fricatives, and nasals. Feature f 1 is a constant for the phone type that takes on the integer values {0,1,2,3,4,5}, with each value representing a particular phone type. f 5 : Similar to feature f 1 . However, the phone type vowel is excluded, which results in five classes that are used.
The logarithm of the first formant from the time fragment the vowel is in.
The logarithm of the second formant from the time fragment the vowel is in. The features f 1 , f 2 , f 3 , and f 4 were also employed by Pols et al. (Pols et al., 1996) . However, we introduce the use of the features f 5 , f 1a and f 1b for the first time in the literature.
S-FLS: The Simple FLS
The first proposed system, namely the Simple FLS(S-FLS), is built on the assumption that all phones within a single category behave the same. An overview of this system is depicted in Figure 3 . S-FLS employs the default configuration wich uses the GP technique for the construction of the rule base and has a linear output MF. Furthermore, S-FLS makes use of Feature Set 1 in Table 1 . 
P-FLS: The Parallel Structured FLS
The assumption employed for S-FLS, which states that all phones within a single phone type behave similarly, works reasonably well for a couple of types. However, the vowels are used more often in the Dutch language, and they can show different behaviour in comparison with the other types of phones. Therefore, in order to handle such uncertainties, we propose a hierarchical FLS that is composed of two sub-FLSs; one for representing the consonants (nonvowels) (SubFLS C) and one for representing the vowels (SubFLS V), separately. The overview of the Parallel FLS(P-FLS) is given in Figure 4 .
SubFLS C
SubFLS C, which is trained on consonants (nonvowels), makes use of Feature Set 3 in Table 1 . Similar to S-FLS, default configuration that employs the GP technique is used for the construction of the rule base for SubFLS C.
SubFLS V
SubFLS V, which is trained on vowels only, employs Feature Set 2 in Table 1 . In this feature set, the phone type feature ( f 1 ) is replaced with two new features. As mentioned in Section 2, using the first two formants (see Figure 1) , the vowels can be recognised with sufficiently high accuracy (Pols et al., 1973) . Therefore, in SubFLS V, we use features f 1a and f 1b , as inputs for the purpose that the system can learn vowel specific characteristics with respect to the phone duration. It can be observed from Figure 1 that recognising the vowels using the first two formants require a clustering approach. Hence, we employ SC and FCM clustering techniques for the construction of the rule base for SubFLS V.
EXPERIMENTS, RESULTS & DISCUSSION
This section presents the experiments and results, which were obtained using a personal computer with an Intel Core i7 3630QM processor, running Win 10 64-bit and MATLAB R2016b. ANFIS was set to train for ten epochs with an initial step size of 0.01, a step size decrease rate of 0.9 and it was optimized on the Root Mean Squared Error (RMSE). The FLS after the epoch with the lowest validation RMSE was used for evaluating the performance. We begin by presenting the results of the tuning processes of S-FLS and P-FLS in Section 5.1. We then continue our discussions with further experiments that compare the FL approaches to their Neural Network (NN) counterparts. The Neural Network Toolbox 12 from MATLAB was used. The NNs all have a single hidden layer of ten nodes, they were initialised with all ones and were trained for 100 epochs using the Levenberg-Marquardt algorithm (Moré, 1978) . Again, the NN after the epoch with the lowest validation error was used as optimal trained network.
We analyse and compare the performances of the developed approaches by defining the error value as the difference between the predicted phone duration and the actual phone duration. In specific, we use the performance measures RMSE, and the Mean Average Percentage Error (MAPE) to make a fair comparison. It should be noted that the presented performance values in this section are the averages of the k=3 folds.
The Design of FLSs
In the design of each FLS for phone segmentation, there are several parameters that require tuning. For both FLSs that use GP (S-FLS and SubFLS C within P-FLS), the number of membership functions (MFs), as well as the type of MFs, need to be determined. It should be noted that the phone type features ( f 1 and f 5 ) do not need to be tuned, as the values are constants and represented using singleton fuzzy sets. Initially, we conducted experiments using two Gaussian MFs and two Triangular MFs for each of the features f 2 , f 3 , and f 4 . We then increased the number of MFs to observe the performance changes. The results for tuning experiments are displayed in Table 2 for both S-FLS and SubFLS C.
By comparing the results from the training set with the results from the test set, it can be observed from Table 2 that these values are close to each other. This ensures that the FLSs are not over-fitting. It can also be deduced that increasing the number of MFs reduces both RMSE and MAPE results, and therefore has a positive impact on the performance. Furthermore, we examined the effect of changing the type of MFs from Gaussian to Triangular. Since the change causes a negligible difference in performance, we decided to continue with Gaussian MFs. Finally, we opted for three Gaussian MFs per feature ( f 2 , f 3 , and f 4 ) for both S-FLS and SubFLS C. Even though the errors may be further decreased by increasing the number of MFs per feature, we have decided not to increase the number of MFs as our aim is to provide a proof of concept in this paper.
In the design of SubFLS V within P-FLS, the number of clusters needs to be determined. Although there are twelve vowels in the Dutch language, there are only nine clusters as shown in Figure 1 . Therefore, in FCM clustering approach, we employed nine and twelve clusters to find the optimal number of clusters. Furthermore, the number of clusters has been increased to thirty-six clusters to increase the number of rules. In SC method, we used three different settings for the radii values. The first setting is configured to use the same radii value of 0.5 for all the features. However, considering the fact that the formants play an important role in recognition of the vowels, we decreased the radii values to 0.2 for both formant features and used 0.5 for the rest of the features. In order to identify the trends in the performance, we increased the number of clusters, and the radii values were decreased to 0.1 for the formant features and to 0.2 for the rest of the features. The results are presented in Table 3 .
Regarding the comparison between SC and FCM clustering techniques, Table 3 shows that SC method outperforms FCM clustering. It should be noted that a one to one comparison cannot be made, since both systems are not tuned with the same number of clusters. A logical reason for SC outperforming FCM is the rapidly increasing of the number of clusters with decreasing radii values. However, FCM demonstrates similar increase in performance when the number of clusters is increased. In the future, a better comparison with an equal number of clusters should be made.
Comparison between FLSs and Neural Network
We have compared the performance of the FLSs, which are designed to predict phone durations, with their NN counterparts. The systems are named as S-NN, SubNN C and SubNN V for the counterparts of S-FLS, SubFLS C and SubFLS V, respectively. For the NN systems, the same features and settings as described in Section 4 were used. For each of the three counterpart NN systems, a single layer neural network was created with ten nodes. We have opted for a single hidden layer to maintain a fair comparison in the complexity of the NN systems and the FLSs. The results of the counterpart NN systems are demonstrated in Table 4 . A quick comparison of the RMSE and MAPE results presented in Table 2 -Table 4 demonstrates that the FLSs outperform their NN counterparts. Furthermore, we performed paired t-test with 95% confidence interval to determine whether the improvement in error measures between the FLSs and their NN counterparts are statistically significant. For the statistical tests, we used both the absolute errors (AE) (i.e. the absolute difference between the prediction errors of FLS and counterpart NN) and the MAPE results for all the k=3 folds from the training, validation, and test runs. The results are demonstrated in Table  5 .
Most of the results presented in Table 5 show that FLSs have, according to the paired t-test, significant improvements over their NN counterparts as the pvalues are lower than 0.05. However, in the AE row for Feature Set 3, it can be observed that there is no significant difference between SubFLS V and SubNN V. This is due to the fact that it is quite difficult to predict the phone durations for the vowels. As shown in the Table 3 and Table 4 , SubFLS V records the lowest results.
In order to demonstrate the robustness of the performances of both approaches using FL and NN, we performed another paired t-test with 95% confidence interval between the predicted and the actual phone durations. We took the AE between the predicted and the actual values of phone durations for both approaches individually. The results are presented in Table 6.
As can be observed from Table 6 , the differences in the actual and predicted phone durations are not significant (p > 0.05). In other words, the predictions 
Comparison between S-FLS and P-FLS
In this subsection, we present the results of the comparison performed between the simple approach (S-FLS) and the parallel structured approach (P-FLS).
To reiterate, S-FLS is trained on the entire dataset whereas P-FLS, composed of two subsystems, is trained on separate vowels and consonants dataset. Therefore, the errors from both subsystems of P-FLS (i.e., SubFLS V and SubFLS C) are merged into a single set of errors for each of k=3 folds and the corresponding training, validation, and test set. RMSE and MAPE results for S-FLS and P-FLS are reported in Table 7 . It can be observed that in all of the results except the RMSE obtained from the test set, P-FLS outperforms S-FLS. We performed statistical tests in order to determine whether the difference in these results are significant. While using a paired t-test for MAPE, we used a two-sampled t-test for the AE due to the separation of the system and a potentially different order of errors recorded. The results for these t-tests are shown in Table 8 . As can be observed from Table 8 , the differences are indeed significant, according to the paired t-test. For the MAPE, P-FLS is significantly better than S-FLS as also shown in Table 7 . Since S-FLS performed better on the RMSE results obtained from the test set, we also checked the consistency of the results by examining the confidence intervals, which are reported in Table 8 . If both values are above or below zero, then the two systems are determined to be significantly different. As all the values for the confidence interval of AE in Table 8 are above zero, it can be concluded that, overall, the P-FLS is significantly better than the S-FLS.
CONCLUSIONS AND FUTURE WORK
In this paper, we proposed two FL based approaches that predict phone durations for improving phone segmentation. We have shown that the proposed FLSs can accurately predict phone durations, which inherently bear real-world uncertainties. We presented the results of our tuning and comparison experiments and inferred that the FLSs outperform their NN counterparts in predicting phone durations considering the Dutch IFA corpus. Furthermore, we observed that using a parallel structured approach, which differentiates between the vowels and the consonants, for designing the FLS improves the performance of phone duration predictions. We also confirmed that the differences in the comparison experiments are statistically significant. As part of future work, the systems need to be further optimised. For the FLSs, this involves that Type-2 FL can be employed to better handle the real-world uncertainties and improve the performance. For the NN counterparts, more layers and nodes per layer can be added to obtain a deep NN matching the state of the art. Furthermore, the proposed systems require to be compared against the state of the art baseline systems like the results from HMMs. Finally, the FLSs should be able to handle multiple languages, which means experiments on i.e. the TIMIT corpus (Garofolo et al., 1993) . In the case where all these experiments result in high accuracy phone duration prediction, the developed system can be applied and tested in an ASR system and employed in a real-world application for phone segmentation. We believe that this first implementation of FL based approaches for phone segmentation will be an important step for a wider deployment and development of FL approaches in the research area of ASR.
