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Abstract
We give a method of generating strongly polynomial sequences of
graphs, i.e., sequences (Hk) indexed by a multivariate parameter k =
(k1, . . . , kh) such that, for each fixed graph G, there is a multivariate poly-
nomial p(G;x1, . . . , xh) such that the number of homomorphisms from G
to Hk is given by the evaluation p(G; k1, . . . , kh). Our construction pro-
duces a large family of graph polynomials that includes the Tutte poly-
nomial, the Averbouch-Godlin-Makowsky polynomial and the Tittmann-
Averbouch-Makowsky polynomial. We also introduce a new graph pa-
rameter, the branching core size of a simple graph, related to how many
involutive automorphisms with fixed points it has. We prove that a count-
able family of graphs of bounded branching core size (which in particular
implies bounded tree-depth) can always be partitioned into a finite num-
ber of strongly polynomial subsequences.
1 Introduction
1.1 Motivation
Let Nh denote the set of h-tuples of positive integers (h ≥ 1), and let H be
a countably infinite set of graphs possibly with loops and/or weights on edges.
Suppose H is presented as a sequence (Hk) indexed by tuples k = (k1, . . . , kh) ∈
N
h. Countable families of graphs are often given in the form of such a sequence,
for example, the complete graphs (Kk), or bipartite graphs (Kk1,k2). In these
and other concrete examples the indices k1, . . . , kh correspond to some natural
graph parameter (such as number of vertices) or indicate how to construct the
graph in this position of the sequence (such as substituting every vertex of a
base graph H by k twin copies to obtain Hk).
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In this paper, we shall be interested in the number of homomorphisms of
a graph G to Hk, denoted by hom(G,Hk), as a function of k and G. More
specifically, when is this function a multivariate polynomial in k for every graph
G? We say the sequence (Hk) is strongly polynomial if this is the case for
all k, and polynomial if for each graph G there is a finite number of multi-
variate polynomials such that hom(G,Hk) is the evaluation of one of them at
k. A well known example is the sequence of cliques (Kk), which is strongly
polynomial since hom(G,Kk) is the value of the chromatic polynomial of G at
k. The sequence of paths (Pk) provide an example of a polynomial sequence,
since hom(G,Pk) is polynomial in k for k > diam(G), and it is not a strongly
polynomial sequence [7].
De la Harpe and Jaeger [7] gave necessary and sufficient criteria that en-
abled them to prove that hom(G,Hk) is polynomial in k for a number of graph
sequences (Hk) with k ∈ N. They also gave a general method of generating
such sequences of graphs by using the operation of graph composition (de-
scribed in Section 3.2 below). On the other hand, in our paper [5] we es-
tablished precisely for which edge-weighted graphs H homomorphism functions
from multigraphs G to H are specializations of the Tutte polynomial T (G;x, y),
the Averbouch-Godlin-Makowsky polynomial ξG(x, y, z) [1], and the Tittmann-
Averbouch-Makowsky polynomial QG(x, y) [15]. The edge-weighted graphs H
obtained for the three polynomials take the form of a sequence of graphs (Hk)
indexed by a multivariate parameter k (shown in Figure 5 later in this paper).
This motivates the problem of determining in general which sequences of graphs
(Hk) have the property that hom(G,Hk) is a multivariate polynomial in k for
all graphs G.
1.2 Outline and main results
In Section 2 we formally define homomorphism numbers, and polynomial and
strongly polynomial sequences of graphs. We begin in Section 3.1 with some
useful operations on a given (strongly) polynomial sequence (Hk), indexed by
k ∈ Nh, that preserve the property of being (strongly) polynomial. In Sec-
tion 3.2 we move to operations on (strongly) polynomial sequences (Fk) and
(Hk) that produce another (strongly) polynomial sequence, including lexico-
graphic products (Proposition 3.10). We also describe the method of composi-
tion of ornamented graphs [7, Ex. B.7], which can be used to produce a rich
class of polynomial sequences from basic building blocks. In Section 3.3 we
illustrate this with some examples.
In Section 4 we introduce our new method to generate a polynomial se-
quence (Hk) from a starting graph H . The idea is to view H as a subgraph
of the closure of a rooted tree and then apply a tree operation we shall call
“branching” with multiplicity ki, for some 1 ≤ i ≤ h, at vertices of this rooted
tree. This generates the graph Hk indexed by k = (k1, . . . , kh) and we prove
that hom(G,Hk) is a polynomial in k for every graph G for k sufficiently large (a
special case of Theorem 4.5). Branching is also defined for ornamented graphs,
and the full strength of Theorem 4.5 consists in combining branching with com-
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position of ornamented graphs. We thereby obtain a large class of graph poly-
nomials that include the Tutte polynomial, the Averbouch-Godlin-Makowsky
polynomial, and the Tittmann-Averbouch-Makowsky polynomial (see Figure 5
in Section 4.2).
The branching operation produces bilateral symmetries (swap isomorphic
subtrees) and in order to state our main result in Section 4.3 we introduce a new
graph parameter, namely branching core size. Our main result (Theorem 4.14)
is that given any countable family H of graphs of bounded branching core size
there is a partition of H into subsets such that each subset can be indexed by
a multivariate parameter k = (k1, . . . , kh) so that it forms a subsequence of
a strongly polynomial sequence of graphs, and moreover these sequences are
produced by the branching operation. This result extends to the composition of
ornamented graphs of bounded branching core size when there is a finite number
of distinct ornaments used among all the graphs in H. On the other hand, we
give some examples of families of graphs of unbounded branching core size (but
bounded tree-depth) and yet which can also be partitioned into a finite number
of strongly polynomial subsequences.
2 Definitions
2.1 Homomorphism numbers
Let hom(G,H) denote the number of homomorphisms from a graph G to a
simple graph H , i.e., adjacency preserving maps from V (G) to V (H). This
parameter can be extended to weighted graphs: let H be a weighted graph
given by its adjacency matrix (ai,j), where ai,j is the weight of the edge ij.
Then, for a multigraph G, the homomorphism function hom(G,H) is defined
by
hom(G,H) =
∑
f :V (G)→V (H)
∏
uv∈E(G)
af(u),f(v),
where the sum is over all functions from V (G) to V (H) and edges of G are
taken with multiplicity in the product. When ai,j ∈ {0, 1} this coincides with
the number of homomorphisms from G to H as previously defined. When
ai,j ∈ N, the graph H is a multigraph and hom(G,H) counts the number of
homomorphisms from G to H again, where now a homomorphism needs to be
defined rather in terms of a pair of maps f0 : V (G)→ V (H), f1 : E(G)→ E(H),
the defining property being that f1(uv) has endpoints f0(u) and f0(v) for every
edge uv ∈ E(G).
Example 2.1. Let Kℓk denote the complete graph on k vertices with a loop of
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weight ℓ attached to each vertex. Then
hom(G,Kℓk) =
∑
f :V (G)→V (Kℓ
k
)
ℓ#{uv∈E(G):f(u)=f(v)}
= kc(G)(ℓ − 1)r(G)T
(
G;
ℓ− 1 + k
ℓ− 1
, ℓ
)
,
where c(G) is the number of connected components of G, r(G) the rank of G,
and T (G;x, y) the Tutte polynomial of G. This includes the special cases
hom(G,Kk) = P (G; k),
where P (G; k) is the number of proper vertex k-colourings of G, and
hom(G,K1−kk ) = (−1)
|E(G)|k|V (G)|F (G; k),
where F (G; k) is the number of nowhere-zero A-flows of G for A a finite Abelian
group of order k (such as the cyclic group Zk).
Homomorphisms to a fixed graph H are often called H-colourings: the ver-
tices of H being the colours and its adjacencies determining which colours are
allowed to be next to each other in a colouring of the graph G.
2.2 Polynomial sequences of graphs
We now introduce the principal notions of this paper. Definition 2.2 below
concerns sequences that are indexed by all tuples in Nh, for some fixed h ≥ 1.
These sequences are our principal object of study. Definition 2.4 then extends
the first definition to sequences indexed by some proper subset I ⊂ Nh.
Definition 2.2. Let (Hk), k = (k1, . . . , kh) ∈ Nh, be a sequence of graphs.
(i) We say (Hk) is a polynomial sequence if for every graph G there exists a
finite set of polynomials p1(G;x1, . . . , xh), . . . , pm(G;x1, . . . , xh) such that
for every k = (k1, . . . , kh) ∈ Nh we have
hom(G,Hk) = pℓ(G; k1, . . . , kh) for some 1 ≤ ℓ ≤ m.
In other words, for each graph G there exists a partition of the index set Nh
into subsets I1(G), . . . , Im(G) such that hom(G,Hk) = pℓ(G; k1, . . . , kh)
for k = (k1, . . . , kh) ∈ Iℓ(G).
(ii) We say (Hk) is a strongly polynomial sequence if for every graph G
there exists a single polynomial p(G;x1, . . . , xh) such that hom(G,Hk) =
p(G; k1, . . . , kh) for every k = (k1, . . . , kh) ∈ Nh.
To simplify notation, henceforth we shall write pℓ(G; k1, . . . , kh) = pℓ(G;k),
p(G; k1, . . . , kh) = p(G;k) etc.
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Remark 2.3. Our definition of a polynomial sequence includes as a special case
that of [7], where polynomial sequences are defined only for h = 1, a sequence
(Hk) there being defined as polynomial if hom(G,Hk) is the evaluation of a
univariate polynomimal p(G) for sufficiently large k. In this situation, for every
graph G all but one of the sets I1(G), . . . , Im(G) (in Definition 2.2) is finite, i.e.,
for each graph G there is a polynomial p(G;x) such that hom(G,Hk) = p(G; k)
for all but finitely many k ∈ N, these exceptions depending on G. The class of
univariate polynomial sequences as defined in Definition 2.2 is therefore larger
than these “eventually polynomial” sequences, but we shall see in due course
that our more general class of polynomial sequences shares all the key properties
of this subclass.
However, it ought to be noted that there is another natural extension of de la
Harpe and Jaeger’s definition of a polynomial sequence of graphs to the multi-
variate case. This is to consider a sequence (Hk) indexed by k = (k1, . . . , kh) to
be polynomial if for each graph G there is a polynomial p(G) and m =m(G) =
(m1, . . . ,mh) ∈ Nh such that hom(G,Hk) = p(G;k) when ki ≥ mi for each
1 ≤ i ≤ h (i.e., “for sufficiently large k”). In fact, it would be easy to modify
the statement of our results in accordance with such a definition, the difference
in definition taken not affecting the validity of the results.
Of course, a given parametrization of a family H of graphs may fail to give
a polynomial sequence (Hk). However, we are looking from the positive side:
we seek instances H where there exists a parametrization of H by k ∈ Nh for
some h ≥ 1 which does yield a polynomial sequence.
Definition 2.4. Let (Fk), k ∈ I ⊆ Nh, be a sequence of graphs indexed by a
subset I of Nh.
We say (Fk) is a polynomial subsequence if it is a subsequence of a poly-
nomial sequence, i.e., there is a polynomial sequence (Hk), k ∈ Nh, such that
Hk = Fk when k ∈ I.
Similarly, we say (Fk) is a strongly polynomial subsequence if it is a subse-
quence of a strongly polynomial sequence.
Example 2.5. The sequence (K2k), indexed by 2k, is a strongly polynomial
subsequence, as it is a subsequence of (Kk), indexed by k, which is strongly
polynomial (see Example 2.1). If we instead consider (K2k) as being indexed
by k ∈ N then, given in this form, this polynomial sequence is no longer a
subsequence of (Kk). (It requires reindexing by 2k in order for this to become
the case.)
Clearly, the property of being a (strongly) polynomial subsequence is un-
affected by removing any number of its terms, and the property of being a
polynomial subsequence is unaffected by changing a finite number of terms or
introducing a finite number of extra terms.
Remark 2.6. Suppose (Fk) is a sequence indexed by I ⊂ Nh such that for each
graph G there exists a partition of I into subsets I1(G), . . . , Im(G) such that
hom(G,Fk) = pℓ(G;k) for all k ∈ Iℓ(G), 1 ≤ ℓ ≤ m. It may be that (Fk) is not
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a polynomial subsequence, i.e., there is no polynomial sequence (Hk), k ∈ Nh,
with Hk = Fk for k ∈ I. (A candidate for such a sequence may be the sequence
of hypercubes – see Example 3.18 below.)
3 New sequences from old
In this section we review and extend some constructions given in [7] for generat-
ing new polynomial sequences from old, and give a number of concrete examples
of polynomial sequences that can be created by these constructions.
3.1 Complementation and line graph
The complement H of a simple graph H has V (H) = V (H) and E(H) =(
V (H)
2
)
\ E(H). The following is a straightforward translation of [7, Prop.1] to
accommodate our more general notion of a polynomial sequence of graphs:
Proposition 3.1. If (Hk) is a (strongly) polynomial sequence of simple graphs
indexed by k ∈ Nh, then the sequence of complements (Hk) is (strongly) poly-
nomial.
Proof. We use the identity
hom(G,Hk) =
∑
C∪D⊆E(G)
C∩D=∅
(−1)|E(G)|−|D|hom(G/C −D,Hk), (1)
where G/C − D is the graph obtained from G by contracting the edges of C
and by deleting the edges of D.
Using the notation of Definition 2.2, for each graph G/C − D there is a
partition of Nh into subsets Iℓ(G/C − D), 1 ≤ ℓ ≤ m(G/C − D), such that
hom(G/C − D,Hk) = pℓ(G/C − D;k) when k ∈ Iℓ(G/C − D). (In the case
where (Hk) is a strongly polynomial sequence we have m(G/C − D) = 1 for
all choices of G and C ∪ D ⊆ E(G).) The greatest common refinement of the
partitions {Iℓ(G/C −D) : 1 ≤ ℓ ≤ m(G/C −D)} of N
h for C ∪ D ⊆ E(G) is
another partition of Nh into a finite number of subsets (dependent on G), on
each of which hom(G,Hk) is a polynomial in k.
A minor modification in the proof of Proposition 3.1 yields the following
variant, where now we consider the looped complement of a graph H , i.e., the
graph H˜ with the same vertex set but whose edge set is V (H)× V (H) \E(H).
For example, the looped complement of the complete graph Kk, k ∈ N, consists
of k vertices each with a loop: K˜k = kK
1
1 .
Proposition 3.2. If (Hk) is a (strongly) polynomial sequence of simple graphs
indexed by k ∈ Nh, then the sequence of looped complements (H˜k) is (strongly)
polynomial.
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Proof. By inclusion-exclusion (on the property that a given set of edges D of G
are sent to edges of Hk and hence to non-edges of Hk) we have
hom(G, H˜k) =
∑
D⊆E(G)
(−1)|E(G)|−|D|hom(G−D,Hk), (2)
where the sum is over spanning subgraphs of G, i.e., G − D for D ⊆ E(G)
(rather than over minors of G as in Proposition 3.1).
We obtain as a consequence:
Corollary 3.3. If (Hk) is a (strongly) polynomial sequence of graphs indexed by
k ∈ Nh, each graph with a single loop on each vertex, then the sequence of graphs
obtained by removing all loops from the graphs Hk is (strongly) polynomial.
Proof. Let (Hk) be a polynomial sequence of graphs with a loop on each vertex.
By Proposition 3.2 the sequence (H˜k) is also polynomial and by Proposition 3.1
so is the sequence (H˜k). This sequence is (Hk) with loops removed.
Propositions 3.1 and 3.2 are special cases of the following weighted and
combined version:
Proposition 3.4. Suppose that (Hk), k ∈ Nh, is a (strongly) polynomial se-
quence of edge-weighted graphs, and that Hk has (weighted) adjacency matrix
(aki,j). For given constants α, β, α
′, β′, let (H˜k) be the sequence of edge-weighted
graphs with V (H˜k) = V (Hk), weight α + βa
k
i,j on non-loop edges (i 6= j) and
weight α′+β′aki,i on loop edges. Then the sequence (H˜k) is (strongly) polynomial.
Proof. Let δi,j = 1 if i = j and δi,j = 0 if i 6= j. Set a = α, b = α− α′, c = −β
and d = β − β′. Then the graph H˜k with adjacency matrix
(a− bδi,j − ca
k
i,j − dδi,ja
k
i,j)
gives weight a− caki,j to a non-loop edge ij and weight a − b − (c + d)a
k
i,i to a
loop on i. For a graph G = (V,E) we have
hom(G, H˜k) =
∑
f :V→V (Hk)
∏
uv∈E
(a− bδf(u),f(v) − ca
k
f(u),f(v) − dδf(u),f(v)a
k
f(u),f(v))
=
∑
f :V→V (Hk)
∑
A⊆E
a|A|(−1)|E|−|A|
∏
uv∈E\A
(bδf(u),f(v) + ca
k
f(u),f(v) + dδf(u),f(v)a
k
f(u),f(v))
=
∑
f :V→V (Hk)
∑
A⊆E
a|A|(−1)|E|−|A|
∑
B⊆E\A
∏
uv∈B
(b+(c+d)akf(u),f(v))
∏
uv∈E\(A∪B)
cakf(u),f(v)
=
∑
A⊆E
a|A|(−1)|E|−|A|
∑
B⊆E\A
∑
C⊆B
b|B|−|C|(c+d)|C|c|E|−|A|−|B|hom(G/C−(A ∪(B\C)), Hk),
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where B = {uv ∈ E \ A : f(u) = f(v)} and G/C − (A ∪ (B \ C)) is the graph
obtained from G by contracting the edges of C and by deleting the edges of
A∪ (B \C). This implies that the sequence (H˜k) is (strongly) polynomial when
(Hk) is.
A useful consequence of Proposition 3.4 is the following result, complemen-
tary to Corollary 3.3:
Corollary 3.5. Let (Hk) be a sequence of simple graphs (with the possible
exception of a loop on some vertices) which is strongly polynomial in k ∈ Nh.
Then the sequence resulting from adding a loop to all vertices of Hk that do not
yet have a loop attached is (strongly) polynomial in k.
To conclude this section, we show that another unary operation on graphs
preserves the property of being (strongly) polynomial, namely that of taking
the line graph.
Proposition 3.6. If (Hk) is a (strongly) polynomial sequence of simple graphs,
then the sequence (L(Hk)) of line graphs is also (strongly) polynomial.
Proof. We prove the result for strongly polynomial sequences; the result for
polynomial sequences can be shown in a similar way.
Whitney’s classical graph isomorphism theorem from 1932 states that L(H) ∼=
L(H ′) for simple graphs H,H ′ if and only if H ∼= H ′ with the exception only of
K3 and K1,3, which both have line graph K3.
By [7, Prop. 5], a sequence (Hk) of graphs is strongly polynomial if and only
if the number of subgraphs of Hk isomorphic to a given graph S is polynomial
in k. Further, when each Hk is simple, this is equivalent to requiring that the
number of induced subgraphs ofHk isomorphic to a given graph S is polynomial
in k. An induced subgraph of line graph L(H) on vertices A ⊆ E(H) is again
a line graph, equal to L(HA) where HA is the subgraph (V (H), A) of H .
Since each graph Hk is simple, the sequence (L(Hk)) of line graphs also
consists of simple graphs. Suppose first that S 6∼= K3,K1,3. Then the number
of occurrences of L(S) in L(Hk) as an induced subgraph is by Whitney’s iso-
morphism theorem equal to the number of copies of S in Hk as a subgraph,
which by asssumption is polynomial in k. When L(S) = K3, the number of
induced copies of L(S) in L(Hk) is equal to the sum of the number of K3’s
and number of K1,3’s occuring as a subgraph in Hk, again polynomial in k by
assumption.
3.2 Products, ornamentation and composition
In the results of this section for combining a pair of sequences (Hk) indexed by
k = (k1, . . . , kh) ∈ Nh and (Fj) indexed by j = (j1, . . . , jℓ) ∈ Nℓ we make the
following assumptions. For each 1 ≤ s ≤ h either ks = jt for some 1 ≤ t ≤ ℓ or
ks is independent of jt for each 1 ≤ t ≤ ℓ. Likewise, each jt is either equal to
one of the ks or is independent of all of them. After combining the sequences
(Hk) and (Fj) we then obtain a sequence indexed by variables {ks : 1 ≤ s ≤
h}∪ {jt : 1 ≤ t ≤ ℓ}, but we shall simply say the sequence obtained is “indexed
by (j,k)”, the elimination of repeated variables being understood. In particular,
when j = k, the result of combining sequences (Fk) and (Hk) will be another
sequence indexed by k.
The categorical product (or direct product) of two graphs G and H , denoted
by G×H , is the graph with vertex set V (G)×V (H), two vertices (u, v), (u′, v′)
being adjacent if uu′ ∈ E(G) and vv′ ∈ E(H).
Proposition 3.7. If (Fj) and (Hk) are (strongly) polynomial sequences of
graphs in j and k respectively, then the sequences (Fj ∪ Hk) and (Fj × Hk)
obtained by disjoint union and categorical product are (strongly) polynomial in
(j,k).
Proof. When G = G1 ∪G2 we have
hom(G,Fj ∪Hk) = hom(G1, Fj ∪Hk)hom(G2, Fj ∪Hk).
Thus, it suffices to consider a connected graph G, where hom(G,Fj ∪ Hk) =
hom(G,Fj) + hom(G,Hk), because the image of G under a homomorphism is
connected.
Let j range over Nℓ and k range over Nh. Given a partition {I1, . . . , Ir} of
N
ℓ and partition {J1, . . . , Js} of Nh into a finite number of subsets, the partition
{It × Ju : 1 ≤ t ≤ r, 1 ≤ u ≤ s} of Nℓ+h also has a finite number of subsets.
Suppose that hom(G,Fj) = pt(G; j) for j ∈ It, and hom(G,Hk) = qu(G;k) for
k ∈ Ju. Then, hom(G,Fj) + hom(G,Hk) = pt(G; j) + qu(G;k) when (j,k) ∈
It×Ju. Hence (Fj∪Hk) is a polynomial sequence in (j,k) (strongly polynomial
if both (Fj) and (Hk) are strongly polynomial).
The assertion for the categorical product follows in a similar way and from
the fact that hom(G,Fj ×Hk) = hom(G,Fj)hom(G,Hk).
The join of two graphs G1, G2 is defined by taking their disjoint union and
then adding edges v1v2 for every pair v1 ∈ V (G1), v2 ∈ V (G2).
Corollary 3.8. If (Fj) and (Hk) are (strongly) polynomial sequences of graphs
in j and k respectively, then the sequence (Fj +Hk) of graph joins is (strongly)
polynomial in (j,k).
Proof. Since F +H = F ∪H this follows from Propositions 3.1 and 3.7.
For a fixed simple graph H , a family of (possibly weighted) graphs {Fv : v ∈
V (H)} that are indexed by vertices of H is an ornamentation of H . By an orna-
mented graph we mean a graph together with an ornamentation of its vertices.
We extend the notion of ornamentation to graph sequences: an ornamentation
of a graph sequence (Hk) by a family {(Fv;j : j ∈ Nh)} of graph sequences as-
signs, for each given value j ∈ Nh, the graph Fv;j to vertex v ∈ V (Hk). This
gives a graph sequence indexed by (j,k).
From an ornamentation of a graph H we form the composition by taking
the disjoint union of the ornaments Fv, v ∈ V (H), and adding edges to form
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the graph join of Fu and Fv whenever uv ∈ E(H). This composition is denoted
by H [{Fv}]. Note that we distinguish between an ornamented graph and the
graph obtained after composition.
It is remarked in [7, Ex. B7] that the composition of a fixed graph H with
polynomial sequences as ornaments gives a polynomial sequence. For complete-
ness we formulate this in the following slightly more general form:
Proposition 3.9. Let H be a simple graph and h ∈ N be fixed. For each
v ∈ V (H), let (Fv;jv ) be a (strongly) polynomial graph sequence in jv ∈ N
hv .
Then (H [{Fv;jv}]) is a (strongly) polynomial sequence in (jv : v ∈ V (H)).
Proof. To prove this result use the formula
hom(G,H [{Fv;jv}]) =
∑
f:G→H[{K1
1
}]
homomorphism
∏
v∈V (H)
hom(G[f−1({v})], Fv;jv ), (3)
where K11 denotes the graph consisting of one vertex with a loop attached
(and thus H [{K11}] is the graph H with a loop attached to each vertex), and
G[f−1({v})] denotes the induced subgraph of G on vertices in the pre-image of
v under homomorphism f .
Notice that Proposition 3.7 for disjoint unions is the special caseH = K1∪K1
in Proposition 3.9 with vertices ornamented by sequences (Fj) and (Hk) and
Corollary 3.8 is the special case K2 with the same ornamentation.
Proposition 3.9 also includes an important special case, namely that of blow-
ups. Given a graph H and k ∈ NV (H) = (ks : s ∈ V (H)), the k-blow-up of H
is obtained from H by replacing every vertex s ∈ V (H) with ks distinct twin
vertices, where a copy of s is adjacent to a copy of t in the blow-up graph if
and only if s is adjacent to t in H . When there are no loops this is precisely
the composition H [{Kks : s ∈ V (H)}], and by Proposition 3.9 the sequence
(H [{Kks : s ∈ V (H)}] ) is strongly polynomial in k. When s has a loop we
ornament s with Kks instead of Kks . In particular, starting from a graph H ,
the operation of blowing up a vertex k-fold produces a strongly polynomial
sequence (Hk).
The lexicographic product G1[G2] of two simple graphs G1 and G2 is the
simple graph with vertex set V (G1)× V (G2), two vertices (u1, u2) and (v1, v2)
being adjacent if either u1v1 ∈ E(G1) or u1 = v1 and u2v2 ∈ E(G2). This
corresponds to ornamenting the vertices of G1 each with a copy of the graph
G2 and forming the composition.
An extension of Proposition 3.9 replacing the fixed graph H by a sequence
of graphs (Hk) is the following:
Proposition 3.10. If (Fj) and (Hk) are (strongly) polynomial sequences in
j and k respectively, then the sequence (Hk[Fj]) of lexicographic products is
(strongly) polynomial in (j,k).
Proof. We prove the result for strongly polynomial sequences, the case of poly-
nomial sequences being similar, only notationally more complicated.
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By equation (3),
hom(G,Hk[{Fj}]) =
∑
f:G→H
k
[{K1
1
}]
homomorphism
∏
v∈V (Hk)
hom(G[f−1({v})], Fj)
=
∑
f:G→H
k
[{K11}]
homomorphism
hom

 ⊔
v∈V (Hk)
G[f−1({v})], Fj

 .
Each term in this sum is of the form hom(G′, Fj) for spanning subgraph G
′
of G, and hence by assumption equal to a polynomial in j. Furthermore, this
polynomial is independent of any particular vertex v ∈ V (Hk) (this is important
so as not to have the situation where this polynomial, which is evaluated at j,
is in some way itself dependent on k, which is problematic should j and k
be dependent (e.g. if j = k) – see discussion in Remark 3.11 below). Since
by Corollary 3.5, hom(G,Hk[{K11}]) is the evaluation of a polynomial in k,
we have hom(G,Hk[{Fj}]) equal to a sum comprising polynomial in k number
of summands, each of which is a polynomial in j, and hence itself equal to a
polynomial in (j,k).
Remark 3.11. Consider the sequence of graphs (Hk), k ∈ N, with V (Hk) = [k]
and where vertex v ∈ [k] is an isolated vertex if v 6= 2ℓ for some ℓ, and an iso-
lated vertex with a loop if v = 2ℓ. The graph Hk is the composition of Kk
ornamented with K11 on vertices equal to 2
ℓ for some ℓ, and K1 on remain-
ing vertices. The sequence (Kk) is strongly polynomial, as are the sequences
(K11 ) and (K1) (being constant), but hom(G,Hk) is not polynomial in k. This
indicates that Proposition 3.10 might be the best we could hope for as an ex-
tension of Proposition 3.9 to ornamentations of a sequence (Hk) (rather than a
fixed graph H), for as soon as we allow more than one possible ornament graph
the property of polynomiality may be destroyed. However, in Section 4.2, we
shall see that for a large class of sequences (Hk) there are other ways to orna-
ment each vertex of Hk by the kth term of a polynomial sequence of graphs
so that the resulting sequence of compositions is again a polynomial sequence
(Theorem 4.5).
3.3 Examples
As in [7] an essential part of this paper consists of examples. We give some
concrete instances of polynomial sequences of graphs that can be obtained from
basic polynomial sequences such as (Kk) (which are easy to verify are poly-
nomial) and the use of such operations as complementation and composition
described in the previous two sections.
Example 3.12. Blowing up k-fold the graph K1 gives the sequence (Kk) of
cocliques, which is strongly polynomial; indeed, hom(G,Kk) = 0 unless G is
edgeless, in which case it is equal to k|V (G)|. By Proposition 3.2, the sequence
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K˜k = K
1
k of looped complete graphs is also strongly polynomial, and indeed
hom(G,K1k) = k
|V (G)| for all graphs G. Alternatively, this can be seen because
the k-fold blow-up of K11 is K
1
k .
Example 3.13. The sequence (kK11 ) is strongly polynomial, with hom(G, kK
1
1 ) =
kc(G), where c(G) is the number of connected components of G. (This also fol-
lows by Corollary 3.5 and the fact that (Kk) is strongly polynomial, or by
Proposition 3.10, taking the lexicographic product of Kk with K
1
1 .)
By Proposition 3.2, the looped complement sequence (k˜K11 ) = (Kk) is also
strongly polynomial: hom(G,Kk) = P (G; k). Here P (G; k) is the chromatic
polynomial of G and equation (2) gives the well known subgraph expansion of
the chromatic polynomial,
P (G; k) =
∑
D⊆E(G)
(−1)|E(G)|−|D|kc(G−D).
Equation (1) yields the same subgraph expansion, because hom(G/C−D,Kk) is
zero if C∪D 6= E(G) and k|V (G/C−D)| otherwise, and |V (G/C−D)| = c(G−D)
since contracting edges in C = E(G) \D shrinks each component of G−D into
an isolated vertex.
Example 3.14. Ornamenting any given simple graph with either of the two
sequences (Kk) and (Kk) gives, by Proposition 3.9, another strongly polyno-
mial sequence. In particular, the complete bipartite graphs (Kj,k) form a
strongly polynomial sequence in (j, k). Indeed, hom(G,Kj,k) = j
|V0(G)|k|V1(G)|+
j|V1(G)|k|V0(G)| when G is connected and bipartite with bipartition V (G) =
V0(G) ∪ V1(G), and zero when G is not bipartite.
The line graph L(Kj,k) of a complete bipartite graph is known as a rook’s
graph (for the j × k chessboard) and is isomorphic to the Cartesian product
KjKk of complete graphs. By Proposition 3.6 the sequence (KjKk) is
strongly polynomial in (j, k). (However, we do not have a proof that in gen-
eral (FjHk) is strongly polynomial in (j,k) when (Fj) and (Hk) are strongly
polynomial.)
Example 3.15. That the sequence (K1k + K
ℓ
t−k) is polynomial in k, t and ℓ
follows from the fact that (K1k) is a polynomial sequence: by Proposition 3.4
the sequence (Kℓt−k) is polynomial in t−k and ℓ, and by Proposition 3.9 the or-
namentation of K2 with these two sequences gives by composition a polynomial
sequence in k, t− k and ℓ. In fact we have
hom(G,K1k +K
ℓ
t−k) = ξ(G; t, ℓ − 1, (k − t)(ℓ− 1)),
where ξ(G;x, y, z) is the Averbouch–Godlin–Makowsky polynomial (see [1, 5]).
Example 3.16. We consider here sequences with index variables (j, k1, . . . , kh) ∈
N
h+1. (In fact just one variable will be used for each sequence.) By Proposi-
tion 3.9, for fixed j the sequence (Kj [{Kki : 1 ≤ i ≤ h}]) is strongly polynomial
in (k1, . . . , kh). Indeed, for j ≥ h we have
hom(G,Kj [{Kki : 1 ≤ i ≤ h}]) = X(G; (k1, k2, . . . , kh, 1, . . . , 1, 0, 0, . . .)),
12
where on the right-hand side there are j non-zero arguments in the function
X(G; (xi : i ∈ N)) =
∑
f :V (G)→N
∏
i∈N
x
|f−1({i})|
i ,
where the summation is over all proper colourings of G by positive integers.
(This is Stanley’s symmetric chromatic function [14].)
Thus, fixing j = h, the strongly polynomial sequence (Kh[{Kki : 1 ≤ i ≤
h}]) indexed by k1, k2, . . . , kh determines Stanley’s symmetric function in its
first h variables.
By ornamenting vertex i in Kj with K
ℓi
ki (ℓi loops on each vertex of Kki)
instead of Kki we obtain an evaluation of Noble and Merino’s strong Tutte sym-
metric function [16], itself equivalent to the strong U -polynomial (in a doubly
infinite sequence of indeterminates), a simultaneous generalization of Stanley’s
chromatic function and Tutte’s V-functions. The case where ℓi = ℓ is con-
stant gives an evaluation of the monochrome polynomial extension of Stanley’s
symmetric chromatic function:∑
f :V (G)→N
∏
i∈N
x
|f−1({i})|
i y
#{uv∈E(G):f(u)=f(v)}
where the sum is now over all colourings, not necessarily proper.
For the following two examples, compare [7, Ex. B3].
Example 3.17. The graph kK2 is the complete multipartite graph K2,2,,...,2,
with k occurrences of 2. With hom(G, kK2) = k
c(G)P (G; 2), the sequence (kK2)
is strongly polynomial in k. It follows by Proposition 3.1 that (kK2) is strongly
polynomial in k too. (This follows alternatively from Proposition 3.10, since
kK2 = Kk[K2] and (Kk) and (K2) are strongly polynomial sequences.)
Example 3.18. The sequence of hypercubes (Qk) (Qk is the k-fold Cartesian
product of K2 with itself) is not polynomial in the single parameter k ∈ N,
no matter how one re-indexes it by any other single parameter. This is be-
cause hom(K1, Qk) = 2
k and hom(K2, Qk) = k2
k. If it were the case that
hom(K1, Qk) = p(K1; f(k)) and hom(K2, Qk) = p(K2; f(k)) for polynomials
p(K1;x) and p(K2;x) and some injective function f : N → N then we have
p(K2;f(k))
p(K1;f(k))
= k while at the same time p(K2;f(k))p(K1;f(k)) ∼ cf(k)
d for some constant c
and non-zero integer d; this implies f(k) ∼ (k/c)1/d but then p(K1; f(k)) would
be polynomially bounded in k, contrary to p(K1; f(k)) = 2
k.
Counting homomorphisms to a Cartesian product of graphs (such as Qk ∼=
K2Qk−1) remains an intricate problem; see for example [6]. Counting (and
structural properties of) homomorphisms from hypercubes have been intensively
studied [8, 3].
If instead we index the hypercubes (Qk) by two parameters k1 = k and
k2 = 2
k, then hom(K1,ℓ, Qk) = k
ℓ2k = kℓ1k2 is a bivariate polynomial in k1
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and k2. Although as we have just seen the sequence (Qk) cannot by reindexing
be made polynomial in a single variable, the quantity hom(G,Qk) is in fact
polynomial in two (dependent) variables:
Proposition 3.19. Let Qk be the hypercube on 2
k vertices. For each graph G
there is a bivariate polynomial p(G;x1, x2) such that hom(G,Qk) = p(G; k, 2
k)
for all k ≥ 0.
Proof. Let V (Qk) = Z
k
2 be the set of binary vectors of length k. Vertices u and
v are joined by an edge if and only if they differ in exactly one position, in other
words u+ v has Hamming weight 1.
The automorphism group Aut(Qk) of Qk has size 2
kk!, consisting of coordi-
nate permutations and addition of a fixed vector w ∈ Zk2 to all vertices.
To prove hom(G,Qk) is polynomial in k and 2
k it suffices to show that the
number of subgraphs of Qk of a given isomorphism type S with |V (S)| ≤ |V (G)|
is, for sufficiently large k, a polynomial in k and 2k. This is because
hom(G,Qk) =
∑
S⊆Qk
|V (S)|≤|V (G)|
sur(G,S),
where sur(G,S) denotes the number of vertex- and edge-surjective homomor-
phisms fromG onto the subgraph S ofQk, in which S has at most |V (G)| vertices
(independent of k). Moreover, we may assume here that S is connected (since
it is enough to prove hom(G,Qk) is polynomial in k and 2
k for connected G).
Next we prove that any given copy of S in Qk as a subgraph can be moved
by an automorphism of Qk to a copy S
′ of S in Qm, where m = m(S) depends
on S but not k, and Qm ⊆ Qk has vertex set Zm2 × {0}
k−m.
To show this, first apply an automorphism of Qk that sends one vertex of S
to the all-zero vector, by adding w to every vertex for some w ∈ V (S). Denote
this subgraph by S + w. Since S is connected and uv are adjacent in S only
if u + v has Hamming weight 1, each vertex of S + w is supported on a subset
of a fixed set of m = diam(S) coordinates. Now apply an automorphism of Qk
that permutes coordinates so that the m coordinates non-zero for some vertex
in S+w are the initial m coordinates; the remaining k−m coordinates are zero.
This produces the desired copy S′ of S contained within the induced subcube
Qm.
It now follows that the number of distinct orbits of a copy of S under Aut(Qk)
is independent of k. Further, each orbit of S (equal to an orbit of S′ for subgraph
S′ of the induced Qm on vertex set Z
m
2 × {0}
k−m) has size a divisor of 2
kk!
(k−m)!
(a polynomial in k and 2k), since the stabilizer of S′ in Qm under the action of
Aut(Qk) contains as a subgroup all permutations of the last k−m coordinates of
vertices ofQk. We have therefore shown that, for connectedG and k ≥ diam(G),
hom(G,Qk) =
∑
S
sur(G,S)q(S; k, 2k),
where the summation is over all isomorphism types S of graphs which are homo-
morphic images of G and q(S; k, 2k) is polynomial in k and 2k (for k ≥ diam(G)
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equal to the number of copies of S as a subgraph of Qk). In other words, for
k ≥ diam(G),
hom(G,Qk) = p(G; k, 2
k),
for some bivariate polynomial p(G).
On the other hand, since for each 1 ≤ i ≤ m there is some vertex of the
subgraph S′ whose ith coordinate is not 0, only permutations of the first m
coordinates among themselves can belong to the stabilizer of S′. Also, none of
the last k−m coordinates can be flipped in value in an automorphism stabilizing
S′. Hence the size of the stabilizer of S′ under the action of Aut(Qk) is a divisor
of 2m(k−m)!m!, and the size of the orbit of S′ is therefore a multiple of 2
k−mk!
(k−m)!m! .
A polynomial in k that is both a multiple of 2
k−mk!
(k−m)!m! and a divisor of
2kk!
(k−m)!
vanishes when evaluated at k < m. It follows that q(S; k, 2k) = 0 whenever
k < diam(S). Hence we also have, for k < diam(G),
hom(G,Qk) =
∑
S:
|V (S)|≤2k,diam(S)≤k
sur(G,S)q(S; k, 2k)
=
∑
S
sur(G,S)q(S; k, 2k) = p(G; k, 2k),
where the summations are over isomorphism types of graphs S which are images
of G, restricted in the first sum to those images S which are sufficiently small
to appear in Qk with k < diam(G), but unrestricted in the second sum.
We conclude that p(G; k, 2k) is the number of homomorphisms from G to
Qk for all values k ≥ 0.
Proposition 3.19 does not tell us whether the sequence of hypercubes Qk
indexed by the two variables k1 = k and k2 = 2
k is a strongly polynomial sub-
sequence in our sense: is there a strongly polynomial sequence (Hk1,k2) indexed
by (k1, k2) ∈ N× N such that Hk1,k2 = Qk when (k1, k2) = (k, 2
k)?
Remark 3.20. The automorphism group of the hypercube Qk is isomorphic to
that of the complete multipartite graph kK2, both equal to the wreath product
of Sym(k) with Sym(2). Sabidussi [13] showed in general that G1 × G2 has
automorphism group isomorphic to that of the disjoint union G1 ∪ G2. Thus
the k-fold Cartesian product H×k of H with itself has automorphism group
isomorphic to that of kH , and the latter coincides with the automorphism group
of kH. All three automorphism groups are isomorphic to Sym(k) ≀ Aut(H), of
order |Aut(H)|kk!. We have seen that the sequence (kH) is polynomial in k,
whereas (Qk) is only polynomial in k and 2
k. The difference lies in the nature
of the actions of the automorphism group on the vertex set of the graph: for the
complete multipartite graphs only the subgroup Sym(k) of Aut(kK2) is required
in order to move a subgraph S of kK2 to an isomorphic copy in mK2, where
m = m(S) is independent of k.
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4 Coloured rooted trees and branching
We turn now to the main contribution of this paper, which is to introduce a new
method to generate strongly polynomial sequences of graphs (Hk) determining
a multivariate graph polynomial p(G;k). We have seen that the chromatic poly-
nomial, Tutte polynomial and Averbouch–Godlin–Makowsky polynomial can be
obtained from strongly polynomial sequence of graphs built from the constant
sequence (K1) alone, by applying operations of blow-ups, loop additions and
joins. The Tittmann–Averbouch–Makowsky polynomial cannot be obtained us-
ing only the operations described hitherto, but can be obtained using our new
construction.
4.1 Coloured rooted trees
Let T be a rooted tree with root r. For s ∈ V (T ) − r, let P (s) denote the
unique path from root r to vertex s. A vertex t 6= s is an ancestor of s if
t ∈ P (s), and a descendant of s if s ∈ P (t). The parent of s is the vertex
adjacent to s in P (s) and is denoted by p(s). The relation s ∈ P (t) defines a
partial order on V (T ) with minimum element r (which is an ancestor of all the
other vertices) and maximal elements the leaves of T . The level of s ∈ V (T ) is
the number of its ancestors, i.e., |P (s)| − 1. The root of T is the unique vertex
at level 0. The height of a rooted tree T is defined as the maximum level, i.e.,
height(T ) = max{|P (s)| − 1 : s ∈ V (T )}. The set
B(s) = {t ∈ V (T ) : s ∈ P (t)}
corresponds to the subtree of T rooted at s. (Here the subtree rooted at s is a
maximal subtree of T in the sense that it contains all descendants of its root s.)
The closure of T is the graph clos(T ) on vertex set V (T ) where st is an edge
if s ∈ P (t) or t ∈ P (s), and s 6= t. Alternatively, we can consider the rooted
tree T as the Hasse diagram of the poset defined by its ancestor relation; the
comparability graph of this poset is then clos(T ).
Example 4.1. Let T = Pk be the path on k vertices with root one of its end-
points. Then clos(Pk) = Kk. The graph parameter hom(G,Pk) is a polynomial
in k for k ≥ 1+diam(G), i.e., (Pk) is a polynomial sequence. (See [7, Ex. B4].)
Since clos(Pk) = Kk, the parameter hom(G, clos(T )) is equal to the chromatic
polynomial of G evaluated at k (see Example 2.1).
A simple graphH has tree-depth d, denoted by td(H) = d, if H is a subgraph
of clos(T ) for some rooted tree T of height d − 1, and it is not a subgraph of
the closure of a rooted tree of smaller height. For example the path Pk has
tree-depth ⌈log2(k+1)⌉ and the complete graph Kk of course has tree-depth k.
See [11].
We now describe a three-stage colouring of the vertices of rooted tree T . The
first two stages encode an ornamented graph. The third stage is the subject of
Section 4.2 below. To each such coloured rooted tree we shall see that there
corresponds a strongly polynomial sequence of graphs.
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Let us start with a given simple graph H together with a rooted tree T of
whose closure H is a subgraph. (For given H there are many choices for T ,
such as a depth-first search tree for H , or a tree T of minimal height td(H)− 1
whose closure contains H as a subgraph.) We assume that V (H) = V (T ), i.e.,
H is a spanning subgraph of clos(T ).
A subgraph H of clos(T ), where T has height d ≥ td(H)−1, will be encoded
by assigning to the vertices of T subsets of {0, 1, 2, . . . , d − 1}. These sets are
interpreted as colours. Thus there are 2d colours. The colour of s indicates which
of the vertices on the chain P (s) the vertex s is adjacent to in H . Specifically,
a non-root vertex s ∈ V (T ) is assigned the set As ⊆ {0, 1, . . . , |P (s)|−2} when
in the subgraph H the vertex s is joined to its ancestors (other vertices in the
chain P (s)) precisely at levels i ∈ As. (The root, the only vertex at level 0, is
always assigned the empty set.) In other words,
As = {|P (s)|−1−d(s, t) : t ∈ P (s), st ∈ E(H)},
where d(s, t) is the distance between s and t in T . For example, s receives the
empty set if it is joined to none of its ancestors, and the set {0, 1 . . . , |P (s)|−2}
when it is joined to all its ancestors. See Figure 2 below for a small example.
We can now encode in our colouring of T any ornamentation of H . Suppose
then that each vertex s ∈ V (H) is ornamented with a graph Fs. Since H is
a spanning subgraph of clos(T ), this is the same as saying that each vertex
s ∈ V (T ) is ornamented with a graph Fs, in addition to the subset As assigned
to vertex s encoding the adjacencies of s in the subgraph H . Thus a coloured
rooted tree T , in which vertex s has colour (As, Fs), corresponds to a spanning
subgraph H of clos(T ) ornamented by graphs {Fs : s ∈ V (H)}.
4.2 Branching
In this section we define an operation on coloured rooted trees, which we shall
call “branching”, and which translates to an operation on ornamented simple
graphs once the tree colours have been interpreted appropriately.
In a coloured rooted tree T , the colour of a vertex s ∈ V (T ) for us at the
moment consists of two components, described in Section 4.1: the subset As of
nonnegative integers that encodes the adjacencies of s (to vertices in P (s)) in
spanning subgraph H of clos(T ) , and an ornament Fs of H placed on vertex s
(graph to be used in a composition).
In order to define branching it will be helpful to augment these colours by
a third component to form an auxiliary coloured rooted tree. Take then T
to be our coloured rooted tree, vertex s ∈ V (T ) having colour (As, Fs) for
As ⊆ {0, 1, . . . , |P (s)|−2} and graph Fs, and let k = (ks : s ∈ V (T )) be a tuple
of positive integers. We define T (k) to be the coloured rooted tree T with vertex
s now having augmented colour (As, Fs, ks), for each s ∈ V (T ).
If ks = 1 for each s ∈ V (T ) then we have effectively an ornamented graph
H : vertex s ∈ V (T ) of colour (As, Fs, 1) corresponds to vertex s ∈ V (H) of
spanning subgraph H with ornament Fs.
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When ks > 1 for some s ∈ V (T ) we use the branching operation of Defini-
tion 4.2 below, to replace T (k) by another coloured rooted tree. This tree has
the property that vertex s of colour (As, Fs, ks) is replaced by ks copies of s of
colour (As, Fs, 1). By repeatedly branching on vertices in this way eventually
we reach a coloured rooted tree in which all colours take the form (As, Fs, 1).
By erasing the final colour component (now constantly 1) in this final coloured
tree, we have a coloured tree having colours of the form (As, Fs) and which we
shall denote by T k (see Definition 4.4 below).
Let us formalize this procedure more precisely. We start in Definition 4.2
below with branching at a single given vertex s of the coloured rooted tree T (k).
See also Figure 1. We then establish that the order of vertices at which we
branch does not matter: we always reach the same coloured rooted tree at the
end (when all branching multiplicities are equal to 1).
Definition 4.2. Let T be a coloured rooted tree and k = (ks : s ∈ V (T )) a
tuple of positive integers indexed by the vertices of T . The branching of T (k) at
a vertex s ∈ V (T (k)) having colour (As, Fs, ks) is the coloured rooted tree that
(i) coincides with T (k) on vertices {t : s 6∈ P (t)} = V (T ) \B(s), and
(ii) is such that p(s) now has ks isomorphic copies of B(s) pendant from it
instead of one, where isomorphisms here are colour-preserving, with the
exception of the ks copies of s, which are now each coloured (As, Fs, 1)
instead of the original colour (As, Fs, ks).
The positive integer ks is the branching multiplicity of vertex s.
Having performed branching at a given vertex, we obtain another coloured
rooted tree. We now proceed to branch at any given vertex of this new tree,
and iterate until it becomes the case that all branching multiplicities, recorded
in the third component of vertex colours, are equal to 1. (Of course, 1-fold
branching does not effect any change.)
If s, t do not belong to a common subtree of T (k) then clearly it makes no
difference to the resulting coloured rooted tree if we first branch at s and then
at t or branch in the reverse order. When s ∈ P (t) or t ∈ P (s) we require the
following:
Lemma 4.3. Let T be a coloured rooted tree, k = (ks : s ∈ V (T )) and
s, t ∈ V (T ) distinct vertices of T (k) with colours (As, Fs, ks) and (At, Ft, kt)
respectively, and s ∈ P (t). Then, the coloured rooted tree obtained from T (k) by
first branching at s and then branching at each of the ks copies of t is isomorphic
to the coloured rooted tree obtained by performing the branchings in the reverse
order.
Proof. Suppose we first branch at s, producing ks isomorphic copies of subtree
B(s) pendant from p(s), with the ks copies of s recoloured (As, Fs, 1). In par-
ticular, this produces ks copies of B(t), each rooted by a copy of vertex t with
colour (At, Ft, kt), and each pendant from its own copy of p(t). Carrying out
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Figure 1: To branch with multiplicity ks at vertex s, replace s by ks copies, from
each of which descends an isomorphic copy of its descendant subtree B(s) (colours
preserved except for the copies of s, which have their branching multiplicity now set
from ks to 1).
branching at each copy of t then produces kt isomorphic copies of B(t) pendant
from each corresponding copy of p(t), with the kskt copies of vertex t now with
colour (At, Ft, 1).
Performing the branching in the reverse order first produces kt copies of
B(t) each rooted by a copy of t, all of which are pendant from p(t) and coloured
(At, Ft, 1), and then branching on s produces ks copies of the augmented subtree
B(s) (extra copies of B(t) pendant from p(t)), with the ks copies of s now
coloured (As, Fs, 1).
Either way, there are kskt copies of B(t), with kt copies of B(t) pendant
from p(t) in each of ks copies of B(s) pendant from p(s). The remainder of the
tree, induced on V (T ) \B(s), remains unchanged.
With Lemma 4.3 in hand, we can now unambiguously make the following
definition:
Definition 4.4. Let T be a coloured rooted tree and k = (ks : s ∈ V (T )) a tuple
of positive integers indexed by the vertices of T . The k-branching of T is the
coloured rooted tree T k obtained from the augmented coloured rooted tree T (k)
by successively branching at all vertices whose branching multiplicity exceeds 1
(taking vertices in an arbitrary order).
A vertex s ∈ V (T ) has
∏
t∈P (s) kt copies in T
k, all of the same colour
(As, Fs). We can now use the set As given in this colour to construct a spanning
subgraph of T k, which shall be denoted by T k(H). (For each copy of vertex
s, send an edge joining it to its predecessors at level i in T k for i ∈ As.) See
Figures 2, 3 and 4 for some examples.
The second component of colour (As, Fs) on the copies of s in T
k(H) tells us
to ornament each of these copies of s with the graph Fs. Upon composition we
then obtain the graph T k(H)[{Fs : s ∈ V (H)}], in which the
∏
t∈P (s) kt copies
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Figure 2: The path P3 of length 2 embedded in two different ways in the closure of
a tree (also a path of length 2 rooted at an endpoint). Left-most, the tree is coloured
with subsets of {0, 1} indicating for each vertex to which of its predecessors it is joined
in order to make the subgraph of its closure in (i). These colours are propagated
in branching on vertices of the coloured roted tree, so that we obtain the subgraphs
shown to the right upon (ii) branching 2-fold at the leaf only, (iii) branching 2-fold at
the central vertex only, and (iv) branching 2-fold at both non-root vertices.
of vertex s in T k(H) all have the ornament Fs. We call this way of producing
a sequence from an ornamented graph H branched composition.
We are now ready to state the main theorem of this section:
Theorem 4.5. Let T be a rooted tree, H a spanning subgraph of clos(T ) and
k = (ks : s ∈ V (T )) ∈ N|V (T )|. Further let {Fs;js : s ∈ V (T )} be ornaments
on the vertices of T such that for each s ∈ V (T ) the sequence (Fs;js) is strongly
polynomial in js.
Then the sequence (T k(H)[{Fs;js : s ∈ V (T )}] ) of branched compositions is
strongly polynomial in (j,k), where j = (js : s ∈ V (T )).
Proof. We first prove the unornamented version of the theorem, i.e., that the
sequence (T k(H)) is strongly polynomial in k, and after this, we indicate how
to extend it to the ornamented case.
It will be convenient for the proof to assume that the coloured rooted tree T
encoding the graph H (by subset As on s ∈ V (T ) encoding adjacencies of H to
predecessors of s in T ) is asymmetric, i.e., there are no two isomorphic subtrees
B(s1) and B(s2) with roots s1 6= s2 having p(s1) = p(s2). For if it were the
case that for each s ∈ V (T ) the coloured rooted tree T has ls isomorphic copies
of B(s) pendant from p(s), then there is an asymmetric coloured rooted tree T0
which is an induced subgraph of T and such that T = T l0, where l = (ls : s ∈
V (T0)) has ls equal to the number of isomorphic copies of B(s) in T pendant
from p(s). (The coloured rooted tree T0 here is in fact the branching core of T ,
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Figure 3: Two embeddings of C4 in a rooted tree, and the result of branching 2-fold
and k-fold at each non-root vertex. In the rightmost graphs the lines represent graph
joins of the ornament graphs on the vertices. The top-right graph can be obtained as a
composition of an ornamented graph (the star K1,k with each edge replaced by a path
of length two, ornamented with K2k on some vertices). For the bottom right graph
just one of the k branches is depicted, and that elliptically too; this graph cannot be
obtained as a composition of an ornamented graph.
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Figure 4: Starting with the starK1,3 in one of its three embeddings as a spanning
subgraph of the closure of a rooted tree (encoded in the left-most coloured
rooted trees), branching k-fold at every non-root vertex yields one of the three
polynomial sequences (K1,3k), (K1,k2+k), (Kk3+k2+k).
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(∅,Kk)
(∅,Kℓk)
(∅,K1k−j) ({0},K
ℓ
j)
(∅,K11 ) ({0},K
1
j )
Potts partition function
Chromatic polynomial
Averbouch–Godlin–Makowsky polynomial
Tittmann–Averbouch–Makowsky polynomial
(ℓ = 0 is Dohmen-Ponitz–Tittmann)
Coloured rooted tree Polynomial sequence upon branching and composition
k
1
Figure 5: Examples of coloured rooted trees (root black vertex) and the polyno-
mial sequences resulting from them. Colour pairs (As, Fs) consist of subgraph
encoding As and ornament Fs. These coloured rooted trees are augmented by
branching numbers (in the last pair only, indicated separately at non-root ver-
tices) and then branching performed as described in Definition 4.4, followed by
composition of the resulting ornamented graph.
b b b
(∅,K11 ) ({0},K
1
j1
)
k1
({0, 1},K1j2)
k2
({0, 1, . . . , d−1},K1jd)
kd
Figure 6: Coloured rooted path of Example 4.8. Colour pairs (As, Fs) consist
of subgraph encoding As and ornament Fs (here a complete graph with a single
loop on every vertex). Colours are augmented by branching numbers k1, . . . , kd
(root has branching number 1, not shown). This can be regarded as one way to
generalize the Tittmann–Averbouch–Makowsky polynomial (the case d = 1).
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to be defined in Section 4.3 below.) Once we have the result for asymmetric T0,
it then follows that the sequence (T k(H)) is strongly polynomial in variables
(ksls : s ∈ V (T )) since (T k0 (H)) is strongly polynomial in (ks : s ∈ V (T )). As l
is constant, a polynomial in (ksls : s ∈ V (T )) is a polynomial in (ks : s ∈ V (T )).
Start then with asymmetric coloured rooted tree T (colours encoding H as
a subgraph of clos(T )) and the fact that
hom(G, T k(H)) =
∑
S⊆Tk(H)
|V (S)|≤|V (G)|
sur(G,S),
where sur(G,S) denotes the number of vertex- and edge-surjective homomor-
phisms from G to the subgraph S of T k(H). It is enough to prove the theo-
rem for connected G, so we may assume that the induced subgraph S is con-
nected. By assumption S has at most |V (G)| vertices and has maximum degree
∆(S) ≤ ∆(G), which is independent of k.
For each subtree B(s) rooted at s in the coloured rooted tree T , there are
ks isomorphic copies of B(s) in T
k(H) (exactly ks under the assumption that
T is asymmetric); consequently the automorphism group of T k(H) contains ks!
elements arising from permutations of the ks copies of B(s) in T
k. Let Σ be the
wreath product of these permutation groups for each s; then Σ ≤ Aut(T k(H))
and |Σ| = k! =
∏
s∈V (T ) ks!. It now suffices to observe that any given copy of S
in T k(H) as a subgraph can be moved by an automorphism in Σ to an isomorphic
copy S′ in the induced subgraph Tm(H), where m = m(S) = (ms : s ∈ V (T ))
depends on S but not on k. This is because, as a connected graph, S has
vertices in at most ∆(S) copies of the subtree B(s) of T contained in T k, so we
can take ms ≤ ∆(S). Hence the number of orbits of a copy of S under Σ acting
on T k(H) is independent of k when ks ≥ ∆(S) for each s ∈ V (T )
For ks ≥ ms, the stabilizer of S′ under the action of Σ contains all permu-
tations of ks −ms copies of subtree B(s) not containing any vertices of S′, and
so has size a multiple of (k−m)! =
∏
s(ks −ms)!. Thus each orbit under Σ of
a subgraph isomorphic to S has size a divisor of k!/(k −m)!, which is polyno-
mial in k. On the other hand, an automorphism in Σ that stabilizes S′ cannot
move one of the ms branches containing vertices of S to one of the ks − ms
branches that do not contain a vertex of S′, but only these ms branches among
themselves; hence the stabilizer of S′ has size a divisor of (k−m)!m!.
We have just seen that the size of the orbit of S under the action of Σ is a
multiple of k!(k−m)!m! and a divisor of
k!
(k−m)! . Let q(S;k) denote the number of
isomorphic copies of S occurring as a subgraph of T k(H). Then, when ks ≥ ms
for each s ∈ V (T ), q(S;k) is a sum of polynomials in k, one for each orbit under
Σ of subgraphs isomorphic to S, and each of which is a multiple of k!(k−m)!m! and
divisor of k!(k−m)! . In particular, q(S;k) = 0 when ks < ms for some s ∈ V (T ).
But this means it is also true that q(S;k) is the number of copies of S in T k(H)
when ks < ms for some s ∈ V (T ). Here ms is the number of copies of subtree
B(s) in coloured rooted tree T k encoding the graph T k(H) that contain some
vertex of S. If ks < ms for some s ∈ V (T ) then S does not occur as a subgraph
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of T k(H) (here we use the fact that the coloured rooted tree T is asymmetric).
Hence, for all k ∈ NV (T ), we have
hom(G, T k(H)) =
∑
S
sur(G,S)q(S;k),
where the sum is over all isomorphism types S of homomorphic images of G,
sur(G,S) is the number of vertex- and edge-surjective homorphisms from G onto
S (independent of k), and where q(G;k) is equal to the number of isomorphic
copies of S as a subgraph of T k(H), which we have seen is a polynomial in k
(of degree at most ∆(G) in each ks, s ∈ V (T )).
This completes the proof that (T k(H)) is a strongly polynomial sequence.
For the ornamented case, to show that hom(G, T k(H)[{Fs;js : s ∈ V (T )}] )
is a polynomial in (j,k) the argument follows the same lines, only in order to
count the number of surjective homomorphisms from G to a subgraph S of
T k(H)[{Fs;js : s ∈ V (T )}] we first count the number of subgraphs S
′ of T k(H)
on vertex set {s ∈ V (T k) : V (S)∩V (Fs;k) 6= ∅} (where we recall that ornament
Fs;js on vertex s ∈ V (T ) is propagated to all copies of s in T
k(H)) and second
count the number of isomorphic copies of S ∩ Fs;js in Fs;js .
Since the branching operation produces isomorphic copies of the ornamented
subtrees B(s) rooted at s ∈ V (T ), the action of Σ as an automorphism of
T k(H) also gives an automorphism of T k(H)[{Fs;js : s ∈ V (T )}], and the
same counting argument yields the conclusion that there are polynomial in k of
them. By hypothesis, the number of homomorphic copies of S ∩ Fs;js in Fs;js
is a polynomial in js; by inclusion-exclusion the same is true of the number
of isomorphic copies. Combined together, this yields the desired conclusion
that, for given G, sur(G, T k(H)[{Fs;js : s ∈ V (T )}] ) is a polynomial in k and
j = (js : s ∈ V (T )), and hence the same is true of the number of homomorphisms
from G to T k(H)[{Fs;js : s ∈ V (T )}].
Remark 4.6. The variables js and k in Theorem 4.5 need not be independent.
Indeed, we may have js = k for each s ∈ V (T ). In such cases strictly speaking
we have a strongly polynomial subsequence of graphs in the variables (j,k)
rather than a strongly polynomial sequence. However, if there is a vector l of
independent variables ranging over Nh such that each component variable of (js :
s ∈ V (T )) and k can be expressed as a polynomial in the component variables
of l, then by taking l rather than (j,k) in the conclusion of Theorem 4.5 we do
have a strongly polynomial sequence in l. So for example, in the case js = k
for each s ∈ V (T ) we have l = k, i.e., the sequence (T k[{Fs;k : s ∈ V (T )}])
is strongly polynomial in k when the same is true of sequences (Fs;k) for each
s ∈ V (T ).
The special case H = clos(T ) of Theorem 4.5 allows of a different, slightly
more direct proof, which has the virtue of also yielding a “state sum expansion”
for the polynomial hom(G, T k(H)) in this case (see Example 4.8 that follows):
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Proposition 4.7. Let T be a rooted tree and k = (ks : s ∈ V (T )) ∈ N|V (T )|.
Further let {Fs;js : s ∈ V (T )} be ornaments on the vertices of T such that for
each s ∈ V (T ) the sequence (Fs;js) is strongly polynomial in js.
Then the sequence ( clos(T k)[{Fs;js : s ∈ V (T )}] ) of branched compositions
is strongly polynomial in (j,k) where j = (js : s ∈ V (T )).
Proof. Although this result is a corollary of Theorem 4.5, we give a different
proof here by exploiting the recursive structure of closures of rooted trees.
We proceed by induction on the height of T . For height 0 (T just a root ver-
tex r, clos(T kr) consisting of kr isolated vertices) we have hom(G, clos(T
kr)[{Fr}]) =
k
|V (G)|
r hom(G,Fr;jr ), which is strongly polynomial in (jr, kr) by hypothesis on
(Fr;js).
Now take T to be of height d > 0 and assume the truth of the theorem
for trees of height at most d − 1. Suppose that T has b subtrees T1, T2, . . . , Tb
pendant from its root. These subtrees are rooted trees of height at most d− 1.
Let clos(T k) [ {Fr;jr = K0} ∪ {Fs;js : s ∈ V (T )−r} ] denote the subgraph of
clos(T k) [ {Fs;js : s ∈ V (T )} ] obtained by deleting the root of T
k and its orna-
ment (setting Fr;jr = K0, the empty graph) before making the composition.
This subgraph is the disjoint union of graphs clos(T kii )[{Fs;js : s ∈ V (Ti)}],
1 ≤ i ≤ b, where ki = (ks : s ∈ V (Ti)).
For a graph G = (V,E), since in clos(T k) the root r is connected to every
other vertex we then have the decomposition
hom(G, clos(T k) [ {Fs;js : s ∈ V (T )} ] =
∑
U⊆V
k|V \U|r hom(G[V \U ], Fr;jr )hom
(
G[U ], clos(T k)[{Fr;jr =K0} ∪ {Fs;js : s ∈ V (T )−r}]
)
.
By inductive hypothesis the sequence clos(T kii )[{Fs;js : s ∈ V (Ti)}]) is
strongly polynomial in (js : s ∈ V (Ti)) and ki, for each 1 ≤ i ≤ b. More-
over, hom(G[U ], · ) is multiplicative over the connected components of G[U ],
and a connected graph when sent by homomorphism to the disjoint union of
clos(T kii )[{Fs;js : s ∈ V (Ti)}], 1 ≤ i ≤ b, must be sent to just one of the graphs
clos(T kii )[{Fs;js : s ∈ V (Ti)}]. Thus it follows that hom(G[U ], clos(T
k)[{Fr;jr=
K0} ∪ {Fs;js : s ∈ V (T )−r}] ) is polynomial in k1, . . . ,kb. The inductive step
now goes through.
Example 4.8. Consider T = Pd+1, the path on d + 1 vertices rooted at one
of its endpoints r, for which clos(T ) = Kd+1 (in the rooted coloured tree T
encoded by subset {0, 1, . . . , ℓ − 1} at vertex ℓ away from the root). Let each
non-root vertex s be ornamented by Fs = K
1
js , and the root r ornamented by
Fr = K
1
1 . Finally, let each non-root vertex s ∈ V (T ) have branching number
ks. (See Figure 6.) Here
hom(G, clos(T k)[{Fs}] ) =
∑
V0⊔V1⊔···⊔Vd=V
∏
1≤ℓ≤d
j
|Vℓ|
ℓ
∏
1≤ℓ≤d
k
c(G[V−∪0≤i<ℓVi])
ℓ .
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The special case when jℓ = j and kℓ = k for 1 ≤ ℓ ≤ d gives
hom(G, clos(T k)[K1j ;K
1
k , . . . ,K
1
k]) =
∑
V0⊔V1⊔···⊔Vd=V
j|V |−|V0|k
∑
1≤ℓ≤d c(G[V−∪0≤i<ℓVi])
=
∑
∅⊆W1⊆W2⊆···⊆Wd⊆V
j|Wd|k
∑
1≤ℓ≤d c(G[Wℓ])
(In the second summation, Wℓ = V \ (V0 ∪ V1 ∪ · · · ∪ Vd−ℓ).)
4.3 Branching cores
We have seen in Theorem 4.5 how branching, in conjunction with composition,
can generate a strongly polynomial sequence of graphs from a fixed ornamented
graph. We now turn to the question of when it is possible to index a given
countable family of graphs by tuples k ∈ Nh so that the resulting sequence
is the union of a finite number of strongly polynomial subsequences in k. In
Theorem 4.14 we provide a sufficient condition for this to be true for a family of
simple graphs, and a similar condition results for a family of ornamented graphs
(Corollary 4.16).
First we need to consider the inverse operation to branching in order to define
a new graph parameter that measures how symmetric a simple graph H is with
respect to involutive automorphisms with a fixed point. (These automorphisms
are those that arise from exchanging isomorphic branches in a rooted tree T
that contains H as a subgraph of its closure.)
Consider then a simple graph H together with a coloured rooted tree T of
whose closure H is a spanning subgraph. Proceeding by the method described
in Section 4.2, we construct the coloured rooted tree T0 = T
(k) with k set equal
to the all-one tuple. Thus, every vertex s ∈ V (T0) = V (T ) has assigned a
colour with three components: the set As (encoding H), the ornament Fs, and
the branching multiplicity ks = 1.
Suppose now that there exist vertices s, s1, . . . , sℓ ∈ V (T0) with the same
predecessor (i.e., p(s) = p(s1) = · · · = p(sℓ)) and such that the subtrees
B(s), B(s1), . . . , B(sℓ) of T0 are isomorphic (including colours – at this ini-
tial stage these colours all have third component corresponding to branching
multiplicity equal to 1). Let T1 be the coloured rooted tree obtained from
T0 by deleting the subtrees B(s1), . . . , B(sℓ) and by recolouring vertex s from
(As, Fs, 1) to (As, Fs, ℓ+ 1).
By repeating this process of eliminating isomorphic subtrees whose roots
have the same predecessor, at an arbitrary stage, we get a coloured rooted
tree Tm in which we have to eliminate the isomorphic subtrees with roots, say
t, t1, . . . , tp, having the same predecessor. These subtrees are colour isomor-
phic, except possibly differing in the branching multiplicities kt, kt1 , . . . , ktp of
the roots. Then, the next coloured rooted tree Tm+1 is obtained by deleting
the subtrees B(t1), . . . , B(tp) and by recolouring vertex t from (At, Ft, 1) to
(At, Ft, k) where k = kt + kt1 + . . .+ ktp .
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The process concludes with a coloured rooted tree, say T ′, in which there
are no isomorphic subtrees remaining whose roots share the same predecessor.
Moreover, by similar reasoning to the proof of Lemma 4.3, one can prove that
T ′ is uniquely determined by T . Let us call this tree T ′ the branching core of T .
Note that, reversing the above reduction, by branching T ′ we obtain T again.
Figure 7 illustrates some examples.
Definition 4.9. The branching core size, bc(T ), of a coloured rooted tree T
is defined by bc(T ) = |V (T ′)|, where T ′ is the branching core of T , as defined
above.
Remark 4.10. The vertices of the branching core T ′ of T are in one-to-one
correspondence with the orbits of V (T ) under the action of of Aut(T): a vertex
s ∈ V (T ′) corresponds to an orbit of
∏
t∈P (s) kt vertices on the same level in T
as that of s in T ′. Thus, the branching core size of a coloured rooted tree T may
alternatively be defined as the number of orbits under the action of Aut(T) on
V (T ).
Clearly, for a coloured rooted tree T we have height(T ) ≤ bc(T ) ≤ |V (T )|,
with height(T ) = bc(T ) when the branching core of T is a path rooted at an
endpoint. We have bc(T ) = |V (T )| when the branching core of T is T itself,
which happens when T has no isomorphic subtrees whose roots share the same
predecessor (T has no non-trivial automorphisms).
For a given simple graph H , the branching core size of a coloured rooted tree
T encoding H as a subgraph of its closure can vary considerably. For example,
consider the star K1,k. On the one hand, as a subgraph of T = clos(T ) = K1,k
rooted at its central vertex (subgraph colour component As = {0} on leaf s), the
branching core of this coloured rooted tree is K2 (there is branching multiplicity
k on the non-root vertex), so that bc(T ) = 2. On the other hand, the star K1,k
is also a subgraph of the closure of Pk+1 rooted at an endpoint; in other words,
K1,k can be encoded by coloured tree T = Pk+1 rooted at an endpoint, each non-
root vertex s having subgraph colour component As = {0}; here the branching
core of T is T itself, so that bc(T ) = k + 1.
It will be convenient to denote the graph H ornamented by Fs for each s ∈
V (H) by H〈{Fs : s ∈ V (H)}〉, or more briefly by H〈{Fs}〉. After composition
this becomes the graph H [{Fs}].
Definition 4.11. The minimum branching core size, bc(H〈{Fs}〉) of an orna-
mented graph H〈{Fs}〉 is the minimum value of bc(T ) over all coloured rooted
trees T on vertex set V (H), in which vertex s ∈ V (T ) has colour (As, Fs), where
As = {|P (s)|−1−d(s, t) : t ∈ P (s), st ∈ E(H)}.
The minimum branching core size bc(H) of a simple graph H is defined as
bc(H〈{K1}〉), where H is ornamented with the same graph K1 on each of its
vertices.
Example 4.12. The graph K1 with ornament Kk on its single vertex has min-
imum branching core size 1, i.e., bc(K1〈Kk〉) = 1. However, after composition,
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Figure 7: On the left, a simple graph H given as a subgraph of the closure of
coloured rooted tree T . On the right, reduction of T to its branching core T ′.
Branching multiplicities are only indicated when they exceed 1 and are shown
in boldface.
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K1〈Kk〉 becomes the graph K1[Kk] ∼= Kk and as a simple graph Kk has mini-
mum branching core size k, which is to say bc(Kk) = k.
Encoding a simple graphH as a coloured rooted tree T with vertex s ∈ V (T )
having colour As = {|P (s)|−1−d(s, t) : t ∈ P (s), st ∈ E(H)}, we have td(H) ≤
bc(H) ≤ |V (H)|. There is equality td(H) = bc(H) when H can be encoded as a
coloured rooted tree T whose branching core is a path rooted at an endpoint. For
example, td(Kk) = bc(Kk) = k. There is equality bc(H) = |V (H)| when H has
no automorphisms arising from exchanging isomorphic branches in a coloured
tree representation of H (equivalently, H has no involutive automorphisms with
a fixed point). For example, bc(P2ℓ) = 2ℓ, whereas bc(P2ℓ−1) = ℓ. Another
example: the star K1,k is a subgraph of the closure of the tree T = K1,k rooted
at its central vertex and having all its leaves at height 1. This gives a coloured
rooted tree of branching core size 2, which clearly is mimimum, so bc(K1,k) = 2.
On the other hand, by embedding K1,k as a subgraph of the closure of Pk+1
rooted at an endpoint we have a coloured rooted tree representation of K1,k
with branching core size k + 1.
Generally, given H , there are many ways to embed it as a spanning subgraph
of the closure of a rooted tree: choose a vertex of H to be the root, and then
a spanning tree of H . The example of {K1,k : k ∈ N} shows that a family of
graphs can have bounded minimum branching core size but have an encoding
by coloured rooted trees that have unbounded branching core size.
Remark 4.13. (i) Any finite tree T (not rooted or coloured) has either a vertex
or an edge which is fixed by all automorphisms, according as it is central or
bicentral. In the latter case there are no involutive automorphisms with a fixed
point. In the former case, taking the centre of T as root, all automorphisms
of the tree are also automorphisms of the rooted tree. Thus, any given tree
T always has a coloured rooted version of itself whose automorphism group is
exactly the set of automorphisms of T as a simple unrooted graph that have a
fixed point.
(ii) For a simple graphH that is not a tree there is not necessarily a coloured
rooted tree T encoding H as a subgraph of clos(T ) with the property that all
involutive automorphisms ofH with a fixed point can be realized as an automor-
phism of T . It is not even true that for each involutive automorphism of H with
a fixed point there will be some coloured rooted tree T for which this automor-
phism of H corresponds to an automorphism of T . For example, the triangle C3
has three involutive automorphisms having a fixed point, but a coloured rooted
tree T encoding C3 as a subgraph of clos(T ) has no automorphisms (since each
vertex of C3 must appear at a different level of T ).
So while the minimum branching core size depends on the size of the sub-
group of automorphisms of H that are involutive with fixed points, it may not
reflect its true size due to the loss of symmetry in encoding it by a coloured
rooted tree.
We say that a family of simple graphs H has bounded minimum branching
core size if {bc(H) : H ∈ H} is bounded. The family H cannot have bounded
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minimum branching core size if is has unbounded tree-depth, because maximal
subtrees rooted at different levels cannot be isomorphic. So if H has bounded
minimum branching core size then there are encodings of H ∈ H by coloured
rooted trees T of bounded height and such that the branching core of T has a
bounded number of non-isomorphic subtrees at each level.
We first state the main result of this section for simple graphs, and extend
it to ornamented graphs in Corollary 4.16.
Theorem 4.14. Let H be a family of simple graphs of bounded minimum
branching core size.
Then H can be partitioned into a finite number of strongly polynomial branch-
ing subsequences. More specifically, there is a partition of H into subsets Hℓ,
1 ≤ ℓ ≤ m, and indexing Hℓ = (Hkℓ : kℓ ∈ Iℓ) for some Iℓ ⊆ N
hℓ (hℓ ≥ 1) so
that, for each ℓ,
(i) there is a rooted tree Tℓ with |V (Tℓ)| = hℓ and fixed graph Gℓ ⊆ clos(Tℓ)
such that for every kℓ ∈ Iℓ we have Hkℓ = T
kℓ
ℓ (Gℓ), and
(ii) (Hkℓ) is a strongly polynomial subsequence indexed by kℓ ∈ Iℓ ⊆ N
hℓ .
Proof. It suffices to prove (i), since (ii) then follows by Theorem 4.5 (the se-
quence (T kℓℓ (Gℓ)) indexed by kℓ ∈ Iℓ ⊆ N
hℓ is a subsequence of the strongly
polynomial sequence (T kℓ (Gℓ) : k ∈ N
hℓ).
By the assumption that H is of bounded minimum branching core size, there
is a bound B such that for each H ∈ H we can encode H by an asymmetric
coloured rooted tree T with |V (T )| = bc(H) ≤ B, where vertex s ∈ V (T )
is coloured by a set As ⊆ {0, 1, . . . , height(T )−1} encoding adjacencies of a
subgraph G of clos(T ), such that H ∼= T k(G) for some k ∈ N|V (T )|. Since
height(T ) < |V (T )| ≤ B there is a finite number of possible colours for As, in
particular implying that there is a finite number of possibilities for the coloured
rooted tree T when expressing any H ∈ H in this form. Let {Tℓ : 1 ≤ ℓ ≤ m}
be this finite set of coloured rooted trees (where colours encode adjacencies of
a subgraph Gℓ of clos(Tℓ)), i.e., such that each H ∈ H is of the form T
kℓ
ℓ (Gℓ)
for some kℓ ∈ N|V (Tℓ)|.
By taking Iℓ = {kℓ ∈ N
|V (Tℓ)| : H = T kℓ (Gℓ) for some H ∈ H} we obtain
statement (i) of the theorem.
Remark 4.15. Sometimes a family of graphsH already presented as a sequence
(Hk) for k ∈ N
h may require re-indexing by a larger number of variables in order
to realize it as a polynomial sequence. For example, in Figure 8 we illustrate an
example of a sequence of graphs (Hk) of bounded minimum branching core size
indexed by a single parameter k, and for which hom(K1, Hk) = 2
k+1 + 1 and
hom(K2, Hk) = 2
k+1+k. This excludes the possibility that there might be a re-
indexing function f : N → N such that for every graph G we have hom(G,Hk) =
p(G; f(k)) for a polynomial p(G). However, if we re-index the sequence in terms
of two parameters k1 = k and k2 = 2
k − k then there is by Theorem 4.5 a
bivariate polynomial p(G) such that hom(G,Hk1,k2) = p(G; k1, k2). (Compare
the case of the sequence of hypercubes (Qk), Example 3.18 in Section 3.3.)
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Figure 8: A sequence (Hk) of graphs of branching core size 5 that is not poly-
nomial in the parameter k. (Number beside each non-root vertex indicate mul-
tiplicity of branchings.) However, when re-indexed by the pair of branching
parameters (k1, k2), the sequence (Hk,2k−k) is polynomial in k and 2
k − k and
a subsequence of the strongly polynomial sequence (Hk1,k2) (illustrated as the
right-most graph).
An easy consequence of Theorem 4.14 is a criterion for a set of ornamented
graphs to be decomposable into a finite number of strongly polynomial subse-
quences.
Corollary 4.16. Let F be a finite set of strongly polynomial graph sequences,
each indexed by j ∈ Nh (for some h), and H a family of ornamented graphs,
such that each ornament on a vertex s is a graph sequence (Fs;j) belonging to F .
Suppose that H has bounded minimum branching core size, i.e.,
{bc(H〈{(Fs;j)}〉) : H〈{Fs;j}〉 ∈ H} is bounded.
Then the family of compositions {H [{Fs;j}] : H〈{(Fs;j)}〉 ∈ H, j ∈ Nh} can
be partitioned into a finite number of strongly polynomial subsequences, (Hkℓ,j :
kℓ ∈ Iℓ, j ∈ Nh), for some Iℓ ⊆ Nhℓ (hℓ ≥ 1). Moreover,
(i) there is a rooted tree Tℓ with |V (Tℓ)| = hℓ, such that for every kℓ ∈ Iℓ we
have Hkℓ,j = T
kℓ
ℓ (Gℓ)[{Fs;j}] for some fixed graph Gℓ ⊆ clos(Tℓ), and
(ii) for each fixed j, (Hkℓ,j) is a strongly polynomial subsequence indexed by
kℓ ∈ Iℓ ⊆ N
hℓ .
Let us return to the unornamented graphs of Theorem 4.14 and the question
of whether some partial converse is possible.
There are families of graphs of unbounded minimum branching core size,
some of which can still be partitioned into a finite number of polynomial sub-
sequences such as that in Figure 9(c) and Figure 10(c), and others such as
Figure 9(a) and Figure 10(a) and 10(b) which cannot be so partitioned.
The family illustrated in Figure 9(a), in which k1, . . . , kℓ are independent
variables and ℓ unbounded, is of bounded tree-depth (each graph has tree-
depth 3) but cannot be partitioned into a finite number of polynomial sub-
sequences; the branching core size of these graphs is equal to 2ℓ+ 1 and hence
unbounded. On the other hand, for each graph G there is a multivariate
polynomial in infinitely many variables, p(G;x1, x2, . . .) such that the num-
ber of homomorphisms from G to the graph in Figure 9(a) is an evaluation
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p(G; k1, . . . , kℓ, 0, 0, . . .) of this polynomial. The same is true of the analogously
defined family in Figure 10(a) (and here the tree-depth is equal to ℓ+ 1, equal
to the branching core size).
The closure of the tree in Figure 9(c) (let us denote it by Hk,ℓ) is the lexico-
graphic product of K1,ℓ with graphs K1,p1(k),K1,p2(k), . . . ,K1,pℓ(k) on its leaves
v1, . . . , vℓ and K1 on its central vertex v0. Thus, in a similar way to the proof
of Proposition 3.8, the number of homomorphisms from G to this graph Hk,ℓ is
seen to be given by∑
f:G→K1,ℓ[{K
1
1
}]
homomorphism
hom(G[f−1({v0})],K1)
∏
1≤i≤ℓ
hom(G[f−1({vi})],K1,pi(k)), (4)
where G[f−1[{vi}] is the induced subgraph of G on vertices sent by homomor-
phism f to vi. There are at most |V (G)| factors not equal to 1 or 0 in the sum (4).
Furthermore, the expression (4) is symmetric in variables p1(k), p2(k), . . . , pℓ(k)
since the leaves v1, v2, . . . , vℓ of K1,ℓ are twin vertices (so we have by per-
mutation of these vertices an action on homomorphisms from G). For each
1 ≤ i ≤ ℓ, the sequence (K1,pi(k)) is strongly polynomial in variable pi(k), with
hom(G,K1,pi(k)) = 0 when G is non-bipartite and, when G is bipartite,
hom(G,K1,pi(k)) =
∑
U⊆V
U, V \U independent
pi(k)
|V \U|.
The sum (4) is thus a symmetric polynomial in variables p1(k), p2(k), . . . , pℓ(k),
of degree at most |V (G)|. Since pi(k) = p(i, k) for polynomial p, the sum (4) is
thus a sum of polynomials in k and 1r+2r+ · · ·+ℓr, for 0 ≤ r ≤ d|V (G)|, where
d is the maximum degree of p(i, k) in variable i. Finally, since 1r +2r + · · ·+ ℓr
is a polynomial in ℓ of degree r + 1, this makes the sum (4) a polynomial in k
and ℓ, of degree at most (d+ 1)|V (G)| in ℓ.
Is a partial converse of Theorem 4.14 to actually just require that the num-
ber of non-isomorphic subtrees ignoring branching multiplicities is finite? (In
other words, reduce to branching core, and then count as isomorphic those sub-
trees which only differ on branching multiplicities.) For an unbounded number
of some given subtree type pendant from vertex s we have colour-isomorphism
(for colours encoding subgraph of tree closure), but different branching numbers
– if this set of branching numbers can be expressed as values ps(i) of a poly-
nomial in i (with i taking values 1, 2, . . . , ℓs, variable ℓs unbounded being the
number of isomorphic copies of subtree pendant from s) then we can write these
graphs as strongly polynomial sequence of the form (T k)p(H) – otherwise, as a
subsequence of such a strongly polynomial sequence.
5 Concluding remarks
The graph polynomials p(G;x) that we consider in this paper that are defined
by p(G;k) = hom(G,Hk) for a strongly polynomial sequence (Hk) do not in
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(b) k-fold branching at each of ℓ leaves
YES
∼=
bc
bc
b
kℓ
1
b
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p1(k) p2(k) pℓ(k)
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(c) pi(k)-fold branching at ith leaf
YES
(In each of (a), (b) and (c)
k, ℓ are unbounded)
Figure 9: Which families can be partitioned into finitely many polynomial sequences?
(a) Branching ki-fold for i = 1, 2, . . . at leaf vertices here gives a family of graphs with
no partition into finitely many polynomial subsequences. (b) Setting ki = k for each
1 ≤ i ≤ ℓ makes each graph in the family now have minimum branching core size 3
and yields a strongly polynomial sequence in kℓ. (c) Setting ki = pi(k) for 1 ≤ i ≤ ℓ,
where pi(k) is a polynomial in i and k, gives a graph of minimum branching core size
2ℓ + 1 (when the pi(k) are distinct, e.g. pi(k) = k + i) and a strongly polynomial
sequence in two variables k and ℓ.
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Figure 10: Which families can be partitioned into finitely many polynomial sequences?
(a) Paths of unbounded length ℓ with ith vertex from root branched ki-fold: this family
has no partition into a finite number of polynomial subsequences. (b) Perfect k-ary
trees of height ℓ: closures of these rooted trees do not form a polynomial sequence in
k and ℓ (but for fixed ℓ they form a strongly polynomial sequence in k; also, for k = 1,
clos(Pℓ) = Kℓ and hom(G,Kℓ) = P (G; ℓ), the value of the chromatic polynomial of
G at ℓ). (c) Paths of unbounded length ℓ with k vertices of degree 1 added adjacent
to an endpoint: closures of these rooted trees, Kk +Kℓ, form a strongly polynomial
sequence in k and ℓ.
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general fall into the class of “generalized chromatic polynomials” of [10, Sect.
6] (see also [9, Sect. 3]), due to the simple reason that the set of colourings
(homomorphisms to Hk) counted by p(G;k) is not usually closed under permu-
tation of the colour set (vertices of Hk). An exceptional case is the sequence of
complete graphs (Kk), which as we have seen in Example 2.1 give the chromatic
polynomial.
In this paper we have built strongly polynomial graph sequences by the
following basic operations: loop additions/removals and complementation (Sec-
tion 3.1), blow-ups and compositions (Section 3.2) — the operations thus far
are used in the examples contained in Section 3.3 — and, finally and constitut-
ing the most important contribution of our paper, by branching (Section 4.2).
There are however examples of graph polynomials defined by strongly polyno-
mial graph sequences which fit into neither the general framework of our paper
(construction of strongly polynomial sequences by the aforementioned basic op-
erations) nor the “zoology” of [10]. We give here two examples.
First, in Proposition 3.19 we have seen that the sequence of hypercubes
(Qk) determines a bivariate polynomial p(G;x1, x2) such that hom(G,Qk) =
p(G; k, 2k). A homomorphism from G to Qk is the same as a colouring of the
vertices of G with subsets of [k] having the property that colours on adjacent
vertices receive colours that differ only by the addition of removal of a single ele-
ment. The graph polynomial p(G;x1, x2) thus defined by hypercube-colourings
does not belong to the family of generalized chromatic polynomials of [9], nor
can the sequence (Qk) be generated by blow-ups, loop additions/removals, com-
plementations, compositions and branchings alone.
A second example comes from [7, Ex. B8]. The generalized Johnson graph
(Jk,ℓ,D), 1 ≤ ℓ ≤ k ∈ N, ∅ ⊂ D ⊆ {0, 1, . . . , ℓ − 1}, is the graph whose ver-
tices are subsets of {1, 2, . . . , k} of size ℓ, two vertices being adjacent if and
only if their intersection has size belonging to D. For fixed ℓ,D, the sequence
(Jk,ℓ,D) is shown in [7, Prop. 3] to form a polynomial sequence in k (in fact it
can be shown to be strongly polynomial, in a similar way to our proof for hy-
percubes in Proposition 3.19 below). The graph polynomial p(G;x) defined by
p(G; k) = hom(G, Jk,ℓ,D) does not belong to the family of generalized chromatic
polynomials of [9]; neither can the sequence (Jk,ℓ,D) (apart from the case ℓ = 1
when Jk,1,{0} = Kk) be constructed solely by the operations of blow-ups, loop
additions/removals, complementations, compositions and branchings.
5.1 Branching operations on other types of coloured rooted
tree
The operation of branching coloured rooted trees applies quite generally, inde-
pendent of how the colours are interpreted. The object of Section 4.2 was to
prove that branching produces strongly polynomial sequences of graphs when
the colours of vertices of T encode a subgraph H of clos(T ) by taking appropri-
ate subsets of {0, 1, . . . , height(T )− 1}. We then further considered augmenting
this colouring by an ornament (member of a strongly polynomial sequence of
graphs) to prove the same for branched compositions (Theorem 4.5).
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There are other ways to encode a graph by coloured rooted trees and it is
natural to ask whether the branching operation produces a strongly polynomial
sequence in these cases too. We give an answer for cographs (encoded by cotrees)
below as this is easy to describe in limited space.
This might be extended to clique-width expression trees [2], or to rooted
trees encoding m-partite cographs [4]. However, even if we show that these
ways of encoding graphs produce strongly polynomial sequences by branching,
it still leaves such examples as the generalized Johnson graphs mentioned in
Section 5.1 unaccounted for.
We therefore content ourselves here with just the example of cotrees to ill-
sutrate the scope of generating strongly polynomial sequences by branching
coloured rooted trees.
5.2 Cographs and cotrees
Cographs are generated from K1 by complementation and disjoint union (and,
since G + H = G ∪H, joins too). Complete graphs and complete bipartite
graphs are basic examples of cographs. We state here some well known proper-
ties of cographs.
A cograph H can be represented by a cotree, a rooted tree T whose leaves
are vertices of H and whose non-leaf vertices are labelled 0 or 1, representing
respectively disjoint union and join. A subtree rooted at a vertex s labelled 0
corresponds to the disjoint union of subgraphs defined by the children of s, while
if s is labelled 1 then the join is taken instead. (Two vertices of H are connected
by an edge if and only if the lowest common ancestor of the corresponding
leaves in T is labeled by 1.) The representation of G by a cotree is unique if we
require the labels on any root-leaf path of this tree to alternate between 0 and
1. Switching everywhere labels 0 and 1 corresponds to complementation.
We start with a cograph H given by its cotree representation, i.e., a rooted
tree T with labels 0 or 1 on non-leaf vertices and set of leaves equal to V (H).
For each k= (ks : s∈ V (T )) ∈ N|V (T )| we construct a cotree T k, in which, for
each s ∈ V (T ), we create ks isomorphic copies (isomorphism including labels)
of the subtree Ts of T rooted at s, all pendant from the same vertex as Ts. This
cograph represents a larger cograph which we shall denote by T k(H).
For example, ifH = K1, represented by cotree T with root labelled 0 and one
leaf, then T k is the star K1,k rooted at its centre labelled 0, and T
k(H) = Kk.
See Figures 11 and 12 for further examples.
Theorem 5.1. The sequence (T k(H)) of cographs is strongly polynomial.
Proof. By induction on depth of T (removing the root of a cotree gives a set
of smaller cotrees). Without loss of generality we may assume the root is la-
belled 0, representing a final disjoint union (we know that a sequence (Hk) is
strongly polynomial if and only if (Hk) is strongly polynomial). The prop-
erty hom(G,H1 ∪ H2) = hom(G,H1) + hom(G,H2) for connected G (it is
enough to prove polynomiality for connected G) allows the inductive step to
go through.
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Figure 11: Cotrees with branching. Non-leaf nodes labelled 0 (disjoint union)
or 1 (join). Branching label indicates multiplicity of branching operation to be
applied– for example in the first cotree, k copies of the leaf are produced, whose
disjoint union is taken in order to form the cograph Kk.
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mKk,...,k = Km[Kl[Kk]]
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Figure 12: Some depth 3 cotrees with branching. Non-leaf nodes labelled 0
(disjoint union) or 1 (join). Branching label indicates multiplicity of branching
operation to be applied.
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We also have an analogue of Theorem 4.14. For a cograph H , define γ(H)
to be the minimum value of |V (T )| such that H is represented by the cotree T k.
For example, γ(Kk) = 2, γ(Kk,l) = 5 (k 6= l), γ(Kk,k,...,k) = 3.
Theorem 5.2. Let H be a family of cographs such that {γ(H) : H ∈ H} is
bounded. Then H can be partitioned into a finite number of subsequences of
strongly polynomial sequences of graphs.
References
[1] I. Averbouch, B. Godlin, J.A. Makowsky, A most general edge elimination
polynomial, in: H. Broersma, T. Erlebach, T. Friedetzky, D. Paulusma
(eds.), Graph-Theoretic Concepts in Computer Science, 34th International
Workshop, WG2008, Durham, UK, June/July 2008, Lect. Notes Comput.
Sci. 5344 (2008), 31–42
[2] B. Courcelle and S. Olariu, Upper bounds to the clique width of graphs,
Discrete Appl. Math. 101:13 (2000), 77–144
[3] D. Galvin, On homomorphisms from the Hamming cube to Z, Israel J.
Math. 138:1 (2003), 189–213
[4] R. Ganian, P. Hlineˇny´, J. Nesˇetrˇil, J. Obdrzˇa´lek, P. Ossona de Mendez,
R. Ramadurai, When trees grow low: shrubs and fast MSO1, Math. Foun-
dations Comput. Sci. 2012, Lect. Notes Comput. Sci. 7464 (2012), 419–430
[5] D. Garijo, A.J. Goodall and J. Nesˇetrˇil, Distinguishing graphs by left and
right homomorphism profiles, European J. Combin. 32 (2011), 1025–1053
[6] G. Hahn, C. Tardif, Graph homomorphisms: structure and symmetry, in:
G. Hahn, G. Sabidussi (eds.), Graph Symmetry: Algebraic Methods and
Applications, NATO ASI series C 497, Dordrecht: Kluwer, 1997, pp. 107–
166
[7] P. de la Harpe and F. Jaeger, Chromatic invariants for finite graphs: theme
and polynomial variations, Lin. Algebra Appl. 226–228 (1995), 687–722
[8] J. Kahn, Range of the cube-indexed random walk. Israel J. Math. 124
(2001), 189–201
[9] T. Kotek, J.A. Makowsky and B. Zilber, On counting generalized colorings,
CSL 2008, LNCS 5213 (2008), 339–353
[10] J. Makowsky, From a Zoo to a Zoology: Towards a General Theory of
Graph Polynomials, Theory Comput. Syst. 43 (2008), 542–562
[11] J. Nesˇetrˇil and P. Ossona de Mendez, Tree-depth, subgraph coloring and
homomorphism bounds, European J. Combin. 27:6 (2006), 1022–1041
39
[12] J. Nesˇetrˇil and P. Ossona de Mendez, Sparsity: Graphs, Structures, and
Algorithms, Algorithms and Combinatorics 28, Heidelberg: Springer, 2012
[13] G. Sabidussi, Graph multiplication, Math. Zeitschrift 72 (1959), 446–457
[14] R. Stanley, A symmetric function generalization of the chromatic polyno-
mial of a graph, Adv. Math. 111:1 (1995), 166–194
[15] P. Tittmann, I. Averbouch, J.A. Makowsky, The enumeration of vertex-
induced subgraphs with respect to the number of components, European J.
Combin. 32:7 (2011), 954–974
[16] S.D. Noble and C. Merino, The equivalence of two graph polynomials and
a symmetric function, Combin. Probab. Comput., 18:4 (2009), 601–615
40
