Haplotypes can hold key information to understand the role of candidate genes in disease etiology. However, standard haplotype analysis has yet been able to fully reveal the information retained by haplotypes. In most analysis, haplotype inference focuses on relative effects compared with an arbitrarily chosen baseline haplotype. It does not depict the effect structure unless an additional inference procedure is used in a secondary post hoc analysis, and such analysis tends to be lack of power. In this study, we propose a penalized regression approach to systematically evaluate the pattern and structure of the haplotype effects. By specifying an L1 penalty on the pairwise difference of the haplotype effects, we present a model-based haplotype analysis to detect and to characterize the haplotypic association signals. The proposed method avoids the need to choose a baseline haplotype; it simultaneously carries out the effect estimation and effect comparison of all haplotypes, and outputs the haplotype group structure based on their effect size. Finally, our penalty weights are theoretically designed to balance the likelihood and the penalty term in an appropriate manner. The proposed method can be used as a tool to comprehend candidate regions identified from a genome or chromosomal scan. Simulation studies reveal the better abilities of the proposed method to identify the haplotype effect structure compared with the traditional haplotype association methods, demonstrating the informativeness and powerfulness of the proposed method. Keywords: constrained regression; haplotype-based association analysis; multiple comparisons; variable selection INTRODUCTION Haplotype-phenotype association can be evaluated at the global level as well as the haplotype-specific level. The global test examines whether there exists an overall association between the genetic variants of the region and the trait of interest. The specific analysis, often performed after an overall association is detected, aims at evaluating the effects of particular haplotypes and obtaining information of the potentially underlying variants. The standard approach for haplotype analysis is to regress the trait values on the haplotypes and examine the significance of the regression coefficients. 1 Although such analysis is suitable for global evaluation, it may not be optimal for haplotypespecific evaluation. After detecting global association, a standard method assesses individual haplotype effects with respect to a predetermined reference haplotype (eg, the most frequent haplotype). The results can only be interpreted with respect to the reference haplotype, and little is learned about the relationship among nonreference haplotypes. Another popular strategy is to dichotomize the haplotypes of interest and the remaining haplotypes into two groups, and use a group indicator to study the effect of the target haplotypes vs the other. 2 This strategy requires selecting a priori which haplotype to target, but such information is usually not available in practice. In addition, lumping all 'remaining' haplotype effects can be problematic, especially when grouped haplotypes have different or even opposite effects on the phenotypes.
INTRODUCTION
Haplotype-phenotype association can be evaluated at the global level as well as the haplotype-specific level. The global test examines whether there exists an overall association between the genetic variants of the region and the trait of interest. The specific analysis, often performed after an overall association is detected, aims at evaluating the effects of particular haplotypes and obtaining information of the potentially underlying variants. The standard approach for haplotype analysis is to regress the trait values on the haplotypes and examine the significance of the regression coefficients. 1 Although such analysis is suitable for global evaluation, it may not be optimal for haplotypespecific evaluation. After detecting global association, a standard method assesses individual haplotype effects with respect to a predetermined reference haplotype (eg, the most frequent haplotype). The results can only be interpreted with respect to the reference haplotype, and little is learned about the relationship among nonreference haplotypes. Another popular strategy is to dichotomize the haplotypes of interest and the remaining haplotypes into two groups, and use a group indicator to study the effect of the target haplotypes vs the other. 2 This strategy requires selecting a priori which haplotype to target, but such information is usually not available in practice. In addition, lumping all 'remaining' haplotype effects can be problematic, especially when grouped haplotypes have different or even opposite effects on the phenotypes.
Ideally, a thorough haplotype-specific analysis should investigate the haplotype effects relative to each other rather than to an arbitrary baseline, as the distinct haplotypes are in essence the different 'levels' of one covariate 'factor' . This is similar to the post hoc pairwise analysis in ANOVA. The pairwise comparisons can identify the source of the overall haplotypic association and differentiate haplotypes with the same or different level of effects. However in practice, such analysis may yield contradictory conclusions on which haplotypes share the same level of effects. Furthermore, the pairwise comparisons are generally underpowered due to the necessity to adjust for the multiple comparisons.
In this report, we introduce a penalized-likelihood based approach to facilitate the investigation of haplotype-specific association using unphased genotype data. Penalized-likelihood approaches are often used for variable selection, and several variants have been adopted for haplotype/multimarker association analysis. The important differences lie in the form of the penalty -by carefully designing the penalty function, one can gear the approach toward accomplishing various desired tasks. Generally speaking, an L2-norm penalty on the regression coefficients (ie, P b 2 h with b h being the regression coefficient) can stabilize inference through smoothing coefficients toward zero, while an L1-norm penalty on the regression coefficients (ie, P |b h |) has the additional ability to set some coefficients to be identically zero, thus simultaneously performing variable selection and inference stabilization. For example, Malo et al 3 use ridge regression (L2 penalty) to assess the effects of a large number of SNPs with many being highly correlated. Smoothing the effects toward zero reduces the variance, thus stabilizing inference. Tanck and colleagues [4] [5] [6] use the penalized approach to stabilize inference for rare haplotypes. They construct an L2-norm penalty term not on the coefficients themselves, but on the differences in coefficients of similar haplotypes. By doing so, the coefficients corresponding to rare haplotypes are smoothed toward that of a similar common haplotype. Alternatively, Li et al 7 use LASSO regression (L1 penalty) to perform selection among numerous possible haplotypes to find those that differ from the baseline haplotype. Recently, Guo and Lin 8 also propose LASSO regression to stabilize haplotype inference, allowing the evaluation of rare haplotype effects and haplotype-environment interactions. However, the individual haplotype effects are evaluated with respect to the baseline haplotype, and performing pairwise comparison analysis under this framework can be non-trivial due to the fact that the distribution of the LASSO estimator is non-standard.
In our penalized-likelihood method, we use an L1 penalty term on pairwise differences to collapse the estimates of haplotypes with the same effects to be exactly equal. Instead of variable selection or inference stabilization, our goal is to identify haplotypes with the same effects and collapse them to a group structure. Unlike current approaches where haplotype inference focuses on relative effects compared with a baseline haplotype, our penalty is designed to perform direct comparisons among all haplotypes. As shown in the simulation studies, our approach not only yields a great deal more information than the typical approach but also exhibits higher power.
METHODS
To fix the idea, we consider the simple scenario of a quantitative trait with additive genetic effect. We use an ANOVA-like representation of the haplotypetrait linear model:
where Y hki represents the trait value for individual i with haplotypes h and k, and E i is a vector of environmental factor. Here g 0 represents a global intercept, vector g represents the environmental effects, and the b h represents the overparameterized haplotype effects with These tests allow for the comparison of all haplotypes to determine the effect structure. Following the idea of the penalized approach to ANOVA, 9 we estimate the effects (g 0 , g, b) by (ĝ 0 ,ĝ,b), which is the minimizer of X h; k; i The proportion that all 'Effect 1' and 'Effect 2' haplotypes are found significant from all null haplotypes (ignoring the comparison between the two types) All exact
The proportion that the complete haplotype structure is correctly identified 10 and inversely weights the haplotype pairs by an initial estimate of their difference in effect. As a result, haplotypes with similar effects can be more readily grouped together, while those that are different remain separated. It has been shown that the adaptive weights have desirable asymptotic properties. 9 The second term accounts for the fact that the haplotype frequencies are unequal. In penalized regression, the predictors should be on a comparable scale so that the penalization is carried out equally and balances appropriately with the likelihood. In our case, this avoids the grouping results being dominated by large-count haplotypes. Intuitively, we would want to assign larger-count cells higher penalties to counter balance their larger influence in the likelihood. As opposed to an ad-hoc determination of the weight, we derive the proposed weight based on theoretical considerations (Appendix A). The idea is based on standardizing an appropriate design matrix that corresponds to the pairwise differences under an overparameterized model.
The computation procedure is more conveniently described after rewriting the Lagrangian formulation of (1) as an equivalent constrained optimization problem:
Now the constrained minimization depends on an unknown tuning constant t, which has a one-to-one correspondence to the constant l. We use BIC to choose the appropriate t, from a range of gridded values that t can take. The value of t has an upper bound at t 0 ¼ P Table 2 .
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=ðL+1Þ. For a given t, we compute the estimated coefficients by the EM algorithm to tackle the phaseunknown problem (Appendix B), and calculate BIC¼À2 logL+log(n)df, where L is the value of the likelihood evaluated at the estimated parameters, and df is the degrees of freedom. The quantity df¼(L*À1)+K+1, where L*rL is the number of estimated unique haplotype effects, and K+1 is the dimension of the vector (g 0 , g). The model that minimizes the BIC criterion is the one chosen and interpreted. We choose BIC as the tuning method because our goal is to select the true model structure and BIC has the property of consistency in model selection. [11] [12] [13] [14] An alternative criterion would be to use a cross-validation (CV) criterion. However, as CV targets prediction error, it is less of interest with regard to finding the model structure.
The above framework can be extended straightforwardly to generalized linear model (GLM) to allow other trait types. The density is of the form f ðYjE; HÞ ¼ exp 
For a normally distributed trait value, this reduces to (1).
Simulation studies
We performed simulation studies to examine the performance of the proposed penalized regression method. To compare, we also conducted the standard haplotype regression analyses using the method of Lake et al 15 (as implemented in the R function 'haplo.glm') followed by the post hoc pairwise analysis to perform the haplotype-specific analysis. We carried out two types of the post hoc comparisons: The 'Unadjusted' method performs the pairwise analysis without adjusting for multiple comparisons. The 'FDR-adjusted' method used the Benjamini and Hochberg's procedure 16 to control for the false discovery rate (FDR) in the multiple comparisons. We also performed, but did not report the analyses that control for the family-wise error rate, as their power was much lower than the others. We considered three simulation studies: two based on the two gene regions (Renin and AGTR1) reported in French et al, 17 and one based on a region on chromosome 18 of the CEU sample in the HapMap data, as in Lin and Huang. 18 In each simulation study, we normed the common haplotype frequencies and then randomly sampled n haplotype pair. Given certain prespecified causal haplotypes (listed in Table 1 ), we then generated normal traits and binary traits based on the model g(m i )¼y 0 +y T H i , where m i E(Y i |H i ) is the conditional trait mean given haplotypes, y 0 is the effect of baseline haplotype, y (LÀ1)Â1 is the effect vector of the remaining haplotypes representing the difference from baseline, and H i is the design vector for the haplotype pairs of individual i. As our focus is to evaluate the relative performance of the standard analysis vs our proposed strategy, we generated the data in a prospective manner, so to obtain the best inference results from haplo.glm. We set the parameters in a way that the power of the unadjusted method and the FDRadjusted method fell within a reasonable range. Specifically, for normal traits, we set g(Á) to be the identity link, y 0 ¼0, and the trait variance var(Y i |H i ) to be 1.5 (which resulted in a heritability of about 5%). For binary traits, g(Á) is the logit link and y 0 ¼À2 (corresponding to a disease rate of 14%).
In the simulation analyses, we used only unphased genotypes and carried out 1000 replications. 15 The results were evaluated using the five criteria described in Table 2 . We first examined the type I error rate of the proposed method. We set y to be a zero vector in the three simulation studies and measured the overall type I error rate in testing the hypothesis of no global association (ie, H 0 : y 1 ¼y¼y LÀ1 ¼0). The results are listed in Table 3 . The overall type I error rates of the proposed method (or equivalently, 1À'Null' criterion) for a sample size of 1000 ranged around 0.05-0.08. The error rate will decrease with an increased sample size because of the asymptotic theory. 9 Next we perform the power analysis. In Simulation 1, based on gene Renin, we considered three scenarios for haplotype effects with n¼500: (1) and 'Effect' categories). On the contrary, the proposed method does not suffer from this shortcoming. It was able to reach a better balance between true negative and true positive, and therefore can identify more accurately the underlying group structure among the haplotypes.
Comparing Scenarios (2) with (3), we observed a clear power decrease in the 'Effect 2' . This is because, in Scenario (3), the rare haplotype V is now one of the null ones, which makes it harder to detect a difference between the null haplotype V and the Effect 2 (ie, small-effect) haplotype. This power drop was especially severe for the traditional approaches because of the small sample size for that comparison. The relative power loss in Scenario (3) to Scenario (2) is about 33-58% (41-83%) for normal (binary) traits with the traditional methods, and is only 10% (15%) for normal (binary) traits with the proposed method. In Simulation 2, based on gene AGTR1, we considered three levels of effect sizes, which partition the haplotypes into 'Effect Null' (with five null haplotypes), 'Effect 1' (with two causal haplotypes of y h ¼1), and 'Effect 2' (with two causal haplotypes of y h ¼0.5). The results with n¼1000 for both traits are shown in Figure 3 . Because each effect group now contains more than one haplotype, we further considered two subcriteria when evaluating true positive rates: (a) 'Detected' (ie, the proportion that the same-effect causal haplotypes are found significant from all null haplotypes, regardless of whether they are grouped together or not), and (b) 'Exact' (ie, the proportion that the sameeffect causal haplotypes are found significant from all null haplotypes and are grouped together). We observed a similar pattern as in Simulation 1: compared with the standard methods, the proposed method has comparable or higher true negative rates and true positive rates; it yields a better balance between the two rates and results in a better overall performance.
In Simulation 3, based on the HapMap data, we considered two scenarios: (1) one causal haplotype, and (2) two same-effect causal haplotypes. The results are shown in Figure 4 (for normal traits) and Figure 5 (for binary traits) . Same as what observed previously, the proposed method outperformed the standard methods in true negative rates, true positive rates and overall performance under different scenarios and trait types.
DISCUSSION
A careful understanding of haplotype-specific effects can provide information on the potentially underlying variants. It can also suggest biological hypotheses that form foundations for follow-up molecular genetic experiments, such as to investigate the effects of 'knock-in' or humanization of an experimental model by incorporating a specific human haplotype. Although many methods are available to evaluate haplotypic effects either at the global level or the individual level, few enable a systematic and informative examination of haplotype effects while maintaining statistical power and inference stability. In this study, we advocate to characterize the effect structure of haplotypes. We introduce a penalized regression approach to efficiently evaluate individual haplotype effects with respect to each other and to identify the haplotype group structure based on their effect sizes. Using the penalty term allows us to combine the estimation and testing steps, and bypasses the issues associated with multiple testing. The proposed method is both informative and powerful, and can serve as a tool to comprehend candidate regions identified from a genome-wide or chromosome-wide scan. The R code that implements this method is available from the authors' website at http://www4.stat.ncsu.edu/ jytzeng/Softwares/PLHap/R/. Compared with standard haplotype-based analysis, our approach provides interpretable results that could be used to reveal the potential effects of the functional variants. For example, in Simulation 2, given the grouping structure, we can infer a potential causal SNP2 with different interacting effects with SNP1 and with SNP5 and SNP6. Even compared with SNP-based analysis, 19 the proposed method still exhibit advantages: for example, here the SNP analysis may identify the individual effects of SNP1, SNP2 and SNP6, but may miss SNP5 and miss the interactions among these SNPs. Similar situations can be found in Simulations 1 and 3, although we did not illustrate further here.
We have shown the feasibility of the proposed method to study haplotype-specific effects using a prospective likelihood formulation for genetic main effects. The framework can be extended to retrospective likelihood approaches and to include gene-environment or gene-gene interactions. Furthermore, it can also incorporate available evolutionary information to improve the efficiency, in a similar manner as reported in the literature. 20, 21 Instead of testing for differences in all pairwise comparisons, Seltman et al 20 grouped haplotypes based on evolutionary relationship and carried out a reduced number of sequential tests on the haplotype groups. This evolution-guided grouping idea can be adapted in our procedure through additional weights to each haplotype effect pair in the penalty (1) . These weights would reflect the genetic distance between the pair, so that evolutionarily 'closer' haplotypes are more likely to be assigned to the same effect group. Another option is to set the weight as a function of the phenetic distance and haplotype frequencies. 21 We note that it is well known that the penalized-likelihood solutions can be considered as the posterior mode estimates using a particular choice of the earlier distribution. The weights can then be viewed as including the evolutionary information in the earlier distribution. We intend to fully examine the appropriateness of this approach and consider various weight functions in future work.
Null
Effect 1 (2) and (3) follow directly from the fact that M À M¼I L . For (4),
Proof of proposition
Thus the matrix is symmetric, and M À is the Moore-Penrose inverse of M. The Euclidean norm of the columns of X¼HM À corresponding to the differences (ie, the last d columns) follows, as these columns of X will contain the elements {0, ± 1 ± 2}. Consider a column of this matrix X corresponding to the difference in effect for two haplotypes. The number of ±2 in the column is the number of homozygous individuals for either of the two haplotypes. The number of ± 1 in the column is the number of individuals with exactly one of the two haplotypes. Individuals with neither of the two haplotypes, or one of each of them, contribute zero to the column total. Hence, summing up the squares and then taking the root gives the result.
In practice when the phase is unknown, we consider the expected value of the n (hh*) conditional on the observed genotypes, as described in the EM algorithm in Appendix B.
APPENDIX B THE EM ALGORITHM FOR PENALIZED REGRESSION
The full data log likelihood is given by
density given in (3) . Under the assumption of HWE and geneenvironment independence, f(H i |E i )¼f(H i ) is the density of multinomial (2, P) where P LÂ1 ¼{p h } is the haplotype frequency.
E-Step
We take the expectation of the full data log likelihood conditional on genotype G and the current parameters:
where H i,h is the (i, h) entry of the design matrix H. The expectation step only involves heterozygous individuals, for whom the last term is always 2log 2 and can be dropped. For each individual, the expectation step creates 'pseudo observations' that consist of all haplotype pairs consistent with G i weighted by its conditional probability given genotypes. That is, each individual will have multiple rows in the 'pseudo design matrix' corresponding to their possible haplotype pairs; for a given row, the entries in the columns h and h¢ are the conditional probability of haplotype pair (h, h¢) given G i .
M-Step
In the models with normally distributed traits, the maximization step is equivalent to the minimization of a sum of squares as in (2) , except that each observation is expanded to all possible haplotypes consistent with the observed genotypes of the individual. Each of these 'pseudo observations' has weight that was computed in the expectation step.
To solve (2) by a reparameterization, we get a quadratic loss function with linear constraints. This is then a typical quadratic programing problem and there are numerous standard algorithms available to solve it. The reparameterization, described in Appendix A, results in a fully overparameterized model that includes the intercept g 0 , environmental effects g, haplotype effects b and pairwise differences d. The 1+K+L+d parameters of this model are estimated under a set of linear constraints that includes: (i) P L h¼1 b h ¼ 0;
( In the GLM, the likelihood is no longer quadratic, but the constraints are still linear. We use a quadratic approximation to the likelihood around the current estimate using a Taylor expansion, apply the quadratic programing solver, and iterate until convergence.
