Abstract: In distributed control system Ethernet is invading communication areas reserved so far to other specific and/or proprietary networks, due to its wide bandwidth, reliability and reduced cost. However this fact obliges to carefully evaluate the delay that messages undergo in order to fulfill with the application temporal requirements. In this paper the delay model is studied, its main components are defined, and, finally, the experimental results and the divergences respect the theoretical values are presented.
MESSAGE DELAY IN DISTRIBUTED CONTROL SYSTEMS
The criterion to choose a communications network that fulfills the control requirements in a specific industrial process must take into account the different functional necessities of design, efficiency, cost, maintenance and further upgrade. A common mistake in the choice is to consider the information transfer rate between equipments a s a determinant factor. Despite the importance of this factor, other aspects such as the delay in the acquisition of signals and the temporal determinism of the link, must be taken into account.
To forecast the behavior of a communication system time consists, basically, in the analysis what maximum latency times warranty the bus for each message under certain load. The result of this forecast is crucial in critical applications of real time in order to know its feasibility and, so, to allow its scheduling.
Independently of the network, the information transfer through any communication channel requires a time which depends on the bandwidth, the length and overload of the link, the baud rate and efficiency of the network, the electromagnetic disturbances, the number of participating nodes, etc. So, the used time in the communication constitutes a variable and, in many cases, a random delay that adds more complexity to the difficult task of control systems design (Marti et al., 2001) .
certain periodicity (Tm) and must be delivered in the destination no longer than the deadline, denoted by Dm. The message is generated by an appropriate task in the sender node, undergoing any delay (Jm) when it is queued to the output. In the output queue, furthermore, it can undergo any temporal blocking (Tbloq) due to the time needed to send the previous messages. When the message is transmitted, it will arrive to its destination after a propagation time (Tm).
In Figure 1 the above mentioned delay components can be seen. The worst response time for a specific message m, , (Audsley et al., 1993) , corresponds to the equation:
Where Tdelay will be considered as the maximum time from that sender node generates the message to it is completely received in the destination node. Thus, the control system will be schedulable if and only if Tdelay (m) ≤ Dm (m).
ETHERNET NETWORK
Ethernet (EN 50170, 1996) is a model of local area network, created initially for office automation, with an upward penetration in the area of industrial communications applied to process control (SeokKyu et al., 1999) . The MAC protocol in Ethernet is based on CSMA/CD and probabilistic (Gámiz et al., 2003) . It is not possible to ensure that the temporal requirements will be fulfilled in all the messages interchanged in this kind of communications network 1 . However, Ethernet is imposing in multiple control systems due, mainly, to its wide bandwidth that warranties a good temporal response when the network is exclusively devoted to a specific control task, with a reduced number of nodes, identical network interfaces and identical length in each node.
1
Recently, some deterministic variants to the Ethernet network have appeared such as FTTEthernet and Switched-Ethernet that can support realtime traffic.
Another aspect that makes Ethernet a valid alternative is its huge diffusion and the large number of low-cost products.
Medium access method in Ethernet.
CSMA/CD is the protocol of medium access used in Ethernet networks. When a node wants to transmit checks the bus to be idle. If a node does not need to transmit observes the line to know whether the other nodes have begun to transmit any information to it. The node that wants to transmit will wait until the bus is free, setting to zero the collisions counter (N=0) for the frame to transmit. The node will wait the IFG time (inter-frame gap) of 9.6 µs (12 bytes at 10Mbps) to allow the propagation of the signal through the destination receptor electronics, and then, the node will transmit the message. If two or more nodes try to transmit simultaneously a collision is produced corrupting the data.
The procedure used by the transmitting nodes when they try to transmit a gain their frames due to collisions is dictated by an algorithm named back-off. Basically, the message retransmission mechanism is as follows. When a collision is detected, every node will wait a random time before to transmit back its message. The waiting time is calculated multiplying a random number, from a possible set, by the slot time (that is, the minimum frame time: 51.2 µs at 10 Mbps). After the waiting time plus the IFG time, the node tries again the frame transmission. As the retransmission can still collide, the protocol will try it up to 15 times. If the collision persists after the fifteenth retry the transmitter ends the transmission, rejects the frame and an error is reported. For each frame retransmission, the transmitter forms the set: {0, 1, 2, 3, 4, 5,. .. L}, where L = 2 K -1 (being K = collision number, and K=10 as a maximum), and it chooses a random value R from this set. The transmitter tries to transmit the frame after a time R, the slot time.
MESSAGE DELAY MODEL IN ETHERNET
In this section the message delay components will be obtained in an Ethernet network as Ttm and Tbloq times showed (1). In the following analysis the jitter time, Jm, will be considered insignificant compared with Ttm and Tbloq times and, consequently, it will be cancelled.
Message transmission time (Ttm).
The transmission time of message m, Ttm (m) , depends on its frame length, Rlt (m) , and on the propagation delay due to the line length, Rpr, that is:
If Ndata (m) is the number of useful bytes in the frame of message m, Ncab the number of bytes in the header, Nrell the number of stuff bytes to reach the minimum size and B the network baud rate, the delay time Rlt (m) will be:
Where: Ncab = 12 bytes (IFG) + 8 bytes (preamble). Nrell = 6 bytes (destination) + 6 bytes (source) + 2 bytes (type) + 4 bytes (CRC). max [Ndata (m) , 46] is the maximum value between the values in the square brackets, with Ndata (m) ≤ 1500 bytes. B is the transmission speed in bit/s.
The propagation delay in the network, Rpr, depends on the distance between the source and destination nodes. The propagation delay in a twisted pair line is about ≈ 6 ns/m. Consequently, at a line distance of 2500m and 100m the delay is 15 µs a nd 0,6 µs, respectively. Thus:
Where: l line is the line length in meters.
Finally, from (3) and (4) 
Message blocking time (Tbloq).
Tbloq time depends on the network protocol and it is the time that have most incidence in Ethernet network performances used for control (Wheelis, 1993) . It states an estimation for the required time in the message re-sending after k collisions and it can be represented as:
It is difficult an exact analysis of expected blocking time (Lian et al., 1999) . However, the blocking time Tbloq (m) , that affects to a message can be evaluated setting three hypothesis validated afterwards through the suitable experiences.
Hypothesis I:
The collision probability of a message m with other messages in the network is highly related with the network occupation at that time, when the "Ethernet capture phenomena is never present (Ramakrishnan and Yang, 1994) , and for medium (< 60%) and l ow network loads (< 10%, common in Ethernet networks used in control). Defining the parameter Urex (m) as the factor of network occupation due to the network use of all the system messages except m, the existing correlation between this parameter and the number of collisions that can affect to a message before its transmission can be obtained.
In the case that all the nodes in the net try to transmit in a continuous way (Tm (m) = Tdelay (m) ) a unique message , the network occupation factor is defined as: 
Where: Ttm i is the message i transmission time, cex(m) is the set of application messages except m, and c(ms) is the whole set of application messages.
If all the application messages have an identical useful data length, the transmission time, Ttm, for all the messages is also identical. In consequence, equation (7) can be now rewritten as:
Where: N M is the number of nodes in the application.
Hypothesis II:
The number of consecutive collisions that the message m undergoes is related with Urex (m) with a simple probabilistic law. Thus, with Urex (m) values of 0.5, 0.75, 0.80 and 0.90, for example, the probability that the message m undergoes a collision before its transmission is 1/2, 3/4, 4/5 and 9/10, respectively. It is important to notice that the above numerators in the fractions (1, 3, 4, and 9) indicate the probable number of consecutive collisions before the message is transmitted. Setting the upper bound of Urex (m) to 0.95, the probable number of consecutive collisions of message m can be defined as:
For systems with an unique message in every node with identical data length and transmitting in a continuous way, equation (9) can be rewritten as: Figure 2 shows, according to the above equations, the evolution of the number of collisions for the message m respect Urex (m) . The graphics is bounded to 16 collisions maximum.
In order to correlate the number of collisions with the blocking time that the message m undergoes, it will be fundamental to take into account the following aspects: ü All the interchanged messages in the nodes must have an identical useful data length. ü The electronic interfaces of access to media must be identical in every node that means identical speed, features and performance.
Fig. 2. Number of collisions of message m vs Urex (m) .
Hypothesis III. The blocking time for a message m is closely related with the transmission time of the message that it collides with. Consequently, the blocking time of the message m can be defined as:
The message delay, accordingly to the expression (1), (10) and (11), will be:
Relaxation factor 'α': This is an important parameter that provides information about the network scheduling where the messages have tight deadline times. It is defined as follows:
Notice that if α takes a value equal or less that 1, the network could not fulfill the temporal requirements that messages impose.
'n' messages in every node and continuous traffic case.
This is the general case for the particular case presented in the last Subsection. In a network with N M nodes, where all the nodes try to transmit in a continuous way an specific number n of messages, the extension of equation (12) is:
Where: n is the number of messages to transmit for every node.
Different number of messages in each node and periodic traffic case.
This case shows a certain periodicity in the message transmission (Tm (m) ), not necessary the same for all the messages in the system. Furthermore, each message is subjected to a deadline (Dm (m) ) different. In the same way, every node can hold a different number of messages to transmit. However, all the messages have the same data length.
Such a case is shown in Figure 3 . It contemplates a communication system between two nodes (A and B) with 4 and 2 messages respectively. The messages stack in node A is M A , and those in node B are M B . In such a situation, the reduction of equation (10) can not be applied, using instead equation (7). Now, the network occupation factor is defined as: 
Where: cex(M) is the set of messages stacks in the application except M, c(Ms) is the total set of messages stacks in the application, n is the number of messages in each node and Tm(i) is the transmission period for message i.
In consequence, a message m belonging to a stack M will undergo a delay of
Where: n (M) is the number of periodical messages that form the stack M.
EXPERIMENTAL RESULTS
In order to carry out the experiments of communication through an Ethernet network an assay platform has been set up with a star-structure set of nodes (compatible Personal Computers), by means of a hub, with 5-meter segments plugged with RJ -45. The different nodes have been considered as elements of an hypothetical control system (sensors, actuators, controllers, etc.) interchanging information through the Ethernet communication network.
The work procedure has been based in sending frames of identical length from one node to another with several network loads. In the experiments, 1500-and 100-byte frames plus 20 additional bytes have been sent (IFG+preamble).
In this way, whereas a transmitter node sends frames to the receiver, the data flux will be interfered by the information that other nodes interchange in the net. Acting in this manner, when the number of transmitter nodes increases the delay that the frames undergo in the receiver node could be determined.
The network environment has been configured implementing the NetBEUI (NetBIOS Extended User Interface) network protocol in each node with the objective of concentrating the traffic in the net inside the Link Layer and Transport Layer services.
Apart of Ethernet, the use of any protocol, i.e. NetBEUI, provokes a slightly different frame traffic with control information. To obtain experimental results derived exclusively from Ethernet frames traffic, the CommView software, TamoSoft Inc. (Web 1), has been installed in the destination nodes in order to filter and analyze the interesting frames. Another application installed in these nodes is DU Meter, Hagel Technologies (Web 2). This software allows obtaining and plotting the speed in a network in a specific communication session, showing several temporal parameters.
In order to perform the different experiments the authors have developed the Tranethe software (Web 3). This application is installed in the transmitter nodes and provides a function that allows sending frames (continuous or periodical) at any moment by a command sent through the network to all the transmitter nodes. The test ends when the receiver nodes have enough information to evaluate the delay. Table 1 and Table 2 summarize the results of different tests with 1500-and 100-byte frames plus a 20-byte header (IFG + preamble). In the far-right column the message delay time ( Tdelay) obtained from equation (16) with n (M) =1 is presented.
Experiments summary.
After the analysis of the values shown in the tables 1 and 2 it is remarkable the concordance between the experimental values Tdelay and theoretical values for a given baud rate, and under different network loads. Figure 4 shows the evolution of Tdelay time for a 1500-byte frame versus the network occupation factor and, in Figure 5 , the error respect its theoretical value evaluated with equation (16). The curve in Figure 4 looks like the curve shown in Figure 2 comparing, first, the close relationship between the collisions number in Figure 2 and the blocking time that the messages undergo in Figure 4 (Y axis) and, second, between the blocking time that the messages undergo and the network occupation factor in Figure 4 (X axis). Figure 5 confirms the hypothesis set up in Section 3 and also the validity of those equations. The worst case shows a blocking time of Tbloq = 7 ms with a network occupation factor of 0.8, and the difference respect the theoretic value is merely 30 µs, that is, a relative error of 0.043%. 
CONCLUSIONS
In this paper the delay that a message undergoes in an Ethernet network for distributed control systems has been developed. Even though Ethernet is not considered a deterministic network and, consequently, its use in real-time control systems can be conditioned by temporal requirements imposed by the messages, in many control applications is implanted as a solid alternative. Due to its wide bandwidth providing a good temporal response when the network is devoted to an exclusive specific control task, Ethernet has invaded areas of process control reserved so far to other networks and field bus with expensive elements and equipment.
From the general model of message delay in a communications network, and justifying the different hypothesis, the components of Ethernet message delay have been defined in the cases of: one message in each node, n messages in each node and different messages number in each node, in applications with continuous as well as periodical traffic. In the same way, the network relaxation factor ( α) has been defined, providing a useful indicator to know whether the communications system can be scheduled or not.
The different tests carried out revealed the feasibility of the presented model, because the theoretical calculated values support significantly the values obtained in the tests. These results are, also, fruit of many sessions of acquisition and data checks where, besides, the effects of collateral delays (due to the used hardware and software tools) have been minimized.
