Abstract. For a birth and death chain on the nonnegative integers, integral representations for first return probabilities are derived. While the integral representations for ordinary transition probabilities given by Karlin and McGregor (1959) involve a system of random walk polynomials and the corresponding measure of orthogonality, the formulas for the first return probabilities are based on the corresponding systems of associated orthogonal polynomials. Moreover, while the moments of the measure corresponding to the random walk polynomials give the ordinary return probabilities to the origin, the moments of the measure corresponding to the associated polynomials give the first return probabilities to the origin.
Introduction
Let (X n ) n∈N0 denote a birth and death chain on the nonnegative integers {0, 1, 2, . . . } and let P govern (X n ) n∈N0 with one-step upward transition probabilities u i (birth), one-step downward transition probabilities d i (death) and holding probabilities h i (i ≥ 0), where u i > 0, d i+1 > 0 and u i + d i + h i ≤ 1 (i ≥ 0). The case u i + d i + h i < 1 (i ≥ 0) corresponds to a permanent absorbing state i * , which can only be reached from state i with probability 1 − u i − d i − h i . Let P x denote the corresponding probability for the process started at X 0 = x. It was shown by Karlin and McGregor [12] that the n-step transition probabilities of the process can be represented as (j ≥ 1; π 0 = 1), ψ is a probability measure on the interval [−1, 1], called spectral measure of P, and R j (t) is a polynomial of degree j defined recursively by R −1 (t) = 0, R 0 (t) = 1, tR n (t) = u n R n+1 (t) + h n R n (t) + d n R n−1 (t) (n ≥ 0). (1. 3)
The polynomials R j are called random walk polynomials (see Whitehurst [21] , van Doorn and Schrijner [5] or Charris and Ismail [3] ) and play a particular role in the analysis of random walks on the nonnegative integers. Note that (1.1) implies that the polynomials R j are orthogonal with respect to the spectral measure, i.e. The natural meaning of the formula (1.1) is a spectral representation of a linear operator acting on an appropriate Hilbert space (see e.g. Kac [11] or Karlin and McGregor [12] ). To be precise let P denote the matrix of one-step transition probabilities and consider the Hilbert space L 2 (π) of all complex sequences (f i ) i∈N0 such that [12] ) that
where ·, · denotes the corresponding inner product on L 2 (π). Consequently the representation (1.1) is obtained by defining ψ(x) = E x e 0 , e 0 where {E x } denotes the spectral resolution of the self-adjoint operator T. Uniqueness of ψ follows from the fact that for i = j = 0 the identity (1.1) determines all moments of the spectral measure ψ.
The corresponding first associated orthogonal polynomials are defined by
and satisfy the recurrence relation R
(see Szegö [20] ). Associated polynomials already appear in Stieltjes' [18] fundamental work and are very natural because they are the numerators for the convergents of certain continued fractions. More precisely, the generating function of the common return probabilities can be represented as the Stieltjes transform of the spectral measure ψ with a corresponding continued fraction expansion, i.e.
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(see Dette and Studden [4] ). The continued fraction on the right-hand side converges for |z| > 1. The random walk and the first associated orthogonal polynomials appear in the representation of the nth convergent, i.e.
R
(1)
It follows from Favard's theorem (see Chihara [2] ) and the arguments of Karlin and McGregor [12] that there exists a probability measure ψ (1) on the interval [−1, 1] such that the first associated polynomials are orthogonal with respect to a measure ψ (1) , i.e.
Our main results show that the associated polynomials and the corresponding measure of orthogonality play a similar role for the analysis of first return probabilities to the origin as the random walk polynomials R j (t) and the spectral measure for the analysis of the ordinary transition probabilities. 
The kth associated orthogonal polynomials defined by the recursive relation R (1.10) and the corresponding probability measure ψ (k) of orthogonality play a similar role for the analysis of the first return probabilities f 
where R (y+1) j (t) denotes the (y +1)th associated orthogonal random walk polynomial and ψ (y+1) the corresponding probability measure of orthogonality.
Note that these results give an interesting and important characterization of the first return probabilities to the origin. While the moments of the spectral measure ψ give the common return probabilities to the origin, Theorem 1.1 shows that the moments of the measures u 0 d 1 ψ (1) and d 1 ψ (1) give the first return probabilities f n 0,0 (n ≥ 2) and f corresponding to the kth associated orthogonal polynomials.
A proof of Theorem 1.1 is given in Section 2. The proofs are based on a new relation between the spectral measure ψ corresponding to the random walk polynomials R n (t) and the measure ψ (1) corresponding to the first associated polynomials
whereψ is the dual of the spectral measure ψ which is obtained from ψ by applying the transformation x → 1 − x to the canonical moments of the probability measure ψ.
2.
The spectral measure of the first associated orthogonal polynomials and the proof of Theorem 1.1
The proof of Theorem 1.1 requires some basic facts about the theory of canonical moments. For a more detailed treatment of this theory we refer to the work of Dette and Studden [4] . Some basic facts are mentioned here for the sake of completeness. 
Proof. Define ζ j = q j−1 p j (j ≥ 1); q 0 = 1, ζ 0 = 0, by Corollary 2.3.5 in Dette and Studden [4] the monic orthogonal polynomials with respect to the measures dψ(t) and (1 − t 2 )dψ(t) satisfy the recursive relation [P 0 (t) = 1, P −1 (t) = 0, P (2.4) respectively. Because the random walk polynomials R j (t) are also orthogonal with respect to the measure dψ(t), we have from the monic form of (1.3)
Inserting these identities into (2.4) and comparing the resulting recursion with the monic form of (1.6) shows that the polynomials P 
For the determination of the remaining constant we use Remark 2.3.7 in Dette and Studden [4] and obtain from (2.5)
which completes the proof of Theorem 2.1.
Remark 2.2. Note that Theorem 2.1 gives a new characterization of the measure of orthogonality corresponding to the first associated orthogonal polynomials, which is different from the representations commonly used in the literature (see e.g. Sherman [15] or Grosjean [9] ). For example, it is shown in Van Assche [19] that the Stieltjes transform of the orthogonality measure corresponding to the first associated orthogonal polynomials is given by the equation (2.6) and ψ (1) could be determined from ψ by the Stieltjes inversion formula. If the measure ψ is supported on a compact interval, the measure ψ (1) can be alternatively characterized by simply switching the canonical moments of ψ and an application of (2.2).
Proof of the identity (1.9) in Theorem 1.1. From the identity (2.6) and Theorem 2.1 we obtain for all |z| < 1
where P 00 (z) denotes the generating function of the return probabilities to the origin and the second equality follows from the integral representation (1.1). If
denotes the generating function of the first return probabilities to the origin, we obtain
and an expansion of the right-hand side yields for n ≥ 2 the representation (1.9) in Theorem 1.1, i.e.
Proof of the identity (1.8) in Theorem 1.1. The proof of the remaining identity now follows by induction. For x = 1 we have from (1.9)
Similary, we have from the orthogonality relation (1.7)
Conditioning on X 1 now implies
where the last identity follows by the recursive relation (1.6). The general step for x + 1 > 2 follows by exactly the same argument, i.e.
This completes the proof of Theorem 1.1.
Proof of Corollary 1.2. LetP y govern the birth and death chain (X n ) n∈N0 with one-step transition probabilities (y ∈ N 0 )
for birth, death and no transition, respectively. From Theorem 1.1 we have for (1) x−y−1 (t)dφ(t) (2.9) whereR (1) j (t) are the first associated orthogonal polynomials defined by the recurrence relationR
andφ is the corresponding probability measure of orthogonality. The assertion of the Corollary now follows from (2.8), (2.9) and the recursive relation for the (y + 1)th associated orthogonal polynomials.
Examples
In general the calculation of the associated orthogonal polynomials and the corresponding measure of orthogonality is difficult and can only be done in very special cases (see e.g. Nevai [14] , Grosjean [8, 9] ). The following examples demonstrate that in some cases the results of Sections 1 and 2 can be useful for the identification of associated orthogonal polynomials and for the calculation of first return probabilities. The examples illustrate some applications of Theorem 2.1 in the context of orthogonal polynomials and demonstrate potential applications in the context of birth and death chains. 
The corresponding orthogonal polynomials are proportional to the Jacobi polynomials P (α,−1−α) n (x) and the canonical moments of ψ are given by
(see Skibinsky [16] ). From Theorem 8.2.5 in Dette and Studden [4] it follows easily that ψ is the spectral measure of a random walk if and only if α = −1/2. This case
and some probabilistic aspects of the corresponding birth and death chain will be discussed in Example 3.2. By Theorem 2.1 the measure corresponding to the first associated orthogonal polynomials is given by dψ (1) (t) = (1 − t 2 )dψ(t), whereψ has canonical moments
The measure corresponding to the canonical momentsp j is again a Beta distribution with density
(see [16] ). Consequently ψ (1) has a density proportional to (1 − t)
and the first associated Jacobi polynomials P (α,−1−α) (1) n (x) are proportional to the Jacobi polynomials P (−α,1+α) n (x). This relation was already found by Grosjean [9] using a special structure of the corresponding weight function and by Wimp [22] [formula (40)] as a special case of a representation for the c-th associated Jacobi polynomial in terms of generalized hypergeometric functions.
Example 3.2.
A simple example of a birth and death chain is the symmetric random walk with reflecting barrier for which the transition probabilities are given by
and h j = 0 (j ≥ 0). It follows from Karlin and McGregor [12] that the corresponding spectral measure is the arcsine distribution on the interval [−1, 1] and the random walk polynomials are the Chebyshev polynomials of the first kind, i.e. R n (t) = T n (t) = cos(n arccos t). It is well known (see e.g. Wimp [22] ) that the corresponding associated orthogonal polynomials of order y are given by the Chebyshev polynomials of the second kind, i.e. R 
with corresponding probability measure dψ (y) (t) = 
where the third equality follows from the trigonometric representation of the Chebyshev polynomials of the second kind and the last identity is a consequence of a standard formula (see Jolley [10] , eq. 55) for trigonometric functions.
Example 3.3. Consider the polynomials defined by P 0 (x) = 1, P −1 (x) = 0,
where a ∈ (−1, 1) and T n (x) = cos[n arccos x] denotes the Chebyshev polynomial of the first kind. Grinspun [7] obtained the three term recurrence relation
where
He also found the corresponding probability measure of orthogonality which is given by
Comparing the recurrence relation (3.2) with the general form (2.3) we obtain for the canonical moments of the probability measure ψ :
By Theorem 8.3.1 in Dette and Studden [4] there exists a unique birth and death chain corresponding to ψ with transition probabilities given by u 0 = 1, u j = 1−d j = (1 − a)/2 (j ∈ N) . The dual spectral measureψ belongs to the same class and is given by
By Theorem 2.1 the first associated orthogonal polynomials are orthogonal with respect to the probability measure
Now results of Geronimus [6] show that the monic version of the first associated polynomials corresponding to (3.1) is given by
where U n (x) denotes the Chebyshev polynomial of the second kind.
Example 3.4. Consider a birth and death chain with reflecting barrier at the origin (i.e. u 0 = 1) and
The first associated orthogonal polynomial are given by the recursive relation R 
j−1 (t) (j ≥ 0) and can be identified as ultraspherical polynomials, i.e.
R
where P j+1 (t) denotes the (j + 1)th Legendre polynomial orthogonal with respect to the Lebesgue measure (see Szegö [20] , pp. 80-83). The corresponding probability measure of orthogonality has density ) if x + n is even. Here the last equality follows by straightforward algebra using formulae (22.13.8) and (22.13.9) in Abramowitz and Stegun [1] . Now the assertion (3.8) follows by an application of bounds for the zeros of ultraspherical polynomials (see e.g. Laforgia [13] , p. 216).
