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Abstract
This paper is concerned with convolution type operators on cones defined on Lp(R2),
1 < p < ∞, whose symbol belongs to the Wiener algebra and with asymptotic
spectral properties of their finite sections. The algebra of finite sections, quotiented
by the ideal of sequences tending to zero in norm, is completely described by a
symbol map which is an isomorphism onto an algebra of operator valued functions.
This description is used to prove the equivalence between the stability of a sequence
and the invertibility of a set of operators, as well as to establish some asymptotic
properties, such as the convergence of condition numbers and the ε-pseudospectrum.
When the operators are considered to act in the Hilbert space L2(R2) a slightly
larger algebra of finite sections is proved to be a standard model. For these algebras,
a relation is known between the singular values of an approximation sequence and
the kernel dimensions of a set of associated operators. Exploring this relation we
give a method to determine whether a Fredholm convolution operator on a cone is
invertible.
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Matrices approximation.
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Chapter 1
Introduction
During the last decades, the properties of convolution and Wiener-Hopf type opera-
tors have been the subject of many studies. The associated equations occur not only
in diverse areas of mathematics but are also important in applications such as wave
diffraction or thermoelastodynamics, for example. In the one dimensional case, the
Wiener-Hopf operators can be described by classical integral equations on the real
line or on the half-line. Alternatively, these operators can also be described, under
some conditions, by Toeplitz matrices (matrices constant on the diagonals) or by
compressions of multiplication operators to the Hardy space.
Different features have been found in higher dimensions and for different spaces.
For example, in dimensions two or more, due to topological reasons, the invertibility
of a symbol in the Wiener algebra (which holds when the operator is Fredholm)
implies the vanishing of its index, in contrast with the one dimensional case. On
some spaces with simple geometry, careful analysis shows that the vanishing of this
index, allows one to prove invertibility and construct the inverse operator. This has
been done, by different methods, in the case of the half-line and the half-plane [GG].
Therefore, while the Wiener-Hopf operator on the half-line with symbol in the
Wiener algebra is invertible if and only if it is Fredholm with zero index, the cor-
responding convolution operator on the half-plane is invertible if and only if it is
Fredholm. However, if instead of the half-plane we consider the quarter-plane, or
more generally, a cone, it is not clear if the operator is invertible, assuming only
that it is Fredholm. Many authors investigated this type of operators and these
related questions (see for example [B1],[DH],[M],[O],[Si]); we shall describe some of
their results in chapter 2.
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Of great importance is the study of approximation methods, since it allows to
compute an approximate solution of a given equation. The problem of applicability
of the finite section method to the Wiener-Hopf type equations started around 1960s
with an article of Baxter [Ba]. One reference for this subject is also the monography
of Gohberg and Feldman [GF]. Here, they give conditions for the applicability of
the finite section method for the one dimensional case, with continuous symbol.
By considering approximate sequences of multidimensional convolution operators
on the cone, Kozak was able to use Banach algebra techniques to establish necessary
and sufficient conditions for the stability of an approximate sequence [K1]. This
paper contains a completely new idea that gave rise to a new approach to the study
of approximate methods. The stability problem was associated to an invertibility
problem and the local principles were used to attack it. However, the aim of this work
was the study of stability of single approximate sequences, and the proposed method
was restricted, as it became clear later on, to special classes of band dominated
operators.
A much more general theory has been developed since 1980, mainly by Bo¨ttcher,
Junghanns, Rathsfeld, Roch and Silbermann. What results is a theory dealing with
the structure of Banach algebras constituted by approximate sequences. This more
general look has unexpected consequences: it allows the study of further asymp-
totic spectral properties of approximate sequences such as the behaviour of the
singular values, ε-pseudospectrum, condition numbers and others (see for instance
[B2],[JS],[R],[RS],[S2]).
Recently, recognizing similar features on the problem of applicability of approxi-
mation methods in very different contexts – for example, collocation method for sin-
gular integral operators, finite sections for Toeplitz and Hankel operators, or spline
approximation for Wiener-Hopf operators –, Hagen, Roch and Silbermann defined
what is called a standard model, by establishing a set of axioms on an abstract
algebra of sequences of operators defined on Hilbert spaces [HRS1].
The main common property is that a sequence is stable if and only if an associated
family of operators are invertible. In [HRS1], it is shown that if an algebra is a
standard model then the singular values and ε-pseudospectrum converge, and if a
sequence is stable then the norms of the inverse operators and the condition numbers
also converge.
9Furthermore, if an algebra is a standard model, then there is a remarkable relation
between the singular values of an approximate sequence and the sum of the kernel
dimension of the associated operators. It turns out that, in some situations, given
a Fredholm operator A one can produce an approximate sequence (An) such that
the numbers of singular values of An converging to zero is a fixed number k and the
remaining stay bounded away from zero (i.e, (An) satisfies the so called k-splitting
property). Moreover, in this case, k equals the dimension of the kernel of A.
Based on the local principle of Allan-Douglas and the theory of limit operators,
part of this work consists in showing that an algebra of sequences containing the
approximate sequences of the convolution operators on the cone is a standard model.
In particular, if a convolution operator on the cone is Fredholm, one can compute its
kernel dimension by computing the singular values of an appropriate approximate
sequence. Since the index is zero when the operator is Fredholm, this offers a way to
answer the problem mentioned above, of determining whether fredholmness implies
invertibility.
We shall now briefly describe the contents of the following chapters, while giving
a short account of other results of this work.
In the second chapter some preliminaries on operator theory and Banach algebras
are presented. We also state some known results about invertibility and fredholmness
of Toeplitz operators and its relations to convolution operators on the cone. One
of this results is generalized to establish the equivalence between fredholmness and
invertibility for a larger class of operators.
In chapter 3, we obtain necessary and sufficient conditions for an operator in an
algebra on convolution type operators on cones to be Fredholm. This conditions
have been obtained before (see [Si]), although we give a different approach, through
limit operator techniques, which will be useful in the following chapters.
The fourth chapter deals with an algebra of approximation sequences of con-
volution type operators and their asymptotic spectral properties. We prove that
there is an isometric isomorphism (symbol map) from the quotient of this algebra
by an appropriate ideal, onto an algebra of operator valued functions. The ob-
tained description is used to prove the convergence of condition numbers and the
ε-pseudospectrum as well as to establish conditions for the stability of a sequence
in terms of invertibility of a set of associated operators.
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In the fifth chapter, a slightly larger algebra of finite sections of convolution type
operators is proved to be a standard model. As the main consequence, we are able
to choose a sequence that approximates the convolution operator on the cone, and
verifies the k-splitting property with k equal to the dimension of the kernel of the
operator.
In the last chapter we give a method to compute the singular values of approximate
sequences of convolution operators on a cone. This procedure is illustrated by two
examples. At the end, an estimate for the rate of convergence of the singular values
is given.
Acknowledgments. I would like to express my deepest gratitude to Prof. Silbermann
for a lot of interesting mathematical discussions and motivation.
Chapter 2
Preliminary results
2.1 Sequences of operators
Let X be a Banach space and L (X) be the algebra of all linear bounded operators
on X. We start by defining different notions of convergence in L (X).
Definition 2.1 Let An, A ∈ L (X) . We say that
(An) converges uniformly to A if ‖A− An‖L(X) → 0.
(An) converges strongly to A, (s- limAn = A) , if ‖Anx− Ax‖X → 0 for all
x ∈ X.
(An) converges weakly to A,
(
An ⇁
w
A
)
, if ϕ (Anx)− ϕ (Ax) → 0 for all func-
tional ϕ ∈ X∗ and all x ∈ X.
Remark 2.2 It is easy to see that the uniform convergence implies the strong con-
vergence and this one implies the weak convergence.
An important result related with the notion of strong convergence is the Banach-
Steinhaus theorem.
Theorem 2.3 (Banach-Steinhaus). Let (An) be a sequence of operators in L (X).
If Anx converges for every x ∈ X, then sup
n
‖An‖ < ∞. Moreover, the operator
11
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defined by Ax = lim
n
Anx belongs to L (X) and satisfies the following estimate
‖A‖ ≤ lim inf
n
‖An‖ .
Given A ∈ L (X) and an approximate sequence (An) to A (i.e. a sequence con-
verging strongly to A), a crucial question on solving the equation Ax = y, for a
given y ∈ X, is how to relate its solution with the solutions of the (more possible
simple) equations Anx = y. In relation with this question appears the notion of
stability.
Definition 2.4 A sequence (An) is stable if there exists n0 ∈ N such that for every
n > n0 the operators An are invertible and sup
n>n0
∥∥A−1n ∥∥ <∞.
Theorem 2.5 ([HRS1], theorem 1.4) Let (An) be an approximate sequence to A.
Then, the following assertions are equivalent.
(i) The sequence (An) is stable and A is invertible.
(ii) For n large enough, there exists a unique solution xn of the equation Anxn = y
for any y ∈ X and xn converges to x, the solution of the equation Ax = y.
Proposition 2.6 [HRS1] Let A∗ be the adjoint operator of A. If s- limAn = A and
s- limA∗n = A
∗ and (An) is stable then A is invertible.
Remark 2.7 Notice that the existence of s- limAn does not imply the existence of
s- limA∗n. For example, if one consider the operators in L (l2 (N)) whose matricial
representation is given by An =
(
anij
)
, where anij = 1 if i = j + 1 or (i, j) = (1, n)
and anij = 0 elsewhere, i.e,
An =

0 · · · 0 1 · · ·
1 · · · 0 0 · · ·
...
. . .
...
...
0 · · · 1 0 · · ·
...
...
 ,
it is not difficult to check that (An) converges strongly to the Toeplitz operator T
(
eiθ
)
,
(i.e the operator whose entries of the matrix are aij = 1 if i = j + 1 and zero
elsewhere), and that A∗n does not converge strongly.
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We shall also use some results on sequences of operators to construct an algebra
of operators in which we show that fredholmness is equivalent to invertibility. To
achieve this goal, we start by considering a sequence (En) of operators in L (X)
satisfying the following conditions
(1) For every n ∈ N, En is invertible,
(2) sup
n
‖En‖ <∞ and sup
n
∥∥E−1n ∥∥ <∞,
(3)En ⇁
w
0 and (E−1n )
∗
⇁
w
0.
(2.1)
In the next proposition, we state some algebraic and topological properties that
will be useful for the sequel.
Proposition 2.8 Let A,B,A(m) ∈ L (X) and ‖A(m) − A‖ → 0 when m →∞. Let
AE denote the strong limit s- lim
n
E−1n AEn, whenever it exists.
(i) If AE and BE exist then (A+ B)E and (AB)E also exist and we have
(AB)E = AEBE, (A+B)E = AE +BE.
(ii) If A
(m)
E exists for all m large enough, then AE exists and AE = limm
A
(m)
E .
(iii) There is C > 0 such that if AE exists then ‖AE‖ ≤ C‖A‖.
(iv) If T is a compact operator then TE = 0.
Proof. Assertions (i) and (ii) are simple computations and (iii) is a consequence
of the Banach-Steinhaus theorem and of the boundness of ‖En‖ and ‖E−1n ‖. As-
sertion (iv) is a consequence of the following classical result: If (An) is sequence of
operators converging weakly to an operator A and T is a compact operator then
s- limTAn = TA. 
Let us now define the following subset of L (X) which can be viewed as the set of
“almost” invariant operators with respect to (En),
AEn=
{
A ∈ L (X) : s- limE−1n AEn = A and s- lim
(
E−1n AEn
)∗
= A∗
}
.
From the last proposition, we see that AEn is a unital algebra.
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Theorem 2.9 Let the sequence En ∈ L (X) satisfy the conditions (2.1) and A an
element of the algebra AEn. If A is Fredholm then is it invertible and the inverse
operator belongs to AEn.
Proof. If A is Fredholm then there exists B ∈ L (X) and T1, T2 compact operators
in L (X) such that AB = I+T1 and BA = I+T2. Let M = supn ‖En‖· supn ‖E−1n ‖.
We first prove that the kernel of A is reduced to {0}. Let x ∈ kerA, then
‖x + E−1n T2Enx‖ = ‖E−1n BEnE−1n AEnx‖
≤ M‖B‖‖E−1n AEnx‖.
Since both sequences E−1n AEnx and E
−1
n T2Enx converge to 0, by applying limits on
both sides of this inequality, we deduce that x = 0. By using the fredholmness of
A∗ one also concludes that kerA∗ = 0 and therefore A is invertible. It remains to
show that A−1 belongs to AE. Indeed, since∥∥(E−1n A−1En − A−1) x∥∥ = ∥∥E−1n A−1En (x− E−1n AEnA−1x)∥∥
≤ M ∥∥A−1∥∥ ∥∥x− E−1n AEnA−1x∥∥ ,
converges to zero for every x in X, it follows that s- limE−1n A
−1En = A
−1. Analo-
gously, we easily see that s- lim (E−1n A
−1En)
∗
= (A−1)
∗

2.2 Convolution type operators
Given 1 < p <∞, Lp (R2) denotes the Lebesgue space with norm
‖g‖Lp =
(∫
R2
|g (t)|p dt
) 1
p
,
and L (Lp (R2)) the Banach algebra of all bounded linear operators in Lp (R2).
Let u ∈ L1 (R2), λ ∈ C, and consider the function a given by
a(x) = λ+ (F (u)) (x) = λ+
∫
R2
ei〈x,t〉u(t)dt, (2.2)
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where F is the Fourier transform and 〈x, t〉 denotes the standard scalar product of
the two vectors x, t ∈ R2. We denote by C (a) the convolution operator defined by
C(a) : Lp(R2) → Lp(R2)
g 7→ λg (t) + ∫
R2
u(t− s)g(s)ds. (2.3)
The function a, usually called the symbol of the operator C(a), is continuous in
R
2 and tends to λ at infinity. It is well known that its invertibility is equivalent to
the invertibility of the operator C(a). Moreover, the set
W
(
R
2
)
=
{
a = λ+ F (u) : u ∈ L1 (R2) , λ ∈ C}
is a subalgebra of L∞ (R2) closed for the norm ‖a‖W = |λ| + ‖u‖L1 (the so-called
Wiener algebra), and for every a ∈ W (R2) the following estimate holds
‖C (a)‖L(Lp) ≤ ‖a‖W .
Another important property of the convolution operators is the shift invariance.
Indeed, for s ∈ R2, let Vs : Lp (R2) → Lp (R2) be the shift operator defined by
Vsg(t) = g(t− s). Then,
(V−sC(a)Vsg) (x) = λg (t) +
∫
R2
u(x+ s− t)g(t− s)dt
= λg (t) +
∫
R2
u(x− t)g(t)dt
= (C(a)g) (x).
In the sequel, we are interested in properties of convolution operators defined on
cones. We say that K ⊂ R2 is a cone at the origin if there exist θ1, θ2 ∈ [0, 2pi[ with
|θ1 − θ2| 6= pi, such that
K = H1 ∩H2 or K = H1 ∪H2. (2.4)
where for j = 1, 2 each
Hj =
{
z ∈ C : Im(e−iθjz) ≥ 0} (2.5)
is a rotation of the usual upper half-space by the angle θj in the positive direction.
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We then denote by CK (a) the following operator on the cone K defined in L
p(R2)
by
CK (a) = χKC (a)χKI + (1− χK) I, a ∈ W
(
R
2
)
, (2.6)
where χK is the characteristic function of K. The operator CK (a) will be called the
convolution operator on the cone K, although, strictly speaking, it is an extension
by unity of the convolution operator defined in [Si].
Sufficient and necessary conditions for the operator CK (a) to be Fredholm were
given by Simonenko in [Si]. More precisely, he proves that CK (a) is Fredholm if
and only if a does not vanish in R2 and λ is nonzero. He also shows that if CK (a)
is Fredholm, then its index is zero.
In this setting, a natural question concerns the invertibility: If a = λ + F (u) ,
with u having its support on some half-space then the operator is invertible assuming
that it is Fredholm [B1]. However, as mentioned in the introduction, the answer to
the question “Is CK (a) invertible whenever it is Fredholm ?” is not known yet for
a general symbol a ∈ W (R2).
In the case when K is the half-space, the answer is positive [GG]. More generally,
as a consequence of theorem 2.9 we can obtain the same result for a larger class of
operators. Indeed, if (αn) is a sequence of real positive numbers tending to infinity
and hn = αne
iθ for some θ ∈ [0, 2pi[, then En = Vhn satisfy conditions (2.1). Since
χHI and C (a) are shift invariant with respect to En, from theorem 2.9 we have the
following result.
Proposition 2.10 Let A be the smallest closed subalgebra of L (Lp (R2)) containing
the operators C (a) and χHθI (for some fixed θ ∈ [0, 2pi[), and let A ∈ A. Then A is
Fredholm if and only if it is invertible.
In our knowledge, Douglas and Howe were the first to formulate the above ques-
tion, in the context of Toeplitz operators on the quarter plane. Many other authors
also gave contributions to the related question considering operators acting in dif-
ferent spaces or with different symbols. We will state below some of their results.
Let Γ2 be the torus , f be a function in L2 (Γ2) and let
fn,m =
∫ 2pi
0
∫ 2pi
0
einθeimψf (θ, ψ) dθdψ
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be the Fourier coefficients of f . The Hardy space on the torus H2 (Γ2) is defined as
the set of all functions f ∈ L2 (Γ2) for which fn,m = 0 unless m > 0 and n > 0. The
Toeplitz operator (on the quarter-plane) with symbol a ∈ L∞ (Γ2) is given by
T (a) : H2
(
Γ2
) −→ H2 (Γ2)
f 7−→ P (af) ,
where P is the projection of L2 (Γ2) onto H2 (Γ2).
Using the device of tensor product, Douglas and Howe proved that if a is con-
tinuous on Γ2, then the Toeplitz operator T (a) is Fredholm if and only if a does
not vanish and is homotopic to a constant. Moreover, in this situation the in-
dex of T (a) is zero [DH]. Malyshev showed that if a (z1, z2) =
∑1
n,m=−1 an,mz
n
1 z
m
2 ,
then T (a) is invertible if and only if a does not vanish and is homotopic to a con-
stant (see [M]). Osher obtained the same result considering functions of the type
a (z1, z2) = b (z1) c (z2)+d (z1) with b, c and d continuous functions on Γ (unit circle)
with the series of Fourier coefficients absolutely convergent (see [O]).
In [DH], Douglas and Howe gave an important example of a Fredholm operator
with zero index and continuous symbol which is not invertible: they consider the
operator T (ϕ), where ϕ is given by
ϕ (z1, z2) = b (z1z2) , b (z) =
(
8
z
)(
z +
3
4
)(
z − 3
2
)
. (2.7)
Is this a counterexample to the previous formulated question in the context of con-
volution operators? What is the relation between the Toeplitz operators and the
convolution operators? We introduced Toeplitz operators with symbol in L∞ (Γ2) ,
while for the convolution operators the symbol is in W (R2), but we can define them
for a more general symbol. To simplify, we consider the Hilbert space case. If
a ∈ L∞ (R2) , we say that C (a) = F−1aF defined on L2 (R2) is a convolution oper-
ator. From the properties of the convolution product, C (a) is the operator (2.3) if
a ∈ W (R2).
In the case of the quarter plane and for p = 2, by using the Fourier transform
(which is an isomorphism in L2 (R2)) and a further isomorphism between L∞ (R2)
and L∞ (Γ2), we will show a correspondence between these operators.
Let U : L2 (R2) → L2 (Γ2) and U˜ : L∞ (R2) → L∞ (Γ2) given by
U(f) (z1, z2) =
−2
(1 + z1) (1 + z2)
f
(
i
1− z1
1 + z1
, i
1− z2
1 + z2
)
,
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U˜ (f) (z1, z2) = f
(
i
1− z1
1 + z1
, i
1− z2
1 + z2
)
,
for (z1, z2) ∈ Γ\{−1} × Γ\ {−1}. These maps are isometric isomorphisms, with
inverses respectively given by
U−1 (f) (x, y) =
2
(i + x) (i+ y)
f
(
i− x
i + x
,
i− y
i + y
)
,
U˜−1 (f) (x, y) = f
(
i− x
i+ x
,
i− y
i+ y
)
,
for (x, y) ∈ R2. If we define R2++ as the quarter plane {(x, y) ∈ R2 : x > 0, y > 0},
we have that UF (L2 (R2++)) = H2 (Γ2), and if a ∈ L∞ (R2) then
χ
R2++
C (a)|R2++
= F−1U−1T (a˜)UF with a˜ = U˜ (a) .
We can see that if a = U˜−1 (ϕ) , where ϕ is the function (2.7) then lim
x→∞
a (x, 0) =
ϕ (−1, 1) = 25
2
is different from lim
t→∞
a (t, t) = ϕ (−1,−1) = 7
2
which shows that the
function a does not belong to the Wiener algebra W (R2). Therefore, we did not
find an example of a fredholm operator belonging to the class of operators of the
form (2.6) which is not invertible.
2.3 A Local Principle
The Gelfand theorem gives a completely description of a Banach algebra A which is
commutative and semi-simple: its elements can be viewed as continuous functions
on the set of the maximal ideals of A. Throughout the thesis, we shall deal with an
algebra of convolution type operators and with algebras of sequences of operators
quotiented by appropriate ideals. These algebras are non-commutative but have a
large center (the set of elements that commute with every element), and the local
principles generalizing the Gelfand theorem are a good tool to describe them. For
convenience we will use the Allan-Douglas principle.
Let A be a Banach unital algebra, and let C be a closed subalgebra of the center
of A which contains the identity. By MC we denote the space of the maximal ideals
of C. To each maximal ideal x in MC we associate the smallest closed ideal Jx of
A which contains x, and we denote by Φx the quotient projection from A onto the
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quotient algebra A/Jx (also called local algebra). For more details, see for instance
[HRS2], Chapter 1.
Theorem 2.11 (Allan-Douglas principle)
(i) An element A ∈ A is invertible if and only if the cosets Φx (A) are invertible
in A/Jx for every x ∈ MC.
(ii) If Φx (A) is invertible in A/Jx, then Φy (A) is invertible in A/Jy for all y in
some open neighborhood of x.
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Chapter 3
Convolution operators on cones
We are interested in the study of a Banach algebra of operators in Lp(R2) containing
the convolution operators on cones and operators of multiplication by continuous
functions on R2. We shall describe necessary and sufficient conditions for an operator
in this algebra to be Fredholm.
For a continuous function f in R2 (viewed as a function of a complex variable)
and for t > 0, we define ft as
ft : S
1 → C
eiθ 7→ f (teiθ) ,
where S1 is the unit circle in R2. We say that f ∈ C(R2) if the sequence of functions
(ft) uniformly converges on S
1, as t tends to infinity. With pointwise operations
and supremum norm, the space C(R2) is a C∗-algebra. The multiplicative linear
functionals in C(R2) are the evaluation functionals f 7→ f(x) for each x ∈ R2 and
the functionals f 7→ lim
t→∞
f(teiθ) for every eiθ ∈ S1. So, the maximal ideal space
of C(R2) is the compactification of R2 (equipped with the usual topology) with the
“infinite” circle and we will denote it by R2 . In other words, if we consider the
following homeomorphism defined on the open ball B1(0),
ξ : B1(0) → R2
x 7→ x
1−|x|
,
(3.1)
and its unique continuous extension ξ˜ to the closed ball B1(0),
ξ˜ : B1(0) → R2, (3.2)
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then R2 is exactly the image of ξ˜.
From now on we denote by θ∞ the points in R2\R2 given by ξ˜
(
eiθ
)
, with θ ∈ [0, 2pi[
and we say that a sequence hn ∈ R2 converges to θ∞ if ξ−1 (hn) converges to eiθ. A
basic neighborhood of θ∞ is an open set of the type
WR,ε (θ∞) =
{
|x|eiθ′ : |x| > R, and x|x| = e
iθ′, θ′ ∈ ]θ − ε, θ + ε[
}
⋃
{θ′∞ : θ′ ∈ ]θ − ε, θ + ε[} (3.3)
We also define f(θ∞) = lim
t→∞
f(teiθ).
3.1 An algebra of convolution type operators
The algebra we are interested in is the smallest closed subalgebra A of L(Lp(R2))
with 1 < p < ∞ that contains the convolution operators C(a) defined in (2.3) for
a ∈ W (R2), the multiplication operators by functions in C(R2), χH1I and χH2I.
Note that A contains in particular the convolution operators on cones (2.6) because
χKI = χH1χH2I if the angular sector of K is less or equal than pi and χKI =
χH1I+χH2I−χH1χH2I if the angular sector is greater than or equal to pi (see (2.4)).
By Api we denote the image of A in the Calkin algebra by the quotient projection pi :
L(Lp(R2)) → L(Lp(R2))/K, where K is the ideal of compact operators of L(Lp(R2)).
In order to show that Api has a non-trivial center, we prove the following lemma.
Lemma 3.1 Let F1 and F2 be two closed disjoint subsets of R2. Then there exists
ε > 0, such that for all R ≥ 0, all x ∈ F1 ∩ R2\BR(0) and y ∈ F2 ∩ R2\BR(0), we
have |x− y| > Rε.
Proof. Let F˜1 = ξ˜
−1
(F1) and F˜2 = ξ˜
−1
(F2). Since ξ˜ is a homeomorphism from
B1(0) onto R2, F˜1 and F˜2 are closed disjoint sets. Hence, dist(F˜1, F˜2) > 0. Let R
be a nonnegative real number, x ∈ F1 ∩ R2\BR(0) and y ∈ F2 ∩ R2\BR(0). Then
|ξ˜−1(x)− ξ˜−1(y)| > ε, for some ε > 0, which can be written as∣∣∣∣ x1 + |x| − y1 + |y|
∣∣∣∣ > ε.
Assuming without loss of generality that |x| ≤ |y|, it follows that∣∣∣∣ x1 + |x| − y1 + |x|
∣∣∣∣ > ε,
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which leads to
|x− y| ≥ (1 + |x|) ε > Rε
and completes the proof. 
Proposition 3.2 If f ∈ C(R2), then the operator C(a)fI − fC(a) is a compact
operator in L(Lp(R2)).
Proof. Due to Corollary 5.8 in [BKS], we know that C(a)fI − fC(a) is compact
if and only if, given two arbitrary closed disjoint sets F1, F2 ⊂ R2, the operator
χF1C(a)χF2I is compact. Let a = λ+F (u) with u ∈ L1 (R2), and let F1, F2 be two
disjoint closed sets. For g in Lp(R2), we have
(χF1C(a)χF2g) (s) =
∫
R2
χF1 (s) u (s− t)χF2 (t) g(t) dt.
Since functions in L1(R2) can be approximated by continuous functions with com-
pact support, we can assume that u is a continuous function with the support
contained in the centered ball of radius M. Due to Lemma 3.1, there exist ε > 0
and R > M , such that
|s− t| > Rε > M,
for every s ∈ F1∩R2\BR(0) and every t ∈ F2∩R2\BR(0). We claim that if |s| > 2R
or |t| > 2R, then
u˜(s, t) = χF1(s)u (s− t)χF2(t) = 0.
Let us assume that (s, t) ∈ F1 × F2 and that |s| > 2R. If |t| > R, then
|s− t| > Rε > M.
On the other hand, if |t| ≤ R, then |s− t| ≥ R > M . The case when |t| > 2R can
be treated in the same way. Therefore, u˜(s, t) is equal to zero. Since u˜ is bounded
and has a compact support, it follows that∫
R2
∫
R2
|u˜(s, t)|pdsdt <∞.
Consequently, χF1C(a)χF2I is a compact operator [AK]. 
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Remark 3.3 The space considered in [BKS], Cor.5.8 is Lp (X) where X a com-
pact set. Notice that we are also in this framework, since Lp (R2) is isomorphic to
Lp(R2, µ), where µ is the Lebesgue measure in R2, extended to R2 in such a way that
µ (M) = 0 for every M ⊂ R2\R2.
3.2 Localization
Since fI commutes with χH1I and χH2I, from the last proposition we deduce that
C(R2) is isomorphic to a C∗-subalgebra of the center of Api with maximal ideal
space isomorphic to R2. Thus, we can apply Allan-Douglas principle (theorem 2.11)
considering the projections Φx : Api → Api/Jx , with x running through R2. The
next proposition shows that the local algebras Api/Jx are very simple for x ∈ R2.
Proposition 3.4 Let x ∈ R2, f ∈ C(R2) and a = F (u) with u ∈ L1 (R2) . Then,
the following assertions are valid.
a) Φx (fI) = Φx (f(x)I) , Φx (C(a)) = 0 and
Φx(χHjI) =

Φx (I) , if x ∈ int Hj
Φx (0) , if x /∈ Hj
Φx(χHjI), if x ∈ ∂Hj ,
where ∂Hj is the boundary of Hj, j = 1, 2.
b) The local algebras Api/Jx are finite dimensional algebras over C isomorphic to
C
k, where k = 1, 2 or 4, with pointwise multiplication. More precisely, we have
Api/Jx ∼=

C, if x /∈ ∂H1 ∪ ∂H2
C4, if x = 0 and ∂H1 6= ∂H2
C2, otherwise
Proof. Let us first prove assertion a). Concerning the local elements Φx (fI) and
Φx(χHjI), straightforward calculations give the result and are omitted.
Let f be a continuous function with compact support satisfying f (x) = 1, and
consider the operator C (a) fI defined on Lp (R2) by
[C (a) fI (g)] (x) =
∫
R2
u (x− t) f (t) g (t) dt, u ∈ L1 (R2) .
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Without loss of generality, we can suppose that u is a continuous function with
compact support. Then u˜ (x, t) = u (x− t) f (t) is also continuous with compact
support and consequently ∫
R2
∫
R2
|u˜ (x, t) |p dx dt <∞,
which means that C (a) fI is a compact operator [AK]. It follows that Φx (C (a) fI)
is zero. But since Φx (fI) = f (x) I = I, we deduce that Φx (C (a)) = 0.
Let us now prove assertion b). If x /∈ ∂H1 and x /∈ ∂H2, then from assertion
a), the algebra Api/Jx is generated by the identity and thus is isomorphic to C. If
x ∈ ∂H1\{0} or x ∈ ∂H2\{0}, then Api/Jx is respectively generated by Φx
(
χH1I
)
or Φx
(
χH2I
)
. Since Φx(χHjI) is idempotent its spectrum is contained in {0, 1}, and
in fact it equals the set {0, 1}. Suppose that the spectrum is {1} ; if Φx(χHjI) is
invertible then due to theorem 2.11,b), there exists a neighborhood of x such that
Φy(χHjI) is invertible for every y in this neighborhood. If we choose y in the exterior
of Hj, we have Φy(χHjI) = 0 and so it is not invertible. Using the same argument,
we can show that the spectrum cannot be {0}. Since it is not empty it has to be
{0, 1} and so Api/Jx is isomorphic to C
(
σ
(
Φx(χHjI)
))
' C2. Let suppose now
that x = 0. If θ1 = θ2 then Api/Jx ' C2. Assume that θ1 6= θ2. The algebra Api/Jx
is generated by two idempotents Φx(χH1I) and Φx(χH2I) that commute with each
other, and thus it is a linear space of dimension less or equal to 4. Since by defini-
tion |θ1 − θ2| 6= pi, it can be shown by simple computations that Φx (I), Φx(χH1I),
Φx(χH2I) and Φx
(
χH1χH2I
)
are linearly independent. Therefore, the local algebra
at zero is isomorphic to C4, where the product in C4, given by the Gelfand transform
is the pointwise product. 
If x ∈ R2\R2, then the local algebras are more involved. In order to describe
them, we introduce the notion of limit operator.
Definition 3.5 Let h = (hn)n∈N be a sequence in R
2 converging to some θ∞ ∈
R2\R2, and A be an operator in L (Lp (R2)) . If the strong limit s- limV−hnAVhn
exists when n → +∞, then we say that A has a limit operator with respect to
h = (hn)n∈N and we denote it by Ah = s- limV−hnAVhn .
Note that the sequence of shifts (Vhn) satisfy the conditions (2.1) so that propo-
sition 2.8 and theorem 2.9 are in force. Let us analyze the limit operators of the
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generators of our algebra A with respect to some sequences. If we choose a general
sequence (hn) converging to θ∞, and consider the limit operators of C (a) and fI,
we conclude that they always exist and are the same, independently of the way of
convergence of (hn). But for the operator χHjI the situation is different. If for
example, θ = θj the existence and the form of the limit operator of χHjI depends
strongly on how the sequence (hn) converges to θ∞ (see [RRS2], proposition 6,c).
However, if we also impose that hn
|hn|
= eiθ, then (χHjI)h = χHjI as we will show.
Hence, if (hn) is a sequence converging to θ∞ and
hn
|hn|
= eiθ, the limit operator of
every A ∈ A depends only on θ and we will denote it by Aθ.
Proposition 3.6 Let θ∞ ∈ R2\R2 and h = (hn)n∈N a sequence in R2\ {0} converg-
ing to θ∞ satisfying
hn
|hn|
= eiθ. Then
(i) (C(a))h = (C(a))θ = C(a)
(ii) (fI)h = (fI)θ = f (θ∞) I
(iii) (χHjI)h = (χHjI)θ =

χHjI, if Im(e
i(θ−θj)) = 0
I, if Im(ei(θ−θj)) > 0
0, if Im(ei(θ−θj)) < 0
j = 1, 2
Proof. (i) It is an immediate consequence of the shift invariance of C (a).
(ii) Let g be a function in Lp(R2) whose support is the ball BM (0), M > 0. By
definition, we have
(V−hnfVhng) (x) = f(x+ hn)g(x).
Since f is continuous in θ∞, given ε > 0 there is a neighborhood WR,δ (θ∞) as in
(3.3) such that |f (x)− f (θ∞) | < ε, for every x in WR,δ (θ∞) . For n large enough,
BM (0) + hn is contained in WR,δ (θ∞) and thus
‖(f (·+ hn)− f (θ∞))g‖Lp ≤ supx∈BM (0)|f (x + hn)− f (θ∞) | ‖g‖Lp ≤ ε‖g‖Lp.
In other words,
lim
n→∞
‖(V−hnfVhn − f (θ∞))g‖Lp = 0
for every g in Lp(R2) with compact support. By a classical denseness argument, we
extend the result to every function g in Lp(R2).
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(iii) Suppose that Im(ei(θ−θj)) > 0. By definition(
V−hnχHjVhng
)
(x) = χHj (x+ hn)g(x).
Once again, by considering g in Lp (R2) with compact support, we have
(χHj(x + hn)− 1)g (x) = 0,
for n large enough. Therefore, s- limV−hnχHjVhn = I. For the case Im(e
i(θ−θj)) < 0
the proof is analogous. If θ = θj or |θ − θj| = pi, then V−hnχHjVhn = χHjI and we
get the assertion. 
Due to proposition 2.8 and proposition 3.6, for θ ∈ [0, 2pi[ and hn ∈ R2 satisfying
hn
|hn|
= eiθ, the strong limit of V−hnAVhn exists and is unique for every A ∈ A. Thus,
for every θ and every A ∈ A, the limit operator
Aθ = s- limV−hnAVhn , (3.4)
is well defined. The following proposition shows that the local algebras at the
“infinite” points are isomorphic to algebras of operators.
Proposition 3.7 Let θ∞ ∈ R2\R2 and Apiθ = Φθ(Api). The mapping
Sθ : Apiθ → L (Lp(R2))
Api + Jθ 7→ Aθ,
(3.5)
is well-defined and is an isometric isomorphism onto its image.
Proof. Assume that θ = θ1 and let B be the following subalgebra of A
B = alg{(C (a) , χH1I}.
Let J ′θ be the smallest closed ideal in A that contains the compact operators in A
and fI, with f ∈ C(R2) and f (θ∞) = 0. We claim that
A = B u J ′θ ,
where u denotes the direct sum. If T is a compact operator then Tθ = 0 (proposition
2.8,(iv)), and if f (θ∞) = 0 then (fI)θ = 0. From proposition 2.8,(i),(ii), it follows
that Aθ = 0 for every A ∈ J ′θ , and thus B ∩ J ′θ = {0}. The elements of the type
A =
n1∑
i=1
BifiI +
n2∑
i=n1+1
BifiχH2I +
n3∑
i=n2+1
χH2BifiI + T, (3.6)
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with Bi ∈ B, fi ∈ C (R2) and T a compact operator form a dense set in A. The
operator
∑n
i=1BifiI can be written as B + J, where
B =
n∑
i=1
Bifi (θ∞) I and J =
n∑
i=1
Bi (fi − fi (θ∞)) I
are elements of B and J ′θ respectively. The projection χH2I is of the form
χH2I =
(
χH2I
)
θ
+ χH2I −
(
χH2I
)
θ
where
(
χH2I
)
θ
is I or 0 and χH2I −
(
χH2I
)
θ
∈ J ′θ. Since J ′θ is an ideal we can
conclude that every element of the form (3.6) is equal to some B + J , with B ∈ B
and J ∈ J ′θ. Thus, B u J ′θ is dense in A. If Bn + Jn converges to some A ∈ A, then
from proposition 2.8,(ii) Bn converges to some B ∈ B, and so also Jn converges to
some J ∈ J ′θ. It follows that B u J ′θ is closed and we get our claim.
The map Sθ is a well defined homomorphism and it remains to show that it is
isometric. Let A = B + J be some element in A. Then (B + J)pi + Jθ = Bpi + Jθ
and Aθ = B. Hence,
‖Api + Jθ‖ = ‖Bpi + Jθ‖ ≤ ‖B‖ = ‖Aθ‖ .
Conversely, proposition 2.8,(iii) implies that for every J ∈ J ′θ
‖Aθ‖ = ‖(A+ J)θ‖ ≤ ‖A+ J‖ ,
therefore ‖Aθ‖ ≤ ‖Api + Jθ‖. In the other cases the proof is analogous. Let us
just notice that if θ 6= θj and |θ − θj| 6= pi, then we would have A = B u J ′θ with
B = alg{C (a)} and χHjI ∈ J ′θ for j = 1, 2. 
3.3 Fredholm criteria
Theorem 3.8 Let A = alg {C(a), fI, χH1I, χH2I} , where f ∈ C(R2) and a ∈
W (R2) . Then A ∈ A is Fredholm if and only if Aθ = Sθ (A) is invertible for
every θ ∈ [0, 2pi[ and Φx(A) is invertible in Ck, k = 1, 2 or 4 for every x ∈ R2 .
Proof. It is not known whether the algebra Api is inverse closed, so we start by
defining a larger algebra that contains A and satisfies that condition. Let A˜ be the
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set of operators A in L (Lp (R2)) such that s-limV−neiθAVneiθ and s-limV−neiθA∗Vneiθ
exit for every θ ∈ [0, 2pi[ and A commutes up to a compact operator with all operators
of multiplication fI by functions in C(R2). It is easy to check that A˜pi is a Banach
algebra. For the inverse closedness, suppose A is Fredholm and B is one of its
regularizer. The operator Aθ = s-limV−neiθAVneiθ is invertible. Indeed, if g ∈ kerAθ
and T is a compact operator such that I = BA− T, then
g = V−neiθBVneiθV−neiθAVneiθg − V−neiθTVneiθg. (3.7)
But Vneiθ converges weakly to zero, thus TVneiθg converges also to zero. On the
other hand V−neiθAVneiθg converges to Aθg = 0. Therefore, from this equation g = 0.
Using A∗θ = s-limV−neiθA
∗Vneiθ , one shows that kerA
∗
θ = 0 and so Aθ is invertible.
We claim that,
s- lim V−neiθBVneiθ = A
−1
θ .
Using equation (3.7) with g = A−1θ h , and h ∈ L (Lp (R2)) , it follows that the norm
of (V−neiθBVneiθ − A−1θ )h is equal to∥∥V−neiθBVneiθh− V−neiθBVneiθV−neiθAVneiθA−1θ h− V−neiθTVneiθA−1θ h∥∥ ,
which in turn is bounded by
‖B‖ ∥∥h− V−neiθAVneiθA−1θ h∥∥ + ∥∥V−neiθTVneiθA−1θ h∥∥ .
Since the last two norms converge to zero, we obtain the claim. Analogously, one
also has s- limV−neiθB
∗Vneiθ = (A
∗
θ)
−1 . Finally simple computations yield the com-
mutation relation of B with fI up to a compact operator. Thus, we conclude that
Bpi belongs to A˜pi. We can apply the Allan-Douglas principle (theorem 2.11) to
A˜pi considering the same C∗-subalgebra of the center, isomorphic to C(R2), as in
the case of A. It follows that Φx(A) is invertible in Ck for every x ∈ R2, where
k = k (x) ∈ {1, 2, 4} , (proposition 3.4) and Φθ(A) is invertible for every θ ∈ [0, 2pi[ .
Since Sθ (defined in (3.5)) can be extended to a homomorphism S˜θ to the algebra
Φθ(A˜pi) then Aθ is invertible for every θ. If Aθ is invertible, then its inverse belongs
to the subalgebra Bθ of A˜, given by
Bθ =
{
A ∈ A˜ : A = Aθ
}
which is inverse closed. The restriction of S˜θ to Φθ (Bpiθ ) is an isomorphism and from
the proof of the last proposition, Φθ(A) belongs to Φθ (Bpiθ ) and consequently, Φθ(A)
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is invertible for every θ. This fact together with the invertibility of Φx(A) for every
x ∈ R2, shows that A is Fredholm. 
Corollary 3.9 Let a = λ+ F (u) with u ∈ L1 (R2) and f ∈ C(R2).
a) The operator χH1 (C (a) + fI)χH1I +
(
1− χH1
)
I is Fredholm if and only if
• f (x) + λ 6= 0 for every x ∈ H1,
• C (a) + f (θ∞) I is invertible, for every θ such that Im(ei(θ−θ1)) ≥ 0.
b) The operator χK (C (a) + fI)χKI + (1− χK) I is Fredholm if and only if
• f (x) + λ 6= 0, for every x ∈ K,
• C (a) + f (θ∞) I is invertible, for every θ such that Im(ei(θ−θ1)) ≥ 0 and
Im(ei(θ−θ2)) ≥ 0.
Proof. a) Due to proposition 3.6, the limit operator (fI)θ is a constant and
(
χHjI
)
θ
=

χHjI, if Im(e
i(θ−θj)) = 0,
I, if Im(ei(θ−θj)) > 0,
0, if Im(ei(θ−θj)) < 0.
Our claim follows from theorem 3.8, and from the fact that χH1 (C (a) + λI)χH1I+(
1− χH1
)
I (with λ ∈ C) is invertible if and only if C (a) + λI is invertible (see
theorem 1 in [GG]).
b) The proof follows from a). Just notice that the limit operator (χKI)θ is written
based on the limit operators (χH1I)θ and (χH2I)θ. 
Corollary 3.10 The following statements are equivalent.
(i) CK (a) is Fredholm.
(ii) CHj (a) is invertible, for every j ∈ {1, 2} .
(iii) The function a is invertible in L∞ (R2) .
Chapter 4
The finite section method
In this chapter Banach algebras techniques are used in order to obtain results about
asymptotic spectral properties of approximate sequences (also called finite sections)
of convolution type operators on cones. We introduce a large algebra B which
is inverse closed and contains an algebra E of finite sections of convolution type
operators. By using the Allan-Douglas principle and limit operator techniques, we
obtain necessary and sufficient conditions for the stability of an arbitrary sequence in
E . Further, the large algebra satisfies the KMS property, which allows to construct a
symbol map from E onto an algebra of operator valued functions. The convergence of
the condition numbers and the ε-pseudospectrum is a consequence of the properties
of the symbol map together with a maximum principle.
4.1 Algebras of sequences of operators
Let F be the set of all sequences (An)∞n=0 of operators in L (X) such that sup ‖An‖ <
∞. With the norm given by ‖(An)‖ = sup ‖An‖ and the usual pointwise operations
it is easy to check that F is a Banach algebra. For each function ϕ ∈ C(R2), and
n ∈ N one can define the expanded functions ϕn (t) = ϕ
(
t
n
)
, such that (ϕnI) belongs
to F with norm ‖(ϕnI)‖ = ‖ϕ‖∞ . We denote by B the smallest closed subalgebra
of F containing the sequences (An) for which both limits
s- lim V−nxAnVnx and s- limV−nxA
∗
nVnx
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exist for every x ∈ R2, and
lim
n→∞
‖Anϕn − ϕnAn‖ = 0, for every ϕ ∈ C(R2).
For U ⊂ R2, we set
nU = {nt : t ∈ U} and then χnU (t) = χU
(
t
n
)
. (4.1)
Let us now introduce a set Ω ⊂ R2 which will be needed to define the finite
sections of convolution type operators on cones. We say Kx is a cone with vertex x
if it is a set of the type K+x = {x + t : t ∈ K} where K is a cone at the origin (see
(2.4)). Let Ω be a closed bounded set of R2 containing the origin, so that the strong
limit of χnΩI is not zero. We assume that for each point x ∈ ∂Ω there is a cone Kx
with vertex x, neighborhoods U and V of x and a C1 diffeomorphism % : U → V
such that
% (x) = x, %′ (x) = I and % (U ∩ Ω) = V ∩Kx.
Note that this cone is uniquely defined for each x ∈ ∂Ω. We also require that if
0 ∈ ∂Ω, the associated diffeomorphism % is the identity.
Given a cone Kx, we denote by K
0
x = Kx − x the cone translated to the origin,
i.e. the only one that satisfies
χK0xI = V−xχKxVx. (4.2)
Proposition 4.1 Let T be a compact operator, x ∈ R2, θ satisfying eiθ = x
|x|
, and
f, ϕ ∈ C(R2). Then,
(i) s- limV−nx (C (a) + fI)Vnx = C (a) + f (θ∞) I, if x 6= 0.
(ii) s- limV−nxTVnx = 0, if x 6= 0.
(iii) s- limV−nxχnΩVnx =

χK0xI, if x ∈ ∂Ω,
I, if x ∈ int Ω,
0, if x ∈ ext Ω.
(iv) s- limV−nxϕnVnx = ϕ (x) I.
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Proof. Assertions (i) and (ii) are obvious thanks to proposition 3.6, if we consider
hn = nx.
(iii) Let us first consider x = 0. If 0 ∈ int Ω (resp. 0 ∈ ext Ω), then clearly s- limχnΩI
is the identity (resp. zero). Let us prove that if 0 ∈ ∂Ω, then s- lim χnΩI = χK0I.
From the definition of Ω, we know that there exists a neighborhood U of zero and
a C1 diffeomorphism % : U → U such that U ∩ Ω = U ∩K0. If U c = R2\U , then
χnΩ = χn(U∩Ω) + χn(Uc∩Ω).
Functions in Lp (R2) can be approximated by functions with compact support,
so let g be such a function. For n large enough, we have χn(Uc∩Ω)g = 0 , i.e.
‖χn(Uc∩Ω)g‖Lp → 0 and thus s- limχn(Uc∩Ω)I = 0. Since χn(U∩Ω) = χn(U∩K0), we get
s- limχn(U∩Ω)I = χK0I.
Now, let x 6= 0 and Ωx = {y − x, y ∈ Ω} (i.e. χΩxI = V−xχΩVx). We have
χnΩxI = V−nxχnΩVnx, and consequently if x ∈ int Ω (resp. x ∈ ext Ω) then 0 ∈ int Ωx
(resp. 0 ∈ ext Ωx), and we get s- limV−nxχnΩVnx = I (resp. s- limV−nxχnΩVnx = 0).
If x ∈ ∂Ω then 0 ∈ ∂Ωx, but in this case there exists a C1-diffeomorphism % : U → V
between two neighborhoods of zero such that % (0) = 0, %′ (0) = I and % (U ∩ Ωx) =
V ∩K0x. To show that the strong limit of χnΩxI is χK0xI it is enough to prove that
the norm
∥∥(χK0x − χnΩx) g∥∥Lp converges to zero for every g ∈ Lp (R2) with compact
support. For n large enough, the support of g is contained in nU ∩ nV and∫
R2
|χK0xg (t)− χnΩxg (t) |pdt =
∣∣∣∣∫
R2
|χK0xg (t) |pdt−
∫
R2
|χnΩxg (t) |pdt
∣∣∣∣
=
∣∣∣∣∫
K0x∩nV
|g (t) |pdt−
∫
n(Ωx∩U)
|g (t) |pdt
∣∣∣∣
≤
∣∣∣∣∫
K0x∩nV
|g (t) |p(1− |J%−1 ( t
n
) |)dt∣∣∣∣
+
∣∣∣∣∫
K0x∩nV
(|g (t) |p − |g (n%−1 ( t
n
)) |p)|J%−1 ( t
n
) |dt∣∣∣∣ ,
where J denotes the Jacobian. Since %−1 (0) = I, it is easy to check that the last
two integrals converge to zero when n tends to infinity.
(iv) As in (ii), it is enough to show that ‖(V−nxϕnVnx − ϕ (x) I)g‖Lp → 0, for every
continuous function g with compact support. Let ϕn,nx be the function defined by
ϕn,nx (t) = ϕ
(
t
n
+ x
)
. Since V−nxϕnVnx = ϕn,nxI, using the continuity of ϕ, we
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deduce that for every ε > 0 and for n large enough, we have
sup
t∈supp g
|ϕn,nx (t)− ϕ (x) | ≤ ε,
where supp g denotes the support of g. Therefore,
‖(V−nxϕnVnx − ϕ (x) I)g‖Lp ≤ ε‖g‖Lp,
and we get the claim. 
Proposition 4.2 The following sequences belong to B.
(i) (C (a))n∈N and (fI)n∈N .
(ii) (VnxTV−nx), where T is a compact operator.
(iii) (χnΩI) and ϕnI.
(iv) (χnKxI), where χnKx (t) is defined in (4.1).
Proof. For the cases (i) to (iii), due to the previous proposition, we just need to
prove that theses sequences commute with (ϕnI) up to a sequence tending in the
norm to zero, for every ϕ ∈ C(R2).
(i) For f ∈ C(R2) it is immediate. We shall now prove that for ε given, there exists
n large enough such that
‖ϕnC (a)− C (a)ϕnI‖ < ε.
By definition, we have
(ϕnC (a)− C (a)ϕnI) g =
∫
R2
u (x− t) (ϕ (x
n
)− ϕ ( t
n
))
g (t) dt,
where g is in Lp (R2). Functions in L1 (R2) can be approximated by functions with
compact support, so we assume that the support of the function u is contained in
the ball BR (0) of radius R. If |x − t| > R then u (x− t) = 0. For |x − t| ≤ R we
want to show that, given ε > 0 and n large enough∣∣ϕ (x
n
)− ϕ ( t
n
)∣∣ ≤ ε‖a‖ .
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The idea is to use the uniform continuity on B1 (0) of the function ψ = ϕ ◦ ζ˜ (where
ζ˜ is the homeomorphism (3.2)) and the relation of the distance in B1 (0) and the
distance in R2 given by ζ˜. Let u, s ∈ B1 (0) and suppose that |u| ≤ |s|. Then,
|u− s| ≤
∣∣∣∣ u1− |u| − s1− |u|
∣∣∣∣ and ∣∣∣∣ u1− |u|
∣∣∣∣ ≤ ∣∣∣∣ s1− |u|
∣∣∣∣ ≤ ∣∣∣∣ s1− |s|
∣∣∣∣ ,
and by a simple argument of Euclidean geometry, we obtain∣∣∣∣ u1− |u| − s1− |u|
∣∣∣∣ ≤ ∣∣∣∣ u1− |u| − s1− |s|
∣∣∣∣ . (4.3)
If |u| > |s| then (4.3) can be shown in the same way. Hence
|u− s| ≤
∣∣∣ζ˜ (u)− ζ˜ (s)∣∣∣ for every u, s ∈ B1 (0) . (4.4)
If |x− t| ≤ R, then given δ > 0 and n large enough we have ∣∣ x
n
− t
n
∣∣ < δ. From (4.4)
it follows ∣∣∣ζ˜−1 (xn)− ζ˜−1 ( tn)∣∣∣ ≤ ∣∣ xn − tn∣∣ < δ.
Since ψ is uniform continuous, for ε > 0 given, there exists n0 such that∣∣∣ψ (ζ˜−1 (xn))− ψ (ζ˜−1 ( tn))∣∣∣ = ∣∣ϕ ( xn)− ϕ ( tn)∣∣ < ε‖a‖ for every n ≥ n0.
Therefore,
‖ (ϕnC (a)− C (a)ϕnI) g‖ ≤
ε
‖a‖‖C (a) g‖ ≤ ε‖g‖.
(ii) Since the operators Vnx and V−nx are isometries, it follows that
‖VnxTV−nxϕnI − ϕnVnxTV−nx‖ = ‖TV−nxϕnVnx − V−nxϕnVnxT‖.
Let ψI = V−xϕVx. Then ψnI = V−nxϕnVnx and we have
‖TψnI − ψnT‖ ≤ ‖T (ψn − ψ (0)) I‖+ ‖ (ψn − ψ (0))T‖.
Since (ψn − ψ (0)) I s→ 0 and
(
ψn − ψ (0)
)
I
s→ 0, then ‖T (ψn − ψ (0)) I‖ → 0 and
‖ (ψn − ψ (0))T‖ → 0.
(iii) It is immediate.
(iv) Let us see that s- limV−nyχnKxVny exists, for every y ∈ R2. If y = x, then
V−nxχnKxVnx = χK0xI,
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where K0x is the cone defined in (4.2), and thus s- limV−nxχnKxVnx = χK0xI. If y 6= x,
then
V−nyχnKxVny = V−n(y−x)χK0xVn(y−x).
Since there exist two half-spaces H1 and H2 whose boundaries passe through the
origin such that χK0x = χH1χH2 or χK0x = χH1+χH2 − χH1χH2 , by using proposi-
tion 3.6,(iii) (with hn = n (y − x) and eiθ = y−x|y−x|), we deduce that the strong limit
of V−n(y−x)χnK0xVn(y−x) always exist. Clearly χnKxI commutes with ϕnI for every
ϕ ∈ C(R2). 
4.2 Localization
The problem of stability of an approximate sequence (An), i.e. to know when An is
invertible for n large enough and the norms of their inverses are uniformly bounded,
is actually equivalent to an invertibility problem. More precisely, if G is the closed
ideal of sequences in B tending to zero with respect to the operator norm, a sequence
(An) in B is stable if and only if the coset (An) + G is invertible in B/G ([BS],
proposition 2.20). Let q : B → B/G denote the quotient projection.
From now on, if A is a subalgebra of B we define Aq = q (A) . It is easy to see
that C =
{
(ϕnI) : ϕ ∈ C(R2)
}
is a C∗- subalgebra of the center of Bq isomorphic to
C(R2), and as previously seen, the maximal ideal space of C(R2) can be identified
with R2∪S1. Therefore, we can localize Bq via the Allan-Douglas principle (theorem
2.11). To each x ∈ R2, we associate Ix = {(ϕn) I + G : ϕ (x) = 0} the maximal ideal
in Cq, and to each eiθ ∈ S1 the ideal Iθ = {(ϕnI) + G : ϕ (θ∞) = 0} . We denote by
Jx the smallest closed ideal in Bq generated by Ix, with x ∈ R2. The following
proposition gives a characterization of these ideals.
Proposition 4.3 Let x ∈ R2 and (An) ∈ B. The coset (An) + G belongs to Jx if
and only if for every ε > 0 there exists ϕ ∈ C(R2), depending on ε, with compact
support and ϕ (x) = 1 such that for n large enough
‖AnϕnI‖L(Lp) < ε .
Proof. If (An) + G ∈ Jx, then (An) + G can be approximated by elements
of the type
∑m
k=1B
k
nψ
k
nI + G where
(
Bkn
) ∈ B, ψk ∈ C(R2) and ψk (x) = 0. Let
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M =
∑m
k=1 ‖Bn‖B and ϕ ∈ C(R2) be such that ϕ (x) = 1 and ||ψkϕ‖∞ < εM , for
every k = 1, . . . , m. Then
‖
m∑
k=1
Bknψ
k
nϕnI‖B ≤
m∑
k=1
‖Bkn‖B‖ψkϕI‖∞ ≤M
ε
M
= ε.
It is easy to see that the result is also true not only for the elements in a dense set
of Jx, but also for every element in Jx. Note also that the result does not depend
on the representation of the coset (An) + G.
On the other hand, for a given ε > 0, there exits ϕ ∈ C(R2) with compact support
and ϕ (x) = 1 such that for n large enough ‖AnϕnI‖ < ε, i.e. ‖AnϕnI + G‖Bq < ε.
Then, we can construct a sequence ϕkn ∈ C(R2) such that ϕk (x) = 1, and
‖An − An(1− ϕkn)I + G‖Bq = ‖AnϕknI + G‖Bq < εk,
where εk → 0. Since (1 − ϕkn) = (1 − ϕk)n and (1 − ϕk(x)) = 0, the coset
An(1−ϕkn)I+G belongs to the ideal Jx for every k ∈ N, and consequently An+G is
the limit of a sequence in Jx. Since Jx is a closed ideal, it follows that An+G ∈ J x. 
Let Bq/Jx be the quotient algebra and let φx : Bq → Bq/Jx be the canonical
projection (x in R2). Let us describe some local elements.
Proposition 4.4 Let (x, y) ∈ R2×R2, f ∈ C(R2), and let T be a compact operator.
Then
(i) φx (VnyTV−ny) = 0 if x 6= y,
(ii) φx (fI) = f (θ∞)φx (I) if x ∈ R2\ {0} ,
(iii) φx (χnΩI) =
{
0 if x ∈ ext Ω ∪ R2\R2,
1 if x ∈ int Ω,
where θ satisfies eiθ = x
|x|
if x ∈ R2\ {0} and x coincides with θ∞ if x ∈ R2\R2.
Proof. (i) If x 6= y then there exists ϕ ∈ C(R2) such that ϕ (x) = 1 and
ϕ (y) = 0. The operators V−ny and Vny are isometries, so we obtain ‖VnyTV−nyϕnI‖ =
38 CHAPTER 4. THE FINITE SECTION METHOD
‖TV−nyϕnVny‖. Since s- limV−nyϕnVny = ϕ (y) I = 0, (proposition 4.1-(iv)), and
T is a compact operator we get ‖TV−nyϕnVny‖ → 0. Thus from proposition 4.3,
VnyTV−ny + G belongs to Jx.
(ii) Suppose first that x ∈ R2\ {0} and eiθ = x
|x|
. Recall that f (θ∞) denotes
the limit limt→∞ f
(
teiθ
)
. Since f belongs to C(R2), for a given ε > 0 there exists
a neighborhood WR,δ (θ∞) of θ∞ as in (3.3), such that for every t ∈ WR,δ (θ∞),
|f (t) − f (θ∞) | is less than ε. If we consider ϕ ∈ C(R2) whose support is a ball
centered on x that does not contain zero, ϕ(x) = 1 and ‖ϕ‖ ≤ 1, then for n large
enough suppϕn ⊂ WR,δ (θ∞) and so we get:
‖(f − f (θ∞))ϕnI‖ < ε.
Thus, from proposition 4.3, (f − f (θ∞))I + G ∈ Jx.
The proof for x = θ∞ ∈ R2\R2 is analogous. If we choose ϕ with support contained
in WR,δ (θ∞) , ϕ (θ∞) = 1 and ‖ϕ‖ ≤ 1, then suppϕn ⊂ WR,ε (θ∞) for every n ≥ 1,
and so ‖(f − f (θ∞))ϕnI‖ < ε, for every n ≥ 1.
(iii) It is immediate from proposition 4.3. 
4.3 An algebra of finite sections of convolution
type operators on cones
Let us now consider the finite sections of the operators A in A0 = alg{C (a) , fI}
relative to the sequence of projections (χnΩI) defined at the begging of the chapter.
More precisely, let E be the subalgebra of B defined by,
E = alg{χnΩAχnΩI + (1− χnΩ) I, G}, (4.5)
with G in G and A in A0.
We know that the stability of a sequence (An) in E is given by the invertibility in the
quotient algebra E q, and (An)+G is invertible in E q if and only if φx (An) is invertible
for every x ∈ R2 . From proposition 4.4, we conclude that the main problem occurs
at the boundary points x ∈ ∂Ω. Our aim now is to show that the algebras E q and
F qx = alg{χnKxAχnKxI + (1 − χnKx)I + G}/G, where χnKx is defined on (4.1) and
A ∈ A0, are locally isomorphic at x, i.e. φx(Eq) ' φx(F qx) for every x ∈ ∂Ω.
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Recall that to each x ∈ ∂Ω we associated a C1 diffeomorphism % : U → V, where
U and V are neighborhoods of x and in case 0 ∈ ∂Ω, % ≡ I. Thus, if 0 ∈ ∂Ω
then χnΩχnU = χnK0χnU and so φx (χnΩ) = φx
(
χnK0
)
and the algebras φx(Eq) and
φx(F qx) are the same. So, from now on x will be a fixed point in ∂Ω\{0}.
Let W be a subset of R2. By LnW (R
2) we denote the Banach space
{g ∈ Lp(R2) : g (x) = 0 if x /∈ nW}.
Without loss of generality we assume that U and V are convex bounded neighbor-
hoods of x such that % is a C1 diffeomorphism between its closures U and V . Let Tn
be the following operator:
Tn : LnV (R
2) → LnU(R2)
(Tng) (t) =
{
g
(
n%
(
t
n
))
if t ∈ nU
0 if t /∈ nU.
Proposition 4.5 The operator Tn is an isomorphism whose norm satisfies
‖Tn‖ ≤
(
sup
s∈V
∣∣J%−1 (s)∣∣) 1p , (4.6)
and has an inverse given by
T−1n : LnU(R
2) → LnV (R2)
(T−1n g) (t) =
{
g
(
n%−1
(
t
n
))
, if t ∈ nV
0, if t /∈ nV.
Proof. Clearly Tn is linear. If g ∈ LnU(R2), then
‖Tng‖pLp =
∫
nU
∣∣g (n% ( t
n
))∣∣p dt
=
∫
nV
|g (t)|p ∣∣J%−1 ( t
n
)∣∣ dt ≤ sup
s∈V
∣∣J%−1 (s)∣∣ ‖g‖pLp ,
which shows that ‖Tn‖ ≤ (sups∈V |J%−1 (s)|)
1
p . Simple computations prove that T−1n
is indeed the inverse homomorphism. 
Consider now the Banach subalgebras of B given by BU ={(χnUBnχnUI) , (Bn)∈B}
and BV = {(χnVBnχnV I) , (Bn) ∈ B} and the map,
H% : BU → BV
(χnUBnχnUI) 7→ (T−1n χnUBnχnUTnχnV I)
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Proposition 4.6 a) H% is an isomorphism .
b) If W ⊂ U then H% (χnW I) = χn%(W )I.
c) The image of BU ∩ G by H% is BV ∩ G.
Proof. a) It is straightforward to see that Hρ is an algebraic homomorphism. To
prove boundness one has
‖Hρ (χnUBnχnUI)‖ ≤ sup
n∈N
(∥∥T−1n ∥∥ ‖Tn‖) ‖(χnUBnχnUI)‖ .
In the same way as in (4.6) we estimate
∥∥T−1n ∥∥ ≤ (sup
s∈U
|J% (s)|
) 1
p
.
Thus, it follows that
‖Hρ‖ ≤
(
sup
s∈U
|J% (s)|
) 1
p
(
sup
s∈V
∣∣J%−1 (s)∣∣) 1p . (4.7)
It is easy to check that the homomorphism which associates to each (χnVBnχnV I)
the element (TnχnVBnT
−1
n χnUI) is the inverse homomorphism of H%.
b) Let g be a function in Lp (R2) and W ⊂ U. Then we have
H% (χnW ) g = T
−1
n χnUχnWTnχnV g
= T−1n χnW g
(
n%
(
t
n
))
= χn%(W )g.
c) It is immediate. 
Let BqU and BqV be the analogous subalgebras of Bq and H
′
% : BqU → BqV be the
map analogous to H%.
Lemma 4.7 H
′
% is a well defined isomorphism and satisfies:
H
′
% (BqU∩J x) = BqV ∩J x
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Proof. From the last proposition a) and c) we see that H
′
% is a well defined
isomorphism. Suppose now that, (χnUBnχnUI) +G ∈ Jx. Note that proposition 4.3
is also true when we substitute ϕ by the characteristic function χW of a neighborhood
W of x and consider (χnW I) instead of (ϕnI) . So, given ε > 0 there is a neighborhood
W ⊂ U of x such that, for n big enough
‖χnUBnχnUχnW I‖ <
ε
M
,
where M is the norm of Hρ. This means that, for n large enough
‖Hρ (χnUBnχnUχnW I) ‖ < ε.
On the other hand, by proposition 4.6,
H% (χnUBnχnUχnW I) = H% (χnUBnχnUI)χn%(W )I,
where ρ(W ) is also a neighborhood of x. Therefore, H% (χnUBnχnUI)χn%(W )I be-
longs to the ideal Jx. Using the same argument for the inverse isomorphism we get
the claim. 
Every coset (Bn)+Jx in Bq/Jx is the same coset as (χnUBnχnUI)+Jx so we can
define a map between the local algebras by:
h% : Bq/Jx → Bq/Jx
(χnUBnχnUI + G) + Jx 7→ H ′% (χnUBnχnUI) + Jx . (4.8)
Taking into account the last lemma, h% is well defined and is an isomorphism.
Note that h% does not have to be the identity. For example hρ(χn(U∩Ω)I) is equal
to the coset (χn(V ∩Kx)I+G)+Jx that is in general different from (χn(U∩Ω)I+G)+Jx
(depending on Ω). However, if (Bn) is the constant sequence (A), with A ∈ A0 we
will see that h% (χnUAχnUI) equals (χnVAχnV I + G)+Jx. The proof is based on the
idea of quasi-equivalence of two elements [K1].
Proposition 4.8 Let x ∈ ∂Ω\{0}. Then:
a) h% (χnUC (a)χnUI) = (χnVC (a)χnV I + G) + Jx.
b) h% maps the algebra φx(Eq) isomorphically onto φx(F qx).
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Proof. a) We need to show φx (T
−1
n χnUC (a)χnUTnχnV I − χnVC (a)χnV I) = 0,
i.e, for every ε > 0 there is a neighborhood W of x such that, for n large enough,
‖χnW
(
T−1n χnUC (a)χnUTnχnV I − χnVC (a)χnV I
)
χnW I‖ < ε. (4.9)
Since functions in L1(R2) can be approximated by infinitely differentiable functions
with compact support, we assume that there exist R > 0 such that a (y) = 0 for
|y| > R and we set M = max (‖a‖∞ , ‖a′‖∞) . Assume without loss of generality that
U and V are bounded convex neighborhoods of x satisfying,
sups∈V ||J%−1 (s)| − 1| < ε2M
sups∈V
∣∣(%−1)′ (s)− I∣∣ < ε
2RM
sups∈U |%′ (s)− I| < 1 ,
(4.10)
and W ⊂ V . Let Rn is the sequence of operators (4.9). We shall prove that
‖Rng‖ ≤ ε‖g‖, for every g ∈ Lp(R2). By definition, Rn (g) is equal to
∫
n%−1(W )
a
(
n%−1
(
y
n
)− s) g (n% ( s
n
))
ds−
∫
nW
a (y − t) g (t) dt, if y ∈ nW,
0, if y /∈ nW.
Employing the substitution s = n%−1
(
t
n
)
, we have
Rn (g) =

∫
nW
[
a
(
n%−1
(
y
n
)− n%−1 ( t
n
)) ∣∣J%−1 ( t
n
)∣∣− a (y − t)] g (t) dt, if y∈ nW
0, if y /∈ nW,
which has a kernel function given by
rn (y, t) =

[
a
(
n%−1
(
y
n
)− n%−1 ( t
n
)) ∣∣J%−1 ( t
n
)∣∣− a (y − t)] if (y, t) ∈ WR
0 if (y, t) /∈ WR,
where WR =
{
(y, t) ∈ nW × nW : min (∣∣n%−1 ( y
n
)− n%−1 ( t
n
)∣∣ , |y − t|) ≤ R} .
By taking into account (4.10), we have
|rn (y, t)| ≤ M
∣∣∣∣J%−1 ( t
n
)∣∣− 1∣∣+ ∣∣a (n%−1 ( y
n
)− n%−1 ( t
n
))− a (y − t)∣∣
≤ ε
2
+M
∣∣n%−1 ( y
n
)− n%−1 ( t
n
)− (y − t)∣∣
≤ ε
2
+Mn sup
s∈V
∣∣∣(%−1)′ (s)− I∣∣∣ ∣∣ yn − tn∣∣
≤ ε
2
+M
ε
4RM
|y − t| .
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For (y, t) ∈ WR, we have |y − t| ≤ R or
∣∣n%−1 ( y
n
)− n%−1 ( t
n
)∣∣ ≤ R. If the last
inequality is satisfied then
|y − t| = n ∣∣% (%−1 ( y
n
))− % (%−1 ( t
n
))− (%−1 ( y
n
)− %−1 ( t
n
))∣∣
+
∣∣n%−1 ( y
n
)− n%−1 ( t
n
)∣∣
≤ n sup
s∈U
|%′ (s)− I| ∣∣(%−1 ( y
n
)− %−1 ( t
n
))∣∣+ ∣∣n%−1 ( y
n
)− n%−1 ( t
n
)∣∣
≤ 2R.
Therefore, |rn (y, t)| ≤ ε, for all (y, t) ∈ R2, which completes the proof.
b) From proposition 4.6,b) we know that H% (χnΩI)=χnKxI and so h% (φx (χnΩI)) =
φx
(
χnKxI
)
. The coset φx (fI) is the same as the constant coset f (θ∞)φx (I) , thus
h% (φx (fI)) = φx (fI) . These results together with a) prove that h% maps the gen-
erators of φx(Eq) onto the generators of φx(F qx) and since h% is an isomorphism we
get the assertion. 
Let x ∈ R2 and Wx be the following map,
Wx : B → L (Lp(R2))
(An) 7→ s- limV−nxAnVnx. (4.11)
By the definition of B, s- limV−nxAnVnx and s- limV−nxA∗nVnx always exist and it is
easy to check, using properties of the strong limit analogous to those in proposition
3.6 and ‖Vnx‖ = 1 that, Wx is a homomorphism with ‖Wx‖ ≤ 1.
Clearly Wx maps G onto zero, so we can define the analogous homomorphism
W
′
x : Bq → L(Lp(R2)) on the quotient algebra Bq. From proposition 4.1,(iv) we can
conclude that W
′
x also maps Jx onto zero because Jx is generated by the sequences
(ϕnI) with ϕ in C(R2) and ϕ (x) = 0, thus
wx : Bq/Jx → L (Lp(R2))
((An) + G)+J x 7→ s- limV−nxAnVnx,
is a well defined homomorphism.
Proposition 4.9 Let x ∈ ∂Ω ∪ {0} and K0x be the cone defined in (4.2) . The local
algebra φx(Eq) is isomorphic to the Banach algebra of operators
L = alg {χK0xAχK0xI + (1− χK0x) I} ,
with A ∈ alg{C (a)} if x ∈ ∂Ω\ {0} and with A ∈ A0 if 0 ∈ ∂Ω.
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Proof. Let us first consider x ∈ ∂Ω\ {0} . From proposition 4.8,b) it is enough to
prove that the restriction of wx to φx(F qx) is an isomorphism onto L. The generators
of φx(F qx) are of the type (χnKxAχnKxI+(1−χnKx )I+G)+Jx with A ∈ alg{C (a)}
and can be written as:
V−nx(χK0xAχK0xI + (1− χK0x)I)V−nx + G + Jx
because A is a shift invariant operator and χnKxI = VnxχK0xV−nx. So every element
in φx(F qx) is of the type (V−nxLV−nx + G) +Jx, with L ∈ L, hence the restriction of
wx to φx(F qx) is a one to one *-homomorphism and thus an isomorphism onto L.
If 0 ∈ ∂Ω, then φx(F qx) is generated by the constant sequences
(χK0AχK0I + (1− χK0 )I + G) + Jx
with A ∈ A0 and so the restriction of wx to φx(F qx) is an isomorphism. 
4.3.1 Stability of the finite section method
The last proposition describes the local algebras at the points x ∈ ∂Ω ∪ {0} . This
result allows us, via the Allan-Douglas principle and the properties of the homomor-
phisms Wx, to determine when a sequence (An) in E is stable.
Theorem 4.10 Let (An) ∈ E . The sequence (An) is stable if and only if Wx(An) is
invertible for every x ∈ ∂Ω ∪ {0}.
Proof. Using the same arguments as in the proof of theorem 3.8 one proves that
Bq is an inverse closed algebra. Therefore, if (An) is stable then the inverse of the
coset An + G belongs to Bq, and hence Wx(An) is invertible for every x ∈ ∂Ω ∪ {0}.
For the converse result, let us examine the following cases.
(i) If x ∈ ∂Ω\{0}, then from proposition 4.9 we have
φx(An) = h
−1
ρ (φx(VnxWx(An)V−nx)), (4.12)
for the generators of E , and since h−1ρ , φx and Wx are homomorphisms, this equality
is true for any element of E .
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(ii) If x = 0 then it is easy to check that
φ0(An) = φ0(W0(An)).
(iii) Suppose now that x ∈ int Ω\{0}. Let y be a point on the intersection of the
boundary of Ω with the half line that starts at the origin and passes through x. Let
z be any point in the interior of K0y . For the generating sequences (An) of E , we
have Wx(An) = Wz(Wy(An)), and therefore the equality
φx(An) = φx(Wz(Wy(An))),
which can be extended to any element of E .
(iv) Finally, if x ∈ ext Ω, then φx(An) = φx(λI), where λ is some constant. The
operator λI is, roughly speaking, the limit operator of W0(An) in the y-direction for
any y ∈ ext K0. This means that λI = Wy(W0(An)). Thus,
φx(An) = φx(Wy(W0(An))).
So, if Wx(An) is invertible for every x ∈ ∂Ω ∪ {0}, we conclude from the previous
analysis of the cases (i)-(iv), that the cosets φx(An) are invertible for every x ∈ R2
and hence (An) is a stable sequence. 
We now give examples of equivalent conditions to the stability of a sequence, using
theorems 4.10, 3.8, and its corollaries.
Example 4.11 Let 0 ∈ ∂Ω and Aij be operators in A0 = alg{C (a) , fI : f ∈
C(R2)}. The sequence
m∑
i=1
Πlj=1 [χnΩAijχnΩI + (1− χnΩ) I]
is stable if and only if the following conditions are satisfied:
i)
∑m
i=1 Π
l
j=1
[
χK0AijχK0I + (1− χK0)I
]
is invertible
ii)
∑m
i=1 Π
l
j=1
[
χK0x (Aij)θ χK0xI +
(
1− χK0x
)
I
]
is invertible for every x ∈ ∂Ω\{0},
where (Aij)θ is the limit operator (3.4) and e
iθ = x
|x|
.
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Example 4.12 Let Ω be the disk BR (0). Assume A = C (a) + fI, with a ∈ W (R2)
and f ∈ C(R2).
The sequence χnΩAχnΩI + (1− χnΩ) I is stable if and only if A is invertible.
Example 4.13 Let 0 ∈ Ω, ∂Ω be a smooth set except at zero and Ω ⊂ K0. Let
A = C (a) + fI. The sequence χnΩAχnΩI + (1− χnΩ) I is stable if and only if
χK0AχK0I + (1− χK0)I
is invertible.
Remark 4.14 Defining L∞0 (R
2) as the set of bounded functions on R2 that vanish
at infinity, one has analogous results by considering operators fI with f belonging
to the algebra L∞0 (R
2) + C(R2) and, in particular, theorem 4.10 and the stability
conditions in the three examples above remain unchanged.
4.3.2 The KMS property
In theorem 4.10 necessary and sufficient conditions for the stability of a sequence
(An) ∈ E were given. What can we also say about other asymptotic properties of
(An) such as the convergence of the norms of An, condition numbers or the behavior
of the spectrum and ε-pseudospectrum? Having these questions in mind, we shall
construct an isometric isomorphism from E q onto an algebra of operator valued
functions and we shall describe asymptotic properties of (An). We start to define
a topological property of the algebras that have central C∗-subalgebras. So, let A
be a Banach algebra with identity and C a closed C∗-subalgebra of the center of A
which contains the identity. By the Gelfand-Naimark theorem, C is isomorphic to
the algebra of continuous functions on the maximal ideal space of C; therefore an
element of C will be called a function.
Definition 4.15 We say that A is a KMS-algebra if for every A ∈ A and ϕ, ψ ∈ C
with disjoint supports
‖A(ϕ+ ψ)‖ ≤ max (‖Aϕ‖ , ‖Aψ‖) .
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The importance of KMS-algebras is the relation between the norm of an element
of A with the norms of the corresponding local elements. More precisely A is KMS
if and only if
‖A‖ = max
x∈MC
‖φx(A)‖ , (4.13)
where φx(A) is the local element in theorem 2.11. For a proof see ([BKS], theorem
5.3).
Proposition 4.16 The algebra B/G is a KMS-algebra.
Proof. We need to show that if ϕ and ψ are functions in C(R2) whose supports
are disjoint, then
‖An(ϕn + ψn)I‖Bq ≤ max(‖AnϕnI‖Bq , ‖AnψnI‖Bq), (4.14)
for every (An) ∈ B. The norm in Bq is given by inf(Gn)∈G sup ‖An +Gn‖ and it is
not difficult to see that it coincides with lim sup ‖An‖ . If we define Yn = Anϕn,
Zn = Anψn, N = suppϕ and M = suppψ then the inequality (4.14) can be written
as
lim sup ‖YnχnN + ZnχnM‖ ≤ max (lim sup ‖Yn‖ , lim sup ‖Zn‖) . (4.15)
Given g ∈ Lp(R2), we have
‖(χnNYnχnN + χnMZnχnM) g‖pLp = ‖χnNYnχnNg‖p + ‖χnMZnχnMg‖p
≤ max (‖Yn‖ , ‖Zn‖)p ‖χnNg‖p +
+ max (‖Yn‖ , ‖Zn‖)p ‖χnMg‖p
≤ max (‖Yn‖ , ‖Zn‖)p ‖g‖p .
Thus,
‖χnNYnχnN + χnMZnχnM‖L(Lp) ≤ max (lim sup ‖Yn‖ , lim sup ‖Zn‖) .
Since the last inequality is true for every n ∈ N then
lim sup ‖χnNYnχnN + χnMZnχnM‖L(Lp) ≤ max (lim sup ‖Yn‖ , lim sup ‖Zn‖) .
Now observe that ϕnχnN = ϕn, ψnχnM = ψn and Anϕn−ϕnAn belong to the ideal
G. So,
YnχnN − χnNYnχnN and ZnχnM − χnMZnχnM
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also belong to this ideal. Thus,
lim sup ‖YnχnN + ZnχnM‖ = lim sup ‖χnNYnχnN + χnMZnχnM‖
and we get the assertion (4.15). 
4.3.3 The symbol of E q and the convergence of condition
numbers
Let S be the set of all bounded functions defined on ∂Ω ∪ {0} with values in
L (Lp(R2)) . Endowed with pointwise sum and product, and with the supremum
norm ‖(Ax)‖ = supx∈∂Ω∪{0} ‖Ax‖ , S is a Banach algebra. It is easy to check that
the map
sym : B/G → S
(An) 7→ (s- limV−nxAnVnx)x∈∂Ω∪{0}
is a homomorphism. Noting that the norm of (An) + G in B/G is also given by
‖(An)‖B/G = lim sup ‖An‖ ,
it follows from the Banach-Steinhaus theorem, that
‖sym(An)‖ ≤ lim inf ‖An‖ ≤ lim sup ‖An‖ , (4.16)
which implies that ‖sym‖ ≤ 1.
Theorem 4.17 The restriction of sym to E q is an isometric isomorphism onto its
image. Moreover,
lim ‖An‖ = max
x∈∂Ω∪{0}
‖Wx(An)‖
for every sequence (An) in E .
Proof. Let (An) be a sequence in E . We claim that
lim sup ‖An‖ ≤ sup
x∈∂Ω∪{0}
‖Wx(An)‖ ,
Following the arguments mentioned in the cases (i)-(iv) of theorem 4.10, we obtain
(i) If x ∈ ∂Ω\{0}, then from equation (4.12) it follows that
‖φx(An)‖ ≤
∥∥h−1ρ ∥∥ ‖Wx(An)‖ . (4.17)
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In analogy to the bound in (4.7) one has
∥∥h−1ρ ∥∥ ≤ (sup
s∈U
|J% (s)|
) 1
p
(
sup
s∈V
∣∣J%−1 (s)∣∣) 1p . (4.18)
which shows that ε(ρ) can be taken to be smaller than any positive number, since
for every ε > 0, there exists ρ such that
∥∥h−1ρ ∥∥ ≤ 1 + ε. Thus
‖φx(An)‖ ≤ ‖Wx(An)‖.
(ii) If x = 0 then ‖φx (An)‖ ≤ ‖Wx (An)‖ .
(iii) If x ∈ int Ω\{0} then there exits y ∈ ∂Ω such that ‖φx (An)‖ ≤ ‖Wy (An)‖ .
(iv) Finally, for x ∈ ext Ω, we have ‖φx (An)‖ ≤ ‖W0 (An)‖ .
These inequalities together lead to
max
x∈R
2
‖φx(An)‖ ≤ sup
x∈∂Ω∪{0}
‖Wx (An)‖ .
Now, the claim follows from the KMS-property (4.13). This result together with
(4.16), proves that sym is an isometry and so, an isomorphism onto its image. Thus,
we can write
max
x∈R
2
‖φx(An)‖ = sup
x∈∂Ω∪{0}
‖Wx(An)‖ . (4.19)
But we deduce from cases (i)-(iv) above that it is not possible to have ‖Wx(An)‖ <
max
x∈R
2 ‖φx(An)‖ for every x ∈ ∂Ω ∪ {0}, which means that the supremum on the
second side of (4.19) is attained. Now, observe that W (An) = W (Ank) for every
subsequence (Ank), which means lim sup ‖An‖ = lim ‖An‖, and therefore
lim ‖An‖ = max
x∈∂Ω∪{0}
‖Wx(An)‖

Corollary 4.18 If An = χnΩC(a)χnΩI + (1− χnΩ) I then
lim ‖An‖ = max{1, ‖C(a)‖} ≤ max{1, ‖a‖W}
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Proof. We have Wx(An) = χK0xC(a)χK0xI +
(
1− χK0x
)
I, and therefore
lim ‖An‖ = max
x∈∂Ω∪{0}
∥∥χK0xC(a)χK0xI + (1− χnΩ)I∥∥
= max{1, ∥∥χK0xC(a)χK0xI∥∥}.
Since there is always a direction such that C(a) is the limit operator of χK0xC(a)χK0xI
it follows that ‖C(a)‖ ≤ ∥∥χK0xC(a)χK0xI∥∥ . The reverse inequality holds obviously,
proving the claim. 
For an invertible operator A in a Banach algebra, its condition number is defined
as the real number
condA = ‖A‖‖A−1‖.
It is easy to see that condA is always greater than or equal to one, and that for a
positive definite selfadjoint operator one has
condA =
supλ∈σ(A){λ}
infλ∈σ(A){λ} .
As a simple consequence of theorem 4.17, we obtain
Corollary 4.19 If (An) ∈ E is stable then the sequence of its condition numbers
(condAn) converges to
max
x∈∂Ω∪{0}
‖Wx(An)‖ max
x∈∂Ω∪{0}
∥∥Wx(An)−1∥∥ .
4.3.4 Convergence of the pseudospectrum
As we saw above, theorem 4.17 and its corollaries established some relations between
properties of a sequence (An) in E for large n, and its associated set of “limit
operators” Wx(An). We will now consider the spectrum of An for n large enough. In
particular, what is the relation between the spectrum of the sequence (An) and the
one of Wx(An)? To be precise, let us first define the limit of a sequence of subsets of
the complex plane. Given sets Mn ⊂ C, we define its limit set, denoted limn→∞Mn,
to be the set of all complex numbers λ for which there are integers 0 < n1 < n2 < ...
and complex numbers λn, n ∈ N, such that
λnk ∈ Mnk and lim
k→∞
λnk = λ.
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From theorem 2.5, we easily deduce that
lim
n→∞
σ(An) ⊂
⋃
n∈N
σ(Wx(An)), (4.20)
although in general these two sets do not coincide. In the context of Toeplitz op-
erators, there are even examples showing that the two sets in (4.20) are completely
different (see [BS], Ch. 3). However, if we consider the ε-pseudospectrum, which
we now define, instead of the spectrum, we will see below that the results are much
more satisfactory.
Definition 4.20 For ε > 0, the ε-pseudospectrum of an operator A ∈ Lp(R2) is
defined to be the set
σε(A) = {λ ∈ C : A− λI is not invertible or ||(A− λI)−1|| ≥ 1
ε
}.
It is clear from this definition, that the spectrum of such an operator is contained
in its ε-pseudospectrum, and for ε small enough the spectrum of A approximates its
ε-pseudospectrum, in the sense that
σ(A) =
⋂
ε>0
σε(A).
Proposition 4.21 Let (An) ∈ E and ε > 0. Then
lim
n→∞
σε (An) =
⋃
x∈∂Ω∪{0}
σε (Wx (An)) .
The proof of proposition (4.21) uses a non-trivial result due to Daniluk in the
context of operators defined in a Hilbert space, and then proved also for operators
in Lp(X, dµ), where (X, dµ) is a measure space, and 1 < p <∞ ([BGS], thm. 5.1).
This interesting result, which can be viewed as a maximum principle, states that
when A is a bounded operator in Lp(X, dµ) such that A− λI is invertible for all λ
in some open subset W of the complex plane, and ||(A−λI)−1|| ≤M, then actually
||(A − λI)−1|| < M, for all λ ∈ W. We would also like to add that it is not known
whether this result is true for every Banach algebra.
Using this maximum principle and theorem 4.17, the proof of proposition 4.21
proceeds in analogy to that of theorem 5.2 in [BGS].
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Chapter 5
Standard Model
The common structure of different algebras of finite sections, in the context of
C∗-algebras, led to an abstract model, the so called standard model [HRS1]. If
an algebra is a standard model then many asymptotic properties are automatically
fulfilled such as the convergence of singular values, ε-pseudospectrum and, in partic-
ular, the k -splitting property of the singular values and its relation with the kernel
dimension of a family of operators. In this chapter, we shall show that this last
property is satisfied for the finite sections of convolution type operators on cones,
allowing to establish a relation between the singular values of certain approximate
sequence of a given Fredholm operator CK (a) and the kernel dimension of CK (a).
In this way, we present a method to decide when a Fredholm operator CK (a) is also
invertible.
5.1 Standard model algebras
We start by defining a standard model algebra. Let H be a Hilbert space, Hn a
sequence of closed subspaces of H such that the orthogonal projection Pn from H
onto Hn converges strongly to the identity in H. Let X be an index set. To each
x ∈ X, we associate a Hilbert space Hx and a sequence of partial isometries Exn
from Hx onto H such that
ExnE
x
−n = Pn, and s- limE
x
−nE
x
n = I
x,
where Ex−n denotes the adjoint operator of E
x
n and I
x the identity operator on Hx.
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By FX we denote the set of bounded sequences (An) of operators in L(Hn) for
which both limits
s- limEx−nAnE
x
n and s- limE
x
−nA
∗
nE
x
n
exist, for every x ∈ X. It is easy to check that FX is a C∗-algebra for the norm
||(An)|| = sup ||An||, and that the map defined by
Wx : FX → L(Hx)
(An) 7→ s- limEx−nAnExn
is a *-homomorphism for every x ∈ X.
Let us introduce the smallest closed ideal J X of FX which contains all sequences
tending to zero in norm, and all sequences (Ex−nT
xExn), with x ∈ X and T x a compact
operator inHx. Suppose that the homomorphism Wx satisfies the following condition
Wy(E
x
−nT
xExn) =
{
T x, if y = x
0, if y 6= x, ∀x, y ∈ X. (5.1)
Definition 5.1 (Standard Model) Let A be a C∗-subalgebra of FX containing the
ideal J X , with W x verifying (5.1). We say that A is a standard model if for every
sequence (An) ∈ A,
(An) is stable if and only if Wx(An) is invertible for every x ∈ X.
Since standard model algebras are defined in the context of Hilbert spaces, in this
chapter, we consider operators defined in L2(R2). In particular, the algebra E of
finite sections of convolution type operators on cones defined in (4.5), will now be
considered as a subalgebra of L(L2(R2)). Notice that by setting H = Hn = Hx =
L2(R2), X = ∂Ω ∪ {0} and Exn = Vnx , we are in the framework described above.
However E is not a standard model, since it does not contain the ideal J X . Thus,
we will consider a simple extension of E which we will see that is indeed a standard
model.
Let E˜ be the smallest C∗-algebra of B ⊂ L(L2(R2)) that contains E and the se-
quences (VnxTV−nx) for every x ∈ ∂Ω ∪ {0} and T ∈ K. The algebra E˜ satisfies the
condition (5.1), due to proposition 4.1-(ii) and the following theorem proves that E˜
is a standard model.
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Theorem 5.2 Let (An) ∈ E˜ . The sequence (An) is stable if and only if Wx(An) is
invertible for every x ∈ ∂Ω ∪ {0}.
Proof. The idea of the proof is the same as in theorem 4.17. We are left
to prove the cases (i)-(iv). The cases (ii),(iii) and (iv) are easily verified for the
extended algebra E˜ . The case that is more involved is (i), more precisely the equation
analogous to (4.12). Let F˜x be the extension of the algebra Fx defined by
F˜x = alg{χnKxAχnKxI + (1− χnKx)I, VnxTV−nx, G},
where A ∈ A0 = alg{C(a), fI}, T ∈ K, G ∈ G and x ∈ ∂Ω\{0}. We claim that
there is an isomorphism h˜% between φx(E˜q) and φx(F˜ qx) such that the equality
φx (An) = h˜
−1
% (φx(VnxWx(An)V−nx)) (5.2)
holds for every coset φx (An) in φx(E˜). Let L˜ be the following operator algebra
L˜ = alg{χK0xAχK0xI + (1− χK0x)I, T},
with A ∈ alg {C (a)} and T ∈ K.
Since every element in φx(F˜ qx) can be written as (VnxLV−nx +G) +Jx with L ∈ L˜
(see proof of proposition 4.9), the restriction of wx to the algebra φx(F˜ qx), that we
denote by wˇx is an isomorphism onto L˜. The algebra L˜ coincides with the image of
wx restricted to φx(E˜q), so h˜% : φx(E˜q) → φx(F˜ qx), given by h˜% = wˇ−1x ◦ wx is a well
defined *-homomorphism.
In order to show that h˜% is one to one, we first prove that the setKx = {φx (VnxTV−nx) :
T ∈ K} is a closed ideal of φx(E˜q). Clearly Kx is linear space. To see that it is an
ideal, it is enough to consider the product of any element of Kx by any generator of
φx(E˜q). Let A1 ∈ alg {C (a)} , it is easy to check that:
(χnΩA1χnΩI + (1− χnΩ) I) (VnxTV−nx) = VnxAnTV−nx,
with
(An) = V−nxχnΩVnxA1V−nxχnΩVnx + I − V−nxχnΩVnx
(note that A1 is shift invariant). From proposition 4.1(iii), the strong limit of (An)
denoted by A, is given by A = χK0xA1χK0xI + (1 − χK0x)I and since T is a com-
pact operator, ‖ (An − A)T‖ converges to zero. Hence, ‖Vnx (An − A)TV−nx‖ also
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converges to zero and so,
φx (VnxAnTV−nx) = φx (VnxATV−nx) ,
where AT is a compact operator. Similarly one checks the product on the right side.
Finally, the ideal Kx is closed because K is closed.
The map h˜% restricted to Kx is the identity. Indeed, wx (φx (VnxTV−nx)) = T and
wˇ−1x (T ) = φx (VnxTV−nx) implies h˜% (φx (VnxTV−nx)) = φx (VnxTV−nx) , for every
T ∈ K. Note also that h˜% = wˇ−1x ◦ wx coincides with h%, defined in (4.8) , when
restricted to the algebra φx(Eq). Moreover, if E ∈ φx(Eq) ∩ Kx, then h% (E) = E
belongs to φx(F qx) ∩ Kx.
Suppose now E ∈ φx(E˜q) and h˜% (E) = 0. The sum of the closed ideal Kx with the
C∗-algebra φx(Eq) is also a C∗-algebra ([DIX]), which clearly coincides with φx(E˜q).
Thus, E = E1 + E2, with E1 ∈ φx(Eq) and E2 ∈ Kx. So, E2 = h˜% (E2) = h˜% (−E1)
belongs to φx(F qx)∩Kx and this implies that E2 = h−1% (E2) belongs to φx(Eq)∩Kx,
but if E2 ∈ φx(Eq), then E2 = −E1 because h˜% restricted to φx(Eq) is one to one,
and so E = 0, which yields the assertion. 
5.2 The splitting property of singular values
As a consequence of E˜ being a standard model, the convergence results, corollary
4.19 and proposition 4.21, are also automatically true for this algebra. A further
and remarkable consequence of standard model algebras is the k-splitting property
of the singular values and its relation with the kernel dimension of the associated set
of operators. Let σ2(A) stand for the set of singular values of A (i.e, the spectrum
of (A∗A)
1
2 ).
Definition 5.3 (k-splitting property) Let (An) ∈ E˜. We say that (An) has the k-
splitting property if there exist d > 0 and εn > 0, with lim εn = 0, such that the set
of singular values satisfies
σ2(An) ⊂ [0, εn] ∪ [d,+∞[
and for n large enough the number of singular values in [0, εn], counted with respect
to their multiplicities, is exactly k.
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We now state the main result for our algebra E˜ (although, as mentioned above,
the analogous result is valid for all other standard model algebras).
Theorem 5.4 ([HRS1], theorem 6.12) Let (An) ∈ E˜ . If Wx(An) is a Fredholm
operator for every x ∈ ∂Ω∪{0} then (An) has the k-splitting property and k satisfies
k =
∑
x∈∂Ω∪{0}
dim kerWx (An) , (5.3)
where the sum is finite, since only a finite number of the operators Wx (An) are not
invertible.
If CK(a) is Fredholm, by choosing an appropriate set Ω and sequence of operators
(An), this theorem furnishes a method of determining its kernel dimension, provided
one can compute the singular values of (An).
Corollary 5.5 Let 0 ∈ ∂Ω and ∂Ω be a smooth set except at zero, and K be the
cone at the origin associated to Ω. Let
An = χnΩC(a)χnΩI + (1− χnΩ)I.
If CK(a) is Fredholm, then (An) has the k-splitting property, with
k = dim kerCK(a).
Proof. For x ∈ ∂Ω ∪ {0}, the associated cone K0x is actually a half-space,
hence if CK (a) is Fredholm then CK0x (a) is invertible (see corollary 3.10). Since
Wx (An) = CK0x (a) , the statement is a consequence of the previous theorem.

Note that the asymptotic result of the corollary above is not based on the kernel
dimension of the operators An. It says, roughly speaking, that the information about
the kernel of CK(a) is stored in the set of singular values of (An). Recall that,
although the index of a Fredholm operator is stable, its kernel dimension is unstable
under small perturbations. As a simple example, we can take the sequence An ∈
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CN×N , N ∈ N,
An =

1
n
0
1
. . .
0 1

of invertible operators (dim kerAn = 0) that converges in norm to a matrix A with
zeros in its first column and which clearly has a one dimensional kernel.
The following examples are applications of formula (5.3), together with theorem
3.8, corollary 3.9 and proposition 2.10. Note that, in all these examples, k is deter-
mined by the appropriate choice of sequence (An).
Example 5.6 Let Ω be a smooth set except at the point 0 ∈ ∂Ω and let A be an
element of the algebra generated by C (a) and fI.
Take An to be the sequence
An = χnΩAχnΩ + (1− χnΩ) I.
Then, assuming that χK0AχK0I + (1 − χK0)I and χH0xAθχH0xI +
(
1− χH0x
)
I are
Fredholm for every x ∈ ∂Ω\ {0} , (eiθ = x
|x|
), (An) has the k-splitting property with
k = dim ker
(
χK0AχK0I + (1− χK0)I
)
.
Example 5.7 This example will be very useful in chapter 6. Let Ω be a square with
vertices x1, ..., x4 such that x1 = (0, 0), and take
An = χnΩC(a)χnΩ + (1− χnΩ) I.
If CK0x1 (a) is Fredholm, then (An) has the k-splitting property with
k =
4∑
i=1
dim kerCK0xi
(a).
Example 5.8 Let ∂Ω be a smooth set, 0 ∈ int Ω and f ∈ C(R2). Consider now
An = χnΩ(C(a) + fI)χnΩ + (1− χnΩ) I.
If C (a) + fI is Fredholm, then (An) satisfies the k-splitting property with
k = dim ker (C (a) + fI) .
Chapter 6
Approximation by matrices
6.1 Computation of the kernel dimension of CK (a) .
Concerning the problem of invertibility of convolution operators on cones, we know
from corollary (5.5) that assuming CK (a) is Fredholm, and therefore of index zero,
its kernel dimension can be obtained from the singular values of the operators
An = χnΩ (C (a) + λI)χnΩI + (1− χnΩ) I, (6.1)
for n sufficiently large. However, the operators An are Riesz-Schauder operators
and the computation of their singular values is, in most cases, difficult to obtain
from numerical methods. Hence, we will approach this computation using a further
discretization procedure. In what follows, we give an idea of how to construct
another approximation sequence (Bn) of the convolution operator on the cone that
satisfies the k-splitting property and the condition (5.3) with the same value of k. We
will see that the singular values of (Bn) can be obtained by computing the singular
values of matrices of finite dimension.
Let pm, with m > 0, be the operator that associates to each g ∈ Lp (R) , 1 ≤ p <
∞, a step function given by:
pm : L
p (R) → Lp (R)
g (t) 7→ pm(g)(t) =
∑+∞
j=−∞ gjχ[ jm ,
j+1
m ]
(6.2)
where gj is the average value of g on the interval
[
j
m
, j+1
m
]
, i.e.
gj = m
∫ j+1
m
j
m
g (t) dt.
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For convenience of the reader, we give a proof of the following well-known proposition
[K2].
Proposition 6.1 The projection pm satisfies the following properties.
(i) s- lim pm = I when m → ∞. If g ∈ Lp (R) is differentiable and g′ ∈ Lp (R)
then
‖g − pm (g) ‖Lp ≤ 1
m
‖g′‖Lp (6.3)
(ii) Let c (a) be the familiar convolution operator in Lp (R), given by g 7→ u ∗ g,
where u ∈ L1(R) and its symbol is a = F(u). Then
lim
m→∞
‖ (I − pm) c (a) ‖ = lim
m→∞
‖c (a) (I − pm) ‖ = 0.
Proof. (i) We just need to prove the second statement because the set of differen-
tiable functions whose derivative belongs to Lp (R) is dense in Lp (R) , and therefore
inequality (6.3) implies the strong convergence of pm to the identity. So, consider
g ∈ Lp (R) differentiable with g′ ∈ Lp (R) . We have
‖g − pm (g) ‖p =
j=+∞∑
j=−∞
∫ j+1
m
j
m
|g (t)− gj|pdt,
and
|g (t)− gj| = |g (t)−m
∫ j+1
m
j
m
g (s) ds|
= |m
∫ j+1
m
j
m
(g (t)− g (s))ds| = |m
∫ j+1
m
j
m
∫ t
s
g′ (v) dvds|
≤ m
∫ j+1
m
j
m
∫ j+1
m
j
m
|g′ (v) |dvds =
∫ j+1
m
j
m
|g′ (v) |dv.
Thus,
‖g − pm (g) ‖p ≤
j=+∞∑
j=−∞
∫ j+1
m
j
m
(∫ j+1
m
j
m
|g′ (v) |dv
)p
dt
≤ 1
m
j=+∞∑
j=−∞
∫ j+1
m
j
m
|g′ (v) |pdv
(∫ j+1
m
j
m
dt
) p
q
=
(
1
m
)p
‖g′‖p.
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(ii) Let g ∈ Lp (R) , and u ∈ L1 (R) a differentiable function such that u′ ∈ L1 (R).
Then u ∗ g is also differentiable and (u ∗ g)′ = u′ ∗ g. From this fact and assertion
(i) we get,
‖u ∗ g − pm (u ∗ g) ‖Lp ≤ 1
m
‖ (u ∗ g)′ ‖
Lp
=
1
m
‖u′ ∗ g‖
Lp
≤ 1
m
‖u′‖L1‖g‖Lp .
So, the norm ‖ (I − pm) c (a) ‖ converges to zero when m tends to infinity. It is easy
to check that I − pm is a self-adjoint operator, thus ‖c (a) (I − pm) ‖ converges also
to zero. Since the set of differentiable functions on R is dense in L1 (R) we get the
assertion. 
The natural generalization of pm to higher dimensions will have analogous prop-
erties. In the plane, consider the projection operator Pm = pm ⊗ pm : L2 (R2) →
L2 (R2) , which assigns to each function g ∈ L2 (R2) the step function,∑
(i,j)∈Z2
gijχ[ im ,
i+1
m ]×[
j
m
, j+1
m ]
, (6.4)
where gij = m
2
∫ i+1
m
i
m
∫ j+1
m
j
m
g (t, s) dtds is the average value of g on the square[
i
m
, i+1
m
]× [ j
m
, j+1
m
]
.
Proposition 6.2 Let a ∈ W (R2) and limt→∞ a(t) = 0. The projection Pm satisfies
(i) s- limPm = I.
(ii) limm→∞ ‖ (I − Pm)C (a) ‖ = limm→∞ ‖C (a) (I − Pm) ‖ = 0.
(iii) The map
Γ : ImPm → l2(Z2)∑
(i,j)∈Z2 gijχ[ im ,
i+1
m ]×[
j
m
, j+1
m ]
7→ {gij}(i,j)∈Z2 (6.5)
is an isomorphism.
Proof. The assertions (i) and (ii) follow from proposition 6.1 and the properties
of the tensor product. Simple computations yield assertion (iii). 
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We will now consider two examples of sequences (An) of the form (6.1), approxi-
mating the convolution operator on the quarter plane, each one obtained by choosing
a particular form for the set Ω. These approximate sequences will then be identified
with sequences of finite dimensional operators. In both of these cases, the cone K
will be the first quadrant in the plane, R2++.
6.1.1 The rain drop set
Let us take Ω to be
Ω =
[
0,
1
2
]
×
[
0,
1
2
]
∪
{
(x, y) ∈ R2 :
(
x− 1
2
)2
+
(
y − 1
2
)2
≤ 1
4
}
, (6.6)
which we will call the rain drop set, because of its shape. Note that Ω has a smooth
boundary except at the origin. We have that s- limχnΩI = χKI, where K = R
2
++.
From corollary 5.5 we know that
An = χnΩC (a)χnΩI + (1− χnΩ) I
has the k-splitting property with k = dim kerCK(a), provided that CK(a) is Fred-
holm.
We can associate to each m > 0 a partition of R2 into squares given by:
R
2 =
⋃
(i,j)∈Z2
[
i
m
,
i+ 1
m
]
×
[
j
m
,
j + 1
m
]
,
and we define the set nΩm to be the union of all squares of side 1
m
lying com-
pletely inside nΩ (see Figure 1). It is easy to check that PmχnΩmI = χnΩmPm and
χnΩmχnΩ = χnΩχnΩm = χnΩm.
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Figure 1
Let m = nα, for some α > 1. From now on, to simplify the notation we will write
χnΩα instead of χnΩnα . By (B˜n) we denote the following sequence,
B˜n = PnαχnΩαC (a)PnαχnΩα + λ
(
χnΩ − PnαχnΩα
)
I + (1− χnΩ)I, (6.7)
where λ = limt→∞ a(t).
Proposition 6.3 The sequence (B˜n) converges strongly to CK (a) and has the k-
splitting property with k = dim kerCK (a) .
Proof. The first statement is clear. Since (An) has the k-splitting property with
k = dim kerCK (a), it is enough to show that limn→∞ ‖An − B˜n‖ = 0, [HRS1]. The
sequences (An) and (B˜n) can be rewritten as
An = χnΩC (a− λ)χnΩI + λχnΩI + (1− χnΩ) I
B˜n = PnαχnΩαC (a− λ)PnαχnΩα + λχnΩI + (1− χnΩ)I,
Thus,
‖An − B˜n‖ = ‖χnΩC (a− λ)χnΩI − PnαχnΩαC (a− λ)PnαχnΩαI‖
≤ ‖ (χnΩI − PnαχnΩα)C (a− λ)PnαχnΩα‖+
+ ‖PnαχnΩαC (a− λ)
(
χnΩI − PnαχnΩα
) ‖
+ ‖ (χnΩI − PnαχnΩα)C (a− λ) (χnΩI − PnαχnΩαI) ‖.
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Since PnαχnΩα is a bounded sequence and
(
χnΩ − PnαχnΩα
)
I is a bounded self-
adjoint sequence, we just need to show ‖ (χnΩ − PnαχnΩα)C (a− λ) ‖ converges to
zero as n goes to infinity, in order to prove that ‖An − B˜n‖ converges to zero. We
have
‖ (χnΩ − PnαχnΩα)C (a− λ) ‖ = ‖χnΩ\nΩαC (a− λ) + (χnΩα − PnαχnΩα)C (a− λ) ‖
≤ ‖χnΩ\nΩαC (a− λ) ‖+ ‖ (I − Pnα)C (a− λ) ‖.
The symbol a − λ satisfies limt→∞ a(t) − λ = 0. Thus, using proposition 6.2,(ii)
the second sequence converges to zero. To prove that the first sequence converges
to zero it is enough to consider the symbol a − λ given by F(u) with u ∈ Cc (R2) ,
because the continuous functions with compact support are dense in L1 (R2). Let
g ∈ L2 (R2), then
‖χnΩ\nΩαC (a− λ) g‖2L2 =
∫
R2
∣∣∣∣χnΩ\nΩα (x) ∫
R2
u (x− t) g (t) dt
∣∣∣∣2 dx
≤
∫
R2
χnΩ\nΩα (x)
(∫
R2
|u (x− t) |2dt
∫
R2
|g (t) |2dt
)
dx
≤ ‖u‖L2‖g‖L2
∫
R2
χnΩ\nΩα (x) dx.
The last integral is the area of the set nΩ\nΩα ⊂ [0, n] × [0, n]. This set is
contained in a three quarter annulus with outer radius n
2
and inner radius n
2
− D,
where D is the diagonal of a square of side 1
nα
, see figure 1. Hence,
area (nΩ\nΩα) ≤ 3pi
4
n2
4
−
(
n
2
−
√
2
nα
)2 ≤ 3pi
2
√
2
1
nα−1
.
Since α > 1, we have limn→∞ ‖χnΩ\nΩαC (a− λ) ‖ = 0. 
In order to compute k using this last proposition, we need now to determine
σ2(B˜n), the set of singular values of B˜n. For this, we define the related sequence
Bn = PnαχnΩαC (a)PnαχnΩαI = B˜n − λ
(
χnΩ − PnαχnΩα
)
I − (1− χnΩ)I.
It is easy to check that we have the equality of sets σ2(Bn)\ {|λ| , 1} = σ2(B˜n)\ {|λ| , 1} .
Since λ is non zero by hypothesis (CK(a) is Fredholm), from the k-splitting property
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of (B˜n) we have for n large enough,
σ2(Bn) ∩ [0, εn] = σ2(B˜n) ∩ [0, εn],
with εn → 0, which means in particular that the sequence (Bn) has also the k-
splitting property, with the same value of k. Let us now see that Bn can be identified
with a finite matrix, for each n. Considering the isomorphism Γ in (6.5) with
m = nα, it follows that its restriction to Im(PnαχnΩα), which we denote by ΓR is an
isomorphism between finite dimensional vector spaces:
ΓR : Im(PnαχnΩα) → l2 (Ωnα ∩ Z2)∑
(i,j)∈Z2
gijχ[ inα ,
i+1
nα ]×[
j
nα
, j+1
nα ]
7→ {gij}(i,j)∈Z2 , (6.8)
where l2 (Ωnα ∩ Z2) ⊂ l2 (Z2) is the image of ΓR.
The dimension of these vector spaces, which we denote by d (n) = dim
(
Im(PnαχnΩα)
)
,
is the number of squares of area
(
1
nα
)2
inside nΩ. Clearly d (n) is less or equal to
the number of squares inside [0, n]× [0, n], so d (n) ≤ n2(α+1). We see therefore, that
the operator
ΓRBnΓ
−1
R : l
2
(
Ωnα ∩ Z2
)→ l2 (Ωnα ∩ Z2)
is identified with a matrix of size d (n)× d (n) .
Denoting by s
d(n)
1 ≤ sd(n)2 ≤ ... ≤ sd(n)d(n) the singular values of the matrices d (n)×
d (n) we have that
lim
n→∞
s
d(n)
k = 0 and limn→∞
inf s
d(n)
k+1 > 0
with k = dim ker CK (a) .
Introducing some parameters in our sequence (Bn) , one can change the rate of
convergence of s
d(n)
k and the size of the matrices. If we consider a more general
operator prm, that associates to each g, a function that is a polynomial of degree r
in each interval
[
j
m
, j+1
m
]
, (note the operator (6.2) is of this type with r = 0), then
one can show based on [K2] that the results above are still true and the convergence
rate of s
d(n)
k is higher when r is bigger. We can also introduce another parameter,
substituting the sets nΩ by nβΩ, where β is some positive number. The previous
results are also true and Prop.6.3 is in force for α > β (see proof). So, in this case
d (n) is less than or equal to n2(α+β).
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6.1.2 The square
It is clearly of interest to have more than one numerical approach to compute the
kernel dimension of CK (a). Actually, one can choose other sets Ω and sequences
(An) satisfying k -splitting property such that we get information about the kernel
dimension of CK (a). Here we take for Ω the simple square,
Ω = [0, 1]× [0, 1], (6.9)
with corner points x1 = (0, 0); x2 = (0, 1); x3 = (1, 1) and x4 = (1, 0), and assume
that CK(a) is Fredholm, where K is the quarter plane R
2
++. In this case, the
sequence of operators An = χnΩC (a)χnΩI + (1− χnΩ) I also approximates CK(a),
but is easier to manipulate in order to compute k than the one considered in section
6.1.1, with the rain drop set.
Note that for this case
k =
4∑
i=1
dim ker CK0xi (a) ,
which involves four operators (see example 5.7). Nevertheless, if we compute k, then
we know that either all of them are invertible (case k = 0) or else, there exists at
least a Fredholm operator on a cone which is not invertible (case k 6= 0).
As in (6.7), let (B˜n) be the sequence
B˜n = PnχnΩC (a)PnχnΩ + λ (χnΩ − PnχnΩ) I + (1− χnΩ)I,
where λ = limt→∞ a(t) and Pn are the projections (6.4). The sequence (B˜n) approx-
imates CK(a) and the singular values satisfy the k-splitting property. The idea of
the proof is as in proposition (6.3) namely, to show that
lim ‖An − B˜n‖ = 0. (6.10)
Since here Ω is a square, (nΩn = nΩ) we can take α = 1 in order to prove that
this limit is zero.
Let us now define the related sequence
Bn = PnχnΩC (a)PnχnΩ.
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Proposition 6.4 The sequence (Bn) satisfies the k-splitting property with
k =
4∑
i=1
dim ker CK0xi (a) .
For each n ∈ N, the operator Bn can be identified with the matrix
ΓRBnΓ
−1
R : l
2
(
Ωn ∩ Z2
)→ l2 (Ωn ∩ Z2)
of size n4 × n4, where ΓR is the isomorphism of (6.8) (with α = 1).
Proof. the proof follows the same argument as in section 6.1.2. 
6.2 Rate of convergence of singular values
Above, we have constructed an approximate sequence (Bn) of a given Fredholm
convolution operator on the quarter plane, where Bn are finite dimensional operators
satisfying the k-splitting property (see sections 6.1.1 and 6.1.2). Let s1(Bn) ≤
s2(Bn) ≤ ... ≤ sk(Bn) stand for the singular values of the matrices associated to Bn.
Some natural questions arise concerning the behavior of these singular values, such
as: how fast does the sequence sk(Bn) converges to zero? How large does n have to
be to observe the k-splitting phenomena?
In this section, we give an estimate for the speed of convergence of the sequences
sk(Bn), in the case where the sequence (Bn) is given by the finite sections
Bn = PnχnΩC(a)χnΩPn,
and Ω is the square [0, 1]2 of section 6.1.2. Nevertheless, this estimation procedure
is quite general and can also be applied to more general type of sets Ω and in
particular to the case where Ω is the rain drop set. Moreover, the same estimation
techniques are also applicable in the context of other standard model algebras (see,
for example [S1]). In what follows, given a sequence (Cn) of operators in L(L2(R2)),
we identify the operators PnCnPn with matrices of size n
4 × n4 in the same fashion
as in proposition 6.4.
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The singular values can also be defined as approximation numbers as follows. For
j = 1, ..., n4, let F (n)j be the set of all n4 × n4 matrices of rank at most j and define
the jth approximation number of the matrix A ∈ Cn4×n4 as
dist(A,F (n)j ) = inf
F∈F
(n)
j
‖A− F‖ .
Indeed, it can be shown, (see for instances [GK]) that
sj(A) = dist(A,F (n)n4−j). (6.11)
To simplify the notation, we denote by Ki the quarter plane K
0
xi
and by Ωi the
translated square (see figure 2)
Ωi = Ω− xi = {y − xi : y ∈ Ω}.
K K
KK
Ω Ω
ΩΩ
x
x
x
1
12
43
x
1
2
3 4
4
2
3
Figure 2
We define for each i = 1, ..., 4, the discrete projections on the square nΩi by
P ni = PnχnΩiI.
We shall now prove a result about sequences, which will be useful later
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Lemma 6.5 Let PkerCKi (a) be the orthogonal projection onto kerCKi(a). Then the
sequence B∗nBn +
∑4
i=1 P
n
1 VnxiPkerCKi (a)V−nxiP
n
1 is stable.
Proof. We start by proving the stability of
A∗nAn +
4∑
i=1
VnxiPkerCKi (a)V−nxi, (6.12)
with An = χnΩC(a)χnΩ +(1−χnΩ)I. From the theorem (5.2) this sequence is stable
if for every i = 1, ..., 4
C∗Ki(a)CKi(a) + PkerCKi (a) (6.13)
is invertible and for every x ∈ ∂Ω\{x1, ..., x4}
C∗H0xi
(a)CH0xi (a) (6.14)
is invertible. CK1(a) is Fredholm by assumption, which implies the fredholmness of
CKi(a) for i = 1, ..., 4 and the invertibility of CH0xi (a), which together leads to the
invertibility of (6.13) and (6.14).
The sequence (B˜n) is equal to (An)+(Gn), where Gn is a sequence tending to zero
in norm (see (6.10)). Moreover, by simple computations and using the fact that the
operators PkerCKi (a) are compact, the sequence
B˜∗nB˜n +
4∑
i=1
P n1 VnxiPkerCKi (a)V−nxiP
n
1 (6.15)
is equal to (6.12) up to a sequence tending to zero in norm, and therefore also stable.
Now observe that (6.15) can be rewritten as
B∗nBn +
4∑
i=1
P n1 VnxiPkerCKi(a)V−nxiP
n
1 + |λ| (χnΩ − P n1 ) + (1− χnΩ)I.
Since λ is non zero by hypothesis, and we have the decomposition
L2(R2) = Im(χnΩ − P n1 )⊕ Im((1− χnΩ)I)⊕ Im(P n1 ),
we obtain the stability of the sequence in the statement. 
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Theorem 6.6 Let i ∈ {1, ..., 4}, d(i) = dim kerCKi(a) and gij be an orthonormal
basis of kerCKi(a), with j = 1, ..., d(i). The singular values sk(Bn) converge to zero
with a rate bounded by
sk(Bn) ≤ M
4∑
i=1
max
j=1,...,d(i)
(∥∥(I − Pn)gij∥∥L2 + ∥∥χKi\nΩi gij∥∥L2)
where Pn are the projections in (6.4) and M > 0 is some constant.
Remark 6.7 We would like to point out that for smooth functions a, the basis
functions gij ∈ kerCKi(a) are also smooth and we have more explicit estimates for
sk(Bn).
Proof. Due to the k-splitting property of (Bn), it follows from [HRS1], theorems
2.14(c) and 2.22, that there exists a sequence of projections Πn ∈ L(ImP n1 ) such
that ‖B∗nBnΠn‖ → 0. Furthermore, it also follows from [HRS1], corollary 2.29 that,
for n sufficiently large, we have k = dim Im Πn. Consider the sequence
Cn = B
∗
nBn(P
n
1 − Πn) +
4∑
i=1
P n1 VnxiPkerCKi (a)V−nxiP
n
1 ,
whose difference from the one in lemma 6.5(ii) is B∗nBnΠn, which converges to zero in
norm. Thus, by the same lemma, (Cn) is stable which means that, for n large enough,
there exist inverse operators C−1n and a constant M1 > 0 such that ‖C−1n ‖ ≤ M1.
The sequence of singular values sk(Bn) is given by
sk(Bn) = inf
F∈F
(n)
n4−k
‖Bn − F‖ . (6.16)
Multiplying Bn by CnC
−1
n we write Bn as
Bn = BnB
∗
nBn(P
n
1 − Πn)C−1n +
4∑
i=1
BnP
n
1 VnxiPkerCKi (a)V−nxiP
n
1 C
−1
n .
Since dim Im(P n1 − Πn) = n4 − k, the first sequence belongs to F (n)n4−k, and hence
sk(Bn) ≤M1
4∑
i=1
∥∥∥BnP n1 VnxiPkerCKi (a)V−nxiP n1 ∥∥∥ . (6.17)
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We have now to estimate the norm of the sequence
P n1 C(a)P
n
1 VnxiPkerCKi (a)V−nxiP
n
1 , (6.18)
for every i = 1, ..., 4. From VnxiPn = PnVnxi and V−nxiχnΩVnxi = χnΩiI, it follows
that
V−nxiP
n
1 Vnxi = P
n
i . (6.19)
Using this commutation relation, the shift invariance of C(a), and multiplying by
V−nx and Vnx on each side of the sequence in (6.18), its norm is equal to∥∥∥P ni C(a)P ni PkerCKi (a)P ni ∥∥∥ . (6.20)
Since P ni C(a)P
n
i and P
n
i converge strongly to χKiC(a)χKiI, and χKiI, respectively,
and PkerCKi (a) is a compact operator, (6.20) converges to ‖χKiC(a)χKiPkerCKi (a)χKiI‖
which is zero. In particular, this proves that the singular values sk(Bn) tend
to zero. To estimate their convergence, we define the complementary projections
Qni = I − P ni . Using P ni = χKiP ni = P ni χKiI, it follows that
‖P ni C(a)P ni PkerCKi (a)P ni ‖ ≤ ‖χKiC(a)χKi(I −Qni )PkerCKi (a)‖
= ‖χKiC(a)χKiQni PkerCKi (a)‖
≤ M2‖Qni PkerCKi (a)‖, (6.21)
where M2 > 0 is some constant.
For i = 1, ..., 4, let gi1, ..., g
i
d(i) be an orthonormal basis of the kernel of CKi(a),
where d(i) is its dimension. For g ∈ L2(R2), we have
‖Qni (
d(i)∑
j=1
λijg
i
j)‖2 ≤
d(i)∑
j=1
∣∣λij∣∣2 max
j=1,...,d(i)
∥∥Qni (gij)∥∥2 .
On the other hand, since ‖PkerCKi (a)‖ ≤ 1,
d(i)∑
j=1
∣∣λij∣∣2 = ‖PkerCKi (a)g‖2 ≤ ‖g‖2 .
Thus,
‖Qni PkerCKi(a)‖ ≤ maxj=1,...,d(i)
∥∥Qni (gij)∥∥ . (6.22)
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Putting together the inequalities (6.17), (6.21) and (6.22), there exists M > 0 such
that,
sk(Bn) ≤M
4∑
i=1
max
j=1,...,d(i)
∥∥Qni (gij)∥∥ .
Since Qni = I − PnχnΩiI = (I − Pn)χnΩiI + (1 − χnΩi)I and gij have its support in
Ki, we obtain ∥∥Qni (gij)∥∥ ≤ ∥∥(I − Pn) (gij)∥∥ + ∥∥χKi\nΩi gij∥∥ ,
proving the statement. 
Remark 6.8 It is well known that the kernel dimension of a Fredholm operator
is not stable under small perturbations, however the method we present here is in
some sense stable, and the main reason is that the singular values of a matrix are
stable under small perturbations, as we saw in formula (6.11). So, if we perturb an
approximation sequence of matrices, although the singular values are not exactly the
same, we can still expect to see the splitting property with the same k.
Remark 6.9 We want to point out that the approach to compute the kernel di-
mension of CK (a) , considering for Ω a square can be also applied to the analogous
operators in the discrete case.
Remark 6.10 In order to avoid heavier notation we considered a fixed Ω, (6.6) or
(6.9), such that s- limχnΩ = χKI, where the cone K is the quarter plane R
++. Nev-
ertheless, all the previous results remain true for any other cone with an appropriate
Ω.
Remark 6.11 We can apply the same method of matrices approximation consider-
ing the set (6.6) or (6.9), to compute the kernel dimension of operators of the type
χK (C (a) + fI)χKI + (1− χK) I with f ∈ L∞0 (R2) + C(R2), (see remark 4.14).
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Thesen
of the dissertation
Convolution type operators on cones and asymptotic spectral theory
presented by Helena Mascarenhas
1. This dissertation concerns convolution type operators on cones in the plane, as
well as algebras of approximate sequences of such operators. It is well known that
the convolution operator on a cone K, CK(a) : L
p(R2) → Lp(R2), with 1 < p <∞
and symbol a in the Wiener algebra is Fredholm if and only if a is invertible, in
which case its index is zero. Characterizing the invertibility of CK(a) is far more
difficult, and only in some cases a complete answer was found. When K is a half
space, invertibility was proven to be equivalent to Fredholmness. Here, this result is
generalized for every operator in a class of algebras, which are defined by sequences
of invertible operators satisfying some convergence and boundness conditions. For
special classes of symbols a it is also true that CK(a) is invertible provided it is
Fredholm. However, it is still an open question to know whether this statement
is true for every symbol in the Wiener algebra. One of the goals of the present
dissertation is to investigate this problem.
2. Since the index of a Fredholm operator CK(a) is zero, it is invertible if and only
if its kernel is trivial. Recent developments on algebras of approximate sequences
of operators gave rise to the notion of standard model algebras. For these algebras,
a relation is known between the singular values of an approximate sequence and
the sum of the kernel dimension of an associated set of operators. In the present
thesis, this relation is explored in order to obtain a method of computing the kernel
dimension of CK(a).
3. We consider an algebra of sequences of operators, containing in particular
sequences that approximate CK(a), and which is proved to be a standard model. Due
to the instability of the kernel dimension of an operator under small perturbations,
one cannot hope that for such an approximate sequence, its kernel dimension will
approximate the one of the convolution operator. However, based on the above
relation valid for standard model algebras, one can choose an approximate sequence
(An) satisfying the so called k-splitting property (i.e, the number of singular values
of An converging to zero is k), with k equal to the kernel dimension of CK(a).
4. One now faces the problem of determining the singular values of the operators
An, which are in general represented by infinite dimensional matrices. Therefore,
the computation of their singular values is in most cases difficult to achieve with
numerical methods. Hence, a further discretization procedure is employed, by con-
structing a sequence of operators Bn which can be identified with finite matrices
and such that their singular values are close enough to the ones of An, preserving
the information of the kernel dimension. This method is illustrated by two concrete
examples of approximate sequences to CK(a), for the case when K is the quarter
plane. An estimate is given for the rate of convergence of singular values.
5. Another aim of the thesis is the study of asymptotic spectral properties of
approximate sequences (also called finite sections) of convolution type operators on
cones. In the last decades, it became clear the importance of Banach algebra tech-
niques in the investigation of asymptotic properties such as stability, convergence of
singular values, ε-pseudospectrum, condition numbers and others. We consider the
algebra A0 generated by convolution operators with symbol in the Wiener algebra
and operators of multiplication by continuous functions in the plane with finite limit
in every direction at infinity. The Banach algebra E generated by finite sections of
the form
χnΩAχnΩ + (1− χnΩ)I,
is studied, where A ∈ A0 and Ω is a closed bounded set of the plane with some reg-
ularity conditions at the boundary. E contains in particular approximate sequences
of CK(a) for appropriate choices of Ω.
6. The problem of a sequence being stable is seen to be equivalent to a problem of
invertibility in the algebra E factored by the ideal G of sequences tending to zero in
norm. The Allan-Douglas principle is applied to the quotient algebra E/G. Using the
theory of limit operators, the local algebras are identified with algebras of operators
acting in Lp(R2). Furthermore, it is shown that E/G satisfies the KMS property,
which allows to construct an isometric isomorphism (a symbol map) onto an algebra
of operator valued functions. This knowledge is crucial for the description of the
above mentioned spectral properties.
7. The symbol map ensures that the stability of (An) ∈ E is equivalent to the
invertibility of a family of “limit operators” Wx(An) acting on L
p(R2), and indexed
by the points x on the set ∂Ω ∪ {0}. For stable sequences, the convergence of the
inverse norms and of the condition numbers is also deduced from the symbol map.
8. The spectrum of the approximate sequence (An) does not have, in general good
convergence properties, therefore one considers the notion of ε-pseudospectrum,
σε(A) of an operator A. This can be viewed as an approximation of the spectrum,
in the sense that one has
σε(A) =
⋃
||T ||<ε
σ(A + T ).
From the properties of the symbol map and using a special maximum principle, the
ε-pseudospectrum of An is proved to converge to the union of ε-pseudospectrum of
Wx(An). This remarkable fact was observed recently also in the context of other
operators and approximate sequences, such as one dimensional Toeplitz operators
and their finite sections. Applications to other classes of operators and their finite
sections, as well as background material, can be found in [1], [2].
[1] A. Bo¨ttcher, B. Silbermann, Introduction to large truncated Toeplitz matrices.
Springer-Verlag, New York, Berlin, Heidelberg, 1999.
[2] R. Hagen, S. Roch, B. Silbermann, C *- algebras and Numerical Analysis. Marcel
Dekker, Inc, New York, Basel 2001.
Lebenslauf
Perso¨nliche Daten:
Name: Helena Maria Narciso Mascarenhas
Geburtstag: 10. Juni 1971
Geburtsort: Orleans (Frankreich)
Sept. 77 - Juli 86 Besuch der Grund- und Sekundarschule in Lisboa; 1.-9. Klasse
Sept. 86 - Juli 89 Besuch der Spezialschule mathematisch naturwissenschaftlich tech-
nischer Richtung in Lisboa; 10.-12. Klasse. Vorbereitung zum Uni-
versita¨ts-Aufnahmeexamen
Sept. 89 - Juli 90 Studium “Materialwissenschaften” an dem Instituto Superior
Te´cnico, Universidade Te´cnica de Lisboa
Sept. 90 - Juli 94 Studium “Angewandter Mathematik und Computer Science” an
dem Instituto Superior Te´cnico, Universidade Te´cnica de Lisboa
Sept. 94 - Juli 95 State University of New York at Stony Brook, Austauschstudent
Sept. 95 - Juli 96 Diplomarbeit
Sept. 96 - Juli 99 Graduiertenstudium “Angewandter Mathematik” und Assisten-
tenta¨tigkeit an dem Instituto Superior Te´cnico, Universidade
Te´cnica de Lisboa mit Abschluss: Magisterarbeit mit dem Titel:
“Teoria de Gelfand generalizada. A´lgebras geradas por operadores
de Toeplitz e Hankel”
Seit Okt. 99 Graduiertenstudium Mathematik an der Technischen Universita¨t
Chemnitz mit dem Ziel der Promotion; Betreuer: Prof. B. Silber-
mann
