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SOME CLASSES OF NON-ARCHIMEDEAN RADIAL
PROBABILITY DENSITY FUNCTIONS ASSOCIATED WITH
ENERGY LANDSCAPES
ISMAEL GUTIE´RREZ-GARCI´A AND ANSELMO TORRESBLANCA-BADILLO
Abstract. In this article, we study a large class of radial probability density
functions defined on the p-adic numbers from which it is possible to obtain
certain non-archimedean pseudo-differential operators. These operators are
associated with certain p-adic master equations of some models of complex
systems (such as glasses, macromolecules, and proteins). We prove via the
theory of distributions some properties corresponding to the heat Kernel as-
sociated with these pseudo-differential operators. Also, study some properties
corresponding to the fundamental solution of these p-adic equations. Finally,
we will study strong Markov processes, the first passage time problem and the
survival probability (of the trajectories of these processes) corresponding to
radial probability density functions connected with energy landscapes of the
linear and logarithmic types.
1. Introduction
Many problems in physics as the dynamics of complex systems are described
by a random walk on a complex energy landscape, see e.g. [13]-[21], [23]-[29],
[32]-[39]. An energy landscape (or simply a landscape) is a mapping of all possible
conformations of a molecular entity, or the spatial positions of interacting molecules
in a system. Mathematically, an energy landscape is a continuous function U :
X → R that assigns to each physical state of a system its energy, where X is a
topological space. The term complex landscape means that the function U has many
local minima.
Along this article, p will denote a prime number. The field of p-adic numbers
Qp is defined as the completion of the field of rational numbers Q concerning the
p-adic norm | · |p, which is defined as
|x|p =
{
0, if x = 0
p−γ , if x = pγ a
b
,
where a and b are integers coprime with p. The integer γ := ordp(x), with
ordp(0) := +∞, is called the p-adic order of x.
We extend the p-adic norm to Qnp by taking
‖x‖p := max
1≤i≤n
|xi|p, for x = (x1, . . . , xn) ∈ Q
n
p .
In [4]-[5] Avetisov et al. developed, in dimension one, new class of models associ-
ated with p-adic pseudodifferential operators which describe the dynamics of many
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complex systems. In these models, the time-evolution of the system is controlled
by a master equation of the form
(1.1)
∂u(x, t)
∂t
=
∫
Qp
{j(x | y) u(y, t)− j(y | x) u(x, t)}dy, x ∈ Qp, t ∈ R+,
where the function u (x, t) : Qp × R+ → R+ is a probability density distribution,
and the function j (x | y) : Qp×Qp → R+ is the probability of transition from state
y to the state x per unit of time. The transition from a state y to a state x can
be perceived as overcoming the energy barrier separating these states. In [4] an
Arrhenius type relation was used, that is,
j(x | y) ∼ A(T ) exp
{
−
U(x | y)
kT
}
,
where U (x | y) is the height of the activation barrier for the transition from the
state y to state x, k is the Boltzmann constant, T is the temperature and A(T )
is a positive constant depending of T . This formula establishes a relation between
the structure of the energy landscape U(x | y) and the transition function j(x | y).
The case j(x | y) = j(y | x) corresponds to a degenerate energy landscape. In this
case the master equation (1.1) takes the form
∂u(x, t)
∂t
=
∫
Qp
j (|x− y|p) {u(y, t)− u(x, t)}dy,
where j (|x− y|p) =
A(T )
|x−y|p
exp
{
−
U(|x−y|p)
kT
}
.
Relaxation kinetics in complex systems is often fitted into three empirical laws,
namely, the stretched exponential curve (the Kohlrausch-Williams-Watts law), ∼
e−(
t
τ
)α , 0 < α < 1, the power decay law, ∼
(
t
τ
)−α
, 0 < α, and the logarithmic decay
law, ∼ α
[
ln
(
t
τ
)]−1
, 1 < α. These types of relaxation are characteristic of complex
systems, see [4], [8], [22] and [24]. Motivated by this, is that three hierarchical
energy landscapes are considered: logarithmic, linear and exponential landscapes.
There are three probability of transition density functions j associated respec-
tively with each of the energy landscapes described above. These transition func-
tions are:
(i) (logarithmic) j (|x− y|p) =
1
|x−y|p lnα(1+|x−y|p)
, α > 1,
(ii) (linear) j (|x− y|p) =
1
|x−y|α+1p
, α > 0,
(iii) (exponential) j (|x− y|p) =
e−α|x−y|p
|x−y|p
, α > 0.
The equations of the form
(1.2) ut(x, t) = (J∗u−u)(x, t) =
∫
Qnp
J(x−y)u(y, t)dny−u(x, t), x ∈ Qnp , t ∈ [0,∞),
and its connections with Stochastic processes on ultrametric spaces were recently
studied in arbitrary dimensions, where the functions J codify the structure of the
transition density functions from the energy landscapes of the exponential type, see
[33].
As in the Archimedean case, as stated in [2] and [12], if u(x, t) is thought of
as a density at a point x at time t and J(x − y) is thought of as the probability
3distribution of jumping from location y to location x, then∫
Qnp
J(x− y)u(y, t)dny = (J ∗ u)(x, t)
is the rate at which individuals are arriving at position x from all other places and
−u(x, t) = −
∫
Qnp
J(x− y)u(y, t)dny
is the rate at which they are leaving location x to travel to all other sites.
In this article we continue the study of the master equation (1.2) naturally
associated to nonlocal operators A defined as Af := J ∗ f − f, with f ∈ Lρ
(
Qnp
)
,
1 ≤ ρ ≤ ∞.
An important fact that makes a huge difference between this article and the
works [9], [10], [16], [17], [18], [37], et al., is that the heat Kernel Zt(x), x ∈ Q
n
p ,
t ≥ 0 associated with the operator A corresponds to a p-adic distribution.
The article is organized as follows: In Section 2, we will collect some basic results
on the p-adic analysis and fix the notation that we will use through the article. In
Section 3, we started showing some general results corresponding to radial proba-
bility density functions J : Qnp → R+ that satisfies the Hypothesis A (see Definition
1). Subsequently, we will define a class of p-adic operators A associated with the
function J . These operators are pseudo-differential operators with symbol 1−(FJ),
where FJ denotes the Fourier transform of J . Some properties corresponding to
the symbol 1 − (FJ) will be shown. Moreover, throughout this paper, we will
assume that 1− (FJ)(‖ξ‖p) is a increasing function with respect to ‖ · ‖p.
We also study the Cauchy problem
(1.3)
{
∂u
∂t
(x, t) = Au(x, t), t ∈ [0,∞), x ∈ Qnp
u(x, 0) = u0(x)
naturally associated to these operators, and we prove via the theory of distributions
some properties corresponding to the heat Kernel associated with the operators A,
see Theorem 1. Also study some properties corresponding to the fundamental so-
lution u(x, t), x ∈ Qnp , t ≥ 0, of the Cauchy problem (1.3), such as, the mass of
the solution u(x, t) is conserved, the comparison principle holds and some repre-
sentations of u(x, t) under certain conditions of the initial data u0(x). see Theorem
2.
Finally, in this section we will show that the family (Z(t, ·))t>0 determines a
convolution semigroup onQnp , see Theorem 3. In Section 4, we will begin by defining
radial probability density functions of the linear and logarithmic types. These
functions are defined on Qnp . Then, we look conditions for that the Markov process
J(t, ω) (with state space (Qnp , ‖ · ‖p)) associated with these transition functions are
recurrent concerning Znp (The first passage time problem), see Theorem 4. The
first passage time problem for the transition functions of the type exponential was
studied in [33].
Ultimately, we will study the probability of survival for the transition functions
of the types linear and logarithmic.
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2. Fourier Analysis on Qnp : Essential Ideas
2.1. Non-Archimedean topology of the p-adic numbers. Any p-adic number
x 6= 0 has a unique expansion of the form
x = pordp(x)
∞∑
j=0
xjp
j ,
where xj ∈ {0, 1, 2, . . . , p− 1} and x0 6= 0. By using this expansion, we define the
fractional part of x ∈ Qp, denoted {x}p, as the rational number
{x}p =
{
0, if x = 0 or ordp(x) ≥ 0
pordp(x)
∑−ordp(x)−1
j=0 xjp
j , if ordp(x) < 0.
For r ∈ Z, denote by Bnr (a) = {x ∈ Q
n
p : ‖x − a‖p ≤ p
r} the ball of radius pr
with center at a = (a1, . . . , an) ∈ Q
n
p , and take B
n
r (0) =: B
n
r . Note that B
n
r (a) =
Br(a1) × · · · × Br(an), where Br(ai) := {x ∈ Qp : |xi − ai|p ≤ p
r} is the one-
dimensional ball of radius pr with center at ai ∈ Qp. The ball B
n
0 equals the
product of n copies of B0 = Zp, the ring of p-adic integers of Qp. We also denote
by Snr (a) = {x ∈ Q
n
p : ‖x − a‖p = p
r} the sphere of radius pr with center at
a = (a1, . . . , an) ∈ Q
n
p , and take S
n
r (0) =: S
n
r . The balls and spheres are both open
and closed subsets in Qnp . As a topological space, (Q
n
p , ‖·‖p) is totally disconnected,
i.e., the only connected subsets of Qnp are the empty set and the points. A subset of
Qnp is compact if and only if it is closed and bounded in Q
n
p , see, e.g., [34, Section
1.3], or [1, Section 1.8]. The balls and spheres are compact subsets. Thus (Qnp , ‖·‖p)
is a locally compact topological space.
We will use Ω (p−r‖x− a‖p) to denote the characteristic function of the ball
Bnr (a). We will use the notation 1A for the characteristic function of a set A. Along
the article dnx will denote a Haar measure on Qnp normalized so that
∫
Znp
dnx = 1.
2.2. Some function spaces. A complex-valued function ϕ defined on Qnp is called
locally constant if for any x ∈ Qnp there exist an integer l(x) ∈ Z such that
ϕ(x + x′) = ϕ(x) for x′ ∈ Bnl(x).
A function ϕ : Qnp → C is called a Bruhat-Schwartz function (or a test function) if it
is locally constant with compact support. The C-vector space of Bruhat-Schwartz
functions is denoted by D(Qnp ) =: D. Let D
′(Qnp ) =: D
′ denote the set of all
continuous functional (distributions) on D. The natural pairing D′(Qnp )×D(Q
n
p )→
C is denoted as 〈T, ϕ〉 for T ∈ D′(Qnp ) and ϕ ∈ D(Q
n
p ), see e.g., [1, Section 4.4].
Every f ∈ L1loc(Q
n
p ) defines a distribution f ∈ D
′(Qnp ) by the formula
〈f, ϕ〉 =
∫
Qnp
f(x)ϕ(x)dnx.
Such distributions are called regular distributions.
Given ρ ∈ [0,∞), we denote by Lρ
(
Qnp , d
nx
)
= Lρ
(
Qnp
)
:= Lρ, the C-vector
space of all the complex valued functions g satisfying
∫
Qnp
|g (x)|
ρ
dnx < ∞, L∞
:= L∞
(
Qnp
)
= L∞
(
Qnp , d
nx
)
denotes the C-vector space of all the complex valued
functions g such that the essential supremum of |g| is bounded.
5Let us denote by C(Qnp ,C) =: CC the C-vector space of all the complex valued
functions which are continuous, by C(Qnp ,R) =: CR the R-vector space of continuous
functions. Set
C0(Q
n
p ,C) :=
{
f : Qnp → C; f is continuous and lim
x→∞
f(x) = 0
}
,
where limx→∞ f(x) = 0 means that for every ǫ > 0 there exists a compact subset
B(ǫ) such that |f(x)| < ǫ for x ∈ Qnp\B(ǫ). We recall that (C0(Q
n
p ,C), ‖ · ‖L∞) is a
Banach space.
2.3. Fourier transform. Set χp(y) = exp(2πi{y}p) for y ∈ Qp. The map χp(·) is
an additive character on Qp, i.e. a continuous map from (Qp,+) into S (the unit
circle considered as multiplicative group) satisfying χp(x0 + x1) = χp(x0)χp(x1),
|χp(x0)| = 1, x0, x1 ∈ Qp. Further, χp(0) = 1, χp(−x) = χp(x). Here, χp denotes
the complex conjugate of χp.
The additive characters ofQp form an Abelian group which is isomorphic to (Qp,+),
the isomorphism is given by ξ 7→ χp(ξx), see e.g. [1, Section 2.3].
Given x = (x1, . . . , xn), ξ = (ξ1, . . . , ξn) ∈ Q
n
p , we set x · ξ :=
∑n
j=1 xjξj . If
f ∈ L1 its Fourier transform is denoted and defined by
(Ff)(ξ) =
∫
Qnp
χp(ξ · x)f(x)d
nx, for ξ ∈ Qnp .
The inverse Fourier transform is denoted by F−1. The Fourier transform is a linear
isomorphism from D(Qnp ) onto itself satisfying
(2.1) (F(Ff))(ξ) = f(−ξ),
for every f ∈ D(Qnp ), see e.g. [1, Section 4.8]. If f ∈ L
2, its Fourier transform is
defined as
(Ff)(ξ) = lim
k→∞
∫
‖x‖≤pk
χp(ξ · x)f(x)d
nx, for ξ ∈ Qnp ,
where the limit is taken in L2. We recall that the Fourier transform is unitary on
L2, i.e. ‖f‖L2 = ‖Ff‖L2 for f ∈ L
2 and that (2.1) is also valid in L2, see e.g. [30,
Chapter III, Section 2].
3. A Class of Nonlocal p-adic Operators and its Heat Kernel.
Definition 1 (Hypothesis A). We say that a function J : Qnp → R+ satisfies
Hypothesis A if the following hypotheses are met, which will be assumed throughout
this paper:
(i) J is a radial function, i.e. J(x) = J(‖x‖p);
(ii) J is a continuous function (a.e.) with
∫
Qnp
J(‖x‖p)d
nx = 1.
The above assumptions imply that J is a radial probability density.
Lemma 1. Assume that J : Qnp → R+ satisfies Hypothesis A. Then, the following
assertions hold:
(i) (FJ)(ξ) is a real-valued, radial (i.e. (FJ)(ξ) = (FJ)(‖ξ‖p)), and continuous
function, satisfying (FJ)(0) = 1 and |(FJ)(‖ξ‖p)| ≤ 1, for all ξ ∈ Q
n
p ;
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(ii) For ξ ∈ Qnp\{0},
1− (FJ)(‖ξ‖p) = ‖ξ‖
−n
p
J(p‖ξ‖−1p )pn + (1− p−n)
∞∑
j=2
J(pj‖ξ‖−1p )p
nj
 .
Proof. (i) The first two statements are obtained by applying the n-dimensional
version in [34, Example 8, p. 43]. The continuity of (FJ)(‖ξ‖p) follows from
[30, Chapter II-1-Theorem 1.1-(b)]. The affirmations |(FJ)(‖ξ‖p)| ≤ 1 and
(FJ)(0) = 1, are a direct consequence of the fact that
∫
Qnp
J(‖x‖p)d
nx = 1.
(ii) Let ξ = pLξ0 6= 0, with L = ordp(ξ) ∈ Z and ‖ξ0‖p = 1. Making the change
of variable z = pLx we have that
1− (FJ)(‖ξ‖p) =
∫
Qnp
J(‖x‖p)
{
1− χp
(
pLx · ξ0
)}
dnx
= ‖ξ‖−np
∫
Qnp
J(‖ξ‖−1p ‖z‖p) {1− χp (z · ξ0)} d
nz
= ‖ξ‖−np
∫
Qnp \Z
n
p
J(‖ξ‖−1p ‖z‖p) {1− χp (z · ξ0)} d
nz
= ‖ξ‖−np
∞∑
j=1
J(‖ξ‖−1p p
j)
∫
‖z‖p=pj
{1− χp (z · ξ0)} d
nz
= ‖ξ‖−np
∞∑
j=1
J(‖ξ‖−1p p
j)
∫
‖pjz‖p=1
{1− χp (z · ξ0)} d
nz
= ‖ξ‖−np
∞∑
j=1
J(‖ξ‖−1p p
j)pnj
∫
‖w‖p=1
{
1− χp
(
p−jξ0 · w
)}
dnw.
By using the formula∫
‖w‖p=1
χp
(
p−jξ0 · w
)
dnw =

1− p−n, if j ≤ 0,
−p−n, if j = 1,
0, if j ≥ 2,
we have that∫
‖w‖p=1
{
1− χp
(
p−jξ0 · w
)}
dnw =

0, if j ≤ 0,
1, if j = 1,
1− p−n, if j ≥ 2.
Therefore,
1− (FJ)(‖ξ‖p) = ‖ξ‖
−n
p
J(p‖ξ‖−1p )pn + (1− p−n)
∞∑
j=2
J(pj‖ξ‖−1p )p
nj
 .

Remark 1. (i) By previous lemma we have that |(FJ)(‖ξ‖p)| ≤ 1. This fact
implies that 0 ≤ 1− (FJ)(‖ξ‖p) ≤ 2, for all ξ ∈ Q
n
p .
(ii) A function f : Qnp → C is called negative definite, if
m∑
i,j=1
(
f(xi) + f(xj)− f(xi − xj)
)
λiλj ≥ 0
7for all x1, . . . , xm ∈ Q
n
p , λ1, . . . , λm ∈ C, m ∈ N. We have that the function
(FJ)(0) − (FJ)(‖ξ‖p) = 1 − (FJ)(‖ξ‖p) is negative definite, see e.g. [33,
Remark 3-(ii)] and [32, Example 3.4].
Throughout this paper (unless otherwise stated) we will assume that 1−(FJ)(‖ξ‖p)
is a increasing function with respect to ‖ · ‖p. In the section 4 we will show exam-
ples of transition functions J for which 1− (FJ)(‖ξ‖p) is a increasing function with
respect to ‖ · ‖p.
Remark 2. [33, Section 4.2] For f ∈ Lρ
(
Qnp
)
with 1 ≤ ρ ≤ ∞, we define
Af := J ∗ f − f.
Then, for any 1 ≤ ρ ≤ ∞, A : Lρ −→ Lρ gives rise a well-defined linear bounded
operator. Indeed, by the Young inequality
‖Af‖Lρ ≤ ‖J ∗ f‖Lρ + ‖f‖Lρ ≤ ‖J‖L1‖f‖Lρ + ‖f‖Lρ ≤ 2‖f‖Lρ.
Consider A : L2(Qnp )→ L
2(Qnp ) given by
Af(x) = −F−1((1 − (FJ)(‖ξ‖p))Ff),
and the Cauchy problem:
(3.1)
{
∂u
∂t
(x, t) = Au(x, t), t ∈ [0,∞) , x ∈ Qnp
u(x, 0) = u0(x) ∈ D(Q
n
p ).
Then
(3.2) u(x, t) =
∫
Qnp
χp (−ξ · x) e
−t(1−(FJ)(‖ξ‖p))(Fu0)(ξ)d
nξ
is a classical solution of (3.1). In addition, u(·, t) is a continuous function for any
t ≥ 0.
We define the heat Kernel (or classical solution) attached to operator A as
(3.3) Z(x, t) :=
(
F−1e−t(1−(FJ)(‖ξ‖p))
)
(x), x ∈ Qnp , t ≥ 0.
When t = 0 we get that Z(x, t) = δ ∈ D′(Qnp ), see [1, Example 4.9.1]. On the other
hand, for t > 0 we have that e−t(1−(FJ)(‖ξ‖p)) /∈ L1(Qnp ) and e
−t(1−(FJ)(‖ξ‖p)) ∈
L1loc(Q
n
p ), so that by [1, Chapter IV] we have that e
−t(1−(FJ)(‖ξ‖p)) determine a
regular distribution and F−1(e−t(1−(FJ)(‖ξ‖p)))(x) ∈ D′(Qnp ). Therefore, we have
that Z(x, t) ∈ D′(Qnp ), for x ∈ Q
n
p and t ≥ 0.
When considering Z(x, t) as a function of x for t fixed, we will write Zt(x).
By (3.2) and (3.3), we have that the classical solution of the Cauchy problem
(3.1) satisfies
u(x, t) = Zt(x) ∗ u0(x), x ∈ Q
n
p , t ≥ 0.
For more details the author can consult [33].
Significantly, the following results are obtained by considering our heat Kernel
Zt(x), x ∈ Q
n
p , t ≥ 0, as a distribution. This fact makes a big difference between
this article and the works [9], [10], [16], [17], [18], [33], [37], et al.
Lemma 2. For ξ ∈ Qnp and t ≥ 0 we have that
(FZt(x))(ξ) = e
−t(1−(FJ)(‖ξ‖p)).
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Proof. Let ϕ ∈ D(Qnp ). Then by [1, Section 4.4] and using Fubini’s we have that
〈FZt(x), ϕ〉 = 〈Zt(x),Fϕ〉
=
∫
Qnp
Zt(x)(Fϕ)(x)d
nx
=
∫
Qnp
[∫
Qnp
χp (x · ξ)Zt(x)d
nx
]
ϕ(ξ)dnξ
=
∫
Qnp
e−t(1−(FJ)(‖ξ‖p))ϕ(ξ)dnξ
=
〈
e−t(1−(FJ)(‖ξ‖p)), ϕ
〉
.

Theorem 1. The following assertions holds for Zt(x), with x ∈ Q
n
p and t ≥ 0:
(i) Zt(x) ≥ 0;
(ii)
∫
Qnp
Zt(x)d
nx = 1;
(iii) Zt+s(x) = (Zt ∗ Zs) (x), s ≥ 0.
Proof. (i) If x = 0 the statement is immediate. If x 6= 0 and t = 0, then by [34,
Example 9, p. 44] we have that Zt(x) = 0.
Let t > 0 and x = pLx0 6= 0, with L = ordp(x) and ‖x0‖p = 1. By changing
variables as y = pLξ, we have that
Zt(x) =
∫
Qnp
χp
(
−pLx0 · ξ
)
e−t(1−(FJ)(‖ξ‖p))dnξ
= ‖x‖−np
∫
Qnp
χp (−x0 · y) e
−t(1−(FJ)(pL‖y‖p))dny.
Then
Zt(x)‖x‖
n
p =
∫
Znp
e−t(1−(FJ)(p
L‖y‖p))dny +
∫
Qnp \Z
n
p
χp (−x0 · y) e
−t(1−(FJ)(pL‖y‖p))dny.
Expanding the previous integrals, we have that Zt(x)‖x‖
n
p it’s exactly
(3.4) (1−p−n)
∞∑
j=0
p−nje−t(1−(FJ)(p
L−j))+
∞∑
j=1
e−t(1−(FJ)(p
L+j))
∫
‖y‖p=pj
χp (−x0 · y) d
ny.
By using the formula∫
‖y‖p=pj
χp (−x0 · y) d
ny =

pnj(1− p−n), if 1 ≤ p−j ,
−pn(j−1), if 1 = p−j+1,
0, if 1 ≥ p−j+2,
and (3.4), we get that
(3.5)
Zt(x) = ‖x‖
−n
p
(1− p−n)
∞∑
j=0
p−nje−t(1−(FJ)(p
−j‖x‖−1p )) − e−t(1−(FJ)(p‖x‖
−1
p ))
 ,
9and since (1− p−n)
∑∞
j=0 p
−nj = 1, we have that
(3.6)
Zt(x) = ‖x‖
−n
p (1 − p
−n)
∞∑
j=0
p−nj
{
e−t(1−(FJ)(p
−j‖x‖−1p )) − e−t(1−(FJ)(p‖x‖
−1
p ))
}
.
As 1 − (FJ)(‖ξ‖p) is a increasing function with respect to ‖ · ‖p, then for
j ∈ N0 we have that 1− (FJ)(p
−j‖x‖−1p ) ≤ 1− (FJ)(p‖x‖
−1
p ). This fact and
Remark 1-(i) implies that
(3.7) 0 ≤ e−t(1−(FJ)(p
−j‖x‖−1p )) − e−t(1−(FJ)(p‖x‖
−1
p )) ≤ 1.
Therefore, by (3.6) we have that Zt(x) ≥ 0.
(ii) By Lemma 1-(i) and Lemma 2 we have that (FZt(x))(0) = 1 and (FZt(x))(ξ) =∫
Qnp
χp (ξ · x)Zt(x)d
nx. So that (FZt(x))(0) =
∫
Qnp
Zt(x)d
nx. Therefore,∫
Qnp
Zt(x)d
nx = 1.
(iii) Let ϕ ∈ D(Qnp ). Then by [1, Section 4.4] and using Fubini’s we have that
〈Zt+s(x), ϕ〉 =
∫
Qnp
Zt+s(x)ϕ(x)d
nx
=
∫
Qnp
[∫
Qnp
χp (−x · ξ) e
−(t+s)(1−(FJ)(‖ξ‖p))dnξ
]
ϕ(x)dnx
=
∫
Qnp
(Zt ∗ Zs) (x)ϕ(x)d
nx
= 〈Zt ∗ Zs, ϕ〉 .

Remark 3. The fact that 1 − (FJ)(‖ξ‖p) is a increasing function with respect to
‖·‖p marks a difference between our heat Kernel and the heat Kernel treated in [33],
since by (3.6), (3.7) and that (1−p−n)
∑∞
j=0 p
−nj = 1 we have that Zt(x) ≤ ‖x‖
−1
p ,
for x ∈ Qnp\{0} and t > 0. Moreover, to know explicitly our function Zt(x), without
the need to use an auxiliary function Z˜(x, t) as in [33].
Theorem 2. (i) The classical solution u(x, t), x ∈ Q, t ≥ 0 given in (3.2),
satisfies ∫
Qnp
u(x, t)dnx =
∫
Qnp
u0(x)d
nx,
where u0(x) is the initial condition of the Cauchy problem (3.1).
(ii) (Comparison Principle) Let u(x, t) and v(x, t), x ∈ Qnp , t ≥ 0, be fundamental
solutions of the Cauchy problem (3.1) with initial data u0 and v0 respectively.
If u0(x) ≥ v0(x) for all x ∈ Q
n
p , then
u(x, t) ≥ v(x, t) for all (x, t) ∈ Qnp × [0,∞).
(iii) If the initial condition u0(x) of the Cauchy problem (3.1) is a radial function
such that supp(Fu0) = B
n
M , M ∈ Z, then u(x, t) it’s exactly
−
(
1− Ω
(
pM‖x‖p
))
‖x‖−ne−t(1−(FJ)(p‖x‖
−1
p )) (Fu0) (p‖x‖
−1
p )+
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+(1− p−n)
∑∞
j=K p
−nje−t(1−(FJ)(p
−j)) (Fu0) (p
−j), where
K =

−M, if ‖x‖p ≤ p
−M ,
−M + 1, if ‖x‖p = p
−M+1,
−ordp(x), if ‖x‖p ≥ p
−M+2.
Proof. (i) By using Fubini’s Theorem and Theorem 1-(i), we have that∫
Qnp
u(x, t)dnx =
∫
Qnp
∫
Qnp
Zt(x − y)u0(y)d
nydnx
=
∫
Qnp
u0(y)
∫
Qnp
Zt(x − y)d
nxdny
=
∫
Qnp
u0(y)d
ny.
(ii) Following (3.2), Theorem 1 and using Fubini’s Theorem we have that
u(x, t)− v(x, t) =
∫
Qnp
χp(−x · ξ)e
−t(1−(FJ)(‖ξ‖p)) {(Fu0)(ξ)− (Fv0)(ξ)} d
nξ
=
∫
Qnp
(u0(y)− v0(y))
{∫
Qnp
χp(−(x− y) · ξ)e
−t(1−(FJ)(‖ξ‖p))dnξ
}
dny
=
∫
Qnp
(u0(y)− v0(y))Zt(x− y)d
ny ≥ 0.
(iii) By (3.2) and the fact that supp(Fu0) = B
n
M , M ∈ Z, we have that
u(x, t) =
M∑
j=−∞
e−t(1−(FJ))(p
j)(Fu0)(p
j)
∫
‖pjξ‖p=1
χp (−x · ξ) d
nξ
=
M∑
j=−∞
pnje−t(1−(FJ))(p
j)(Fu0)(p
j)
∫
‖w‖p=1
χp
(
−xp−j · w
)
dnw
=
∞∑
j=−M
p−nje−t(1−(FJ))(p
−j)(Fu0)(p
−j)
∫
‖w‖p=1
χp
(
−xpj · w
)
dnw
Taking into account this expansion of u(x, t) and the formula
∫
‖w‖p=1
χp
(
−xpj · w
)
dnw =

1− p−n, if ‖x‖p ≤ p
j ,
−p−n, if ‖x‖p = p
j+1,
0, if ‖x‖p ≥ p
j+2,
we will consider the following cases:
Case 1. ‖x‖p ≤ p
−M .
In this case we have that
u(x, t) = (1 − p−n)
∞∑
j=−M
p−nje−t(1−(FJ)(p
−j)) (Fu0) (p
−j).
Case 2. ‖x‖p = p
−M+1.
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For this case it is satisfied that
u(x, t) = −p−n(1−M)e−t(1−(FJ)(p
M ))(Fu0)(p
M )+
(1− p−n)
∞∑
j=−M+1
p−nje−t(1−(FJ)(p
−j))(Fu0)(p
−j).
Case 3. ‖x‖p = p
−L ≥ p−M+2, where L = ordp(x).
In this case we have that
u(x, t) = −pnLe−t(1−(FJ)(p
L+1)) (Fu0) (p
L+1)+
(1− p−n)
∞∑
j=−L
p−nje−t(1−(FJ)(p
−j)) (Fu0) (p
−j).
From all the above, we obtain the desired equality.

Remark 4. The solutions of Cauchy problem (3.1) depend continuously on the
initial data, in the following sense: if u and v are fundamental solutions of (3.1)
with initial data u0 and v0 respectively, then
‖u(x, t)− v(x, t)‖L1(Qnp ) ≤ ‖u0 − v0‖L1(Qnp ).
Definition 2. A family (µt)t>0 of positive bounded measures on Q
n
p with the prop-
erties
(i) µt(Q
n
p ) ≤ 1 for t > 0,
(ii) µt ∗ µs = µt+s for t, s > 0,
(iii) limt→0+ µt = δ0 vaguely (δ0 denotes the Dirac measure at 0 ∈ Q
n
p ),
is called a convolution semigroup on Qnp .
Theorem 3. The family (Z(t, ·))t>0 determines a convolution semigroup on Q
n
p .
Proof. Since 1 − (FJ) is a continuous and negative definite function, see Lemma
1 and Remark 1, we have by [6, Section §8] that the family (Z(t, ·))t>0 corre-
sponds to positive and bounded measures. Moreover, by Lemma 2 is obtained that
limt→0(FZt(x))(ξ) = 1, so that by [6, Section §10] it is true that limt→0+ Z(t, ·) = δ0
vaguely. From the above and the Theorem 1 we have that the family (Z(t, ·))t>0,
determines a convolution semigroup on Qnp . 
4. Strong Markov Processes, Linear and Logarithmic Energy
Landscape, the First Passage Time Problem and the Probability
of Survival
In this section, we will study the first passage time problem associated with
strong Markov processes (Le´vy processes) with transition functions of the types
linear and logarithmic. Later, we will study the probability of survival for this
transition functions. For the basic results on Le´vy and strong Markov processes
the reader may consult [7], [11].
Definition 3. (i) We say that function J : Qnp → R+ is of linear type if it
satisfies the Hypothesis A and there exist positive real constants B, C, α, with
B ≤ C, such that
B
‖x‖α+1p
≤ J(‖x‖p) ≤
C
‖x‖α+1p
, for any x ∈ Qnp .
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(ii) We say that function J : Qnp → R+ is of logarithmic type if it satisfies the
Hypothesis A and there exist positive real constants D, E, α, β, with D ≤ E
such that
D lnα(1 + ‖x‖p)
‖x‖βp
≤ J(‖x‖p) ≤
E lnα(1 + ‖x‖p)
‖x‖βp
,
for any x ∈ Qnp .
Remark 5. (i) For instance, in the one dimensional case the function J(|x|p) =
1
|x|p lnα(1+|x|p)
, α > 1, which was used in [4] is not integrable, indeed,∫
Qp
1
|x|p ln
α(1 + |x|p)
dx = (1− p−1)
∞∑
j=0
1
lnα(1 + p−j)
+ (1− p−1)
∞∑
j=1
1
lnα(1 + pj)
.
Note that
lnα(1 + p−j) ≤ (1 + p−j)α
⇔
(1− p−1)
(1 + p−j)α
≤
(1− p−1)
lnα(1 + p−j)
,
moreover,
(1 − p−1) lim
j→∞
1
(1 + p−j)α
= (1− p−1) 6= 0,
so that by the series divergence criterion
∑∞
j=0
(1−p−1)
(1+p−j)α → ∞ and conse-
quently by the series comparison criterion, (1−p−1)
∑∞
j=0
1
lnα(1+p−j) →∞. In
general, we have that the function J(‖x‖p) =
B
‖x‖p lnα(1+‖x‖p)
, α > 1, B > 0,
is not integrable in Qnp . This situation causes serious mathematical problems
to achieve the goals set in this paper. Hence the forms of the function J of
the logarithmic type in Definition 3-(ii).
(ii) By Lemma 1−(ii) we have that
1− (FJ)(1) = pnJ(p) + (1− p−n)
∞∑
j=2
pnjJ(pj)
= pnJ(p) +
∫
Qnp \B
n
1
J(‖x‖p)d
nx.
If 1 − (FJ)(1) = 0, then J(p) = 0 and J(‖x‖p) = 0 for all x ∈ Q
n
p\B
n
1 , i.e.
supp(J) ⊆ Bn1 , which is not possible since J is of linear and logarithmic type.
Therefore, 1− (FJ)(1) > 0.
Example 1. (i) Let α > 0 for which there exists r ∈ Q\{0} such that α + 1 =
n+r, and for this r there exists N := N(r) ∈ N with the property that if j ∈ N
and j ≥ N then j + n
r
, j − n
r
∈ N. Then the function J(‖x‖p) :=
B
‖x‖α+1 ,
B > 0, is of the linear type where B is a constant so that
∫
Qnp
J(‖x‖p)d
nx = 1.
For example, the function J(‖x‖p) =
B
‖x‖α+1 with α+ 1 = n+ r, where n = 3
and r = 12 is of the linear type.
(ii) The functions J(‖x‖p) :=
B lnα(1+‖x‖p)
‖x‖α for any α > 0 are of logarithmic type,
here B is a positive constant so that
∫
Qnp
J(‖x‖p)d
nx = 1.
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The next lemma offers us conditions for determine when the function 11−(FJ) is
not integrable when we restrict it to the unit ball.
Lemma 3. Suppose that the function J : Qnp → R+ satisfies one of the following
conditions:
(i) J is of linear type with α+ 1− 2n ≥ 0,
(ii) J is of logarithmic type with β − α− 2n ≥ 0,
Then
Ω (‖ξ‖p)
1− (FJ)(‖ξ‖p)
/∈ L1
(
Qnp , d
nξ
)
.
Proof. (i) By Lemma 1−(ii) and Definition 3-(i), we have for ξ ∈ Qnp\{0},
1− (FJ)(‖ξ‖p) ≤ ‖ξ‖
−n
p
 Cpnpα+1‖ξ‖−(α+1)p + (1− p−n)
∞∑
j=2
Cpnj
pj(α+1)‖ξ‖
−(α+1)
p

= C‖ξ‖α+1−np
pn−α−1 + (1− p−n)
∞∑
j=2
pj(n−α−1)
 .
Note that the condition α+1−2n ≥ 0 implies that n−α−1 < 0, so the series∑∞
j=2 p
j(n−α−1) <∞. Then, there exists a positive constant C2 such that
(4.1) 1− (FJ)(‖ξ‖p) ≤ C2‖ξ‖
α+1−n
p , ξ ∈ Q
n
p\{0}.
Therefore,∫
Znp
dnξ
1− (FJ) (‖ξ‖p)
≥
1
C2
∫
Znp
dnξ
‖ξ‖α+1−np
=
1
C2
∞∑
j=0
1
p−j(α+1−n)
∫
‖ξ‖p=p−j
dnξ
=
(1− p−n)
C2
∞∑
j=0
pj(α+1−2n) →∞.
(ii) By Lemma 1−(ii), Definition 3-(ii) and applying the inequality lnα(1+pj‖ξ‖−1p ) ≤
pjα‖ξ‖−αp , j ≥ 1, we have that 1− (FJ)(‖ξ‖p), ξ ∈ Q
n
p\{0}, is dominated su-
periorly by
‖ξ‖−np
Epnlnα(1 + p‖ξ‖−1p )pβ‖ξ‖−βp + (1− p−n)
∞∑
j=2
Elnα(1 + pj‖ξ‖−1p )p
nj
pjβ‖ξ‖−βp

≤ E‖ξ‖β−n−αp
pn+α−β + (1− p−n)
∞∑
j=2
pj(α+n−β)
 .
Note that the condition β − α − 2n ≥ 0 implies that α + n − β < 0, so
the series
∑∞
j=2 p
j(α+n−β) < ∞. Therefore, there exists a positive constant
E2 such that
(4.2) 1− (FJ)(‖ξ‖p) ≤ E2‖ξ‖
β−n−α
p , ξ ∈ Q
n
p\{0}.
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Consequently,∫
Znp
dnξ
1− (FJ) (‖ξ‖p)
≥
1
E2
∫
Znp
dnξ
‖ξ‖β−n−αp
=
1
E2
∞∑
j=0
1
p−j(β−n−α)
∫
‖ξ‖p=p−j
dnξ
=
(1− p−n)
E2
∞∑
j=0
pj(β−α−2n) →∞.

Remark 6. By Lemma 1-(i), we have that 1 − (FJ)(0) = 0. On the other hand,
by Lemma 1-(ii) and Definition 3 the following considerations are obtained for
ξ ∈ Qnp\{0}:
(i) If J is of linear type with J(‖x‖p) ≈
C
‖x‖α+1p
, then there is a constant F > 0
such that
1− (FJ)(‖ξ‖p) = F‖ξ‖
α+1−n
p .
In this case we have that 1− (FJ)(‖ξ‖p) is a increasing function with respect
to ‖ · ‖p.
(ii) If J is of logarithmic type with J(‖x‖p) ≈
E lnα(1+‖x‖p)
‖x‖βp
, then 1− (FJ)(‖ξ‖p)
it’s exactly
E‖ξ‖β−np
pn−βlnα(1 + p‖ξ‖−1p ) + (1− p−n)
∞∑
j=2
pj(n−β)lnα(1 + pj‖ξ‖−1p )
 .
In this case we have that the functions lnα(1+p‖ξ‖−1p ) and ln
α(1+pj‖ξ‖−1p ),
j ≥ 2, are decreasing with respect to ‖ · ‖p, while the function E‖ξ‖
β−n
p is a
increasing function with respect to ‖ · ‖p. So suitably taking α, we have that
1− (FJ)(‖ξ‖p) is a increasing function with respect to ‖ · ‖p.
We now consider the Cauchy problem
(4.3)

∂u
∂t
(x, t) = Au(x, t), t ∈ [0,∞) , x ∈ Qnp
u(x, 0) = Ω(‖x‖p).
by Remark 2 it is true that
(4.4) u(x, t) = Zt(x) ∗ Ω(‖x‖p) =
∫
Qnp
χp (−ξ · x) e
−t(1−(FJ)(‖ξ‖p))Ω(‖x‖p)d
nξ,
is a classical solution of the Cauchy problem (4.3). Moreover, proceeding in the same
way as in [33] we have that there exists a strong Markov processes (more exactly a
Le´vy process) J(t, ω) with state space (Qnp ,B
(
Qnp
)
) and transition function qt(x, ·)
given by
qt(x,E) =

Zt(x) ∗ 1E(x), for t > 0, x ∈ Q
n
p , E ∈ B
(
Qnp
)
1E(x), for t = 0, x ∈ Q
n
p , E ∈ B
(
Qnp
)
.
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Set Υ to be the space of all paths J(t, ω). It is satisfied that all trajectories of the
process J(t, ω) start in Znp .
Definition 4. The random variable τZnp (ω) : Υ −→ R+ ∪ {+∞} defined by the
relation
inf{t > 0 : J(t, ω) ∈ Znp and there exists t
′ such that 0 < t′ < t and J(t′, ω) /∈Znp}
is called the first passage time of a trajectory of the random process J(t, ω) entering
the domain Znp (i.e., the first instant when it returns to Z
n
p ).
Definition 5. We say that J(t, ω) is recurrent with respect to Znp if
(4.5) P ({ω ∈ Υ : τZnp (ω)<∞}) = 1,
i.e. every path of J(t, ω) is sure to return to Znp . If (4.5) does not hold then we say
that J(t, ω) is transient with respect to Znp , in this case, there exist paths of J(t, ω)
that abandon Znp and never go back.
Lemma 4. [33, Lemma 8] The probability density function f(t) of the random
variable τZnp (ω) satisfies the non-homogeneous Volterra equation of second kind
(4.6) g(t) =
∞∫
0
g(t− τ)f(τ)dτ + f(t)
where
g(t) =
∫
Qnp\Z
n
p
J(‖y‖p)u(y, t)d
ny,
is the probability density function for a path of J(t, ω) to enter into Znp at the instant
of time t, with the condition that J(0, ω) ∈Znp .
Remark 7. Applying Laplace transform at (4.6) we have that
F (s) = 1−
1
1 +G(s)
,
where F (s) and G(s) are the Laplace transforms of f and g, respectively.
If f(t) is the probability density function of the random variable τZnp (ω), then
f(t) is the probability that a trajectory will enter or return for the first time to the
unit ball. So F (0) =
∫∞
0
f(t)dt is the probability that the trajectory will ever return
to the unit ball. F (0) can be calculated, because it is to know who is G(0). In this
case, F (0) = 1− G(0)1+G(0) .
Then, if G(0) exists, it happens that F (0) < 1 and this fact indicates that there
are trajectories that do not necessarily return to Znp . Conversely, if G(0) =∞ then
F (0) = 1, and this means that with probability 1 the trajectory returns to Znp .
By Lemma 3, Remark 7 and proceeding analogously as in [33, Theorem 3], we
obtain the following theorem.
Theorem 4. If J satisfies one of the hypothesis of Lemma 3, then J(t, ω) is recur-
rent with respect to Znp .
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Remark 8. The survival probability S(t) (the probability that a path of J(t, ω)
remains in Znp at the time t) is given by
S(t) := SZnp (t) =
∫
Znp
u(x, t)dnx,
where u(x, t) is given by (4.4). Therefore,
S(t) =
∫
Znp
∫
Znp
χp (−ξ · x) e
−t(1−(FJ)(‖ξ‖p))dnξ
=
∫
Znp
e−t(1−(FJ)(‖ξ‖p))dnξ = (1− p−n)
∞∑
j=0
p−nje−t(1−(FJ)(p
−j)).(4.7)
In a part of the proof of the following theorem we will use the technique of
[3, Appendix A]. In addition, the inequalities obtained here have different form to
those obtained in [3].
Theorem 5. (i) If J is of linear type and satisfies the hypothesis of Lemma 3−(i)
then there exist positive real constants B3 =
pn−1
(α+1−n) ln p , A3 =
pn−1
(α+1−n) ln p ,
such that
(4.8)
B3
(tC2)
n
α+1−n
γ
(
n
α+ 1− n
, tC2
)
≤ S(t) ≤
A3
(tA1)
n
α+1−n
γ
(
n
α+ 1− n
, tA1
)
,
where γ(s, x) :=
∫ x
0 z
s−1e−zdz is the lower incomplete gamma function, C2 is
the constant given in (4.1) and A1 =
A
pα+1
.
(ii) If J is of logarithmic type and satisfies the hypothesis of Lemma 3−(ii) then
there exist positive real constants B4 =
pn−1
(β−n−α) ln p , A4 =
pn−1
(β−n) ln p , such that
B4
(tE2)
n
β−n−α
γ
(
n
β − n− α
, tE2
)
≤ S(t) ≤
A4
(tE3)
n
β−n
γ
(
n
β − n
, tE3
)
,
where γ(s, x) :=
∫ x
0
zs−1e−zdz is the lower incomplete gamma function, E2 is
the constant given in (4.2) and E3 is the constant given in (4.16).
Proof. (i) From Lemma 1−(ii), and the fact that J is of linear type we get that
1− (FJ) (‖ξ‖p) ≥ B‖ξ‖
α+1−n
p
pn−α−1 + (1− p−n)
∞∑
j=2
pj(n−α−1)
 .
Since n − α − 1 < 0 we have that
∑∞
j=2 p
j(n−α−1) < ∞. Therefore, there
exists a positive constant A1 such that
1− (FJ) (‖ξ‖p) ≥ A1‖ξ‖
α+1−n
p , ξ ∈ Q
n
p\{0}.
So that by (4.7) we have that
(4.9) S(t) ≤ (1 − p−n)
∞∑
j=0
p−nje−tA1p
−j(α+1−n)
.
We know that e−tA1p
−x(α+1−n)
is an increasing function and p−nx is a decreas-
ing function in the variable x. Therefore, we have on the interval j ≤ x ≤ j+1
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the inequalities
(4.10)
e−tA1p
−(x−1)(α+1−n)
pnx
≤
e−tA1p
−j(α+1−n)
pnj
≤
e−tA1p
−x(α+1−n)
pn(x−1)
.
Integrating (4.10) in the variable x from j to j + 1, we get∫ j+1
j
e−tA1p
−(x−1)(α+1−n)
pnx
dx ≤
∫ j+1
j
e−tA1p
−j(α+1−n)
pnj
dx ≤
∫ j+1
j
e−tA1p
−x(α+1−n)
pn(x−1)
dx.
So that∫ j+1
j
e−tA1p
−(x−1)(α+1−n)
pnx
dx ≤
e−tA1p
−j(α+1−n)
pnj
≤
∫ j+1
j
e−tA1p
−x(α+1−n)
pn(x−1)
dx.
Now, summing with respect to j from 0 to ∞ we have that∫ ∞
0
e−tA1p
−(x−1)(α+1−n)
pnx
dx ≤
∞∑
j=0
p−nje−tA1p
−j(α+1−n)
≤ pn
∫ ∞
0
e−tA1p
−x(α+1−n)
pnx
dx.
Next, we will consider only the inequality
(4.11)
∞∑
j=0
p−nje−tA1p
−j(α+1−n)
≤ pn
∫ ∞
0
e−tA1p
−x(α+1−n)
pnx
dx = I1.
For I1 let’s change the variable z = tA1p
−x(α+1−n). Then, we have that
dz = −z(α+ 1− n) ln p dx and x =
logp(z
−1tA1)
α+1−n .
On the other hand, notice that when x→ 0 then z → tA1 and if x→∞ then
z → 0. Therefore,
I1 =
pn
(α + 1− n)(tA1)
n
α+1−n ln p
∫ tA1
0
e−zz
n
α+1−n−1dz
=
pn
(α + 1− n)(tA1)
n
α+1−n ln p
γ
(
n
α+ 1− n
, tA1
)
.
So that by (4.9) and (4.11) we have that
S(t) ≤
A3
(tA1)
n
α+1−n
γ
(
n
α+ 1− n
, tA1
)
.
On the other hand, by (4.1) and (4.7) we have that
(4.12) S(t) ≥ (1 − p−n)
∞∑
j=0
p−nje−tC2p
−j(α+1−n)
.
We know that e−tC2p
−x(α+1−n)
is an increasing function and p−nx is a decreas-
ing function in the variable x. Therefore, we have on the interval j ≤ x ≤ j+1
the inequalities
(4.13)
e−tC2p
−(x−1)(α+1−n)
pnx
≥
e−tC2p
−j(α+1−n)
pnj
≥
e−tC2p
−x(α+1−n)
pn(x−1)
.
Integrating (4.13) in the variable x from j to j + 1, we get∫ j+1
j
e−tC2p
−(x−1)(α+1−n)
pnx
dx ≥
∫ j+1
j
e−tC2p
−j(α+1−n)
pnj
dx ≥
∫ j+1
j
e−tC2p
−x(α+1−n)
pn(x−1)
dx.
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So that∫ j+1
j
e−tC2p
−(x−1)(α+1−n)
pnx
dx ≥
e−tC2p
−j(α+1−n)
pnj
≥
∫ j+1
j
e−tC2p
−x(α+1−n)
pn(x−1)
dx.
Now, summing with respect to j from 0 to ∞ we have that∫ ∞
0
e−tC2p
−(x−1)(α+1−n)
pnx
dx ≥
∞∑
j=0
p−nje−tC2p
−j(α+1−n)
≥ pn
∫ ∞
0
e−tC2p
−x(α+1−n)
pnx
dx.
Next, we will consider only the inequality
(4.14)
∞∑
j=0
p−nje−tC2p
−j(α+1−n)
≥ pn
∫ ∞
0
e−tC2p
−x(α+1−n)
pnx
dx = I2.
For I2 let’s change the variable z = tC2p
−x(α+1−n). Then, we have that
dz = −z(α+ 1− n) ln p dx and x =
logp(z
−1tC2)
α+1−n .
On the other hand, notice that when x→ 0 then z → tC2 and if x→∞ then
z → 0. Therefore,
I2 =
pn
(α+ 1− n)(tC2)
n
α+1−n ln p
∫ tC2
0
e−zz
n
α+1−n−1dz
=
pn
(α+ 1− n)(tC2)
n
α+1−n ln p
γ
(
n
α+ 1− n
, tC2
)
.
So that by (4.12) and (4.14) we have that
S(t) ≥
B3
(tC2)
n
α+1−n
γ
(
n
α+ 1− n
, tC2
)
.
(ii) For ξ ∈ Qnp \{0} we have by Lemma 1−(ii) and the fact that J is of logarithmic
type that 1− (FJ) (‖ξ‖p) exceeds
D‖ξ‖β−np
pn−β lnα(1 + p‖ξ‖−1) + (1− p−n)
∞∑
j=2
pj(n−β) lnα(1 + pj‖ξ‖−1p )

≥ D‖ξ‖β−n−αp
 pn+α−β(1 + p‖ξ‖−1)α + (1− p−n)
∞∑
j=2
pj(n+α−β)
(1 + pj‖ξ‖−1p )α

≥
Dpn+α−β‖ξ‖β−n−αp
(1 + p‖ξ‖−1)α
=
Dpn+α−β‖ξ‖β−np
(‖ξ‖p + p)α
.
Therefore, if J is of logarithmic type we get that
(4.15) 1− (FJ) (‖ξ‖p) ≥
Dpn+α−β‖ξ‖β−np
(‖ξ‖p + p)α
, for ξ ∈ Qnp\{0}.
Now, from (4.15) we have that
(4.16) 1− (FJ) (‖ξ‖p) ≥ E3‖ξ‖
β−n
p , if ξ ∈ Z
n
p\{0},
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where E3 =
Dpn+α−β
(2+p)α .
Therefore, by (4.2), (4.16) and proceeding analogously as the case (i), we
obtain the desired inequalities.

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