Abstract-The fundamental problem in the design of a fullduplex radio is the cancellation of the self-interference (SI) signal generated by the transmitter. Current techniques for suppressing SI rely on generating a copy of the SI signal and subtracting it partly in the RF (radio frequency) and digital domains. A critical step in replicating the self-interference is the estimation of the multi-path channel through which the transmitted signal propagates to the antenna. Since there is no prior model on the number of multipath reflections, current techniques assume a tap delay line filter (in the RF and digital domain) with a large number of taps, and estimate the taps in the analog and the digital domain.
I. INTRODUCTION
Full-duplex wireless communication involves transmitting and receiving at the same time and at the same frequency. An ideal full-duplex communication system has double the usable bandwidth in a bi-directional link. However, self-interference is a major impediment in realizing a full-duplex system as the much stronger transmit signal drowns the received signal and in the process saturates the receiver chain. In the past few years, there has been renewed efforts in building an ideal full-duplex system [2] , [3] , [4] .
A. Origin of self-interference
The signal coming into the receiver of a full duplex system will have not just the intended received signal but also many copies of the transmitted signal coming through various paths. These paths arise because of the following reasons:
1) Transmitter and receiver coupling at the antenna.
2) Leakage of the transmit signal from the power amplifier to the receiver. This can happen via the printed circuit board (PCB) substrate (for a system implemented on a board) or the silicon substrate (for a system implemented on an integrated circuit).
A part of this work has been presented in NCC 2016. [1] .
3) Reflections of the transmitted signal from the external environment picked up by the antenna. These reflections are typically attenuated due to path-loss and therefore the strength of the reflected signal depends on the distance to the reflector. While the self-interference signal components arising out of 1) and 2) can be estimated a priori through calibration, the characteristics of the self-interference paths caused 3) are random and depend on the geometry of the reflectors.
In current approaches, the self-interference is cancelled at multiple stages beginning with the RF stage followed by cancellation in the baseband analog and digital domains. We will now briefly review some of the existing self-interference cancellation techniques.
B. RF cancellation techniques
In a two antenna system, antenna separation is a simple way of providing passive isolation between the transmit and the receive chains [5] , [6] . The isolation depends on the separation distance between antenna, orientation and polarization. In general, the isolation can be upwards of 40 dB. However, in this paper we focus on shared antenna architecture wherein a single antenna is used for both transmission and reception.
In [7] , [8] the entire transmit chain is replicated for generating a duplicate copy of the self-interference signal for cancellation. However, the additional RF chain introduces noise and canceling the non-linearities introduced by the PA in the transmit path is much more difficult. A common technique for RF self-interference cancellation in shared antenna architectures is to use a multitap RF filter with fixed delay lines and tunable gains. In [9] , sixteen RF delay lines with variable gains were used to filter the known RF signal. The delays (in the range of 400 ps to 1.4 ns) were permanently tuned to the strongest self-interference paths through the PCB and the antenna. An RF cancellation of about 60 dB is reported (in conjunction with a circulator). In [10] , a three-path RF filter using vector modulators is implemented. Also, the control logic of the vector modulators is implemented in the analog domain and an RF cancellation of 60 dB for 20 MHz is reported. This technique of implementing an RF filter (tapdelay line filter) has the following disadvantages:
1) It requires multiple delay lines, and achieving delays at high frequencies in the RF domain is extremely difficult.
2) It is difficult to realize such a multi-tap RF filter in a small form factor. 3) The RF lines have to be carefully tuned a priori and the resulting circuit might not work effectively if the reflectors and the self-interference paths change substantially. A 35-40 dB passive isolation was reported in [11] , [12] using hybrid transformers and a vector modulator. An electrical balance tunable RF network was used in [13] to provide an isolation of greater than 50 dB in the RF domain with a combination of active and passive techniques.
In summary, the passive isolation techniques (separation of antenna, circulator) can provide about 40 dB isolation [12] , the active cancellation techniques provide about 35-40 dB isolation providing the total RF isolation to be about 65-70 dB for 20 MHz bandwidth.
C. Baseband analog cancellation
In [14] , an analog cancellation technique is proposed in conjunction with an antenna design. However, the gains of the analog cancellation in isolation are not clear. Analog cancellation techniques while recognized as important, are not common because of the restricted access to the baseband signals in commercial off-the-shelf (COTS) equipment.
D. Baseband digital cancellation
Digital baseband cancellation consists of removing the residual self-interference after RF and baseband analog cancellation. In [9] , [8] , the SI channel is estimated [9] using a least-squares technique and the SI is cancelled using the estimated channel and the known transmitted signal. However, these techniques incur significant complexity since the entire channel (with unknown number of taps) has to be estimated constantly to track the channel changes due to the varying reflections. The importance of removing the nonlinear components of the signal are highlighted in [9] and 45 dB digital cancellation was reported. Other implementations [8] have reported about 30 dB cancellation. In [15] , it has been shown that the limited dynamic range of the analogto-digital conversion is a bottleneck in effective cancellation of self-interference in the digital domain. In [16] , the system level performance of full-duplex radios is presented. In all these digital techniques, no prior model of the filter (for the linear components) is used leading to a higher implementation complexity. Digital cancellation leads to about 35-40 dB of self-interference suppression for most of these designs.
E. Our contribution
All current implementations of self-interference cancellation utilize some variable delay elements to match the known transmit signal with the interference signal. These delay elements might be variable length delay-lines in the RF domain or instead utilize advanced baseband signal processing to compensate for the delay. The current implementations assume no prior model of the self-interference channel and hence incur large complexity in terms of channel estimation either in the RF domain (circuitry) or in the digital domain (tune a large number of variables).
• In this paper, we introduce a new technique of selfinterference cancellation based on linearization of the delayed signal. In the simplest case, the linearization technique leads to a two-parameter channel model that leads to a simpler implementation both in analog (RF) and digital domains.
• No prior model of the channel is assumed in terms of number of taps or the dominant paths. Hence, the proposed method is robust to changes in the environment, i.e., it can adapt to varying reflector profiles (RF multipath).
• It is experimentally verified that the proposed technique leads to almost 75 dB of self-interference cancellation for 20 MHz signal (without cancellation of non-linear components). In Section II, a generic model for self-interference based on the transmitted signal in full-duplex nodes is provided. In Section III, the basic idea of linearization of self-interference based on Taylor series approximation is introduced. In Section IV, analog and digital self-interference cancellation architectures based on the linearization technique are presented. The experimental results are presented in Section V and the paper is concluded in Section VI.
II. MODELING OF SELF-INTERFERENCE
We now begin with the description of the self-interference problem in full-duplex systems assuming an ideal baseband to RF conversion in the transmit chain and an ideal downconversion in the receive chain. The transmitted RF signal y(t) equals
where x(t) is the complex baseband signal generated by the digital-to-analog converter and f c is the RF transmission frequency. In practice, the bandwidth W of the baseband signal is much less than the transmit frequency f c . For example, in an 802.11a system W = 5 MHz and f c = 2.5 GHz. Hence, we assume f c W . We also assume a direct conversion receiver, which is the most prevalent receiver architecture in current wireless systems. Similarly, we assume an ideal RF chain in the reciever which implies that the downconversion is equivalent to
where z(t) is the signal at the input to the low noise amplifier (LNA), and r(t) is the received baseband signal. In the above equation LPF() is the low pass filtering operation in the downconversion chain. The baseband signal x(t), in a singlecarrier system, is modelled as
where s n denote the information symbols, g(t) is the pulse shaping filter and T is the symbol duration (also known as signaling time). Commonly used pulse shaping filters are root-raised-cosine and sinc pulses. A similar model for the baseband signal in an OFDM system is provided in [17] . We also have T ≈ W −1 , and in this paper, we assume an equality 1 . We also assume E|x(t)| 2 = 1. The self-interference seen at the antenna will be a sum of delayed and attenuated copies of y(t). More precisely, the selfinterference at the input to the mixer (before downconversion) can be modelled as
where a k represent the attenuation of the path k and τ k denotes the delay in the path k.
In the model (2) for I(t), for simplicity, we consider only M significant paths or reflections. Observe that M , a i and τ i , 1 ≤ i ≤ M , are unknown and depend on the geometry of the reflectors. In reality, there might be a large number of reflections. However, as mentioned before, most of these reflections might be insignificant due path loss. Without loss of generality, we will assume that
If c is the speed of the light, the round trip distance for a path k is cτ k . Assuming a path-loss function (x), we have a k = (cτ k ). A common path loss function is (x) = min{δ, k x −α }, where α > 2, and δ and k are constants with appropriate dimensions. A measured path loss model at 2.5 GHz is shown in Figure 1 . We observe that for a reflector at 12.5 cm, the path loss is about 30 dB. The time delay τ for this distance is about 830 ps. In general, the values of τ k which correspond to significant powers in the self-intereference signal are small compared to the signalling time, i.e., τ k T . This is because the paths corresponding to smaller values of τ k will have smaller path losses.
The self-interference I(t) can be rewritten as
where
is an RF filter. In indoor environments, looking at the values of τ k that contribute significantly to the self-interference, we can observe that the filter h r (t) has a bandwidth of few tens of gigahertz. This is in sharp contrast to the standard channel estimation problem in digital communications where the filter bandwidth is of the order of the bandwidth of the signal. At the node, the transmitted RF signal y(t) and the baseband signal x(t) are known. However, the channel h r (t) is unknown making the self-interference cancellation non-trivial.
III. BASIC IDEA: LINEARIZATION OF THE SELF-INTERFERENCE SIGNAL
We now introduce the technique of linearization of the self-interference signal that would form the basis of our new cancellation technique.
A. First order approximation
We use a first order Taylor series approximation for the delayed signal x(t − τ k ) to obtain
where E(τ k , t) is the residual error, and
dt is the derivative of the baseband signal. The error term decreases with decreasing τ k improving the approximation. We will now express the self-interference signal as a function of the baseband signal x(t) and its derivatives. From (2), we have
a k e −j2πfcτ k , and
Here (a) follows from (4) and E 2 (t) is the error term given by
In the above expression, observe that C 0 and C 1 are complex numbers that are constant (for a given geometry of backscatters) and depend only on the path-loss and the path delays.
Hence the self-interference can be expressed as
, represents the self-interference because of the signal and
j2πfct ] represents the self-interference because of the derivative term. If the error term E 2 (t) is small, canceling I(t) would amount to canceling the interference because of I s (t) and I d (t) which only depend on the signal x(t) and its derivative x (t). In other words, we do not require to construct many different delayed copies of x(t) to cancel the self-interference signal -we just need the signal x(t) and its derivative x (t). The signal x(t) is readily available in the analog domain since that is the signal being transmitted. The derivative x (t) can easily be generated in the analog or digital domain (which will be explained in the next Section). Neglecting E 2 (t), the channel can now be modelled as H(f ) = C 0 + C 1 f . The effect of the entire channel is now captured by just two complex numbers C 0 and C 1 , thus providing a huge dimensionality reduction -the number of parameters to estimate is only two irrespective of the nature and number of multipaths.
The Taylor series is a good approximation for paths arising with low τ k and the error is large for paths with large τ k . However, paths with large τ k arise from far-off reflectors and hence the path loss for these paths is large, and therefore the absolute error contribution by these paths is low. Hence the overall approximation of I t by I s and I d is reasonable for signals with low bandwidth. We will make this observation precise in the next Lemma by bounding the power of the error. Lemma 1. For the single-carrier baseband transmission with sinc pulses and E|s k | 2 =1 (average energy of the signal constellation is unity), the average power of the error term in the Taylor series is given by
Proof: By Taylor's theorem, there exists a
Using (1), we have
and that s i 's are uncorrelated, we have
where (a) follows by twice differentiating the sinc pulse g(t) = sinc(t) and
It can be easily verified that f (x) ≤ 1 x 2 and hence f (x) is absolutely summable. We therefore have
where (a) follows from the Poisson summation formula [18] andf
is the Fourier transform of the function f (x). Also,
Hence,
Plugging into (7) we obtain the result. From the above lemma we observe that the error term depends on the ratio of τ k /T and its product with the channel gain a 2 k . Hence the total error power due to the Taylor series approximation can be bounded as
Hence we see that the Taylor series approximation is good as long as the path loss a 2 k and the reflector distances (c/(2τ k )) in relation to the bandwidth 1/T are such that a
4 is small. More insight can be obtained by converting all the terms into distances. The delay τ k is given by d k /c, where d k /2 is the distance to the reflector. Assuming a path-loss model
So if α ≥ 4, the contribution of the reflector decreases with distance irrespective of T . For 2 ≤ α < 4, the error is low as long as Cd
is about -47 dB. Also, we can observe that the error term increases with decreasing signalling time T or equivalently increasing bandwidth. In Figure 2 , the contribution of a reflector at a distance d/2 towards the error term |a k E(τ k , t)| 2 is plotted as a function of the distance d. A fitted model for the measured path loss function in Figure 1 is used for computing a 2 k . So for a transmit signal of 20 MHz bandwidth, we observe that the maximum contribution by any reflector or leakage to the error term is about -100dB. So if the transmit signal has a transmit power of 20 dBm, the error power would be about -80 dBm. Even if we have ten such reflections, the worst case error power is about -70 dBm. Observe that this error power is in the range of the typical received signal power. As in Lemma 1, we can show that the power in the derivative term
2 ). In Figure 2 , we also observe that the derivative term I d (t) is about 20-30 dB higher than the error term.
B. Higher order approximation
Similar to the previous subsection, a better approximation of the self-interference signal can be realised by using higher order terms of the Taylor series, i.e.,
Here
is the self-interference corresponding to the n th derivative term. C n represents the accumulated phase and amplitude shifts of the n th derivative because of the multipath and equals
While, higher order derivatives provide better approximation, the overall complexity of the cancellation process increases.
Similar to the proof of Lemma 1, it can easily be proved that
which shows that the error decreases with increasing n. We now look at techniques for cancelling I s (t) and I d (t) in the next Section.
IV. SELF-INTERFERENCE CANCELLATION ARCHITECTURE
A significant part of the self-interference signal should be cancelled before the LNA to prevent saturation and nonlinearities in various elements of the receiver chain. Cancelling a part of the SI signal in the RF domain also helps in suppressing the in-band transmitter noise. So the larger component I s (t) of the self-interference term has to be cancelled before the LNA. The derivative signal can be cancelled either in the RF domain (before LNA), or in the analog baseband domain (before Analog to Digital Converter (ADC) and after mixer) or in the digital baseband domain (after ADC). These three options lead to three different architectures. However, as a proof of concept and for ease of implementation, we cancel the derivative term in the digital domain. See Figures 3 and 4 for illustration of the cancellation architectures. 
A. Cancellation of the signal term I s (t)
The signal term I s (t) in the received self-interference can be rewritten as
where |C 0 | represents the absolute value of the complex gain C 0 and arg denotes its angle (argument). So I s (t) can be obtained by scaling the known transmitted RF signal y(t) = √ G t Re[x(t)e j2πfct ] by |C 0 | and phase-shifting the carrier by arg(C 0 ).
The phase of an RF signal (carrier) can be changed by using a vector modulator (VM) [19] . See Figure 5 for a block level illustration of a vector modulator. A vector modulator changes 
where the phase θ and the gain (or attenuation) β can be changed by changing the gains of the two arms in the vector modulator.
To obtain the values of G 1 and G 2 , we employ a training period. In the training period, we ensure that there is no received signal at the device (i.e., no clients are sending anything to the device during that short period). Then the signal coming out of port 3 will contain only the self-interference signal I s (t). The values of G 1 and G 2 are then estimated based on the output of a power detector which measures the power in the residual self-interference. Once training is done, the values of G 1 and G 2 are adaptively changed based on the output of the power detector. The RF input to the power detector is
βRe(x(t)e j2πfct+jθ ) Fig. 5 : Illustration of a RF vector modulator that can be used for phase shifting a signal. The block 0/90 • splits the incoming signal into two RF signals whose RF phase differ by 90
• . The output phase θ and the gain β depend on the gain G 1 and gain G 2 .
Hence the output of the power detector, with an integrating time constant ν is
Since, the power in an RF signal is twice that of the corresponding baseband,
If the integrating time constant ν is much larger than the symbol duration of the training signal x(t), we have
where E s and E d are the powers of the signals x(t) and x (t) and g(t) is a high frequency signal with twice the frequency content of the signal x(t). Since |C 1 | |C 0 |, we have
Hence, for a large integrating time constant, the output of the power detector is proportional to 2|(C 0 + βe jθ )| 2 and the minimum value is obtained for β and θ such that C 0 = −βe jθ . So in the experimental setup (described later), the value of β and θ are changed by changing the value of G 1 and G 2 based on the output of the power detector.
B. Cancellation of the derivative term I d (t)

1) Analog domain cancellation:
The derivative term can be cancelled in the analog domain (after downconversion) or in the digital domain. However, cancelling more self-interference in the analog domain before the ADC would increase the bit resolution of the digitized received signal. A differentiator can be easily implemented in the analog domain using a resistor in series with a capacitor across a large gain amplifier. See Figure 6 . The unity gain frequency of the op-amp and the values of R and C determine the bandwidth and the gain of the differentiator. In practice, a resistor in series with the capacitor C and a capacitor in parallel with the resistor R are added to reduce gain for high frequency noise. The real and imaginary parts (I and Q) of the transmitted baseband signal have to be scaled jointly so as to obtain a replica of the derivative term in the self-interference signal. There are significant advantages of cancelling the derivative term in the analog domain:
1) Canceling more self-interference before the analog to digital converter would increase the bit resolution of the received signal, thereby improving the effective received signal-to-noise ratio (SNR). 2) Digital cancellation would require realizing the filter jω, which cannot be realized when the sampling rate is equal to the bandwidth. Realizing an approximate filter would require oversampling the signal thereby increasing the complexity of the ADC.
As shown in Figure 4 , the derivative circuit should be between the ADC, DAC and the mixers. However, such placement is very difficult in off-the shelf equipment (like USRP) and hence, in this paper, for simplicity of implementation we restrict ourselves to the cancellation of the derivative term in the digital domain.
2) Digital domain cancellation: From (6), the selfinterference signal in the baseband is given by I(t) = c 0 x(t)− c 1 x (t) + e b (t). Theoretically, the RF/analog cancellation should have removed the component c 0 x(t). However, in practice, because of the gain and phase quantization of the vector modulator and device imperfections, there will be a residual signal component even after RF cancellation. Hence the selfinterference before the ADC is r(t) ≈ a 0 x(t)−c 1 x (t), where for notational simplicity, we have neglected the error term e b (t).
A digital domain differentiator can be realised by any filter with response jω in the frequency domain. As mentioned previously, this filter cannot be realised if the sampling rate is equal to the Nyquist rate of the signal. But a good approximation of the derivative can be obtained if the signal is oversampled 2 . A simple three tap digital domain filter that mimics a derivative is
A better noise-robust nine tap approximation of the derivative filter [20] is The frequency response of these filters are plotted in Figure 7 and it can be observed that an oversampling factor of 4 would suffice for both these filters. The derivative of the transmitted signal in the digital domain is given by
Let y[i] denote the received complex samples in the digital domain. See Figure 3 . In the training phase, the coefficients a 0 and c 1 are chosen so as to minimize the mean squared error (9) and (10). We observe a good linear approximation till the normalized frequency of 0.3.
vector. Using these estimates ofâ 0 andĉ 1 , the reconstructed self-interference signal after the training phase iŝ
is then subtracted from the received signal y[n] (after the training phase) to cancel the self-interference signal. Complexity: Observe that the inverse of the matrix X can be precomputed and stored. Only the matrix Y has to be computed based on the received signal. Computing each term of the matrix Y in (11) requires approximately N multiplications and N additions and obtaining the coefficients would require a 2 × 2 matrix multiplication with a 2 × 1 vector. Hence the computational complexity (complex operations) of the procedure scales as 4N + 8 irrespective of the number of multipaths M in the self-interference channel. The complexity of computing the derivative is 2LN with a filter length L. Hence the total complexity of the proposed digital cancellation is (2L + 4)N + 8 complex operations. On the other hand channel estimation, without any prior model on the channel taps, assuming a filter length K requires about 2KN + 2K Onceâ 0 ,ĉ 1 andĉ 2 have been obtained, the self-interference signal can be reconstructed and subtracted from the received signal.
V. EXPERIMENTAL RESULTS
In this Section, we provide experimental results to validate the channel model and the derivative based cancellation. We demonstrate the ability of the proposed derivative based architecture to suppress the self-interference signal and we provide quantitative measure in terms of cancellation for the same.
A. Experimental setup
Our experimental setup is shown in Fig. 8 . We use a National Instruments (NI) PXIe based software defined radio (NI5791) for transmission and reception. The maximum transmit power possible in NI5791 is 5 dBm and we use an external power amplifier (PA) (Skyworks SE2576L) at the transmitter. We use a shared antenna architecture wherein the same antenna is used for transmission and reception. The isolation between transmit and receive chain is provided by a circulator (Pasternack PE8401). This circulator provides 18 dB of isolation between port 1 and port 3. The transmit signal is fed into port 1 and the antenna is connected to port 2. The signal from port 3 will therefore contain the received signal as well as the self-interference signal. Two copies of the transmit signal from PA are obtained using a directional coupler (MiniCircuits ZHDC-16-63-S+), wherein one is connected to the input port of the circulator and the other is used as an input to the vector modulator (Hittite HMC631LP3). The directional coupler allows for tapping a copy of a signal with minimal loss in the mainline, thus the output at the coupled port is much lower in power 3 . The VM also introduces an attenuation and thus the power at its output may be insufficient to suppress the self-interference. The output of VM is passed through an amplifier (Mini-Circuits ZX60-P33ULN+) in order to recover this loss in power. The self-interference signal at port 3 of the circulator is comprised of the transmit signal leaked through the circulator and multiple reflected copies of the transmit signal received by the antenna.
As mentioned earlier, the signal component (I s (t)) of the self-interference is cancelled in the RF domain. The vector modulator is used to adapt the gain and phase of the tapped transmitted signal and match it to the I s (t) component of the self-interference. The gain and phase of the VM are controlled by two DC voltages generated by an NI Data Acquisition Device (DAQ) 4 . The output of the VM and the self-interference signal (from the receive port of the circulator) are summed by a power combiner (Mini-Circuits ZX10-2-232-S+). A part of this summed signal is fed to a true RMS power detector (PD) (Hittite HMC1020LP4ETR) via a power splitter to observe the power in the residual signal. The PD generates 3 A lower power at the input of the VM is desirable since the P1 dB of the VM that we use is 21 dBm and a lower power at its input prevents any significant non-linearity at the output of the VM. 4 Consists of 16-bit analog-to-digital converters (ADC) and 16-bit digitalto-analog converters (DAC) controllable by a desktop computer The residual signal after the combiner is fed to the NI5791 receiver 5 . The received samples comprise of the signal term and the derivative term. A part of these samples are training symbols. They are processed offline to obtainâ 0 ,ĉ 1 and c 2 . These estimated parameters are then used to reconstruct and cancel self-interference for the remaining samples. ((Nonlinear cancellation of the third and fifth harmonic is also used to mitigate the non-linear effects of the PA.))
We obtain the cancellation results for OFDM and singlecarrier modulated waveforms.
1) OFDM:
We consider an OFDM signal with 1024 subcarriers of which 620 are useful subcarriers (the rest are nulled out at the DC and at the edge of the band). At the receiver we use an oversampling factor of 4. The maximum sampling rate that can be practically achieved using PXIe is 80 MS/s. Hence with an oversampling factor of 4, the maximum bandwidth of OFDM signal that can be transmitted is 20 MHz. The P1dB of the PA is 32 dBm. The measured PAPR (Peak to Average Power Ratio) of the transmitted OFDM waveform was 13 dB and hence the maximum average transmit power was restricted to 19 dBm to avoid severe non-linearities. The spectrum of a 20 MHz OFDM signal that is used is plotted in Figure 9 .
2) Single-carrier: A 4-QAM single-carrier signal was also used for the experiments. An RRC pulse shaping filter with roll-off factor 0.3 was used. The PAPR of the signal was measured to be 4 dB which is about 9 dB lower than that of OFDM. Hence, with the same PA, the single carrier can be transmitted at higher power than OFDM without PA saturation.
We use 2.395 GHz as the center frequency for all the experiments. This was done mainly to avoid interference from the ISM band.
B. Results and discussion
Following the standard convention in literature, we define cancellation to be ratio of power of the SI signal after cancellation to the power of the SI signal before cancellation. The ratio is expressed in dB. Note that the power of the SI signal before cancellation is the same as transmit power at the antenna port (port 2) of the circulator.
In Figure 9 , the spectrum of the self-interference signal is plotted when an OFDM signal is transmitted at 4 dBm (at port 2 of the circulator). In the same figure, the residual selfinterference is plotted after analog cancellation. About 54 dB of self-interference was cancelled in the analog domain. More importantly, the linear slope in the residual self-interference spectrum indicates that the residual signal is dominated by the derivative component I d (t), thus verifying the derivative approximation and in particular (6) . In Figure 10 , the spectra Power (dBm)
OFDM spectrum before and after analog cancellation
Self-interfence signal Cancelled signal of the self-interference and the cancelled signal (57 dB analog cancellation) are plotted when a single-carrier signal is transmitted. As in the OFDM signal, the residual self-interference exhibits a large derivative component. In Figure 11 , the analog cancellation 6 is plotted as a function of the signal bandwidth. We observe that the analog cancellation decreases with increasing bandwidth. This is because the derivative component in the residual self-interference signal increases with increasing bandwidth. Since analog cancellation only removes I s (t), the residual power increases with increasing bandwidth, and thus lowering the analog cancellation. The top curve in the plot corresponds to the case when the antenna port was terminated by a 50 Ω terminator, while the bottom curve corresponds to measurements with an antenna. In the case of 50 Ω termination, the self-interference multi-path is primarily through the circulator, while with antenna, there will be multiple paths due to reflections too. In addition, the characteristic impedance of the antenna will not be as close 6 The reported analog cancellation also includes the 18 dB isolation of the circulator. to 50 Ω as a terminator. This impedance mismatch causes RF signals to get reflected back from the antenna (instead of getting transmitted). Because of these two effects, the aggregate power in the derivative component increases in the case of antenna. This reduces causes the reduction in analog cancellation.
In Figure 12 , the analog and digital cancellation are plotted as a function of the transmit power. We observe that the analog cancellation is almost constant with respect to increasing transmit power. This is expected since the analog cancellation does not depend on the signal SNR and depends only on the resolution of the phase and amplitude of the VM, which are fixed. The digital cancellation is increasing with the transmit power till about 5 dBm input power after which it reduces. This is mainly because of the power amplifier non-linearities. As mentioned earlier, the digital cancellation consists of removing the signal, the derivative and the second order derivative components. In Figure 13 , this split-up is provided as a function of the transmit power. We see that the first-derivative cancellation provides the maximum cancellation. However, the secondderivative also gives about 5-6 dB of cancellation. The selfinterference after analog cancellation is I(t) = I s (t) + I d (t), i.e., a sum of the the signal and the derivative terms. This signal is received in the digital domain after sampling by the ADC. Since the initial phase of the sampling time cannot be controlled, the received self-interference in the digital domain is I(nT + δ) = I s (nT + δ) + I d (nT + δ), n = 1, 2, . . ., where T is the sampling duration and 0 ≤ δ ≤ T . However we only have access to the transmitted signal x(nT ). Since δ is small, I s (nT + δ) = a 0 x(nT + δ) can be approximated (after appropriate scaling by a 0 ) by x(nT ) and x (nT ). Similarly I d (nT + δ) = c 1 x (nT + δ) can be approximated by x (nT ) and the second derivative x (nT ). Hence using the second derivative improves the overall cancellation.
Transmit power (dBm) For a single carrier transmission, the cancellation is plotted as a function of the transmitted power in Fig. 14 . Overall, we observe about 75 dBm cancellation for both OFDM and singlecarrier waveforms. Thus the overall cancellation is impervious to the transmitted waveform.
VI. CONCLUSION
Robust self-interference cancellation is critical to realising full-duplex capable wireless nodes. However a major impediment to self-interference cancellation is estimation of the multi-path channel through which the transmitted signal reaches the shared antenna. A part of the channel has to be estimated in the analog (RF) domain, and used for selfinterference cancellation before the LNA, while the remaining part of the channel has to be estimated in either the analog baseband or in the digital domain. In the current literature, the channel is modelled as an M -tap delay-line filter and the filter coefficients are estimated in the RF and digital domain. In all the works, there was no prior knowledge on M , and hence a large number of taps are assumed.
In this work, using Talyor series approximation, we reduce the dimensionality of the parameter space to two (or three). In particular, we show that the self-interference can be modelled as a linear combination of the original signal and its derivatives. We propose a new self-interference cancellation architecture that utilises the linearized channel model. The self-interference model, and in particular the presence of the derivative component of the signal is verified by experiments.
About 75 dB of cancellation (without non-linearity cancellation) is observed for a 20 MHz wideband signal. With the linearization technique for canceling SI multipaths, much smaller form-factors could be realized, extending the use of FD capability to not just base-station or access points, but also to end user devices.
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