A stable high-order numerical scheme for direct numerical simulation (DNS) of shock-free compressible turbulence is presented. The method is applicable to general geometries. It contains no upwinding, artificial dissipation, or filtering. Instead the method relies on the stabilizing mechanisms of an appropriate conditioning of the governing equations and the use of compatible spatial difference operators for the interior points (interior scheme) as well as the boundary points (boundary scheme). An entropy-splitting approach splits the inviscid flux derivatives into conservative and nonconservative portions. The spatial difference operators satisfy a summationby-parts condition, leading to a stable scheme (combined interior and boundary schemes) for the initial boundary value problem using a generalized energy estimate. A Laplacian formulation of the viscous and heat conduction terms on the right hand side of the Navier-Stokes equations is used to ensure that any tendency to odd-even decoupling associated with central schemes can be countered by the fluid viscosity. The resulting methods are able to minimize the spurious high-frequency oscillations associated with pure central schemes, especially for long time integration applications such as DNS. For validation purposes, the methods are tested in a DNS of compressible turbulent plane channel flow at low values of friction Mach number, where reference turbulence data bases exist. It is demonstrated that the methods are robust in terms of grid resolution, and in good agreement with published channel data. Accurate turbulence statistics can be obtained with moderate grid sizes. Stability limits on the range of the splitting parameter are determined from numerical tests.
INTRODUCTION
This work forms part of a larger research project to develop efficient low-dissipative highorder numerical techniques for high-speed turbulent flow simulation for general geometries, including shock wave interactions with turbulence. The requirements on a numerical method are stringent. For turbulence, the method must be capable of resolving accurately a wide range of length scales, while for shock waves the method must be stable and not generate excessive local oscillations. Classical methods are either too dissipative, incapable of handling complex geometries, or incapable of shock capturing. Higher order ENO, WENO, or hybrid schemes are too expensive for practical turbulent flow simulation. Previous work of Yee et al. [1] and Sjögreen and Yee [2] developed efficient high-order shock-capturing schemes which minimize the use of numerical dissipation away from shock waves. Recent work of Yee and Sjögreen [3] has proposed an approach to determine the appropriate amount of numerical dissipation/filtering for use with high-order schemes. This includes the switching and/or blending from one kind of filter to another, as discussed in Yee et al. [5] . The desired property of this approach is to construct sensors that are able to distinguish shock waves from turbulent fluctuations and spurious high-frequency oscillations to further improve the stability and accuracy of direct numerical simulation (DNS) and large-eddy simulation (LES). The objective of the present study is to add new techniques to these methods so that the use of numerical dissipation can be minimized for shock-free compressible turbulent flow simulations. For the past two decades, the methods of choice for turbulence simulation have been spectral if geometries were simple, or high-order nondissipative finite differences or spectral elements if the geometries were complex. With the advent of massively parallel computing and the need for ease and efficiency of parallelization there has been some use of secondorder methods for turbulence simulation. These second-order methods usually require very fine grids and correspondingly small time steps to counterbalance the low-order accuracy of the schemes. Hence, stable highly parallelizable high-order methods would be preferred. Here we focus on high-order noncompact and compact nondissipative central spatial differencing with orders of accuracy that are fourth order or higher. The usual methods of improving nonlinear stability of such methods without resorting to extreme grid refinement have been the use of filters or added numerical dissipation. For slowly developing long time integration problems such as DNS of turbulent flows, the added numerical dissipation leads to undesirable amplitude errors and hence inaccurate turbulence structures and statistics. In order to minimize the use of numerical dissipation, what is more important, we believe, is first to condition the compressible Navier-Stokes equations so that they have certain nonlinear stability properties, including the physical boundaries. Second, for robust methods, we need to construct high-order schemes that have a discrete analogue of the conditioned governing equations, including stable high-order numerical boundary condition treatments. Olsson and Oliger [6] and Gerritsen and Olsson [7] have developed such a theory for the perfect gas compressible Euler equations using high-order central differencing. Their theory has led to a splitting of the inviscid flux derivatives of the governing equations, hereafter referred to as "entropy splitting." Yee et al. [5] and Vinokur and Yee [8] viewed this splitting as a conditioned form of the original conservation laws and performed studies on 2D problems with periodic and nonperiodic physical boundary conditions. They also extended the splitting to a thermally perfect gas and 3D curvilinear moving grids. Their results indicate that the splitting can in general improve nonlinear stability and minimize the use of numerical dissipation for smooth flows and for problems containing complex shock-turbulence interactions. They also showed that entropy splitting can minimize the generation of highfrequency oscillation producing nonlinear instability. Such stability properties are of much value in the context of turbulence simulation.
With the aforementioned techniques, in conjunction with a Laplacian formulation of the viscous and heat conduction terms, we aim to demonstrate that very accurate turbulence statistics can be obtained with moderate grid sizes for a 3D compressible channel flow. We note that the chosen test case is for validation and comparison purposes and that the method of choice for this low Mach number and Reynolds number and simple geometry problem may well still be the spectral method.
ENTROPY SPLITTING AND SUMMATION-BY-PARTS APPROACH
In this section and the next we focus on a reformulation of the Navier-Stokes equations. For the subset of these equations that constitutes the Euler equations of gas dynamics we use an entropy-splitting approach. For the remaining terms a Laplacian portion is always included. We confine the discussion to a thermally perfect gas with constant specific heats
where p is the pressure, the density, T the temperature, and e the specific internal energy, with R the gas constant and c v the specific heat at constant volume. Yee et al.
[5] and Vinokur and Yee [8] present an extended formulation for a gas that is only thermally perfect (with internal energy an arbitrary function of temperature) and for curvilinear moving grids.
Split Form of Conservation Laws
Olsson and Oliger [6] and references cited therein give a detailed derivation of the entropysplitting procedure. Here we briefly review their procedure for the system of symmetrizable hyperbolic conservation laws
where u and f are column vectors. This system can be transformed by an entropy vector w
where the Jacobian matrices u w and f w are symmetric, u w is positive definite, and u(w) and f (w) are homogeneous of degree ␤. Thus we can write a split form of the original system as
with ␤ a splitting parameter (␤ → ∞ recovers the original conservative form). The homogeneity conditions
with a constant, lead to u w w = ␤u and f w w = ␤ f , respectively. This enables us to use integration by parts over, for example, a space domain x = x 0 to x = x 1 to rewrite the split form of the equations in terms of the time derivative of an inner product
Olsson and Oliger go on to write a "generalized" energy estimate for the norm defined by the left hand side of this equation. The existence of this norm based on the split form for the Euler equations is presented in Gerritsen and Olsson [7] .
Entropy Split Form of Euler Equations
For a perfect gas, a suitable transformed vector of variables W for the Euler equations with the usual conservative vector U can be found by defining
where = h(S) is an entropy function and h(S) is an arbitrary but differentiable function of 
For a full derivation of this formulation see Harten [9] and Gerritsen and Olsson [7] . The Euler equations, which would normally be written in the usual notation as
with
and
can now be rewritten in the entropy split form
(see Yee et al. [5] for the conditions on ␤). Here the transformed entropy vector W is
where p * is given by
The upper triangular parts of the symmetric matrices F W , G W , and H W are given [5] by
where
By using the definition of E T , we obtain alternate forms of the above relations that do not contain E T . Normally, we need to compute U W for the split form of
However, we only consider a semidiscrete approach of applying temporal discretizations. Aside from using the split form of the inviscid flux derivatives F x , G y , and H z , we do not have to use the split form of U t for implementation. Thus the final form of the semidiscrete entropy-splitting approach still can be expressed in terms of conservative and primitive variables, making possible easy and efficient implementation to existing computer codes.
Summation by Parts
In the proof of the generalized energy estimate for entropy splitting use was made of integration by parts. To obtain a similar stable estimate in numerical simulation, for both the interior and boundary spatial schemes, we need difference operators that satisfy a discrete analogy of this, known as summation by parts (SBP). SBP operators first appeared in the work of Strand [10] . Stable boundary difference operators (boundary schemes) for central schemes (interior schemes) are discussed in Olsson [11] and known as the SBP projection method. These stable boundary operators were developed for the characteristic variables for systems of symmetrizable hyperbolic conservation laws. Carpenter et al. [12] developed a variant of the SBP boundary difference operators for the linear or linearized hyperbolic equations without the entropy-splitting concept. For the numerical experiment, we employ the Carpenter et al. boundary scheme. In his notation a first-derivative SBP operator for the combined interior and boundary scheme is given by
with a uniform grid spacingĥ. For a fourth-order central interior scheme the matrices P and Q are given by (81b + 675a + 335) 540
−(216b + 2160a + 655) 4320 
The dots in Eqs. (26) and (27) indicate continuations of the previous line entries along matrix diagonals. The derivative operator D is then computed by inverting P and multiplying by Q. This is done during initialization of the program to ensure that the elements of D are known to machine accuracy. In other words, the coefficients of the boundary scheme at the first four grids points j = 1, 2, 3, 4, with j the grid index in a chosen direction, are the form indicated on the first four rows of the above form. For the second derivative, Carpenter proposes an analogous SBP criterion. For the fourthorder noncompact central interior scheme this leads to a form that can be written explicitly as 
Here D 2 is not D × D of the first-derivative formula.
NAVIER-STOKES FORMULATION
By itself, entropy splitting and the compatible SBP boundary formulation might not be able to produce a robust method for the Navier-Stokes equations, and attention needs also to be focused on the viscous and heat conduction terms. For the momentum equations the viscous terms are commonly written as
with the dynamic viscosity. The equations contain derivatives of quantities that already contain derivatives. Two operations of a first derivative are not equal to a single secondderivative operator. For example, a second-order central differencing of a function f x witĥ h as the uniform grid spacing is
Two operations of a first derivative give
which leads to odd-even decoupling, while a single second-derivative operator gives
which can lead to physical damping of 2ĥ oscillations. In order to avoid odd-even decoupling from the outset we rewrite the viscous terms in what we call a Laplacian form:
The first term is a Laplacian, corresponding to the incompressible formulation of the equations. This term is always treated with second-derivative operators. The second term is zero in incompressible flow. The third term is zero if the viscosity is constant, and the last term is zero if either the viscosity is constant or the flow is incompressible. The same procedure is applied to the energy equation leading to a first term containing the Laplacian of ␥ e/Pr + u i u i /2, where Pr is the Prandtl number. In a subsequent study, attempts have been made to reformulate the continuity equation in a similar way (Sandham and Yee [13] ). However, these methods have not been proven to be robust in other flows and complicate the parallelization, so they are not pursued further here.
COMPRESSIBLE CHANNEL FLOW
As a test case for application of the method we consider wall-bounded isothermal compressible turbulent channel flow. The fluid mechanics of this problem have been studied in some detail by Coleman et al. [14] and Huang et al. [15] . They showed that the only compressibility effect at moderate Mach numbers comes from the variation of fluid properties with temperature. They used a uniform body force term
to drive the flow but recommended a different constant pressure gradient approach, which involves splitting off a driving pressure gradient from the pressure terms in the x-momentum and energy equations. In the dimensionless x-momentum equation this leads to a forcing term on the right hand side given by
while in the energy equation we have a corresponding term on the right hand side given by
We present test cases using both formulations. For simplicity we solve the fixed body force or pressure gradient problem rather than constant mass flow rate. Thus the wall shear stress and mass flow rate vary during the simulation. In the next sections we present grid refinement studies and comparisons to published DNS databases, computed using spectral methods.
Channel half-width h, mean friction velocity u , wall temperature, and bulk (integrated) density are the reference quantities for formulating dimensionless variables. Sensitivity to the parameter ␤ was also checked. The numerical experiments in [5] provide some guidance on the beneficial range of ␤. In general, the beneficial range of ␤ becomes smaller as the speed of the flow increases, especially when shear and shock waves and vortices start to form. On the other hand, the bigger the ␤ ≥ 100, the less likely it is that there will be a benefit from the entropy splitting since it is closer to the unsplit situation. Depending on the speed of the flow and Reynolds number, for turbulence flows, instability usually occurs for ␤ close to 1 (nearly 50% nonconservative portion of the governing equations is used) and for large ␤ (nearly 100% unsplit). For a calculation on a grid 18 × 61 × 18 the turbulent channel simulation was stable for 1.25 < ␤ < 12. The different ␤s within this range can lead to different turbulence statistics, for example measured by a momentum equation balance [18] . However, results for ␤ = 2 and ␤ = 4 were indistinguishable, and deviations only started to appear for ␤ ≥ 8. Consequently we used ␤ = 4 for all of the simulations presented here. It was verified that the choice of ␤ did not affect the converged (fine grid) results. The use of Mach and Reynolds numbers to adaptively determine the value of ␤ at each grid point, as suggested in Yee and Sjögreen [3] , appears to be a promising development and is the subject of current investigation.
GRID REFINEMENT STUDY
For a first study we take a simplified case in which the fluid properties (viscosity and conductivity) are held constant and the computational box size is kept small. The latter is justified as a method of reducing cost as the gross turbulence statistics are relatively insensitive to computation box size, so long as the domains are still significantly larger than the minimal domains on which turbulence can be sustained. A Mach number of 0.1 is chosen, based on mean friction velocity and sound speed corresponding to the fixed wall temperature. Together with the constant property assumption this choice of Mach number means that results can reasonably be compared to results from previous incompressible flow calculations. The computations were carried out at a fixed CFL = 2.0. They were started with artificial initial conditions and first run to time t = 50, by which time dependence on the initial conditions is lost. Statistics presented in this section were accumulated over the time interval t = 200-300.
We begin with a comparison of three simulations with grids 12 × 41 × 12, 24 × 81 × 24, and 36 × 121 × 36. The largest number in each case corresponds to the direction normal to the wall (y). The computational box has nondimensional length 3 in the (streamwise) xdirection, 1.5 in the (spanwise) z-direction, and 2 in the y-direction. The x-and z-directions have periodic boundary conditions with uniform grid spacing. In the y-direction, the grid is stretched according to
with uniformly distributed on [−1, 1], c = 1.7. The ratio of grid points in each direction was chosen so that all directions have roughly the same degree of resolution of the relevant turbulence microscales in each direction. For these simulations, the classical fourth-order Runge-Kutta temporal discretization, and fourth-order noncompact (five-point) central spatial interior scheme together with the Carpenter et al. [12] boundary scheme have been used. Figure 1 shows the mean flow, Fig. 2 the root mean normal stresses, and Fig. 3 the stress profiles across the channel. Angle brackets denote averages over the homogeneous spatial directions and time while in the usual notation double primes denote deviations from
FIG. 2.
Effect of grid refinement on normal stresses. The top curves relate to the left scale, the middle to the right scale, and the lowest to the furthest right scale.
FIG. 3.
Effect of grid refinement on turbulent shear stress (curve falling to zero at the walls). The total stress (straight lines, nonzero at walls) is also shown. mass-weighted (Favre) averages. The convergence is not uniform across the channel but the change from medium to fine grid is smaller than the change from coarse to medium grid. A comparison of the rms quantities with an incompressible flow simulation on the same size computational box (Z. Hu, private communication) is shown in Fig. 4 . Here we compare Note. The incompressible flow reference is from Kim et al. [17] .
the 36 × 121 × 36 fourth-order compressible simulation with a 32 × 81 × 32 fully spectral incompressible simulation using the method described in [16] . Good agreement is found, as expected for this Mach number (0.1 based on friction velocity or 1.8 based on centreline velocity). The convergence of various global measures is shown on Table I for the grids already discussed. For the pressure gradient and Reynolds number specified, the velocity gradient at the wall should be 180, with difference from this being an error of the simulation.
Here Re is the Reynolds number based on u , the mean density at the wall w and the mean viscosity w at the wall. For the finest grid the resolution in wall units (a common check on resolution in DNS) is 
COMPARISON WITH COLEMAN ET AL.
Coleman et al. [14] carried out comparable simulations in their study of the effects of Mach number on turbulence statistics. In this section we simulate their case Re = 190 and M = 0.095. In this case the uniform body force term (36) was used together with variable fluid properties (power-law temperature dependence of the viscosity with exponent 0.7 and fixed Prandtl number Pr = 0.7). With the variable viscosity there is a need to use a larger computational box size than was used in the previous section, since turbulence structures become larger as the viscosity is reduced (the wall is cold relative to the bulk flow). We chose to use a box of size 6 × 2 × 3, i.e., twice as large in x and z as in the previous section. This size is still somewhat lower than Coleman et al., who used a box of size 4 × 2 × 4/3. A computational grid of 60 × 141 × 60 was used, giving x + = 19 and z + = 9.5, which For this simulation a parallel implementation was used, which incidentally illustrated the excellent parallel scaling of the method on a Cray T3E-1200E computer (90% efficiency   FIG. 6 . Root mean normal turbulent stresses, comparing current simulation (dashed line) with that of Coleman et al. [14] (solid line). The top curves relate to the left scale, the middle to the right scale, and the lowest to the furthest right scale.
FIG. 7.
Turbulent and total shear stresses, comparing current simulation (dashed line) with that of Coleman et al. [14] (solid line).
for a 240 3 benchmark on 256 processors and continued good scaling up to 768 processors, as reported in Ashworth et al. [19] ). The simulation presented here used 32 processing elements. Table II shows summary output from the simulation. Data from Coleman et al. have been renormalized to compare with the current simulation results. Figure 5 shows the mean-velocity profile, while Figs. 6 and 7 show the shear stress and rms turbulence fluctuations. Overall a good agreement is obtained, illustrating the good performance of the method for a resolution comparable to that of a spectral method. Good turbulence kinetic energy budgets have also been obtained [18] .
DISCUSSION AND CONCLUSIONS
We have demonstrated how a numerical scheme for the compressible Navier-Stokes equations may be constructed that does not require filtering, upwinding, or additional viscosity to be stable for shock-free compressible turbulence computations. In this respect the method emulates the performance of the best incompressible flow formulations, which may use dealiasing, skew-symmetric formulation, or energy conservation (e.g., variables on a staggered grid) to obtain a robust method. The assessment of this performance is based on numerical tests on a low Mach number and Reynolds number compressible turbulent channel flow, and the accuracy comparison of the present scheme with the fifth-order WENO scheme (Hadjadj, private communication, 2000) . For the same problem, the fifth-order WENO scheme is over six times more expensive yet more diffusive than the present scheme using the same temporal discretization. Without the use of the entropy splitting of the inviscid flux derivatives and Laplacian right hand side formulation, using the same CFL number, the solutions typically blow up before meaningful turbulence statistics can be obtained.
It is noted that, for this well-studied problem with accurate turbulent flow databases for comparison, we can safely conclude that entropy splitting in conjunction with the Laplacian formulation calculations were able to obtain stable fairly accurate solutions using coarseto-moderate grid sizes without added numerical dissipation or filters. For problems that are less known, as with any approach and numerical method, one must know the limitation of the approach and exercise caution. Otherwise the methods may give an answer that is incorrect when low resolution is used, (see Yee and Sweby [20] for an example).
The numerical methods are currently being applied to several practical problems. Alam and Sandham [21] have studied shock-free transition to turbulence near the leading edge of aerofoil, while Lawal and Sandham [22] have used the above method in conjuction with shock-capturing schemes from Yee et al. [1] to study transitional shock boundary layer interaction in flow over a bump. These practical applications have been run without the need for changes to the numerical method and hence are leading to some confidence that the developments presented here are generally applicable for direct numerical simulation of compressible turbulent flow.
Several options remain for improving the capability of the method. Our numerical experiment employs a fully explicit time integrator. Perhaps a fully implicit [1, 5] or semiimplicit procedure might permit a more efficient (larger time step) time integration without sacrificing accuracy. For example, if acoustic and viscous terms could be made implicit it is estimated that a time step six times as large as that used for the simulations presented here could be used. Thus, the cost of any implicit treatment cannot be more than six times that of an explicit time step, or else no gain will be made. This is a fundamental problem for turbulent flow that must be computed in a time-accurate manner. The selection of an efficient and highly accurate temporal discretization is a subject of future research.
A further step in this work will be to couple the entropy splitting and Laplacian formulation discussed here with recent improvements [2] [3] [4] to the Yee et al. [1] schemes for simulations of shock-turbulence interaction. For this type of flow the automatic switching on or off of both the specialized filter and the entropy splitting appears to be very promising. In addition, a study will be made of the potential benefits of sixth-order differencing schemes over the fourth-order schemes considered here. In [1, 5] it was found that while the sixth-order scheme required slightly more operations count, it was more accurate than the fourth-order scheme. We would like to point out that the Carpenter et al. boundary scheme for the sixth-order interior scheme is not very stable. On the other hand, the Strand grid stencil for a stable boundary difference operator associated with the sixth-order interior scheme is two points wider than the Carpenter et al. variant for the same interior scheme. In this case, we have to use the boundary scheme starting at the eighth point from the physical boundaries. However, the sixth-order scheme may out-perform its fourth-order counterpart, since the slight increase in CPU required may well be compensated for by the gain in accuracy and, as a consequence, the possibility of using a coarser grid.
