Abstract
Introduction
Image fusion is the combination of two or more different images to form a new image by using a certain algorithm. It aims at the integration of disparate and complementary data to enhance the information apparent in the images as well as to increase the reliability of the interpretation [1] . It is the aim of image fusion to integrate different data in order to obtain more information than can be derived from each of the single sensor data alone (`1+1=3') [1] . Now, as an important image analysis and computer vision technology, image fusion has widely applied to target recognition, computer vision, remote sensing, robot, medical image processing, military application, etc.
Multi-focus image fusion is a new technology that gets a new image all parts of which are clear by fusing several images focused respectively on different targets to overcome the disadvantage, that is to say, the single focus of the filming device in the same imaging conditions. Typical image fusion methods are mainly the weighted average method, pyramid decomposition method，wavelet transform method. The weighted average method is the most simple image fusion method that takes a weighted average of several different images to produce a new clear image. The pyramid decomposition and its improved methods [2] [3] [4] [5] fuse images on different spatial frequency bandwidth, but it isn't quite satisfied with the result for the interlayer correlation and high redundancy of the pyramid decomposition. The wavelet transform and its improved methods [6] [7] [8] [9] [10] [11] [12] 18, 19, 20] can well preserve the high frequency information of the multi-focus images and has an ability to present the local characteristics of information in both frequency and spatial domain, but it still in some extent loses some characteristics of the original images and leads to some false information as lacking shift invariance. In addition, [13] presented an image fusion method based on non-negative matrix factorization (NMF), which can effectively extract the main features of the different images and lose fewer characteristics of images. Experimental results show that the results of NMF fusion method are more close to the ideal image relative to the pyramid decomposition method and wavelet decomposition method. Because of its ability to extract global features vector, NMF algorithm performs better on the global characteristics, such as the overall contrast of the image, consistency. However, due to the lack of processing local detailed information, the fusion result is not clear in the details and has low local contrast. In this paper, a new multi-focus image fusion method based on the weighted non-negative matrix factorization and focal point analysis is presented to improve image fusion method based on non-negative matrix factorization. In the fusion process, fully considering the characteristics of the multi-focus images with different focal point, the algorithm takes focal point as center to build a weighted matrix to emphasize the important data and finally gets a clearer fusion image.
The paper is structured in seven sections. The following section explains the principle of NMF and section III introduces the principle of WNMF. In Section IV, the non-negative matrix factorization with the sharpness-contained is introduced. In Section V, the image fusion method using WNMF and focal point analysis is presented and is analyzed. In Section VI, the results and analysis of experiments conducted based on clock images are presented. Finally, our conclusions are given in Section VII.
The NMF theory and its application principle in image fusion
Lee and Seung presented NMF [14, 15] for learning parts of faces, and the non-negative constraint is added to the matrix factorization that all images must be represented by a matrix with non-negative elements. An important constraint of NMF is the non-negatives of base images and encoding, which only allow additive combination of non-negative parts. This idea is inspired by psychological and physiological principles assuming that humans learn objects part-based. The NMF problem imposes non-negativity conditions on the factors and can be stated as follows.
Given a non-negative matrix V, it needs to find n × r non-negative matrix W and r × m non-negative matrix H so that formula (1) can be established.
Because the decomposed matrix only obtains non-negative elements and only allows additive combination of non-negative parts, the original matrix column vectors can be explained as the weighted sum of the W matrix column vectors and the weight coefficients are the elements of the corresponding column in the matrix H. In practice, it means that large amounts of data vectors are represented by relatively few base vectors. The non-negative base vectors W have certain linear independence and sparsely, so that it has considerable expression ability.
To find an approximate factorization V ≈ WH, it's essential to define a cost function that measures the error between the original data V and the approximation WH, and then a way of minimizing this cost function must be found in respect to W and H. The choice of cost function F will affects the solution of the minimization problem. Two popular choices in matrix problems are the Euclidean Distance and the Kullback-Leibler Divergence, just as (2) and (3).
Because the best case is to make V and WH minimum reconstructed error for a given matrix V, matrix W and matrix H, the solution of the NMF is actually an optimization problem. It can be described as (4) and (5). The above formula can be solved by the gradient descent algorithm. Lee and Seung in [5] proved theoretically the convergence of the NMF algorithm, and get the followed iterative rules (6) for W, H.
The iterative rules can obtain the based parts representation WH of the original data V from the NMF algorithm theory. The column number of the matrix W that also is the number of characteristic base is a required value, which directly determines the dimension of feature subspace. Considering the case r = 1, it will get a unique characteristic base that contains all integrated characteristics of the raw data. Suppose there are k pieces of observation images f1, f2, ┅, fk that can be expressed as a mn × k matrix V, and each of the k pieces of observation images is represented in linear form as a vector of the matrix V. Factorizing the matrix V based on non-negative matrix factorization method and taking r=1 will get a unique characteristic base. Obviously, W contains the full features of k pieces of fusion images, and the reconstruction of the feature matrix W can get better results than these raw images.
The Algorithm Based on Weighted Non-Negative Matrix Factorization
An algorithm based on a weighted non-negative matrix factorization is presented in [16] , in which the weighting factors are introduced to emphasize the key part of data and the convergence of the algorithm is proved. This algorithm improved the non-negative matrix factorization of Lee and Seung and achieved good results in face recognition. The iterative rules of the WNMF algorithm to solve problems are as follows.
In fact, Lee and Seung's non-negative matrix factorization iterative algorithm can also be understood as follows.
(1 ) (1 ( ))
Namely, the value of the weight matrix U is 1 in the iterative algorithm.
Non-Negative Matrix Factorization with the Sharpness-Contained
The sharpness-contained is introduced into NMF in [17] , which can enhance the clarity of the image fusion result. In this method, assuming the pixel-by-pixel clarity of the Feature image that is constructed by a column in the feature basis matrix W is Cj, then Cj is arranged into a column vector C' with the row priority. Because the constraints in the NMF is to minimize, and the clarity requirement for the fusion image is to maximize, so the reciprocal of the clarity S = 1/Cj is defined to represent the clarity constraints. Therefore, the objective function (4) is modified the new objective function (9). 
When formula (9) achieve the minimum, formula (2) also converge to a minimum. In formula (9), a is the tuning parameter. So the iterative formula (6) for NMF is amended as formula (10).
Multi-Focus Image Fusion based on WNMF and Focal Point Position Analysis

Steps of the algorithm
The algorithm presented in this paper is divided into four stages: determining the approximate focal point, building weighted matrix, WNMF iterative fusion, restoring the fused image. First of all, the approximate coordinates of focal point of multi-focus images are analyzed and determined according to the point spread function (PSF) principle in optical system. Secondly, the weight for each pixel is calculated according to the coordinates of focal point and the Euclidean distance, and then the weighted matrix is built. Finally, the final fused image is gained through the iterative algorithm based on WNMF and image reduction. Algorithm flow chart is shown in Fig. 1 . 
The point spread function (PSF)
The point spread function is the impulse response function in the optical system and is a basic tool to evaluate the imaging quality of the optical system, and it has been widely used in the image restoration processing. The ideal optical system is that the light energy from a point of object space also concentrates on a point in image space, but as the actual imaging optical system, the light emitted by a point object space is always distributed in a circular area. Obviously, the larger the area of this circle, the blurrier the corresponding image becomes and vice versa that this distribution is the point spread function (PSF). According to the imaging feature, the part F (x, y) that focus unclear can be expressed as follows.
F(x, y) = h * f(x, y) (11) In (11), the input f is a clear goal and h is the point spread function, and in practice h can be approximated by Gaussian function.
Determining the approximate coordinates of the image focal point
Suppose there are two original images F1 and F2 whose focal points are different in the same scene. Due to the different focal points, clarity and fuzzy parts of F1 and F2 are not the same. Suppose the focused clear part in F1 is u1 and the fuzzy part is v1，the focused clear part in F2 is u2 and the fuzzy part is v2. It's obvious that the fuzzy part v1 of F1 can be approximately got by the convolution between the focused clear part u2 of F2 and appropriate Gaussian function h1 according to the point spread function theory, and similarly the fuzzy part v2 of F2 can be approximately got by the convolution between the clear focused part u1 of F1 and appropriate Gaussian function h2. It can be expressed by formula and . So the following formula (12) can be obtained.
Therefore, the clear focused part of F1 and F2 can be approximately got in this way. Specific steps of locating the approximately position of focal point as followed. Firstly the right Gaussian matrix is chosen to get F2' by having a Gaussian obfuscation to F2, so the clear focused goals of the original image F2 will become fuzzy and the goals that are fuzzy will be more fuzzy. Secondly a difference image can be got by the original image F1 minus F2' and the contour of clear focused goals of image F1 can be got. Finally，after a proper mask matrix whose value is 1 is convolved with this binary image， it will find a coordinate point whose convolution value is the minimum. At the point, it can be inferred that this coordinate point is the approximate focal point position of original image F1. Similarly, the approximate focal point position of original image F2 can be found. The function that determines the approximate focal point position of original image is described in Equation (13) . 
（13）
In (13), f is the minimum value after convolution process, and m, n are the coordinates of f.
Weighted matrix and fusion
Firstly, the approximate focal point coordinate of each multi-focus image is determined by above methods. Secondly the Euclidean distance of each pixel is calculated with these coordinates as the center. So, the weight of each pixel can be obtained through formula (14) . Here, the value of σ takes 30, x and y are coordinates of focal point. Obviously, the weighted value will decreases with the increase of the Euclidean distance between pixel point and focal point. According WNMF iterative formula (7) and the sharpness-contained formula (10) get the new iteration formula (15) .
Finally, after creating the weighted matrix U in the formula (7), the new iteration formula (15) based on the weighted non-negative matrix is applied to image fusion and gets a new image that all parts of the image are clear.
Experimental results and analysis
The multi-focus image Clock A and Clock B are selected and used in this experiment. The goal in front of the Clock A is focused clear and the goal behind the Clock A is focused fuzzy. In contrast, the goal in front of the Clock B is focused fuzzy and the goal behind the Clock B is focused clear. The two images would be fused in the wavelet transform fusion method, Laplacian pyramid fusion method, NMF fusion method and the method presented in this paper. Since there is no standard reference image, the effect of the fused image only can be evaluated by the entropy (H) and the cross entropy (RCE). The entropy (H) of the fused image reflects the amount of information that the fused image contains, and the greater entropy (H) means relatively better fusion effect. The cross entropy is a direct reflection of the two images difference. The smaller cross entropy means that the fused image extracted more information from original image, so the effect of fusion image will be better. These objective evaluation methods are introduced specifically in [7] .
The experimental results are shown in Fig. 1 to Fig. 9 . Fig. 4 and Fig. 5 are the binary images of the difference images that are obtained by original image with appropriate Gaussian function processing. It's seen from Fig. 4 and Fig. 5 to have got their respective clear contour of focused clear goals. Having a convolution to a mask matrices value of 1, Fig. 6 and Fig. 7 display focus point of original multi-focus images, and the square area whose center is the focus point is shown in black to study. Fig. 8, Fig. 9 , Fig. 10 , Fig. 11 respectively are obtained by using the Laplacian pyramid, wavelet transform, ordinary non-negative matrix fusion method and the fusion method presented in this paper. It turns out that the effect of the fusion image obtained by the method of this paper is better in the subjective vision, and especially the image detail in the vicinity of the focal point is more delicate and clear. Table 1 shows the objective evaluation data of the four methods. These data are obtained by the image entropy and the cross-entropy to evaluate the results of the fused images. The entropy H of the fused image obtained by the method presented in this paper is maximum, which means that the fused image contains the largest amount of information and has relatively better fusion result than others. Meanwhile, the cross entropy of the fused image obtained by the method presented in this paper is minimum, which means that the fused image extracts more information from the original images and has relatively better fusion result. 
