Introduction
There are several notions of duality in the Markov process literature. In this paper we will be concerned with a type of duality that has proved quite useful in the stu.dy of certain interacting particle systems. We will show that this du&rty reverses the role of entrance and exit laws. Furthermore, we will show that Theorem 3.2 of [3] and Theorem 2.2 of [29] are 'oclal' in precisely this sense. Several new results for entrance and exit laws for diffusions, birth-death processes, and birthdeath chains are obtained, and the'questions raised in [3] are resolved. A duality relation for one-dimensional diffusions is established which should be of indepen-(dent interest. We begin with the definition of duality [25, p. 204) Let Xt, I 2 0 be a temporally homogeneous Markov process on the measure space (X, F,) with transition function ~p,(x, du ) , and let Yt, t 3 0 be a temporally homogeneous Markov process on the measure space ( Y, FY 1 with transition function q, (y, do ) .
For another source of dual processes consider the stochastically monotone processes (on the real line) of Daley [5] . X, is said to be stochastically monotone if for each y and 1, Px (X, f d y ) decreases as x increases. Under mild continuity restrictions Siegmund [30] proves that a stochastically monotone process has a dual process (which is stochastically monotone) with respect to the function f(,q y) = To present our basic result concerning this duality we need two definitions of Dynkin [7] . For measures p and functions g we will write /q,(r) - (1.3
Definition. An exit law h for X, (or p, ) is ~1 family h = (II, i5;;* of measurable functions An ezrit law h will be called hounded if sup\., h,(s ) < cc.
Of course it is possible to consider various modifications and generalizations of these definitions. For the most general case and applications of entrance and exit laws, the papers of Dynkin 17, 8, 9 , HI], Fiillmer [12], and Spitzer [32] should be Ctrn(tultcd. For our purposes it will sufhce to give two simple interpretations of cntrancar and exit laws.
If h is a bounded exit law for Xl, the formula 6(x, s ) = h & ) defines a bounded space time harmonic function h, and of course the converse is true. This means that exit laws give information about tail fie2d.s (see [27] ). If Y is an entrance law of probability!measures for pI, then it is possible to construct a probability measure P" and a Markov process & with time parameter set R and transition function pt (i.e. P"(&+, E r I &, --a3 < u S s) = p, (&, f) a.s. P" for s E R, t G= 0). Conversely, given such a measure P" and process &, the formula v,(r) = P"(& E r) defines an entrance law.
The main result of this section shows that the duality equation t 1.1) reverses the role of entrance and exit laws for dual processes. Before stating this result we present two more definitions. 
1'
An entrance law v = {v,} will be called admissible if each v, is admissible and an exit law /z = {h,<} will be called representable if each h, is representable. Our main result shows that the duality equation (1.1) reverses the role of entrance and exit laws for dual processes. (ii) Suppose h is a representable exit law for X,, with each h, having representation ( 1 A). Then u = (v..). 5 s E ila is an entrance !~Iz* for Y,.
Proof. For (i, it s&ices to show thal 11, defkd by ( 1.4) satisfies PJI,, , = h,. liskg the hypothesis that 1' is an entrance law and ihe duality equation t 1.1) we obtain j'y p (dy )#'(L y ), qY, = vs +I.
!t is an interesting problem to determine whether or not a given Markov process has nonconstant bounded exit laws or nonconstant entrance laws of probability measures. In th? following section a fairly complete discussion of this question is presented for the class of birth-death processes. In Section 3 some results on the structure of these laws are presented. The duality of monotone processes is considered for the class of one-dimensional diffusion processes with continuous speed functions in Section 4. Results for discrete time birth-death chains are given in Section 5.
Birth-death processes
A birth-death process on X = (0, 1, 2, . . .} or X* = {-I, 0, 1, . . .} with birth rates A,, death rates cc, makes transitions n -+ n + 1 at rate A,,, II -+ 0 -1 at rate pll.
12.1)
We assume A, 3 0 for n HI and flrl >O for tz 3 1. If puci = 0 (reflection at 01 the process has state space X; if p. > 0 we set p 1 = A 1 = 0 (absorption at -1) and the process has state space X*. Van Doorn proves ([36, Theorem 3.11 but see also Siegmund [30] ) that if Xt is the birth-death process with rates An, p, (p. = 0) which satisfy both C (A,, p,, ) and
That is, Xt and X,* are dual with respect to the functionf(x, y) = l+++ This duality equation does not seem to admit a 'path decomposition' type proof. One easy consequence of this equation is that XT has po:;itive probability of escaping to infinity if and only if Xl is positive recurrent.
Another form of this duality can be expressed in terms of hitting times. Fix i Cj and let A,, p,, be birth-death rates with Ai = pi = pi = 0 (i.e. i is reflecting,/ absorbing) and A,,, p, positive otherwise. The dual rates AZ, p: defined by (2.2) satisfy /_& =Ajk-l =Aj!-l = 0 (i.e. j -1 is reflecting and i -1 absorbing.) Let 7x (r,* ) be the first hitting time of x for Xl (XT ), Then a consequence of the duality equation (2.3) is It should be noted that this equation depends on the assump+ions that i is reflecting for X, and j -1 is reflecting for Xf .
The following result of Rasler [2 31 arid Frnstedt and Orey [ i3] was proved for diffusions, but of course holds for birth-death processes. The symbol l denotes weak convergence. A,,, p,, t&O T= 0) which Wisf) C(A,, p,) . Then the following conditions clre equivalent.
Theorem 2. Let X, be a birth-death process with rates
(a) Xt has a ,rzonconstant bounded exit law.
(b) There are numbers tk -* 00 and a probability measure C$ such that Several comments are in order here. Each of these conditions is equivalent to Xl having a nontrivial tail field (see [13] and [29] ). In fact, if (b) holds, then 7/, -tk + a-e. to a random variable which 1;enerates the tail field. Since recurrent birth-death processes have trivial tail fields, Theorem 2 is a theorem about transient processes.
The equivalence of (c) and (d) is a calculation which can be made using difference equations or the technique of Theorem 2 of [ 131. The relation (c) 3 (b) follows from a standard result about sums of independent random variables. The relation 0~) *(c) was (apparently) first proved by Karlin and McGregor [21] . The key fact is their observation (see also [22] ) that for each k there are positive numbers aik', ; -2 1,2 . . . . . k, depending only on An, pn, for n s k, such that &i.c'fTk) = j-i --$-, MR.
; -1 a, (2.5) That is, under Pr,, Tk is equal in distribution to the sum of k independent exponential random variables. This depends on the fact that 0 is reflecting. Using this fact it is not hard to show that for t # 0, IEo(eifTk)~ + 0 if Var&k) + + 00. This proves (b) + (c).
The corresponding result for entrance laws is remarkably similar.
Theorem 3. Let X, be a birth-death process with rates A,,, gu, (JUT 20) which satisfy CM,,, p,, ) . Then the following conditions are equivalent.
( a I X, lrt~s a llonconstant en trance law of probability measures.
i h i i%w arc ?wnhm !k -00 arzd a probability measure d such that
Qtc that a process which satisfies (t-11 must be recurrent. The relations (a) e(b), 1~ i t+ d 1, md (cl 3 (1~ I WI be found in [3] (the birth-deal h version of Theorem 3.2), [2, Lemma 4.31, and [2, Theorem 4.21 . 'The new result is (b)*(c), which resolves the two questions raised at the end of [4] . The difficulty lies in the fact that rO, under Pk, has no known simpie representation like (2.5).
Proof of (b) + (c). The Chebyshev estimate and the fact that tk + 00 imply that (b) cannot hold unless E&) + 00. The argument for Vark(TO) is more involved. Let X: denote the birth-death process with the same rates as X,, except that reflection occurs at x (A: = 0), and let 75 be the first hitting time of 0 for X:. We will :ihow that a consequence of (b) is
Once this is done, the rest is easy. By the remark after Theorem 2, especiallly equation (2.5), (2.6) implies limk+oo Vark (75) < CO. By calculating this limit in terms of birth-death rates, one finds that the second sum in (d) must be finite, and hence limk,, Vat-&) < 00, which is the desired result (since (d) W (c)).
The proof of (2.6) is based on the two equations where 0 < y CX, 9 denotes equality in distribution, t(x, y ) = t, -t,, the superscript x refers to the process X:, and the random variables Qx, y ), 7(x, y ), i(x, y ) and r( y, 0) are defined as follows. For the process starting at x, let 7(x, y ) = T,, let I(x, y ) = sup{r 2 0: Xt = x and T, < t}, and let 7(x, y) = 7(x, y ) -4(x, y ). Thus 7(x, y) is a copy of the time it takes the process to go from x to y, I(x, y ) is the last time the process is at x before hitting y, and 7(x, y ) is a copy of the time it takes the process to go from1 x to y conditional on not returning to x before hitting K Finally, ~(y, 0) is a copy of the time it takes the process to go from y to 0, and i.; taken to be independent of all other random variables. Equations (2.7) and (2.6) follow from the strong Markov property.
To exploit (2.7) and (2.8) effectively we need the following. tit I This is oh~ious, since X, and X:. conditional on not hitting s. are the same process.
Finally, the proof of (2.6) is as follows. By the lemma, for s and ~1 sufficiently large, ILY, v A completely different approach to proving (b) 3 (cj of Theorem 3 can be based on the following proposition and duality arguments. All that is needed is Theorem 2 and (d) 3 (c) * rb) of Theorem 3. satisfy   C(A,, CL,,) and D(A,, pn) . Let XF be the process with rates h z, plz defimed in (2.2). Then Xl has a nonconstant bounded exit law if and only if X? has a nonconstant entrance law of probability measures.
Proposition. Let Xt be a birth-death process with rates A,, p,, (~0 = 0) which
Proof. Suppose V* = {u,*},~~ is a nonconstant entrance law of probability measures and by Theorem 1, {h,} is a bounded exit law for X, and is clearly nonconstant. Now suppose that h ={hs}sER is a nonconstant exit law for Xl. It is possible to define ~_~({y)) by (2.9), but there is no guarantee that u -s is positive, so we proceed as follows. By Theorem 2, (d) must hold. Using the transformation (2.2) we see this is equivalent to II Thus (d) of Theorem 3 holds for the rates AZ, &. Since (d) 3 (a) we conclude XT has a nonconstant entrance law of probability measures.
Exit laws '
In this section X, will denote a Arth-death process with strictly positive rates A,,, I_c,, (except p0 = 0) which satisfy C (A,, p,) . Let H be the set of bounded exit laws h ={h,} for X< and let H,, be the set of those {h,} in H such that each 12, is a monotone nonincreasing futction. We have shown that H,,, can be identified wit!! the set of entrance laws of finite measures for the dual process Xf. In this section we will examine in more detail the struture of H and H,. Let B be the set of bounded Bore1 functions g : R-+[O, 00) and let B,, he the set of those functions in B which #are right continuous and monotone nondecreasing. We will identify functions which agr-ee a.e. (Lebesgue measure).
If X, has a nonconstant boundtd exit law, then it has a nontrivial tail field generated by T = limz +3c 7: -Eo7, (see [13] ). The random variable T is tail field measurable and the distribution function of T has a Lebesgue derivative which is strictly positive on R. A,,, p,, krt'cpt pr, = Oi which satiyf) p CL\,,, p,) 
Theorem 4. Let X, be d birth-death process with strictly posititv rrites

., and it is easy to show h,(x) =E,g(T-s).
Suppose g E 61,. Then g has a unique representation whcrc v ic; a (finite) Bore1 measure [ -00,~) .
By Fubini
To show &g E H,, it suffices to show that E, l{~ \ r_u} is nonincreasing in x for fixed s and II. But this is simple since One consequence of Theorem 4 is that each lz E N,,, has a unique reprewntation of the form where v is a finite Bore1 measure on [--a, 00). It is clear from this representation that if HL is the set of h E H,,, with SUP~,~ h,(x) = 1, then the set of extreme points of Hk is (h", --oOdu<aOlh,"(x) =P,(T>s+u) }.
We interpret h-" as h,"(x)= 1 for all s, x, the constant exit law. Observe that hy = h y,,, and hence that except for translation, there is only one nonconstant extremal exit law in Hk. This type of result for entrance laws has been pointed out in [4] .
Diffusions
The results of the previous sections can be extended to one-dimensional diffusions' For simplicity, we will only consider diffusions on [0, 00) with +OO inaccessible and 0 either absorbing or reflecting. The scale function is S, the speed measure is m, and we will call M(x) = m ((0, x] ) the speed function. Unless otherwise noted, all facts quoted about dbffusions can be found in Chapter 16 of Breiman's book [l] . In this section we will examine the scale and speed functions for birthdeath process, convert the duality transformation (2.2) to a scale and speed transformation, and then apply Stone's work on weak convergence to obtain tha duality result for diffusions This equation (unlike the previous one) holds if one or both of x, y are zero. This completes the argument.
We will now state the entrance law result for diffusions, and will omit the proof, which parallels the proof of Theorem 3. The exit law result can be found in 1131 or [29] . As with Theorem 3, the new result 1~ (b) 3 (c) (and an alternate proof of this fact can be based on the duality theory, at least in the case when the speed function M is continuous).
We would like to present two examples of dual diffusions. The first example was well known to Levy (see [30] ). If Xl is Erownran motion reflected at 0 and Xt is Brownian motion absorbed at 0, a direct calculation shows (3.5) is satistied. However, neither Xf nor Xf possess ncnconstant exit or entrance laws.
For the second example it is helpful to rewrite the generators in terms of infinitesimal drift and variance coefficients. If
then the formulas in [26, Section 1.41 and (3.4) imply (see also [4, p. 9241)
Consider the pair iof dual generators
The Idiffusion XF with generator A* is the Ornstein-Uhlenbeck process with absorption at 0. The dual diffusion Xf with generator A has a drift away from 0 instead of towarlds 0. XF has nonconstant entrance laws (see [3] ) and therefore Xt has nonconstant exit laws (and a nontrivial tail field).
Discrete time birth-death chains
Once again let X = (C), 1,2, . . .} and consider the discrete time birth-death chain Xn, which is a Markov chain with transition function
otherwise.
Here p, r and y are strictly positive (except q(0) = 0) and p + q + r = 1. It is rather curious that, un1ik .e the continuous time chains in Section 2, not every chain X, has a dual Xz which satisfies Unless this rath+:r stringent condition is satisfied, the duality equatic:n (5.1) is unavailable.
A duality wr/l e:vist for the case r = 0 if we consider not Xn but Yn =X2,,. It can be shown that a ldual process Yz exists and satisfies the basic duality equation. In view of this fact it: is not surprising that the analogues of Theorems 2 and 3 are valid. The result for exist laws can be found in [28] . We will not use the duality, hut instead will state and give a direct proof of part of the entrance law result, kt5\unping r i= 0. Proof. The only difficult part of this result not in [2] is (b) =3(c), which is the new result. The proof is as follows. On an appropriate probability space define independent random variables cn, n 2 1, where on is a copy of the time it takes the chain to go from II to n -1. The convergence in (b) implies that the sum C u,, -(t, -t, . 
