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ABSTRACT
Context. The study of chemical abundance patterns in globular clusters is key importance to constraining the different candidates for
intracluster pollution of light elements.
Aims. We aim at deriving accurate abundances for a wide range of elements in the globular cluster 47 Tucanae (NGC 104) to add new
constraints to the pollution scenarios for this particular cluster, expanding the range of previously derived element abundances.
Methods. Using tailored 1D local thermodynamic equilibrium (LTE) atmospheric models, together with a combination of equivalent
width measurements, LTE, and NLTE synthesis, we derive stellar parameters and element abundances from high-resolution, high
signal-to-noise spectra of 13 red giant stars near the tip of the RGB.
Results. We derive abundances of a total 27 elements (O, Na, Mg, Al, Si, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Y, Zr, Mo, Ru,
Ba, La, Ce, Pr, Nd, Eu, Dy). Departures from LTE were taken into account for Na, Al, and Ba. We find a mean [Fe/H] = −0.78± 0.07
and [α/Fe] = 0.34± 0.03 in good agreement with previous studies. The remaining elements show good agreement with the literature,
but including NLTE for Al has a significant impact on the behavior of this key element.
Conclusions. We confirm the presence of an Na-O anti-correlation in 47 Tucanae found by several other works. Our NLTE analysis of
Al shifts the [Al/Fe] to lower values, indicating that this may be overestimated in earlier works. No evidence of an intrinsic variation
is found in any of the remaining elements.
Key words. globular clusters: individual: 47 Tucanae – stars: abundances – stars: fundamental parameters – methods: observational –
techniques: spectroscopic
1. Introduction
Over the past few decades it has been realized that most, if not
all, globular clusters (GCs) host at least two populations of stars,
thus removing their previous status as single stellar populations.
This has spawned a renewed interest in GC studies, that aim to
understand the underlying cause of the multiple populations ob-
served. These populations reveal themselves by splittings of the
main sequence (MS), turn-off (TO), subgiant branch (SGB) or
? Based on observations made with the ESO Very Large Telescope at
Paranal Observatory, Chile (Programmes 084.B-0810 and 086.B-0237).
?? Full Tables 2, 5, and 9 are only available at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/572/A108
??? Appendix A is available in electronic form at
http://www.aanda.org
red giant branch (RGB) in high-quality photometry (e.g., Milone
et al. 2012; Piotto et al. 2007, 2012; Monelli et al. 2013), as
well as in a variation of light elements (He, CNO, Na, Mg, Al)
across the stellar populations (e.g. Yong et al. 2009; Carretta
et al. 2011b; Ivans et al. 1999; Kacharov et al. 2013).
In a few exceptional cases, also a variation in Fe is observed,
such as in ω Centauri (Norris & Da Costa 1995; Smith et al.
2000; Johnson et al. 2008) or M22 (Marino et al. 2009; Da Costa
et al. 2009). But the vast majority of clusters do not show any
star-to-star variation in the iron-peak elements. A particularly
striking feature in the light element abundance variations is an
observed anti-correlation between Na and O, present in essen-
tially all GCs, and a weaker anti-correlation between Mg and Al
in some cases. These stars, which show variations in the light el-
ements, are commonly referred to as polluted or enriched stars,
and are different from field stars at the same metallicity. The
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presence of these multiple populations is in fact so common that
it has been suggested as a defining feature of GCs. For a recent
review we refer the interested reader to Gratton et al. (2012) and
references therein.
It has long been known that differences in the strengths of
CN and CH molecular features can affect the observed colors
of the stars (Bond & Neff 1969). In the context of light ele-
ment variations in GCs, Grundahl et al. (2002a) shows that the
N variations can be traced using Strömgren photometry. Also
Yong et al. (2008a) and Marino et al. (2008) find that Na-rich
or Na-poor stars could be identified from particular photomet-
ric color combinations. The full connection between abundance
variations and photometry was, however, only fully explained
through theoretical modeling of the spectra by Sbordone et al.
(2011) and was further explored in a study of a number of differ-
ent photometric indices by Carretta et al. (2011a). Their stud-
ies show that the polluted generations of stars were typically
found to be bluer than their pristine counterparts in the cluster
color-magnitude diagrams (CMDs), when observed in (B − V),
but whether the polluted population appears redder or bluer than
their pristine counterpart, depends on the exact photometric filter
combination used.
In particular, the mechanism responsible for the light ele-
ment variation is a matter of active research. The variation is
commonly agreed to have been caused by self-pollution within
the cluster, rather than being linked to the evolutionary state of
the stars, since the variations are observed in stars of all stages
of evolution, including MS stars. Stars currently on the MS
of GCs are of too low mass to reach the temperatures required
for nuclear burnings that are advanced enough to produce the
observed abundance variations (i.e. 25 MK for the Ne–Na burn-
ing chain, and 70 MK for Mg–Al, Denisenkov & Denisenkova
1990; Langer et al. 1993; Prantzos et al. 2007). The ejecta from
supernovae is usually not considered to have contributed to the
enrichment because of the mono-metallicity observed in most
clusters. However, the study by Marcolini et al. (2009) indeed
suggests that a combination of Types II and Ia supernovae can
also explain the observed abundance variations in some cases.
One of the most widely accepted explanations for the
intracluster pollution is an early generation of stars of interme-
diate mass during the AGB phase (Ventura & D’Antona 2009).
These stars are able to undergo the required nuclear burnings,
as well as to release the enriched gas in thermal pulses, where
the shedded material has a low enough velocity that it can be
retained within the gravitational potential well of the cluster
(D’Ercole et al. 2008, 2012; Ventura et al. 2011). This sce-
nario, however, requires the GCs to have been about ten times
more massive in the past to reproduce the approximate 1:1
ratio between members of the pristine and polluted popula-
tions of stars. This assumption has recently been challenged by
Larsen et al. (2012), who found that GCs in the Fornax dwarf
galaxy could have been at most five times more massive in
the past. Furthermore, the predicted AGB yields are in some
cases at odds with what is derived from observations (Fenner
et al. 2004; Bekki et al. 2007), and substantial disagreement be-
tween the yields from different models are still seen in the lit-
erature (Denissenkov & Herwig 2003; Karakas 2010; Doherty
et al. 2014; Ventura et al. 2014). Also, for the AGB scenario
to be successful, only a narrow mass range should contribute
to the intracluster gas, requiring a non-standard initial mass
function (IMF).
Another popular polluter candidate is very massive fast ro-
tators (Decressin et al. 2007), which also release light ele-
ments into the cluster environment through a slow wind at an
early point in the cluster evolution. However, this scenario also
requires an anomalous IMF in order to yield sufficient amounts
of enriched gas. In addition, the activation of the Mg-Al cy-
cle in the very massive fast rotator models would require the
currently used cross section for proton capture on 24Mg to be
underestimated by two to three orders of magnitude (Decressin
et al. 2007). A variation of this was proposed by de Mink et al.
(2009), who focused on the role of massive, interacting binaries
as source of the abundance variations. Interacting binaries pro-
vide a very efficient mechanism for mass loss, not requiring an
anomalous IMF in order to produce enough enriched material.
However, the latter scenario relies on the assumptions that the
IMF of the polluted generation truncates at ∼0.8 M and that all
massive stars in the cluster are in interacting binary systems.
Recently, two additional scenarios have been proposed.
Bastian et al. (2013) propose that low-mass protostars accrete
enriched material before settling on the main sequence, again
providing a mechanism for creating an enriched population of
stars, a scenario where pollution could be achieved without hav-
ing a non-standard IMF and without requiring the cluster to have
been substantially more massive in the past. It does, however,
rely on a number of assumptions about, e.g., the effectiveness
of accretion on protostars and the survival time of the protostel-
lar discs in a dense environment like a GC, which needs further
detailed work to be fully applied to GCs.
The study of Denissenkov & Hartwick (2014) instead fo-
cuses on the role of super massive stars (∼104 M) as polluters,
although only in an explorative way. More work is needed for
both these candidates to properly test them against observations.
In summary, all proposed candidates are able to explain parts of
the observed behavior in GCs, but the complete observational
picture still lacks a coherent explanation.
The GC 47 Tucanae (NGC 104) is one of the brightest GCs
in the sky, with an apparent V magnitude of 4.09 (Dalessandro
et al. 2012), rivaled only in brightness by ω Centauri. It is also
one of the most massive GCs in the Milky Way, with a total mass
of 7 × 105 M (Marks & Kroupa 2010), and furthermore it is
at the metal-rich end of the GC population. Its close distance
makes it one of the most well-studied clusters in our Galaxy.
Photometric studies during the past decade have revealed that
47 Tuc contains multiple stellar populations. Two SGB popula-
tions were discovered by Anderson et al. (2009), who also noted
a clear broadening of the MS, but were unable to identify dis-
tinct populations. More recently, Milone et al. (2012) have also
been able to identify two populations, identifying them on the
MS, as well as on the SGB, RGB, and horizontal branch. They
find that ∼30% of the stars currently observed in the cluster be-
long to the pristine population, so that most stars will have been
polluted to some extent. They also identified a third population
of stars that make up only ∼8% of the cluster stars and visible
only on the SGB.
Additional evidence of multiple populations has recently
been put forward by Richer et al. (2013), who identified dif-
ferent proper motion anisotropies between the blue and the red
MS stars, and this particularly evident for the blue sequence.
The stars belonging to the bluer sequence were also found to
be more centrally concentrated, in accordance with the findings
of Milone et al. (2012).
A large number of spectroscopic abundance studies of
47 Tuc are already available in the literature, dating back to the
work of Dickens et al. (1979), who noted a variation in the nitro-
gen abundance, which was later confirmed by Norris & Freeman
(1979), Hesser & Bell (1980), and Cottrell & Da Costa (1981),
to name a few. Other studies also found evidence of variations in
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the light element abundances; for example Briley et al. (1994)
identified variations in Na and found CN and CH to be anti-
correlated in a number of stars at the main sequence turn-off,
putting stringent limits on mixing scenarios as the cause of the
variations. More recent studies have reported variations also
in Na and O (Briley et al. 1996; Koch & McWilliam 2008;
Alves-Brito et al. 2005; Dobrovolskas et al. 2014; Cordero et al.
2014). The last three studies also reports variations in Mg and Al.
Recently, Ventura et al. (2014) have proposed a pollution sce-
nario for 47 Tuc in the AGB scheme. It is able to explain the
previously observed variation in Na, O, and Al, when assuming a
degree of dilution with pristine gas within the cluster. However,
to reproduce the distribution of pristine vs. polluted stars, the
study does require the cluster to have been ∼7.5 times more mas-
sive in the past, at odds with the constraints from the Larsen
et al. (2012) study, but the clusters are likely to have had differ-
ent formation paths, considering the differences in mass (total
mass in the 4 Fornax GCs ∼1 × 106 M). Ventura et al. (2014)
also need to truncate the IMF of the polluted population of stars
at 5 M. In addition, indications of a variation of S was found by
Sbordone et al. (2009), using high-resolution spectra. Numerous
other studies have reported abundances for a larger range of el-
ements (e.g., Brown & Wallerstein 1992; Carretta et al. 2004;
Alves-Brito et al. 2005; McWilliam & Bernstein 2008; D’Orazi
et al. 2013).
All in all there is ample evidence of multiple stellar pop-
ulations in 47 Tucanae. Here, we expand the range of derived
abundances, by analyzing 13 bright giants, covering 27 differ-
ent elements derived from the highest quality spectra (in terms
of spectral resolution and signal-to-noise). From this dataset
we conduct a comprehensive study of abundances in 47 Tuc,
adding measurements of Ru, Ce, Pr, and Dy to the abundance
pattern. Elements that, to the best of the authors’ knowledge,
have not previously been measured in this GC. The measure-
ments will provide additional insight into the chemical evolution
history of the cluster and help constrain the formation history of
47 Tucanae. This work represents the first part of a project aimed
at deriving accurate magnesium isotopic ratios in the same stars
(Thygesen et al., in prep.; hereafter Paper II).
2. Observations and reduction
For this project we observed a total of 13 red giants. The tar-
get selection was performed from UBVI photometry obtained
from reduction of archival images taken at the WFI imager
at the MPG/ESO 2.2 m telescope in La Silla in 2002 un-
der program 69.D-0582(A). The sample of images comprise
short and long time exposures carefully chosen in order not
to saturate the brighter targets. The data was reduced using
the ESO/MVM pipeline (Vandame 2002), properly correcting
for the sky illumination and fully astrometrizing the whole
dataset. The point-spread function photometry was extracted us-
ing DAOPHOT (Stetson 1987) and combined in a single pho-
tometric dataset. Finally, the sample was calibrated using the
photometric fields compiled by P. Stetson1, located inside the
WFI field of view of 47 Tuc. The typical rms of the photometry
is under 3% for each UBVI band. The target stars were chosen
to be bright (V . 12.6), in order to reach the desired signal-to-
noise (S/N ≈ 150 at 5140 Å) in a reasonable amount of time.
The GC 47 Tucanae, has a very well populated RGB and by re-
stricting the selection to a narrow range of V-magnitudes, we
1 http://www3.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/
community/STETSON/standards/
Fig. 1. Color–magnitude diagram of 47 Tucanae with observed targets
indicated. Blue circles and red triangles are used for the pristine and
polluted population of stars, respectively. See Sect. 4.1.1 for population
selection criteria.
expected to include targets across both populations present in
the cluster. However, as is evident from Fig. 1, there is no clear
separation between the two populations at the magnitudes of our
stars, making it difficult to guarantee an even sampling across the
populations from photometry alone (see also Milone et al. 2012).
Already published radial velocity measurements were also used
in the selection process to confirm cluster membership. We sep-
arate the two populations in the CMD, as identified from the
spectroscopic analysis (see Sect. 4.1.1).
All spectroscopic observations for this project were aquired
under ESO programs 084.B-0810 and 086.B-0237, using the
UVES spectrograph (Dekker et al. 2000) mounted on UT2 of
the ESO VLT on Cerro Paranal, Chile. Since the main goal of
the observations was to measure the isotopic mixture of Mg
from the MgH molecular bands, we required both high signal-
to-noise (S/N) and high resolution, because the signatures of the
heavy Mg isotopes are very subtle. To achieve the required S/N
without compromising the resolution, we used the image slicer,
IS# 3, reaching a resolving power of R = 110 000. We used the
580 nm setting, which covers the wavelength range from 4780 Å
to 6810 Å, with a small gap from 5760–5830 Å. This setting
was chosen in order to capture the MgH bands around 5130 Å,
which are usually adopted for analyses of Mg-isotopic ratios.
An overview of our targets is given in Table 1. The targets
were selected to have log g ≤ 1.5 to be sufficiently bright and
Teff < 5000 K, because the MgH bands largely vanish above this
temperature.
The spectroscopic data was reduced with the ESO
GASGANO pipeline V.2.4.3 (Silva & M. Peron 2004)2. The
pipeline performs the standard reduction steps of bias subtrac-
tion, flat-field correction, order extraction, and wavelength cal-
ibration of the observed spectra. Each reduction produces two
spectra, one for each chip on the detector. Contrary to the
normal procedure for reducing echelle spectra, we did not use
2 Available from http://www.eso.org/sci/software/gasgano.
html
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Table 1. Properties of the observed targets.
ID α(J2000) δ(J2000) V B I U Vrad
1062 00:24:04.51 −71:57:11.14 12.0 13.5 10.4 15.4 −22.15 ± 0.24
4794 00:26:28.48 −71:50:12.86 12.4 13.8 11.0 15.3 −28.04 ± 0.19
5265 00:26:57.45 −71:49:13.95 12.1 13.6 10.6 15.4 −18.73 ± 0.25
5968 00:26:27.21 −71:47:44.11 12.1 13.8 10.6 15.2 −21.76 ± 0.21
6798 00:23:12.87 −72:10:19.00 12.3 13.7 10.9 15.2 −18.44 ± 0.23
10237 00:24:45.81 −72:09:10.42 12.5 13.7 11.2 14.9 −25.82 ± 0.20
13396 00:22:06.69 −72:07:15.77 12.6 13.8 11.2 15.0 −9.78 ± 0.25
20885 00:23:05.17 −72:04:27.98 12.6 13.8 11.3 15.0 −15.17 ± 0.27
27678 00:22:30.27 −72:01:41.07 12.0 13.6 10.4 15.4 −24.86 ± 0.21
28956 00:23:22.79 −72:01:03.83 11.9 13.4 10.3 15.3 −17.72 ± 0.26
29861 00:22:07.16 −72:00:32.90 12.6 13.9 11.3 15.2 −11.65 ± 0.35
38916 00:24:15.81 −72:00:41.50 12.5 13.8 11.1 15.3 −20.72 ± 0.24
40394 00:24:05.09 −72:00:03.35 12.0 13.5 10.3 15.3 −18.67 ± 0.25
Notes. Boldface numbers indicate polluted targets. The uncertainties on the magnitudes are at the 3% level.
the optimal extraction method, but a simpler, average extraction.
Optimal extraction cannot be applied to image-slicer spectra,
since the cross-order profile of the sliced spectrum is unknown,
hence very difficult to model. Also, as the slices fill the individ-
ual orders completely, it is not possible to do sky subtraction dur-
ing the reduction, since there is not enough space to determine
the sky background accurately.
After the reduction, the spectra were shifted to laboratory
wavelength. First, by correcting for heliocentric motion and sub-
sequently correcting for the radial velocities (RV) of the tar-
gets. The velocity shifts were determined using cross-correlation
functions (CCF). The spectra for each detector chip were cross-
correlated against a synthetic template spectrum with parameters
close to what would be expected for our stars (Teff = 4200 K,
log g = 1.5 dex, ξt = 2 km s−1, [Fe/H] = 0.00 dex) and the result-
ing CCF fitted with a Gaussian to determine the radial velocity
of the stars. The quoted uncertainties on the RV in Table 1 are
the standard deviations of the fitted Gaussians. The spectra from
each chip were treated individually. Deriving the RV also served
as an independent check of cluster membership, because all stars
in the cluster are expected to have roughly the same RV. We find
a mean RV of −19.50 ± 5.29 km s−1, consistent with the results
from Alves-Brito et al. (2005) and Koch & McWilliam (2008).
3. Abundance analysis
3.1. Fundamental stellar parameters
To determine the fundamental stellar parameters of our targets,
we adopted the traditional spectroscopic approach of combining
1D local thermodynamic equilibrium (LTE) atmospheric mod-
els with equivalent width (EW) measurements of a number of
Fe  and Fe  lines. We enforce abundance equilibrium, using the
Fe  lines, to derive Teff and microturbulence, ξt; and ionization
equilibrium between Fe  and Fe  to derive log g.
EWs of all iron lines were measured using the splot task in
IRAF (Tody 1986, 1993). Each line was identified by comparing
with lines present in the synthetic spectrum that was also used
for the CCF calculations. Preferably, only isolated, unblended
lines were used for this purpose, and great care was taken to
place the continuum at the right level. In the few cases where
blends were present, the lines were appropriately deblended, us-
ing either Gaussian or Voigt profiles, depending on the strength
and shape of the lines under consideration. For the first pass at
parameter determination, we selected lines by comparing syn-
thetic lines to a high-resolution spectrum of Arcturus, choosing
Table 2. Cut of the full line list for the elements without reported HFS.
Wavelength Ion Log(g f ) Elow
6300.304 8.0 –9.715 0.000
6363.776 8.0 –10.190 0.020
6154.226 11.0 –1.547 2.102
6160.747 11.0 –1.246 2.104
6318.717 12.0 –1.950 5.108
6319.237 12.0 –2.165 5.108
6319.495 12.0 –2.803 5.108
5557.063 13.0 –2.11 3.143
6696.023 13.0 –1.48 3.143
6698.673 13.0 –1.78 3.143
5690.425 14.0 –1.773 4.930
5701.104 14.0 –1.953 4.930
5948.541 14.0 –1.130 5.082
6131.573 14.0 –1.556 5.616
6131.852 14.0 –1.615 5.616
6142.483 14.0 –1.295 5.619
6155.134 14.0 –0.754 5.619
6155.693 14.0 –2.252 5.619
6195.433 14.0 –1.490 5.871
6244.466 14.0 –1.093 5.616
5260.387 20.0 –1.719 2.521
5512.980 20.0 –0.464 2.933
5867.562 20.0 –1.570 2.933
6455.598 20.0 –1.290 2.523
...
...
...
...
Notes. XX.0 refers to neutral species and XX.1 to the first ionization
stage. All wavelengths are given in Å. The full table is available at the
CDS.
only lines that were reproduced well in the synthesis to mini-
mize the impact of low-quality atomic line data. This selection
of lines resulted in between 60 and 80 iron lines for each star, but
since stellar parameters determined from iron lines are highly
sensitive to the specific choice of lines, we chose to include only
lines that were in common for at least eight stars from the ini-
tial pass at EW measurements. In cases where lines were miss-
ing from this master linelist, great effort was put into recovering
the missing lines, although this was not always possible, usually
due to atmospheric emission lines or noise spikes being present
in the feature. Typically 45 Fe  and 12 Fe  lines were used in
each star. A cut of the full line list is presented in Table 2. The
complete list is available at the CDS.
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Table 3. Photometric Teff’s for each sample star.
ID Teff,B−V,R Teff,V−I,R Teff,B−V,G
1062 4036 4098 4131
4794 4193 4228 4245
5265 4033 4096 4129
5968 3746 3899 3952
6798 4151 4192 4214
10237 4347 4371 4366
13396 4305 4331 4332
20885 4342 4366 4362
27678 3950 4033 4074
28956 3983 4057 4096
29861 4278 4305 4310
38916 4236 4266 4277
40394 3987 4060 4098
Notes. Subscript “R” and “G” refer to the calibrations of Ramírez
& Meléndez (2005) and González Hernández & Bonifacio (2009),
respectively.
Having measured the EWs, the results were passed to the
spectral analysis code MOOG (2013 version, Sneden 1973;
Sobeck et al. 2011; Sneden et al. 2012), where interpolated,
α-enhanced ATLAS9 1D LTE models (Castelli & Kurucz 2004,
[α/Fe] = +0.4 dex) were used in an initial pass at determin-
ing the stellar parameters. For each star, we determined Teff
by requiring no correlation between the abundance of Fe  and
lower excitation potential, Elow. As a starting point, we used
the mean value of the photometric Teff , using the calibrations
of Ramírez & Meléndez (2005) and González Hernández &
Bonifacio (2009). The photometric Teff was derived using an
interstellar reddening of E(B − V) = 0.04 (see Grundahl et al.
2002b and references therein), where we used the calibration of
Taylor (1986) to convert from E(B − V) to E(V − I). The photo-
metric Teff is quoted in Table 3 for reference. ξt was determined
by requiring no correlation between the abundance of Fe  and
reduced EW, log (EW/λ). Finally, the surface gravity was de-
termined by enforcing ionization equilibrium between Fe  and
Fe . We used atomic data from Version 4 of the linelist for the
Gaia-ESO survey (GES, Heiter et al., in prep.), with the excep-
tion of oscillator strengths for Fe , which were adopted from
the work of Meléndez & Barbuy (2009), in cases where the GES
linelist used other sources. Using log (g f ) values from a single
study were found to yield more homogeneous Fe  abundances.
After the initial best-fitting model had been determined, we pro-
ceeded to measure the abundances of O, Na, Mg, Al, Si, Cr, Ti,
and Ni for each star (see Sect. 3.2).
Since this work is concerned with cool giants with a varia-
tion in light elements, it is desirable to take this into account in
the atmospheric modeling, as these elements are important elec-
tron donors. Since the strength of many lines is sensitive to the
electron pressure in the atmosphere, it is important that the num-
ber of free electrons are properly accounted for. Failing to do so
can have a significant impact on the derived abundances, which
may in turn lead to erroneous conclusions, as illustrated for in-
stance, by Mucciarelli et al. (2012) in the case of NGC 2419. In
particular, the correct abundance of Mg is important, since this
is the most important electron donor.
Therefore, with an initial set of abundances determined from
using ATLAS9 models, we computed new, tailored atmospheric
models for each star with the abundance pattern and funda-
mental parameters derived as described above. We utilized the
Fig. 2. Fractional contribution of free electrons for the top five electron
donors as a function of optical depth. The solid, gray line shows the
total contribution from the 5 species. Top: 10 237, which is the most
Mg-depleted star. Bottom: 38 916, the most Mg-enhanced star.
GNU Linux-ported version of the ATLAS12 code (Kurucz 2005;
Sbordone et al. 2004; Sbordone 2005) for this purpose, where the
main difference between this code and ATLAS9 is that the lat-
ter uses a precomputed set of opacity distribution functions, cal-
culated for a fixed abundance mixture, whereas ATLAS12 uses
opacity sampling, which allows for the opacities to be calcu-
lated on-the-fly for any given element mixture. The models were
subsequently ported to a MOOG-friendly format and the stel-
lar parameters were rederived. Since the atmospheric structure
changes compared to the initial models, a few iterations were
typically required to re-establish ionization and abundance equi-
librium with the ATLAS12 models. In each iteration, the entire
set of measured abundances was updated to ensure as close a
match to the free electron density as possible.
The impact of wrong abundances of the main electron donors
is lower in a high-metallicity case like 47 Tucanae, since the
variation in Mg is smaller than for NGC 2419, where the vari-
ation in [Mg/Fe] spans almost 2 dex, but the variation is still
visible. Inspecting Fig. 2, where we plot the fractional contri-
butions to the total number of free electrons for the five most
significant electron donors as a function of optical depth, even
the effect of small variations in Mg to the electron budget can
be seen. The two panels show star 10 237 (top), which is the
most Mg-depleted star, [Mg/Fe] = 0.32 dex and star 38 916
(bottom), the most Mg-enhanced star, [Mg/Fe] = 0.52 dex. Slight
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Fig. 3. Electron pressure as a function of temperature for three different
models of the star 10 237. The solid black line shows the ATLAS12
model with tailored abundance pattern, and the red dashed line shows
the interpolated, scaled solar ATLAS9 model. Finally, the α-enhanced
ATLAS9 model is shown as the blue dot-dashed line.
Fig. 4. Difference in electron pressure as a function of temperature be-
tween star 10 237 and star 38 916.
variations in the electron pressure can also be seen, compared to
using a standard scaled solar ATLAS9 model as can be seen in
Fig. 3. On the other hand, the ATLAS12 model can hardly be
distinguished from the equivalent ATLAS9 α-enhanced model.
For the less evolved giants in our work i.e., Teff > 4000 K,
log g > 1.0 dex, we found that the differences between us-
ing interpolated ATLAS9 α-enhanced models and dedicated
ATLAS12 models were negligible. However, slight differences
in the electron pressure were found for the low gravity models.
These differences had a small effect on the derived log g values,
where we found differences of up to 0.13 dex. This may, in turn,
affect the derived abundances slightly, especially for pressure-
sensitive species. However, the variation in log g is smaller than
our typical uncertainty. The effect on temperature and ξt were
found to be negligible in all cases.
3.1.1. Parameter uncertainties
To estimate the uncertainties on the fundamental parameters
of our stars, we adopted the uncertainty of the fitted slope of
log ε(Fe) vs. EW and EP and performed the following exercise.
For a representative star (6798) we perturbed the best-fitting
model by ±200 K in steps of 50 K for Teff , and ±0.3 km s−1
in steps of 0.1 km s−1 for ξt, around the adopted best values.
Only one of the parameters was perturbed at a time. Each of
the perturbations will change the slope of the best-fitting line.
This exercise allowed us to produce the ∆Teff vs. EP-slope and
the ∆ξt vs. EW-slope relations by making a linear fit to the ob-
served changes. From this, we can easily calculate ∆Teff and ∆ξt
corresponding to the uncertainty of the zero-slope model. This
corresponds to uncertainties of 80 K in Teff and 0.1 km s−1 in ξt,
which we adopted for all stars, after checking that these values
did not depend on the absolute values of the stellar parameters.
To check whether an offset of the metallicity scale affected Teff
and ξt, we also perturbed the overall metallicity, [M/H], of the
star by changing it by ±0.15 dex, which is the typical line-to-
line scatter of our iron abundances, which were used as a proxy
for overall metallicity for this purpose. As can be seen in Table 4,
this had only a negligible effect on the remaining parameters.
To determine the uncertainty in log g we adopted a similar
approach, but this time inspecting the changes in the abundance
of Fe , because it is strongly influenced by the surface gravity.
Again, we perturbed the models by ±0.3 dex in steps of 0.1 and
used the change in iron abundance vs. change in log g to esti-
mate the uncertainty. The change in log g that corresponded to a
difference between Fe  and Fe  equal to the standard deviation
of the best-fitting Fe  abundance was taken as the uncertainty
of log g, resulting in a value of 0.20 dex.
Whenever one of the model parameters is perturbed, it will
influence the remaining parameters to some extent. For instance,
changing Teff will also introduce small changes to the abun-
dance vs. EW slope, as well as to the derived mean iron abun-
dance. To give an indication of the sensitivity of each parameters
to changes in any of the others, we give in Table 4 the changes to
each of the fundamental parameters when one is changed within
the uncertainties, while the others are kept fixed. The changes
are given as best fit minus perturbed. The quoted ∆log g reflects
the change needed in log g to bring the Fe  abundance back
into agreement with Fe , within the accepted difference between
the two species (0.04 dex). As can be seen, the small parameter
changes affect each other; most noticeably, changes in Teff have
a significant influence on log g, as Teff changes have a strong im-
pact on the Fe  abundance. Thus, the log g needs to be changed
by an appreciable amount to re-establish ionization equilibrium.
On the other hand, Fe , ξt, and Teff itself are hardly changed from
perturbations of the other parameters. We adopt the following
values as the final uncertainties of our fundamental parameters,
σTeff = ±80 K, σlog g = ±0.20 dex and σξt = ±0.10 km s
−1.
We note that the Fe  lines appear to be affected slightly
more by temperature changes, compared to changes in log g. We
investigated this further, using the MyGisFOS analysis software
(Sbordone et al. 2014), which produced similar results. In addi-
tion, the changes in the Fe  abundances with changing parame-
ters are not associated with an increased line-to-line scatter, but
merely reflects a change in the mean abundance.
Non-LTE (NLTE) effects on iron may potentially influence
the derived stellar parameters, as illustrated by Bergemann et al.
(2012) and Lind et al. (2012) among others. In order to check
whether this was important for our stars, we used the INSPECT
online database3, which requires input stellar parameters as well
as the EW of the line under investigation. The database then in-
terpolates in a large grid of models to provide a NLTE correction.
3 http://www.inspect-stars.net
A108, page 6 of 21
A. O. Thygesen et al.: The chemical composition of red giants in 47 Tucanae. I.
Table 4. Changes to the fundamental parameters when perturbing a typical star (6798) by the estimated uncertainties.
Change/result ∆Teff ∆ξt ∆log g ∆Fe  ∆Fe 
∆Teff = ±80 K – +0.02/–0.03 −0.20/+0.20 +0.00/–0.02 +0.16/–0.18
∆ξt = ±0.1 km s−1 +34/–30 – −0.05/+0.05 +0.02/–0.04 +0.03/–0.03
∆log g = ±0.20 dex −33/+38 −0.02/+0.02 – −0.04/+0.03 −0.12/+0.12
∆[M/H] = ±0.15 dex ±8 ±0.01 0.00 −0.03/+0.03 −0.06/+0.07
Notes. Changes given as best fit minus perturbed.
The corrections for iron were computed based on the work of
Bergemann et al. (2012) and Lind et al. (2012). We chose the
star 10 237 as a representative example for this exercise. Of
the 42(12) FeI(FeII) lines used for the parameter determina-
tion, only 6 FeI and 12 FeII lines were present in the database.
However, as the NLTE corrections will be very similar for dif-
ferent lines with the same EP and log (g f ), we adopted correc-
tions for lines that matched a line with computed NLTE cor-
rections, within 0.2 eV in EP and 0.2 in log (g f ), to assess the
magnitude of NLTE on the parameters. Nevertheless, 16 of the
lines used in the LTE analysis had to be discarded, because
no satisfactory matches could be found. The NLTE corrections
were on the order of 0.02 dex. Applying these corrections to the
matching lines resulted in parameter changes of ∆ Teff = 45 K,
∆log g= 0.05 dex, ∆ξt = 0.02 km s−1, and ∆[Fe/H] = 0.05 dex,
which should be compared to typical uncertainties of 80 K,
0.2 dex, 0.1 km s−1, and 0.15 dex, respectively. We thus do not
consider NLTE effects on either Fe  or Fe  to have a significant
effect on our derived stellar parameters.
3.2. Element abundances
In the initial pass on abundance measurements, using the
ATLAS9 models, we derived abundances of the α-elements (O,
Mg, Si, Ca, Ti) as well as Na, Al, Cr, Fe, Ni and Zn. With the
exception of O and Na, all initial abundances were derived us-
ing EW measurements, as for the iron lines. After these abun-
dances had been determined from the ATLAS9 models, tai-
lored ATLAS12 models were calculated, matching the measured
abundance pattern as described above. All abundances were sub-
sequently derived again in the fashion described in the following.
3.2.1. Equivalent width measurements
The abundances of Si, Ca, Ti, Cr, Fe, Ni, and Ce were de-
rived with MOOG using EW measurements. With a few ex-
ceptions, all atomic line data were adopted from Version 4 of
the GES linelist (Heiter et al., in prep.). For Ti we used the re-
cent results of (Lawler et al. 2013; Ti ) and (Wood et al. 2013;
Ti ). As with the iron lines, deblending was taken into account
when needed, but only clean lines were used as far as possi-
ble. Whenever individual lines showed large deviations from the
mean abundance, they were inspected in detail by comparison
with a synthetic spectrum as well as with an observed spectrum
of a star with similar fundamental parameters, in which the line
was not discrepant. In most cases, this resulted in a measure of
the discrepant line again, which would remedy the deviation.
These deviations were in most cases due to improper continuum
placement. The star-to-star comparison was particularly useful
here, because it allowed us to determine the continuum more
easily in cases where one spectrum suffered from atmospheric
emission in the continuum area near the line under investiga-
tion. In some cases, this approach also enabled us to identify
overlooked blends with atmospheric lines or noise spikes in the
lines themselves. In these cases, the lines were discarded.
For Ce, only one line at 5274.23 Å was used to derive
the abundance. If it is not deblended properly or continuum
placement is not being done carefully, the derived abundance
may be systematically off. However, checking against a spec-
tral synthesis, it was found that the abundances from EW mea-
surements agreed with the abundances derived from synthe-
ses to within 0.1 dex. Thus, we trust that the deblending was
done in a reliable way. Based on the synthesis deviation, we
adopt 0.1 dex as the measurement uncertainty of the abundance
for this element.
3.2.2. Spectral synthesis
Not all element abundances can be derived reliably from EW
measurements due to line-blending problems if, for instance,
these are strong or if the lines under investigation are in regions
with a large number of weak molecular features. To derive reli-
able abundances one has to employ spectral synthesis. This tech-
nique was used to derive abundances of O, Na, Mg, Zn, Mo, Ru,
and Dy.
The derivation of the oxygen abundance is difficult owing to
the very few lines of appreciable strength in the optical range. In
our case we utilized the two forbidden [OI] lines at 6300.3 Å
and 6363.8 Å. The former suffers from a close blend with a
Ni line, whereas the latter is in the extended wings of the Ca
autoionization line at 6360 Å. Both things make it difficult to
use EW measurements and deblending methods to reliably de-
rive the abundances. MOOG was used to synthesize both lines.
For the Ni I line at 6300.34 Å, blending with the [O] 6300 Å
line, we used the data from Johansson et al. (2003). For each
star we adopted the Ni abundance derived from the EW mea-
surements, updating after each iteration. Initially, we synthesized
a 20 Å window around the line of interest. This was done to en-
sure an accurate continuum placement. With the continuum set,
the O abundance was adjusted until a minimum of the χ2 value
between the observed and synthetic spectrum was found. When
synthesizing the lines we also allowed for small variations in
the macroturbulent broadening to ensure the best possible fit to
the observed line profile, but in most cases it was found that a
single value could be applied to both lines. For slow rotators
such as evolved red giants, we cannot reliably disentangle ro-
tational broadening and macroturbulence, so we treat them as a
single broadening, which we refer to as macroturbulent broad-
ening throughout the paper. The presence of a telluric absorp-
tion line at 6300.598 Å could in principle be contaminating the
oxygen line, but the radial velocity of the stars were sufficient to
shift the oxygen away from the contaminated region.
To assess the uncertainty of the measurement, the abundance
was subsequently changed until a significant deviation from the
best fit was observed, as judged by eye. This typically required
changes in the oxygen abundance on a level of 0.07 dex, which
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Fig. 5. Example of the oxygen synthesis for the two lines used to derive the O abundance in this work, shown here for star 10 237. Solid red line
shows the optimal fit and the dotted blue lines changing the O abundance by ±0.07 dex. The black, dashed line show a synthesis without oxygen.
can easily be distinguished from the best-fitting model, as illus-
trated in Fig. 5, where we also show a synthesis without any
oxygen in the atmosphere. That some lines are seen to increase
in strength when lowering the O abundance is due to less carbon
being locked in CO molecules, thus increasing the strength of
C2, CH and CN molecular lines also present in this region. Also,
sky emission lines are visible redward of each of the two oxygen
lines. These did not, however, affect our derived abundances.
A discrepancy in the abundance between the 6300 Å
and 6363 Å lines has been observed in the Sun, as well as in
other dwarf stars, but in the case of giants, both lines give con-
sistent abundances (see Caffau et al. 2013). In studies of the Sun,
Caffau et al. (2008) found that NLTE effects were negligible for
these lines at solar metallicities and low Teff (see also Kiselman
1993). This result is expected to also hold for the parameter
range of this sample of stars (Fabbian et al. 2009). In the case of
the star 13 396, only the 6300 Å line was used, owing to atmo-
spheric emission being present in the 6363 Å line. In two other
cases (stars 5265 and 6798), some emission was present in the
wings of both oxygen lines, so the derived abundance should be
considered as a lower limit. For stars 20 885 and 38 916, strong
emission was present in both lines, which made it impossible to
derive a reliable oxygen abundance.
The synthesis of the sodium lines followed a similar ap-
proach. That the stars in this work are fairly evolved giants,
combined with the Na lines typically being strong (>70 mÅ),
makes them susceptible to NLTE effects. To assess this, we again
used the INSPECT database. For the EW, we used the measured
width of the best-fitting, synthetic line, calculated as a single
line, without including any lines in the vicinity to by-pass blend-
ing issues. This provides a NLTE correction for each line under
investigation, using the computations from Lind et al. (2011).
Following the recommendation in this study, we only used the
6154 Å and 6160 Å lines. However, the lowest Teff and log g
values available in the grid (4000 K, 1.00 dex) are somewhat
higher than the parameters of the most evolved giants treated in
our work. For these stars, we used the 4000 K, 1.00 dex NLTE
correction, which in the most extreme cases are off by 150 K
and 0.55 dex respectively. In Fig. 6 we plot the NLTE corrections
vs. different stellar parameters as well as the EW for the two lines
Fig. 6. NLTE corrections (A(Na)NLTE − A(Na)LTE) as a function of Teff ,
log g, EW, and ξt. The red points shows the actual values for the
star 6798.
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Fig. 7. Example of the NLTE line profile fitting of the three Ba lines used here. Shown is the star 10 237. In each panel, we give the abundance
used in the fit.
used. We began at the extremes of the parameters available in
the precomputed NLTE grid and used the EWs from star 6798,
because this object is representative of our sample and has the
lowest Teff that still falls within the grid calculated by Lind et al.
The value of log g of 0.9 dex is marginally outside the available
parameters, but as can be seen in Fig. 6, the size of the correc-
tion is mostly sensitive to the line EW and not to the actual stel-
lar parameters within the range in our sample. In each of the
panels only one parameter is changed, whereas the rest are kept
fixed at the values shown in red in the remaining panels. The
variation in the NLTE corrections due to changes in ξt are also
non-negligible, but at least a factor of two smaller than the cor-
rections from varying the EW. We note that in no case does our
derived value of ξt extend beyond the available grid. Thus, we
are confident that using the corrections from the lowest possible
grid values will not deviate significantly from the true correc-
tions, since they are insensitive to Teff and log g changes. The
size of the corrections was never more than −0.15 dex.
For the final abundance determination of Mg we performed
a spectral synthesis of the lines at 6318.72 Å, 6319.24 Å, and
6319.50 Å using the line data of Meléndez et al. (2012). These
lines are in the vicinity of the atmospheric lines at 6318.85 Å
and 6319.59 Å. As for the oxygen lines, we checked whether
the radial velocity of each star was high enough to shift the
Mg lines away from the tellurics. In all stars except 29 861, at
least two of the three Mg lines were free of telluric contami-
nation so reliable Mg abundances could be derived. For 29 861
only the 6319.24 Å line was free of contamination. For this line
we adopt the mean uncertainty derived from the remaining lines.
Using the MULTI code (Carlsson 1986; Korotin et al. 1999), we
checked for the impact of NLTE on the used lines by performing
an NLTE synthesis for the two stars with the most extreme pa-
rameters. We found that the corrections were ≤0.05 dex, which
we considered negligible compared to our typical uncertainties
and thus only a standard LTE synthesis was applied.
The abundances of Zn, Mo, Ru, and Dy were also derived
from a standard spectral synthesis. The Zn line at 4810.53 Å is
strongly blended with a Cr I feature and the Dy line at 4890.10 Å
is suffering from a blend with a Ti I line, as well as several weak
C2 and CN molecular lines that make a standard EW analysis
overestimate the abundances. Similar blending issues are affect-
ing the Mo and Ru lines. The uncertainties on the abundances
includes the uncertainty in the continuum placement (less than
0.1 dex variation), as well as the change in abundance needed to
produce a noticeable deviation from the best-fitting abundance,
as judged by eye.
3.2.3. Ba and Al NLTE synthesis
Barium is an important probe of s-process enhancement in
stars, and this element is thus very useful for investigating
the contribution from different polluter candidates, relative to
more r-process-dominated species like Eu. However, deriving
Ba-abundances requires great care, as the lines suffer from hy-
perfine splitting and isotopic splitting (hereafter HFS) and are
very strong at the metallicity of 47 Tuc, making them prone
to NLTE effects that can be quite significant (see, e.g., Short
& Hauschildt 2006; Andrievsky et al. 2009). To take all of the
above into account, we performed a full NLTE synthesis for all
Ba lines, using the code MULTI (Carlsson 1986; Korotin et al.
1999), with the line data from Andrievsky et al. (2009).Three
Ba  lines are available in our program spectra for the abundance
analysis: 5853.68 Å, 6141.71 Å, and 6496.91 Å.
Individual line-profile fits were made for each of the three
lines, allowing for a variation in the macroturbulence to ensure
the best possible match between the synthesis and the observa-
tions. The macroturbulence was treated as a Gaussian broaden-
ing of the spectral lines. All barium lines used here, are to some
extent blended with lines of iron in particular. The effect is fairly
significant for the 6141.71 Å and 6496.91 Å lines. To solve this
problem, we folded the NLTE (MULTI) calculations into the LTE
synthetic spectrum code SYNTHV (Tsymbal 1996), which enable
us to calculate synthetic spectra for each Ba  line region taking
all the lines in each region listed in the VALD database4 into ac-
count. For the barium lines, the corresponding departure coeffi-
cients (so-called b-factors: b = ni/n∗i – the ratio of NLTE-to-LTE
level populations) are fed into SYNTHV, where they are used in
calculating the line source function and barium line profiles.
In all cases we were able to produce excellent matches be-
tween the calculated and observed spectra (see the example
shown in Fig. 7). In one case (star 6798), we could not use the
6141 Å line because of strong atmospheric emission, therefore
only two lines were used for this star. The size of the NLTE
correction varied from star to star and line to line, but reached
4 http://ams.astro.univie.ac.at/vald/
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Fig. 8. [Ba/Fe] vs. Teff for both LTE (black) and NLTE (red). Taking
NLTE into account removes the correlation between abundance and Teff .
Fig. 9. Size of the NLTE correction for Al vs. Teff .
levels as high as 0.5 dex in some cases, which is clearly non-
negligible. The individual macroturbulence values used for the
lines in each star were found to be in excellent agreement with
each other, typically differing by less than 0.3 km s−1, with the
largest difference found to be 0.5 km s−1.
That the NLTE corrections are indeed important is further il-
lustrated in Fig. 8, where we plot [Ba/Fe] vs. Teff , showing both
the LTE and NLTE results. If NLTE is not taken into account, a
clear correlation between abundance and Teff is observed, which
would suggest a problem with the atmospheric models, whereas
this behavior vanishes when NLTE is considered in the abun-
dance derivation.
It is known that aluminum lines are affected by strong NLTE
effects (see, for instance, Gehren et al. 2004), especially in
metal-deficient stars with reduced electron concentration in their
atmospheres. To derive NLTE aluminum abundances we used
the Al I lines at 5557.06 Å, 6696.02 Å, and 6698.67 Å. Our
Al atomic model is described in detail in Andrievsky et al.
(2008). The same method of the blending line treatment, as used
for barium lines, was applied to the aluminum lines listed above.
It should be noted that the NLTE corrections strongly depend on
the stellar parameters. This is illustrated for the reader in Fig. 9.
The atomic data for aluminum was taken from Buurman et al.
(1986).
3.2.4. HFS lines
Lines of a number of elements of interest (Sc, V, Mn, Co, Cu,
Y, Zr, La, Pr, Nd, Eu) suffer from HFS, making a standard EW
analysis overestimate the actual abundance. These lines were
Table 5. Cut of the linelist of HFS-elements measured. XX.0 and XX.1
indicate neutral and ionized species, respectively.
Wavelength Ion Log(g f ) Elow
6210.604 21.0 –2.738 0.000
6210.617 21.0 –2.260 0.000
6210.645 21.0 –2.135 0.000
6210.660 21.0 –2.755 0.000
6210.681 21.0 –2.249 0.000
6210.700 21.0 –2.140 0.000
6239.408 21.0 –2.274 0.000
6276.295 21.0 –2.605 0.021
6344.805 21.0 –3.060 0.000
6378.807 21.0 –2.420 0.000
5526.790 21.1 0.024 1.768
5641.001 21.1 –1.131 1.500
5657.896 21.1 –0.603 1.507
5667.149 21.1 –1.309 1.500
5669.042 21.1 –1.200 1.500
5684.202 21.1 –1.074 1.507
...
...
...
...
Notes. With the exception of barium, all lines have been split into in-
dividual HFS components in this list. All wavelengths given in Å. The
full table is available at the CDS.
analyzed by calculating a grid of syntheses around each line of
interest using the SYNTHE code. For each line, syntheses were
computed, varying the abundance of the element by ±0.5 dex
in steps of 0.05 dex around the starting abundance, which was
taken to be the solar-scaled value for the metallicity of the star.
Each synthesis was subsequently convolved with a Gaussian (de-
tails to follow) to match the observed spectra. HFS data were
taken from Version 4 of the GES line list with the exception of Y
and Zr, which were taken from McWilliam et al. (2013). A cut of
the full line list, split into HFS-components, is given in Table 5.
For each star, fitting regions were determined for each line,
along with carefully selected continuum intervals bracketing
each feature of interest. Using the continuum regions, the ob-
served spectra were pseudo-normalized, before determining the
best fitting abundance by minimization using the MINUIT pack-
age (James & Roos 1975; Lazzaro & Moneta 2010). The fit-
ting routine (FITPROFILE) allowed for small velocity shifts of
the lines (±3.0 km s−1), as well as small adjustments of the
continuum level to ensure an optimal fit when performing the
minimization. FITPROFILE will be described in more detail in
Paper II, since it was developed for fitting the MgH molecular
bands.
When performing the fitting, our software provides for multi
parameter fits, allowing the velocity broadening of the lines to be
included as a fitting parameter. This assumes a single Gaussian
convolution, taking instrumental broadening into account, as
well as rotational velocity and macroturbulence as a whole.
Initially, the macroturbulent broadening had been determined by
synthesizing five clean Fe  lines across the wavelength cover-
age of the spectrograph. This exercise already yielded broaden-
ings with a significant line-to-line scatter. Also, by inspecting
the individual fits for the various HFS lines, it was noticed that
the average value of the macroturbulent broadening determined
from the Fe  lines was underestimating the broadening needed
to produce satisfactory fits to the line profiles. Thus, we de-
cided to also include the macroturbulent broadening as a fitting
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parameter, allowing for a maximum variation of ±1.5 km s−1
around the mean value initially determined.
Adjusting the broadening for individual lines has the po-
tential of affecting the abundances in a non-negligible fashion.
We therefore tested the behavior of the abundances, keeping
the broadening fixed at the mean value, as well as when leav-
ing it free. The mean value of the abundances changed by at
most 0.05 dex, well below the typical line-to-line scatter, but
when the broadening was left free, the scatter became signifi-
cantly lower. Further, the mean values of the fitted macroturbu-
lence did not show a large scatter, neither across the entire set
of lines nor when inspected on a element-by-element basis, the
typical standard deviation being on the order of 0.6 km s−1. Also,
as suspected from the initial determination of the macroturbulent
broadening, the fitted values were found to be higher.
In addition, studies of 3D hydrodynamical model atmo-
spheres confirm that the velocity fields differ at different depths
in the atmosphere (Asplund et al. 2006; Collet et al. 2007), which
is not captured in 1D atmospheres when adopting a single value
for the macroturbulence. We thus consider it justified to allow
for a (modest) variation in the macroturbulent broadening when
fitting spectra with 1D models. The final mean values of the
macroturbulent broadening are given in Table 8.
3.2.5. Abundance uncertainties
To derive reliable conclusions from the abundance pattern of
the cluster stars, a realistic treatment of the uncertainties is
required. We took the following approach. For each element,
we derived the mean value of the abundance and assumed the
random uncertainty of this value as the standard error of the
mean, σrand = σ/
√
N, where σ is the standard deviation of our
measurements, and N the number of lines used.
The random uncertainties of the fundamental parameters will
also affect the derived abundances, so these also need to be
taken properly into account. Thus, we derived the abundances
again, using atmospheric models perturbed by the aforemen-
tioned parameter uncertainties. We then calculated the change
in abundance on the [X/Fe] scale, relative to our best-fitting
model, using the Asplund et al. (2009) solar abundances. We
use the abundance of Fe  for neutral species and Fe  for ion-
ized species. For each parameter perturbation, we then adopted
the difference from the best-fitting mean value as the uncer-
tainty of the abundance caused by that particular parameter. The
uncertainties of the abundance ratios were then calculated as
σparam,[X/Fe] =
√
σ2
∆Teff
+ σ2
∆ξt
+ σ2
∆logg + σ
2
∆[M/H]. (1)
This was done for all elements. Since our stars are very close to
each other in fundamental parameters, we only performed this
exercise for star 6798 because it falls in the middle of the range
considered. The exception is Ce, where we do not have mea-
surements from this star. Instead, we adopted the result from
star 10 237 for this particular element. The deviations are quoted
in Table 6. We note that this exercise was also performed with
full NLTE analysis for Al and Ba. The influence of the parame-
ter uncertainties on the abundance ratios for 6798 were then as-
sumed to be representative of our complete sample and adopted
for all stars.
To yield the total uncertainty for each abundance ratio, we
added the random error on [X/H] and [Fe/H] to the uncertainty
from the stellar parameters, resulting in an uncertainty of
σtot =
√
σ2param,[X/Fe] + σ
2
rand,[X/H] + σ
2
rand,[Fe/H]. (2)
We also tested the effect of using ATLAS12 models vs. ATLAS9
models on the abundances of a few selected species. For this
exercise we used star 1062 as a test case. We report the results of
this exercise in Table 7, and as might be expected, the differences
between the tailored model and the α-enhanced model are small,
whereas more pronounced effects are seen if one simply uses a
model atmosphere with a solar abundance mixture scaled to the
metallicity of the star.
4. Results
The fundamental parameters for our targets are presented in
Table 8. Our targets span a rather narrow range in all param-
eters, with the widest spread seen in log g. We find a mean
metallicity of [Fe/H] = −0.78 ± 0.07 dex, in excellent agree-
ment with the study of Koch & McWilliam (2008), who found
[Fe/H] = −0.76 ± 0.01 ± 0.04 dex, confirming that the metal-
licity is marginally lower than previous studies (−0.66 ± 0.12,
Alves-Brito et al. 2005, −0.70± 0.03, Carretta & Gratton 1997).
The stars 20 885 and 29 861 are also part of the sample of
(Koch & McWilliam 2008, Stars 3 and 1 in their work, re-
spectively). We find good agreement between the fundamental
parameters found in their study and our results. We find dif-
ferences in Teff of [−55 K, −36 K], in log g [0.09, –0.11], in
ξt [0.2, –0.04], and in [Fe/H] of [–0.08, –0.09], which should
be compared to our uncertainties of 80 K/0.2/0.1/0.06. Thus
both log g and Teff agree within the uncertainties. The higher ξt
found for 20 885 is likely related to differences in the line selec-
tion. We note that in this work, as well as the work of Koch &
McWilliam (2008), this star represents an outlier in terms of ξt.
For comparison, Koch & McWilliam (2008) quote uncertainties
of 40 K/0.2 dex/0.1 km s−1/0.04 dex, and they did not enforce
ionization equilibrium, which may serve to explain some of the
differences.
We also have three stars in common with the work of
(Alves-Brito et al. 2005, 4794, 5265, and 5968; M8, M11,
and M12 in their work). Good agreement is found for Teff
(mean difference 53 K) but substantial differences are found for
log g. Compared to their work we find log g lower by 0.33, 0.9
and 0.6 dex respectively, which will have a significant impact
on the derived abundances of elements derived from pressure-
sensitive lines. Since the authors used essentially the same
method for deriving the parameters, and also published their
EW measurements, we did a line-by-line cross-comparison to
investigate this issue. This was done for both Fe  and Fe . For
all three stars, we found that our measured EWs of Fe  was
slightly higher than the comparison work, with median offsets
of 0.75, 0.5, and 0.8 mÅ for stars 4794, 5265, and 5968, respec-
tively. For Fe  we found corresponding differences of –0.4, 1.9,
and 0.9 mÅ. However, individual differences were found to be
as large as 13 mÅ in a few cases. We are able to reproduce the
results of Alves-Brito et al. (2005) for the Fe  lines, but this re-
quires placing the continuum level significantly lower than can
be justified from our spectra.
If the continuum level tends to be underestimated, it will re-
sult in a lower EW, which is reflected in a higher value of log g.
We use the same log (g f ) values for Fe  as in the comparison
study, but for Fe  we adopt the values from the GES line list
that, on average, are higher than those used by Alves-Brito et al.
(2005). We attribute the main source of the discrepancy to the
different continuum placements and the different log (g f ) val-
ues applied for Fe . Minor differences will also arise from the
use of different model atmospheres (ATLAS9 solar-scaled vs.
ATLAS12 α-enhanced) as mentioned previously.
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Table 6. Changes to derived abundances relative to best-fitting model, when perturbed by the uncertainties on the fundamental stellar parameters.
∆Teff [K] ∆log g [dex] ∆ξt [km s−1] ∆[M/H] σparam
Elem. +80 −80 +0.2 −0.2 +0.10 −0.10 +0.15 −0.15
∆[O/Fe] −0.02 0.05 −0.04 0.05 −0.02 0.04 −0.03 0.01 0.07
∆[Na/Fe] −0.09 0.12 0.05 −0.02 −0.01 0.04 0.03 −0.06 0.12
∆[Mg/Fe] 0.03 0.01 0.02 0.02 −0.01 0.06 0.04 −0.04 0.06
∆[Al/Fe] −0.04 0.06 0.01 −0.01 0.00 −0.03 0.02 −0.01 0.06
∆[Si/Fe] 0.08 −0.07 −0.02 0.03 −0.01 0.03 0.00 0.00 0.08
∆[Ca/Fe] −0.09 0.10 0.06 −0.05 0.03 −0.02 0.02 −0.03 0.12
∆[Sc I/Fe] −0.10 0.18 0.00 −0.02 0.00 0.02 0.04 0.00 0.14
∆[Sc II/Fe] −0.17 0.14 −0.03 −0.04 0.01 −0.04 0.01 −0.07 0.17
∆[Ti I/Fe] −0.12 0.15 0.04 −0.02 0.03 0.00 0.02 −0.02 0.14
∆[Ti II/Fe] −0.11 0.13 0.04 −0.04 0.04 −0.04 0.02 −0.03 0.14
∆[V/Fe] −0.14 0.13 0.00 0.02 0.01 −0.02 0.02 −0.02 0.14
∆[Cr/Fe] −0.08 0.10 0.04 −0.03 0.00 0.02 0.02 −0.03 0.10
∆[Fe I/H] 0.00 −0.02 −0.04 0.03 0.02 −0.04 −0.03 0.03 0.06
∆[Fe II/H] 0.16 −0.18 −0.12 0.12 0.03 −0.03 −0.06 0.07 0.22
∆[Mn/Fe] −0.08 0.12 0.02 0.02 0.01 0.04 0.02 −0.04 0.11
∆[Co/Fe] −0.02 0.03 −0.03 0.05 −0.01 0.02 0.00 0.01 0.05
∆[Ni/Fe] 0.04 −0.02 0.00 0.02 0.01 0.01 0.00 0.01 0.03
∆[Cu/Fe] −0.28 0.30 0.09 −0.08 0.06 −0.04 0.08 −0.08 0.32
∆[Zn/Fe] 0.10 −0.03 0.02 0.04 0.06 −0.01 0.01 −0.02 0.08
∆[Y/Fe] −0.15 0.19 0.03 −0.04 −0.03 0.02 0.01 −0.03 0.18
∆[Zr/Fe] −0.15 0.18 0.02 0.02 0.06 −0.01 −0.01 0.00 0.17
∆[Mo/Fe] −0.12 0.12 0.01 −0.01 0.00 0.01 0.03 −0.02 0.12
∆[Ru/Fe] −0.09 0.09 0.00 0.01 −0.02 0.04 0.00 −0.01 0.10
∆[Ba/Fe] −0.22 0.21 0.10 −0.06 0.04 −0.09 0.03 0.00 0.24
∆[La/Fe] −0.18 0.19 0.03 −0.04 −0.03 0.02 0.00 −0.01 0.19
∆[Ce/Fe] 0.00 0.34 0.20 0.12 0.15 0.17 0.01 −0.02 0.28
∆[Pr/Fe] −0.19 0.22 0.05 −0.05 −0.01 0.01 0.01 −0.02 0.21
∆[Nd/Fe] −0.20 0.23 0.05 −0.06 −0.01 0.01 0.03 −0.04 0.22
∆[Eu/Fe] −0.13 0.16 0.04 −0.03 −0.02 0.03 0.01 −0.03 0.15
∆[Dy/Fe] −0.23 0.24 0.05 −0.07 −0.03 0.01 0.04 −0.06 0.25
Notes. Shown for the star 6798.
Table 7. Changes to derived abundances, relative to a tailored
ATLAS12 model when using ATLAS9 scaled solar and ATLAS9 with
+0.4 dex α-enhancement.
Elem. ATLAS9 ATLAS9α
∆[O/Fe] 0.05 −0.02
∆[Na/Fe] −0.07 0.01
∆[Mg/Fe] −0.03 0.00
∆[Si/Fe] −0.02 −0.02
∆[Ca/Fe] −0.06 −0.05
∆[Ti I/Fe] −0.02 −0.04
∆[Ti II/Fe] 0.01 −0.02
∆[Cr/Fe] −0.05 −0.02
∆[Fe I/H] 0.06 −0.02
∆[Fe II/H] 0.11 −0.06
∆[Ni/Fe] 0.00 −0.01
∆[Zn/Fe] −0.05 −0.04
∆[Ce/Fe] 0.02 −0.02
Notes. Both models have the same fundamental parameters. Shown
here for star 1062.
4.1. The abundance pattern
In Fig. 12 we present the full abundance pattern for our sample
stars. The boxes give the interquartile range, incorporating 50%
of our measurements, with the horizontal line indicating the me-
dian value. The whiskers indicate the total range of our mea-
surements or extend to 1.5 times the second and third quartile
ranges for elements where the full range is greater than this.
Table 8. Fundamental atmospheric parameters for our stars.
ID Teff log g ξt [Fe/H] Vmacro
1062 3870 0.45 1.30 –0.78 6.58
4794 4070 1.15 1.30 –0.66 5.82
5265 3870 0.30 1.25 –0.69 6.14
5968 3970 0.85 1.40 –0.79 5.92
6798 4000 0.90 1.30 –0.69 5.63
10237 4280 1.20 1.60 –0.83 5.93
13396 4190 1.45 1.60 –0.83 5.35
20885 4260 1.35 1.90 –0.84 5.60
27678 3870 0.35 1.20 –0.76 6.59
28956 3900 0.30 1.60 –0.86 6.94
29861 4160 1.20 1.50 –0.84 5.28
38916 4080 0.85 1.40 –0.83 5.67
40394 3890 0.45 1.10 –0.71 6.88
Any measurements deviating by more than this amount is shown.
The full list of all measured abundances ratios is also given in
Table 9.
4.1.1. Light elements
The proton-capture elements Na and Al can be created in the
hydrostatic burning in the cores of massive stars during the main
sequence phase, as well as at the base of the convective envelope
in AGB stars, via the so-called hot bottom burning mechanism
(Renzini & Voli 1981). Thus, these elements act as important
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Table 9. Abundances for all elements measured in our stars, as well as the total error and number of lines used.
ID [Fe I/H] σtot N [Fe II/H] σtot N [O/Fe] σtot N [Na/Fe] σtot N [Mg/Fe] σtot N
1062 −0.78 0.06 44 −0.80 0.22 10 0.23 0.10 2 0.24 0.14 2 0.46 0.07 2
4794 −0.66 0.06 44 −0.66 0.22 10 0.38 0.10 2 0.15 0.14 2 0.40 0.09 2
5265 −0.69 0.06 43 −0.69 0.22 11 0.00 − 2 0.31 0.16 2 0.40 0.07 3
5968 −0.79 0.06 49 −0.79 0.23 7 0.41 0.10 2 0.08 0.14 2 0.49 0.08 2
6798 −0.69 0.06 44 −0.67 0.22 14 0.37 − 2 0.01 0.13 2 0.44 0.09 2
10237 −0.83 0.06 42 −0.83 0.22 13 0.57 0.10 2 0.04 0.13 2 0.32 0.09 2
13396 −0.83 0.06 47 −0.86 0.22 11 0.48 0.10 1 0.07 0.13 2 0.44 0.07 3
20885 −0.84 0.06 37 −0.86 0.22 14 − − 0 0.11 0.13 2 0.47 0.09 3
27678 −0.76 0.06 47 −0.76 0.22 12 0.13 0.10 2 0.50 0.14 2 0.45 0.10 2
28956 −0.86 0.06 46 −0.82 0.22 13 0.06 0.12 2 0.41 0.13 2 0.46 0.07 3
29861 −0.84 0.06 40 −0.82 0.22 12 0.47 0.10 2 0.10 0.13 2 0.40 0.11 1
38916 −0.83 0.06 48 −0.85 0.22 14 − − 0 0.42 0.14 2 0.52 0.07 3
40394 −0.71 0.06 43 −0.67 0.22 10 0.23 0.10 2 0.26 0.14 2 0.43 0.08 3
Notes. The full table is available at the CDS.
tracers of the burning conditions required by the polluters, in
order to create the abundance patterns observed today.
In essentially all GCs where these elements have been stud-
ied, wide spreads of Na have been observed (e.g., Carretta &
Gratton 1997; Gratton et al. 2012; Carretta et al. 2013). Spreads
of Al have also been reported for a number of clusters, al-
though this is not as common as the Na variation. With respect to
sodium, 47 Tuc is no different, and we find a spread in [Na/Fe]
of ∼0.5 dex, in the range [0.01; 0.50] dex, which falls within the
range reported by other studies (Cordero et al. 2014; Alves-Brito
et al. 2005). That the spread is significant compared to the un-
certainties on the abundance ratios themselves can be seen by
inspecting Table 10, where we give the interquartile range (IQR)
for all elements, as well as the median uncertainty on the mea-
surements. We choose the IQR as a measurement of the spread,
since this is more robust towards outliers and potentially skewed
data than the standard deviation. We also give the mean value of
the abundance ratios.
The abundance of Na is usually observed to be anti-
correlated with that of oxygen. Inspecting Fig. 10, we confirm
this behavior for our stars in 47 Tuc. The stars 5265 and 6798
have telluric emission present in one wing of the oxygen lines,
so the derived [O/Fe] should be considered only as a lower limit.
In our case, the anti-correlation is much more pronounced than
seen in the study of Koch & McWilliam (2008), who only ob-
served a small scatter with no clear correlation. However, a clear
anti-correlation was recently reported by Cordero et al. (2014),
who analyzed a sample of more than 160 giants in 47 Tuc. Our
range in both elements is fully consistent with this study.
Computing the Kendall τ correlation coefficient for the set
of measurements yields τ = −0.88, indicating a strong anti-
correlation with a statistical significance of 0.001, allowing
us to reject the null hypothesis of no correlation with more
than 99% confidence. To quantify the strength of the correla-
tion, we performed a bootstrapping exercise, changing the value
of both abundance ratios by adding perturbations to the mea-
sured values. The perturbations were drawn from a Gaussian
distribution with mean zero and standard deviation correspond-
ing to the total uncertainties of our measurements. The two stars
with only lower limits of the oxygen abundance were excluded
from this exercise. Ten thousand realizations were made for each
abundance ratio, and the Kendall τ was computed for each set
of ([Na/Fe], [O/Fe]). The distribution of the abundances is shown
in Fig. 11, using a bin size of 0.01. For convenience, we overplot
Table 10. IQR, median value, and median uncertainty (σ̄) for all mea-
sured elements.
Elem. IQR Median σ̄
[Fe I/H] 0.12 –0.79 0.06
[Fe II/H] 0.14 –0.80 0.22
[O/Fe] 0.26 0.30 0.10
[Na/Fe] 0.23 0.21 0.14
[Mg/Fe] 0.06 0.44 0.08
[Al/Fe] 0.11 0.21 0.08
[Si/Fe] 0.05 0.32 0.09
[Ca/Fe] 0.12 0.24 0.13
[Sc I/Fe] 0.19 0.01 0.15
[Sc II/Fe] 0.06 0.21 0.17
[Ti I/Fe] 0.08 0.33 0.15
[Ti II/Fe] 0.16 0.41 0.15
[V/Fe] 0.12 0.17 0.14
[Cr/Fe] 0.08 –0.03 0.11
[Mn/Fe] 0.08 –0.20 0.13
[Co/Fe] 0.10 –0.00 0.07
[Ni/Fe] 0.03 –0.12 0.04
[Cu/Fe] 0.18 –0.14 0.35
[Zn/Fe] 0.05 0.26 0.13
[Y/Fe] 0.20 0.07 0.19
[Zr/Fe] 0.16 0.41 0.17
[Mo/Fe] 0.07 0.55 0.13
[Ru/Fe] 0.09 0.51 0.13
[Ba/Fe] 0.09 0.25 0.24
[La/Fe] 0.21 0.07 0.21
[Ce/Fe] 0.13 –0.04 0.32
[Pr/Fe] 0.09 –0.04 0.24
[Nd/Fe] 0.09 0.04 0.24
[Eu/Fe] 0.22 0.32 0.19
[Dy/Fe] 0.15 0.70 0.27
the actual measurements, including the stars with only lower
limits. Inspecting the distribution of the τ values, we found that
they follow a Gaussian distribution. From this, we computed the
mean value of the Kendall τ, finding τ = −0.60 ± 0.15, so a
weaker correlation is found from this exercise.
The pristine population of stars in 47 Tuc should be in-
distinguishable from field stars at the same metallicity, and it
is thus possible to separate the polluted stars from the pris-
tine using their [Na/Fe] ratio. We adopt a comparison sample
from the recent study of abundances in 714 stars in the solar
A108, page 13 of 21
A&A 572, A108 (2014)
Fig. 10. Correlations between the light elements. Top left: [Na/Fe] vs. [O/Fe], top right: [Mg/Fe] vs. [Al/Fe], bottom left: [Al/Fe] vs. [O/Fe], bottom
right: [Na/Fe] vs. [Al/Fe]. The dashed line indicates the adopted cut between the pristine (black circles) and polluted (red triangles) population of
stars. The red arrows indicate lower limits on the [O/Fe] abundance.
neighborhood by Bensby et al. (2014), although we note that
their their sample consists primarily of dwarf stars, whereas our
program stars are all giants. The Na abundances from the Bensby
et al. (2014) study has been corrected for NLTE effects using the
same source as we applied for our stars. We take the mean of
their [Na/Fe] measurements for stars with −0.9 < [Fe/H] < −0.6
as a measure of the typical value of [Na/Fe] for stars in the field
with a metallicity comparable to 47 Tuc. We find [Na/Fe]field =
0.09 ± 0.05 dex. Taking the mean value plus twice the standard
deviation as an upper limit of the [Na/Fe] ratio in typical field
stars, we consider stars with [Na/Fe] ≥ 0.19 dex to belong to the
polluted population of stars. This approach allow us to separate
the stellar populations in 47 Tuc, even if we are not sampling the
full range of the Na variations. The stars identified as belonging
to the polluted population are indicated in Fig. 10 and in all other
relevant figures. We also identify them by boldface numbers in
all relevant tables.
Turning our attention to the measured aluminum abundances
in Fig. 10, it is evident that they show very little spread, with a
mean and standard deviation of [Al/Fe]mean = 0.21 ± 0.06 dex.
This should be compared to the uncertainty of the individ-
ual [Al/Fe] determinations, which are on the order of ±0.11 dex,
so our results are consistent with a single value for our sam-
ple of stars. This contrasts with the results presented by both
Carretta et al. (2009) and Cordero et al. (2014), who reports a
significant variation in their measured Al abundances.
That we do not observe any spread in Al in our sample of
stars is a consequence of treating the Al synthesis in NLTE,
rather than relying on a standard LTE analysis. If the Al lines
are treated in LTE, we observe a broader range of abundances,
as discussed in more detail in Sect. 5.1. The disappearance of
the Al variation in this case is more related to the small sam-
ple of stars in our study, combined with the spread in our stellar
parameters. It does not imply that no Al variation exists within
the cluster. The presence of a variation is evident from previous
studies by Carretta et al. (2009) and Cordero et al. (2014), who
report significant variations in Al for stars with identical param-
eters, as do others. Because NLTE corrections are governed by
the stellar parameters, such variation would not disappear as a
consequence of a full NLTE analysis of their stars. In our case,
the sample simply does not cover the full range of Al variations
for a given set of stellar parameters.
The two bottom panels in Fig. 10 show [Al/Fe] vs. [O/Fe]
and [Na/Fe] vs. [Al/Fe]. No correlations are visible in either of
the two plots, in accordance with our finding that [Al/Fe] for our
stars are consistent with a single value. This also indicates that,
at least for the stars in our sample, the polluted generation has
been enriched by material from stars where the Mg-Al burning
cycle was not activated to any significant extent.
4.1.2. α-elements
The α-elements (O, Mg, Si, Ca, and Ti are enhanced in
ATLAS12 models) show roughly constant behavior, with a
mean enhancement of 0.34 ± 0.04 dex relative to iron, in
good agreement with what is found by other studies of
47 Tuc (e.g., [α/Fe] = 0.41 dex; Koch & McWilliam (2008);
0.29 dex, Cordero et al. (2014); 0.3 dex, Alves-Brito et al.
2005). In Table 10, oxygen is the only exception, because
it shows a variation and the well-known anti-correlation with
Na, as discussed earlier. Excluding oxygen from the cal-
culation of the α-enhancement, we find a mean value of
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Fig. 11. Distribution of [Na/Fe] vs. [O/Fe] from our bootstrapping ex-
ercise, shown as a density plot. Bin-size is 0.01. The measurements are
shown in red. The two targets with no oxygen errorbars only got lower
limits, so were excluded from the bootstrapping calculations.
[α/Fe] = 0.35 ± 0.03 dex, hence an insignificant change com-
pared to using the entire set of abundances.
We note that Ti exhibits a large scatter, as well as discrep-
ancies between the neutral and ionized species, which is a well-
known issue that still has not been entirely resolved, although
improvements were clearly made with the recent update of the
log (g f ) values by Lawler et al. (2013). The remaining part of
the discrepancy can likely be attributed to NLTE effects on Ti I
as investigated by Bergemann (2011), who shows that the abun-
dance from lines of the neutral species are systematically un-
derestimated in LTE. Following the recommendations in her
work, we adopt the Ti II abundances as the best measure of
Ti in the stars, since the ionized species have negligible NLTE
corrections. Furthermore, in a high-metallicity environment like
47 Tuc, the usable Ti lines are very strong and enter the saturated
part of the curve of growth, making them very weakly sensitive
to changes in abundances.
Scandium is intermediate between pure α elements and
iron-peak elements, and the formation processes is not entirely
clear at present. In Fig. 12, a clear offset is seen between the
Sc I and Sc II abundances, with the median values differing by
about 0.2 dex. This is most likely related to NLTE effects influ-
encing the lines of the neutral species. Whereas this effect has
not been studied in giants, Zhang et al. (2008) find for the Sun
that NLTE corrections are positive and on the 0.2 dex level for
the neutral species, bringing Sc I and Sc II back into agreement.
While not directly applicable to our sample of stars, their study
at least suggests that NLTE effects could be responsible for the
observed disagreement.
4.1.3. Iron-group elements
Each of the iron group elements (V, Cr, Mn, Fe, Co, Ni) are
found to be constant, and we see no evidence of an intrinsic
spread of any of them (see Table 10). Mn and Ni appears to be
slightly underabundant compared to Fe, whereas Co is found to
be overabundant. This is seen also in studies of other GCs such
as M75 (Kacharov et al. 2013), M71 (Boesgaard et al. 2005),
NGC 1851 (Carretta et al. 2011b), M4 and M5 (Yong et al.
2008b), as well as in globular clusters in the Large Magellanic
Clouds (Colucci et al. 2012).
4.1.4. Neutron-capture elements
All elements beyond Ni are produced by neutron captures, either
through the rapid(r) process associated with a very high neu-
tron flux during neutron star mergers or SN II explosions, or,
alternatively, through the slow(s) process, taking place on longer
timescales in AGB stars, for example. Many elements can be cre-
ated through both processes, but a few can be associated in large
part with one of the two mechanisms. The s-process elements Y
and Zr both show a scatter that does not appear to be corre-
lated with either stellar parameters or the light element abun-
dance variations (see Fig. A.2). However, the IQRs for [Zr/Fe]
and [Y/Fe] are 0.16 dex and 0.20 dex, which should be compared
to typical uncertainties for individual stars of 0.19 and 0.18 dex
respectively. The abundance dispersion is thus consistent with a
delta function convolved with the measurement uncertainty; i.e.,
there is no evidence of an abundance variation given the mea-
surement uncertainty (also see Table 10). Lines of both elements
have been treated in LTE. We note that while NLTE effects on
Zr-I lines may influence our derived abundances, given the nar-
row range in stellar parameters of the program stars, it is unlikely
that neglect of NLTE effects masks the presence of a genuine
abundance spread for Zr in 47 Tuc. A recent study by Velichko
et al. (2010) indicates that both ionization stages of Zr are influ-
enced by NLTE, in particular Zr I. They find corrections as large
as 0.3 dex, increasing with decreasing Teff , log g, and metallic-
ity. Their study only treated the 4241 Å and 4687 Å Zr I lines,
and since NLTE corrections can be strongly line-dependent, the
potential NLTE corrections of the lines used in this work may
differ from theirs by a non-negligible amount.
The heavy s-process elements La and Ba show no correlation
with any of the light elements that exhibit the abundance varia-
tions, being fully consistent with just a single value (see Fig. A.3
and Table 10). This result suggests that low-mass AGB stars
have not contributed strongly to the enrichment of the gas in-
corporated in the polluted population of stars, because these el-
ements are predominantly produced in lower mass AGB stars
(Straniero et al. 2014).
The elements Mo, Ru, Pr, and Nd have almost equal con-
tributions from both slow and rapid neutron capture processes
(Bisterzo et al. 2014), so it is difficult to interpret their abun-
dances in terms of polluter candidates. None of these elements
exhibit any intrinsic scatter or correlations with the light ele-
ments. We note that Mo and Ru appear enhanced, compared to Pr
and Nd, which is seen in some GCs where these elements have
been studied (M75, Kacharov et al. 2013), whereas Roederer
et al. (2011) find the opposite behavior in their study of M22.
This cluster also shows a spread in iron, so the reason for this
behaviour may also be linked to the fact that the different popula-
tions have seen additional SNe contributions to their abundance
patterns, which is not expected to be the case for 47 Tuc. Using
Mo and Ru to distinguish between different polluters is further
complicated by the complex formation channels for this element
(see Hansen et al. 2014).
The r-process element Eu is found to be constant within
the measurement uncertainties (see Table 10), and whatever
small variation is observed is also not correlated with the light
element variation (Fig. A.3). Since Eu is almost exclusively
produced in the r process (94%, Bisterzo et al. 2014), this
element is often used as a measure of the overall r-process
enrichment. When comparing Eu to the s-process-dominated
species Ba (85% s process, Bisterzo et al. 2014), we find a
value of log ε(Ba/Eu) = 1.59 ± 0.17, which is close to the so-
lar value of 1.66 based on the Arlandini et al. (1999) values,
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Fig. 12. Abundance pattern for our sample stars. Shown are the interquartile ranges. The most extreme outliers are indicated with open circles.
suggesting that the neutron capture elements in 47 Tuc have
seen a prevalent s-process contribution, since the pure r-process
value is 0.97 for the same abundance ratios. This is at odds
with what was found by the study of Cordero et al. (2014),
who compared Eu to La (76% s-process, Bisterzo et al. 2014),
suggesting that the neutron capture elements in 47 Tuc were
r-process-dominated. Indeed, if we use the same element ratios
as in their study, we find log ε(La/Eu) = 0.33 ± 0.04, which
would suggest a larger r-process contribution compared to the
s process, because the pure r-process ratio is 0.27, compared to
the solar ratio of 0.69 (Arlandini et al. 1999). However, both
La and Ba indicate that 47 Tuc has seen some s-process con-
tribution, although the amount differs. This also in agrees with
what was seen by Alves-Brito et al. (2005) for example, who
found [Ba/Fe] = 0.31 ± 0.07 dex to be significantly higher than
their [La/Fe] ratio of 0.05 ± 10.
We decided not to use Dy as an s-process probe (84% s pro-
cess, Bisterzo et al. 2014), because this element appears more
enhanced than any other element, and in particular it is enhanced
with respect to Eu. Dy has only been measured in clusters in
a few cases. A mild enhancement relative to Eu was found in
both M75 (Kacharov et al. 2013) and M22 (Roederer et al.
2011), whereas Carretta et al. (2011b) find [Dy/Fe] to be equal to
[Eu/Fe] in the GC NGC 1851. Cohen & Meléndez (2005), on the
other hand, find that Dy was depleted relative to Eu in both M3
and M13, so the behavior of this element is unclear at present,
but may be cluster dependent. Finally, we note that Roederer
et al. (2010) argues, albeit in a different metallicity regime, that
measuring abundance ratios of Pb is the only definitive way to
examine whether an s-process contribution has occurred within
a stellar population.
5. Discussion
The majority of our results show good agreement with previous
studies of 47 Tuc, but a few points warrant a deeper discussion.
Several studies (Brown & Wallerstein 1992, BW92; James et al.
2004, J04; Alves-Brito et al. 2005, AB05; Wylie et al. 2006,
W06; McWilliam & Bernstein 2008, McW08) have reported
abundances of the s-process peak elements, Y, Zr, and Ba, but
the disagreement between the individual studies is significant.
Table 11. [Y/Fe], [Zr/Fe], and [Ba/Fe] as reported by several other stud-
ies, as well as what is found in this work.
Source [Y/Fe] [Zr/Fe] [Ba/Fe]
BW92 +0.48 ± 0.11 −0.22 ± 0.05 −0.22 ± 0.12
J04 −0.11 ± 0.10 − +0.35 ± 0.12
AB05 − −0.17 ± 0.12 +0.31 ± 0.07
W06 +0.65 ± 0.18 +0.69 ± 0.15 –
McW08 −0.13 +0.05 +0.02
This work +0.09 ± 0.11 +0.39 ± 0.20 +0.28 ± 0.07
This is clearly seen in Table 11, where we quote the mean val-
ues from the relevant studies, as well as the values found in this
work, given as the mean ± the standard deviation. The reason for
the disagreement of the [Y/Fe] ratios can be understood easily,
since the Y II lines used to derive the yttrium abundances suffer
from HFS. If this is not properly taken into account, the abun-
dance will be overestimated. The studies of Brown & Wallerstein
(1992) and Wylie et al. (2006) do not apply an HFS analysis, and
thus they find a higher abundance than any of the other quoted
studies. Our mean abundance is slightly higher than the two re-
maining studies that reported Y abundances. A direct compari-
son to the James et al. (2004) study is difficult, since they use a
different set of lines that fall outside our spectral range. They
also find an offset in the abundance between main sequence
turn-off and subgiant stars, with the former having an [Y/Fe]
of +0.06 ± 0.01, so in better agreement with our measurements.
No explanation for this offset is given, but we chose to com-
pare our results to the measurements of subgiants, because they
are more similar to our sample than the dwarf stars yielding the
higher abundance ratio. McWilliam & Bernstein (2008), on the
other hand, use integrated light spectroscopy and derive their
abundance based on only a single line, making a comparison to
our results difficult, although one would expect the mean derived
from multiple stars to be comparable to what would be measured
from integrated light, assuming that the integrated light lines can
be synthesized correctly.
Turning our attention to the [Zr/Fe] ratio, there is again
no clear picture of the actual abundance ratio. The study of
Alves-Brito et al. (2005) relies on the synthesis of the 6143 Å
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Fig. 13. [Mg/Fe] vs. [Al/Fe] in LTE (left) and NLTE (right). The observed range in [Al/Fe] decreases when NLTE is taken into account.
line, and they do not report taking HFS into account in their anal-
ysis. Thus it is surprising that we find a higher abundance, even
when performing an HFS analysis. We do note, however, that the
6143 Å line yields a systematically lower abundance, compared
to the two additional lines we used, but never more than 0.1 dex,
which is insufficient for reconciling our measurements with
those of Alves-Brito et al. (2005). Inspecting our abundances on
a star-by-star basis, we never see line-to-line scatter larger than
0.1 dex, suggesting that our abundance measurements are inter-
nally robust. However, as can be seen from Table 6, the Zr abun-
dance is very sensitive to changes in the Teff scale, which can
explain part of the difference found. Comparing the three stars
in common between our sample and the study of Alves-Brito
directly, the most deviant star in terms of parameters (5265)
would have its Zr abundance lowered by ∼0.2 dex if the pa-
rameters were changed to force agreement with the Alves-Brito
study. This can explain part of the disagreement. The remain-
ing disagreement can probably be explained by a combination
of differences in continuum placements, as discussed earlier for
the iron lines, and the use of different model atmospheres (see
Table 7). Our results are in somewhat better agreement with
the MW08 study and we note that we use the same atomic line
data as in their study, although we still find a significantly larger
Zr abundance.
Our results for Barium compare well with what has been
found by most other studies, although we find a higher abun-
dance than the McWilliam study, which again might be related
to their use of integrated light spectroscopy. Also, we are us-
ing slightly different atomic parameters, which will also lead to
differences in the derived abundances.
5.1. NLTE effects for Al
As mentioned previously, we found that NLTE was relevant for
Al and sensitive to the stellar parameters, which may introduce
problems with abundances derived from a LTE analysis. Since
Al is a key element for constraining possible polluter candi-
dates in GCs, this is important to consider. Significant NLTE ef-
fects on Al lines, even at high metallicity have been reported by
Gehren et al. (2004, 2006), who studied the effect in a large sam-
ple of dwarf stars, showing that the effects were non-negligible
even at solar metallicity. We confirm this behavior in our giants,
although the corrections are in the opposite direction of that in
the dwarf stars.
A variation in the Mg and Al abundances has been re-
ported in more than 20 GCs, with a large part (18) of the data
coming from the study of bright giants by Carretta et al. (2009).
However, the Al abundances in the literature are all derived un-
der the assumption of LTE and often based on a small number
of bright stars. When inspecting Fig. 13 where we plot both the
LTE and NLTE values of [Al/Fe] it is immediately apparent that
the total range of the [Al/Fe] ratio for our sample decreases by
more than a factor of two when treated in NLTE, making our re-
sults consistent with only a single abundance across our sample
of stars. As discussed previously, this is related to our sampling
of stars in the CMD, underlining the importance of dense sam-
pling of the parameter space in order to unambiguously claim
a variation in Al. Unless one samples stars with near-identical
parameters one may overestimate the actual spread in [Al/Fe]
in LTE, in particular if the extremes in [Al/Fe] coincide with
extremes in stellar parameters. In the case of 47 Tuc, however,
significant variations in Al has been observed in stars with iden-
tical parameters (Carretta et al. 2013; Cordero et al. 2014) so
this cluster exhibits a genuine spread. The latter study uses the
6696 Å and 6698 Å lines, so it is directly comparable to ours,
whereas Carretta et al. (2013) uses the NIR lines in the region
around 8773 Å, which may have different NLTE corrections. But
even allowing for corrections of a different magnitude for the
NIR lines would not result in a disappearance of the observed
variation in their study. Another effect of treating the aluminum
lines in NLTE is an overall shift to lower values as can also be
seen by comparing the LTE and NLTE results in Fig. 13. This
result will be valid in general and implies that the overall en-
hancement of Al relative to iron may be overestimated in earlier
works. However, this needs to be investigated in a larger sample
of stars and ideally in multiple GCs to determine its true extent.
Interestingly, the stars in our sample do not separate clearly
in Fig. 13. One would expect that stars that are enhanced in Al
and depleted in Mg would also be enhanced in Na and depleted
in O, since the Mg–Al anti-correlation is created by a more ad-
vanced burning stage. However, a variation in Na–O does not
imply a variation also in Mg–Al. We see no evidence of the
Al abundance being correlated with either O or Na in our sample
of stars (see Figs. 13 and A.1). Depending on the polluter candi-
date, it is certainly possible to create an Na–O anti-correlation,
without activating the Mg–Al burning cycle responsible for the
anti-correlation of the latter (see, e.g., Decressin et al. 2007;
Bastian et al. 2013). This is also a well-known observational
fact, where only a subset of the globular clusters show significant
variations in Al (see, e.g., Carretta et al. 2009). Indeed, Cordero
et al. (2014) also do not find a correlation between Na and Al
in their much larger sample of stars in 47 Tuc (see their Fig. 8),
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but merely find a variation in Al for any given Na abundance,
consistent with our findings here.
5.2. Comparison with M71
The GC M71 has a [Fe/H] = −0.71 (Ramírez et al. 2001), and
is thus a close match to 47 Tuc in terms of metallicity but is not
nearly as massive. Also for this cluster, only a small dispersion is
seen in the [Mg/Fe] ratio (∆[Mg/Fe] = 0.11), which is very simi-
lar to what we observe for our sample of stars (Ramírez & Cohen
2002; Meléndez & Cohen 2009), suggesting that the smaller
variation observed may be related to the high metallicity of the
cluster. Our values of [Mg/Fe] are offset by around 0.2 dex, com-
pared to Meléndez & Cohen (2009), whereas better agreement is
seen with the range reported by Ramírez & Cohen (2002). Both
studies also found only a narrow range in aluminum abundances
(∆[Al/Fe] = 0.16), which is comparable to what we observe, but
we note that 47 Tuc certainly exhibits larger variations than what
we found, as discussed above.
Inspecting the behavior of the elements heavier than iron, we
again see a good agreement with the observed abundance pat-
tern of M71 (Ramírez & Cohen 2002), with the exception of Y
and Zr, where we find an overabundance relative to iron, oppo-
site to what is reported by Ramírez & Cohen (2002). However,
the more recent study of Meléndez & Cohen (2009), reports an
overabundance of Zr, albeit lower than what we find for 47 Tuc.
This may indicate that 47 Tuc has seen a stronger contribution
from the weak s-process than M71. Regarding La and Ba, M71
appears to be slightly more enhanced in these elements than
47 Tuc, in particular La, indicating that even though the two
clusters have essentially the same metallicity, they have not un-
dergone identical evolutions, which is not surprising considering
the mass difference between the two clusters. We note that the
same trend of Ba being enhanced to the level of Eu, as well as
being more enhanced than La, is seen in both cases.
6. Conclusions
Using observations of unprecedented quality, we have derived
abundances for a total of 27 elements in the globular cluster
47 Tucanae, spanning the range from O to Dy. We confirmed the
known anti-correlation of Na and O, whereas we find no indica-
tion of an anti-correlation between Mg and Al, which has previ-
ously reported by Carretta et al. (2009), among others, but this is
a consequence of not sampling the full extent of the [Al/Fe] en-
hancement in our sample of stars. The variation in Na and O
confirms that at least two populations of stars are present in
47 Tucanae, in line with what is seen in studies of both pho-
tometry and spectroscopy. We found a mean α-enhancement of
[α/Fe] = 0.34 ± 0.03. For the overall metallicity we find a value
of [Fe/H] = −0.78±0.07, which is in good agreement with other
recent studies of 47 Tuc. Inspecting the iron-peak elements, we
saw no indication of a variation within the measurement uncer-
tainties, as is consistent with a mono-metallicity. The same holds
for the s-process- and r-process-dominated species. Inspecting
abundance ratios of the s-process-dominated species (Ba, La)
to that of Eu, we saw indications that 47 Tuc has seen some
s-process contribution to the abundances. Finally, abundance of
the trans-iron elements Mo, Ru, Pr and Nd were found to be
constant across all stars in our sample to a very high degree. We
also did not observe any statistically significant correlations be-
tween [Na/Fe] and any other element, besides [O/Fe], consistent
with the interpretation that no intrinsic variation is present in our
sample of stars.
The use of a full NLTE synthesis of the Ba and Al lines elim-
inated spurious trends with Teff found for both species, and it
reduces the overall scatter significantly. We found that the ob-
served range in [Al/Fe] decreased by a factor of ∼two, with a
value consistent with a single abundance across our sample of
stars. We note that this is due to our small sample of stars, which
is not covering the full range of Al abundances in the cluster and
should not be taken as an indication that no Al spread exits in
47 Tuc. Furthermore, the overall enhancement of Al was also
found to decrease compared to the abundances derived from an
LTE analysis. If confirmed in other clusters, this may affect the
constraints put on the polluter candidates. Since we only observe
a small sample of giants here, this issue will need to be studied
in a larger number of stars and in different clusters before any
firm claims can be made.
These results will help constrain the mechanisms for creating
the light element abundance variations. A detailed interpretation
of the results in terms of consequences for the intracluster pol-
luter candidates will be presented in Paper II, which will also add
an analysis of the isotopic mixture of magnesium to the already
derived abundances.
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Dobrovolskas, V., Kučinskas, A., Bonifacio, P., et al. 2014, A&A, 565, A121
Doherty, C. L., Gil-Pons, P., Lau, H. H. B., Lattanzio, J. C., & Siess, L. 2014,
MNRAS, 437, 195
D’Orazi, V., Lugaro, M., Campbell, S. W., et al. 2013, ApJ, 776, 59
Fabbian, D., Asplund, M., Barklem, P. S., Carlsson, M., & Kiselman, D. 2009,
A&A, 500, 1221
Fenner, Y., Campbell, S., Karakas, A. I., Lattanzio, J. C., & Gibson, B. K. 2004,
MNRAS, 353, 789
Gehren, T., Liang, Y. C., Shi, J. R., Zhang, H. W., & Zhao, G. 2004, A&A, 413,
1045
Gehren, T., Shi, J. R., Zhang, H. W., Zhao, G., & Korn, A. J. 2006, A&A, 451,
1065
González Hernández, J. I., & Bonifacio, P. 2009, A&A, 497, 497
Gratton, R. G., Carretta, E., & Bragaglia, A. 2012, A&ARv, 20, 50
Grundahl, F., Briley, M., Nissen, P. E., & Feltzing, S. 2002a, A&A, 385, L14
Grundahl, F., Stetson, P. B., & Andersen, M. I. 2002b, A&A, 395, 481
Hansen, C. J., Andersen, A. C., & Christlieb, N. 2014, A&A, 568, A47
Hesser, J. E., & Bell, R. A. 1980, ApJ, 238, L149
Ivans, I. I., Sneden, C., Kraft, R. P., et al. 1999, AJ, 118, 1273
James, F., & Roos, M. 1975, Comput. Phys. Comm., 10, 343
James, G., François, P., Bonifacio, P., et al. 2004, A&A, 427, 825
Johansson, S., Litzén, U., Lundberg, H., & Zhang, Z. 2003, ApJ, 584, L107
Johnson, C. I., Pilachowski, C. A., Simmerer, J., & Schwenk, D. 2008, ApJ, 681,
1505
Kacharov, N., Koch, A., & McWilliam, A. 2013, A&A, 554, A81
Karakas, A. I. 2010, in IAU Symp. 266, eds. R. de Grijs, & J. R. D. Lépine, 161
Kiselman, D. 1993, A&A, 275, 269
Koch, A., & McWilliam, A. 2008, AJ, 135, 1551
Korotin, S. A., Andrievsky, S. M., & Luck, R. E. 1999, A&A, 351, 168
Kurucz, R. L. 2005, Mem. Soc. Astron. It. Supp., 8, 14
Langer, G. E., Hoffman, R., & Sneden, C. 1993, PASP, 105, 301
Larsen, S. S., Strader, J., & Brodie, J. P. 2012, A&A, 544, L14
Lawler, J. E., Guzman, A., Wood, M. P., Sneden, C., & Cowan, J. J. 2013, ApJS,
205, 11
Lazzaro, A., & Moneta, L. 2010, J. Phys. Conf. Ser., 219, 042044
Lind, K., Asplund, M., Barklem, P. S., & Belyaev, A. K. 2011, A&A, 528, A103
Lind, K., Bergemann, M., & Asplund, M. 2012, MNRAS, 427, 50
Marcolini, A., Gibson, B. K., Karakas, A. I., & Sánchez-Blázquez, P. 2009,
MNRAS, 395, 719
Marino, A. F., Villanova, S., Piotto, G., et al. 2008, A&A, 490, 625
Marino, A. F., Milone, A. P., Piotto, G., et al. 2009, A&A, 505, 1099
Marks, M., & Kroupa, P. 2010, MNRAS, 406, 2000
McWilliam, A., & Bernstein, R. A. 2008, ApJ, 684, 326
McWilliam, A., Wallerstein, G., & Mottini, M. 2013, ApJ, 778, 149
Meléndez, J., & Barbuy, B. 2009, A&A, 497, 611
Meléndez, J., & Cohen, J. G. 2009, ApJ, 699, 2017
Meléndez, J., Bergemann, M., Cohen, J. G., et al. 2012, A&A, 543, A29
Milone, A. P., Piotto, G., Bedin, L. R., et al. 2012, ApJ, 744, 58
Monelli, M., Milone, A. P., Stetson, P. B., et al. 2013, MNRAS, 431, 2126
Mucciarelli, A., Bellazzini, M., Ibata, R., et al. 2012, MNRAS, 426, 2889
Norris, J., & Freeman, K. C. 1979, ApJ, 230, L179
Norris, J. E., & Da Costa, G. S. 1995, ApJ, 447, 680
Piotto, G., Bedin, L. R., Anderson, J., et al. 2007, ApJ, 661, L53
Piotto, G., Milone, A. P., Anderson, J., et al. 2012, ApJ, 760, 39
Prantzos, N., Charbonnel, C., & Iliadis, C. 2007, A&A, 470, 179
Ramírez, I., & Meléndez, J. 2005, ApJ, 626, 465
Ramírez, S. V., & Cohen, J. G. 2002, AJ, 123, 3277
Ramírez, S. V., Cohen, J. G., Buss, J., & Briley, M. M. 2001, AJ, 122, 1429
Renzini, A., & Voli, M. 1981, A&A, 94, 175
Richer, H. B., Heyl, J., Anderson, J., et al. 2013, ApJ, 771, L15
Roederer, I. U., Cowan, J. J., Karakas, A. I., et al. 2010, ApJ, 724, 975
Roederer, I. U., Marino, A. F., & Sneden, C. 2011, ApJ, 742, 37
Sbordone, L. 2005, Mem. Soc. Astron. It. Supp., 8, 61
Sbordone, L., Bonifacio, P., Castelli, F., & Kurucz, R. L. 2004, Mem. Soc.
Astron. It. Supp., 5, 93
Sbordone, L., Limongi, M., Chieffi, A., et al. 2009, A&A, 503, 121
Sbordone, L., Salaris, M., Weiss, A., & Cassisi, S. 2011, A&A, 534, A9
Sbordone, L., Caffau, E., Bonifacio, P., & Duffau, S. 2014, A&A, 564,
A109
Short, C. I., & Hauschildt, P. H. 2006, ApJ, 641, 494
Silva, D. R., & M. Peron, M. 2004, ESO Messenger, 118, 2
Smith, V. V., Suntzeff, N. B., Cunha, K., et al. 2000, AJ, 119, 1239
Sneden, C. A. 1973, Ph.D. Thesis, The University of Texaz at Austin
Sneden, C., Bean, J., Ivans, I., Lucatello, S., & Sobeck, J. 2012, MOOG: LTE
line analysis and spectrum synthesis, astrophysics Source Code Library
Sobeck, J. S., Kraft, R. P., Sneden, C., et al. 2011, AJ, 141, 175
Stetson, P. B. 1987, PASP, 99, 191
Straniero, O., Cristallo, S., & Piersanti, L. 2014, ApJ, 785, 77
Taylor, B. J. 1986, ApJS, 60, 577
Tody, D. 1986, in SPIE Conf. Ser. 627, ed. D. L. Crawford, 733
Tody, D. 1993, in Astronomical Data Analysis Software and Systems II, eds.
R. J. Hanisch, R. J. V. Brissenden, & J. Barnes, ASP Conf. Ser., 52, 173
Tsymbal, V. 1996, in M.A.S.S., Model Atmospheres and Spectrum Synthesis,
eds. S. J. Adelman, F. Kupka, & W. W. Weiss, ASP Conf. Ser., 108, 198
Vandame, B. 2002, in Astronomical Data Analysis II, eds. J.-L. Starck, & F. D.
Murtagh, SPIE Conf. Ser., 4847, 123
Velichko, A. B., Mashonkina, L. I., & Nilsson, H. 2010, Astron. Lett., 36, 664
Ventura, P., & D’Antona, F. 2009, A&A, 499, 835
Ventura, P., Carini, R., & D’Antona, F. 2011, MNRAS, 415, 3865
Ventura, P., Criscienzo, M. D., D’Antona, F., et al. 2014, MNRAS, 437, 3274
Wood, M. P., Lawler, J. E., Sneden, C., & Cowan, J. J. 2013, ApJS, 208, 27
Wylie, E. C., Cottrell, P. L., Sneden, C. A., & Lattanzio, J. C. 2006, ApJ, 649,
248
Yong, D., Grundahl, F., Johnson, J. A., & Asplund, M. 2008a, ApJ, 684, 1159
Yong, D., Karakas, A. I., Lambert, D. L., Chieffi, A., & Limongi, M. 2008b, ApJ,
689, 1031
Yong, D., Grundahl, F., D’Antona, F., et al. 2009, ApJ, 695, L62
Zhang, H. W., Gehren, T., & Zhao, G. 2008, A&A, 481, 489
Pages 20 to 21 are available in the electronic edition of the journal at http://www.aanda.org
A108, page 19 of 21
A&A 572, A108 (2014)
Appendix A: Light element correlations
We here present plots of [X/Fe] vs. [Na/Fe] to trace elements that vary in step with the light element variations.
−0.2 0.0 0.2 0.4 0.6
−0.2
0.0
0.2
0.4
0.6
[O
/F
e]
−0.2 0.0 0.2 0.4 0.6
0.2
0.3
0.4
0.5
0.6
0.7
0.8
[M
g/
F
e]
−0.2 0.0 0.2 0.4 0.6
0.0
0.1
0.2
0.3
0.4
[A
l/F
e]
N
LT
E
−0.2 0.0 0.2 0.4 0.6
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
[S
i/F
e]
−0.2 0.0 0.2 0.4 0.6
0.0
0.1
0.2
0.3
0.4
0.5
[C
a/
F
e]
−0.2 0.0 0.2 0.4 0.6
−0.05
0.00
0.05
0.10
0.15
0.20
0.25
0.30
[S
cI
/F
e]
−0.2 0.0 0.2 0.4 0.6
0.0
0.1
0.2
0.3
0.4
[S
cI
I/F
e]
−0.2 0.0 0.2 0.4 0.6
[Na\Fe]NLTE
0.1
0.2
0.3
0.4
0.5
[T
iI/
F
e]
−0.2 0.0 0.2 0.4 0.6
0.2
0.3
0.4
0.5
0.6
0.7
[T
iII
/F
e]
Fig. A.1. [X/Fe] vs. [Na/Fe] from O to Ti. In each plot is shown representative uncertainties. Symbols the same as in Fig. 10.
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Fig. A.2. [X/Fe] vs. [Na/Fe] from V to Zr. In each plot is shown representative uncertainties. Symbols the same as in Fig. 10.
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Fig. A.3. [X/Fe] vs. [Na/Fe] from Mo to Dy. In each plot is shown representative uncertainties. Symbols the same as in Fig. 10.
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