We explore Itô stochastic differential equations where the drift term has possibly infinite dependence on the past. Assuming the existence of a Lyapunov function, we prove the existence of a stationary solution assuming only minimal continuity of the coefficients. Uniqueness of the stationary solution is proved if the dependence on the past decays sufficiently fast. The results of this paper are then applied to stochastically forced dissipative partial differential equations such as the stochastic Navier-Stokes equation and stochastic Ginsburg-Landau equation.
Introduction
This note explores the ergodic theory of Itô stochastic differential equations with memory. Specifically we consider equations on R d with additive noise of the form dX(t) = a(π t X)dt + dW (t).
Here W (t), t ∈ R is standard d−dimensional Wiener process (i.e. a Gaussian R d -valued stochastic process with continuous trajectories defined on the whole real line R with independent and stationary increments, W (0) = 0, EW (t) = 0, EW i (t)W j (t) = |t|δ ij , t ∈ R, i, j = 1, . . . , d). The projection and shift π t is a map from the space C of R d -valued continuous functions defined on R to the space C − of continuous functions defined on R − = (−∞, 0]:
This map gives the past of a continuous process up to time t ∈ R. Lastly the map a : C − → R d gives the effect of the past on the present moment of time.
First results concerning stationary solutions of SDEs of this type appeared in [IN64] . In this paper we give new sufficient conditions for existence and uniqueness of stationary solution for equation (1) which may be considered as non-Markovian ("Gibbsian") counterparts of those in [Ver97] . Here we do not address the question of mixing. However [Mat01] provides the needed framework to address this question in the non-Markovian setting.
We hope that our results will be useful in many different contexts. However, one of the main guiding examples has been recent progress in the ergodic theory of stochastic partial differential equations driven by white noise found in [BKL01, EMS01, EL02, Mat02] . In [KS00] and subsequent papers related ideas were developed independently in kicked noise setting. In the [MY02] the kicked setting is furtherer developed. In particular, we follow the ideas as laid out in the second reference. There using ideas of determining modes and inertial manifolds (see [FP67, Tem88] ), the infinite dimensional diffusion is reduced to an Itô process with memory on a finite dimensional phase space. If the resulting Itô process is elliptic then the methods of this note can be used to establish uniqueness of stationary measure. In [Mat02, Hai02] , similar ideas were used to control a convergence rate to the invariant measure; there the packaging was more Markovian. With the exception of [EMS01, Bak02] the memory is less explicit in the preceding works, here we bring it to the foreground and give general conditions under which the ideas are applicable. Similar ideas can be used to treat equations with state dependent diffusion matrices, provided that the system is uniformly elliptic.
After developing the general theory, we examine a number of pedagogical examples. Then we show how one can use the results of this paper to reduce a dynamical system to one of smaller dimension but with memory by removing stable dimensions. This reduced system can then be analyzed to understand the asymptotic properties of the system. The construction reflects the simple fact that the long term dynamics is dictated by the dynamics in the unstable directions. This reduction is particularly useful in the context of dissipative partial differential equations where the reduced system is finite dimensional; and hence, it has a simpler topological structure than the original equation. It is our imperfect understanding of the fine scale topological structure in the Markovian setting which limits our progress there. By switching to the finite dimensional setting where all relevant topologies are equivalent and Lebesgue measure exists, we can make progress.
Definitions and Main Results
Along with the set of pasts C − defined in the introduction, we also define the set of futures C + as the space of R d -valued continuous functions on [0, ∞). We denote by π + the natural projection from C → C + . For a stochastic process X and a set A ⊂ R the σ-algebra generated by random variables X(s), s ∈ A will be denoted by σ A (X) and the σ-algebra generated by random variables X(s)−X(t), s, t ∈ A will be denoted by σ A (dX). Consider the space Ω = C × C with LU-topology defined by the metric
where (h 1 , h 2 ) n = max −n≤t≤n (|h 1 (t)| + |h 2 (t)|) for (h 1 , h 2 ) ∈ Ω and | · | denotes the Euclidean norm.
Solutions of the SDE: A probability measure P on the space Ω with Borel σ-algebra B is said to define a solution to the equation (1) on some subset R of R if the following three conditions are fulfilled with respect to the measure P :
1. The projection W : C × C → C, ω = (ω 1 , ω 2 ) → ω 2 , is a standard d-dimensional Wiener process.
For any t ∈ R σ (−∞,t] (X) ∨ σ (−∞,t] (dW ) is independent of σ [t,∞) (dW ). (2)
Here and further X : C × C → C, ω = (ω 1 , ω 2 ) → ω 1 .
If s < t, s, t ∈ R then
The process X or the couple (X, W ) will be also often referred to as solution for equation (1).
Stationary Solutions: If P defines a solution on R and in addition the distribution of the process
does not change under time shifts then the measure P is said to define a stationary solution.
Solution to Cauchy Problem: We will always assume strong existence and pathwise uniqueness of solution to Cauchy problem with initial data which grows sufficiently slow at −∞. More precisely, for ρ > 0 denote C − ρ the space of trajectories x ∈ C − for which
We will require that for some ρ > 0 and any x ∈ C − ρ which possesses certain averaging property (which will be described after the definition of Lyapunov function below) there exists a measurable map Φ : C + → C + such that if W is a standard Wiener process under some measure P then (X, W ) is a solution to (1) on R + where X(t) = x(t)1 {t≤0} + Φ(π + W )(t)1 {t>0} which means that relations (2) and (3) are true on R + . Moreover, if under some measure P the process (X, W ) is a solution to (1) on R + and X(t) = x(t) for t ≤ 0 then X(t) = Φ(π + W )(t), t > 0 P −almost surely. We shall denote P ( · | x) the distribution of the solution to Cauchy problem with initial data equal to x ∈ C − ρ . A theorem providing global existence and uniqueness of solutions to Cauchy problem for the case where the drift coefficient is locally Lipschitz with respect to · ρ is given in Appendix B. Some other existence and uniqueness results for Cauchy problem can be found in [IN64] , [Pro90] .
We clearly cannot proceed without some control on the growth of solutions in time. We obtain the control by assuming a Lyapunov-Foster structure in the problem. As we are concerned with equations with memory, we allow the Lyapunov functions to have memory.
Lyapunov Function: We will call a function V : C − → R ∪ {+∞} a Lyapunov function for equation (1) if 2. If a measure P defines a solution (X, W ) of (1) on [T 1 , T 2 ] ⊂ R and P {V (π T 1 X) < +∞} = 1 then P {V (π t X) < +∞, s ∈ [T 1 , T 2 ]} = 1 and V (π t X) satisfies the following Itô equation on this interval:
Here h : C − → R is a function satisfying
for some δ ∈ [0, (1 + γ)/2) and C 3 > 0. Finally W is a standard onedimensional Wiener process adapted to the flow generated by (X, dW ).
To show that this definition is natural, consider the Markov case where the drift coefficient a(x) = a(x(0)) depends only on the present of a trajectory x ∈ C − . The results of [Ver97] imply that if
for some positive C 1 , C 2 and α then there exists a stationary solution which is unique. But condition (4) means that V (x) = x(0) 2 is a Lyapunov function which immediately follows from the Itô formula:
If a system possesses a Lyapunov function then it does not fluctuate very strongly along typical trajectories. In addition V (π t X) γ averages with respect to time t to a value less than C 1 C 2 and the fluctuations of the average are not strong. To make this more precise we define for x ∈ C − the fluctuations of the Lyapunov function, denoted FV (x, t), by
For any ρ > 0 we define the set of nice paths N ρ by
By the first property of a Lyapunov function N ρ ⊂ C − ρ/l . We shall say that x ∈ C − averages well if lim sup
Notice that if ρ < 1 then all of the path in N ρ average well. Lastly we will say that a function g : C − → R d is locally Lipschitz on C − ρ ∩ N r if it satisfies the Lipschitz condition with respect to the norm · ρ on the set
We will often speak of a D(V )-valued solution P on a set R ⊂ R. By this we mean, P {π t X ∈ D(V ), t ∈ R} = 1.
We now state our main existence and uniqueness theorems for stationary solution. In section 6, we give a few concrete systems where the central theorems of the paper apply. Almost all results in this paper deal only with D(V )-valued solutions; with the exception of Theorem 2, we say nothing about the existence and uniqueness of other solutions.
Theorem 1 Let the SDE (1) admit a Lyapunov function V and suppose there is x 0 ∈ C − such thatV (x 0 ) = sup t∈R − V (π t x 0 ) < ∞. If there exists a finite Borel measure ν defined on subsets of R − and constants β, K > 0 such that
the drift coefficient a( · ) is locally Lipschitz on C − ρ ∩ N r for some ρ > 0 and r > 1 2 then there exist a probability measure P on the space Ω which defines a stationary D(V )-valued solution of equation (1).
Theorem 2 Consider a sequence of sets (A n ) n∈N such that A n ⊂ A n+1 ⊂ C − and a sequence of sets (B n ) n∈N such that B n ⊂ B n+1 ⊂ C + . Denote
B n and suppose that these sequences and a set G ⊂ C satisfy the following properties:
1. For any measure Q which defines a G-valued stationary solution to equation (1)
Q{π 0 X ∈ A ∞ } = 1 and Q{π + X ∈ B ∞ } > 0.
2. For any n ∈ N there exists a positive function K n : R + → R + such that R + K n (t)dt < ∞ and for any pair of trajectories x 1 , x 2 ∈ A n and a trajectory y ∈ B n with x 1 (0) = x 2 (0) = y(0)
Then there is at most one G-valued stationary solution.
Remark: The sequence of sets A n and B n can be replaced with a single pair of sets A and B where one only requires Q{π 0 X ∈ A, π + X ∈ B} > 0. However one must add the additional requirement that for any two stationary measure Q 1 and Q 2 , Q 1 {X(0) ∈ · and π 0 X ∈ A, π + X ∈ B} is not singular relative to Q 2 {X(0) ∈ · and π 0 X ∈ A, π + X ∈ B}.
The following theorem is a corollary of the proceeding one, but provides simpler to verify conditions which cover many settings.
Theorem 3 Let the SDE (1) admit a Lyapunov function V . Fixing ρ > 0 and r > 1 2 , for n ∈ N define the sets
If condition 2) of Theorem 2 holds with these families of sets then there exists at most one D(V )-valued stationary solution.
Existence of Stationary Solutions
The proof of the existence of stationary solutions will proceed through a weak-limit point argument applied to the Krylov-Bogoljubov measures (see [Sin94] , [IN64] ). Proof of Theorem 1: Let P 0 denote a law defining a solution for the Cauchy problem for the initial data x 0 and P s denote the time s-shift of this distribution i.e. a solution of the Cauchy problem subject to initial data
Since the function P s (E) is measurable with respect to s for all E ∈ B (see [IN64] ), for T > 0 one can define a probability measure
on the space (Ω, B). We will show that the family of measures {Q T } is tight on a subset of Ω in an appropriate topology, which we shall describe now. Denote C ρ the set of trajectories x in C such that π 0 x ∈ C − ρ . Define the following metric on C ρ :
Finally equip the space Ω ρ = C ρ × C with product topology of d ρ −topology in C ρ and LU-topology in C.
The general idea of proof of tightness in a space of continuous trajectories is to obtain uniform bounds for marginal distributions and for distributions of increments of the trajectories, see [Bil68] .
Lemma 3.1 For any κ ≥ 0, T ≥ 1 and S ≥ 0 the moments E Q T V (π t X) κ are uniformly bounded for t ∈ (−∞, S].
Proof of Lemma 3.1: In the sequel, we will write V t instead of V (π t X) for brevity. We may here assume without loss of generality that V ( · ) ≥ 1 (indeed, if V is a Lyapunov function so is V + 1 with possibly different choice of constants C 1 and C 2 ) and hence the moments of negative order are uniformly bounded.
We prove first that for each positive κ there exists a finite constant N κ such that for any T > 1 and any t ∈ [−T, 0]
Define τ R (t) = t ∧ τ R where τ R = inf{t : V t ≥ R}. Let m ≥ 1. The Itô formula and the assumptions on Lyapunov function V imply that for T > 0
holds P 0 -a.s. Taking expectations of both sides, passing to limit R → ∞, using the regularity of the solution (τ R → ∞ as R → ∞) established in the Appendix B we get
Dividing both sides of this inequality by T and using positivity of V T +t we obtain that
Since ε = [1 + γ − 2δ] ∧ γ > 0 we can apply the last inequality iteratively thus extending the domain of applicability of (6) at each iteration by ε.
There are three cases to consider, namely t ∈ (−∞, −T ), t ∈ [−T, 0) and
κ and the same estimate is obviously true if t < −T .
So for any κ we have proved that E Q T V κ t is bounded uniformly with respect to T > 1 and t ∈ (−∞, S].
Property 1 of Lyapunov function V and Lemma 3.1 imply that all the moments of X are also uniformly bounded. Now let us estimate increments of the process X.
Lemma 3.2 There exists a constant C > 0 so that for any t 1 , t 2 and T ≥ 1,
Proof of Lemma 3.2:
The first term can be estimated through the well-known expression for moments of Gaussian distribution. To estimate the second term we use the Fubini theorem, elementary inequality |xy| ≤ (x 2 + y 2 )/2 and relation (5):
Inequalities (7) and (8) imply
for a constant C > 0.
Since we have uniform moment estimates and uniform increment estimates in probability tightness of distributions of the process X under measures Q T in the uniform topology on finite interval [−S, S] for any S > 0 is immediate consequence of [Bil68, Theorem 12.3].
To finish the proof of tightness in Ω ρ we need the following lemma.
Lemma 3.3 For any σ > 0 and any t ∈ R the random variable π t X σ is finite Q T -a.s. for any T > 0. Moreover, the family of distributions
Proof of Lemma 3.3: We omit the proof which is similar to the proof of Lemma 3.4 below and Theorem 5 from the next section. It relies on uniform estimates of marginals and increments in probability and the Borel-Cantelli lemma.
Since the distribution of W in C is the same under all measures Q T , it suffices to demonstrate tightness of the distributions of X. Consider any S > 0 and fix ε > 0. Choose any σ < ρ and use Lemma 3.3 to find K ε > 0 such that
For any n ∈ N due to tightness of distribution of X on [−n, S] one can choose a compact set E n ⊂ C [−n,S] such that
So for any S ∈ N and ε we can build a set E (S) which is compact in the corresponding norm and Q T {X(−∞, S] ∈ E (S) } > 1 − ε2 −S . Use the same construction to build a compact set E ⊂ C ρ with Q T {X ∈ E} > 1 − ε.
So tightness of distributions of X in C ρ under Q T is proved. The classical Prokhorov theorem implies that Q Tn Law → Q ∞ when n → ∞ for some infinitely increasing sequence (T n ) n∈N .
To conclude the proof of Theorem 1 we need to establish some properties of the trajectories on which Q ∞ is concentrated. 
Proof of Lemma 3.4:
First notice that due to the construction of Q T as an average over initial value problems, if T be chosen so that n + 1 < T 2 −n then for any set A ∈ Ω the probability Q T (A) is bounded by Q T (A ∩ E) + 2 −n where for any ω ∈ E the equation (1) is satisfied on [−n, 0]. This will allow us to estimate Q T using the dynamics up to a small error.
We begin with the first claim controlling FV (π t X). The claim is implied by
and n q n < ∞. Let T m be chosen so that n + 1 < T m 2 −n then as mentioned above for any set A ∈ Ω the probability Q Tm (A) is bounded by Q Tm (A ∩ E) + 2 −n where for any ω ∈ E the equation (1) is satisfied on [−n, 0] and hence on E one has
and
for κ > 1/2 and large enough p where the last line follows from uniform boundedness of all moments of V and Burkholder's inequality (see [Pro90,  Theorem 54]).
where we used boundedness of all moments of V in the last estimate. Now (9) with q n = Cn −2 + 2 −n follows from (10) and (11) and control of the time average fluctuations claimed by Lemma 3.4 is proved.
We now turn to the remaining claim controlling V (π t X). Choosing T m as above, for −n ∈ N Q Tm sup
Next we estimate both terms using Chebyshev's inequality and the uniform bounds from Lemma 3.1.
for some constant C > 0 and p ∈ N such that 2pρ > 2.
To prove that the expectation in the right-hand side of (13) is finite use Burkholder's inequality and the uniform estimates on E Q Tm V p t given by Lemma 3.1:
To complete the proof apply (12)-(13) and the Borel-Cantelli lemma as in the first part.
Completion of Proof of Theorem 1: All that remains in the proof of Theorem 1 is to show that Q ∞ is concentrated on solutions which solve the equation. From Lemma 3.4, we see that for any ρ > 0 and r > 
Properties of Stationary Solutions.
Before turning to the question of what additional requirements are sufficient to guarantee the uniqueness of the stationary measure, we extract a number of important properties which any stationary measure must possess given the assumptions already made. Specifically, we give bounds on the moments and growth to the Lyapunov function in time, prove that the averaging property is fulfilled a.s. and characterize the marginals of any stationary measure at a fixed given time.
Control of Moments and Asymptotic Path Behavior
Theorem 4 Under the conditions of Theorem 1, for any κ ∈ R there exist a single, fixed constant M k so that
Here ψ is a non-decreasing function such that ψ(0) = 0. Take expectations of both sides of the last inequality with respect to the stationary measure Q:
Take the limit N → ∞ and use stationarity of Q to get
As in the previous section since ε = 1 + γ − 2δ > 0 we can apply the last moment inequality iteratively to see that moments of V t are bounded under the stationary measure Q. The proof is complete. 
Next we estimate both terms using Chebyshev's inequality.
for some constant C > 0 if κ > 2/ρ. Calculations analogous to (13) and (14) give
for some constant C > 0 and p ∈ N, such that 2pρ > 2, and for any time 
Proof:
The needed calculations parallel those in the proof of the second part of Lemma 3.4; we give most of the details nonetheless. Using the definition of Lyapunov function we have
Since by Theorem 5, V −T grows slower than T 1 2 with probability 1 it suffices to show that the last term in each of the above lines grows no faster than
Since the sum
is majorized by by the previous one, the applying the Borel-Cantelli lemma will conclude the proof. To derive (18) use Burkholder's inequality and the fact that moments of V are uniformly bounded:
where by C we denote possibly different constants. Since κ > 1/2, (18) is finite as claimed and the theorem is proved.
Regularity of Time t Marginals
For any x ∈ C − , let P t ( · | x) denote the measure induced on R d at time t by the dynamics starting from the past x at time 0. Similarly for any stationary measure Q denote the marginal at time t on R d by Q t (A) = Q{X(t) ∈ A}. By stationarity the measure Q t is independent of t. The following Theorem along with Lemma 5.2 in the next section are the key elements in the uniqueness proof.
Theorem 7 Let Q be any measure defining a stationary solution of equation (1). For Q-almost every x ∈ C − and every t > 0, P t ( · | x) is equivalent to the Lebesgue measure on R d . In addition, Q s is equivalent to the Lebesgue measure on R d for any s ∈ R.
Proof: Since, by stationarity, Q t (A) = P t (A | π 0 x)Q(dx) the equivalence of Q t to the Lebesgue measure follows from that of P t . To prove that P t ( · | x) is equivalent to the Lebesgue measure, it is sufficient to show that the distribution P X [0,t] ( · | x) of the process X on the interval [0, t] is equivalent to the distribution P W [0,t] ( · | x) of standard Wiener process W started at x(0). To apply Lemma A.1 from the appendix we need a truncation to guarantee the Novikov like condition in (30). We define the adapted function
By stationarity, we know that for Q-almost every initial condition x,
On the other hand for Q-almost every initial condition x ∈ C − and any
where ∼ denotes equivalence of measures. Indeed, the definition of the stopping time T R (X) guarantees the Novikov condition (30) and the equivalence in (19) is implied by Lemma A.1 with
respectively and equivalence is preserved under this limit.
Uniqueness of Stationary Solutions
The proof of Theorem 2 rests on the following lemma which in turn relies on the two lemmas which follow it and contain the heart of the matter. Given any stationary measure Q, for B ⊂ C + , we define Q + (B; B) = Q{π + X ∈ B ∩ B).
Lemma 5.1 In the setting of Theorem 2, Q 1+ ( · ; B ∞ ) ∼ Q 2+ ( · ; B ∞ ) for any two measures Q 1 and Q 2 defining stationary D-valued solutions to (1).
Using this lemma, one quickly obtains a proof of Theorem 2. Once two stationary measures are shown not to be singular on the future then they must be the same measure. Lemma 5.1 gives the necessary equivalence, one way to see that this ensures uniqueness is given next.
Proof of Theorem 2:
Consider two ergodic measures Q 1 and Q 2 defining stationary D-valued solutions. Let φ : C → R be an arbitrary bounded functional which depends on values of its argument within a finite interval. By the Birkhoff-Khinchin ergodic theorem (see for instance [Sin94] ), there exists deterministic constants φ i so that
Q i -almost surely. Let C (i) be subsets of C + of full Q i -measure so that the above limit on the left hand side converges to the given constant φ i . Since Q 1 {π + X ∈ C (1) } = 1, we know that
is non-empty implying that φ 1 = φ 2 . Since the φ was arbitrary, we conclude that the distribution of X under Q 1 and Q 2 is the same. Due to the general fact that any stationary measure can be represented as a convex combination of ergodic ones the distribution of X is the same for any measure Q defining a stationary D-valued solution (the ergodic decomposition of a measure defining a D-valued solution gives zero weight to ergodic measures defining solutions which are not D-valued).
Since the trajectory of X on (0, ∞) is fully determined by π 0 X and the trajectory of B, the distribution of π 0 X determines uniquely the joint distribution of X and W and the theorem is proved.
Lemma 5.1 which was pivotal in the preceding proof is itself a consequence of the following lemma which along with Theorem 7 contain the central steps in the uniqueness proof. We will give its proof directly after its statement, returning to the proof of Lemma 5.1 at the end of the section.
Lemma 5.2 Suppose that assumptions of Theorem 2 are satisfied. For fixed n ∈ N, if x 1 , x 2 ∈ A n and x 1 (0) = x 2 (0) then P ( · ; B n |x 1 ) ∼ P ( · ; B n | x 2 ) where P (B; B n | x) = P {X ∈ B ∩ B n | x} for x ∈ A n and B ⊂ C + .
Proof of Lemma 5.2 :
We are going to derive this lemma from Lemma A.1 in the appendix. Set f i (t, y[0, t]) = a(π t (x i :y)), i = 1, 2. Notice that for a fixed t, f i (t, · ) can be thought of as functions from C([0, t]; R d ) to R d since the part of each π t (x i :y) before 0 is fixed.
condition (30) is satisfied and Lemma A.1 now implies the desired equivalence of measures. With Lemma 5.2 proved, we return to the proof of Lemma 5.1. Proof of Lemma 5.1: It is sufficient to show that for all n ∈ N if B is a set in C + such that Q 1 {π + X ∈ B ∩ B n } = 0 then Q 2 {π + X ∈ B ∩ B n } = 0. ¿From the relation
and Theorem 7 we see that for x 0 in some set E ⊂ R d with complement in R d of zero Lebesgue measure
This means that for all m ≥ n and for
Lemma 5.2 now implies that if x 0 ∈ E then for all x ∈ A m with x(0) = x 0 Q 2 {π + X ∈ B ∩ B n |π 0 X(0) = x − } = 0, which in turn implies
To complete the proof integrate the last relation over R d with respect to Q 2 {X(0) ∈ dx 0 } and use Theorem 7.
Proof of Theorem 3: Theorem 2 would imply Theorem 3, if Q{π 0 X ∈ A ∞ (ρ, r)} = Q{π + X ∈ B ∞ (ρ, r)} = 1 for every measure Q which defines a stationary D(V )-valued solution. However this is precisely the content of Theorems 5 and 6.
Basic Examples
In this section we consider two simple examples to illustrate our theory. The first example is quite uniform in its behavior. The second one which is similar to the first has a twist which makes the estimates less uniform. It can be seen as a warm up for applying our results to stochastically forced partial differential equations. Finally in the next section we illustrate the point by considering stochastically forced dissipative partial differential equations.
A Uniform Example
Consider the equation (1) with X(t) ∈ R and a(x) = −x(0)(1 + Ψ(x)) where
We now show that Theorem 1 and Theorem 3 apply, thus the system has a unique stationary solution. First note that V (x) = x(0) 2 + Ψ(x) 2 is a Lyapunov function for the system with γ = 1, δ = . Next we establish continuity in C ρ , for any ρ > 0, of the functional a. For x,x ∈ C ρ , a straightforward calculation gives
Since |a(x)| ≤ C(1 + V (x)) for some positive C and all x the existence of a stationary solution is implied by Theorem 1 which applies with β = 1 and ν taken to be the delta measure concentrated at zero.
To show uniqueness of the stationary solution we consider |a(π t (x:y)) − a(π t (x:y))| for t > 0 where x,x ∈ A n ( 
Taking K n (t) = C 2 (n)e −2t we can apply Theorem 3 and hence the stationary D(V )-valued solution is unique. It is important to stress that Theorem 3 gives only uniqueness of D(V )-valued solutions which is natural since the very dynamics is defined only on the set where a(x) = −x(0)(1 + Ψ(x)) is finite.
A Less Uniform Example
We now modify the previous pedagogical example making it less uniform. We set a(x) = −x(0)[1+Ψ(x)]+Ψ(x) 2 where now Ψ equalsΨ(x) ifΨ(x) < ∞ and zero otherwise. HereΨ(x) is given bŷ
We again take V (x) = x(0) 2 +Ψ(x) 2 as our Lyapunov function which produces
, we take C 1 = 1, C 2 = 2, β = 1, γ = 1, δ = 1 2 and ν a delta measure concentrated at zero. Next observe that
Since the time average of the Lyapunov function is less than
2 (see Theorem 6 and Lemma 3.4 ) we conclude that if Ψ(X(t 1 )) < ∞ thenΨ(X(t)) < ∞ for all t. Showing that a( · ) is locally Lipschitz on C − ρ ∩ N r reduces to showing thatΦ is locally Lipschitz on C − ρ ∩ N r , for concreteness we choose ρ = r = 
Application to Stochastically Forced Dissipative Partial Differential Equations
Consider the stochastic differential equation
u(t 0 ) = u 0 on a Hilbert space X with a norm ||| · ||| and inner product · , · . Here B is a X-valued cylindrical Brownian motion on a probability space Θ and G is a Hilbert-Schmidt operator mapping the domain of B into X. We assume that B(t) exists for all positive and negative times. We also assume without further comment that (22) has strong, global, pathwise unique solutions. The goal of this section is to show that under certain assumptions this Markovian system on a possibly infinite dimensional phase space can be reduced to finite dimensional system with memory which has the same asymptotic behavior as the original system. In the stochastic setting, the reduction was proved in [Mat98] . The pathwise contraction of the small scales embodied in (23) were used in [Mat99] . These and related ideas were used to prove ergodic results for the stochasticly forced Navier-Stokes euqations in [EMS01, BKL01, KS00]. In [Mat01, BKL02] , exponential mixing is proved. The first of these uses a coupling construction and gives explicit estimates on the dependence of initial conditions. We make three basic assumptions:
1. The dynamics admits a Markovian Lyapunov function. Namely, in complete analogy to our previous definition, there exist a function U : X → R ∪ ∞ so that (a) U (u) ≥ C 0 |||u||| l for some C 0 , l > 0 and all u ∈ X.
(b) For a solution u of equation (1) dU
for some δ ∈ [0, (1 + γ)/2) and C 3 > 0. Finally B is a standard Wiener process adapted to the flow generated by (dB).
2. There exist a decomposition of X = L ⊕ H where L is d-dimensional with d < ∞ with the property if Π and Π h are the respective projections on L and H then
for all u,ũ ∈ X and some c i , p i ≥ 0 with
3. Π h GB(t) = 0. This amounts to only saying that the subspace L is forced.
4. The Markovian dynamics (22) possesses an invariant probability measure µ such that µ{u ∈ D(U )} = 1.
Remark:
The last condition requiring the existence of an invariant measure can almost certainly be derived from the first two. This would be interesting in that it would replace the normal compactness arguments with a dissipative argument much as the uniqueness theory removes most topological considerations by using the dissipative structure.
Remark: In fact many of the results follow without modification even if Π h GB = 0. It would require the consideration of drifts of the form a(π t X, t) in (1) and further assumptions to control the behavior in t. Though it is instructive to explore this option, for the PDE applications it is more natural to stay in a Markovian framework, shifting to the memory point of view only as needed. See for example [Mat02, KPS02] Remark: The asymmetry in the estimate on the differences in the F is an artifact of our memory setting. If we stayed in a more Markov setting it would not be needed. See [Mat02] for more details. We can extend the invariant measure µ to a stationary measure M on (6) for more details. Then using precisely the same calculations as in Theorem 6 and 5 with FU (u,
|t| we obtain Theorem 8 Under the assumptions 1-4 for any ρ > 0 and κ
We now prove the critical lemma which allows us to remap this problem to the setting of the first half of the paper. Let MΠ −1 be the projection onto paths in C((−∞, ∞), L) × Θ. Similarly we split equation (22) into equations for (h(t), (t)) ∈ L ⊕ H, obtaining
We now show that there exists a function Ψ : C − → L so that the equation
has the same asymptotic behavior as (22). This equation is similar to what is called an inertial form in the theory of inertial manifolds; there however, the function Ψ depends only on the present and not on the past. In some settings but not in all cases, one can construct a stochastic inertial manifold (see [DPD96, CG94, BF95] ). However the constructions of this section work in most dissipative settings. The reduced memory formulation (26) is akin to the reduction of a dynamical system done in the context of symbolic dynamics. By only having some coarse description of the dynamics, but for a time interval of infinite length, one can reconstruct the exact position. Usually the symbolic dynamics encodes the forward trajectory. Here we are encoding the state of some subset of the variables in the infinite past.
Theorem 9 Under the same assumptions there exist a function Ψ : C((−∞, 0], L) → H so that the following holds:
is a solution to (22) with noise realization B(t).
If
is the solution to (24) at time t with initial data h 0 ∈ H at time s and exogenous forcing , then for
3. Fix r > 0 and κ ∈ ( 1 2 , 1). There exists a constant C(r, κ, n) so that for
r where
and u(s) = (s) + Ψ(π s ). Furthermore there exist γ n > 0 and K n > 0so that if t > 0 and (s) =˜ (s) for s ∈ [0, t] then |||Ψ(π t )−Ψ(π t˜ )||| 2 ≤ K n exp(−γ n t)
Proof: For MΠ −1 -almost every ( (t), B(t)) there is a corresponding h(t) so that u(t) = ( (t), h(t)) is a solution to (22) with forcing B(t).
Hence using Theorem 8 to continue
for some κ ∈ ( 1 2 , 1). Since by assumption c 1 − c 2
> 0, |||ρ(s)||| → 0 as t → −∞. This proves the first and second claim of the theorem. To see the third consider two pairs of solution ( , B) and (˜ ,B) in A n . For MΠ −1 -almost every such pair, in the same way as the previous estimate one obtains
With Theorem 9 in hand, we can define dynamics with memory on finite dimensional space L which is isomorphic to R d . We set Q = MΠ −1 and consider an equation of the form (1) with a(x) = Π F (x(0)+Φ(x)) and with a Lyapunov function V (x) = U (x(0) + Ψ(x)). We then arrive at an equation of the form (1). Hence by invoking theorem 3, we obtain the following result.
Theorem 10 Assuming all of the assumptions of this section and additionally that Π G is of full rank and that
for all ∈ L and h,h ∈ H and some c 4 ≥ 0, and p i ≥ 0. Then the invariant solution M is the unique D(U )-valued one.
Notice that ergodicity only requires that all of the modes up to a given scale are forced. In other words, it is sufficient for the system to be elliptic only up to a certain scale to ensure ergodicity. The arguments used are "soft" in that they do not require explicit geometric information as hypoelliptic arguments do. For this reason, it is reasonable to call the system "effectively elliptic" because the reduced memory equation is truly elliptic and hence the arguments are relatively "soft." Proof: Notice that the sets in 3 are just the projects of the t ≤ 0 and t ≥ 0 parts of A n defined above. Let x 1 , x 2 , y be chosen as in theorem 2. Since
As this bound is integrable, Theorem 3 completes the proof. 
The 2D Stochastic Navier Stokes Equation
Consider the incompressible Navier Stokes equation with mean zero flow on the two dimensional unit torus,T 2 , agitated by a stochastic forcing with no mean flow. By projecting out the pressure, we obtain the following Itô
where B(u, v) = P div (u · ∇)u, P div is the projection onto divergence-free vector fields, G a Hilbert-Schmidt operator mapping the cylindrical Weiner process W into X. We assume that there exists K cos , K sin ⊂ Z 2 so that Im(G) = L = span(sin(2πk · x), cos(2πm · x) : k ∈ K sin , m ∈ K cos ). We define N 0 to be the largest integer multiple of 2π so that if 2π|k| < N 0 then k ∈ K cos ∩ K sin . Similarly we define N 1 to be the smallest integer so that if 2π|k| > N 1 then k ∈ K cos ∪ K sin . We want to show that if N 0 is sufficiently large then Theorem 10 and 11 hold. We take U (u) = |||∇u||| 2 as the Lyapunov function. Standard calculations show that U satisfies our conditions for a Lyapunov function with C 1 = TrGG * , C 2 = 2ν, and C 3 = 2.
(See the enstrophy calculations in [EMS01] ). Lastly, we need to verify (23) and (27). We begin with the first, setting F (u) = ν∆u + B(u, u), H = X/L and ρ = u −ũ one has
where the constant C is independent of N 0 . Hence if
2 TrGG * , the assumption in (23) holds.
Lastly we check the condition used to control the paths in L. For any h,h ∈ H, ∈ L, and v ∈ L with |||v||| = 1 one has
Hence (27), holds and we obtain the following result.
Theorem 12 Let C be the constant from the above calculations. If N 2 0 > C TrGG * ν 3 then Theorems 10 and 11 apply to the Stochastic Navier-Stokes equation.
The 1D Stochastic Ginsburg-Landau Equation
As a second PDE example, we consider the stochastically forced CahnAllen/Ginsburg-Landau equation in a one dimensional periodic domain. Ergodic results for this equation have been proved in [EL02, Hai02] . The general framework of [Mat01] applies equally well to this setting.
Consider
where W (x, t) = K e k (x)σ k β(t), β k are independent standard Brownian motions, σ k are positive constants and e k are the elements of the real Fourier basis {1, sin(2πx), cos(2πx), sin(4πx), cos(4πx), · · · }. We denote by λ k the eigenvalue of −∆ associated with e k . As before we consider the case when σ k > 0 for only a finite number of k and define N 0 by the smallest integer so that if λ k < 4π 2 N 2 0 then σ k > 0. As in the previous example, we let L be the span of the e k with σ k > 0 and H the span of the remaining e k . Then X = L 2 ([0, 1]) = L ⊕ H and by |||·||| we mean the L 2 -norm on X.
We use the Lyapunov function U (u) = |||u||| 2 + |||∇u||| 2 . Direct calculation gives (see for instance [EL02, Smo94] )
where E m = λ m k σ 2 k . Using Jensen's inequality on the L 4 norm, the fact that 1 2 K 0 − x 2 > x 2 − x 4 for some positive K 0 , |||∆u||| 2 > 4π 2 |||∇u||| 2 and the non-positivity of the third term, we see that U is a Lyapunov function with C 1 = K 0 + E 0 + E 1 , C 2 = 2 , γ = 1, δ = 1 2 and C 3 = 2σ 2 max (0) + 2σ 2 max (1). Here σ 2 max (m) = max σ 2 k λ m k . All that remains is to prove the estimates (23) and (27) hold. To see the first recall that the Sobolev embedding theorem implies that |f | 2 L ∞ < CU (f ) and hence if F (u) = ∆u + R(u) and R(u) = u − u 3 then
To finish this estimate, observe that
To see (27), set u = + h andũ = +h and observe that
In the last line we have used the Sobolev embedding theorem.
In light of the above, calculations we have
then Theorems 10 and 11 apply to the stochastically forced Ginsburg-Landau Equation (28).
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A Comparison of Measures on Path Space
Suppose that we have two measures P (1) and P (2) on the space C + × C + which define solutions for equations
Here for fixed t functions f 1 and f 2 map the space 
In this setting, we have the following result which is a variation on Lemma B.1 from [Mat02] . 
B Cauchy problem
In this appendix we study existence and uniqueness of solution to Cauchy problem for (1).
Theorem 14 Suppose the functional a( · ) is locally Lipschitz on C ρ with respect to the norm · ρ . If x ∈ C ρ then for any realization of standard Wiener process W on any probability space there exist a positive stopping time T and a continuous process X(t) on the same probability space with the following properties:
1. X(t) = x(t) for t ≤ 0 almost surely. 3. The process X is adapted to the flow generated by W .
Any other process with this properties coincides with X almost surely. There exists unique fixed point in D of this map which gives the desired solution. Since the choice of M is arbitrary, we conclude that this solution is unique.
Theorem 14 implies that in its setting the dynamics corresponding to the equation (1) is defined at least up to some random moment T .
Let T ∞ be the largest time such that a solution exists on [0, T ∞ ). The question of global existence will be answered if one shows that if T ∞ is finite then the solution can be in fact extended beyond it.
Theorem 15 If there exists a Lyapunov function (see section 2) for the dynamics corresponding to (1) built in Theorem 14 then the time T in this theorem can be chosen to be equal to ∞, i.e. pathwise uniquness and strong existence hold globally.
Proof: Essentially we need to show that X(t) does not escape to infinity in finite time a.s. Introduce the stopping time τ R = inf{t > 0 : V t ≥ R}. Then by the definition of Lyapunov function we have
Hence EV (τ R ∧ t) ≤ Ct.
This inequality with EV (τ R ∧ t) > R · P{τ R ≤ t} implies that for any t > 0
P{for every R > 0 there exists s ≤ t such that |V s | > R} = 0.
So V s is finite for all s ≤ t which implies that X(s) is finite for all s ≤ t.
