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In this paper we prove that Sendov's conjecture is true for polynomials of degree
 .n s 6 we even determine the so-called extremal polynomials in this case , as well
as for polynomials with at most six different zeros. We then generalize this last
 .  .result to polynomials of degree n with at most n n distinct roots, where n n is an
increasing and unbounded function of n. Q 1996 Academic Press, Inc.
1. INTRODUCTION
 .The Sendov conjecture also known as the Ilieff conjecture deals with
the localization of the critical points of a complex polynomial with respect
to its own zeros and may be stated as follows:
 .Conjecture 1.1. Let p z be a polynomial of degree n G 2 having all its
 < < 4 X .zeros in the unit disk z : z F 1 . If a is any one of these zeros, then p z
< <has at least one zero in the disk z y a F 1.
Let P denote the family of all monic polynomials of the formn
n
< <p z s z y z , z F 1 1 F k F n . .  .  . k k
ks1
Then by Gauss]Lucas Theorem
ny1
X < <p z s n z y w , w F 1 1 F j F n y 1 . .  .  . j j
js1
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 . < <  .  .  .Define I z s min z y w , I p s max I z , I P sk 1F jF ny1 k j 1F k F n k n
 .sup I p . Conjecture 1.1 may then be viewed as an extremal problempg Pn
 .over the compact in the usual topology set P . It is known that theren
 .  .exists an extremal polynomial p# g P such that I p# s I P , andn n
indeed a stronger conjecture than the one mentioned above deals with the
 w x.description of such extremal polynomials see 14 :
 . n iuConjecture 1.2. If p g P is extremal, then p z s z y e for somen
real u .
Since 1962, when it first became known, Conjecture 1.1 has been the
subject of more than 30 articles. However, it was fully verified only for
 w x .polynomials of degree n F 5 see 12 for n s 5 . A variety of special cases
 w x .have been dealt with over the years see 3, 11, 19 for references , among
w xwhich we mention that of polynomials with at most five distinct roots 9 ,
w xas well as Miller's qualitative result 13 according to which those roots of
p lying sufficiently close to the unit circle satisfy an even stronger condi-
 w x.tion than the one stated in Sendov's conjecture see also 20 .
w xA recent paper by E. S. Katsoprinakis 7 claims that both conjectures
w xare true if n s 6. A key ingredient of his proof is 7, Lemma B :
n n k n n k .  .  .  .  . .Let A z s  a z , B z s  b z , and A) B z sks0 k ks0 kk k
n n k .  . < < a b z . If the zeros of A z lie in the annulus c F z F d, then forks0 k kk
 . .  .e¨ery zero w of A) B z , we can find a zero b of B z and a point g in the
< <annulus c F z F d such that w s ybg .
wPresented as a consequence of Szego's Composition Theorem 10, Theo-È
 .xrem 16,1 , this result is not true in general, as it has been pointed out by
Professor A. Meurman who also furnished the following counterexample:
5 6 5 5 k .  .  . .  .  .If A z s z y 1, B z s z q 1 y 1 r6 z s  z r k q 1 , thenks0 k
 . . 5 1r5  .A) B z s z r6 y 1 has the obvious root 6 . All the zeros of A z lie
< <  .  .in the annulus 0.99 F z F 1.01 say , and those of B z are z s y1 qk
ikp r3 < <e , k s 1, 2, . . . , 5. It is then easy to see that if 0.99 F g F 1.01, then
 4 < < 1r5; k g 1, 2, . . . , 5 , g z / 6 .k
w x  .J. E. Brown proved in 4 that if p g P is extremal and p z s 0,6
< <  .  .z - 63r64, then I z - 1 cf. Theorem 2.3 and Remark 2.4 . The validity
 .of Conjecture 1.2 and thereby even of Sendov's conjecture for n s 6
would therefore be a consequence of Rubinstein's result quoted in Theo-
rem 2.11 if one could check the remaining case, that is, ``p g P is6
 . < < w .  .extremal and p z s 0, z g 63r64, 1 imply I z - 1.'' Indeed, this is
asserted in Theorem 5.2 and proved in Sections 2]5. We then verify
Conjecture 1.1 for polynomials with at most six distinct roots Theorem
.  .6.1 and prove a more general result see Remark 6.6 in the last section.
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After the manuscript was submitted for publication, I received a preprint
w xfrom E. S. Katsoprinakis 8 where he obtains analogues of Theorem 5.2,
  . .Theorem 6.1, and Remark 6.6 with a weaker bound n n though . Never-
theless, his ideas are different from those used here, despite some inevita-
.ble computational similarities. I learned from the referee that Katsopri-
nakis' paper will appear as ``Erratum to `On the Sendov]Ilyeff conjecture' ''
in the Bulletin of the London Mathematical Society.
2. PRELIMINARIES AND NOTATION
Different ingredients will be needed, some of them rather technical. In
this section we list the statements of and references to these results. The
first two theorems will provide the starting point to our investigation.
w x  . 5  .nkTHEOREM 2.1 9, Theorem 1.1 . Let p z s  z y z , where nks1 k k
< <  4  .are positi¨ e integers and z F 1 for each k g 1, 2, . . . , 5 . Then I z F 1k k
 .1 F k F 5 .
w x  .Remark 2.2. It follows from the proof given in 9 that I z - 1 ifk
< <  .z - 1 see also Remark 6.6 below .k
w x  . 6  U .THEOREM 2.3 4 . If p# z s  z y z is an extremal polynomialks1 k
 . < U <  4  U .for I P and z F 63r64 for some j g 1, 2, . . . , 6 , then I z F 1.6 j j
w x  U .Remark 2.4. The proof given in 4 implies even that I z - 1 ifj
< U <z - 63r64.j
The following lemmas will be quite useful for proving Proposition 3.1.
w  .  .x  .  . m  .nkLEMMA 2.5 9, 4 and 5 . Let p z s z y a  z y z , withks1 k
m  4 n s n y 1 and z / a for all k g 1, 2, . . . , m . Thenks1 k k
m m
 .  .  .i a y z s n a y w , k j
ks1 js1
m m1 n q 1k .ii s , a y w a y zj kjs1 ks1
X .  .where w , . . . , w are the zeros of p z which are not zeros of p z .1 m
w xLEMMA 2.6 9, Lemma 2.2 . Let 0 - a F 1 and suppose that w / a is a
point in the closed unit disk. Then
< < 2 2 21 1 1 w y a 1 1 y a
R s y G y ,2 2 /a y w 2 a 2 a 2 ar 2 ar
< <where r s a y w .
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w x  .  . ny1  .LEMMA 2.7 9, Lemma 2.3 . Let p z s z y a P z y z g P . Ifks1 k n
< <  .  4  .a y z F 2 sin prn for some k g 1, 2, . . . , n y 1 , then I a F 1.k
Remark 2.8. It is easily seen from the proof of this lemma that
 . < <  .  4I a - 1 if a y z - 2 sin prn for some k g 1, 2, . . . , n y 1 .k
w x  n n.LEMMA 2.9 12, Lemma 2 . Let r , r , . . . , r and a, b, c a F c F b1 2 n
 4be positi¨ e numbers such that a F r F b for all k g 1, 2, . . . , n andk
 n r G c. Thenks1 k
2nyn ny1n 1 n y n n y 1 a b
F q q , 2 2 2  /cr a bkks1
 nym m 4where n s min m g Z : a b G c .
Part of the computations in Section 4 rely on
w x X .LEMMA 2.10 13, Lemma 4 . If p w / 0, then there exists a root z of p
satisfying
p w .
< <z y w F n n s deg p . .Xp w .
w xFinally, a well-known result of Rubinstein 15, Theorem 1 which will be
helpful in Section 5:
 .  . ny1  .  .THEOREM 2.11. If p z s z y 1  z y z g P , then I 1 F 1,ks1 k n
 . nwith equality if and only if p z s z y 1.
 .  . 5  .Let now p z s z y a P z y z be an extremal polynomial forks1 k
 .  .  .   .. I P , and suppose that I a s I p s I P . We may assume by rota-6 6
. w x  .  .tion that a g 0, 1 i.e., a is real . We wish to prove that I a F 1 if
w x a g 0, 1 , and also that this inequality is strict unless a s 1 which
.together with Theorem 2.11 will imply Conjecture 1.2 for n s 6 . Since this
w .  .is true when a g 0, 63r64 by Theorem 2.3 and Remark 2.4 , we can
w .assume from now on that a g 63r64, 1 , and furthermore that p has only
 .simple roots by Theorem 2.1 and Remark 2.2 .
The demonstration will be made by way of contradiction. We shall
therefore work all along under the hypothesis
 . w .  .  .H a g 63r64, 1 is fixed and so is p of course and I a G 1.
As for the notation, we shall use
5 5
X k < <p z s 6 z y w s 6 a z , w F 1, 1 F j F 5 a s 1 . .  .  . j k j 5
js1 ks0
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 .Then by integration
5 5 ak kq1 kq1p z s z y a z y z s 6 z y a . .  .  .  . k k q 1ks1 ks0
In order to simplify the expressions, we also define
2’53 2 2 1 y a b .
a s , b s , g s . 1 .
18 3 a
ip k r3  4Let finally u s e , k g 0, 1, . . . , 5 , be the 6th roots of unity.k
3. ESTIMATING ROOTS AND COEFFICIENTS
We first establish an estimate for the zeros of the derivative.
5 < < 2 2PROPOSITION 3.1. The w 's satisfy  w F b .j js1 j
< < < <Proof. Let r s a y w , r s a y z , 1 F j, k F 5. We may assumej j k k
without loss of generality that r F r F ??? F r . Then using Lemma1 2 5
 .  .2.5 ii with n s 6, m s 5, n s 1 1 F k F 5 , one getsk
5 51 1
R s 2 R ,   / /a y w a y zj kjs1 ks1
and then by Lemma 2.6
5 2 2 5 2 2< < < <1 1 w y a 1 1 z y aj ky s 2 y , 2 2 / /2 a 2 a 2 a 2 ar rj kjs1 ks1
or equivalently
5 2 2 5 2 2< < < <a y w a y zj ks 5 q 2 . 2 . 2 2r rj kjs1 ks1
 .  . 5 5Now Lemma 2.5 i and H imply that P r s 6P r G 6, whileks1 k js1 j
Lemma 2.7 together with the triangle inequality yields 1 F r F 2 1 Fk
.k F 5 . We can therefore use Lemma 2.9 with n s 5, a s 1, b s 2, c s 6,
 .and as it turns out after a simple computation n s 3 to obtain
5 1
F a . 3 . 2rkks1
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Thus
5 2 2 5< <a y z 1k 2 25 q 2 G 5 y 2 1 y a G 5 y 2a 1 y a . 4 .  .  . 2 2 /r rk kks1 ks1
< <  4 This implies that w - a for all j g 1, 2, 3, 4, 5 , because otherwise recallj
 ..that r G 1 by H1
5 2 2< <a y wj 2- 4 - 5 y 2a 1 y a , 5 .  . 2rjjs1
 .  .  .and then 4 and 5 would obviously contradict 2 .
We may therefore make the estimate
5 2 2 5 5< <a y wj 2 22 2< < < <F a y w s 5a y w ,   /j j2rjjs1 js1 js1
 .  .which in combination with 2 and 4 gives
5
22 2 < <5 y 2a 1 y a F 5a y w , .  j
js1
 .or, in view of 1 ,
5
2 2 2< <w F 2a y 5 1 y a s b . .  . j
js1
Even though not all of the inequalities below are ``sharp,'' they will still
do very well for our purposes.
LEMMA 3.2. One has the following estimates:
’ . < <i a F 5 b ,4
 . < < 2ii a F 2b ,3
3’ . < <  . .iii a F 5 q 1 r3 b ,2
 . < <  . 4iv a F 5r16 b ,1
5’ . < <  .v a F 1r25 5 b .0
Proof. Using some basic inequalities and Proposition 3.1 one easily
gets
25 5 1r2 ’ . < < < < w < < xi a F  w F 5 w F 5 b ,4 js1 j js1 j
1 2 2 . < < < < < <  < < < < .ii a F  w w F  w q w s3 1F i- k F 5 i k 1F i- k F 5 i k2
5 < < 2 22 w F 2b ,js1 j
IULIUS BORCEA188
1 15 3 5 .  .iii a s y w w w s y  w q  w =2 1F i- j- k F 5 i j k js1 j js1 j3 2
15 2 5 3 .  . w y  w ,js1 j js1 j6
and thus
< < < < < < < <a F w w w2 i j k
1Fi-j-kF5
35 5 5 51 1 13 2< < < < < < < <s w y w w q w   j j j j /  /  /3 2 6js1 js1 js1 js1
25 5 5 51 13 2< < < < < < < <s w q w w y 3 w   j j j j /  /3 6js1 js1 js1 js1
5 5 51 3 2< < < < < <F w q w w .  j j j /  /3 js1 js1 js1
Now
1r2 3r25 5 5 5
3 4 2 2 3< < < < < < < <w F w w F w F b ,   j j j j /  /  /js1 js1 js1 js1
  ..whereas by i
5 5
2 3’< < < <w w F 5 b , j j /  /js1 js1
3’< <  . .so a F 5 q 1 r3 b .2
< < < < < < < < < <iv a s w w w w F w w w w .  1 i j k l i j k l
1Fi-j-k-lF5 1Fi-j-k-lF5
1r22 2 2 2< < < < < < < <s w w w w  /i j k l
1Fi-j-k-lF5
22 2 2 2< < < < < < < <w q w q w q wi j k lF   /41Fi-j-k-lF5
225 < < w 5js1 j 4v - 5 F b .  /4 16
5r21r2 255 5 < < w 1js1 j2 5< < < < < <a s w s w F F b . 0 j j  / / ’5 25 5js1 js1
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We shall need the following estimate for the proof of Proposition 4.3.
LEMMA 3.3. Let c , c , c be complex numbers. Then1 2 3
< 3 < 3c a q c a a q c a F min f c , c , c b , 4 .1 4 2 4 3 3 2 i 1 2 3
1FiF3
where
’5 q 1’ ’< < < < < <f c , c , c s 5 5 c q 2 5 c q c , .1 1 2 3 1 2 3 /3
’4 5 q 1
< < < < < <f c , c , c s c q 3c q c q 6c q 3c q c , .2 1 2 3 1 1 2 1 2 3 /’ 35
1 ’ ’< < < < < <f c , c , c s 5 5 3c q c q c q 5 q 1 c q c . .  . .3 1 2 3 1 2 2 2 33
< 3 <  . 3Proof. We show that c a q c a a q c a F f c , c , c b for each1 4 2 4 3 3 2 i 1 2 3
 4i g 1, 2, 3 . This follows easily when i s 1 from Lemma 3.2 and the
 4triangle inequality. To prove that the same holds if i g 2, 3 one needs the
 .obvious identities:
5
3 3a s 6a y w y 3 w w w q w , 6 .  . 4 2 j i j i j
js1 1Fi-jF5
51
3 23a y w w w q w s a a s a y a w , 7 .  . 2 i j i j 4 3 4 4 j /21Fi-jF5 js1
5 3 5a 242 3a w s y w y 2 a . 8 . 4 j j 23 3js1 js1
 .  .Using 6 and the first equality in 7 one gets
c a3 q c a a q c a1 4 2 4 3 3 2
5
3s yc w y 3c q c w w w q w .  . 1 j 1 2 i j i j
js1 1Fi-jF5
y 6c q 3c q c w w w , 9 .  .1 2 3 i j k
1Fi-j-kF5
 .  .while 8 and the second equality in 7 give
c a3 q c a a q c a1 4 2 4 3 3 2
5c c2 23 3s c q a q w y c q c w w w . 10 .  . 1 4 j 2 3 i j k /3 3 js1 1Fi-j-kF5
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Now
w w w q w . i j i j
1Fi-jF5
1r2
22 2< < < < < < < <F w w w q w 11 . . i j i j /  /
1Fi-jF5 1Fi-jF5
by the Cauchy]Schwarz inequality.
But
25 512 2 2 4< < < < < < < <w w s w y w  i j j j /21Fi-jF5 js1 js1
252 22 4< <F w F b , 12 . j /5 5js1
and
5
2 2 2 2 2< < < < < < < < < <w q w F 2 w q w s 8 w F 8b 13 . .   /i j i j j
1Fi-jF5 1Fi-jF5 js1
 .  .by Jensen's inequality and Proposition 3.1, and then replacing 12 and 13
 .in 11 one gets
4
3w w w q w F b . 14 .  . i j i j ’51Fi-jF5
 .  .  .Then Lemma 3.2 iii , 14 , and the triangle inequality in 9 yield
< 3 < 3c a q c a a q c a F f c , c , c b . .1 4 2 4 3 3 2 2 1 2 3
Finally,
< 3 < 3c a q c a a q c a F f c , c , c b .1 4 2 4 3 3 2 3 1 2 3
 .  .  .follows from Lemma 3.2 i , iii , and identity 10 .
Remark 3.4. Since it provides very satisfactory estimates for our pur-
 .  .poses but not ``best possible'' , we shall only use f c , c , c in the proof2 1 2 3
of Proposition 4.3. By combining the terms involved in different ways, one
could naturally obtain other similar results.
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The same can be said about
LEMMA 3.5. One has the following estimates:
2 2a a b3 4 .i y F ,
4 10 5
5a a b1 4 .ii y a F .0 ’5 4 5
 .Proof. A simple computation using only the definitions gives
2 5a a 13 4 2y s w w y 2 w , i j j /4 10 20 1Fi-jF5 js1
and thus
2 25 5a a 1 1 b3 4 2 2< < < < < < < <y F w w q 2 w F w F  i j j j /4 10 20 5 51Fi-jF5 js1 js1
 .by Proposition 3.1, proving i .
Similarly,
5 5
a a y 5a s y w w w w w q 5 w  1 4 0 i j k l j j /  / js11Fi-j-k-lF5 js1
s y w w w w w q w q w q w , . i j k l i j k l
1Fi-j-k-lF5
and it then follows from the Cauchy]Schwarz inequality, the inequality
between means, Jensen's inequality, and Proposition 3.1 that
a a1 4 y a05
1 2 2 2 2< < < < < < < <F w w w w i j k l /5 i-j-k-l
1r2
2
< < < < < < < <= w q w q w q w . i j k l /
i-j-k-l
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42 2 2 2< < < < < < < <2 w q w q w q wi j k l
-   /5 4 /i-j-k-l
1r2
2 2 2 2< < < < < < < <= w q w q w q w  /i j k l /
i-j-k-l
1r2425 55’ < <80  w bjs1 j 2< <- w F , j / ’ /5 4 4 5js1
 .which proves ii .
The last result of this section is merely a consequence of Proposition 3.1,
but we emphasize it since it will provide the desired contradiction later on.
 .LEMMA 3.6. Assumption H implies that
37
2R a G ag . .4 16
Proof. Averaging the inequalities
< < 2 < < 2 2a y w s w y 2 aR w q a G 1 1 F i F 5 .  .i i i
  ..and using Proposition 3.1, one gets by 1
5 2 2yb q 5 1 y a 37 .
2R a s y R w G s ag . .  .4 i 2 a 16is1
4. APPROXIMATING THE ROOTS OF p
The idea is now to make use of Lemma 2.10 and get a first approxima-
 .tion for all the z 's 1 F i F 5 . This one-step Newton algorithm is inspiredi
 w x.by Miller's technique for dealing with roots near the unit circle see 13 ,
only we give it here an exact, quantitative meaning. We then use these
approximations in order to improve substantially upon the quoted lemma
in the case of one particular root. This will eventually lead to a contradic-
 .tion to our initial hypothesis H .
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We establish first
 .PROPOSITION 4.1. Under the same assumptions as pre¨iously Section 2
2p au q a u y 1 r5 . . 0.915ag , if i s 1, 5,i 4 i FX 2p au q a u y 1 r5 . . 1.175ag , if i s 2, 4.i 4 i
Proof. Since the estimates we are about to produce will only involve
distances from the u 's to the real axis and u s u , u s u , it willi 5 1 4 2
actually suffice to do the computations for i s 1, 2 only. We use the
 . X .expressions for p z and p z from the end of Section 2, develop and
regroup the terms with the same power on g , and then make systematic
use of the estimates from Section 3.
  . .Collecting terms in p au q a u y 1 r5 eventually givesi 4 i
p au q a u y 1 r5 . .i 4 i
a a23 44 4s 6 a u y 1 y .i  / 4 10
23 32u u y 1 u q 2 u u y 1 .  .  .i i i i i3 3qa a q a a4 3 475 5
3u y 1 .iq a23
3 22 2u u y 1 u q 3 3u u y 1 .  .  .i i i i i2 4 2qa a q a a4 3 4250 50
2 2u u y 1 u y 1 .  .i i iq a a q a2 4 15 2
4 3u u y 1 u q 4 u u y 1 .  .  .i i i i i5 3qa a q a a4 3 43125 125
2u u y 1 u u y 1 .  .i i i i2q a a q a a q u y 1 a .2 4 1 4 i 025 5
5 4 3u y 1 u q 5 u y 1 u y 1 .  .  .  .i i i i6 4 3q a q a a q a a4 3 4 2 493750 2500 375
2u y 1 u y 1 .  .i i2q a a q a a .1 4 0 4 550 5
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 .We estimate the first term by means of Lemma 3.5 i
2 ’a a 33 44 4 6 2a u y 1 y F a g i s 1, 2 . .i  /4 10 5
and use Lemma 3.2 for the other terms. The triangle inequality leads then
to
< <p au q a u y 1 r5 F f a i s 1, 2 , .  .  . .i 4 i i
where
’ ’ ’3 2 3 35 q 14 5 q 5 .6 2 3f a s 6a g q g .1 5 45
’ ’ ’48 13 q 32 5 q 75 3 q 448 . 4q g
480
’ ’ ’ ’48 105 q 1303 5 q 400 48 31 q 160 5 q 2933 .  .5 6q g q g
6000 36000
and
’ ’ ’ ’ ’3 4 15 144 21 q 32 15 q 235 3 q 864 .6 2 3 4f a s 6a g q g q g .2 5 5 480
’ ’ ’144 65 q 621 15 q 400 5 q 400 . 5q g
2000
’ ’ ’896 3 q 432 7 q 160 15 q 3285 . 6q g .
12000
Similarly,
pX au q a u y 1 r5 . .i 4 i
3 22u u y 1 .i i5 5 4 5 3 2 3s 6 a u q a u a q a a q u a .i i 4 4 i 3 5
22 22u u y 1 u q 2 3u u y 1 .  .  .i i i i i2 3 2qa a q a a q u a4 3 4 i 225 5
3 2u u y 1 u q 3 3u u y 1 .  .  .i i i i i4 2qa a q a a4 3 4125 25
2u u y 1 .i iq a a q u a2 4 i 15
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4 3 2u y 1 u q 4 u y 1 u y 1 .  .  .  .i i i i5 3 2q a q a a q a a4 3 4 2 43125 125 25
u y 1 .iq a a q a .1 4 0 55
The first parenthesis can be estimated by
37
5 5 4 5 5 4 5 2< <a u q a u a G R a q a a G a 1 q g .i i 4 4  /16
in view of Lemma 3.6.
As above, the remaining terms are estimated via a straightforward
application of Lemma 3.2 and the triangle inequality. The reversed trian-
gle inequality leads now to
< X <p au q a u y 1 r5 G g a i s 1, 2 , .  .  . .i 4 i i
where
’ ’ ’32 3 y 5 6 35 q 23 5 q 5 .  .5 2 3g a s 6a 1 y g y g .1 16 15
’ ’ ’ ’48 13 q 32 5 q 523 48 105 q 1303 5 q 400 .  .4 5y g y g
240 6000
and
’ ’ ’32 3 y 5 36 15 q 5 5 q 5 .  .5 2 3g a s 6a 1 y g y g .2 16 15
’ ’ ’144 21 q 32 15 q 160 3 q 939 . 4y g
240
’ ’ ’144 65 q 605 15 q 416 5 q 400 . 5y g .
2000
Define
f a g a F g .  .  .i i i
F g s , G g s , H g s i s 1, 2 , .  .  .  .i i i6 2 5 G g6a g 6a  .i
’  x w .and let g [ 2 254 r189. Note that g g 0, g when a g 63r64, 1 , and0 0
 .  xthat the F g are positive increasing functions of g on 0, g , while thei 0
 .  .G g are positive decreasing functions of g on the same interval i s 1, 2 .i
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 .  .This implies that the H g are positive increasing functions of g oni
 x0, g , and then0
p au q a u y 1 r5 . .i 4 i 2F H g ag i s 1, 2 . .  .X i 0p au q a u y 1 r5 . .i 4 i
It is merely a matter of trivial numerical computations to check that
H g - 0.915, H g - 1.175. .  .1 0 2 0
Hence the result.
We are now able to produce the desired approximation for most of the
roots via the following
COROLLARY 4.2. Up to renumbering the roots of p,
a u y 1 .4 i 2  4z s au q q C g ; i g 1, 2, 4, 5 ,i i i5
< < < <where C - 5.49a if i s 1, 5 and C - 7.05a when i s 2, 4.i i
< X  . . < 5  .Proof. Since p au q a u y 1 r5 G 6a G g ) 0 for each i gi 4 i i
 4  .1, 2, 4, 5 see the proof of Proposition 4.1 , the corollary follows from
Lemma 2.10 and Proposition 4.1.
PROPOSITION 4.3. One has the estimate
p ya y 2 a r5 .4 3F 0.4711ag .Xp ya y 2 a r5 .4
Proof. Using the same technique as in Proposition 4.1, one gets
2 a 8 2 24 3 3p ya y s 6 a y a q a a y a4 3 4 2 /  /5 75 5 3
8 6 2
2 4 2qa y a q a a y a a4 3 4 2 4 /125 25 5
48 8 4 2
5 3 2qa y a q a a y a a q a a y 2 a4 3 4 2 4 1 4 0 /3125 125 25 5
64 4 8 2 2
6 4 3 2q y a q a a y a a q a a y a a . 15 .4 3 4 2 4 1 4 0 4 /46875 625 375 25 5
We estimate separately each of the above parentheses. First
’8 2 2 16 2 5 q 7 .3 3 3 3a y a q a a y a F a b 16 .4 3 4 2 ’75 5 3 225 5
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by Lemma 3.3. Analogously,
’8 6 2 16 2 5 q 7 .2 4 2 2 4a y a q a a y a a F a b 17 .4 3 4 2 4125 25 5 375
 .after breaking out a and using Lemma 3.2 and 16 . The next term is4
48 8 4 2
5 3 2a y a q a a y a a q a a y 2 a4 3 4 2 4 1 4 03125 125 25 5
48 8 4 a a1 42 3< <F a a y a q a a y a q 2 a y a ,4 4 3 4 2 03125 125 25 5
 .  .and thus, by Lemma 3.2 i , Lemma 3.3, and Lemma 3.5 ii ,
48 8 4 2
5 3 2a y a q a a y a a q a a y 2 a4 3 4 2 4 1 4 03125 125 25 5
’664 5 q 5099 . 5F ab . 18 .’3750 5
Finally,
64 4 8 2 2
6 4 3 2y a q a a y a a q a a y a a4 3 4 2 4 1 4 0 446875 625 375 25 5
64 4 8 2 a a1 43 3< < < <F a y a q a a y a q a y a4 4 3 4 2 4 046875 625 375 5 5
’1352 5 q 13057 . 6F b 19 .
56250
 .in the same way as in 18 .
 .  .  .Adding together the estimates 16 ] 19 and substituting them in 15
one gets
2 a4
p ya y F f a , 20 .  . /5
where
’ ’ ’16 2 5 q 7 16 2 5 q 7 664 5 q 5099 .  .  .6 3 4 5f a s 6a g q g q g . ’ ’375225 5 3750 5




2 a4Xp ya y /5
8 6
5 4 3 2 3s 6 y a q a a q a a q a a y a a q a .4 3 4 3 4 2 /25 5
16 12 4
4 2qa a y a a q a a y a4 3 4 2 4 1 /125 25 5
48 8 4 2
5 3 2q a y a a q a a y a a q a . 21 .4 3 4 2 4 1 4 0 /3125 125 25 5
We estimate first
5
5 4 3 5 4 3 5 2< < < <a q a a q a a G R a q a a y a a G a 1 q g 22 . .4 3 4 3  /16
 .by Lemma 3.6 and Lemma 3.2 ii .
We then estimate each of the remaining parentheses by a repeated use
 .of Lemmas 3.2, 3.3, and 3.5 ii :
’8 6 41 5 q 157 .2 3 2 3a a y a a q a F a b , 23 .4 3 4 2 ’25 5 75 5
16 12 4
4 2a a y a a q a a y a4 3 4 2 4 1125 25 5
’16 12 4 1024 5 q 5459 .3 4< < < <F a a a y a a q a q a a F ab ,4 4 3 4 2 1125 25 5 6000
24 .
and finally
48 8 4 2
5 3 2a y a a q a a y a a q a4 3 4 2 4 1 4 03125 125 25 5
48 8 4 a a1 42 3< < < <F a a y a a q a q 2 y a q a4 4 3 4 2 0 03125 125 25 5
’664 5 q 5249 . 5F b . 25 .’3750 5
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 .Then using the reversed triangle inequality in 21 and the estimates
 .  .22 ] 25 one gets
2 a4Xp ya y G g a , 26 .  . /5
where
’ ’5 41 5 q 157 1024 5 q 5459 .  .5 2 3 4g a s 6a 1 q g y g y g . ’16 600075 5
’664 5 q 5249 . 5y g .’3750 5
X .This implies in particular that p ya y 2 a r5 / 0. Let now4
f a g a .  .
F g s , G g s . .  .6 3 56a g 6a
 .It is readily seen that F g is a strictly increasing function of g for
 .  xg G 0 and that G g ) 1 when g g 0, g .0
Thus
p ya y 2 a r5 .4 3 3F F g ag - 0.4711ag , .X 0p ya y 2 a r5 .4
proving the proposition.
A much better approximation for the remaining root of p can now be
obtained as a consequence of this last result. In fact, one can be even more
specific.
COROLLARY 4.4. The roots of p being labelled as in Corollary 4.2, z is3
then the only root of p satisfying
2 a p ya y 2 a r5 .4 4 3z q a q F 6 F 2.8266ag . 27 .X3 5 p ya y 2 a r5 .4
 . X .Proof. Since 26 clearly implies that p ya y 2 a r5 / 0, we can4
apply Lemma 2.10 and get a root z of p satisfyingi
p ya y 2 a r5 .4 3< <z q a q 2 a r5 F 6 F 2.8266agXi 4 p ya y 2 a r5 .4
 .the last inequality follows from Proposition 4.3 .
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< <  . w  . 2 x 3But 2 a q 2 a r5 G 2R a q a r5 G 2 a 1 q 37r80 g ) 2.8266ag ,4 4
and furthermore
2 a a4 4 2z q a q s u q 1 a q q C g .i i i /5 5
a R a .4 42< < < <G u q 1 a q y C g G a qi i5 5
y7.05ag 2 ) a 1 y 7.05g 2 .
 4if i g 1, 2, 4, 5 , by Lemma 3.6 and Corollary 4.2. Obviously,
2 3a 1 y 7.05g ) 2.8266ag , g g 0, g . 0
3’ . < <recall that g s 2 254 r189 , and therefore z q a q 2 a r5 ) 2.8266ag0 i 4
 4when i g 1, 2, 4, 5 as well, leaving z as the only possible root of p3
 .satisfying 26 .
Remark 4.5. Corollary 4.4 can be restated z s ya y 2 a r5 q C g 33 4 3
< <  .with C - 2.8266a, and no other root of p fulfils this in the sense of 27 .3
We are now ready to get the improvement upon Lemma 2.10 mentioned
at the beginning of this section.
PROPOSITION 4.6. The zero z satisfies3
3p ya y 2 a r5 ag .4
< <z q a q 2 a r5 F 1.06 - . 28 .3 4 p9 ya y 2 a r5 2 .4
Proof. Let
3x 1 4
f x s 2.8266 q . 2 22 1 q 37r80 x 1 y 6.5875x .
4
q .2’3 1 y 2.7072 x .
It is of secondary interest to establish analytically that f is a strictly
 xincreasing function on 0, g and consequently that0
f x F f g - 0.06, 0 - x F g . 29 .  .  .0 0
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Using the estimates from Lemma 3.6, the proof of Corollary 4.4, and
Corollary 4.2
a a 374 4 2a q G R a q G a 1 q g , /  /5 5 80
2 a 37 5.494 2 2 2’ ’z q a q G 3 a 1 q g y g ) 3 a 1 y 2.7072g , .i  /’5 80 3
i s 1, 5,
2 a 374 2 2 2z q a q G a 1 q g y 7.05g s a 1 y 6.5875g , .i  /5 80
i s 2, 4,
one gets
51 1
q < < < <2 a q a r5 z q a q 2 a r54 i 4is1, i/3
1 1 4 4
F q q2 22’2 a 1 q 37r80 g 1 y 6.5875g . 3 1 y 2.7072g .
0.06
F 32.8266ag
 . < < 3by 29 . But z q a q 2 a r5 F 2.8266ag by Corollary 4.4, and thus3 4
1 1
q
< < < <z q a q 2 a r5 2 a q a r53 4 4
5 1 1.06
q F . < < < <z q a q 2 a r5 z q a q 2 a r5i 4 3 4is1, i/3
Since
p9 ya y 2 a r5 .4
p ya y 2 a r5 .4
51 1 1
sy q q ,2 a q a r5 z q a q 2 a r5 z q a q 2 a r5 .4 3 4 i 4is1, i/3
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it follows from the triangle inequality that
p9 ya y 2 a r5 .4
p ya y 2 a r5 .4
51 1 1
F q q < < < < < <z q a q 2 a r5 2 a q a r5 z q a q 2 a r53 4 4 i 4is1, i/3
1.06
F ,
< <z q a q 2 a r53 4
 .and then 28 is a consequence of Proposition 4.3.
Remark 4.7. Proposition 4.6 implies that z s ya y 2 a r5 q C g 3,3 4 3
< <where C - ar2.3
5. THE MAIN RESULT
 .We are at last in a position to provide a contradiction to hypothesis H
from Section 2 via
 .PROPOSITION 5.1. If H is true, then
45a 5g
2 2R a - q ag - 1.62 ag . .4  /16 1 q a 4 .
 .Proof. One has R z G y1; using the expression for z from Remark3 3
  .. 2 2   ..4.7 and the fact see 1 that 1 y a s 9a g r 8 1 q a , it follows that
5 ag 3
R a - 1 y a q .4  /2 2
45a 5g 45 5
2 2 2s q ag - q g ag - 1.62 ag ,0 / /16 1 q a 4 32 4 .
as it turns out after a trivial computation.
Proposition 5.1 obviously contradicts Lemma 3.6, since 37r16 ) 1.62,
 .and we conclude that assumption H was false in the first place.
We have thus established
 . 6  U .THEOREM 5.2. If p# z s  z y z is an extremal polynomial forks1 k
 . < U < w .  4  U .I P and z g 63r64, 1 for some j g 1, 2, . . . , 6 , then I z - 1.6 j j
It is readily seen that Theorem 5.2 together with Theorem 2.3 and
 .Theorem 2.11 and Remarks 2.2 and 2.4 as well implies the validity of
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Conjecture 1.2 when n s 6, which in turn implies Conjecture 1.1 for
n s 6.
6. POLYNOMIALS WITH AT MOST SIX
DISTINCT ZEROS
Based on the previous results, we can now prove:
 . 6  .nkTHEOREM 6.1. Let p z s  z y z , where n G 1 are arbitraryks1 k k
< <  . < <integers and z F 1 1 F k F 6 . Then each of the discs z y z F 1k k
 .  .1 F k F 6 contains a zero of p9 z .
 .Since obviously I z s 0 if n G 2 and the theorem is already proved ifk k
 4n s 1 for all k g 1, 2, . . . , 6 , it is sufficient to look at those roots of pk
which are simple when n s deg p s 6 n G 7. Thus, it will suffice toks1 k
prove:
 .  . 5  .nkTHEOREM 6.2. If p z s z y a  z y z , where n G 1 are arbi-ks1 k k
< <  .  .  .trary integers, z F 1 1 F k F 5 , and a g 0, 1 , then I a - 1.k
 .Let w , w , . . . , w denote the zeros of p9 z . We shall need a few1 2 ny1
lemmas for the proof of Theorem 6.2. The first one of these is quoted in a
general form, so we shall think of a, z , . . . , z as being all the roots of1 ny1
p, regardless of their multiplicity thus, they will coincide as a set with
 4 .a, z , . . . , z in our particular case .1 5
w x  .ny1 ny1wLEMMA 6.3 4, Proof of Lemma 2 . Let b s y1  z y1 ks1 k
.  .x ny1w .  .xa r az y 1 and b s y z y a r az y 1 . Thenk ny1 ks1 k k
ny1 < <w y a bj 1s . < <aw y 1 n q abjs1 j ny1
w x  .LEMMA 6.4 4, Lemma 1 . Under the abo¨e assumptions, if I a G 1, then
w y a 1j  4G , ; j g 1, 2, . . . , n y 1 .2aw y 1 1 q a y aj
 .  2 .5  .LEMMA 6.5. Let f a s 1 q a y a r 7 y 6a . Then f is strictly in-
w x  .   ..creasing on 0, 1 , and max f a s 1 s f 1 .w0, 1x
Proof. A trivial computation shows that
42 254a y 94a q 41 1 q a y a .  .
f 9 a s ) 0 . 27 y 6a .
if 0 - a - 1.
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 .Proof of Theorem 6.2. Assume the contrary, i.e., I a ) 1. Then by
Lemma 6.4
w y a 1j G 1 F j F n y 1 , 30 .  .2aw y 1 1 q a y aj
and by Lemma 6.3
ny1ny1 < <w y a  z y a r az y 1 .  .j ks1 k ks . 31 . ny1aw y 1 n y a z y a r az y 1 .  .js1 j ks1 k k
Since p has at most six distinct roots, p9 cannot have more than five
roots}say w , w , . . . , w }different from those of p. Then the terms in1 2 5
 .31 which correspond to j G 6 in the left-hand side and respectively k G 6
in the numerator of the right-hand side cancel out, leaving us with
55 < <w y a  z y a r az y 1 .  .j ks1 k ks ny1aw y 1 n y a z y a r az y 1 .  .js1 j ks1 k k
1
F
ny1n y a z y a r az y 1 .  .ks1 k k
1 1
F Fny1 < < n y n y 1 an y a z y a r az y 1  . .  .ks1 k k
32 .
< .  . < < <  .  .since z y a r az y 1 F 1 if z F 1. Now 30 and 32 imply that
51 w y a 1 1jF F F52 aw y 1 n y n y 1 a 7 y 6a .js1 j1 q a y a .
since n G 7, and finally
521 q a y a .
G 1. 33 .
7 y 6a
 .But 0 - a - 1 and 33 clearly contradicts Lemma 6.5.
The theorem is thus established.
 .Remark 6.6. Let P k denote the set of all monic polynomials ofn
degree n with at most k different roots and having all their zeros in the
unit disk. Using precisely the same technique, one can produce a slightly
more general result then Theorem 6.1, that is, one can show that Sendov's
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  ..  .conjecture is true for polynomials in P n n , where n n is an increasingn
and unbounded function of n.
  ..To see this, let p g P n n , wheren
ln n y n y 1 a . .def
n n s 1 q min , . 2ln 1 q a y a0-aF1  .
w xthe function between brackets being defined as n y 1 for a s 1 ..
.denotes here the integral part . Then combining Lemma 6.3 and 6.4 in the
 .  .  .  .same way as in 30 ] 33 one gets that I p F 1, since n n was chosen
w xsuch that for all a g 0, 1
 .n n y121 q a y a .
F 1.
n y n y 1 a .
 w . .One can even prove strict inequality for a g 0, 1 .
It is easily seen that
ln n y n y 1 a ln n q 1 r2 .  . .  .
G for a g 0, 1r2 . 34  .2 ln 5r4ln 1 q a y a  . .
Now
ln n y n y 1 a ln 1 q n y 1 1 y a t .  .  . .  .
G s n y 1 , . t2 1 y a e y 1ln 1 q a y a .
  . ..   . .x w .where t s ln 1 q n y 1 1 y a g 0, ln n q 1 r2 if a g 1r2, 1 .
 t .  .Since tr e y 1 is strictly decreasing on 0, ` , it follows that
ln n y n y 1 a n q 1 . .
G 2 ln for a g 1r2, 1 , 35.  .2  /2ln 1 q a y a .
 .  .  . w  . .xand then 34 and 35 imply that n n G 1 q 2 ln n q 1 r2 . Finally, it
 .  .is clear that n n F n n q 1 for n G 2.
 .  .  .Numerical computations show, e.g., that n 6 s 5, n 7 s 6, n 8 s
 .  .n 9 s 7, etc. Note that since n n s n when n F 4, the argument above
provides an immediate proof of Sendov's conjecture for polynomials of
 .degree at most four. Furthermore, since n n G 5 when n G 6 and the
 w x.conjecture is true for quintics cf. 12 , one can in fact see Theorem 2.1 as
 w x.a consequence of Remark 6.6 compare with 9 .
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