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Differentially Private k-Means Clustering with
Guaranteed Convergence
Zhigang Lu, and Hong Shen,
Abstract—Iterative clustering around representative points as an effective technique for clustering helps us learn the insights behind
data and enables various important applications to build on. Unfortunately, it also provides security holes which may allow adversaries
to infer the privacy of individuals with some background knowledge. To protect individual privacy against such inference attacks,
preserving differential privacy for iterative clustering algorithms has been extensively studied. Existing differentially private clustering
algorithms adopt the same framework to compute differentially private centroids iteratively: running Lloyd’s k-means algorithm to obtain
the real centroids, then perturbing them with a differential privacy mechanism. These algorithms suffer from the non-convergence
problem, i.e., they provide no guarantee of terminate at a solution of Lloyd’s algorithm within a bounded number of iterations. This
problem severely impacts their clustering quality and execution efficiency.
To address this problem, in this paper, following the same centroids updating pattern as existing work in the interactive setting, we
propose a novel framework for injecting differential privacy into the real centroids in the interactive setting. Specifically, to ensure the
convergence, we maintain the perturbed centroids of the previous iteration t− 1 to compute a convergence zone for each cluster in the
current iteration t, where we inject differential privacy noise. To have a satisfactory convergence rate, we further control the orientation
of centroid movement in each cluster by two strategies: one takes the orientation of centroid movement from iteration t− 1 to iteration t
(past knowledge); the other uses the additional information of the orientation from iteration t to iteration t+ 1 (future knowledge). We
prove that, in the expected case, our algorithm (in both strategies) converges to a solution of Lloyd’s algorithm in at most twice as many
iterations as Lloyd’s algorithm. Furthermore, when using both past and future knowledge, we prove that our algorithm converges to the
same solution as Lloyd’s algorithm (for the same initial centroids) with high probability, at the cost of a slower convergence speed than
using only past knowledge due to duplicated operations in each iteration required for computing the future knowledge. We perform
experimental evaluations on six widely used real-world datasets. The experimental results show that our algorithm outperforms the
state-of-the-art methods of interactive differentially private clustering with a guaranteed convergence and better clustering quality to
meet the same differential privacy requirement.
Index Terms—Differential privacy, Privacy-preserving machine learning, k-means clustering.
F
1 INTRODUCTION
IN the era of big data analytics, along with the rapiddevelopment of deep learning and its impressive achieve-
ments, e.g., the Google AI Go player Alpha Go beats the
best human Go player by self-taught with the deep neural
networks [1], [2], traditional machine learning techniques,
such as the k-means clustering algorithm, shows increas-
ing importance for learning insights from the “small data”
without the ground truth, due to their attractiveness of high
running efficiency and prediction accuracy [3], [4]. In this
paper, we address the issue of effective privacy-preserving
realization of the popular Lloyd’s k-means clustering [5]
algorithm.
Despite the benefits we enjoyed from clustering, the
privacy disclosure risk thwarts people’s willingness to con-
tribute data (especially the data that may link to privacy) to
the clustering algorithms. Consider the following inference
attack by the difference between the outputs from a private
dataset and an adversary’s background knowledge. There
are a trusted data curator who manages a dataset X and
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an adversary who owns a dataset X ′. In the worst case,
we have {x0} = X − X ′. At any arbitrary iteration t of
clustering, assume a set of centroids in X is accidentally
disclosed to the adversary. By comparing the difference
between the set of centroids generated by X and X ′, the
adversary can easily infer the value of the missing item
x0, thus technically gains the full access to the dataset X .
Figure 1 depicts how such an inference attack works, where
n
(t)
i is the overall number of items in cluster i at iteration t
of X .
From the above inference attack example, it is clear
that preserving the privacy of individual items in a dataset
when running an iterative clustering algorithm needs to
protect the true value of the centroids of the clusters at each
iteration. Unfortunately, some of the well-known privacy
preserving paradigms, such as Secure Multi-party Compu-
tation (SMC or MPC) [6] and Anonymity [7], [8], [9], are
vulnerable to such an inference attack because both the
SMC paradigm and the family of anonymity are vulnerable
against the adversaries who have the maximum background
knowledge (e.g., n− 1 out of n items of a dataset).
To preserve privacy against the inference attacks with
maximum background knowledge (Figure 1), differential
privacy (DP) [10] has been applied in Lloyd’s algorithm in
the interactive setting [11] whereby random DP noises were
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Cluster i at Iteration t:
x0
S
(t)
i : Cluster centroid (include x0)
S
′(t)
i : Cluster centroid (exclude x0)
The adversary knows:
S
(t)
i , S
′(t)
i , and N
(t)
i
The adversary infers:
x0 = N
(t)
i S
(t)
i − (N (t)i − 1)S′(t)i
Fig. 1: An Illustrated Example of The Inference Attack.
injected into each iteration when running Lloyd’s algorithm.
In a nutshell, there are a long line of studies [11], [12],
[13], [14], [15], [16] guarantee DP while achieving acceptable
clustering quality in the interactive setting via three DP
mechanisms: the sample and aggregation framework of
DP [17], the exponential mechanism of DP (ExpDP) [18], and
the Laplace mechanism of DP (LapDP) [19]. We observed
two weaknesses from existing work [11], [12], [13], [14],
[15], [16]. Particularly, the work [14], with the sample and
aggregation framework, showed unsatisfactory clustering
quality because its uniform sampling may result skewness
over the sampled buckets then the aggregated centroids
would have a significant distance to the Lloyd’s result.
The studies [11], [12], [13], [15], [16] applied ExpDP and
LapDP suffered from a non-convergence problem since the
unbounded noises are injected to an arbitrary direction.
The necessity of the convergence (defined in Definition 3)
guarantee is two-fold. First, without convergence guarantee,
a predefined iteration number is required to terminate a
differentially private k-means algorithm. To find such an
iteration number to satisfy the clustering quality with a
given input dataset, we have to run the algorithm over
the dataset multiple times. Furthermore, deploying the algo-
rithm to different datasets needs to re-calculate the iteration
number with the above process repeatedly which results in
a large computational cost for this predefined parameter.
Second, the non-convergent result may have a large distance
to one of the local optimal solutions of the k-means problem,
the clustering quality of the existing work [11], [12], [13],
[15], [16] is not always guaranteed. Therefore, this non-
convergence problem severely impacts the efficiency and the
clustering quality of applying the algorithm in the real life.
To overcome the above weaknesses, we propose a new
differentially private k-means clustering algorithm in the
interactive setting that improves the existing work with a
guaranteed convergence (defined in Definition 3) and better
clustering quality on the same DP requirement. In summary,
our main contributions are:
• We propose a novel approach of differentially private
clustering that injects bounded DP noise into each
iteration of the clustering process by applying ExpDP
in a controlled orientation of progressing to preserve
data privacy against inference attacks. In comparison
to existing work which injects unbounded noise to
arbitrary direction, our approach ensures conver-
gence in at most doubled number of iterations as the
Lloyd’s k-means clustering.
• We mathematically analyse the key properties (con-
vergence, the convergence rate, and the bound of
DP) of our differentially private k-means clustering
algorithm for two centroids updating strategies, re-
spectively, based on past knowledge of previous-
iteration centroids movement (same assumptions as
existing work), and past and future knowledge —
centroids movements of previous and next iterations.
The former requires fewer iterations for convergence,
while the latter results in a better convergence qual-
ity.
• We experimentally evaluate the performance of clus-
tering quality across various experimental settings
on six widely used real-world datasets. With the
same DP guarantee (privacy), because of the con-
vergence guarantee, our algorithm for both centroids
updating strategies achieves better clustering quality
(utility) than the state-of-the-art differentially private
k-means clustering algorithms.
To the best of our knowledge, our algorithm is the first
one that ensures convergence for differentially private k-
means clustering in the interactive setting.
The rest of this paper is organised as follows: In Sec-
tion 2, we discuss existing work on differentially private
clustering in the interactive setting for both the advan-
tages and disadvantages. In Section 3, we give a brief
introduction of the preliminaries of this paper, including
Lloyd’s algorithm and DP. In Section 4 we introduce our
approach to ensure convergence through noise injection in
controlled centroids movement orientation and preliminary
analysis on the convergence property. In Section 5, we pro-
pose two designs of noise sampling zone in each iteration
of clustering. In Section 6, we describe our differentially
private k-means clustering algorithm and its convergence
and differential privacy proof. In Section 7, we provide the
experimental evaluation to compare the clustering quality
(data utility) of existing work and our algorithm. Finally,
we conclude this paper in Section 8.
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2 RELATED WORK
In this section, we briefly summarise the related work on
differentially private k-means clustering [11], [12], [13], [14],
[15], [16], [20], [21] in the interactive setting. In general,
the results in the interactive setting with a DP guarantee
deployed three major mechanisms of DP: the Laplace mech-
anism (LapDP) [19], the sample and aggregation frame-
work [17], and the exponential mechanism (ExpDP) [18].
There is a group of studies [11], [12], [13] injected
Laplace noise to the iterations of Lloyd’s algorithm directly
to ensure DP. The difference among these studies is the
way to allocate privacy budget to each iteration. Blum et
al. [12] split the overall privacy budget uniformly to each
iteration, prior to that, a total number of iterations was
determined empirically. In spite of its simplicity, this scheme
requires significant computational resources as it has to
repeatedly run the algorithm on the target dataset to have
a suitable number of iterations. Su et al. [11] improved
the weaknesses of [12] by allocating the privacy budget
with a theoretically guaranteed optimal allocation method.
However, this optimal allocation scheme may not fit all real-
world datasets, as it assumes that all the clusters always
have the same size. Dwork [13] allocated the privacy budget
with a decreasing exponential distribution, that is, assigned
1/2i of the overall privacy budget at iteration i until using
up the overall privacy budget. Unfortunately, this scheme
results in unsatisfactory clustering quality since the injected
noises keep increasing when the allocated privacy budget is
decreasing.
The sample and aggregation framework and the ExpDP
were also used to ensure DP for an interactive k-means
clustering algorithm. Mohan et al. [14] proposed GUPT
applied the sample and aggregation framework of DP with
Lloyd’s algorithm. Briefly, GUPT uniformly samples items
from an input dataset to different buckets, where local
clustering result of each bucket is generated by Lloyd’s
algorithm. The final clustering result is the mean of those
local ones with Laplace noise. Although GUPT is con-
vergent, the clustering quality is unsatisfying because its
uniform sampling may sample items from one cluster to
a bucket with high probability, then the clustering result
in such bucket will contribute a large amount noise to the
aggregation stage. Zhang et al. [15] proposed a genetic algo-
rithm (GA) based differentially private k-means clustering
algorithm, PrivGene. Unlike the traditional GA, PrivGene
randomly sampled the candidates for the next iteration
with the ExpDP rather than selecting the top-quality ones.
PrivGene achieves fair clustering quality if the input dataset
is relatively small because in this case, it produces global
optimal clustering result with high probability. However,
similar to [12], PrivGene also requires a predefined iteration
number to terminate the algorithm. So efficiency would be
a major problem to it. Differing from the above algorithms,
Park et al. [16] achieved (, δ)-DP, rather than -DP, with
given assumption on the distribution of the input dataset
which narrows its applicability in the real-world scenarios.
Based on the above analysis of the existing differentially
private k-means clustering algorithms, we conclude that
the convergence is an important property to the clustering
quality of an iterative k-means clustering algorithm. Fur-
thermore, it is essential to have a good trade-off between the
privacy of each single item in a dataset and the clustering
quality. Therefore, in this paper, we aim to explore how to
guarantee convergence and better clustering quality to meet
the same DP requirement as existing work in the interactive
setting.
3 PRELIMINARIES
In this section, we briefly introduce the notion of privacy
used in this paper, i.e., differential privacy and Lloyd’s k-
means clustering algorithm. Following the same pattern as
the existing differentially private k-means algorithms, the
differential privacy noise is injected to the real centroids
computed by Lloyd’s algorithm over iterations.
3.1 Differential Privacy.
Informally, DP is a scheme that minimises the sensitivity of
output for a given statistical operation on two neighbouring
(differentiated in one arbitrary record to protect) datasets.
That is, DP guarantees the presence or absence of any
item in a dataset will be concealed to the adversary with
maximum auxiliary information.
In DP, the basic setting is a pair of neighbouring datasets
X and X ′, where X ′ contains the information of all the
items except one item in a dataset X . A formal definition of
Differential Privacy is shown as follow:
Definition 1 (-DP [19]). A randomised mechanism T is -
differentially private if for all neighbouring datasets X
and X ′, and for an arbitrary answer s ∈ Range(T ), T
satisfies:
Pr[T (X) = s] ≤ exp() · Pr[T (X ′) = s]
where  is the privacy budget.
Two parameters are essential to DP: the privacy budget
 and the local function sensitivity ∆f , i.e. ∆f(X), where f
is the query function to the dataset X . The privacy budget
 is set by the trusted dataset curator (who has full access
to dataset X). Theoretically, a smaller  denotes a higher
privacy guarantee because the privacy budget  reflects
the magnitude of the difference between two neighbouring
datasets. The reason why we use the local sensitivity is that
it offers better utility to respond query f when guaranteeing
-DP. ∆f is calculated by the following equation,
∆f(X) = max
∀X′
|f(X)− f(X ′)|, (1)
In this paper, we mainly use two main mechanisms of
DP: the Laplace mechanism (LapDP) [10] and the Exponen-
tial mechanism (ExpDP) [18]. In general, the LapDP adds
random noise with Laplace distribution for the numeric
computation to satisfy Definition 1. While for the non-
numeric computation, the ExpDP introduces a scoring func-
tion q(X,x) which reflects how appealing the pair (X,x) is,
where X denotes a dataset and x is the random respond to a
query function on the dataset X . When applying the ExpDP,
we can simply treat it as a weighted sampling, where the
scoring function assigns weights to the sample space.In this
paper, we mainly use two main mechanisms of DP: The
formal definition is shown below:
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TABLE 1: The summary of notations.
Notation Description
·ˆ The corresponding notation (· from Lloyd’s algorithm) in privacy-preserving algorithms
a
(t)
i Distance between S
(t)
i and Sˆ
(t)
i
b
(t)
i Distance between S
(t)
i and S
(t+1)
i
C
(t)
i Cluster i at iteration t
∆ Value difference of the cost function between two iterations

(t)
i Differential privacy budget for C
(t)
i
I Overall iterations of Lloyd’s algorithm
q Quality function from differential privacy
J(S
(t)
i ) Value of the cost function for C(t)i with centroid S
(t)
i
S
(t)
i Cluster centroid in C
(t)
i
Definition 2 (Exponential Mechanism [18]). Given a scor-
ing function of a dataset X , q(X,x), which reflects
the quality of query respond x. The exponential mech-
anism T provides -differential privacy, if T (X) ={
Pr[x] ∝ exp
(
·q(X,x)
2∆q
)}
, where ∆q is the sensitivity of
scoring function q(X,x),  is the privacy budget.
3.2 Lloyd’s k-Means Algorithm.
The k-means clustering aims to split a dataset with N items
into k clusters where each item is allocated into a cluster
with the nearest cluster centroid to itself. The formal cost
function of k-means clustering is:
argmin
C
J =
k∑
i=1
∑
x∈Ci
||x− Si||2, (2)
where C = {C1, C2, . . . , Ck} is the set of k clusters, x is an
item in the dataset X = {x1, x2, . . . , xN}, Si is the centroid
ofCi. Equation 2 calculates the total cost of a set of centroids.
The most well known k-means clustering algorithm is
an iterative refinement algorithm called Lloyd’s k-means
clustering algorithm [5]. In brief, Lloyd’s algorithm im-
proves the quality of centroids by iteratively running a re-
assignment step and a re-centroid step. In the re-assignment
step, it assigns each item to its nearest centroid to build the
k clusters. In the re-centroid step, it re-calculates the centroid
(mean) for each cluster. This new/updated k centroids
are used for the next re-assignment step. Lloyd’s algorithm
terminates itself when the k centroids keep the same in
two neighbouring iterations. Namely, Lloyd’s algorithm is
guaranteed to converge to one of the local optimal solutions
of the k-means problem within finite iterations.
Finally, to measure the quality of convergence, in this
paper, we define convergence and convergent degree for a
differentially private k-means clustering algorithm.
Definition 3 (Convergence). Given a dataset D, an integer
k, Lloyd’s algorithm L, and the set of local optimal
solutions of the k-means problem C, we have L(D)→ C.
We say a differentially private k-means algorithm, F , is
convergent, i.f.f., F(D)→ C.
Definition 4 (Convergence Degree). Given a set of initial
centroids d ∈ D and L(d) → c ∈ C, the convergence
degree of F is the probability Pr[F(d)→ c].
In addition, Table 1 lists the notations used in this paper.
4 NOISE INJECTION IN CONTROLLED ORIENTA-
TION
In this section, we first provide an overview of our ap-
proach, then preliminarily analyse the convergence property
for a randomised centroids updating for k-means clustering.
4.1 Approach Overview
Cluster i at Iteration t (C(t)i )
Orientation
sampling zone
convergence zone
orientation
controller
Sˆ
(t−1)
i → S(t−1)i
S
(t)
i
Sˆ
(t)
i
S
(t+1)
i
X
(t)
i
Fig. 2: Overview of Orientation Control.
The main idea of our approach is that we inject bounded
DP noise into each iteration of the clustering process by
applying ExpDP in a controlled orientation of centroids
updating, which differs from the existing work where the
Sˆ
(t)
i was arbitrarily produced by a DP mechanism. Figure 2
illustrates the overview of our approach. In general, we have
three steps to update a set of differentially private centroids
at each iteration t.
1) Run Lloyd’s algorithm with past iteration t − 1
centroid S(t−1)i for a real centroid S
(t)
i for each
cluster i. Note that this S(t−1)i is the differentially
private centroids Sˆ(t−1)i .
2) Generate a sampling zone by orientation controllerX(t)i
for each cluster i;
3) Sample a differentially private centroid Sˆ(t)i in this
sampling zone with ExpDP;
We define a convergent zone (for convergence guarantee)
and its corresponding sampling zone for centroids updating
formally in Definition 5. The specific requirement for the
convergent zone comes from Lemma 1 in next section.
Definition 5 (Convergent & Sampling Zones). In C(t)i , a
convergent zone is a set of nodes that Converge Zone =
{Node S : ||S − S(t)i || < ||S(t−1)i − S(t)i ||}, where S(t)i
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is the mean of C(t)i . A sampling zone is a subset of the
convergent zone.
Definition 6 (Orientation Controller). In C(t)i , an orientation
controller is node X(t)i that the differentially private cen-
troids Sˆ(t)i is randomly sampled by ExpDP according to
the orientation S(t)i ← X(t)i .
The challenge in our scheme to fill the gap is designing
a suitable sampling zone and an orientation controller in the
interactive setting to guarantee the convergence and achieve
better clustering quality while meeting the same DP require-
ment as existing work. In the following sections, we propose
two types of sampling zone (according to whether we have
the knowledge of future centroids movement [22] or not)
for our differentially privacy clustering algorithm under this
approach to resolve the research challenge.
4.2 Preliminary Analysis on Convergence Property
In this section, we provide the preliminary analysis which
helps us build up and analyse our algorithms in the next
section. In general, the following properties of the proposed
algorithms under our approach would be considered:
• The convergence of the proposed algorithms;
• The rate of convergence of the proposed algorithms
compared with Lloyd’s algorithm;
• The trade-off between utility and privacy of the
proposed algorithms.
According to the non-convergence of the existing dif-
ferentially private k-means clustering algorithm, we first
study the convergence for a randomised iterative clustering
algorithm in Lemma 1.
Lemma 1. A randomised iterative clustering algorithm is
convergent if, in C(t)i , the sampled Sˆ
(t)
i satisfies ||Sˆ(t)i −
S
(t)
i || < ||Sˆ(t)i − S(t−1)i || in Euclidean distance, ∀ t, i.
Proof: In Lloyd’s algorithm, after the re-assignment
step, prior to the re-centroid step, we build C(t)i and have
J (S
(t−1)
i ) =
∑
x∈C(t)i
||x−S(t−1)i ||2, where S(t−1)i is the mean
of C(t−1)i which is used in the re-assignment step to generate
C
(t)
i . Similarly, after re-centroid step, where members in C
(t)
i
did not change, we have J (S
(t)
i ) =
∑
x∈C(t)i
||x− S(t)i ||2.
Assuming Euclidean distance between S(t−1)i and S
(t)
i is
a
(t)
i = ||S(t−1)i − S(t)i ||, we have
J (S
(t−1)
i ) − J (S(t)i ) = ||C(t)i || × (a(t)i )2, (3)
where ||C(t)i || is the number of items in C(t)i (See Section A
for details of this equation). Note that, in Lloyd’s algorithm,
J (S
(t)
i ) is the minimum cost in C(t)i . If we pick a random
node Sˆ(t)i from C
(t)
i as the centroid for C
(t)
i which satisfies
||Sˆ(t)i −S(t)i || = δ(t)i a(t)i < ||S(t−1)i −S(t)i || = a(t)i (0 < δ(t)i <
1), then we have J (S
(t−1)
i )−J (Sˆ(t)i ) = ||C(t)i ||×(1−(δ(t)i )2)×
(a
(t)
i )
2 > 0.
So by updating the centroids to this set Sˆ(t) =
{Sˆ(t)1 , Sˆ(t)2 , . . . , Sˆ(t)k } (rather than the mean of clusters, S(t)),
the value of every item
∑
x∈Ci ||x − Si||2 can be further
decreased, which results in the decrease of the cost function
(Equation 2).
In addition, since we have a finite set of all possible
clustering solutions (at most kN ), and we decrease the cost
in each iteration of a randomised iterative algorithm, the
algorithm satisfies the properties from the above proof must
converge (not approach) to a fixed value of the cost function.
Next, we shall study the convergence and the conver-
gence rate for a special case of Sˆ(t)i in Lemma 2 and
Lemma 3, respectively. This special Sˆ(t)i (depicts in Figure 3)
is in the line segment of S(t−1)S(t), where ||Sˆ(t)i − S(t)i || =
δ
(t)
i ×||S(t−1)i −S(t)i ||, δ(t)i < 1. Lemma 2 and Lemma 3 assist
us to prove the properties of our proposed algorithms in the
following sections.
Lemma 2. Given an algorithm ALG, if we randomly select
an Sˆ(t)i in the line segment of S(t−1)S(t) in C
(t)
i , the
convergent degree of ALG is one.
Proof: We know that the k-means clustering problem
has a set of local optimal solutions, S = {S1,S2, · · · ,Sn},
where Si is one local optimum (the one that Lloyd’s algo-
rithm converges to) contains k centroids of the clusters,
Si = {Si,1, Si,2, · · · , Si,k}. According to Lemma 1, assume
ALG is convergent to Sˆ = {Sˆ1, Sˆ2, · · · , Sˆk} /∈ S. Then we
must have room to further reduce the cost by either the re-
assignment or the re-centroid. Therefore, Sˆ is not the set of
centroids which makes ALG convergent, unless Sˆ ∈ S. So
ALG is convergent to, at least, one local optimum of the
k-means clustering problem.
We say a set of k nodes (each cluster contributes one
node) belongs to a local optimum, Si, if Lloyd’s algorithm
converges to Si by taking such a set of nodes as the initial
set of centroids. Because the two ends of the line segment
S(t−1)S(t) belong to the same local optimum, then it is
guaranteed that S(t−1), S(t), and Sˆ(t) always belong to the
same local optimum, for all iterations. Therefore, this lemma
holds.
Cluster i at Iteration t (C(t)i )
a
(t)
i
δ
(t)
i a
(t)
i
S
(t−1)
i
Sˆ
(t)
i
S
(t)
i
Fig. 3: Help Figure for Lemma 2 and 3.
Lemma 3. The algorithm ALG in Lemma 2 has at most
1
1−δ2 times of the iterations of Lloyd’s algorithm in
the expected case, where δ is the expectation of δ(t)i ,
δ ∈ (0, 1).
Proof: Based on Lemma 2, the overall value difference
of Equation 2 from the first iteration to the last iteration,
J =
∑k
i=1 J
S
(0)
i −∑ki=1 JS(I)i , is the same in both ALG and
Lloyd’s algorithm, where I is the total iterations. In each
iteration, the cost is decreased by two steps: re-assignment
and re-centroid. Then, without loss of generality, we have
J =
∑I
t=1(∆
(ra)
t + ∆
(rc)
t ) for Lloyd’s algorithm, and
J =
∑Iˆ
t=1(∆ˆ
(ra)
t +∆ˆ
(rc)
t ) for ALG. Because of the properties
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of Lloyd’s algorithm, we know that ∆t =
∑k
i=1 ∆
(t)
i for
all clusters at iteration t. According to Lemma 1, when
re-assignment, we have ∆ˆ(t)i = (1 − δ2) × ∆(t)i , where
δ = E(δ(t)i ). So ∆ˆ
(ra)
t =
∑k
i=1[(1−δ2)×∆(t)i ] ∈ [minki=1{1−
(δ
(t)
i )
2},maxki=1{1− (δ(t)i )2}]×∆(ra)t . In the expected case,
∆ˆ
(ra)
t = (1 − δ2) × ∆(ra)t , δ = E(δ(t)i ). In the worst case,
Iˆ < 1
mini,t{1−(δ(t)i )2}
× I . As ∆ˆ(rc)t > ∆(rc)i , we have
J =(∆(ra) + ∆(rc))× I
=(∆ˆ(ra) + ∆ˆ(rc))× Iˆ
>[(1− δ2)∆(ra) + ∆(rc)]× Iˆ
>(1− δ2)× (∆(ra) + ∆(rc))× Iˆ .
Therefore, Iˆ < 11−δ2 × I in the expected case.
5 Sampling Zone DESIGN
In this section, we first discuss the rules for building a
sampling zone, then show the two designs of sampling zone
we propose.
5.1 Design Rules
Ideally, in our convergent zone, when applying LapDP,
the probability of a node S as the Sˆ(t)i need follow a
monotonous decreasing function of the distance between
S and S(t)i . A truncated LapDP [23] would be a straight-
forward way to achieve our goal. That is, once the random
noise of LapDP is outside the convergent zone, we truncate
it to the border of convergent zone. However, this truncated
LapDP will introduce a contradiction against the above ideal
case. Because the nodes in the border of the convergent zone
may have a higher probability (sum of the probabilities of
the nodes outside the convergent zone) than the ones closer
to the S(t)i . Therefore, in this paper, we apply the ExpDP in
the convergent zone (in fact, in the sampling zone) to sample
the Sˆ(t)i .
When designing a sampling zone under our approach,
we should follow the following rules. Firstly, there should
be a single sampling zone in C(t)i for all parties: the trusted
data curator and the adversaries. Otherwise the differences
among the sampling zones in different parties will result in
significant differences among their clustering results, which
could be used for privacy inference. Secondly, the single
sampling zone should not have an explicit relationship to
S
(t)
i , the real mean of C
(t)
i , since otherwise the adversary
may easily learn the expected value of S(t)i . With high prob-
ability, the expectation can be used as the real value. Thirdly,
to control the convergence orientation, the orientation con-
troller should be involved when building the sampling zone.
Based on the above discussions of the sampling zone and
our research challenges presented in Section 4.1, we shall
apply two strategies for the orientation controller to build
two types of sampling zone in the following sections. The
major difference between the two strategies is that whether
we use the past knowledge only or both past and future
knowledge [22] of the cluster centroids as the orientation
controller for the sampling zone. Such a difference results in
variant clustering qualities and convergence rate.
5.2 Orientation Control with Past Knowledge
We observe that, in C(t)i , the past knowledge that the orien-
tation of S(t−1)i → S(t)i indicates a trend of cluster centroids
movement. Therefore, the orientation controller could be the
point of intersection of the convergent zone’s borderline and
the line S(t−1)i S
(t)
i . However, since such a point of inter-
section has an explicit relationship to S(t−1)i and S
(t)
i , we
cannot use it as the orientation controller directly. To solve this
problem, we simply shift this point of intersection with a
random angle to have our orientation controller,X(t)i . Because
we still want the X(t)i is as close as the point of intersection,
we use the following probability function for sampling an
angle γ: Pr[γ(t)i = r] ∝ exp(1− 2|r|/pi), r ∈ [0, pi/2].
5.3 Orientation Control with Past and Future Knowl-
edge
Clearly, the sampling zone with the past knowledge of the
cluster centroids cannot guarantee the convergence orien-
tation towards to the convergence of Lloyd’s algorithm
over the iterations, which will result a poor convergence
degree, so to improve the convergence quality, we use the
centroids movement in the future iterations as the orienta-
tion for centroids updating. As we know, Lloyd algorithm
approaches to a local optimum of the k-means clustering
problem through iterations. If we use the final/convergent
centroid, S(t+rt)i , as the orientation controller in C
(t)
i , we can
provide clustering quality in our random mechanism (i.e.,
the ExpDP) as much as possible. Note that, in C(t)i , S
(t+rt)
i
is the future knowledge of the cluster centroids. However,
taking such an S(t+rt)i means we have to further run Lloyd’s
algorithm for rt iterations inC
(t)
i , which will result in a large
rate of convergence when our differentially private algo-
rithm converges. Therefore, considering the computational
cost, we choose the orientation controller, X(t)i , as S
(t+1)
i .
6 PROPOSED ALGORITHM AND ITS ANALYSIS
In this section, we show our proposed differentially private
k-means clustering algorithm with guaranteed convergence
and the analysis on its convergence, convergence rate, and
differential privacy.
6.1 The Clustering Algorithm
The first step of our algorithm is sampling zone generation.
We generate our sampling zone by computing its centre and
radius, respectively. The centre of the sampling zone, P (t)i , is
determined by a random number λ(t)i ∈ (1/2, 1) which is
the off-set in S(t)i X
(t)
i . Because a larger sampling zone pro-
vides more choices for the Sˆ(t)i , we use the following prob-
ability function for sampling λ(t)i as Pr[P
(t)
i ] = Pr[λ
(t)
i =
r] ∝ exp(2 − 2r) = p, r ∈ (1/2, 1). The radius of the
sampling zone, r(t)i = ||X(t)i −P (t)i ||. In this paper, depending
on whether the we use past knowledge only or both past
and future knowledge, we name the sampling zone as prior
sampling zone (past knowledge) and posterior sampling zone
(past and future knowledge). Algorithm 2 shows how we
build the sampling zone with either past knowledge or past
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Fig. 4: The General Idea of the Sampling Zone.
plus future knowledge of the cluster centroids. Figure 4
depicts the key idea of our building process of the sampling
zone.
Second, once having the sampling zone, each party sam-
ples their own Sˆ(t)i from this sampling zone with the ExpDP.
In the implementation, we sample the Sˆ(t)i by sampling a
pair (δ(t)i =
||S(t)i −Sˆ(t)i ||
||S(t)i −S(t+1)i ||
, α
(t)
i = ∠Sˆ
(t)
i S
(t)
i S
(t+1)
i ), where
δ
(t)
i ∈ (0, 1), α(t)i ∈ (−pi/2, pi/2). Because an Sˆ(t)i , that
is close to the S(t)i , has better clustering quality for itera-
tions in the interactive setting, that is, the scoring function
should be monotonous decreasing to both δ(t)i and α
(t)
i .
In this paper, we use the following scoring function for
the pair (δ(t)i , α
(t)
i ) because of its simplicity: q(δ
(t)
i , α
(t)
i ) =
(1 − δ(t)i ) + (1 − 2|α(t)i |/pi). It is easy to see that the local
sensitivity of the scoring function is 2, i.e. ∆q = 2.
sampling zone
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Fig. 5: The Key Idea of Algorithm 1: Centroids Updating.
Finally, when the clusters converge (to a real local opti-
mum as Lloyd’s algorithm), we apply the LapDP to inject
noise to the final clustering result. Specifically, to have
good clustering quality, we inject the Laplace noise to the
counts when calculating the mean of each cluster (Line 12 in
Algorithm 1). The local sensitivity of this counting function
is 1. Algorithm 1 shows how our approach works.
ALGORITHM 1: Differentially Private k-Means Clus-
tering.
Input : X = {x1, x2, . . . , xN}: dataset in size N .
k: number of clusters (< N ).

(t)
i : privacy budget for Cluster i at Iteration
t, C(t)i .
0: privacy budget for the final output.
Pr[P
(t)
i ]: probability to generate
SamplingZone
(t)
i for C
(t)
i .
q: scoring function for the ExpDP when
sampling the Sˆ(t)i .
Output: S: set of the final k centroids.
1 Initialisation: Uniformly sample k initial centroids
S(0) = (S
(0)
1 , S
(0)
2 , . . . , S
(0)
k ) from X ;
2 while clusters do not converge do
3 for each Cluster i at Iteration t do
4 C
(t)
i ← assign each xj to its closest centroid
S
(t−1)
i ;
5 S
(t)
i ← mean of C(t)i ;
6 SamplingZone
(t)
i ← run Algorithm 2;
7 Sˆ
(t)
i ← sample from SamplingZone(t)i by the
ExpDP with q and (t)i ;
8 S
(t)
i ← Sˆ(t)i ;
9 Publish: SamplingZone(t)i , q, 
(t)
i ,
S
(t)
i (optional);
10 end
11 end
12 S← add noise to S(t) by the LapDP with 0, publish
0;
6.2 Proof of Convergence and Differential Privacy
According to Lemma 1, 2, and 3, we have Theorem 1, 2,
and 3, 4 to study the convergence and the convergence rate
of Algorithm 1, respectively. Theorem 5 studies the privacy
bound of Algorithm 1.
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ALGORITHM 2: The Sampling Zone Generator.
Input : S(t)i : mean of C
(t)
i .
S
(t−1)
i : mean of C
(t−1)
i .
Pr[P
(t)
i ]: probability to generate
SamplingZone
(t)
i for C
(t)
i .
Pr[γ
(t)
i ]: probability to generate angle γ
(t)
i .
useFuture: future knowledge of cluster
centroids.
Output: SamplingZone(t)i .
1 if useFuture is yes then
2 X
(t)
i ← mean of C(t+1)i based on C(t)i ;
3 else
4 Y
(t)
i ← the point of intersection of the convergent
zone’s borderline and the line S(t−1)i S
(t)
i ;
5 γ
(t)
i ← sample by Pr[γ(t)i ];
6 X
(t)
i ← shift Y (t)i on convergent zone’s borderline
with angle γ(t)i ;
7 end
8 M
(t)
i ← midpoint of the line segment S(t)i X(t)i ;
9 P
(t)
i ← sample from the line segment M (t)i X(t)i by
Pr[P
(t)
i ];
10 SamplingZone
(t)
i ← centre: P (t)i , radius:
r
(t)
i = ||X(t)i − P (t)i ||;
Theorem 1. Algorithm 1 (sampling zone with past knowledge)
has convergence degree at least 1/m where m is the
number of local optima of Lloyd’s algorithm for a given
dataset.
Proof: The convergent orientation is not determined
when the sampling zone relies on the past knowledge. With
uniform distribution for the orientation, if there are m
local optimum of k-means problem for a given dataset, the
convergent degree will be at least 1/m in this case.
Theorem 2. Algorithm 1 (sampling zone with past knowledge)
converges in at most two times of the iterations of
Lloyd’s algorithm in the expected case.
Proof: According to Lemma 1 and Theorem 4, the key
points for analysing the convergence rate are the length of
||S(t)i − S(t+1)i || and ||Sˆ(t)i − S(t+1)i ||. That is,
Iˆ <
||S(t)i − S(t+1)i ||2
||Sˆ(t)i − S(t+1)i ||2
× I.
Because, in this sampling zone (with past knowledge), we
cannot determine the angle α in Figure 6 to figure out the
explicit expression for ||S(t)i − S(t+1)i || and ||Sˆ(t)i − S(t+1)i ||,
we simply use the triangle inequality to find the upper
bound of Iˆ . According to the triangle inequality, (1−δ(t)i )2 <
||Sˆ(t)i −S(t+1)i ||2
||S(t)i −S(t+1)i ||2
< (1 + δ
(t)
i )
2. Note that, in this case, δ(t)i may
be greater than 1. So we have,
Iˆ <
1
(1− δ(t)i )2
× I.
Because our sampling zone is a subset of the conver-
gent zone, we must have Iˆ ≤ 2I . Then we have Iˆ ≤
min{2, 1
(1−δ(t)i )2
}. Note that, when δ(t)i ≤ 2−
√
2
2 or δ
(t)
i ≥
2+
√
2
2 ,
1
(1−δ(t)i )2
≤ 2.
Theorem 3. Given a set of initial centroids, Algorithm 1
(sampling zone with past and future knowledge) has
convergence degree 1, i.e., converges to the same (final)
centroids as Lloyd’s algorithm, with at least 1− 12 (mn )
d−1
d
probability, where n is the number of items in a dataset
D, d is the dimension of an item, m is the number of
local optima of Lloyd’s algorithm on dataset D.
Proof: In Algorithm 1, because each sampling zone
is a subset of a convergent zone, according to Lemma 1,
Algorithm 1 is convergent. According to Lemma 2, any
arbitrary set of k nodes as the initial set of centroids must
converge to a local optimum in Lloyd’s algorithm. However,
for some sets of k nodes as the initial centroids, they may
belong to different local optimum. Such nodes appear at
the border area between two local optimums. Assume a
dataset D contains n items, each item has d dimensions, the
average distance between two items is l, then the overall
size of the space of D is nld. The overall size of the border
area space is m2 × (nl
d
m )
1
d × [2(b − λb)](d−1), where m
is the number of local optimum. Then we have at least
1 − m2 ×(nl
d
m )
1
d×[2(b−λb)](d−1)
nld
≥ 1 − 12 (mn )
d−1
d probability to
not sample the initial nodes from the border area. Since
||S(t+1)i − S(t)i || < ||S(t−1)i − S(t)i ||, when t > 1, all the
sets of k nodes from SamplingZone(1)i belong to same local
optimum. Therefore, based on Lemma 2, this theorem holds.
Theorem 4. Algorithm 1 (sampling zone with past and future
knowledge) converges in at most 2−δ2+2δ cosα+1 ∈ (1, 2)
times of the iterations of Lloyd’s algorithm in the ex-
pected case, where δ and α are the expectations of δ(t)i
and α(t)i .
Proof: According to Lemma 3, the total number of
iteration of Algorithm 1 depends on the distance ||Sˆ(t)i −
S
(t+1)
i ||. By building a help figure (Figure 6), we have:
||Sˆ(t)i − S(t+1)i ||2
=||Sˆ(t)i − Temp||2 + ||Temp− S(t+1)i ||2
=||Sˆ(t)i − Temp||2 + (||S(t)i − S(t+1)i ||
− ||Temp− S(t)i ||)2
=[(δ
(t)
i )
2 − 2δ(t)i cosα(t)i + 1](b(t)i )2.
Then we have the ratio
||Sˆ(t)i − S(t+1)i ||
||S(t)i − S(t+1)i ||
=
√
(δ
(t)
i )
2 − 2δ(t)i cosα(t)i + 1.
In Algorithm 1, we calculate the centroid S(t+1)i at itera-
tion t, so it is supposed to have a ∆t + ∆t+1 change for
the cost value. However, by applying the similar idea from
Lemma 3, what we have is
∆ˆt + ∆ˆt+1
>∆t + (1− (
√
δ2 − 2δ cosα+ 1)2)×∆t+1
=∆t + (−δ2 + 2δ cosα)×∆t+1,
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Fig. 6: Help Figure for Proof of Theorem 4.
where ∆ˆt = ∆t.
Recall how Algorithm 1 converges, half iterations de-
crease the cost function as ∆ˆt, half iterations do so as ∆t+1.
So assume Iˆ = T × I the overall decreasing of the cost
function is
1
2
Iˆ∆ˆt +
1
2
Iˆ∆ˆt+1
>
1
2
Iˆ∆t +
1
2
(−δ2 + 2δ cosα)× Iˆ∆t+1
=
1
2
T × I∆t + 1
2
(−δ2 + 2δ cosα)T × I∆t+1.
Then we have 12T +
1
2 (−δ2 + 2δ cosα)T < 1, so T <
2
−δ2+2δ cosα+1 . Note that since ||Sˆ(t)i − S(t+1)i || < ||S(t)i −
S
(t+1)
i ||, ∀ t and i,
√
(δ
(t)
i )
2 − 2δ(t)i cosα(t)i + 1 is in (0, 1),
then 2−(δ(t)i )2+2δ(t)i cosα(t)i +1
is in (1, 2). So based on Lemma 1
and Lemma 3, this theorem holds.
Theorem 5. Algorithm 1 is -differentially private, where  =
0+
∑Iˆ
t=1 max
k
i=1{(t)i }, Iˆ is its total number of iterations
to converge.
Proof: When applying the ExpDP to sample Sˆ(t)i (Line
11, Algorithm 1) in C(t)i , we have
Pr[Sˆ
(t)
i = S]
Pr[Sˆ
′(t)
i = S]
=
Pr[S, P
(t)
i , S
(t)
i , S
′(t)
i in a plane]× exp( 
(t)
i h(δ
(t)
i ,α
(t)
i )
2∆h )
Pr[S, P
(t)
i , S
(t)
i , S
′(t)
i in a plane]× exp( 
(t)
i h(δ
′(t)
i ,α
′(t)
i )
2∆h )
≤ exp((t)i ).
So Algorithm 1 guarantees (t)i -DP in C
(t)
i . Because in each
iteration, all the items xi ∈ X are split into k mutually
exclusive clusters, based on the parallel composition and the
sequential composition [24], after Iˆ iterations, Algorithm 1 is
-differentially private, where  = 0 +
∑Iˆ
t=1 max
k
i=1{(t)i }.
Note that, since the Lloyd’s k-means algorithm usually
converges in small iteration, according to Theorem 4 and
Theorem 2, the value of the overall  would not be very
large in expected case.
7 EXPERIMENTAL EVALUATION
7.1 Datasets and Configuration
Table 2 illustrates the key features of the real-world datasets
we used to evaluate the clustering quality and the conver-
gence rate of Algorithm 1. As a matrix, each dataset contains
#Records × #Dims cells. We use these datasets with two
reasons. Firstly, they are used for the clustering experiments
in several research papers for k-means clustering tasks,
e.g., [25], [26] for normal k-means clustering, [11], [15] for
differentially private k-means. Secondly, their sizes are in
different orders of magnitude, which help us to show the
performance stability and the scalability of an algorithm
over different datasets.
TABLE 2: Descriptions of Datasets.
Dataset #Records #Dims #Clusters
Iris [27] 150 4 3
House [28] 1837 3 3
S1 [29] 5000 2 15
Birch2 [30] 12000 2 5
Image [28] 34112 3 3
Lifesci [31] 26733 10 3
We compare the clustering quality of Algorithm 1 (in
both posterior and prior sampling zone) with that of the
state-of-the-art -differentially private k-means clustering
algorithms and the non-private Lloyd’s algorithm. The clus-
tering quality is measured by the difference/gap of the final
cost (Equation 2) between a differentially private k-means
clustering algorithm and Lloyd’s algorithm. A smaller gap
indicates better clustering quality. In the experiments, we
implement and name them as Posterior (Algorithm 1 with
past knowledge), Prior (Algorithm 1 with future knowledge
[22]), SU [11], PrivGene [15], GUPT [14], DWORK [13],
BLUM [12], and LLOYD [5].
Because the six algorithms achieve -DP are randomised,
we report their expected clustering quality. According to the
law of large numbers, we run all the seven algorithms 300
times and take the average results as the expectations. The
initial set of centroids is randomly selected for all methods
in each run. For those relying on a predefined iteration
number, we take the corresponding value (or function) from
the original papers. In addition, we normalise the data in
all the datasets to [0, 1]. Furthermore, we normalise the final
cost for all involved algorithms, i.e., the final cost of Lloyd’s
algorithm is always one.
In addition, in each run, LLOYD, BLUM, DWORK, SU,
and Algorithm 1 use the same initial centroids. Because
GUPT starts from splitting the original datasets into several
buckets, it cannot use the same initial centroids as LLOYD.
Note that calculating the overall privacy budget depends
on whether a method converges. Algorithm 1 and GUPT
calculate the overall privacy budget bottom-up. That is, once
it terminates, we sum all the privacy budgets used in each
iteration to have the overall privacy budget. SU, PrivGene,
DWORK, and BLUM calculate it top-down. Namely, the
given overall privacy budget is split to each iteration at
the initialisation step. Therefore, in the experiments, we
first allocate the same privacy budget to each atom step
for Algorithm 1 and GUPT, then calculate their overall
privacy budgets. Next we take the overall privacy budget of
Algorithm 1 as the overall privacy budget for the methods
cannot converge. In the experiments, local sensitivity is
applied for all DP algorithms.
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Fig. 7: Clustering Quality Comparisons.
7.2 Experimental Results
Figure 7 reports the expected clustering quality of each algo-
rithm, where the cost gap is in log scale, the privacy budget
is varied in [0.1, 1.0]. Generally, Algorithm 1 outperforms
the state-of-the-art results with the same DP requirement
in the six datasets in both posterior and prior cases. Addi-
tionally, the performance gap between Algorithm 1 and the
existing algorithms increases when increasing , which indi-
cates better trade-off between privacy and utility with our
algorithm. Furthermore, Algorithm 1 performs much better
than other algorithms in the larger datasets (e.g., Image and
Lifesci), which reflects the potentially good scalability of our
algorithm.
Figure 8 depicts the convergence degree of Algorithm 1
(in both two strategies). We study the convergence degree
by comparing whether the output set of centroids of our
approach (without the final DP noise as Line 12 in Algo-
rithm 1) is the same to that of Lloyd’s algorithm. Since we
round the values in the clustering process, once the output
of our approach is in [0.99, 1.01] of Lloyd’s algorithm, we
call it a match in this paper. We report the percentage of the
matching results of the two strategies over all six datasets as
the convergence degree. From Figure 8, the prior strategy,
which uses both past and future knowledge, outperforms
the posterior strategy, which only uses the past knowledge,
in the convergence performance because of the convergence
guarantee of Theorem 3. Particularly, the prior strategy
matches at least 84% (90% in most cases) output centroids
of Lloyd’s algorithm; while the posterior matches no more
than 80% (50 % in most cases).
Figure 9 and Figure 10 show the iteration ratio between
Algorithm 1 and Lloyd’s algorithm to converge, which con-
firms the theoretical analysis in Theorem 2 and Theorem 4.
In particular, we compare the numbers of iterations that
Algorithm 1 and Lloyd’s algorithm execute till termination.
Note that, in the experiments, the privacy budget does not
impacts the number of iterations significantly because the
experimental performance of the ExpDP is not as good as its
theoretical guarantee with a relatively small sampling zone.
8 CONCLUSION
To address the non-convergence problem in the existing
algorithms for differentially private k-means clustering in
the interactive setting, in this paper, we proposed a novel
centroids updating approach by applying the exponential
mechanism of differential privacy in a selected area. The
novelty of our approach is the orientation control of centroid
movement for noise injection in the iterations of the clus-
tering process to achieve convergence. We proved the key
properties of our approach and showed that it converges
in at most twice as many iterations as Lloyd’s k-means
algorithm. The experimental evaluations validated that with
the same DP guarantee, our algorithm ensures convergence
and achieves better clustering quality than the state-of-
the-art differentially private algorithms in the interactive
setting.
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Fig. 8: Convergence Degree of Our Approach.
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(a) Iteration Ratio over .
Iris House S1 Birch2 Image Lifesci
Posterior 5.89 16.40 17.05 14.73 13.60 28.92
LLOYD 6.07 17.22 17.64 15.52 14.26 29.72
Ratio 0.97 0.95 0.97 0.95 0.95 0.97
(b) Average Iterations to Convergence.
Fig. 9: Iterations of the Posterior Strategy (Past Knowledge) to Convergence.
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(a) Iteration Ratio over .
Iris House S1 Birch2 Image Lifesci
Prior 8.2 21.4 23.9 20.7 19.8 36.6
LLOYD 6.1 17.3 18.0 15.6 14.1 29.9
Ratio 1.34 1.24 1.33 1.33 1.40 1.22
(b) Average Iterations to Convergence.
Fig. 10: Iterations of the Prior Strategy (Past and Future Knowledge) to Convergence.
APPENDIX
PROOF OF EQUATION 3 IN THE PROOF OF LEMMA 1
Assume each record xi in the dataset X has d dimensions.
We will have:
J (S
(t−1)
i ) =
||C(t)i ||∑
j=1
||xj−S(t−1)i ||2 =
||C(t)i ||∑
j=1
d∑
p=1
(
xjp − S(t−1)ip
)2
,
J (S
(t)
i ) =
||C(t)i ||∑
j=1
||xj − S(t)i ||2 =
||C(t)i ||∑
j=1
d∑
p=1
(
xjp − S(t)ip
)2
.
The distance a(t)i between S
(t−1)
i and S
(t)
i can be further
split to (a(t)i )
2 =
∑d
p=1(a
(t)
ip )
2, where a(t)ip = S
(t−1)
ip − S(t)ip .
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Note that a(t)i > 0, a
(t)
ip can be any real number. Then
J (S
(t−1)
i ) − J (S(t)i )
=
||C(t)i ||∑
j=1
d∑
p=1
[
(xjp − S(t−1)ip )2 − (xjp − S(t)ip )2
]
=
||C(t)i ||∑
j=1
d∑
p=1
[
(S
(t−1)
ip − S(t)ip )(S(t−1)ip + S(t)ip − 2xjp
]
=
||C(t)i ||∑
j=1
d∑
p=1
[
(S
(t−1)
ip − S(t)ip )(S(t−1)ip − S(t)ip + 2S(t)ip − 2xjp)
]
=
||C(t)i ||∑
j=1
d∑
p=1
{
a
(t)
ip [a
(t)
ip − 2(xjp − S(t)ip )]
}
=
||C(t)i ||∑
j=1
d∑
p=1
[
(a
(t)
ip )
2 − 2a(t)ip (xjp − S(t)ip )
]
=
||C(t)i ||∑
j=1
d∑
p=1
(
a
(t)
ip
)2 − 2 d∑
p=1
a(t)ip × ||C
(t)
i ||∑
j=1
(xjp − S(t)ip )

=||C(t)i || × (a(t)i )2 − 2
d∑
p=1
(
a
(t)
ip × 0
)
=||C(t)i || × (a(t)i )2
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