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Abstract. Let K be a field, and A = K[a1, . . . , an] a solvable polynomial alge-
bra in the sense of [K-RW, J. Symbolic Comput., 9(1990), 1–26]. Based on the
Gro¨bner basis theory for A and for free modules over A, an elimination theory
for left ideals of A and an elimination theory for submodules of free A-modules
are established.
MSC 2010 Primary 13P10; Secondary 16W70, 68W30 (16Z05).
Key words Elimination ordering, elimination, solvable polynomial algebra, free module,
Gro¨bner basis.
This note is a complement to [Li5] so that the Gro¨bner basis theory for solvable
polynomial algebras and free modules over such algebras is getting more complete.
1. Solvable Polynomial algebras
1.1. Definition ([K-RW], [LW]) Let A = K[a1, . . . , an] be a finitely generated K-algebra.
Suppose that A has the PBW K-basis B = {aα = aα11 · · ·a
αn
n | α = (α1, . . . , αn) ∈ N
n},
and that ≺ is a (two-sided) monomial ordering on B. If for all aα = aα11 · · · a
αn
n , a
β =
aβ11 · · · a
βn
n ∈ B, the following holds:
(S)
aαaβ = λα,βa
α+β + fα,β ,
where λα,β ∈ K
∗, aα+β = aα1+β11 · · · a
αn+βn
n and fα,β ∈ K-spanB
such that either fα,β = 0 or LM(fα,β) ≺ a
α+β,
∗e-mail: huishipp@yahoo.com
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where LM(fα,β) stands for the leading monomial of fα,β with respect to ≺, then A is
called a solvable polynomial algebra.
Usually (B,≺) is referred to an admissible system of A.
The next proposition provides us with a constructive characterization of solvable poly-
nomial algebras.
1.2. Proposition [Li3, Theorem 2.1] Let A = K[a1, . . . , an] be a finitely generated K-
algebra, and letK〈X〉 = K〈X1, . . . , Xn〉 be the freeK-algebras with the standard K-basis
B = {1} ∪ {Xi1 · · ·Xis | Xij ∈ X, s ≥ 1}. The following two statements are equivalent:
(i) A is a solvable polynomial algebra in the sense of Definition 2.1.
(ii) A ∼= A = K〈X〉/I via the K-algebra epimorphism π1: K〈X〉 → A with π1(Xi) =
ai, 1 ≤ i ≤ n, I = Kerπ1, satisfying
(a) with respect to some monomial ordering ≺
X
on B, the ideal I has a finite
Gro¨bner basis G and the reduced Gro¨bner basis of I is of the form
G =
{
gji = XjXi − λjiXiXj − Fji
∣∣∣∣∣ LM(gji) = XjXi,1 ≤ i < j ≤ n
}
where λji ∈ K
∗, µjiq ∈ K, and Fji =
∑
q µ
ji
q X
α1q
1 X
α2q
2 · · ·X
αnq
n with
(α1q, α2q, . . . , αnq) ∈ N
n, thereby B = {X
α1
1 X
α2
2 · · ·X
αn
n | αj ∈ N} forms a
PBW K-basis for A, where each X i denotes the coset of I represented by Xi
in A; and
(b) there is a (two-sided) monomial ordering ≺ on B such that LM(F ji) ≺ X iXj
whenever F ji 6= 0, where F ji =
∑
q µ
ji
q X
α1i
1 X
α2i
2 · · ·X
αni
n , 1 ≤ i < j ≤ n.

We refer to [K-RW] and [Li1] for the propositions 1.3 – 1.5 stated below.
1.3. Proposition Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). The following statements hold.
(i) If f, g ∈ A with LM(f) = aα, LM(g) = aβ, then
LM(fg) = LM(LM(f)LM(g))
= LM(aαaβ)
= aα+β
= LM(aβaα)
= LM(LM(g)LM(f))
= LM(gf).
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(ii) A is a domain, that is, A has no (left and right) divisors of zero. 
1.4. Proposition Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). Consider the polynomial ring A[t] over A where t is a commuting variable
t, i.e., tf = ft for all f ∈ A. Then A[t] is a free A-module with the A-basis {tq | q ∈ N}
and it is also a K-algebra with the generating set {a1, . . . , an, t} and the PBW basis
B(t) = {aαtq | aα ∈ B, q ∈ N}.
Furthermore, B(t) can be equipped with a monomial ordering ≺t subject to the rule: for
aαtℓ, aβtq ∈ B(t),
aαtℓ ≺t a
βtq ⇔


ℓ < q
or
ℓ = q and aα ≺ aβ,
which turns A[t] into a solvable polynomial algebra. 
1.5. Proposition Let A1 = K[a1, . . . , an] and A2 = K[b1, . . . , bm] be solvable polynomial
algebras with admissible systems (B1,≺1) and (B2,≺2) respectively, where B1 = {a
α =
aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} and B2 = {b
β = bα11 · · · b
αm
m | β = (β1, . . . , βm) ∈
Nm} Then the tensor product A = A1 ⊗K A2 is a solvable polynomial algebra with the
admissible system (B,≺), where B = {aα ⊗ bβ | aα ∈ B1, b
β ∈ B2}, while ≺ is defined on
B subject to the rule: for aα ⊗ bβ , aγ ⊗ bη ∈ B,
aα ⊗ bβ ≺ aγ ⊗ bη ⇔


aα ≺1 a
γ
or
aα = aγ and bβ ≺2 b
η.
In [K-RW] the Gro¨bner basis theory for (one-sided, two-sided) ideals of solvable poly-
nomial algebras were developed. In particular, every left ideal N of a solvable polynomial
algebra A has a finite Gro¨bner basis G in the sense that if f ∈ N and f 6= 0, then
there is a g ∈ G such that LM(g)|
L
LM(f), i.e., there is a monomial aγ ∈ B such that
LM(f) = LM(aγLM(g)), thereby A is a Noetherian domain because the same is true for
every right ideal; moreover, there is a noncommutative version of Buchberger’s algorithm
that computes a Gro¨bner basis for every finitely generated left ideal of N .
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2. Elimination Orderings and Elimination in Left Ide-
als
By introducing the elimination ordering on a solvable polynomial algebra A with respect
to a subspace instead of a subalgebra of A (comparing with the elimination theory based
on the Gro¨bner basis theory for commutative polynomial ideals [AL2, Section 2.3]), show-
ing that every solvable polynomial algebra has an elimination ordering, and applying an
elimination lemma given in [Li4] to solvable polynomial algebras, in this section we estab-
lish an elimination theory for left ideals of solvable polynomial algebras. A more general
elimination theory for submodules of free modules over solvable polynomial algebras will
be developed in Section 4.
We start with the following
2.1. Definition Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). Given a nonempty subset S ⊂ B, let V (S) = K-spanS. If the monomial
ordering ≺ on B is such that
f ∈ A and LM(f)  aα for some aα ∈ S implies f ∈ V (S),
then it is referred to as an elimination ordering with respect to V (S).
Remark The idea of defining an elimination monomial ordering as described in Definition
2.1 above has been enlightened by [Li1, Section 4 – Section 7 of CH.V] and proposed
in [Li4] for binomial skew polynomial rings and general solvable polynomial polynomial
algebras, but not yet explicitly written down as a formal definition in loc. cit.
Example (1) Let A = K[a1, . . . , an] be a finitely generated K-algebra such that for all
1 ≤ i < j ≤ n,
ajai = λjiaiaj +
∑
λαx
α1
j1
xα2j2 · · ·x
αt
jt
+ µji,
where j1 < j2 < · · · < jt < i, t ≤ n− 1,
λji ∈ K
∗, λα, µji ∈ K.
Then A is a solvable polynomial algebra with the monomial ordering ≺lex which is the
lexicographic ordering such that
an ≺lex an−1 ≺lex · · · ≺lex a1.
Moreover, ≺lex is an elimination ordering with respect to V (S) = K-spanS, where for
2 ≤ r ≤ n,
S = {aαrr a
αr+1
r+1 · · · a
αn
n | (αr, . . . , αn) ∈ N
n−r+1},
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This example may be applied to the Weyl algebra An(K), and more generally, to the
additive analogue of the Weyl algebra A = An(q1, . . . , qn) = K[x1, . . . , xn, y1, . . . , yn] in
the sense of [Kur] and [JBS], many Ore extensions, many skew polynomial algebras, many
operator algebras listed in [K-RW] and [Li1], and enveloping algebras U(g) of many finite
dimensional Lie algebras (such as Heisenberg algebra).
From the literature (e.g. [K-RW], [Li1]) one may also find out (or try to establish)
more elimination orderings over other solvable polynomial algebras. Below let us present
two more examples which may also be of independent interest.
Example (2) Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). Consider the polynomial extension A[t] of A by a commuting variable
t, i.e., tf = ft for all f ∈ A. Then, as a K-algebra generated by {a1, . . . , an, t}, A[t]
is a solvable polynomial algebra with the admissible system (B(t),≺t), where B(t) =
{aαtq | aα ∈ B, q ∈ N} is the PBW basis of A[t] and the monomial ordering ≺t is the one
defined in Proposition 1.4 such that aα ≺t a
βtq for all aα, aβ ∈ B and tq 6= 1. So, one sees
that ≺t is an elimination ordering with respect to V (S), where S = B which is the PBW
basis of A.
Example (3) Let A1 = K[a1, . . . , an] and A2 = K[b1, . . . , bm] be solvable polynomial
algebras with admissible systems (B1,≺1) and (B2,≺2) respectively. Then, as a K-algebra
generated by {ai ⊗ 1, 1⊗ bj | 1 ≤ i ≤ n, 1 ≤ j ≤ m}, the tensor product A = A1 ⊗K A2
is a solvable polynomial algebra with the PBW basis B = {aα ⊗ bβ | aα ∈ B1, b
β ∈ B2}
and the monomial ordering ≺ defined in Proposition 1.5 such that 1⊗ bβ ≺ aα⊗ bγ for all
bβ , bγ ∈ B2 and a
α ∈ B1−{1}. So one sees that ≺ is an elimination ordering with respect
to V (S), where S = {1⊗ bβ | bβ ∈ B2} ⊂ B.
Indeed, for a solvable polynomial algebra A = K[a1, . . . , an], the proposition below
tells us that with respect to any proper subset U of {a1, . . . , an}, A has an elimination
monomial ordering in the sense of Definition 2.1.
2.2. Proposition Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). For any subset U = {ai1 , ai2 . . . , aim} ⊂ {a1, a2, . . . , an} with i1 < i2 <
· · · < im and m < n, if we consider the subset
S =
{
aβ = aβ1i1 a
β2
i2
· · · aβmim
∣∣∣ β = (β1, β2, . . . , βm) ∈ Nm}
of B, then the given monomial ordering ≺ on B gives rise to an elimination ordering ⋖ on
B with respect to V (S) = K-spanS. Moreover the restriction of ⋖ on S coincides with
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the restriction of ≺ on S (that is ≺).
Proof For the given subset U , putting U c = {a1, . . . , an} − U , we may write U
c = {aj1,
aj2, . . . , ajn−m} such that j1 < j2 < · · · < jn−m, and thus we may put
Sc =
{
aα = aα1j1 a
α2
j2
· · · a
αn−m
jn−m
∣∣ α = (α1, α2, . . . , αn−m) ∈ Nn−m} .
Note that by the definition of a solvable polynomial algebra (Definition 1.1), any aγ ∈ B
may be uniquely written as aγ = LM(aαaβ) for some aα ∈ Sc and aβ ∈ S. Note also that
if aα(1), aα ∈ Sc, aβ(1), aβ ∈ S, then it follows from Proposition 1.3 that
LM(aα(1)aα) = aα(1)+α ∈ Sc,
LM(aβ(1)aβ) = aβ(1)+β ∈ S.
Thereby if aη ∈ B and aη = LM(aα(1)aβ(1)), then with aγ = LM(aαaβ), again by Propo-
sition 1.3 we have
LM(aηaγ) = LM
(
LM(aα(1)aβ(1))LM(aαaβ)
)
= a(α(1)+α)+(β(1)+β)
= LM
(
aα(1)+αaβ(1)+β
)
= LM
(
LM(aα(1)aα)LM(aβ(1)aβ)
)
.
So, if we define on B a new ordering ⋖ subject to the rule: for aγ(1) = LM(aα(1)aβ(1)),
aγ(2) = LM(aα(2)aβ(2)) ∈ B,
aγ(1) ⋖ aγ(2) ⇔


aα(1) ≺ aα(2)
or
aα(1) = aα(2) and aβ(1) ≺ aβ(2),
then by referring to Definition 1.1, Proposition 1.3 and the formulas derived above, one
checks that ⋖ is a monomial ordering on B such that
aβ ⋖ aα, aβ ∈ S, aα ∈ Sc and aα 6= 1.
Furthermore, by the definition of ⋖ and Definition 2.1, we see that ⋖ is an elimination
ordering on B with respect to V (S) = K-spanS. Finally, the assertion concerning the
restriction of ⋖ on S follows from the construction of ⋖. 
With an elimination ordering in the sense of Definition 2.1, the elimination principle
via Gro¨bner bases of left ideals in a solvable polynomial algebra is embodied by the
following
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2.3. Theorem Let A = K[a1, . . . as] be a solvable polynomial algebra with admissible
system (B,≺), where B is the PBW basis of A and for a certain subset S ⊂ B, ≺ is an
elimination monomial ordering on B with respect to V (S) = K-spanS, and let N be a
left ideal of A. If G is a Gro¨bner basis of N with respect to the elimination ordering ≺
on B, then the following statements hold.
(i) If f ∈ N ∩ V (S) and f 6= 0, then there is a g ∈ G ∩ V (S) ⊂ N ∩ V (S) such that
LM(g) |
L
LM(f) and, if this is the case, then there is an aγ ∈ S such that LM(f) =
LM(aγLM(g)) and thus
(∗) f = λ−1µaγg + f1 with LM(f) = LM(a
γg), LM(f1) ≺ LM(f),
where λ = LC(g) and µ = LC(f).
(ii) Let D ⊂ A be a subalgebra of A (conventionally D and A have the same identity
element 1), and suppose that S is a K-basis for D. Then with respect to the restriction
of ≺ on S, every nonzero f ∈ N ∩D has an expression
f =
∑
i,j νi,ja
γ(i)gj with νi,j ∈ K
∗, aγ(i) ∈ S ⊂ D,
gj ∈ G ∩ V (S) = G ∩D ⊂ N ∩D,
such that LM(aγ(i)gj)  LM(f) for all appearing (i, j).
Proof (i) Let f ∈ N ∩ V (S) be a nonzero element. As G is a Gro¨bner basis of N in
A with respect to ≺, it follows that there is a g ∈ G such that LM(g)|
L
LM(f) in A,
thereby LM(g)  LM(f). Note also f ∈ V (S) and thus LM(f) = aα for some aα ∈ S.
It turns out that LM(g)  aα. Since ≺ is an elimination monomial ordering on B with
respect to V (S), it follows from Definition 2.1 that g ∈ G ∩ V (S) ⊂ N ∩ V (S). Turning
back to LM(g)|
L
LM(f), there is an aγ ∈ B such that LM(f) = LM(aγLM(g)). But
by Proposition 1.3(i) we thus have LM(f) = LM(LM(g)aγ), namely aγ |
L
LM(f). So,
similarly from aγ  LM(f) we derive aγ ∈ S. Hence, the desired expression (∗) is
obtained.
(ii) By the assumption on S, we have V (S) = D. So, it follows from (i) that N ∩D 6=
{0} implies G ∩D 6= ∅. Thus for a nonzero element f ∈ N ∩D, the expression (∗) in (i)
entails f1 = f −λ
−1µaγg ∈ N ∩D for some g ∈ G ∩D. If f1 6= 0, then repeat this division
procedure on f1 by G ∩ D and so on. As ≺ is a well-ordering, after a finite number of
repeating the division procedure by G ∩D we then reach the desired expression for f . 
Remark We observe that in the case of Theorem 1.4.3 (ii), no matter the subalgebra D
of A is a solvable polynomial algebra or not (with respect to the restriction of ≺ on S),
G ∩ D is indeed a Gro¨bner basis for the left ideal N ∩ D of D (in the sense that every
nonzero element has a Gro¨bner representation with respect to the restriction of ≺ on S).
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Comparing with the elimination theorem for commutative polynomial ideals (e.g.
[AL2, Theorem 2.3.4]), we now derive a similar result for left ideals of solvable poly-
nomial algebras. To see this, let A = K[a1, . . . , an] be a solvable polynomial alge-
bra with admissible system (B,≺) in which ≺ is an elimination monomial ordering
on B with respect to V (S) (in the sense of Definition 2.1), where for a given subset
U = {ai1 , ai2 . . . , aim} ⊂ {a1, a2, . . . , an} with i1 < i2 < · · · < im and m < n,
S =
{
aβ = aβ1i1 a
β2
i2
· · · aβmim
∣∣∣ β = (β1, β2, . . . , βm) ∈ Nm} ⊂ B
and V (S) = K-spanS (note that by Proposition 2.2, such an elimination ordering ≺
exists).
2.4. Theorem With the notation above, let N be a left ideal of A, and let G be
a Gro¨bner basis of N with respect to the elimination ordering ≺ on A. Consider the
subalgebra K[U ] of A generated by U , and suppose that the subset S of B forms a K-
basis for K[U ]. If N ∩ K[U ] 6= {0}, then G ∩ K[U ] is a Gro¨bner basis of the left ideal
N ∩K[U ] in K[U ] with respect to ≺
S
, where ≺
S
is the restriction of ≺ on S.
Proof This follows immediately from Theorem 2.3.

RemarkWith the notation used above, let us emphasise that in Theorem 2.4 the assump-
tion made on S is necessary, though V (S) ⊂ K[U ]. This is because elements of G are linear
combinations of elements in B, while in principle, getting elements of G ∩K[U ] amounts
to eliminating generators out of U from certain elements g of G such that g ∈ G ∩ V (S).
So, if f ∈ N ∩K[U ]−V (S), then the given elimination ordering cannot help to reach the
result of Theorem 2.3(i). But in general S may not necessarily a K-basis for K[U ]. For
instance, one may look at the q-Heisenberg algebra hn(q) whcih is generated over a field
K by the set of elements {xi, yi, zi | i = 1, ..., n} subject to the relations:
xixj = xjxi, yiyj = yjyi, zjzi = zizj , 1 ≤ i < j ≤ n,
xizi = qzixi, 1 ≤ i ≤ n,
ziyi = qyizi, 1 ≤ i ≤ n,
xiyi = q
−1yixi + zi, 1 ≤ i ≤ n,
xiyj = yjxi, xizj = zjxi, yizj = zjyi, i 6= j,
where q ∈ K∗, and consider the subalgebra K[U ] generated by the subset U = {xi, yi | 1 ≤
i ≤ n}. Or else let us look at the solvable polynomial algebra A = K[a1, a2, a3] given
in [Li3], where the generators of A satisfies a2a1 = a1a2, a3a1 = λa1a3 + µa
2
2a3 + f(a2)
with f(a2) ∈ K-span{1, a2, a
2
2, . . . , a
6
2}, a3a2 = a2a3, and A has the PBW basis B
′ =
8
{aα = aα11 a
α2
2 a
α3
3 | α = (α1, α2, α3) ∈ N
3} and the monomial ordering ≺lex on B
′ such
that a3 ≺lex a2 ≺lex a1. If K[U ] is the subalgebra of A generated by the subset U =
{a1, a3} ⊂ {a1, a2, a3}, and S = {a
α1
1 a
α3
3 | (α1, α3) ∈ N
2} ⊂ B′, then aα33 a
α1
1 = a
α1
1 a
α3
3 +∑
µγ2,η3a
γ2
2 a
η3
3 6∈ V (S) = K-spanS entails that S is not a K-basis of K[U ].
As to the problem mentioned in the remark above, actually we have the following
easily verified fact.
2.5. Proposition Let A = K[a1, . . . , an] be a solvable polynomial algebra with ad-
missible system (B,≺) and let K[U ] be the subalgebra of A generated by a subset
U = {ai1 , ai2 . . . , aim} ⊂ {a1, a2, . . . , an} with i1 < i2 < · · · < im and m < n. Then
the subset
S =
{
aβ = aβ1i1 a
β2
i2
· · · aβmim
∣∣∣ β = (β1, β2, . . . , βm) ∈ Nm}
is a K-basis for K[U ] if and only if K[U ] is a solvable polynomial algebra with the PBW
basis S and the admissible system (S,≺S), where ≺S is the restriction of ≺ on S. 
In contrast to Theorem 2.4, we will see in the next section that without any assumption
on S, an elimination theorem does hold true for submodules of a free module L = ⊕si=1Aei
(with s ≥ 2) over a solvable polynomial algebra A.
As an application of the above Example (2) and Theorem 2.3, we next derive a result
for determining the generating set of intersection of two left ideals via elimination in left
ideals. To see this, Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺), and letN1, N2 be two left ideals of A. Considering the polynomial extension
A[t] of A by a commuting variable t, let
N =
∑
u∈N1
A[t]tu +
∑
v∈N2
A[t](1− t)v
be the left ideal of A[t] generated by {tu, (1− t)v | u ∈ N1, v ∈ N2}.
2.6. Proposition With the notation fixed above, the following statements hold.
(i) N ∩ A = N1 ∩N2.
(ii) If G is a Gro¨bner basis of N with respect to the monomial ordering ≺t on A[t]
(as constructed in Proposition 1.4), then G ∩ A is a Gro¨bner basis for the left ideal
N ∩A = N1 ∩N2 of A with respect to the monomial ordering ≺ on A.
Proof (i) If f ∈ N1 ∩N2, then f = tf + (1− t)f ∈ N , showing N1 ∩N2 ⊆ N ∩A. On the
other hand, if f ∈ A∩N , say f = tg+(1−t)h with g ∈
∑
u∈N1
A[t]u and h ∈
∑
v∈N2
A[t]v,
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then, considering the algebra homomorphism
ϕ1 : A[t] −→ A
t 7→ 0
from which we see that f ∈ A entails f = ϕ1(f) = ϕ1(h) ∈ N2, and considering the
algebra homomorphism
ϕ2 : A[t] −→ A
t 7→ 1
from which we see that f ∈ A entails f = ϕ2(f) = ϕ2(g) ∈ N1. Hence f ∈ N1 ∩ N2
and consequently A∩N ⊆ N1 ∩N2. Combining inclusions of both directions we conclude
N1 ∩N2 = A ∩N .
(ii) By Example (2) above, the monomial ordering ≺t on A[t] is an elimination ordering
with respect to V (S), where S = B ⊂ B(t). Noticing that A is a subalgebra of A[t] with
the PBW basis B and the restriction of ≺t on B coincides with the monomial ordering
≺ on B, it follows from Theorem 2.3(ii) that if G is a Gro¨bner basis of N with respect
to the monomial ordering ≺t on A[t], then G ∩ A is a Gro¨bner basis for the left ideal
N ∩A = N1 ∩N2 of A with respect to ≺.

Let A = K[a1, . . . , an] be a solvable polynomial algebra with the PBW basis B.
Then it follows from Proposition 2.2 that for any given subset U = {ai1 , ai2 . . . , aim} ⊂
{a1, a2, . . . , an} with i1 < i2 < · · · < im and m < n, A has an elimination mono-
mial ordering ≺ on B with respect to V (S) (in the sense of Definition 2.1), where
S =
{
aβ = aβ1i1 a
β2
i2
· · · aβmim
∣∣∣ β = (β1, β2, . . . , βm) ∈ Nm} ⊂ B and V (S) = K-spanS. We
observe that even if S is not the PBW basis of the subalgebra K[U ] generated by U , or
equivalently, even if K[U ] is not a solvable polynomial algebra with the admissible system
(S,≺), if for a certain true reason concerning a left ideal N of A we need to take some
elements from N ∩ V (S), then fortunately Theorem 2.3(i) tells us that the elimination
ordering ≺ may still enable us to take out desired elements from G∩ V (S) once we know
N ∩ V (S) 6= {0}, where G is a Gro¨bner basis of the left ideal N with respect to ≺. With
this merit of Proposition 2.2 and Theorem 2.3, our purpose below is to determine and
realize the elimination property for left ideals of A (in the sense of [Li4, Lemma 3.1]) by
means of Gro¨bner bases.
Recall from [Li1, Section 2 of CH.III] that a solvable polynomial algebra A =
K[a1, . . . , an] is called a quadric solvable polynomial algebra if for all 1 ≤ i < j ≤ n,
ajai = λijaiaj +
∑
q≤ℓ
µqℓaqaℓ +
∑
k
ckak + c, λij ∈ K
∗, µqℓ, ck, c ∈ K,
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and A admits a graded monomial ordering ≺gr with d(ai) = 1 for 1 ≤ i ≤ n. For
instance, Weyl algebras and enveloping algebras of finite dimensional Lie algebras are
typical examples of such algebras. Since A has the PBW basis B = {aα = aα11 · · · a
αn
n | α =
(α1, . . . , αn) ∈ N
n}, a subset U = {ai1 , . . . , air} ⊂ {a1, . . . , an} with i1 < i2 < · · · < ir is
said to be weakly independent modulo a left ideal N of A if N ∩ V (S) = {0}, where
S =
{
aα = aα1i1 · · · a
αr
ir
∣∣ α = (α1, ..., αr) ∈ Nr} ⊂ B
and V (S) = K-spanS With the weak independence of U (mod N) and a double filtered-
graded transfer trick, the strategy of computing dimV(I) proposed by [KW] was adapted
in [Li1, CH.V] to compute the Gelfand-Kirillov dimension GK.dim(A/N), and conse-
quently the following results were established:
• [Li1, CH.V, Theorem 7.4] Let A be a quadric solvable polynomial algebra, and N a
nonzero left ideal of A. Then
GK.dim(A/N) = degree of the Hilbert polynomial of A/N
= max
{
|U |
∣∣∣∣∣ U ⊂ {a1, . . . , an} isweakly independent (mod N)
}
,
which can be algorithmically computed via a Gro¨bner basis of N ; moreover,
GK.dim(A/N) < n = GK.dimA;
• [Li1, CH.V, Lemma 7.5] If GK.dimA/N = d, then V (S) ∩ N 6= {0} for every sub-
set U = {ai1 , ..., aid+1} ⊂ {a1, ..., an} with i1 < i2 < · · · < id+1, where S = {a
α =
aα1i1 · · · a
αd+1
id+1
| α = (α1, ..., αd+1) ∈ N
d+1} ⊂ B and V (S) = K-spanS.
Note that the class of quadric solvable polynomial algebras studied in [Li1, CH.III,
CH.V] covers not only Weyl algebras and enveloping algebras of Lie algebras, but also
more Ore extensions, skew polynomial algebras, and operator algebras. Enlightened by
the automatic proving of multivariate identities over operator algebras ([PWZ], [Ch],
[CS]), more general ∂-finiteness and ∂-holonomicity for modules over quadric solvable
polynomial algebras have been introduced and preliminarily studied in [Li1. CH.VII]
where [Li1, CH.V, Lemma 7.5] has played a key role.
Turning to an arbitrary solvable polynomial algebra in the sense of Definition 1.1, we
have the following
2.7. Theorem Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺). For every 1 ≤ d < n− 1 and the subset U = {ai1, ..., aid+1} ⊂ {a1, ..., an}
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with i1 < i2 < · · · < id+1, let S = {a
α = aα1i1 · · · a
αd+1
id+1
| α = (α1, ..., αd+1) ∈ N
d+1} ⊂ B
and V (S) = K-spanS. Then the following statements hold.
(i) GK.dimA = n (= the number of generators of A), and GK.dim(A/N) < n holds
for every nonzero left ideal N of A.
(ii) If GK.dim(A/N) = d, then V (S)∩N 6= {0}, in particular for every U = {a1, . . . as}
with d + 1 ≤ s ≤ n − 1 we have V (S) ∩ N 6= {0}. In orther words, Elimination lemma
holds true (in the sense of [Li4, Definition 3.2]) for every nonzero left ideal N of A.
Proof We prove both the assertions (i) and (ii) together. First note that every solvable
polynomial algebra A has the PBW basis B by Definition 1.1. Moreover, it follows from
Proposition 1.2 and [Li2, Example 1 of Section 5.3] that GK.dimA = n (= the number
of generators of A). As also we know that A is a domain by Proposition 1.3(ii). Hence
[Li4, Lemma 3.3] entails that GK.dim(A/N) < GK.dimA = n holds for every nonzero
left ideal of A. Therefore, we conclude that Elimination lemma holds true (in the sense
of [Li4, Definition 3.2]) for every nonzero left ideal N of A. 
Furthermore, from [K-RW] we know that a noncommutative Buchberger algorithm
works effectively for every solvable polynomial algebra A, that is, if a finite generating set
of a left ideal N of A is given (note that A is Noetherian), then running the noncommu-
tative Buchberger algorithm with respect to a monomial ordering ≺ will produce a finite
Gro¨bner basis G for N . Thus it follows from Theorem 2.7 that we have the next
2.8. Theorem old 1.4.8) Let A = K[a1, . . . , an] be a solvable polynomial algebra with
admissible system (B,≺), and let N be a nonzero left ideal of A with GK.dim(A/N) = d.
For any given subset U = {ai1 , ai2 , . . . , aid+1} ⊂ {a1, . . . , an} with i1 < i2, . . . < id+1 and
the subset S = {aα = aα1i1 a
α2
i2
· · · a
αd+1
d+1 | α = (α1, α2, . . . , αd+1) ∈ N
d+1} ⊂ B, let ≺ be an
elimination ordering on B with respect to V (S) = K-spanS (in the sense of Definition
1.4.1). If G is a Gro¨bner basis of N with respect to ≺, then G ∩ V (S) 6= ∅.
Proof By Theorem 2.7, we have N ∩ V (S) 6= {0}. It follows from Theorem 2.3(i) that
G ∩ V (S) 6= ∅. 
2.9. Corollary Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible
system (B,≺), and let N be a nonzero left ideal of A with GK.dim(A/N) = d. Then for
any given subset U = {ai1 , ai2 , . . . , aid+1} ⊂ {a1, . . . , an} with i1 < i2, . . . < id+1 and the
subset S = {aα = aα1i1 a
α2
i2
· · · a
αd+1
d+1 | α = (α1, α2, . . . , αd+1) ∈ N
d+1} ⊂ B, getting a nonzero
element from the intersection N ∩ V (S) may be realized in (at most) two steps:
Step 1. If the given ≺ is not an elimination monomial ordering on B with respect to
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V (S), then, with the subset S in use, construct the elimination ordering ⋖ with respect
to V (S) as described in Proposition 2.2;
Step 2. Run the noncommutative Buchberger algorithm for solvable polynomial
algebras to produce a Gro¨bner basis G for N with respect to ⋖, and then take out the
desired nonzero element from G ∩ V (U).
3. Gro¨bner Bases of Submodules in Free Modules
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible system (B,≺) in
the sense of Definition 1.1.3, where B = {aα = aα11 · · ·a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the
PBW basis of A and ≺ is a monomial ordering on B, and let L = ⊕si=1Aei be a free left
A-module with the A-basis {e1, . . . , es}. Then L has the K-basis
B(e) = {aαei | a
α ∈ B, 1 ≤ i ≤ s}.
For convenience, elements of B(e) are also referred to as monomials in L.
If ≺e is a total ordering on B(e), and if ξ =
∑m
j=1 λja
α(j)eij ∈ L, where λj ∈ K
∗ and
α(j) = (αj1, . . . , αjn) ∈ N
n, such that
aα(1)ei1 ≺e a
α(2)ei2 ≺e · · · ≺e a
α(m)eim ,
then by LM(ξ) we denote the leading monomial aα(m)eim of ξ, by LC(ξ) we denote the
leading coefficient λm of ξ, and by LT(ξ) we denote the leading term λma
α(m)eim of ξ.
3.1. Definition With respect to the given monomial ordering ≺ on B, a total ordering
≺e on B(e) is called a monomial ordering if the following two conditions are satisfied:
(1) aαei ≺e a
βej implies LM(a
γaαei) ≺e LM(a
γaβej) for all a
αei, a
βej ∈ B(e), a
γ ∈ B;
(2) aα ≺ aβ implies aαei ≺e a
βei for all a
α, aβ ∈ B and 1 ≤ i ≤ s.
If ≺e is a monomial ordering on B(e), then we also say that ≺e is a monomial ordering
on the free module L, and the data (B(e),≺e) is referred to as an admissible system of L.
By referring to Proposition 1.3, we record two easy but useful facts on a monomial
ordering ≺e on B(e), as follows.
3.2. Lemma (i) Every monomial ordering ≺e on B(e) is a well-ordering, i.e., every
nonempty subset of B(e) has a minimal element.
(ii) If f ∈ A with LM(f) = aγ and ξ ∈ L with LM(ξ) = aαei, then
LM(fξ) = LM(LM(f)LM(ξ)) = LM(aγaαei) = a
γ+αei.
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Actually as in the commutative case ([AL], [Eis], [KR]), any monomial ordering ≺ on
B may induce two monomial orderings on B(e):
TOP monomial ordering aαei ≺top a
βej ⇔


aα ≺ aβ
or
aα = aβ and i < j;
POT monomial ordering aαei ≺pot a
βej ⇔


i < j
or
i = j and aα ≺ aβ ,
where TOP abbreviates the phrase ”term over position”, while POT abbreviates the
phrase ”position over term”.
Let d( ) be a positive-degree function on A such that d(ai) = mi > 0, 1 ≤ i ≤ n, and
let (b1, . . . bs) ∈ N
n be any fixed s-tuple. Then, by assigning ej the degree bj , 1 ≤ j ≤ s,
every monomial aαej in the K-basis B(e) of L is endowed with the degree d(a
α) + bj . If
a monomial ordering ≺e on B(e) satisfies
aαei ≺e a
βej implies d(a
α) + bi ≤ d(a
β) + bj ,
then we call it a graded monomial ordering on B(e) (or equivalently, a graded monomial
ordering on L).
Let ≺e be a monomial ordering on L, and let L1 = ⊕
m
i=1Aεi be another free A-
module with the A-basis {ε1, . . . , εm}. Then, as in the commutative case ([AL], [Eis],
[KR]), for any given finite subset G = {g1, . . . , gm} ⊂ L, an ordering on the K-basis
B(ε) = {aαεi | a
α ∈ B, 1 ≤ i ≤ m} of L1 can be defined subject to the rule: for
aαεi, a
βεj ∈ B(ε),
aαεi ≺s-ε a
βεj ⇔


LM(aαgi) ≺e LM(a
βgj)
or
LM(aαgi) = LM(a
βgj) and i < j.
It is an exercise to check that this ordering is a monomial ordering on B(ε). ≺s-ε is usually
referred to as the Schreyer ordering induced by G with respect to ≺e.
With respect to a given monomial ordering ≺e on B(e), every nonzero submodule N
of L has a finite left Gro¨bner basis G = {g1, . . . , gm} ⊂ N in the sense that
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• if ξ ∈ N and ξ 6= 0, then LM(gi)|LLM(ξ) for some gi ∈ G, i.e., there is a
monomial aγ ∈ B such that LM(ξ) = LM(aγLM(gi)), or equivalently, ξ has a
left Gro¨bner representation ξ =
∑
i,j λija
α(ij)gj, where λij ∈ K
∗, aα(ij ) ∈ B with
α(ij) = (αij1 , . . . , αijn) ∈ N
n, gj ∈ G, satisfying LM(a
α(ij)gj) e LM(ξ).
Moreover, starting with any finite generating set of N , such a left Gro¨bner basis G can
be computed by running a noncommutative version of the Buchberger algorithm for sub-
modules over solvable polynomial algebras. For more details on the Gro¨bner basis theory
for modules over solvable polynomial algebras, one is referred to [K-RW], [Li1], [Lev], and
[Li5]
4. Elimination Orderings and Elimination in Submod-
ules of Free Modules
This section is devoted to an elimination theory for submodules of free left modules over
solvable polynomial algebras. Comparing with Section 2, we start by introducing the
notion of an elimination ordering on free modules.
4.1. Definition (Compare with Definition 2.1.) Let A = K[a1, . . . , an] be a solvable
polynomial algebra with admissible system (B,≺), and let L = ⊕si=1Aei be a free A-
module with admissible system (B(e),≺e). For a nonempty subset S of B(e) = {a
αei | a
α ∈
B, 1 ≤ i ≤ s}, let V (S) = K-spanS. If the monomial ordering ≺e on B(e) is such that
ξ ∈ L and LM(ξ) e a
αeℓ for some a
αeℓ ∈ S implies ξ ∈ V (S),
then it is referred to as an elimination ordering with respect to V (S).
Before working with Definition 4.1, for the convenience of examining whether the order-
ing respectively defined in Example (1) – Example (3) below is an elimination monomial
ordering with respect to the given V (S), let us record an easy but useful fact concerning
a special case where S is the K-basis of a free submodule of L.
4.2. Lemma Let L = ⊕si=1Aei be a free A-module with admissible system (B(e),≺e). For
any 1 ≤ d ≤ s−1 and a subset U = {ei1 , ei2, . . . , eid} ⊂ {e1, . . . , es} with i1 < i2 < · · · < id,
let LU = ⊕
d
j=1Aeij be the submodule of L generated by U and S = {a
αeij | a
α ∈ B, eij ∈
U} (which is the K-basis of LU ). Then it follows from Lemma 3.2 that
LM(xγaαeij) = a
γ+αeij ∈ S
holds for all aγ ∈ B, aαeij ∈ S.
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In the following examples, A = K[a1, . . . , an] is a solvable polynomial algebra with
admissible system (B,≺).
Example (1) Let ≺pot be the POT monomial ordering on the free A-module L =
⊕si=1Aei induced by a given monomial ordering ≺ on A (see Section 3). Then e1 ≺pot
e2 ≺pot · · · ≺pot es. For any 1 ≤ d ≤ s − 1, let U = {e1, . . . , ed} ⊂ {e1, . . . , en},
S = {aαeℓ | a
α ∈ B, eℓ ∈ U} ⊂ B(e) and V (S) = K-spanS (= LU = ⊕
d
ℓ=1Aeℓ). If
ξ = λaβet +
∑
q,j λq,ja
β(q)ej ∈ L and LM(ξ) = a
βet ≺e a
αeℓ for some a
αeℓ ∈ S, then
t ≤ ℓ ≤ d and j ≤ t ≤ ℓ ≤ d, implying that ξ ∈ V (S). This shows that the POT
monomial ordering ≺pot on L is an elimination ordering with respect to V (S). Moreover,
bearing in mind Lemma 4.2, it is straightforward to check that the restriction of ≺pot on
S is a monomial ordering on LU .
Example (2) Consider the free A-module L = (⊕si=1Aei)⊕ (⊕
m
j=1Aεj). Let B(e) and B(ε)
denote the K-bases of the free submodules L1 = ⊕
s
i=1Aei and L2 = ⊕
m
j=1Aεj respectively,
then L has theK-basis B(e, ε) = B(e)∪B(ε). If ≺
L
is a monomial ordering on B(e, ε), then
by Lemma 4.2, it is straightforward to see that the restriction of ≺
L
on B(e), respectively
on B(ε), is a monomial ordering on B(e), respectively a monomial ordering on B(ε).
Now, let us define a new ordering ⋖ on the K-basis B(e, ε) of L subject to the rule: for
x, y ∈ B(e, ε),
x⋖ y ⇔


x = aα(1)ei1 , y = a
α(2)ei2 ∈ B(e) and a
α(1)ei1 ≺L a
α(2)ei2 ,
or
x = aβ(1)εj1, y = a
β(2)εj2 ∈ B(ε) and a
β(1)εj1 ≺L a
β(2)εj2,
or
x = aβεj ∈ B(ε) and y = a
αei ∈ B(e).
Then, by using Lemma 4.2, a direct verification shows that ⋖ is a monomial ordering
on B(e, ε) such that aβεj ⋖ a
αei for all a
βεj ∈ B(ε) and a
αei ∈ B(e). It follows that
if ξ ∈ L and LM(ξ) ⋖ aβεj for some a
βεj ∈ B(ε), then ξ ∈ L2. This shows that with
S = B(ε) ⊂ B(e, ε) and V (S) = K-spanS (= L2), ⋖ is an elimination ordering on
B(e, ε) with respect to V (S). Moreover, it is clear that the restriction of ⋖ on L1 and L2
respectively coincides with the restriction of ≺
L
on L1 and L2 respectively, thereby the
restriction is a monomial ordering on L1 and L2 respectively.
Immediately, example (2) given above motivates the next
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Example (3) Let L1 = ⊕
s
i=1Aei and L2 = ⊕
m
j=1Aεj be free A-modules with admissible
systems (B(e),≺
L1
), (B(ε),≺
L2
) respectively. Put L = L1⊕L2. Then L is a free A-module
with the K-basis B(e, ε) = B(e)∪B(ε). If we define the ordering ⋖ on the K-basis B(e, ε)
of L subject to the rule: for x, y ∈ B(e, ε),
x⋖ y ⇔


x = aα(1)ei1 , y = a
α(2)ei2 ∈ B(e) and a
α(1)ei1 ≺L1 a
α(2)ei2 ,
or
x = aβ(1)εj1, y = a
β(2)εj2 ∈ B(ε) and a
β(1)εj1 ≺L2 a
β(2)εj2,
or
x = aβεj ∈ B(ε) and y = a
αei ∈ B(e),
then, by using Lemma 4.2, it is straightforward to check that ⋖ is a monomial ordering
on B(e, ε) , such that aβεj ⋖ a
αei for all a
βεj ∈ B(ε) and a
αei ∈ B(e). It follows that
if ξ ∈ L and LM(ξ) ⋖ aβεj for some a
βεj ∈ B(ε), then ξ ∈ L2. This shows that with
S = B(ε) ⊂ B(e, ε) and V (S) = K-spanS (= L2), ⋖ is an elimination ordering on B(e, ε)
with respect to V (S). Moreover, the restriction of ⋖ on B(e) and B(ε) respectively
coincides with ≺
L1
and ≺
L2
respectively, thereby the restriction is a monomial ordering
on B(e) and B(ε) respectively.
The next example shows that elimination orderings on free A-modules (in the sense
of Definition 4.1) are not always like those constructed in Example (1) – Example (3) by
taking S being the K-basis of a free A-submodule LU of a given free A-module L (i.e.,
LU and L are modules over the same ground algebra A).
Example (4) Let L = ⊕si=1Aei be a free A-module with admissible system (B(e),≺e).
Considering the polynomial extension A[t] of A by a commuting variable t, then A[t] is a
solvable polynomial algebra with the PBW basis B(t) = {aαtq | aα ∈ B, q ∈ N} and the
monomial ordering ≺t as constructed in Proposition 1.4. Let Lt = ⊕
s
i=1A[t]ei be the free
A[t]-module. Then Lt has the K-basis
B(t, e) = {tqaαei | a
α ∈ B, q ∈ N, 1 ≤ i ≤ s}.
Note that A is a subalgebra of A[t], thereby B(e) ⊂ B(e, t) and L is now an A-submodule
of Lt instead of an A[t]-submodule of Lt. If we define the ordering ≺t-e on B(t, e) subject
to the rule: for tqaαei, t
ℓaβej ∈ B(t, e),
tqaαei ≺t-e t
ℓaβej ⇔


q < ℓ
or
q = ℓ and aαei ≺e a
βej,
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then it is straightforward to verify that ≺t-e is a monomial ordering on B(t, e) such that
aαei ≺t-e t
qaβej for all a
αei, a
βej ∈ B(e) and t
q 6= 1. It follows that if ξ ∈ Lt and
LM(ξ) ≺t-e a
αei for some a
αei ∈ B(e), then ξ ∈ L. This shows that with S = B(e) ⊂
B(e, t) and V (S) = K-spanS (= L), ≺t-e is an elimination ordering on B(t, e) with respect
to V (S). Moreover, the restriction of ≺t-e on B(e) coincides with ≺e.
With an elimination ordering in the sense of Definition 4.1, we first have an analogue
of Theorem 2.3 which embodies the elimination principle via Gro¨bner bases of submodules
in a free module. To see this, Let A = K[a1, . . . as] be a solvable polynomial algebra with
admissible system (B,≺), and let L = ⊕si=1Aei be a free A-module with admissible system
(B(e),≺e), where for a certain subset S ⊂ B(e), ≺e is an elimination monomial ordering
on B(e) with respect to V (S) = K-spanS. Furthermore, we put
SB = {a
γ ∈ B | aγei ∈ S for some ei ∈ {e1, . . . , es}} ,
SE = {ej ∈ {a1, . . . , es} | a
αej ∈ S for some a
α ∈ B} .
4.3. Theorem With the notation fixed above, considering a submodule N of L, let G
be a Gro¨bner basis of N with respect to the elimination ordering ≺e on B(e). Then the
following statements hold.
(i) If ξ ∈ N ∩ V (S) and ξ 6= 0, then there is a g ∈ G ∩ V (S) ⊂ N ∩ V (S) such that
LM(g) |
L
LM(ξ) and, if this is the case, then there is an aγ ∈ SB such that LM(ξ) =
LM(aγLM(g)) and thus
(∗) ξ = λ−1µaγg + ξ1 with LM(ξ) = LM(a
γg), LM(ξ1) ≺ LM(ξ),
where λ = LC(g) and µ = LC(ξ).
(ii) Let D be a subalgebra of A (conventionally D and A have the same identity
element 1), and let LD = ⊕ej∈SEDej be the free D-module (which is a D-submodule of
L). Suppose that SB is a K-basis for D. Then,
(∗∗)
{
LD has the K-basis {a
αej | a
α ∈ SB, ej ∈ SE} = S ⊂ B(e),
such that V (S) = LD,
and with respect to the restriction ≺e on S, every nonzero ξ ∈ N ∩LD has an expression
ξ =
∑
i,j νi,ja
γ(i)gj with νi,j ∈ K
∗, aγ(i) ∈ SB ⊂ D,
gj ∈ G ∩ V (S) = G ∩ LD ⊂ N ∩ LD,
such that LM(aγ(i)gj) e LM(ξ) for all appearing (i, j).
Proof (i) Let ξ ∈ N ∩V (S) be a nonzero element. As G is a Gro¨bner basis of N in L with
respect to ≺e, it follows that there is a g ∈ G such that LM(g)|LLM(ξ) in L, thereby
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LM(g) e LM(ξ). Note also ξ ∈ V (S) and thus LM(ξ) = a
βei for some a
βei ∈ S. It
turns out that LM(g) e a
βei. Since ≺e is an elimination monomial ordering on B(e)
with respect to V (S), it follows from Definition 4.1 that g ∈ G ∩ V (S) ⊂ N ∩ V (S).
Turning back to LM(g)|
L
LM(ξ), there is an aγ ∈ B such that LM(ξ) = LM(aγLM(g)),
and if LM(ξ) = aβei then the leading monomial of g must be of the form LM(g) = a
αei.
It follows from Lemma 3.2(ii) that
aβei = LM(ξ) = LM(a
γLM(g))
= LM(aγaαei)
= aγ+αei
= aα+γei
= LM(aαaγei),
showing aγei|LLM(ξ). So, as with g above, we have a
γei ∈ S and thereby a
γ ∈ SB. Hence,
the desired expression (∗) is obtained.
(ii) By the definition of SB, SE, LD and the assumption on SB, the property (∗∗) is
clear. Thus for a nonzero element ξ ∈ N ∩ V (S) = N ∩ LD, the expression (∗) in (i)
entails ξ1 = ξ−λ
−1µaγg ∈ N ∩LD for some a
γ ∈ SB ⊂ D and g ∈ G ∩LD. If ξ1 6= 0, then
repeat this division procedure on ξ1 by G ∩ LD and so on. As ≺e is a well-ordering, after
a finite number of repeating the division procedure by G ∩M we then reach the desired
expression for ξ. 
Remark We observe that in the case of Theorem 4.3 (ii), no matter the subalgebra D
of A is a solvable polynomial algebra or not (with respect to the restriction of ≺ on SB),
G ∩ LD is indeed a Gro¨bner basis for the submodule N ∩ LD of LD (here the restriction
of ≺e on S may be viewed as a monomial ordering on S).
We now use Theorem 4.3 to derive an analogue of Theorem 2.4 for for submodules
of free modules over a solvable polynomial algebra. To see this, Let A = K[a1, . . . , an]
be a solvable polynomial algebra with admissible system (B,≺), and let L = ⊕si=1Aei be
a free A-module with admissible system (B(e),≺e). For every 1 ≤ d ≤ s − 1 and the
subset U = {ei1 , ei2, . . . , eid} ⊂ {e1, . . . , es} with i1 < i2 < · · · < id, let LU = ⊕
d
j=1Aeij be
the submodule of L generated by U . With S = {aαeij | a
α ∈ B, eij ∈ U} (which is the
K-basis of LU) and V (S) = K-spanS (=LU), by Example (1) and Example (2) above we
may say that ≺e is already an elimination ordering on B(e) with respect to V (S) (in the
sense of Definition 4.1). Moreover, bearing in mind Lemma 4.2, it is straightforward to
see that the restriction of ≺e on S is a monomial ordering on LU .
4.4. Theorem (Compare with Theorem 2.4.) With the preparation made above, if N is
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a submodule of L and G is a Gro¨bner basis of N with respect to the elimination ordering
≺e, then
(i) G ∩ LU is a Gro¨bner basis for the submodule N ∩ LU of LU with respect to the
restriction of ≺e on LU ;
(ii) in the case where N =
∑m
j=1Aξj is generated by a finite subset {ξ1, . . . , ξm} ⊂ L,
running the noncommutative Buchberger algorithm for submodules with respect to ≺e
will produce a Gro¨bner basis G for N and consequently, the Gro¨bner basis G ∩ LU for
N ∩ LU is obtained.
Proof (i) With the given subset S ⊂ B(e) and the elimination ordering ≺e on B(e), this
follows immediately from Theorem 4.3 and the definition of Gro¨bner basis for submodules
if, in Theorem 4.3, we use A in place of D and use LU in place of LD.
(ii) This follows from assertion (i). 
By using Theorem 4.3, we also have a general version of Proposition 2.6 for submodules
of free modules (note that an algebra A itself is a free A-module). To see this, let
A = K[a1, . . . , an] be a solvable polynomial algebra with admissible system (B,≺), and
let L = ⊕si=1Aei be a free A-module with admissible system (B(e),≺e). Considering the
polynomial extension A[t] of A by a commuting variable t, let Lt = ⊕
s
i=1A[t]ei be the free
A[t]-module with the admissible system (B(t, e),≺t-e), where
B(t, e) = {tqaαei | a
α ∈ B, q ∈ N, 1 ≤ i ≤ s}
is the K-basis of Lt and, with S = B(e) and thus V (S) = K-spanS = L (note that L is
an A-submodule of Lt), ≺t-e is the elimination ordering on B(t, e) with respect to V (S)
(as defined in previous Example (4)). Moreover, for any two given submodules N1 and
N2 of L, let
N =
∑
u∈N1
A[t]tu +
∑
v∈N2
A[t](1− t)v
be the submodule of Lt generated by {tu, (1− t)v | u ∈ N1, v ∈ N2}.
4.5. Proposition With the preparation made above, the following statements hold.
(i) N ∩ L = N1 ∩N2.
(ii) If G is a Gro¨bner basis of N with respect to the monomial ordering ≺t-e on Lt,
then G ∩ L is a Gro¨bner basis for N ∩ L = N1 ∩N2 with respect to ≺e on L.
(iii) In the case where N1 =
∑s
i=1Aξi is generated by a finite subset {ξ1, . . . , ξs} ⊂
L and N2 =
∑m
j=1Aηj is generated by a finite subset {η1, . . . , ηm} ⊂ L, running the
noncommutative Buchberger algorithm for submodules with respect to ≺t-e will produce
20
a Gro¨bner basis G for the submodule
N =
s∑
i=1
A[t]tξi +
m∑
j=1
A[t](1− t)ηj
of Lt and consequently, G ∩L gives a Gro¨bner basis for N ∩L = N1 ∩N2 with respect to
≺e on L, which is certainly a generating set of N1 ∩N2.
Proof (i) If ξ ∈ N1 ∩N2, then ξ = tξ + (1− t)ξ ∈ N , showing N1 ∩N2 ⊆ N ∩ L. On the
other hand, if ξ ∈ N ∩L, say ξ = tθ+(1− t)η with θ ∈
∑
u∈N1
A[t]u and η ∈
∑
v∈N2
A[t]v,
then, considering the A-module homomorphism
ϕ1 : Lt −→ L∑
i f(t)ei 7→
∑
i f(0)ei
ξ ∈ N ∩ L entails ξ = ϕ1(ξ) = ϕ1(η) ∈ N2, and considering the algebra homomorphism
ϕ2 : Lt −→ L∑
i f(t)ei 7→
∑
i f(1)ei
ξ ∈ N ∩ L entails ξ = ϕ2(ξ) = ϕ2(θ) ∈ N1. Hence ξ ∈ N1 ∩ N2 and consequently
N ∩ L ⊆ N1 ∩N2. Combining both inclusions we conclude N1 ∩N2 = N ∩ L.
(ii) With the given subset S = B(e) ⊂ B(t, e) and the elimination ordering ≺t-e on
B(e, t), this follows immediately from Theorem 4.3 and the definition of Gro¨bner basis for
submodules if, in Theorem 4.3, we use A in place of D and use L in place of LD.
(iii) This follows from assertion (ii).
5. Applications to Module Homomorphisms
Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible system (B,≺).
In this section we apply the results of previous sections to A-module homomorphisms in
order to
(1) get a generating set for the kernel of A-module homomorphisms between free A-
modules, respectively for the kernel of A-module homomorphisms between quotient
modules of free modules (thus the injectivity of the homomorphisms concerned may
be determined);
(2) solve the membership problem for the image of A-module homomorphisms between
free A-modules, respectively for the image of A-module homomorphisms between
quotient modules of free modules (thus the surjectivity of the homomorphisms
concerned may be determined).
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Let L1 ⊕
s
i=1 Aei and L2 = ⊕
m
j=1Aεj be free A-modules, and let ϕ: L1 → L2 be an
A-module homomorphism such that ϕ(ei) = ηi ∈ L2, 1 ≤ i ≤ s. Our first goal is to get
a generating set for Kerϕ (the kernel of ϕ) by computing a Gro¨bner basis for it, and to
solve the membership problem for the image Imϕ of ϕ.
5.1. Lemma With the A-module homomorphism ϕ defined above, consider the free A-
module L = L1⊕L2 and the A-module homomorphism Φ: L→ L2 such that Φ(εj) = εj,
1 ≤ j ≤ m, and Φ(ei) = ηi, 1 ≤ i ≤ s. Then
(i) the diagram of A-module homomorphisms
L1
ϕ
> L2
ι
∨  
 
  Φ
 
 
 ✒
L
is commutative, i.e., Φ ◦ ι = ϕ, where ι is the inclusion map;
(ii) KerΦ =
∑s
i=1A(ei − ηi).
Proof (i) By the definition of each homomorphism in the diagram, it is clear that the
diagram is commutative.
(ii) First note that the definition of Φ entails that Φ(ξ) = ϕ(ξ) for all ξ ∈ L1, Φ(η) = η
for all η ∈ L2. It follows that
∑s
i=1A(ei− ηi) ⊆ KerΦ. On the otherf hand, if x = ξ+ η ∈
KerΦ, where ξ =
∑
i fiei ∈ L1 and η ∈ L2, then
0 = Φ(x) = Φ
(∑
i
fiei + η
)
=
∑
i
fiΦ(ei) + Φ(η)
=
∑
i
fiϕ(ei) + η
=
∑
i
fiηi + η.
It turns out that
x = ξ + η
=
∑
i
fiei −
∑
i
fiηi
=
∑
i
fi(ei − ηi) ∈
s∑
i=1
A(ei − ηi),
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and thus KerΦ ⊆
∑s
i=1A(ei − ηi). Combining the inclusions of both directions, we
conclude that KerΦ =
∑s
i=1A(ei − ηi). 
5.2. Theorem Let the data (L1, L2, ϕ;L,Φ,KerΦ) be as in Lemma 5.1. Then Kerϕ =
KerΦ ∩ L1 = (
∑s
i=1A(ei − ηi)) ∩ L1.
Proof By the definitions of ϕ and Φ we have Φ(ξ) = ϕ(ξ) for all ξ ∈ L1, thereby
Kerϕ ⊆ KerΦ ∩ L1. By Lemma 5.1(i) we know that Φ ◦ ι = ϕ. So, for x ∈ KerΦ ∩ L1
we have 0 = Φ(x) = (Φ ◦ ι)(x) = ϕ(x), thus KerΦ ∩ L1 ⊆ Kerϕ. Therefore, Kerϕ =
KerΦ ∩ L1 = (
∑s
i=1A(ei − ηi)) ∩ L1. 
For the convenience of our next usage, let us rewrite L2 as L2 = ⊕
m+s
j=s+1Aεj so that
L = L1 ⊕ L2 = (⊕
s
i=1Aei)⊕ (⊕
m+s
j=s+1Aεj).
5.3. Corollary With the data (L1, L2, ϕ,Kerϕ;L,Φ,KerΦ) as in Lemma 5.1, Theorem
5.2 and that fixed above, let ≺pot be the POT elimination monomial ordering on the K-
basis B(e, ε) = B(e)∪B(ε) of L with respect to V (S) where S = B(e) is the K-basis of L1
and V (S) = K-spanS = L1 (see Example (1) of Section 4), and let G be a Gro¨bner basis
of KerΦ =
∑s
i=1A(ei − ηi) in L computed by running the noncommutative Buchberger
algorithm for submodules with respect to ≺pot, then G ∩L1 is a Gro¨bner basis of Kerϕ =
KerΦ ∩ L1 in L1 with respect to the restriction of ≺pot on L1.
Proof This follows from Theorem 4.4. 
We next turn to solve the membership problem for the image Imϕ of the A-module
homomorphisms L1
ϕ
−→ L2, where ϕ(ei) = ηi for 1 ≤ i ≤ s. To this end, we keep using
the notation fixed above, in particular, L = L1 ⊕L2 = (⊕
s
i=1Aei)⊕ (⊕
m+s
j=s+1Aεj) with the
K-basis B(e, ε) = B(e) ∪ B(ε), L
Φ
−→ L2 with Φ(ei) = ηi = ϕ(ei), 1 ≤ i ≤ s, Φ(εj) = εj
with s+ 1 ≤ j ≤ m+ s, and KerΦ =
∑s
i=1A(ei − ηi).
5.4. Theorem With the notation above, let ≺pot be the POT elimination ordering on
B(e, ε) with respect to V (S), where S = B(e) and V (S) = K-spanS = L1 (see Example
(1) of Section 4), and let G be a Gro¨bner basis of KerΦ in L with respect to ≺pot. For an
element η ∈ L2, that η ∈ Imϕ if and only if there is a ξ =
∑
i fiei ∈ L1 such that η
G = ξ.
If this is the case, then η = ϕ(ξ) =
∑
i fiηi.
Proof If η ∈ Imϕ, then there is a ξ∗ ∈ L1 such that ϕ(ξ
∗) = η. Thus, by Lemma 5.1 we
have Φ(ξ∗) = ϕ(ξ∗) = η = Φ(η) and thereby η− ξ∗ ∈ KerΦ. Since G is a Gro¨bner basis of
KerΦ with respect to ≺pot, it follows that 0 = η − ξ∗
G
= ηG−ξ∗
G
. If ξ∗
G
= 0, then ηG = 0.
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If ξ∗
G
6= 0, then noticing that ξ∗ ∈ L1 and ≺pot is an elimination ordering with respect to
V (S) where S = B(e) and V (S) = K-spanS = L1, the property LM(ξ∗
G
) ≺pot LM(ξ
∗)
of a remainder entails ξ∗
G
∈ L1. Putting ξ = ξ∗
G
, we then have ηG = ξ ∈ L1.
Conversely, if there is a ξ =
∑
i fiei ∈ L1 such that η
G = ξ, then since a division
procedure on η by G yields η =
∑
q hqgq + η
G , where hq ∈ A, gq ∈ G ⊂ KerΦ, it follows
from Lemma 5.1 that
η = Φ(η) =
∑
q hqΦ(gq) + Φ(η
G)
= Φ(ξ) = ϕ(ξ) =
∑
i fiηi ∈ Imϕ,
finishing the proof. 
5.5. Corollary With the notation as used in Theorem 5.4, for an element η ∈ L2, that
η ∈ Imϕ if and only if ηG ∈ L1.

5.6. TheoremWith the notation as used in Theorem 5.4, let G be a reduced Gro¨bner ba-
sis of KerΦ in L with respect to the elimination ordering ≺pot on L. Then ϕ is surjective,
that is, Imϕ =
∑s
i=1Aηi =
∑m+s
j=s+1Aεj = L2, if and only if for each j = s+ 1, . . . , m+ s,
there is a gj ∈ G such that gj = εj − ξj for some ξj =
∑s
i=1 fjiei ∈ L1. If this is the case,
then εj =
∑s
i=1 fjiηi for s+ 1 ≤ j ≤ m+ s.
Proof If ϕ is surjective, then every εj ∈ Imϕ, s+1 ≤ j ≤ m+s. It follows from Theorem
5.4 that for each j = s + 1, . . . , m + s, there is a ξ′j ∈ L1 such that εj
G = ξ′j . In other
words, after implementing the division procedure on εj by G we have εj =
∑
t htgi+εj
G =∑
t htgt + ξ
′
j, where ht ∈ A and gt ∈ G. Since every ξ
′
j ∈ L1 while ≺pot is the elimination
ordering with respect to V (S) = K-spanB(e) = L1, it follows that LM(ξ
′
j) ≺pot εj and
thus there is some t such that εj = LM(εj) = LM(htgt). But this implies LM(gt)|Lεj,
thereby LM(gt) = εj (see Lemma 3.2). Without loss of generality we may say that
t = j. Hence LM(gj) = εj , s + 1 ≤ j ≤ m + s. Furthermore, noticing that G is a
reduced Gro¨bner basis for KerΦ, there must exist ξj ∈ L1 such that gj = εj − ξj for every
s+ 1 ≤ j ≤ m+ s.
Conversely, if for each j = s + 1, . . . , m + s, there is a gj ∈ G ⊂ KerΦ such that
gj = εj − ξj for some ξj =
∑s
i=1 fjiei ∈ L1, then
0 = Φ(gj) = Φ(εj)− Φ(ξj)
= εj −
∑
i fjiΦ(ei)
= εj −
∑s
i=1 fjiϕ(ei)
= εj −
∑s
i=1 fjiηi
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and consequently εj =
∑s
i=1 fjiηi ∈ Imϕ. This shows that ϕ is surjective.

Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible system (B,≺).
Now, as dealing with A-module homomorphisms between free modules, we proceed to
derive similar results for A-module homomorphisms between quotient modules of free
modules.
Rcall that ifM1 =
∑s
i=1Aθi is an A-module generated by a finite subset {θ1, . . . , θs} ⊂
M and L1 = ⊕
s
i=1 is the free A-module with A-basis {e1, . . . , es}, then there is an A-
module epimorphism ψ: L1 → M such that ψ(ei) = θi, 1 ≤ i ≤ s, and thus M1 ∼= L1/N1
with N1 = Kerψ. This shows that every finitely generated A-module can be presented
as a quotient module of a free module. Let M2 =
∑m+s
j=s+1Aνj be another A-module
generated by a finite subset {νs+1, . . . , νm+s} ⊂ M2, then similarly M2 ∼= L1/N2, where
L2 = ⊕
m+s
j=s+1Aεj is the free A-module with A-basis {εs+1, . . . , εm+s} andN2 is a submodule
of L2. We first have an criterion for the existence of an A-module homomorphism from
M1 to M2.
5.7. Proposition With the notation fixed above, if N1 =
∑t
q=1Aξq with each ξq =∑s
i=1 fqiei ∈ N1, and N2 =
∑d
ℓ=1Aωℓ with every ωℓ ∈ N2, then there exists an A-
module homomorphism ϕ: M1 → M2 if and only if there are η1, . . . , ηs ∈ L2 such that∑s
i=1 fqiηi ∈ N2 holds for 1 ≤ q ≤ t (note that this membership problem can be solved
by using a Gro¨bner basis of N2).
ProofNote that for any given η1, . . . , ηs ∈ L2, there exists an A-module homomorphism φ:
L1 → L2 such that φ(ei) = ηi for 1 ≤ i ≤ s. So, considering the canonical homomorphism
π1: L1 → M1, the canonical homomorphism π2: L2 → M2, and the following diagram of
A-module homomorphisms:
L1
φ
> L2
π1
∨ ∨
π2
M1 = L1/N1
?
> M2 = L2/N2
one may check that the given condition is a sufficient and necessary condition for having
an A-module homomorphism φ: M1 →M2 such that the diagram is commutative. 
Before continuing, let us make a convention for convenience, namely if L = ⊕si=1Aei
is a free A-module and N is a submodule of L, then for ξ ∈ L we write ξ for the coset in
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L/N represented by ξ.
5.8. Lemma (Compare with Lemma 5.1.) Let N1 be a submodule of the free A-module
L1 = ⊕
s
i=1Aei, N2 a submodule of the free A-module L2 = ⊕
m+s
j=s+1Aεj, and let L =
L1 ⊕ L2. Considering the A-modules M1 = L1/N1, M2 = L2/N2 and an A-module
homomorphism ϕ: M1 → M2 such that ϕ(ei) = ηi with each ηi ∈ L2, let us take the
canonical homomorphism πe: L1 → M1 = L1/N1 and the A-module homomorphism Φ:
L → M2 such that Φ(ei) = ηi = ϕ(ei), 1 ≤ i ≤ s, and Φ(εj) = εj, s + 1 ≤ j ≤ m + s.
Then
(i) the diagram of A-homomorphisms
L <
ι
L1
Φ
∨ ∨
πe
L2/N2 = M2 <
ϕ
M1 = L1/N1
is commutative, i.e., ϕ ◦ πe = Φ ◦ ι, where ι is the inclusion map.
(ii) KerΦ = N2 +
∑s
i=1A(ei − ηi).
Proof A direct verification is left as an exercise. 
5.9. Theorem (Compare with Theorem 5.2.) With the data (M1,M2, ϕ;L,Φ,KerΦ) as
in Lemma 5.8,
Kerϕ = (KerΦ ∩ L1 +N1)/N1.
Proof A direct verification is left as an exercise. 
5.10. Corollary With the data (M1,M2, ϕ,Kerϕ;L,Φ,KerΦ) as in Lemma 5.8 and
Theorem 5.9, let ≺pot be the POT elimination monomial ordering on theK-basis B(e, ε) =
B(e)∪B(ε) of L with respect to V (S) where S = B(e) is the K-basis of L1 and V (S) = K-
spanS = L1 (see Example (1) of Section 4). If N2 =
∑d
ℓ=1Aωℓ with every ωℓ ∈ N2, and
G is a Gro¨bner basis of KerΦ = N2 +
∑s
i=1A(ei − ηi) in L computed by running the
noncommutative Buchberger’s algorithm with respect to ≺pot, then G ∩L1 gives rise to a
generating set of Kerϕ = ( KerΦ ∩ L1 +N1)/N1 in M1.
Proof This follows from Theorem 4.4. 
We next turn to solve the membership problem for the image Imϕ of the A-module
homomorphisms M1 = L1/N1
ϕ
−→ M2 = L2/N2, where ϕ(ei) = ηi for 1 ≤ i ≤ s. To this
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end, we keep using the notation fixed above, in particular, L = L1 ⊕ L2 = (⊕
s
i=1Aei) ⊕
(⊕m+sj=s+1Aεj) with theK-basis B(e, ε) = B(e)∪B(ε), L
Φ
−→ L2/N2 with Φ(ei) = ηi = ϕ(ei),
1 ≤ i ≤ s, Φ(εj) = εj with s+ 1 ≤ j ≤ m+ s, and KerΦ = N2 +
∑s
i=1A(ei − ηi).
5.11. Theorem (Compare with Theorem 5.4.) With the notation above, let ≺pot be
the POT elimination ordering on B(e, ε) with respect to V (S), where S = B(e) and
V (S) = K-spanS = L1 (see Example (1) of Section 4), and let G be a Gro¨bner basis of
KerΦ in L with respect to ≺pot. For an element η ∈M2, that η ∈ Imϕ if and only if there
is a ξ =
∑
i fiei ∈ L1 such that η
G = ξ. If this is the case, then η = ϕ(ξ) =
∑
i fiηi.
Proof If η ∈ Imϕ, then there is a ξ∗ ∈ M1 = L1/N1 such that ϕ(ξ∗) = η. Thus, by
Lemma 5.8 we have Φ(ξ∗) = ϕ(ξ∗) = η = Φ(η) and thereby η − ξ∗ ∈ KerΦ ⊂ L. Since G
is a Gro¨bner basis of KerΦ with respect to ≺pot, it follows that 0 = η − ξ∗
G
= ηG − ξ∗
G
.
If ξ∗
G
= 0, then ηG = 0. If ξ∗
G
6= 0, then noticing that ξ∗ ∈ L1 and ≺pot is an elimination
ordering with respect to V (S) where S = B(e) and V (S) = K-spanS = L1, the property
LM(ξ∗
G
) ≺pot LM(ξ
∗) of a remainder entails ξ∗
G
∈ L1. Putting ξ = ξ∗
G
, we then have
ηG = ξ ∈ L1.
Conversely, if there is a ξ =
∑
i fiei ∈ L1 such that η
G = ξ, then since a division
procedure on η by G yields η =
∑
q hqgq + η
G , where hq ∈ A, gq ∈ G ⊂ KerΦ, it follows
from Lemma 5.8 that
η = Φ(η) =
∑
q hqΦ(gq) + Φ(η
G)
= Φ(ξ) = ϕ(ξ) =
∑
i fiηi ∈ Imϕ,
finishing the proof. 
5.12. Corollary With the notation as used in Theorem 5.11, for an element η ∈ M2,
that η ∈ Imϕ if and only if ηG ∈ L1.

5.13. Theorem (Compare with Theorem 5.6.) With the notation as used in Theorem
5.11, let G be a reduced Gro¨bner basis of KerΦ in L with respect to the elimination
ordering ≺pot on L. Then ϕ is surjective, that is, Imϕ =
∑s
i=1Aηi =
∑m+s
j=s+1Aεj = M2,
if and only if for each j = s + 1, . . . , m + s, there is a gj ∈ G such that gj = εj − ξj for
some ξj =
∑s
i=1 fjiei ∈ L1. If this is the case, then εj =
∑s
i=1 fjiηi for s+ 1 ≤ j ≤ m+ s.
Proof If ϕ is surjective, then every εj ∈ Imϕ, s+1 ≤ j ≤ m+s. It follows from Theorem
5.11 that for each j = s + 1, . . . , m + s, there is a ξ′j ∈ L1 such that εj
G = ξ′j. In other
words, after implementing the division procedure on εj by G we have εj =
∑
t htgi+εj
G =∑
t htgt + ξ
′
j, where ht ∈ A and gt ∈ G. Since every ξ
′
j ∈ L1 while ≺pot is the elimination
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ordering with respect to V (S) = K-spanB(e) = L1, it follows that LM(ξ
′
j) ≺pot εj and
thus there is some t such that εj = LM(εj) = LM(htgt). But this implies LM(gt)|Lεj,
thereby LM(gt) = εj (see Lemma 3.2). Without loss of generality we may say that
t = j and hence LM(gj) = εj, s + 1 ≤ j ≤ m + s. Furthermore, noticing that G is a
reduced Gro¨bner basis for KerΦ, there must exist ξj ∈ L1 such that gj = εj − ξj for every
s+ 1 ≤ j ≤ m+ s.
Conversely, if for each j = s + 1, . . . , m + s, there is a gj ∈ G ⊂ KerΦ such that
gj = εj − ξj for some ξj =
∑s
i=1 fjiei ∈ L1, then
0 = Φ(gj) = Φ(εj)− Φ(ξj)
= εj −
∑
i fjiΦ(ei)
= εj −
∑s
i=1 fjiϕ(ei)
= εj −
∑s
i=1 fjiηi
and consequently εj =
∑s
i=1 fjiηi ∈ Imϕ. This shows that ϕ is surjective.

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