This paper presents a general framework for adapting any generative (model-based) clustering algorithm to provide balanced solutions, i.e., clusters of comparable sizes. Partitional, model-based clustering algorithms are viewed as an iterative two-step optimization process-iterative model re-estimation and sample re-assignment. Instead of a maximum-likelihood (ML) assignment, a balanceconstrained approach is used for the sample assignment step. An efficient iterative bipartitioning heuristic is developed to reduce the computational complexity of this step and make the balanced sample assignment algorithm scalable to large datasets. We demonstrate the superiority of this approach to regular ML clustering on complex data such as arbitraryshape 2-D spatial data, high-dimensional text documents, and EEG time series.
Introduction
Clustering or segmentation of data is a fundamental data analysis step that has been widely studied across multiple disciplines for over 40 years [15] . Current clustering methods can be divided into generative (model-based) approaches [29, 6, 27] and discriminative (similarity-based) approaches [36, 28, 14] . Parametric, model-based approaches attempt to learn generative models from the data, with each model corresponding to one particular cluster. In similarity-based approaches, one determines a distance or similarity function between pairs of data samples, and then groups similar samples together into clusters. Unfortunately, calculating the similarities between all pairs of data samples is computationally inefficient, requiring O(n 2 ) time. So sampling techniques have been typically employed to scale such methods to large datasets [13, 4] . In contrast, several model-based partitional approaches have a complexity of O(kn), where k is the number of clusters, and are thus more scalable.
Several real life data mining applications demand comparably sized segments of the data, irrespective of whether the natural clusters in the data are of comparable sizes or not [12] . For example, a direct marketing campaign often starts with segmenting customers into groups of roughly equal size or equal estimated revenue generation, (based on market basket analysis, or purchasing behavior at a web site), so that the same number of sales teams, marketing dollars etc., can be allocated to each segment. In large retail chains, one often desires product categories/groupings of comparable importance, since subsequent decisions such as shelf/floor space allocation and product placement are influenced by the objective of allocating resources proportional to revenue or gross margins associated with the product groups [33] . Similarly, in clustering of a large corpus of documents to generate topic hierarchies, balancing greatly facilitates navigation by avoiding the generation of hierarchies that are highly skewed, with uneven depth in different parts of the "tree" hierarchy or having widely varying number of documents at the leaf nodes.
In addition to application requirements, balanced clustering is sometimes also helpful because it tends to decrease sensitivity to initialization and to avoid outlier clusters (highly under-utilized representatives) from forming, and thus has a beneficial regularizing effect. In fact, balance is also an important constraint for spectral graph partitioning algorithms [8, 17, 24] , which could give completely useless results if the objective function is just the minimum cut instead of a modified minimum cut that favors balanced clusters.
Unfortunately, k-means type algorithms (including the soft EM variant [6] , and BIRCH [37] ) are increasingly prone to yielding imbalanced solutions as the input dimensionality increases. This problem is exacerbated when a large (tens or more) number of clusters are needed, and it is well known that both hard and soft k-means invariably result in some near-empty clusters in such scenarios [4, 7] .
While not an explicit goal in most clustering formulations, certain approaches such as top-down bisecting k-means [30] tend to give more balanced solutions than others such as single-link agglomerative clustering. The most notable type of clustering algorithms in terms of balanced solutions is graph partitioning [20] , but it needs O(n 2 ) computation just to compute the similarity matrix. Certain online approaches such as frequency sensitive competitive learning [1] can also be employed for improving balancing. A generative model based on a mixture of von Mises-Fisher distributions has been developed to characterize such approaches for normalized data [3] .
The problem of clustering large scale data under constraints such as balancing has recently received attention in the data mining literature [31, 7, 35, 4] . Since balancing is a global property, it is difficult to obtain near-linear time techniques to achieve this goal while retaining high cluster quality. Banerjee and Ghosh [4] proposed a three-step framework for balanced clustering: sampling, balanced clustering of the sampled data, and populating the clusters with the remaining data points in a balanced fashion. This algorithm has relatively low complexity of O(n log(n)) but relies on the assumption that the data itself is very balanced (for the sampling step to work). Bradley, Bennett and Demiriz [7] developed a constrained version of the kmeans algorithm. They constrained each cluster to be assigned at least a minimum number of data samples at each iteration. The cluster assignment subproblem was formulated as a minimum cost flow problem, which has a high (O(n 3 )) complexity. In this paper, we take a balance-constrained approach built upon the framework of probabilistic, model-based clustering [40] . Model based clustering is very general, and can be used to cluster a wide variety of data types, from vector data to variable length sequences of symbols or numbers [29] . First, a unifying bipartite graph view is presented for model-based clustering. Then a two-step iterative maximum-likelihood (ML) optimization process is presented and analyzed for hard, model-based clustering. The two steps are model re-estimation step and sample re-assignment step, respectively. We formulate a completely balanced sample assignment subproblem, solved using a greedy heuristic at each iteration of the process. The heuristic obtains an approximate solution to the subproblem in O(kn(k + log n)) time. It can be easily generalized to handle partially balanced assignments and specific percentage assignment problems. Finally, we do a postprocessing step of ML clustering in situations where strict balancing is not required.
There are several motivations behind our approach. First, probabilistic model-based clustering provides a principled and general approach to clustering [5] . For example, the number of clusters may be estimated using Bayesian model selection, though this is not done in this paper. Second, the two-step view of partitional clustering is natural and has been discussed by Kalton, Wagstaff, and Yoo [16] . Finally, the post-processing refinement is motivated by the observation in [7] that if the balancing constraint is too strict, then often distant data points are forceably grouped together leading to substantial degradation in cluster quality. We observed than often a slight decrease in the amount of balance can buy substantial improvements in cluster quality, a favorable trade-off for many applications.
The organization of this paper is as follows. Section 2 presents a general model-based clustering framework, and in particular, analyzes partitional modelbased clustering algorithms. Section 3 presents our balanced clustering algorithm. Section 4 experimentally investigates the performance of the proposed balanced approach on synthetic, real text and time-series data. Finally, section 5 concludes this paper.
2 Model-based clustering 2.1 A unifying bipartite graph view. In this section, we introduce a unified framework for modelbased clustering algorithms, based on a bipartite graph view ( Fig. 1 ) of a data set, O, containing n data samples, {o 1 , o 2 , ..., o n }, and k clusters, represented by k models λ 1 , λ 2 , ..., λ k , respectively. In this paper, we also refer to λ j as the set of parameters associated with the jth model and Λ as the set of parameters for all models (including the model mixture weights introduced in the next section).
In this view, we have data sample vertices in the sample space Ω, probabilistic generative model vertices in the model space Γ, and connections between the two spaces. Each cluster is represented by a model in Γ, which usually contains models from a specific family. The model λ j can be viewed as a generalized center of cluster j. A connection between sample o i and model λ j indicates that the sample o i is being associated with cluster j. Note that a data sample is not necessarily assigned to only one cluster even though it is so for hard clustering. The connection weight w ij is log P (o i |λ j ), which measures the closeness of sample o i to model λ j (or the "center" of cluster j). We can define the distance between two models λ j and λ j (i.e. "centers" of cluster j and j ) as the (empirical) KL divergence
where O j is the set of samples partitioned into cluster j. One can make the distance measure symmetric by
. Note that this definition of inter-cluster distance is just one example of many possible designs and can be modified for specific applications.
Having defined a closeness measure between data samples and models, and a distance measure between pair of models, generic model-based clustering algorithms can be readily applied. The closeness measure is used for assigning samples to clusters in partitional clustering and the distance measure for finding the closest pair of clusters to merge in hierarchical agglomerative clustering. Readers are referred to [40] for a detailed description. The maximum-likelihood method is often used for training a model λ given a set of data samples O, to maximize P (O|λ), or equivalently, log P (O|λ). A model-based clustering algorithm usually iteratively partitions the data samples and trains the models based on the partitioning, to maximize P (O|Λ). For this reason, we often use maximum-likelihood clustering, or ML clustering, to refer to model-based clustering in this paper.
2.2 Model-based partitional clustering. The model-based k-means algorithm (Fig. 2) is a generalized version of the standard k-means. Basically, the algorithm iterates between a model re-estimation step 2a and a sample re-assignment step 2b. The ML assignment is used for the latter step. It can be further extended to soft EM clustering, where each sample o gets fractionally assigned to a cluster j according to the posterior probability P (j|o, Λ), and each model is trained using the posterior probability weighted samples. An information-theoretic analysis of these two assignment strategies has been given in [21] .
Let us analyze these two algorithms from the perspective of objective function and explain why they usually perform very similarly in practice. The general log-likelihood objective function to be maximized for model-based partitional clustering can be written as Steps: model mixture weights with constraints j α ij = 1, ∀i. Applying EM algorithm to maximize (2.1), one can derive the general re-estimation formula for Λ as follows:
Special choices of α ij 's lead to several commonly used algorithms. For example, setting α ij = I(y i = j) 1 , where the cluster identity y i = arg max j log P (o i |λ j ), leads to the mk-means algorithm. Constraining α ij 's to be independent of individual data samples, i.e α ij = α j , ∀i, results in the EM clustering algorithm. In this case, the re-estimation of α's (2.3) needs to be modified to α
Further enforcing that α j = 1/k, ∀j leads to a more constrained version of soft clustering [40] . Note that the general formula (2.2) for re-estimating models need not to be modified no matter how we set the α's.
In practice, we often have the condition P (o i |λ yi ) P (o i |λ j ), ∀j = y i (especially for complex models such as HMMs), which means that P (j|o i , Λ) will be dominated by the likelihood values and be very close to 1 for j = y i , and 0 otherwise, independent of most choices of α's. This suggests that the difference between hard and soft versions is small, i.e. their clustering results will be fairly similar. As the mk-means has better time complexity than EM (O(kn) vs. O(k 2 n)), we focus on the analysis of mk-means algorithm from this point onwards.
The objective function of the mk-means algorithm can be simplified as
Let z ij be a binary assignment variable with value 1 indicating assignment of sample i to model j. The mkmeans clustering can be re-formulated as the following optimization problem
Note that the step 2a in Fig. 2 corresponds to training λ j 's to solve (2.6) with z ij 's fixed, and the step 2b finding z ij 's to maximize (2.6) with λ j 's fixed. This observation leads to a decomposition of (2.6) into two subproblems: a model estimation subproblem (2.7) and a sample assignment subproblem (2.8).
As we will see in the next section, this decomposition greatly facilitates the development and analysis of a balanced mk-means algorithm. Also note the formulation is generic in that we can plug in any probabilistic models into the subproblem (2.7) to get an instantiated clustering algorithm. The convergence of the generic mk-means algorithm is given by the following theorem.
Theorem 2.1. If P (o|λ) is bounded from above, the mk-means algorithm given in Fig. 2 
will converge to a local maximum of the objective function in (2.5).
Proof : It is easy to verify that both step 2a and 2b in Fig. 2 will not decrease the objective function (2.5). The objective function is upper-bounded since P (o|λ) is bounded from above. These two conditions complete the convergence proof. can be defined as:
If n/k is not an integer, we round it to the closest integer and make slight changes so that i,j z ij = n holds. This problem is again decomposed into two subproblems: the model estimation subproblem is the same as in (2.7), whereas the balanced sample assignment subproblem becomes Proof of this theorem is straightforward and similar to the proof of Theorem 2.1.
Note that the generic algorithm does not specify how to solve the balanced sample assignment subproblem (3.10). It is an integer programming problem, which is NP-hard in general. Fortunately, this integer programming problem is special in that it has the same optimum as its corresponding real relaxation [7] , which Algorithm: iterative greedy bipartitioning Input: Log-likelihood matrix wij = log P (oi|λj), i = 1, ..., n, j = 1, ..., k .
Output: A partition matrix z that satisfies z ij ∈ {0, 1},
Steps:
1. Initialization: set j = 1, J = {1, ..., n} and z ij = 0, ∀i, j ;
2. Calculating log-likelihood difference vector:
3. Bipartitioning using sorted difference vector: sort dv in descending order and assign the top is a linear programming problem. The relaxed optimization problem is
The best known exact algorithm to solve this problem is an improved interior point method that has a complexity of O(n 3 k 3 / log (nk)), according to [2] . The famous simplex algorithm has exponential worst case time complexity but often exhibits polynomial expected time complexity [10, pp.96] , which is around O(n 3 k) in our case.
To make our clustering algorithm scalable, we seek approximate solutions to (3.10) that can be obtained in time better than O(n 2 ). There are a number of heuristics that can be used, such as the one-to-many stable matching algorithm, used by Banerjee and Ghosh [4] to populate balanced clusters (learned from a small sampled set of data points).An alternative is an iterative greedy bipartitioning algorithm (Fig. 4) that assigns n/k data samples to one of the k clusters in a locally optimal fashion at each iteration. Both heuristics work well in our preliminary experiments, but we choose the second one since it fits well within the optimization problem setting in this paper. The completely balanced clustering algorithms using this greedy heuristic always converge in our experiments, though not monotonically.
The motivation behind this heuristic is that it solves (3.10) exactly for k = 2. In other words, if there are just two clusters, we simply sort the difference vector dv i = log P (o i |λ 1 ) − log P (o i |λ 2 ), i = 1, ..., n in descending order and assign the first n/2 samples to cluster 1 and the second half to cluster 2. It is easy to show this gives a { n 2 , n 2 } bipartition that maximizes (2.5).
For k > 2, we conduct a greedy bipartition at each iteration that separates the data samples for one cluster from all the others in such a way that the objective (2.5) is locally maximized. It is trivial to show that the jth iteration of the algorithm in Fig. 4 gives a locally optimal { n k , (k−j)n k } bipartition that assigns n k samples to the j-th cluster.
We now look at the time complexity of this algorithm. Let n j = (k+1−j)n k be the length of the difference vector computed at the j-th iteration. Calculating the difference vectors takes j n j (k − j) O(k 2 n) time and sorting them takes j n j log n j O(kn log n) time. The total time complexity for this algorithm is O(kn(k + log n)). The greedy nature of the algorithm stems from the imposition of an arbitrary ordering of the clusters using j . So one should investigate the effect of different orderings. In our experiments, the ordering is done at random in each experiment, multiple experiments are run and the variation in results is inspected. The results exhibit no abnormally large variations and suggest that the effect of ordering is small.
The algorithm can be easily generalized to solve the sample assignment problem with specific balance constraints.
For example, if we have some prior knowledge about the partition percentages (e.g. a {20%, 20%, 30%, 30%} partition), we can easily build the numbers into the algorithm and assign a corresponding number of data samples to each cluster. Or if we just want each cluster to have at least m(< n k ) samples, i.e. similar to [7] , we can assign just the top m samples at each iteration and use ML assignment for the remaining data. This variation may be useful in situations where "near" balanced clustering is desired, but is not investigated in this paper.
Refinement step.
This step is really an optional step, depending on what kind of results are desired. If approximate rather than exact balanced solutions are acceptable, then a minor refinement can be used to improve cluster quality. This is achieved by letting the results from completely balanced mk-means serve as an initialization for the regular mk-means. Since the regular mk-means has relative low complexity of O(kn), this extra overhead is low. The experiments reported in this paper reflect a "full" refinement in the sense that we run the regular mk-means in the refinement step until convergence. Alternatively, partial refinement such as one round of ML re-assignment can be used and is expected to give an intermediate result between the completely balanced one and the "fully" refined one. In the experimental results, intermediate results are not shown but they will be bounded from both sides by the completely balanced and the "fully" refined results.
Clustering models used in our experiments.
In this section, we briefly introduce the four generative models used in our experiments.
K-means
For spherical Gaussian models, we have λ = {µ, σ} and
where Z(σ) is a normalization term. For k-means clustering, σ is the same for all clusters, and the normalized log-likelihood (N LL) objective is simply:
K-vMFs
Euclidean distance is not appropriate for clustering high dimensional normalized data such as text [34] . A better metric used for text clustering is the cosine similarity, which can be derived from directional statistics -the von Mises-Fisher distribution [3] . The general vMF distribution can be written as
where o here is a unit-length document vector (in L 2 norm) and the Bessel function Z(κ) is a normalization term. Similar to the k-means algorithm, we assume the directional variance (dispersion) κ is the same for all clusters. With some manipulation, we get log P (o|λ) ∝ o T µ µ + C , where C is a constant related to κ. The generalized k-means using this simplified vMF model has been named spherical k-means [9] and successfully used for document clustering. The model estimation for k-vMFs amounts to
The objective function evaluated for this model in our experiments is
which is in fact the average cosine similarity of all data samples and their cluster means. K-multinomials Multinomial models have been popular for text classification (with naïve Bayes assumption) and can be adapted for clustering.A multinomial model for cluster j represents a document d i by a multinomial distribution of the words in the document
where P (c j ) is the prior probability for cluster j, P (w l |c j ) the probability of word w l occurring in the cluster j, and n l,i the number of times word w l occurs in document d i . The normalized log-likelihood (N LL) evaluated for this model in our experiments is
K-HMMs
Hidden Markov models have long been used for modeling sequences [26] and the k-HMMs algorithm has been used by several authors to cluster time sequences [29, 22] . The N LL objective used for the k-HMMs algorithm is
where T i is the length of sequence o i . Space prohibits a detailed introduction to HMMs, which can be found in [26] .
For each of the above models, we compare three versions of the clustering algorithm in our experiments: a regular version, a balanced version and a balanced+refinement version. For simplicity, the four balanced algorithms are named bk-means, bk-vMFs, bkmultinomials and bk-HMMs, respectively, and the refined ones are called refined bk-means, refined bk-vMFs, ..., etc. As a reminder, the balanced version generates completely balanced clustering and the refined version attaches a post-processing phase to the balanced version. Finally, we emphasize that our balanced approach is built on the general model-based clustering framework and applies to any application for which appropriate models exist, for the balance constraint is completely independent of the model re-estimation part.
4 Clustering results and discussions 4.1 Clustering evaluation. To evaluate the performance of our balanced clustering algorithms, we compare them with the regular ML clustering in terms of balance, objective value and mutual information between cluster labels and class labels, if they exist. We measure the balance of a clustering by normalized entropy that is defined as
where n j is the number of data samples in cluster j. A normalized entropy of 1 means perfectly balanced clustering and 0 extremely unbalanced clustering. We use the normalized objectives in (3.12), (3.14), (3.16) , and (3.17) for k-means, k-vMFs, k-multinomials and kHMMs, respectively.
For datasets that come with original class labels, we also evaluate the quality of clustering using the normalized mutual information [34] , which is defined as
where n h is the number of data samples in class h, n l the number of samples in cluster l and n h,l the number of samples in class h as well as in cluster l. The N M I value is 1 for a perfect clustering and close to 0 for a random partitioning. This is a better measure than purity or entropy which are both biased towards high k solutions. For a more detailed discussion on the N M I measure, see [34, 32] .
Results on synthetic data.
We first tested the balanced k-means algorithm on a synthetic but difficult dataset-the t4 dataset (Fig. 5(c) ) included in the CLUTO toolkit [18] . There are no ground truth labels for this dataset but there are six natural clusters plus a lot of noise according to human judgment. The best algorithm that can identify all the six natural clusters uses a hybrid partitional-hierarchical approach [19, 18] . It partitions the data into a large number of clusters and then merges them back to a proper granularity level. Fig. 5(a) shows the balance results and Fig. 5(b) the N LL results, for different number of clusters. All the results are averaged over ten experiments with the bars at each data point indicating ±1 standard deviation in ten experiments. The balance performance of regular k-means deteriorates significantly as the number of clusters increases. The bk-means algorithm always delivers perfectly balanced clusterings but pays in terms of N LL. In contrast, the refined bk-means approach achieves very balanced clusterings as well as dramatically better objectives than the regular k-means. In this case, the refinement step seems to be able to keep the balance of the clusterings from bk-means and improve the N LL objective simultaneously. Fig. 5(c)&(d) show a typical clustering result for k = 30. It can be seen that the regular k-means produces many empty clusters and ones that mix data points from different natural clusters, whereas the refined bk-means gives much cleaner and more balanced results. Fig. 5(e)&(f) show the histogram distribution of cluster sizes for the results in Fig. 5(c)&(d) . The regular k-means produces many empty clusters and large variations in cluster sizes, whereas the refined bk-means gives much more balanced clusters. In addition, the refined bk-means achieves a much better local solution (with an N LL of −620.9 vs. −1237.1 for the regular k-means).
Results on real text data. We used the 20-newsgroups (NG20)
2 , mini 20-newsgroups (mini20), and the CLASSIC datasets for empirical performance analysis on text data. The NG20 dataset is a collection of 20,000 messages, collected from 20 different usenet newsgroups, 1,000 messages from each. We preprocessed the raw dataset using the Bow toolkit [23] , including chopping off headers and removing stop words as well as words that occur in less than three documents. In the resulting dataset, each document is represented by a 43,586-dimensional sparse vector and there are a total of 19,949 documents (with empty documents removed, still around 1,000 per category). The mini20 dataset is a random sample from NG20, with 100 messages from each category. After the same preprocessing step, the resulting dataset consists of 1,998 documents in 10,633 dimensional vector space. This dataset has been used by Nigam [25] for text classification and is included in this paper to evaluate the performance of different models on small document collections. Note that both NG20 and mini20 datasets contain 20 completely balanced clusters.
The CLASSIC dataset is contained in the datasets for the CLUTO software package [18] and has been used in [38] . It was obtained by combining the CACM, CISI, CRANFIELD, and MEDLINE abstracts that were used in the past to evaluate various information retrieval systems 3 . CACM consists of 3,203 abstracts from computer systems papers, CISI consists of 1,460 abstracts from information retrieval papers, MEDLINE consists of 1,033 abstracts from medical journals, and CRAN-FIELD consists of 1,398 abstracts from aeronautical systems papers. The CLASSIC dataset is already preprocessed in CLUTO package and represents each document as a 41,681-dimensional sparse vector. The clusters in this dataset are slightly unbalanced, with a normalized entropy of 0.92.
Two types of models, vMFs and multinomials, have been used for clustering experiments on these three datasets. For vMF models, we use log(IDF) weighted (and normalized) document vectors since the weighting seems to substantially improve clustering results. In all cases, the balanced clustering algorithms, with refinement, perform either comparably or significantly better than regular ML clustering in terms of both N LL and N M I, and provide significantly more balanced clusterings than the regular methods.
Comparing multinomial models with vMF ones, we see that the vMF-based algorithms produce much more balanced clusterings for all datasets, no matter whether the original dataset is highly balanced or not. In terms of N M I, k-multinomials and k-vMFs work comparably for large collections (NG20 and CLASSIC, 1,000+ documents per cluster) and k-multinomials tends to be better for large number of clusters. For small collections (mini20, 100 documents per cluster), the vMF-based algorithms perform significantly better than multinomial ones. We suspect the reason is that, the parameter estimation for multinomial models is more sensitive to the data size than that for vMF models. More experiments are needed to validate this argument.
Results on EEG time-series.
The EEG data from the UCI KDD archive (http://kdd.ics.uci.edu) arose from a large study to examine EEG correlates of genetic predisposition to alcoholism. There are two groups of subjects in the study: alcoholic and control. The data contains measurements, sampled at 256 Hz for 1 second, from 64 electrodes placed on the scalp. We extracted from the archive a subset called EEG-2 [39] , that contains 20 measurements for two subjects-one alcoholic and one control, for each type of three stimuli types, from 2 electrodes (F4, P8). As a result, the EEG-2 dataset contains 120 data samples and each sample is a pair of sequences of length 256.
When modeling EEG time series, we set the dimension of observation vector to be the number of EEG channels, and use an HMM with bivariate Gaussian observations and five hidden states. We evaluate the performance of the regular k-HMMs, bk-HMMs and refined bk-HMMs on the EEG-2 dataset with 6 clusters. The results are shown in Table 4 . 4 . Similar to what we have seen from previous experiments, bk-HMMs generates lower quality clusters than the regular k-HMMs. But the refined bk-HMMs significantly outperforms the regular k-HMMs in terms of both balance and N LL measures, based on t-tests at p = 0.05 level. In addi- 
Concluding remarks
We have presented a general framework for scalable, balanced model-based clustering that comes from an analysis of the two-step optimization process embedded in any model-based partitional clustering algorithm. The balanced approach is applicable to any domain for which good probabilistic models exist. We have used an efficient greedy heuristic to solve the balanced sample assignment subproblem in O(kn(k + log n)) time, and employed a refinement phase to improve the quality of clusters generated by the completely balanced mkmeans algorithm. Finally, we have demonstrated the superiority of our two-phase clustering algorithms to regular ML clustering in several diverse applications.
We have focused on hard clustering algorithms in this paper. It would be interesting to investigate the extensions to soft clustering. Also, there are several methods for for estimating the number of clusters in a model-based clustering framework [11] . The interaction of balanced clustering and model selection strategies can be investigated.
We also plan to explore more applications in which our balanced clustering approach is useful. In hybrid partitional-hierarchical clustering, an initial balanced flat partition is often desired as the starting point for subsequent hierarchical clustering. The experimental results on the synthetic dataset suggest that our balanced clustering algorithm might serve well for this purpose. Spectral clustering has been a hot area of clustering research and often reduces to using regular kmeans to search for appropriate clusters in the eigenspace of either the original vector data [17] or the similarity graph constructed from the original data [24] . Our balanced k-means may be used to replace the regular kmeans and get more balanced and hopefully improved spectral clustering results. 
