The determination of the carrier diffusion length of semiconductors such as GaN and GaAs by cathodoluminescence imaging requires accurate knowledge about the spatial distribution of generated carriers. To obtain the lateral distribution of generated carriers for sample temperatures between 10 and 300 K, we utilize cathodoluminescence intensity profiles measured across single quantum wells embedded in thick GaN and GaAs layers. Thin (Al,Ga)N and (Al,Ga)As barriers, respectively, prevent carriers diffusing in the GaN and GaAs layers to reach the well, which would broaden the profiles. The experimental CL profiles are found to be systematically wider than the energy loss distributions calculated by means of the Monte Carlo program CASINO, with the width monotonically increasing with decreasing temperature. This effect is observed for both GaN and GaAs and becomes more pronounced for higher acceleration voltages. We discuss this phenomenon in terms of the electron-phonon interaction controlling the energy relaxation of hot carriers, and of the non-equilibrium phonon population created by this relaxation process. Finally, we present a phenomenological approach to simulate the carrier generation volume that can be used for the investigation of the temperature dependence of carrier diffusion.
I. INTRODUCTION
Scanning electron microscopy (SEM) enables a number of imaging, analytical and lithographical techniques with potentially high spatial resolution, as the electron beam can be focused down to 1 nm in modern field-emission microscopes [1, 2] . SEM is thus well suited and often the method of choice for the fabrication and investigation of nanostructures [3] . For a comprehensive physical and chemical characterization of these structures, various analytical techniques can be combined in a single instrument, such as secondary and backscattered electron imaging, electron backscatter diffraction, cathodoluminescence spectroscopy (CL) and energy dispersive x-ray spectroscopy (EDX) [4, 5] . A spatial resolution corresponding to the minimum diameter of the focused electron beam can, however, only be achieved for secondary electron imaging. The actual spatial resolution of analytical techniques such as x-ray and CL spectroscopy is governed by the interaction of the primary high-energy electrons with matter. Elastic and inelastic scattering of these electrons leads to a cascade of subsequent excitations in the material such as excited atomic shell electrons (resulting in characteristic x-ray radiation), plasmons, and hot electron-hole pairs (resulting in CL emission after thermalization) within a generation volume that strongly depends on the energy of the impinging primary electrons [2, 6] .
In the 1970s and 1980s, several empirical expressions have been proposed to approximate the spatial distribution of electron beam-generated excitations [7] [8] [9] [10] [11] . Akamatsu et al. [12] were the first to derive an analytical expression of the generation volume based on Monte Carlo (MC) simulations. Since * oliver.brandt@pdi-berlin.de the 1990s, when personal computers became wide spread, user friendly MC programs for the simulation of the generation volume have been developed, which are now widely used in the SEM community [13] [14] [15] [16] [17] . Invariably, the generation volume is assumed to be given by the total electron energy loss distribution, regardless of the electron energies actually involved in the detected radiation. However, whereas characteristic x-ray radiation (detected in EDX) is only excited by electrons with a kinetic energy on the order of 1 keV and higher [18] , the radiative recombination of electron-hole pairs (detected in CL) only takes place between thermalized electron and hole populations. It is intuitively clear that the generation volume should be larger in the latter case. At sufficiently low energies (< 20 eV), the thermalization of electrons and holes with the lattice occurs predominantly via the electron-phonon, and particularly the Fröhlich interaction [19] [20] [21] , which depends explicitly on temperature. MC programs such as CASINO [14] [15] [16] [17] , however, do not allow us to consider this carrier thermalization process since they ignore temperature-dependent phenomena altogether.
In the present work, we are interested in the generation volume relevant for CL spectroscopy, with the ultimate aim to reliably extract the carrier diffusion length in appropriately designed CL experiments. In the present article (the first of a series of three papers, hereafter referred to as LD1, LD2, and LD3), we first experimentally investigate the lateral extent of the CL generation volume in both GaN and GaAs. To this end, we use the CL emission from a single quantum well (QW) embedded in the GaN or GaAs matrix and clad by thin (Al,Ga)N or (Al,Ga)As barriers preventing carrier capture from the matrix by diffusion as originally proposed by Bonard et al. [22] . In other words, the QW emission is produced exclusively by direct carrier generation within the QW structure, while thermalized carriers in the GaN or GaAs matrix cannot contribute to it. These results will be used in two subsequent studies of the temperature-dependent carrier diffusion in GaN presented in the companion papers LD2 [23] and LD3 [24] .
For the present paper, we record CL line scans intersecting the single QWs embedded in GaN or GaAs for various temperatures. The resulting CL intensity profiles are compared with MC simulations utilizing CASINO [16] . All experimental profiles turn out to be wider than the calculated ones, and their width increases further with decreasing temperature. Furthermore, the broadening at low temperatures becomes more pronounced for increasing acceleration voltages. The comparison of the results obtained on the two different materials helps to gain an understanding of the mechanisms giving rise to these effects. In particular, we attribute the broadening to the suppression of electron-phonon scattering processes with decreasing temperature, and its dependence on acceleration voltage to the slow-down of carrier cooling due to hot phonons. Finally, we present a phenomenological model reproducing the experimental profiles with a single free parameter that we employ to determine the diffusion length in the following papers LD2 [23] and LD3 [24] .
II. PRELIMINARY CONSIDERATIONS
The configuration of our CL experiment is displayed schematically in Fig. 1(a) . The focused electron beam impinges onto the cross-section of the sample along the z direction. The beam and thus the carrier generation volume Q(x, y, z) (source) is scanned across the QW along the x axis normal to the well plane, with the center of the well being situated at x = 0. Since additional barriers of width b [cf. Fig. 1(b) ] prevent a capture of thermalized diffusing carriers, only carriers excited within the barriers or directly within the QW with width 2w can contribute to the detected CL signal of the QW.
According to the configuration of our experiment, we can consider the generation volume as a one-dimensional source after integrating over the y and z coordinates:
When this source is approaching the QW plane, the total flux of excited carriers captured by the well and thus the detected QW CL intensity F(x) can be written as a convolution
with the function F(x ) representing the fraction of carriers generated at x and reaching the well. F(x ) automatically includes all carriers excited directly in the QW. For carriers excited within the barriers, we consider three different cases: (i) Carriers generated in the barriers are localized and do not reach the well. In this case F(x ) = F 0 (x ) = δ(x ) and the flux to the well is simply F(x) = F 0 (x) =Q(x), where we have neglected the well width compared to the barrier width.
(ii) Carriers generated in the barriers can escape towards both the well and the matrix material. If the carrier diffusion length in the barrier is large compared to the barrier width, the fluxes to the well and to the matrix are weighted by the distance from the excitation position to the corresponding edges and can be written as:
(iii) All carriers generated in the barriers are captured by the well and produce the maximum possible flux. Then, the flux to the well is written as:
We will first examine the influence of these different assumptions on the line profile for both GaN and GaAs. Let us assume that the initial distribution of carriers Q(x, y, z) generated by the electron beam is given by the energy loss distribution of the incident electrons. This loss distribution is calculated using CASINO [16] , considering an In 0.16 Ga 0.84 N/Al 0.11 Ga 0.89 N and a GaAs/Al 0.4 Ga 0.6 As single QW with a width 2w = 3 and 7 nm, respectively, clad by barriers with a width b = 15 nm. The acceleration voltage V of the electron beam and the beam diameter are set to 5 kV and 5 nm, respectively. Figures 2(a) and 2(b) show the simulated intensity profiles of the CL of the GaN-and GaAs-based QWs, respectively, considering the three different cases discussed above. The profiles resulting from the assumption in case (i) are clearly narrower than those obtained by considering the contribution of the barriers in cases (ii) and (iii). Evidently, the impact of carriers excited in the barriers and transferred to the well is significant, and must not be ignored. However, the profiles taking into account the contributions from the barriers according to cases (ii) or (iii) differ only marginally. In the following, we take case (iii) representing the maximum possible broadening of the energy loss profile simulated by CASINO.
III. EXPERIMENT
For the experimental determination of the lateral extent of the CL generation volume, i. e., of F(x) in GaN and GaAs, we synthesized single QW structures for both materials systems by molecular beam epitaxy. The former consists of a 3-nm-thick In 0.16 Ga 0.84 N well clad by 15-nm-thick Al 0.11 Ga 0.89 N barriers, embedded in a 1.4-µm-thick GaN layer. This structure was synthesized on top of a GaN(0001) template prepared by metal-organic chemical vapor deposition on an Al 2 O 3 (0001) substrate. The latter structure contains a 7-nm-thick GaAs single QW clad by 15-nm-thick Al 0.4 Ga 0.6 As barriers within a 3-µm-thick GaAs layer grown on a GaAs(001) substrate. In either case, we have chosen the structural and compositional parameters of the samples such as to inhibit thermionic injection and emission of carriers into and out of the QW, and to simultaneously ensure a sufficient spectral separation between the CL signals from the QW and the matrix.
The CL investigations were performed using a Gatan mo-noCL4 system and a He-cooling stage attached to a Zeiss Ultra55 SEM with a field emission gun. CL intensity profiles across the QW were obtained from CL photon counting maps of the cleaved edge of the two samples under investigation. Figures 3(a) and 3(b) show CL spectra of the GaN-and GaAs-related QWs, respectively, measured from a 1 µm 2 region of the respective cross-section at low and elevated temperature. The spectral position of the (In,Ga)N/GaN QW CL band does not vary notably with varying temperature due to carrier localization effects. In order to cover the whole spectrum while acquiring photon counting maps of the QW CL, the spectral window was set to 33 nm width as indicated in Fig. 3(a) . The CL spectrum of the GaAs/(Al,Ga)As QW depicted in Fig. 3(b) shows a pronounced red-shift with increasing temperature and is superimposed by the emission The center of the QW is situated at x = 0. The dotted lines show the profiles in case (i), which are given by the energy loss distribution of the incident electron beam F 0 (x) =Q(x) calculated by CASINO [16] and integrated over the two coordinates y and z by Eq. (1). The solid lines depict the CL profile in case (ii) taking into account the diffusion of carriers generated within the barriers (barrier width b = 15 nm) towards the well and matrix material [F w (x)]. For the dashed lines representing the profiles in case (iii), we assume that all carriers generated within the barriers are captured by the well
spectrum of the GaAs matrix for T > 140 K. For the acquisition of monochromatic CL maps of the GaAs/(Al,Ga)As QW, we used a spectral window of about 10 nm width as indicated in Fig. 3 (b). We recorded CL profiles of the GaNand GaAs-related QW for electron beam energies between 3 and 15 keV, with the beam current varying between 0.3 and 0.7 nA. The experiments were performed at sample temperatures ranging from 10 to 300 K for the GaN-and 10 to 140 K for the GaAs-based QW. 
IV. RESULTS AND DISCUSSION

A. Profiles of QW CL
Figures 4(a) and 4(b) display a secondary electron (SE) micrograph and a monochromatic CL photon counting map (central wavelength 450 nm), respectively, of the same crosssection region of the In 0.16 Ga 0.84 N/Al 0.11 Ga 0.89 N QW at 120 K and 5 kV. Due to the material contrast of the (Al,Ga)N barriers, the QW structure is clearly visible in the SE micrograph, where the high spatial resolution allows us to recognize even the 3-nm-thin QW in the center of the barrierrelated dark stripe. The CL intensity map of Fig. 4 (b) reflects the scattering of the incident electrons into the QW structure and is consequently much broader than the SE micrograph of the QW. CL intensity profiles are obtained by integrating the counts within a 130-nm-wide stripe-like window intersecting the QW as indicated in Fig. 4(b) by the dashed rectangle. and with [F m (x)] taking into account the profile broadening due to the presence of the barriers, respectively. This first example shows that even when accounting for the maximum broadening due to the barriers, the calculated profile is still slightly narrower than the experimental one. maximum width [cf. F m (x) in Fig. 2 ]. For the highest temperatures (300 and 120 K for GaN and GaAs, respectively), these simulated profiles are only marginally narrower then the experimental ones. With decreasing temperatures, however, the measured CL profiles become progressively broader for both GaN and GaAs. The same effect is observed also at significantly higher acceleration voltages, as exemplified for the GaAs QW at V = 15 kV in Fig. 5(c) . While the relative change of the profile width is comparable to that observed for V = 5 kV, the absolute one is larger. The experimental data presented above demonstrate that the common perception of a temperature-independent generation volume in SEM, represented by the empirical energy loss distribution of the primary electrons as calculated, e. g., by CASINO, is incorrect as far as CL is concerned. Clearly, to account for our experimental findings, an additional temperature-dependent scattering mechanism has to be invoked that is not included in any of the presently available simulations of the generation volume in SEM. In the following, we will show that scattering of low-energy carriers by phonons is the most likely candidate for this mechanism.
B. Electron-phonon scattering and CL profile width
In all applications of SEM, primary electrons are accelerated by voltages typically ranging from 1 to 30 kV. These primary electrons lose their energy once impinging onto the solid by a cascade of excitation processes, including highenergy events such as the excitation of core-level electrons, and low-energy events such as the excitation of plasmons that subsequently decay into hot electron-hole pairs, which in turn cool down by scattering with phonons. In MC programs such as CASINO, the spatial distribution of these electron-hole pairs is represented by the total energy loss distribution of the impinging primary electrons calculated by empirical expressions [25] , neglecting the energy relax-ation and corresponding scattering events of the generated secondary carriers, and ignoring a potential dependence of these processes on temperature. This approximation is certainly justified for techniques for which low-energy electrons are irrelevant, such as for EDX. For CL, however, it has to be understood that efficient radiative recombination between electrons and holes only takes place when the respective carrier populations are close to thermalization with the lattice, i. e., when carriers have relaxed to their respective band edge in the vicinity of k = 0. For energies below 20 eV, inelastic electron-electron scattering becomes rapidly inefficient with decreasing energy, and the energy loss rate of carriers is mainly determined by the Fröhlich interaction of electrons with longitudinal optical (LO) phonons [20] . For even lower energies, scattering with acoustic phonons contributes as well [26] . In any case, the cooling of hot carriers is accompanied by an expansion of their spatial distribution, which can be understood as a (super)-diffusive process [27, 28] , but has to be distinguished from the normal diffusion of carriers in thermal equilibrium with the lattice. As a consequence of the inherent temperature dependence of electron-phonon scattering, we expect that the generation volume relevant for CL depends on temperature as well.
To see if this temperature dependence is qualitatively consistent with the effect observed experimentally, i. e., a widening of the profiles with decreasing temperature, we perform simple Monte Carlo simulations as described in detail in Appendix A. Note that these simulations are too crude to allow a quantitative comparison of the simulated and experimental profiles, because we neglect, for example, the band structure and phonon dispersion of the semiconductor [26] , and the Coulomb interaction between electrons and holes that becomes important at lower energies [29] . We start with electrons with a spatial distribution as provided by CASINO for V = 5 kV, and a Gaussian energy distribution centered at half of the band gap energy of GaN. We next allow these electrons to cool down via the Fröhlich interaction for lat-tice temperatures of 30 and 300 K and an effective phonon energy [26] of 30 meV. The resulting one-dimensional distributions are displayed as dashed and solid lines in Fig. 6 , respectively. The dotted curve represents the corresponding lateral distribution of the energy loss of the primary electrons F 0 (x) as calculated by CASINO. Evidently, our simple simulations qualitatively reproduce the main features observed experimentally: the cooling of hot carriers leads to a broadening of the energy loss profile, which is more pronounced at lower temperature. The simulations show that the reason underlying this effect is the increasing mean free length of carriers with decreasing temperature, which is determined almost exclusively by the lower probability of LO phonon emission.
Instead of attempting to predict the temperature-dependent CL generation volume theoretically, which would be a challenging task in itself, we will simply extract its onedimensional lateral component from our experimental data. In fact, the measured intensity profiles displayed in Fig. 5 contain the information about the temperature dependence of the CL generation volume. Understanding the broadening due to carrier thermalization as an independent and statistical process, we can phenomenologically describe the resulting profile as a convolution of F(x) and a Gaussian distribution G(x) with the standard deviation σ. Then, the flux of the carriers to the well can be written analogously to Eq. (2),
where the functionsF(x ) are obtained by a convolution of any of the three functions F(x ) in Eq. (2) with a Gaussian. The respective convolution integrals are shown to be given in terms of the error function in Appendix B.
To illustrate this approach, we compare a simulation based on the source F 0 (x) with the corresponding one in which the maximum impact of barriers is taken into account via the distribution F m (x). Figure 7 (a) shows these distributions together with a Gaussian distribution G(x) with σ = 22 nm that we show below to be suitable for describing the roomtemperature CL profile of the GaN-based QW [cf. Fig. 8(a) ]. Figure 7 (b) displays the results of the convolution of these distributions with the Gaussian after normalization. Surprisingly, the shape of these convolutions is almost identical, and is unaffected by the presence of the barriers. Hence, we can extract the actual lateral carrier distribution by fitting experimental CL intensity profiles by a convolution of the energy loss distribution F 0 (x) as obtained from CASINO and a Gaussian, with σ being the sole fit parameter. In this way, it is straightforward to gather comprehensive information on the temperature-and voltage-dependent broadening of the source, and thus to establish an understanding of the mechanisms governing this broadening.
C. Temperature and voltage dependence of the CL profile width
Figures 8(a) and 8(b) display experimental CL intensity profiles recorded at three different temperatures for both the GaN-and GaAs-based QWs, respectively. For both materials systems, the temperature-independent source F m (x) severely underestimates the lateral extent of the CL generation volume even at the highest temperature and deviates increasingly from the measured extent of the CL generation volume with decreasing temperature. The convolution of F 0 (x) with a Gaussian of width σ(T) as proposed above as a phenomenological means to describe the profiles yields indeed satisfactory fits for all temperatures and for both materials systems. Figure 9 summarizes the results of the fits performed in this way for the GaN-and GaAs-based QWs between 10 and 300 K and an acceleration voltage of 5 kV. As discussed in detail above, the values of σ represent the broadening of the source due to the cooling of hot carriers, and the tem-perature dependence of this broadening is primarily related to the decreasing LO phonon emission rate with decreasing temperature. For the beam energy of 5 kV chosen for these experiments, the absolute values of σ for the two samples are almost equal between 40 and 140 K, and becomes only slightly larger at lower temperatures for the QW embedded in GaAs. Overall, there seems to be no significant difference for the temperature-dependent broadening in the GaN-and GaAs-based QWs.
However, this impression changes when examining profiles acquired at different acceleration voltages. Figures  10(a) and 10(b) show σ(T) for the QWs embedded in GaAs and GaN, respectively, resulting from CL intensity profiles recorded with acceleration voltages between 3 and 15 kV. These plots demonstrate that the temperature dependencies of σ for the GaAs-and GaN-based QWs are in fact quite different. In particular, three characteristic differences are noted: (i) At elevated temperature, σ is essentially constant and amounts to about 30 nm for the GaAs-based and 20 nm for the GaN-based QW. (ii) At a characteristic temperature T C , σ starts to increase with decreasing temperature. T C corresponds to about 80 K for the GaAs-based and 150 K for the GaN-based QW independent of acceleration voltage. (iii) For T < T C , σ increases stronger with acceleration voltage for the GaN-based as compared to the GaAs-based QW. The inset in (b) reveals that σ increases almost linearly with V for the GaN-based QW at 10 K.
At the first glance, the strong dependence of the temperature-dependent broadening of the profiles on the acceleration voltage or beam energy is puzzling, since the cooling of hot secondary electrons and holes by LO phonon emission is not expected to retain a memory of the energy of the primary electrons. However, even for a constant beam current, higher beam energies are inevitably accompanied by a higher density of secondary electrons and holes, and the cooling of hot carriers, or more precisely their energy loss rate, is known to depend on their density. In fact, experiments utilizing both continuous wave and pulsed laser excitation of semiconductors have shown that the energy loss rate of hot carriers decreases roughly linearly with increasing photogenerated carrier density [30] [31] [32] [33] [34] . For GaAs, for example, the energy loss rate is reduced by one (two) orders of magnitude for a carrier density of 10 17 (10 18 ) cm −3 . This effect is caused by hot carriers cooling down via the emission of LO phonons, thus creating a nonequilibrium population of hot LO phonons [31, 35, 36] that in turn heats the carrier distribution by strongly increasing the probability of LO phonon absorption. As a consequence, carrier cooling slows down, causing a further quasi-diffusive broadening of the initial secondary carrier distribution.
In the present experiments, four factors influence the cathodogenerated carrier density: (i) the beam energy, with which the carrier density increases roughly linearly, and which was here varied by a factor of 5, (ii) the beam current, which usually increases sublinearly with the beam energy, and was here varied by a factor of 2 between 3 and 15 kV, (iii) the carrier lifetime, which depends strongly on temperature, but also on carrier density, and which we measured to increase by a factor of 5 for the GaN matrix between 300 and 10 K, and (iv) the contribution of surface recombination, which is reduced with an increasing depth of excitation for larger beam energies. Taking all of these factors into account, the carrier density in our experiments is expected to increase by roughly two orders of magnitude between measurements taken at 300 K and 3 kV compared to 10 K and 15 kV. In terms of absolute numbers, we estimate that the minimum and maximum cathodogenerated carrier density is on the order of 10 17 and 10 19 cm −3 , respectively. Finally, the characteristic differences in σ(T) of GaAs and GaN listed above can be understood in terms of the different LO phonon energy (36 and 92 meV, respectively) and effective strength of the electron-LO phonon coupling α (0.068 [37] and 0.44 [38] , respectively) in these two materials. The former is likely to be responsible for the difference in the onset of the broadening at lower temperatures, while the latter determines the dependence of the broadening on carrier density. In fact, the reduction of the energy loss rate by hot phonons depends on the Fröhlich coupling constant: the stronger the coupling, the slower is the cooling. This relation has been demonstrated in a comparative study of the cooling of hot carriers in CdSe and GaAs, where the energy loss rate in CdSe was found to be reduced by hot phonon effects ten times more than in GaAs due to the stronger electron-LO phonon coupling in this more ionic II-VI semiconductor (α ≈ 0.2 for CdSe) [39] .
V. SUMMARY AND CONCLUSIONS
Our study has shown that the paradigm of a temperatureindependent generation volume applicable to all SEM-based techniques needs to be revised. While Monte Carlo simulations based on empirical energy loss expressions such as that implemented in CASINO describe the generation volume relevant for EDX very well, this generation volume is not the one relevant for CL. In fact, we have shown that the latter depends strongly on temperature, with a broadening that increases with decreasing temperature. This effect is understood when considering that radiative recombination of charge carriers in semiconductors takes place between thermalized electronhole populations in the vicinity of k = 0. The mean free path of carriers relaxing to their respective band edges is controlled by carrier-phonon scattering, and thus increases with decreasing temperature. In addition, we have found this phenomenon to be more pronounced for higher beam energies, which we attribute to a marked slow-down of carrier relaxation due to the non-equilibrium phonon population (hot phonons) building up with increasing carrier density.
In view of the considerable complexity of the energy relaxation of hot carriers in semiconductors, we have not attempted to develop a unified framework embracing the initial high-energy loss processes and the subsequent thermalization and cooling of hot carriers, but have opted for a phenomenological approach capable of approximating the temperature-and voltage-dependent lateral generation profiles reasonably well. We have shown that this goal can be achieved by convoluting the energy loss profile computed by CASINO with a Gaussian of variable standard deviation. We will use this methodology in the companion papers LD2 and LD3 for a reliable experimental determination of the temperature-dependent diffusivity in GaN.
We assume the energy loss distribution as computed by CASINO to represent the initial spatial distribution of electrons (or holes). For constructing a situation in which all secondary excitations have energies below the impact ionization threshold, so that a generation of further electron-hole pairs cannot occur, we assume their energy distribution to be given by exp − (E − E 0 ) 2 /∆E 2 with the electron energy E, E 0 = 1.75 eV, and ∆E = 1 eV. To participate in radiative recombination with likewise thermalized holes, these electrons have to relax to the bottom of the conduction band. For simplicity, we ignore that the thermalization takes place in a semiconductor with a complex band structure and phonon dispersion, and assume instead that momentum conservation is automatically fulfilled, and that thermalization occurs by the interaction of electrons having a constant mass m * = m 0 equal to that of free electrons with phonons of an (effective) [26] energy of 30 meV. To follow the evolution of the energy and the position of each electron during its energy relaxation process, we perform Monte Carlo calculations in the spirit of those described in Refs. [19] [20] [21] .
The mean free path of the electron between electronphonon collisions is λ = v/(W + + W − ) with the electron velocity v = (2E/m 0 ) 1/2 , and the rates for phonon absorption and emission
and
respectively. Here, E ph = 0.03 eV is the effective phonon energy, a B is the Bohr radius, n ph = e E ph /k B T − 1 −1 is the equilibrium phonon occupation number, and κ = (1/ε ∞ − 1/ε s ) −1 = 11.8 with the high frequency and the static relative permittivities ε ∞ and ε s , respectively. Finally, the angular distribution of electrons scattered by phonons is given by the probability of scattering between θ and θ + dθ proportional to √ E sin θ dθ
where E and E are the electron energies before and after the scattering event.
Appendix B: Model description of the lateral carrier distribution
Since a comprehensive description of the distribution of thermalized carriers produced by the electron beam is a highly complex problem, we model the source of carriers by assuming a Gaussian broadening of the energy loss distribution Q(x, y, z) (that is calculated by CASINO), so that 
In this model, we include convolutions over x and y but not over z, since the energy loss distribution Q(x, y, z) is much broader in depth z as compared with its width in the lateral directions x, y and the actual standard deviation σ required to match the experiment. Our aim is to determine the total flux of the carriersF(x) to the quantum well as a function of the current position x of the electron beam that scans along the surface. This flux is a result of the generation of carriers both directly in the well and in the barriers produced by a sourceQ(x − x , y, z), where x − x are positions of the points in the source with respect to its center along the scan direction. As we have already discussed above, the y-and z-positions of the excitation points are not essential when calculating the total flux. We can consider a one-dimensional diffusion problem with the sourcẽ
and, collecting contributions from the carriers excited at all positions x , represent the total flux as a convolutioñ
The function F(x ) is either equal to F w (x ) [Eqs. (3)] or F m (x ) [Eqs. (4) ]. Using equations (B1), (B2), and (B3) and changing the sequence of integrations, we can write the total flux as a convolutioñ
The integrals with the functions F(x) given by Eqs. (3) and (4) can be calculated analytically. For F(x ) = F w (x ), we get from Eq. (3)
where erf(x) is the error function. For F(x ) = F m (x ), we obtain from Eq. (4)
