Computational and empirical neuroimaging studies have suggested that the anatomical connections between brain regions primarily constrain their functional interactions. Given that the large-scale organization of functional networks is determined by the temporal relationships between brain regions, the structural limitations may extend to the global characteristics of functional networks. Here, we explored the extent to which the functional network community structure is determined by the underlying anatomical architecture. We directly compared macaque (Macaca fascicularis) functional connectivity (FC) assessed using spontaneous blood oxygen leveldependent functional magnetic resonance imaging (BOLD-fMRI) to directed anatomical connectivity derived from macaque axonal tract tracing studies. Consistent with previous reports, FC increased with increasing strength of anatomical connection, and FC was also present between regions that had no direct anatomical connection. We observed moderate similarity between the FC of each region and its anatomical connectivity. Notably, anatomical connectivity patterns, as described by structural motifs, were different within and across functional modules: partitioning of the functional network was supported by dense bidirectional anatomical connections within clusters and unidirectional connections between clusters. Together, our data directly demonstrate that the FC patterns observed in resting-state BOLD-fMRI are dictated by the underlying neuroanatomical architecture. Importantly, we show how this architecture contributes to the global organizational principles of both functional specialization and integration.
Introduction
Spontaneous brain activity in the absence of an explicit task and the temporal relationships of such activity between regions [or resting-state functional connectivity (FC)] has become a valuable tool for investigating the intrinsic network dynamics of the brain (Snyder and Raichle, 2012) . These coherent fluctuations are thought to confer different functional network configurations in support of flexible behavior (Deco et al., 2011) . Importantly, resting-state FC may provide a valuable measure of information processing capacity and network topology in both healthy and diseased states (Rowe, 2010) .
When assessing resting-state blood oxygen level-dependent functional magnetic resonance imaging (BOLD-fMRI) data, graph theoretical tools have provided a mathematical framework for describing the organizational principles of the brain of functional segregation (Zeki, 1978; Passingham et al., 2002; Preuss, 2007) and functional integration (Bressler, 1995; Tononi et al., 1998; Varela et al., 2001 ). Resting-state fMRI networks have a modular community structure, whereby a network can be segregated into smaller subnetworks (or modules) (Meunier et al., 2010) . Brain areas (or nodes) within each module are highly functionally interconnected but have sparse FC with nodes in other modules. Partitioning therefore allows for highly specialized functions within modules and more comprehensive functions across modules. Functional networks have consistently been decomposed into visual, sensorimotor, attention, defaultmode, and subcortical subnetworks (He et al., 2009; Meunier et al., 2009; Rubinov and Sporns, 2011) . Functional integration across modules is facilitated by "hub" regions having high intermodular FC (Meunier et al., 2010) . A growing literature suggests that the functional integrative capacity of a node may be supported by its anatomical connectedness . Structural connectivity, as determined using diffusion-weighted techniques, is correlated with FC (Damoiseaux and Greicius, 2009; Bressler and Menon, 2010; Honey et al., 2010) , and FC tends to increase with an increasing number of detected axonal fibers between regions Honey et al., 2009 ; see also .
FC, when measured using correlation, lacks information about the directionality of information flow. Because local FC is not a perfect reflection of local structural connectivity (Vincent et al., 2007) , it is unclear whether the modular organization of functional networks is a product of the underlying anatomical architecture or whether the influence of structure is limited only to determining local functional connections. Indeed, it has been argued that functional flexibility arises from specific patterns of small sets of anatomical connections (motifs; Sporns and Kötter, 2004) , and a recent theoretical study has suggested that FC strengths vary with motif patterns (Adachi et al., 2012) . Here, we empirically test the hypothesis that the separate-but-connected organization of functional networks is attributable to distinct and directed patterns of anatomical connections. We derived clusters from resting-state FC patterns in macaque monkeys and then examined the anatomical basis of these functionally defined clusters using data from axonal tract tracing studies in macaques. Using histologically derived anatomical data, as opposed to diffusion-weighted techniques, allowed us to explore motif patterns and assess whether the directionality of specific anatomical connections contributed to the observed resting-state network properties. As expected, we found local functional relationships in the macaque cortex to be related to the strength of their underlying anatomical connectivity. Importantly, we report how the global organization of the functional network is determined by specific structural constraints: dense and bidirectional anatomical connections support information processing within highly clustered functional divisions, whereas sparse unidirectional anatomical connections support the integration of information across divisions.
Materials and Methods
Macaque fMRI. The fMRI data presented here were the focus of a previous report, and the animal preparation, data acquisition, and image preprocessing have been described previously in detail (Hutchison et al., 2011) . They are briefly described below. Data were obtained from six (four female) macaque monkeys (Macaca fascicularis, 3.6 -5.3 kg). All surgical and experimental protocols were approved by the Animal Use Subcommittee of the University of Western Ontario Council on Animal Care and were in accordance with the Canadian Council on Animal Care guidelines.
Animal preparation. Before each scanning session, anesthesia was induced using atropine (0.4 mg/kg, i.m.), ipratropium (0.025 mg/kg, i.m.), and ketamine hydrochloride (7.5 mg/kg, i.m.), followed by an intravenous bolus of propofol (3 ml; 10 mg/ml). After intubation with an endotracheal tube, anesthesia was maintained using 1.5% isoflurane in oxygen. Animals were then placed in a custom-built primate chair, and their heads were immobilized before being inserted into the magnet bore. The isoflurane level was lowered to 1% for image acquisition. Animals were spontaneously breathing throughout the duration of the experiment. Physiological parameters were continuously monitored during image acquisition and were within the normal range (rectal temperature, 36.5°C; respiration, 25-30 breaths/min; end-tidal CO 2 , 24 -28 mmHg). Body temperature was maintained using a heating disk and thermal insulation.
Data acquisition. Data were obtained using an actively shielded 7 T, 68 cm horizontal bore scanner with a DirectDrive console (Varian) and a Siemens AC84 gradient subsystem operating at a slew rate of 350 mT ⅐ m Ϫ1 ⅐ s Ϫ1 . A five-channel transceive primate head radio frequency coil, designed and manufactured in-house, was used for all experiments. Optimization of the magnetic field (B 0 shimming) was done using an automated three-dimensional mapping procedure over the specific volume of interest. Each monkey's scanning session consisted of two runs of 300 continuous echo-planar imaging (EPI) functional volumes [10 min per run; repetition time (TR), 2000 ms; echo time (TE), 16 ms; flip angle, 70°; 30 slices; 72 ϫ 72 matrix; field of view (FOV), 96 ϫ 96 mm; acquisition voxel size, 1.3 ϫ 1.3 ϫ 1.5 mm]. EPI images were acquired with Generalized Autocalibrating Partially Parallel Acquisition at an acceleration factor of 2. Each image was corrected for physiological fluctuations with navigator echo correction. High-resolution T 2 -weighted anatomical images were also acquired during each session using a fast spin echo acquisition scheme (TR, 5000 ms; TE, 38.6 ms; echo train length, 5; effective echo, 3; 30 slices; 256 ϫ 250 matrix; FOV, 96 ϫ 96; acquisition voxel size, 375 m ϫ 384 m ϫ 1.5 mm).
Image preprocessing. Functional image preprocessing was performed using the FMRIB (Functional MRI of the Brain) Software Library toolbox (http://www.fmrib.ox.ac.uk). Preprocessing included motion correction, brain extraction, spatial smoothing (fullwidth at half-maximum, 3 mm), high-and low-pass temporal filtering, and normalization to the F99 atlas template (Van Essen, 2004) (http://sumsdb.wustl.edu/sums/macaquemore.do). Nuisance variables were removed by regression using the AFNI (Analysis of Functional NeuroImages) software package (afni.nimh.nih.gov/ afni). These included six motion parameters as well as the global white matter and CSF signals. Regression of the global mean signal was not performed.
Anatomical dataset. Anatomical data were initially derived from the CoCoMac database (Stephan et al., 2001 ) (http://cocomac.org, redeveloped at http://cocomac.g-node.org) of axonal tract tracing studies using the Regional Map parcellation of Kötter and Wanke (2005) and specified as connectivity between 82 cortical regions of interest (ROIs; 41 per hemisphere; Table 1 ). This anatomical connectivity matrix included interhemispheric connections (563 of a possible 1640, or 34.3%), of which 270 were mirrored from one hemisphere to the other. If information about the connectivity between two regions was not available in CoCoMac, the connection was deemed to be absent. The anatomical connectivity matrix also classified the strength of the anatomical connections as Visual area 1 weak, moderate or strong. Generally, the classification of label density/ strength was made relative to other brain sites labeled by the same injection and based on the descriptions provided in the original literature reports (Bezgin et al., 2012) . If a description was not provided, the connection strength was set to "moderate." The Regional Map parcellation was drawn on the F99 macaque standard cortical surface template (Van Essen et al., 2001; Bezgin et al., 2008) and transformed to voxel space with a 2 mm extrusion using the Caret software package (http://www.nitrc.org/projects/caret/).
Statistical analysis. The Regional Map parcellation in F99 voxel space was used to define ROIs in the fMRI data. The anatomical and functional parcellations were therefore the same. A weighted average time series was calculated for each ROI using a probabilistic weighting scheme. Each voxel was weighted according to the probability that it was within the specified ROI, favoring voxels that were deeper within the structure. In other words, voxels nearest the center of each ROI were weighted more heavily than those nearest the ROI boundary. The sum of weights of all voxels within each ROI was therefore equal to 1. To obtain an average FC matrix, regionwise correlations were first performed on these weighted average time series for each monkey's scans. The results were averaged across scans after a Fisher z-transform and then across monkeys before conversion back to correlation coefficients. We used a bootstrapping procedure to eliminate outliers from the average Pearson's correlation coefficient matrix (Efron and Tibshirani, 1993) . For each correlation coefficient, we sampled with replacement from the six individual coefficients (one from each animal) and calculated a resampled mean. This was repeated 1000 times to approximate a sampling distribution of mean values for each connection. We then determined the mean and SE of this sampling distribution and used them to exclude unreliable coefficients: if the observed grand average correlation coefficient (averaged across six subjects) for that connection fell outside of the mean Ϯ 2 SE of the bootstrapped distribution, its value was set to 0. We repeated this technique for all connections in the FC matrix. All analyses of the average FC matrix were performed after this bootstrapping procedure.
We computed the cosine similarity of each region to describe the correspondence between the anatomical and FC of a region as follows:
where C a and C f are the region's anatomical and FC patterns as vectors, respectively. is the angle between the anatomical and FC vectors. Because the anatomical connectivity matrix is asymmetric, we treated the pattern of connectivity of each region as a source vector and target vector separately. In other words, the FC vector of each region is compared with a vector of axonal projections that originate from that region as well as a vector of axonal projections that terminate in that region. Similarity can range from Ϫ1 to 1, where values approaching Ϫ1 indicate that the vectors are nearly opposite and values approaching 1 as highly alike or correlated. A cosine similarity of 0 would indicate that the two vectors are perpendicular to each other, i.e., completely independent. We also obtained a global measure of similarity by reshaping the entire anatomical connectivity and FC matrices into vectors and then computing their cosine similarity. We used graph theoretical measures derived using the Brain Connectivity Toolbox (BCT; http://www.brain-connectivity-toolbox.net) to evaluate the relationship between structure and function. We describe the community structure of the functional network by applying a method for handling densely connected and weighted graphs to our average FC matrix (BCT function "modularity_louvain_und_sign"). This avoided the need to convert the functional network into a sparse binary graph and allowed us to keep all reliable connections and their weights. This decomposition method essentially maximizes positive connections within modules and negative connections across modules. We chose to make the influence of negative weights less than that of positive weights in determining modularity (Q* option in BCT) because it provides a more neurobiologically plausible decomposition (Rubinov and Sporns, 2011) . In this weighting scheme, positive weights have twice the influence as negative ones in a graph with an equal number of positive and negative weights. The resultant Q* modularity measure from this BCT function describes the extent to which the smaller network communities are connected within themselves compared with their connections to each other. A Q* value of 1 means that the modules are fully segregated with no connections between them, and a value of 0 would mean the intermodular and intramodular connections are equivalent. The decomposition was performed using the Louvain optimization algorithm to approximate the highest Q* value possible (Blondel et al., 2008) . Using the detected community structure, we derived the functional participation coefficient for positive and negative weights separately (BCT function "participation_coef_sign"). The participation coefficient describes the distribution of each node's connections to nodes in other modules, with values close to 1 indicating that the connections are uniformly distributed among other modules, whereas values close to 0 indicate that the connections are mostly within its own module (Guimer à and Nunes Amaral, 2005). Finally, we generated 1000 fully connected and weighted functional null models for comparison (BCT function "randmio_und_signed").
Using the community structure of the functional network, we partitioned the anatomical network into matching modules. The network participation indices (NPIs; Kötter and Stephan, 2003) of each node were calculated. These included density (proportion of existing connections relative to all possible connections), symmetry (proportion of bidirectional connections relative to unidirectional ones), and transmission [proportion of efferent connections relative to all (efferent ϩ afferent) connections]. Next, we determined the modularity indices (MIs) of each node for the NPI measures. The MI for each of these measures was taken as the difference between the NPI of a node within its respective module and its corresponding NPI across the entire structural network.
For comparison, we generated 1000 anatomical null models using the BCT by randomly rewiring the anatomical network while preserving the degree distributions (BCT function "randmio_dir"). We additionally generated 1000 anatomical null models with preserved connection length distributions. We estimated connection lengths by calculating the direct Euclidean distance between the centers of each ROI. We then divided the observed connection length distribution into quartiles (delimited by 24.0, 34.6, and 43.2 mm) and rewired the network by randomly swapping connections within each quartile. All of the fixed-degree and fixed-connection length null models were partitioned into four modules as defined by the functional community structure, and their MIs for each of density, symmetry, and transmission were determined.
Finally, motif frequencies were calculated using the BCT (functions "motif3struct_bin" and "motif4struct_bin") for both the modules and across the whole network in the observed anatomical network as well as for the two sets of anatomical null models. To account for the differences in size between modules as well as their size differences from the whole network, motif frequencies for each node were normalized by dividing by the sum of all motif occurrences for that node (i.e., motif probability).
Results
We derived resting-state cortical FC measures using regionwise correlations of BOLD time series between 82 anatomically defined ROIs (41 per hemisphere; Table 1 ) for each animal. Figure  1A shows the average FC across all animals, with correlation coefficients ranging between Ϫ0.436 and 0.773. FC was strong both within (range, Ϫ0.437 to 0.704) and across (range, Ϫ0.377 to 0.773) hemispheres. Figure 1B depicts the anatomical connectivity of the same 82 regions as derived from the CoCoMac database.
Local FC varies with anatomical connectivity
We found the strength of FC to vary significantly with the strength of anatomical connectivity when anatomical connections were present (Kruskal-Wallis test, p Ͻ 0.001; Fig. 2A ). These results suggest that the density of the underlying axonal tracts dictate, to some degree, the strength of the functional connections. Consistent with previous studies (Koch et al., 2002; Honey et al., 2009; Adachi et al., 2012), we also found strong FC in the absence of direct axonal connections ( Fig. 2A) . When two regions were not anatomically connected, median FC was Ϫ0.126, which was significantly different from the median correlation coefficients of pairs with direct anatomical connections (see above; Kruskal-Wallis test, p Ͻ 0.001), and this was driven by a large proportion (0.69) of negative correlations. Inferring FC from anatomical connectivity therefore resulted in a number of false-positive and false-negative detections. True-positive detections made up for 52.6% (3492 of 6642), false-negatives for 22.3% (1479 of 6642), and false-positives for 25.2% (1671 of 6642) of all connections. Notably, the vast majority of false-positive detections (72.3%) were found in intrahemispheric connections. Together, these results suggest that FC is additionally mediated by indirect anatomical connections.
To further examine the relationship between local FC and the underlying anatomical structure, we determined the cosine similarity between the FC and anatomical connectivity matrices. Akin to a correlation, the cosine similarity describes the correspondence between two vectors. When considering the whole cortical network, the cosine similarity was 0.32. When considering regions individually, however, cosine similarity ranged extensively from Ϫ0.19 to 0.63 when regions were treated as sources and from Ϫ0.13 to 0.54 when they were treated as targets (Fig. 2B) . Cosine similarity was greater for intrahemispheric comparisons (0.34 and 0.33 for left and right hemispheres, respectively) than for interhemispheric comparisons (0.25 and 0.23 for left-to-right and right-to-left, respectively), owing mostly to sparser anatomical connections between hemispheres.
Anatomical connections support global functional community structure To determine the extent to which the neuroanatomical architecture constrains functional organization, we examined the connections within and across anatomical subnetworks that support various functional subnetworks. We first partitioned the func- Table 1. tional network into modules using previously described graph theoretical tools (Rubinov and Sporns, 2011) . The macaque functional network was highly modular compared with null models (Q* ϭ 0.503 vs 0.1995 Ϯ 0.0008) and partitioned into four subnetworks (Fig. 3 A, B ; Table 2 ): (1) an anterior module predominantly comprising prefrontal and cingulate regions; (2) a ventrolateral module that included the secondary somatosensory and auditory cortices, the ventrolateral premotor cortex, and the insulae; (3) a dorsomedial module including both primary somatosensory and motor cortices as well as extrastriate and parietal areas; and (4) a posterior module that included visual areas V1 and V2 as well as limbic and paralimbic regions (amygdala, hippocampus, parahippocampus). When considering the functional networks across individual animals, the partitions varied slightly, but the networks were highly modular and most regions were consistently clustered into similar subnetworks (Table 3) .
We can further describe the community structure of the functional network by computing a participation coefficient for each region. This measure characterizes the extent to which each region participates across the entire network, with larger coefficients indicative of a more diverse set of intermodular connections. Figure 3C shows the functional participation coefficient for positive weights. Some regions-such as those in parietal cortex, parahippocampal cortex, and primary motor cortex-have low participation coefficients, suggesting that they are more functionally embedded within their own module. Other regions-such as superior and polar temporal cortices, the amygdala, retrosplenial and anterior cingulate cortices, as well as orbito-prefrontal cortex-have high participation coefficients, suggesting that they have a more diverse set of functional connections to regions outside of their own modules.
To determine whether there is a relationship between structure and function at the network level, we correlated the functional participation coefficient to the within-module degree in the anatomical network. We found that the functional participation coefficient for positive weights varied with the anatomical within-module degree (Pearson's correlation, r ϭ Ϫ0.415, p Ͻ 0.0001; Fig. 4A ): the fewer intramodular anatomical connections that a region had, the more likely it was to have more intermodular functional connections. We found no such relationship for the functional participation coefficient calculated with negative weights (r ϭ 0.127, p ϭ 0.25).
We next examined whether the anatomical connectivity within the functionally defined partitions were different from that across the entire network. We determined the MI of each anatomical node for a set of NPIs (see Materials and Methods). A positive MI value indicates a greater participation of that anatomical node within its functionally defined module than across the whole network, and a negative MI indicates a greater participation of that node across the whole network than within its functionally defined module. The MI was significantly Ͼ0 for both density and symmetry ( Fig. 4B ; t test, p Ͻ 0.001). This suggests that nodes were more likely to be connected to other nodes within their own modules than to nodes outside of their modules. Moreover, their connections within their own modules were more likely to be bidirectional compared with their connections to nodes outside their modules. The MI for transmission, however, was not significantly different from 0 ( Fig. 4B ; p ϭ 0.87), indicating that the proportion of afferent and efferent connections of a node was the same within and outside of its module. Notably, the MI for density was significantly greater than that for all null models with preserved degree distributions ( Fig. 4B ; t tests, all p Ͻ 0.001). The MI for symmetry was significantly greater than that for the majority of these null models ( Fig. 4B ; 791 of 1000 with p Ͻ 0.05). The observed MI for transmission, however, was no different from the fixed degree null models ( Fig.  4B ; all p Ͼ 0.11).
Previous studies have shown how FC increases with decreasing distance between regions (Honey et al., 2009), and we found a similar, but weak, relationship between distance and positive FC weights (Pearson's correlation, r ϭ Ϫ0.27, p Ͻ 0.001) but not negative FC weights (r ϭ 0.043, p ϭ 0.20). Anatomical connectivity, when measured using diffusion imaging techniques, is also known to increase with decreasing distance (Honey et al., 2009; Lewis et al., 2009 ), and we observed a similar pattern of anatomical connectivity in our histologically derived dataset, with the distribution of connection lengths skewed toward shorter distances (data not shown) (Kaiser and Hilgetag, 2004) . Because our functional divisions were spatially contiguous (Fig. 3B) , it is possible that the increased density and symmetry of anatomical con- Table 2 . B, Functional community structure projected onto the F99 surface. Modules 1 (yellow), 2 (gray), 3 (green), and 4 (blue) as outlined in Table 2 . C, Rank-ordered functional participation coefficients for positive weights in left hemisphere. Right hemisphere data were similar (data not shown). Nodes identified as hubs in the structural network using apex ratio are denoted by red bars (Fig. 7) . * denote structural hubs identified using degree measures. ** denote structural hubs identified using both degree and betweenness centrality measures. For abbreviations, see Table 1 .
nections we observed within modules were simply because of the greater proximity of regions within modules. We tested the hypothesis that asymmetrical connections are more likely to exist between distant regions by examining the connection lengths of both unidirectional and bidirectional connections in our anatomical data. Within hemispheres, we found no differences in the distances between regions that were unidirectionally connected (median, 26.5 mm), those that were bidirectionally connected (median, 28.2 mm), and those that were not connected (median, 27.8 mm) (Kruskall-Wallis test, p ϭ 0.318). The only difference we observed was when we also considered connections between hemispheres ( p Ͻ 0.001). A post hoc comparison indicated that interhemispheric regions that were not connected were significantly more distant from each other (median, 37.9 mm) than either unidirectional (median, 31.4 mm) or bidirectional (median, 31.4 mm) connections across hemispheres (Tukey-Kramer test, p Ͻ 0.05), and no differences existed between interhemispheric unidirectional and bidirectional connection lengths. Anatomical connection symmetry was therefore not a function of distance. We also compared our observed anatomical network measures with those from 1000 null models whose connection length distributions were preserved. The MI for density was significantly Ͼ0 for most null models (771 of 1000; t tests, p Ͻ 0.05), suggesting that proximity does play a role in determining the density of connections within modules. However, we still found a large and significant difference in the MI for density between the observed network and the null models ( Fig. 4B; average MI, 0.12 vs 0.026; t tests, all p Ͻ 0.01). The same was true for symmetry for most null models (946 of 1000; t tests, p Ͻ 0.05), additionally substantiating our above analyses that showed how symmetry did not increase with decreasing distance.
Distinct structural motifs support functional organization
The symmetry of anatomical connections within functionally defined modules suggests that information processing is supported by bidirectional anatomical connections within modules that allow for greater functional integration. To explore this further, we compared structural motifs found within modules with those found across the whole network. Specifically, for each unique motif, we computed the probability of occurrence for each node, considering only its respective module or considering the network as a whole. We describe the prevalence of a motif within modules as the difference between these two probabilities. Figure  5A shows the modular prevalence for motifs with three nodes. The fully connected bidirectional motif had the highest modular prevalence, on average being 14.6% more likely to appear within functionally defined modules than when considering the whole network. Interestingly, the motifs with the highest probability of occurrence outside of the modules (having a negative modular prevalence) were those with a single asymmetrically connected node. Examining the prevalence of motifs having four nodes yielded similar results (Fig. 5B) . Together with the NPIs, these data suggest that functional modules are made up of dense, bidirectional structural connections and that functional communication between modules is supported by unidirectional connections via specific nodes (Fig. 6) .
To determine which anatomical nodes act as hubs to support functional integration both within (provincial hubs) and across (connector hubs) modules, we computed the apex ratio for each region in the structural network . This measure gives an estimate of the "hubness" of a region by determining how often each region is the central node in a specific hub-like motif in which two unconnected nodes are bidirectionally connected to a third apical node (Fig. 7, inset) . When considering the whole anatomical network, the apex ratio was high for regions in the parietal, prefrontal, cingulate, and temporal cortices, as well as in the posterior insula and the parahippocampal cortex (Fig.  7) . Using degree or betweenness centrality measures to identify hub regions gave similar results. These structural hubs spanned all functionally defined modules. Notably, regions identified as structural hubs also tended to be those regions with the highest and lowest functional participation coefficients (Fig. 3B) . Structural hubs with a greater diversity of FC across modules included regions in the temporal and prefrontal cortices, as well as the anterior cingulate cortex. In contrast, structural hubs whose FC was limited mostly to its own module included regions in the parietal cortex and the parahippocampal cortex. These areas were generally consistent with areas previously identified as functional Cole et al., 2010) . Specific anatomical connections therefore determine the degree to which a region is functionally connected to other regions within and across modules.
Discussion
In the present study, we examined the relationship between structure and function in the primate brain by comparing directed anatomical connectivity derived from axonal tract tracing studies in macaques to resting-state BOLD-fMRI FC obtained from anesthetized macaques. We found that the strength of FC varied with the strength of the anatomical connections between regions and that FC was robustly present even between regions that had no direct anatomical connection.
We also demonstrated moderate corre- NPIs (density, symmetry, transmission) for each node in the anatomical connectivity matrix were calculated in the context of its functionally defined module as well as the entire network. The MI was taken as the difference in NPI between these two contexts. Circular data points represent the average Ϯ SEM MI of NPIs for 1000 null models with fixed-degree (gray dashed line) and fixed-connection length (black solid line) distributions. Filled circles represent significant differences from the observed in at least 75% of null models (t tests, p Ͻ 0.05). 
spondence between the FC and anatomical connectivity of each region. Importantly, we showed how functional modularity was associated with denser and highly bidirectional anatomical connections within modules. An examination of the motif structures revealed that symmetrically connected structural motifs occurred more frequently within functionally defined modules compared with the whole network, whereas asymmetrically connected motifs occurred more frequently between modules. Finally, we identified structural hubs that facilitate communication both within and between functional modules. Together, these results suggest that local neuroanatomical connectivity helps to establish the global community structure of the functional network.
The relationship between brain structure and BOLD-fMRI has drawn much interest in recent years. In humans, studies using diffusion imaging-based white matter tractography in combination with BOLD-fMRI have qualitatively described how functionally connected regions have corresponding white matter connectivity (Greicius et al., 2009; van den Heuvel et al., 2009a) . In addition, quantitative comparisons have shown how the strength of FC varies with the density of the detected fiber tract (Koch et al., 2002; Skudlarski et al., 2008; Honey et al., 2009) . As in the present study, however, FC is also consistently reported between regions that have no direct anatomical connections (Koch et al., 2002; Vincent et al., 2007; Skudlarski et al., 2008; Habas et al., 2009; Honey et al., 2009; , suggesting that FC between pairs of regions is also mediated by polysynaptic as well as shared afferent/efferent connections with other regions. The similarity we observed between FC and anatomical connectivity was ϳ0.3 overall and in line with previous reports in humans Skudlarski et al., 2008; Honey et al., 2009) . The relationship between structure and function is, therefore, non-trivial and BOLD-fMRI FC analyses serve to complement rather than replace diffusion imaging or anatomical tracer studies in determining anatomical connectivity. Constructing functional networks using coarser timescales yields better matches between structure and function , whereas finer timescales result in highly variable functional networks (Chang and Glover, 2010; Hutchison et al., 2012a) . This variability in functional networks is believed to emerge from the intrinsic dynamics of individual nodes, allowing the system to maintain a broad repertoire of states (Bressler and Kelso, 2001; Deco et al., 2011) . Thus, different configurations of coactive regions (i.e., subnetworks) can occur in different functional contexts despite a fixed structural backbone (McIntosh, 2000 (McIntosh, , 2004 Sporns and Kötter, 2004) , leading to a somewhat weak correspondence between structural and functional networks.
In the present study, resting-state BOLD-fMRI was acquired from macaques under anesthesia, and the resulting FC patterns may not reflect the network dynamics of the awake brain. However, homologous resting-state networks have been reported in both awake (Moeller et al., 2009; Mantini et al., 2011) and anesthetized (Vincent et al., 2007; Hutchison et al., 2011; Adachi et al., 2012) monkeys, suggesting a conserved functional architecture between monkeys and humans (Margulies et al., 2009; Kelly et al., 2010; Hutchison et al., 2012b) . Our resting-state macaque cortical network formed four functional clusters. The first (anterior) module included regions in the lateral prefrontal cortex thought to be involved in cognitive control (Miyashita and Hayashi, 2000; Miller and Cohen, 2001 ). This module was also composed of regions important in reward-related behavior, such as the amygdala, medial and orbito-prefrontal cortices, as well as the anterior cingulate cortex (Cardinal et al., 2002; Holland and Gallagher, 2004) . The second (ventrolateral) module included ventrolateral prefrontal cortex, ventrolateral premotor cortex, the insulae, gustatory cortex, as well as both primary and secondary auditory cortices. These regions make up parts of the ventral motor system, a network thought to be involved in understanding observed actions and visually guided grasping Davare et al., 2011) . This network is additionally involved in controlling the movements of the mouth and tongue and is considered the precursor to the human language system (Binkofski and Buccino, 2006; Gentilucci and Dalla Volta, 2008) . The third (dorsomedial) module was primarily composed of regions involved in sensorimotor integration. For example, the dorsal anterior visual area and regions in the posterior parietal cortex form the visuomotor networks for eye movements (Moore et al., 2003; Johnston and Everling, 2008) and limb movements (Picard and Strick, 2001; Hoshi and Tanji, 2007) via the frontal eye fields and premotor/motor cortices, respectively. A fourth (posterior) Figure 5 . Modular prevalence of motif classes with three (A) and four (B) nodes. Average Ϯ SEM difference between the probability of motif occurrence within module and across the whole network. Filled bars represent significant differences from 0 (t test, p Ͻ 0.001). Circular data points represent the average Ϯ SEM modular prevalence of motif classes for 1000 null models with fixed-degree (gray dashed line) and fixed-connection length (black solid line) distributions. Filled circles represent significant differences from the observed in at least 75% of null models (t tests, p Ͻ 0.05). In B, only the top 10 most and least prevalent motif classes are shown.
module comprised visual and extrastriate regions responsible for visual processing (Felleman and Van Essen, 1991; , as well as the amygdala and hippocampus whose interactions are indicated in both declarative and emotional memory (Rolls et al., 1993; Chudasama et al., 2009) . We also identified structural hubs that serve to aid functional communication either across modules or within modules by showing how these regions tended to have either high or low functional participation coefficients (Fig. 3B) . These regions may therefore be considered putative functional connector and provincial hubs, respectively.
Most empirical studies of the structural contribution to functional networks have used diffusion imaging-based tractography to measure anatomical connectivity. These methods, however, suffer from several limitations (Mori and Zhang, 2006) . First, they cannot provide information on the directionality of axons. Second, crossing fibers are difficult to detect in diffusion tensor imaging as fiber orientations within a given voxel are averaged. Diffusion spectrum imaging may be able to resolve the fiber orientation complexities within voxels, but it is still constrained by the acquisition resolution which limits the size of detectable fiber tracts, as well as the ability to discern bundles that cross each other at small angles Wedeen et al., 2008) . Using data from invasive axonal tract tracing studies provided us a more direct measure of the anatomical connectivity of the macaque brain. Importantly, it allowed us to investigate whether the directionality of axonal connections plays a role in determining the organization of functional networks. Connectivity data collated in CoCoMac, however, lacks information about some interhemispheric connections because tracing studies predominantly investigate ipsilateral connections. This incompleteness of the anatomical connectivity matrix likely had little effect on our results, because computing the cosine similarity for only region pairs whose anatomical connectivity is explicitly specified in CoCoMac resulted in only a slightly higher correspondence between structure and function than when we consider all region pairs (0.37 vs 0.32).
Invasive axonal tract tracing studies, in conjunction with recent advances in macaque resting-state BOLD-fMRI, can therefore provide a more thorough understanding of the contribution of anatomical connectivity to resting-state FC in the primate brain. A qualitative comparison of resting-state FC in monkeys to known axonal tracts has demonstrated some correspondence between the two (Mantini et al., 2011) . Additionally, Adachi et al. (2012) reported how resting-state FC in monkeys increased with increasing symmetry of the anatomical connections between regions. Using computational modeling, they showed how the pattern of structural connectivity had a significant impact on the FC between two anatomically unconnected regions. Randomly rewired anatomical networks Fig. 3B ). The size of each node is scaled according to its apex ratio (see Fig. 7 ).
Figure 7. Hubs in the structural network span all functional modules. Rank-ordered apex ratio for nodes in the anatomical network for the left hemisphere. Right hemisphere data were similar (data not shown). The functional module assignment of each node is denoted in parentheses. * denote hubs identified using degree measures. ** denote hubs identified using both degree and betweenness centrality measures. For abbreviations, see Table 1 . that preserved motif frequency had the greatest correspondence to the empirical data than when preserving the degree distributions, modularity, or clustering coefficient of nodes within the macaque anatomical network. Here, we add to this existing literature by demonstrating empirically that networklevel functional segregation is supported by the underlying anatomical connectivity. Notably, we observed no differences between the unidirectional and bidirectional connection length distributions despite a general decreasing probability of anatomical connection with distance. This result suggests that the extra metabolic cost of maintaining a long-range bidirectional connection as opposed to a unidirectional one is outweighed by the functional advantage of increased information flow, further supporting our findings that the directionality of connections drive functional segregation and specialization.
Most previous human studies of functional modularity have reported the decomposition of average whole-brain networks into five modules (Fair et al., 2009; He et al., 2009; Meunier et al., 2009 ), whereas we detected only four. The differences in decomposition could be attributable to inherent differences between species or differences in parcellation schemes, because we did not include subcortical structures that are commonly included in human networks. Decomposition differences could also be attributable to differences in network construction, because previous studies used sparse and binary adjacency matrices. Interestingly, Rubinov and Sporns (2011) showed how increasing the influence of negative weights led to a decreasing number of modules, whereas increasing the threshold of a binarized matrix resulted in an increasing number of modules, as is expected as the graph becomes more and more disconnected. A recent study examining individual human functional networks reported the detection of between 4 and 5 (mean, 4.6) using the same algorithm as in the present study (Lord et al., 2012) , suggesting that some variability exists across individuals (Table 3) . Of note, the decomposition of average human functional networks using the techniques we used resulted in only four consistent modules (Rubinov and Sporns, 2011) , which closely match the functional divisions we observed.
By characterizing the community structure of a macaque resting-state functional network, we showed how this functional clustering was a consequence of the underlying structural organization. This is in line with previous work examining the modular structure of anatomical networks. Partitioning of both monkey and human structural networks result in anatomical subnetworks that may underlie different sensory, motor, and cognitive functions (Hilgetag et al., 2000; Chen et al., 2008; . Our data support the hypothesis that both functional specialization (Passingham et al., 2002) and functional integration are attributable to patterns of local afferent and efferent connections. The notable presence of fully connected symmetric motifs within modules suggests that these connections support greater functional integration within modules. The higher prevalence of asymmetric motifs outside of the modules suggests that functional information flow between modules is supported by unidirectional anatomical connections.
Resting-state FC is increasingly considered as a measure of functional capacity. For example, graph measures that characterize the efficiency of the functional network are correlated with intellectual ability (van den Heuvel et al., 2009b) . Moreover, altered FC is consistently reported in a growing number of neurodegenerative and neuropsychiatric disorders (Buckner et al., 2008; Greicius, 2008; Bassett and Bullmore, 2009) . Little is known, however, about the underlying neuroanatomy in those states. Given the highly conserved nature of neuroanatomical connections across primate species (Katz and Harris-Warrick, 1999; Preuss, 2000) , it is reasonable to infer that homologous resting-state networks arise from the shared constraints of homologous anatomical architectures. As such, the macaque brain provides a powerful model for studying the relationship between structure and function in disease states.
