In this paper it is shown that certain basic results of queueing theory can be used successfully in solving various problems ofrandom graphs and branching processes.
I. INTRODUCTION
Some basic results of queueing theory turn out to be also useful in various other fields of mathematics. By way of illustration we will focus on two topics, namely, random graphs and branching processes.
In what follows we describe a general queueing model and clef'me a random graph and a branching process related to it. After deriving some specific results for the queueing model considered, we shall demonstrate their applications in the fields mentioned above.
The queueingmodel. Let us suppose that in the time interval (0,**) customers arrive at random at a counter and are served singly by one server in order of arrival. It is assumed that the server starts working at time t 0 and at that time (i 0, 1, 2,...) If p(i) n in the queueing process and i I, then the graph is a roote tree with n labeled vertices, the root being labeled 1. If p(i) n and i > I, then the graph is a forest consisting of i distinct rooted trees whose roots arc labeled I, 2,.., respectively. The total number of vertices in the forest is n.
We define the height of the forest as the maximal distance between any vertex of the graph and the root of the tree which contains the given vertex. In the notation of (4) (7), has the same distribution as p(i) in the queueing process, namely (2). Also x (i), defined by (8), has the same distribution as x(i) +1 where x(i) is defined by (4).
The following discussion is based mostly on a simple combinatorial theorem which is a generalization of the classical ballot theorem. It can be formulated as follows: Theorem 1. Let us suppose that a box contains n cards marked with nonnegative integers k 1, k 2, k n respectively where k + k 2 + k n k n.
All the n cards are drawn without replacement from the box. Denote by v r the number drawn at the r-th drawing (r 1, 2,...,n). Then (9) P{V + + V < r for 1 < r < n} (n k)/n provided that all thepossible results are equally probable.
Proof. Denote by S(n, k) the number of favorable results, that is, the number of sequences (k 1, k2,..., k n) in which the sum of the first r numbers drawn is less than r for every r 1, 2, n. If we take into consideration that the last number drawn may be k 1, k 2, k n, then we can write down that (10) S(n, k) S(n-1, k-ki).
i=l Evidently, S(1, 0) 1 and S(n, n) 0 for all n > 1. From (10) it follows by mathematical induction that (II) S(n, k) (n k) (n I)! for 0 < k < n and n 1. If n 1, then (11) is true. Suppose that (11) is true for S(n 1, k), 0 < k < n-l, n > 2. If k n, then S(n, k) 0. If k < n and n > 2, then by (10) and by the induction hypothesis
Consequently, (11) is true for all n 1, 2,... and 0 < k < n. Finally, S(n, k)/n! yields the desired probability (9 
THE QUEUEING MODEL
In the queueing model defined in the Introduction, the probability (2), that is, the probability that the initial busy period consists of n services, is completely determined by the joint distribution of the random variables v, v2,..., v n. Since p(i) n if and only if N r > r i for < r < n and N n n i, we have (14) P{N r > r i for i r < n and N n n i} 
Pi(n,k) P(i k < r N r < i for 1 < r < n and n N n i} ill <i<n and k 1. 
Pi(n, k) P{-i < r < k i for 1 < r < 2n and r/2 n -i} for 1 < i < n and k > 1 where the random variables r/0, r/l,..., Or describe a random walk on the real axis. A particle starts at x 0 and in each step it moves either a unit distance to the right with probability p or a unit distance to the left with probability q. The successive displacements are independent and r/r denotes the position of the particle after the r th step (r 1, 2,.. ); r/0 0. (41), (42) and (48) shows that (49) ht(n + 1, k) p(n + I, k) a1(n + I, k) pn qn + or, in other words, if 1, the two probabilities (40), and (42) are the same for every n > 1 and k 1. This identity is not evident, but it can also be proved directly.
CAYIY'S FORMULA
A forest is a simple graph that has no cycles. In other words, a forest is a simple graph, all of whose components are trees.
Denote by F(n, i), I -< i < n, the number of forests having vertex set { 1, 2,..., n} and i components which are trees such that vertices 1, 2,.., i all belong to different trees. We have (50) F(n, i)
is the number of distinct trees with n labeled vertices.
In 1889 A. Cayley [6] A. Cayley [6] also stated formula (50), but he did not indicate how to prove it. In 1959 A. R6nyi [20] gave an analytic proof for (50). For other proofs of (50) we refer to J.W. Moon [17] , [18] , J. Riordan [22] , V.F. Kolchin [13] and V.N. Sachkov [23] . All these proofs of (50) presume that the particular case (51) has already been proved. In what follows we shall provide a simple proof of (50) which does not presume (5 I).
Let us consider the queueing model defined in the Introduction. Suppose that at time t 0, i (1 i n) customers are waiting for service, and in the time interval (0, n] exactly n i customers arrive in such a way that independently of each other each customer may join the queue in any interval (r 1, r] (r I, 2,..., n) with probability 1 / n. The service times are assumed to be constant of unit length. In this case v I, v2,..., v n are interchangeable random variables with sum by a path (an uninterrupte sequence of edges) with one of the vertices in the set {1, 2,..., i}.
J.W. Kennedy [11] derived a recurrence formula for the determination of the distribution of pn (1) To describe the relevant queueing process let us suppose that n customers, numbered 1, 2,..., n, are served singly by one server. The service times are assumed to be constant of unit length. The server starts working at time t 0 and at that time i (1 < n) customers, I, 2,..., i, are already waiting for service. The server attends to these i customers and all the new arriving customers as long as they come. If there are no more customers in the system, the server leaves the system unattended for a time interval of unit length before resuming his duty again.
It is assumed that no customer joins the queue more than once, and that any customer who has not yet joined the queue until time t r 1 (r 1, 2,...) may join the queue in the time interval (r-1, r] with probability p (0 < p < 1) independently of the other customers. 
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By forming the product of (59), (60) and (61), we obtain the limit (58). Theorem 7 confn'ms a conjecture of J.W. Kennedy [ 11] concerning the limit distribution of Pn (1) exists for x > 0 and k* (x) satisfies the following equation (70) x3k * (x) (_)3/2 k* (''x ) for x > O.
