In this paper we address the problem of nding the simulated system with the best (maximum or minimum) expected performance when the number of alternatives is nite, but large enough that ranking-and-selection (R&S) procedures may require too much computation to be practical. Our approach is to use the data provided by the rst stage of sampling in an R&S procedure to screen out alternatives that are not competitive and thereby avoid the (typically much larger) second-stage sample for these systems. Our procedures represent a compromise between standard R&S procedures|that are easy to implement, but can be computationally ine cient|and fully sequential procedures|that can be statistically e cient, but are more di cult to implement and depend on more restrictive assumptions. We present a general theory for constructing combined screening and indi erence-zone selection procedures, several speci c procedures and a portion of an extensive empirical evaluation.
Introduction
A central reason for undertaking many|perhaps most|stochastic simulation studies is to nd a system design that is the best, or near the best, with respect to some measure or 1 measures of system performance. The statistical procedure that is most appropriate for this purpose depends on the characteristics of the problem at hand, characteristics that include the number of alternative designs, the number of performance measures, whether or not the alternatives are functionally related in some useful way, and what, if any, regularity conditions apply to the response surface. Comprehensive reviews of the available tools can be found in Fu (1994) and Jacobson and Schruben (1989) . When the number of alternative designs is relatively small, say 2 to 10, and there is not a strong functional relationship among them, then statistical procedures based on the theory of ranking and selection (R&S) are popular because they are easy to apply and interpret. See, for instance, Bechhofer, Santner and Goldsman (1995) for a treatment of the general topic of R&S, and Goldsman and Nelson (1998) for a survey of R&S procedures applied to simulation. When mean performance is of interest, the typical indi erence-zone (IZ) selection procedure conforms to the following recipe:
1. For each alternative, obtain a (usually small) number of observations of the system performance measure of interest and calculate a measure of the variability of the observations. 2. Based on the measure of variability, the number of alternatives and the desired condence level, determine the total number of observations needed from each alternative to guarantee that a user-speci ed practically signi cant di erence in performance can be detected at the desired con dence level. 3. Obtain the prescribed number of additional observations from each alternative and select the one with the best sample performance. Why are IZ selection procedures well-suited for the simulation environment? First of all, many of these procedures assume that the data from a particular competitor are independent and normally distributed|assumptions that are roughly satis ed by appropriately batched data or by sample averages of independent replications of the simulations. Second, we can manipulate the underlying pseudo-random number seeds to produce simulations that are also independent between competitors, possibly running the di erent competitors on parallel processors.
On the other hand, why are such procedures only recommended for a small number of alternatives? Consider step 2 for a speci c procedure due to Rinott (1978) . Rinott's procedure speci es N i , the total number of independent, normally distributed observations required from alternative i, to be N i = max 8 < : n 0 ; 2 6 6 6 hS i ! 2 3 7 7 7 9 = ;
(1) where n 0 is the initial sample size; h is a constant that depends on the number of alternatives k, the desired con dence level 1 ? , and n 0 ; S 2 i is the sample variance of the initial n 0 observations; and is the practically signi cant di erence speci ed by the user. Two features of Equation (1) argue against using it when the number of alternatives is large: (a) the constant h is an increasing function of k, and (b) the formula is based on the worst-case assumption that the true mean of the best alternative is exactly better than all of the others, and all of the others are tied for second best. This assumption is \worst case" in the sense that it makes the best alternative as hard as possible to separate from the others, given that it is at least better than anything else. The reason for assuming the worst case is that it allows formula (1) to be independent of the true or sample means.
The focus of this paper is issue (b). However, it is worth noting that the growth of h as a function of k is typically quite slow. Figure 1 plots kh 2 versus k for Rinott's procedure when the con dence level for correctly selecting the best alternative is 95% and the rststage sample size is large. Since N i , the number of observations required from alternative i, is proportional to h 2 , the gure shows the expected total number of observations in the experiment in units of ( = ) 2 (under the assumption that the variances across all alternatives equal 2 ). Notice that within the range of k = 2 to 100 systems, each additional system adds approximately 20( = ) 2 observations to the experiment; in other words, the computational e ort increases linearly in the number of systems. Thus, issue (a) is not as serious as it is often thought to be.
The fact that indi erence-zone selection procedures are based on a worst-case analysis implies that they may prescribe more observations than needed in order to deliver the desired correct-selection guarantees. 1 This is especially unfortunate when the number of alternatives is large and they di er widely in performance, since a great deal of simulation e ort may be wasted on alternatives that are not competitive with the best. One situation in which a large number of heterogeneous alternatives may arise is after termination of a stochastic optimization procedure. Such procedures either provide no statistical guarantee or only a guarantee of asymptotic convergence. We have proposed using R&S to \clean up" after stochastic optimization|ideally with minimal additional sampling|to insure that the alternative selected as best is indeed the best or near the best among all of those visited by the search Nelson 1998, Boesel, Nelson and .
Our goal is to provide procedures that are more adaptive than standard IZ selection procedures, without losing the ease of implementation and interpretation that make them attractive. Speci cally, we will provide simple screening procedures that can be used to eliminate noncompetitive systems after step 1, thereby saving the (possibly large) number of observations that would be taken at step 3. The screening procedures we propose are based on the subset selection branch of R&S. These procedures attempt to select a (possibly random-size) subset of the k competing systems that contains the one with the largest or smallest expected performance. Gupta (1956 Gupta ( , 1965 proposed a single-stage procedure for this problem that is applicable when the samples from the competing alternatives are independent, equal-sized and normally distributed with common unknown variance. The fact that subset selection can be done in a single stage of sampling is a feature we exploit, but we rst need to extend the existing methods to allow for unknown and unequal variances for Rinott's procedure as a function of the number of systems k for 95% con dence of making a correct selection. across systems. Unknown and unequal variance subset-selection procedures do exist, but they require two or more stages of sampling in and of themselves (see, for instance, Koenig and Law 1985 and Sullivan and Wilson 1989) .
In this paper we combine subset selection|to screen out noncompetitive systems|with indi erence-zone selection|to select the best from among the survivors of screening|in order to obtain a computationally and statistically e cient procedure. Procedures of this type have appeared in the literature before, e.g., Gupta and Kim (1984) , Hochberg and Marcus (1981) , Santner and Behaxeteguy (1992) , Tamhane (1976 Tamhane ( , 1980 and Bechhofer (1977, 1979) . One purpose of our paper is to extend this work, which typically assumes known variances, or unknown but equal variances, so as to be more useful in simulation experiments.
If the idea of sample-screen-sample-select is e ective, then one might naturally push it to the limit to obtain a fully sequential procedure (see, for instance, Hartmann 1991 and Paulson 1964) . Such procedures take a single observation from each alternative that is still in play at the current stage of sampling, eliminate noncompetitive systems, then continue with a single observation from each remaining alternative, and so on.
One disadvantage of a fully sequential procedure is the overhead required to repeatedly switch among alternative simulated systems in order to obtain a vector of observations across all systems still in play. Another is that existing procedures require equal variances across systems, an assumption that is clearly violated in many systems simulation problems (in related research we are working on removing this restriction). Finally, the situations in which fully sequential procedures such as Hartmann (1991) and Paulson (1964) tend to beat screen-and-select procedures occur when all of the alternatives are close in performance (Bechhofer, Dunnett, Goldsman and Hartmann 1990 ), while we are interested in situations characterized by a large number of alternatives with heterogeneous performance. On the whole, though, we believe that the use of sequential procedures is ultimately a good idea | the only problems lie in overcoming the above obstacles. Thus, we are also pursuing the development of such procedures .
The paper is organized as follows: Section 2 presents a decomposition lemma that allows us to marry screening procedures to IZ selection procedures while maintaining overall statistical error control. In Section 3 we extend the state of the art in single-stage screening to allow unequal variances across alternatives; then in Section 4 we combine these new screening procedures with IZ selection procedures for the case of unequal variances. Section 5 extends our ideas to allow the systems to be screened in groups, rather than all at once, which is convenient in an exploratory study or in conjunction with an optimization/search algorithm, and can be more e cient. The paper ends with a report on a large-scale empirical study in Section 6 and conclusions in Section 7.
A Decomposition Lemma
In this section we present a key lemma that simpli es the construction of combined screening and IZ selection procedures. The Bonferroni-like lemma, which generalizes a result in Hochberg and Markus (1981) , establishes that under very general conditions we can apply an IZ selection procedure to the survivors of a screening procedure and still guarantee an overall probability of correct selection (CS) even if the selection procedure starts with the same data that was used for screening.
Let the alternative systems be numbered 1; (1? 0 )(1? 1 ) = ? 0 1 < 0, implying that the additive decomposition is more conservative (and therefore less statistically e cient) than the multiplicative one. However, the di erence is quite small|in the third decimal place or beyond for standard con dence levels|and the conditions under which the decomposition lemma applies are quite mild, while those behind the multiplicative decomposition are more strict and di cult to verify.
Screening Procedures
The decomposition lemma allows us to derive screening procedures in isolation from the selection procedures with which they will be combined. In this section we present a new screening procedure that yields a subset of random size that is guaranteed to contain k] with probability 1 ? 0 . This procedure generalizes others in the literature by permitting 6 unequal variances, which certainly is the case in many simulation studies. The procedure also exploits the dependence induced by the use of common random numbers. We will use the following notation throughout the paper: Let X ij be the jth observation from alternative i, for i = 1; 2; : : : ; k. We will assume that the X ij are i.i k] . We assume that bigger is better, implying that the goal of the experiment is to nd the system associated with k] . In other words, we de ne a CS to mean that we select a subset that contains the index k]. We will require that the Pr a reminder that the guarantee is valid provided the di erence between the best and secondbest true mean is at least . Throughout the paper we use i] to denote the unknown index of the system with the ith smallest mean.
The following procedure can be applied when an initial sample has been obtained from all systems. No further sampling is required, but as a result the size of the subset is random.
Screen-to-the-best Procedure 1. Select the overall con dence level 1 ? 0 , practically signi cant di erence , sample size n 0 2, and number of systems k. Set t = t The subset I can be thought of as containing those alternatives whose sample means are not signi cantly inferior to the best of the rest. In addition, notice that the subset I will never be empty for this procedure. In the Appendix we prove that Pr 
Combined Procedures
The decomposition lemma makes it is easy to apply an IZ selection procedure to the systems retained by a screening procedure, while still controlling the overall con dence level. The key observations are as follows:
For overall con dence level 1 ? , choose con dence levels 1 ? 0 for the screening procedure and 1? 1 for the IZ selection procedure such that 0 + 1 = . A convenient choice is 0 = 1 = =2. Choose the critical constant t for the screening procedure to be appropriate for k systems, n 0 initial observations, and con dence level 1 ? 0 .
Choose the critical constant h for the IZ selection procedure to be appropriate for k systems, n 0 initial observations, and con dence level 1 ? 1 .
Below we exhibit one such procedure that combines the screening procedure of Section 3 with Rinott's IZ selection procedure. o 1? for the combined procedure follows immediately from Lemma 1, since the screening procedure is calibrated to retain the best with probability 1 ? =2, while Rinott's selection procedure guarantees a probability of correct selection 1 ? =2 for k (or fewer) systems. Thus, the overall probability of correct selection is 1 ? ( =2 + =2) = 1 ? . Remark: The goal of a procedure like the one above is to nd the best system whenever it is at least better than any other. However, we also obtain statistical inference that holds no matter what the con guration of the true means. We claim that with probability greater than or equal to 1 ? all of the following hold simultaneously:
Combined
For all i 2 I c , we have i < max j2I j + ; that is, we can claim with high con dence that systems excluded by screening are less than better than the best in the retained set. If we use = 0 for screening, this means that we can claim with high con dence that the systems excluded by screening are not the best. In words, the system we select will be within of the best system in I with high con dence.
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The rst claim follows because the screening procedure is in fact one-sided multiple comparisons with a control with each system i taking a turn as the control (Hochberg and Tamhane 1987) . The second claim follows from Proposition 1 of Nelson and Matejcik (1995) , while the third claim follows from Nelson and Goldsman (1997) , Corollary 1.
Remark: Because we prefer working with sample means as estimators of the true system means, the procedure presented here is based on sample means. However, many subsetselection and indi erence-zone selection procedures have been based on weighted sample means, and these procedures are typically more e cient than corresponding procedures based on sample means. Examples include the restricted subset-selection procedures (RSSPs) 2 of Koenig and Law (1985) , Santner (1975) and Sullivan and Wilson (1989) , and the indi erencezone selection procedure of Dudewicz and Dalal (1975) . The decomposition lemma in Section 2 allows us to form combined procedures based on weighted sample means if we desire. Two obvious combinations are Combine the screening procedure of Section 3 with the IZ selection procedure of Dudewicz and Dalal (1975) to obtain a two-stage procedure for selecting the best. Combine either the RSSP of Koenig and Law (1985) or Sullivan and Wilson (1989) with the IZ selection procedure of Dudewicz and Dalal (1975) to obtain a three-stage procedure for selecting the best that bounds the number of systems that survive screening. We investigate one of these combinations later in the paper.
A Group-Screening Version of the Combined Procedure
One di culty with the combined screening and IZ selection procedure presented in the previous section is that all k of the systems must receive rst-stage sampling before proceeding to the second stage. In this section we show that it is possible|and sometimes advantageous| to break the overall screening-and-selection problem into a screening-and-selection problem over smaller groups of systems. As we will show, if one or more very good alternatives are found early in the process, then they can be used to eliminate a greater number of noncompetitive systems than would eliminated if all were screened at once. To set up the procedure, let G 1 ; G 2 ; : : : ; G m be groups of systems such that G 1 G 2 G m = f1; 2; : : : ; kg, G i \ G j = ; for i 6 = j, jG i j 1 for all i and jG 1 j 2. When we screen the`th group in the experiment, the systems in G`will be screened with respect to each other and all systems retained from the previous groups. However, the systems retained In the following description of the Group-screening Procedure, we let X (s) i denote the sample mean of all observations taken from system i through s = 1 or 2 stages of sampling; and we use I`to denote the set of all systems that have survived screening after`groups have been screened.
Group-screening Procedure Remark: There are several contexts in which this type of procedure might be useful.
Consider exploratory studies in which not all system designs of interest are initially known or available. Suppose the user can bound k so that the critical values can be computed. Then the study can proceed in a relatively informal manner, with new alternatives added to the study as they occur to the analyst, or as suggested by the performance of other alternatives. And the analyst can terminate the study at any point when acceptable performance has been achieved and still have the desired correct-selection guarantees. Certain heuristic search procedures, such as genetic algorithms, work with groups or \populations" of systems at each iteration. The group-screening procedure allows new alternatives generated by the search to be compared with the best alternatives previously visited, while maintaining the overall con dence level for the system nally chosen. See, for instance, Boesel, Nelson and Kim (1999) .
Example: To illustrate the potential savings from group screening, consider a situation with k = 3 systems having the following characteristics: Suppose that the practically signi cant di erence is = 1, and (for simplicity) the sample averages and sample variances perfectly estimate their population counterparts. Then when all systems are screened at once we have W ij = 2:68 10 10 + 10 10 1=2 3:79 for all i 6 = j:
Clearly system 1 survives, since it is the sample best, system 2 is screened out, but system 3 also survives since X In this case we save the 129 second-stage observations that are not required for system 3. Of course, the results change if the systems are encountered in a di erent order; in fact, group screening is less e cient than screening all systems at once if G 1 = f2; 3g and G 2 = f1g. We explore this tradeo more fully in Section 6.4.4.
Empirical Evaluation
In this section we summarize the results of an extensive empirical evaluation of two of the screening procedures described above: the combined procedure in Section 4|which uses screening to deliver a random-sized subset to Rinott's indi erence-zone selection procedure| and the group-screening version of this same procedure as presented in Section 5. We also report one set of results from a smaller study that combined the RSSP of Sullivan and Wilson (1989) with the IZ selection procedure of Dudewicz and Dalal (1975) . Recall that an RSSP controls the maximum number of systems that survive screening at the cost of an additional stage of sampling. These procedures are based on weighted sample means; such procedures tend to be more statistically e cient than procedures based on standard sample means, but also more di cult to justify to practitioners. Rather than use systems simulation examples, which o er less control over the factors that a ect the performance of a procedure, we chose to represent the systems as various con gurations of k normal distributions (to assess the impact of departures from normality, we also represented the systems as con gurations of k lognormal distributions). In all cases system 1 was the best (had the largest true mean). We evaluated the screening procedures on di erent variations of the systems, examining factors including the practically signi cant di erence ; the initial sample size n 0 ; the number of systems k; the con guration of the means i ; and the con guration of the variances 2 i . As a basis for comparison, we also ran Rinott's IZ selection procedure without any screening. The con gurations, the experiment design, and the results are described below.
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Con gurations
To examine a \di cult" scenario for the screening procedures, we used the slippage con guration (SC) of the means. 3 In the SC, the mean of the best system was set exactly , or a multiple of , above the other systems, and all of the inferior systems had the same mean.
To investigate the e ectiveness of the screening procedure in removing non-competitive systems, monotone decreasing means (MDM) were also used. In the MDM con guration, the means of all systems were spaced evenly apart.
Group decreasing means (GDM) formed the nal con guration. Here the inferior systems were divided into two groups, with means common within groups, but with the rst group's mean larger than the second group's. The percentage of systems in each group and the di erence between the second group's mean and the best system's mean changed as described below.
In some cases the variances of all systems were equal ( 2 i = 1); in others they changed as described below.
Experiment Design
For each con guration, we performed 500 macroreplications (complete repetitions) of the entire screening-and-selection procedure. The number of macroreplications was chosen to allow comparison of the true probability of correct selection (PCS) to the nominal level. In all experiments, the nominal PCS was 1? = 0:95. If the procedure's true PCS is close to the nominal level, then the standard error of the estimated PCS, based on 500 macroreplications, is about q 0:95(0:05)=500 0:0097. Since we are guaranteed that PCS 1 ? for normally distributed data, what we want to examine is how close to 1 ? we get. If PCS 1 ? for all con gurations of the means, then the procedure is overly conservative.
In preliminary experiments, the rst-stage sample size was varied over n 0 = 5; 10, or 30. Based on the results of these experiments, follow-up experiments used n 0 = 10. The number of systems in each experiment varied over k = 2; 5; 10; 20; 25; 50; 100; 500.
The practically signi cant di erence was set to = d 1 = p n 0 , where 2 1 is the variance of an observation from the best system. Thus, we made independent of the rst-stage sample size by making it a multiple of the standard deviation of the rst-stage sample mean. In preliminary experiments the value of d was d = 1=2; 1, or 2. Based on the results of the preliminary experiments, subsequent experiments were performed with d = 1 standard deviation of the rst-stage sample mean.
In the SC con guration, 1 was set as a multiple of , while all of the inferior systems had mean 0. In the MDM con guration, the means of systems were spaced according to the following formula: i = 1 ? b(i ? 1), for i = 2; 3; : : : ; k, where b = = . Values of considered in preliminary experiments were = 1; 2, or 3 (e ectively spacing each mean ; =2, or =3 from the previous mean). For later experiments, the value = 2 was used.
In the GDM con guration, the experimental factors considered were the fraction of systems in the rst group of inferior systems, , and the common mean for each group. The fraction in the rst group was examined at levels of = 0:25; 0:5; 0:75. The means in the rst group were all i = 1 ? , while the means in the second group were all i = 1 ? .
The spacing of the second group was varied according to = 2; 3; 4.
The majority of the experiments were executed with the mean of the best system from the next-best system. However, to examine the e ectiveness of the screening procedure when the best system was clearly better, some experiments were run with the mean distance as much as 4 greater. On the other hand, in some cases of the MDM and GDM con gurations the mean of the best was less than from the next-best system.
To assess the impact of non-normality, we also generated data from lognormal distributions whose skewness and kurtosis (standardized third and fourth moments) di ered from those of the normal distribution.
For each con guration we examined the e ect of unequal variances on the procedures. The variance of the best system was set both higher and lower than the variances of the other systems. In the SC, is the common variance of the inferior systems. In the MDM and GDM con gurations, experiments were run with the variance directly proportional to the mean of each system, and inversely proportional to the mean of each system. Speci cally, 2 i = j i ? j + 1 to examine the e ect of increasing variance as the mean decreases, and 2 i = 1=(j i ? j+1) to examine the e ect of decreasing variance as the mean decreases. In addition, some experiments were run with means in the SC, but with variances of all systems either monotonically decreasing or monotonically increasing as in the MDM con guration.
In evaluating the group-screening procedure, we also considered the additional experimental factors of group size, g, and the placement of the best system. The sizes of groups considered were g = 2; k=2. Experiments were run with the best system in the rst group and in the last group.
When employing restricted-subset selection for screening, we xed the maximum subset size r to be the larger of r = 2 and r = k=10 (that is, 10%) of the total number of systems, k. This seemed to be a reasonable imitation of what might be done in practice, since a practitioner is likely to make the subset size some arbitrary, but small, fraction of k.
Summary of Results
Before presenting any speci cs, we brie y summarize what was observed from the entire empirical study.
The basic combined procedure performed very well in some situations, whereas in others it did not o er signi cant improvement over Rinott's procedure without screening. In con gurations such as MDM, the screening procedure was able to eliminate non-competitive systems and reduce the total sample size dramatically. However, in the SC, when the practically signi cant di erence and true di erence between the best and other systems was less than two standard deviations of the rst-stage sample mean, the procedure eliminated few alternatives in the rst stage. The key insight, which is not surprising, is that screening is very e ective at eliminating systems that are clearly statistically di erent at the rst stage, but is unable to make ne distinctions. Thus, the combined procedure is most useful when faced with a large number of systems that are heterogeneous in performance, not a small number of very close competitors. Restricting the subset size could be more or less e cient than not restricting it, depending on how well the restricted-subset size was chosen.
The PCS can be close to the nominal level 1 ? in some situations, but nearly 1 in others. Fortunately, those situations in which PCS is close to 1 were also typically situations in which the procedures were very e ective at eliminating inferior systems and thus saved signi cantly on sampling.
In the robustness study, we found the PCS of the basic combined procedure to be robust to mild departures from normality. However, more extreme departures did lead to signi cant degradation in PCS, sometimes well below 1 ? .
The performance of the group-screening procedure was very sensitive to how early a good (or in our experiments, the best) system was encountered. Encountering a good alternative in an early group resulted in savings, while encountering it late (say, in the last group of systems examined) substantially increased the total sampling required relative to screening all systems together. Thus, if groups can be formed so that suspected good candidates are in the rst group then this approach can be e ective. Boesel, Nelson and Kim (1999) show that it is statistically valid to sort the rst-stage sample means before forming the groups, which makes early detection of a good system more likely.
Some Speci c Results
We do not attempt to present comprehensive results from such a large simulation study. Instead, we present details of some typical examples. The performance measures that we estimated in each experiment include the probability of correct selection, PCS; the average number of samples per system, ANS; and the percentage of systems that received secondstage sampling, PSS. Notice that PSS is a measure of the e ectiveness of the screening procedure in eliminating inferior systems. We rst examine the basic combined procedure from Section 4, then compare it to the group-screening procedure from Section 5. We also compare the basic combined procedure to a procedure that employs an RSSP for screening and an IZ selection procedure based on weighted sample means for selection.
Comparisons Among Con gurations of the Means
Comparing the performance of the basic combined procedure on all of the con gurations of the means shows the areas of strength and weakness. Table 1 provides an illustration. The estimated ANS depends greatly on the con guration of the systems. In the worst case (the SC), the procedure obtains a large number of samples from each system; the ANS grows as the number of systems increases, and it is less e cient than simply applying Rinott's procedure without screening. However, for the MDM, the procedure obtains fewer samples per system as the number of systems increases because the additional inferior systems are farther and farther away from the best for MDM. The PSS values indicate that the procedure is able to screen out many systems in the rst stage for the MDM con guration, thus reducing the overall ANS. These and other results lead us to conclude that the screening procedure is ine ective for systems within 2 from the best system (when the is exactly one standard deviation of the rst-stage sample mean), but quite e ective for systems more than 2 away. The three con gurations also indicate PCS values can be close to or far from the nominal level. For instance, PCS is almost precisely 0:95 for k = 2 in the SC, but nearly 1 for most cases of MDM.
The results in Table 2 illustrate the advantages and disadvantages of using a restrictedsubset-selection procedure for screening, and also the gain in e ciency from using a procedure based on weighted means.
Comparing the rst set of results from Table 1 (which is Rinott's procedure without screening) to the rst set of results from Table 2 (which is Dudewicz and Dalal's procedure without screening) shows that Dudewicz and Dalal's two-stage indi erence-zone procedure is always at least as e cient, in terms of ANS, as Rinott's procedure. 4 Rinott (1978) proved that this is true in general.
When we compare the MDM results from Table 1 with the second set of results in Table 2 , we see that restricting the maximum subset size can be either more or less e cient than taking a random-sized subset after the rst stage of sampling. In this example, there are exactly 2 systems within of the best (the best itself and the second-best system). Therefore, a subset size of r = 2 is ideal, making restricted-subset screening more e cient than randomsize subset screening when k = 5 or 10, since r = 2. However, in the k = 100; 500 cases a maximum subset of size r = k=10 is larger than necessary; thus, the random-size subset screening is substantially more e cient in these cases.
Other Factors
In this section we look brie y at the e ect of varying the number of systems, the practically signi cant di erence, the initial sample size and the systems' variances. Increasing the number of systems, k, causes an approximately linear increase in the ANS for the SC (as we saw in Table 1 , ANS can decrease when the means are widely spaced as in MDM); see Table 3 . For example, with = 1 = 1= p n 0 in the SC (and all other systems having mean 0), an increase from 2 systems to 500 systems causes the estimated ANS to increase from 86 to 538.
The practically signi cant di erence had a greater e ect on the ANS (roughly proportional to 1= 2 ) than did k (roughly linear), again with the most signi cant e ect in the SC.
For example (see Table 3 ), at k = 500 systems with = 1 = 1= p n 0 the ANS = 538, but with = 1 = 2= p n 0 the ANS = 134. It is worth noting that linking the and the true di erence 1 = k] ? k?1] , as we did here, hampers the screening procedure. If instead we x and increase only k] ? k?1] then screening is more e ective. Table 4 shows such results when is xed at 1= p n 0 and the gap between k] and k?1] goes from one to four times this amount.
The estimated PCS varied widely with , again indicating that the estimated PCS could be close to the nominal value of 95%, ranging from 94.8% to 98.4% in the SC con guration.
The initial sample size, n 0 , also had a signi cant e ect on ANS and PCS, particularly in the SC (see Table 5 ). For instance, with k = 100 systems, ANS is greater than 750 for n 0 = 5 and n 0 = 30, but for n 0 = 10 the ANS = 453. The conclusion is that we would like to have a large enough initial sample to obtain some sharpness for the screening procedure, while not taking so many observations that we have more precision than really necessary. The e ect of unequal variances was insigni cant compared to other experimental factors in the cases we considered, so we limit ourselves to a few comments: When the variance of the best system was increased and the variances of the other systems held constant and equal, then ANS also increased in the SC. However, if all variances were unequal, then as the variance of the best system became larger than those of the inferior systems, the ANS decreased in all con gurations. The e ect on PCS was not consistent with changes in variances. Overall, the values of the means were more important than the values of the variances, showing that our procedure sacri ces little to accommodate unequal variances.
Robustness
To assess the impact of non-normal data on the basic combined procedure, the procedure was applied to lognormally distributed data with increasing levels of skewness and kurtosis, relative to the normal distribution (which has skewness 0 and kurtosis 3). Parameters of the lognormal distribution were chosen to obtain the desired variance, skewness and kurtosis, then the distribution was shifted to place the means in the SC. Table 6 shows the estimated PCS for three lognormal cases, with the corresponding normal case included for comparison. When skewness and kurtosis di er somewhat from normality (1.780, 9.112), the procedure still maintains a PCS 0:95. However, as the Table 4 : The e ect of number of systems k and the di erence between the best and nextbest system for the SC with xed. In all cases n 0 = 10, 2 i = 1 for all i, = 1= p n 0 , 2 = 3 = = k = 0, 1 is measured in units of 1= p n 0 , and nominal PCS = 0:95. departure becomes more dramatic, the achieved PCS drops well below the nominal level. A larger number of systems (k = 100 vs. k = 10) exacerbates the problem, and the degradation is not alieviated by increased sampling (which occurs when is smaller). Thus, the procedure should be applied with caution when data are expected or known to di er substantially from the normal model; mild departures, however, should present no di culty.
E ectiveness of Group Screening
In the second portion of the empirical evaluation the basic combined procedure was compared to a procedure that separated systems into groups and performed group screening. The performance of the group-screening procedure was mixed.
In the MDM con guration, the performance of the group procedure depended on the placement of the best system, the group size, and interactions between the two factors. When the distance between the best system mean and the inferior system means was large enough in the SC, then analogous results were obtained.
In general, if the best system was placed in the rst group, then the group-screening procedure outperformed the basic combined procedure. For example, for k = 10 systems ANS = 152 and 154 for group screening (with group sizes 2 and k=2, respectively), while ANS = 177 with no group screening and 184 with no screening at all; see Table 7 . However, if the best system was placed in the last group then it was better to screen all systems at once.
If the best system was discovered early, then a smaller group size was better. For instance, with k = 25 systems, if group size was g = 2 (with the best in the rst group), then ANS = 105. But if group size was g = k=2 (with the best in the rst group), then ANS = 126. However, if the best system was in the last position, a larger group size was better (ANS = 314 compared to ANS = 235). Table 7 : The e ect of group screening relative to screening all at once in the MDM con guration with = 2. In all cases 2 i = 1 for all i, n 0 = 10, 1 = = 1= p n 0 , and nominal PCS In this paper we have presented a general methodology, and several speci c procedures, for reducing the sampling e ort that is required by a two-stage indi erence-zone selection procedure. Our approach is to eliminate or screen-out obviously inferior systems after the initial stage of sampling while still securing the desired overall guarantee of a correct selection. Such procedures preserve the simple structure of indi erence-zone selection while being much more e cient in situations where there are many alternative systems but some are not really competitive.
We focused on procedures that can use screening after an initial stage of sampling| because of our interest in large numbers of systems with heterogeneous performance|and indi erence-zone selection procedures based on sample means|because of our preference for standard sample means over weighted sample means. However, in some situations restricting the maximum subset size and using a procedure based on weighted sample means can be advantageous. As a rough rule of thumb we would use rst-stage screening when there are a large number of systems and their means are expected to di er widely, but use restricted-subset screening when a substantial number of close competitors are anticipated. The development of more formal methods for choosing among the two is the subject of ongoing research.
All of the combined procedures presented in this paper are based on the assumption that all systems are simulated independently. However, it is well known in the simulation literature that the use of common random numbers (CRN) to induce dependence across systems can sharpen the comparison of two or more alternatives. In the case of R&S, \sharpening" means reducing the total number of observations required to achieve the desired probability of correct selection. Two indi erence-zone selection procedures that exploit CRN have been derived in Nelson and Matejcik (1995) , and we have derived combined procedures based on them. However, these procedures are not desirable when the number of alternatives is very large, which is the focus of this paper. One procedure is based on the Bonferroni inequality, and will become increasingly conservative as k increases. The other assumes that the variance-covariance matrix of the data across all alternatives satis es a condition known as sphericity. This is an approximation that works well as long as the true variances do not di er too much from the average variance, and the true correlations between systems do not di er too much from the average correlation. As the number of systems increases, the validity of this approximation becomes more and more suspect. Now, by the symmetry of the normal distribution, we can rewrite (2) 
