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COMBINATORICS OF AFFINE BIRATIONAL MAPS
ILYA KARZHEMANOV
Abstract. The main object of study in the present paper is the group UAutn of unimodular automorphisms of
Cn. Taking UAutn as a working example, our intention was to develop an approach (or rather an edifice) which
allows one to prove, for instance, the non-simplicity of UAutn for all n ≥ 3. More systematic and, perhaps, general
exposition will appear elsewhere.
1. Introduction
The impetus for the present paper was the article [1] in which the study of combinatorics of certain birational
automorphisms of kn was applied to answer a group-theoretic question.1) More specifically, given f from the
Cremona group Crn of birational automorphisms of k
n, the combinatorics of f we have in mind is encoded
(somehow) in a set of lattice points or rather a polytope, which comes for free with each f ∈ Crn. These discrete
gadgets are constructed, as used to be common now, by fixing a (non-archimedean) valuation on the field of rational
functions on kn and applying this valuation to the components of various maps f ∈ Crn. Or, heuristically, one
“brings the action of f on kn to infinity” (see [6], [10], [9], [8], [15], [13] for related matters).
We would like to apply the preceding point of view to study polynomial automorphisms of kn. Recall that the
group Autn of such automorphisms carries a structure of an infinite-dimensional algebraic group (see [20]). Then,
as an algebraic group, Autn is generated by the group of affine linear automorphisms of k
n and by the group of
triangular automorphisms of kn (see [20, Theorem 4]). The group Autn is also non-simple because of the Jacobi
map det : Autn −→ k
∗. On the other hand, the kernel UAutn := Ker(det) is simple as an algebraic group (see
[20, Theorem 5]), but is not that as an abstract group for n = 2 (see [5]). The aim of the present paper is to extend
the latter result to the case of arbitrary n ≥ 3:
Theorem 1.1. The group UAutn is non-simple (as an abstract group) for all n ≥ 3.
To prove Theorem 1.1, we introduce a subgroupG ⊂ Crn which “looks like” a subgroup in SLn(Z) when brought
to infinity, according to what we have said at the beginning (see Section 2 for the construction of G). Though
the presence of G might be interesting and important on its own (see for example Proposition 6.2), we focus on
one of its subgroups, namely Gn ⊂ G, instead (see Corollary 2.9). For technical reasons, one should also consider
an “enlargement” of Gn, which we denote G˜n (see Section 3). One of the crucial features of G˜n is provided by
MS 2010 classification: 14E07, 14R10, 20F69.
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1)Throughout the paper, if not stated otherwise, k is an algebraically closed field of characteristic 0 and kn is the n-dimensional
affine space.
1
Proposition 3.4. Up to this end all considerations employ only elementary algebra/combinatorics of polynomials
on kn.
Proposition 3.4 is enough to prove Theorem 1.1 provided that G˜n contains “sufficiently many” normal subgroups.
The latter turns out to be the case after we introduce a subset Ge of generators of G˜n in Section 4. More specifically,
Ge is stable under the conjugation and inversion in G˜n, and generates a normal subgroup N 6= G˜n, {1}. Here we
apply (seem to be standard) an argument a` la geometric group theory, based on the notion of quasi-isometry,2)
together with simple (asymptotic) properties of birational automorphisms of kn (see Section 5).
In conclusion, let us say that despite a recent progress in understanding the structure of Crn, presumably for
n ≤ 3 (see [2], [18], [19]), this group still remains a mysterious creature and far more questions about it are currently
out of reach (see for example [19] for a modest account of some of these). We hope that Theorem 1.1 and the
methods used to prove it will shed the light on some part of the Cremona group (see Section 6 for further discussion).
Notations. Throughout the paper we use the following notations and conventions:
• Pn is the projective space with coordinates [X0 : · · · : Xn]. We denote by S := k [X0, . . . , Xn]hom
the semigroup of homogeneous polynomials in the ring k [X0, . . . , Xn].
• We fix the lattice Zn+1 with the basis dual to {X0, . . . , Xn}. We also fix the sublattice Z
n ⊂ Zn+1
corresponding to {X1, . . . , Xn}. Both Z
n+1 and Zn are equipped with the standard lexicographical
order for which X0 ≥ X1 ≥ . . . ≥ Xn.
• We set X := (X1, . . . , Xn), X
I := X i11 . . . X
in
n for I ∈ Z
n, I := (i1, . . . , in). Mn(R) denotes the set
of all (n× n)-matrices M with entries Mi,j ∈ R, 1 ≤ i, j ≤ n, in a ring R.
• Given h ∈ k [X0, . . . , Xn] we set dh to be the degree of h in X0. We denote by Supp h the support
of h (i.e. Supp h is the collection of all monomials that appear in h with non-zero coefficients). We
will identify Supp h ⊂ Zn+1 with the dual set of monomials and denote by Ih the maximal vector
among those I ∈ Zn with (dh, I) ∈ Supp h. We also put 〈h〉 := (dh, Ih) (thus 〈h〉 is the monomial
Xdh0 X
Ih).
• Every f ∈ Crn (and, more generally, every rational self-map of P
n) is represented by an (n + 1)-
tuple [f0 : · · · : fn] of (not necessarily coprime) polynomials f0, . . . , fn ∈ k [X0, . . . , Xn]hom. In
particular, if all fi are coprime, then f is uniquely determined by [f0 : · · · : fn].
• f ◦ g (or fg) denotes the composition f(g) of two rational self-maps of Pn.
• For a group G and any a1, a2, b ∈ G, we put a
b
i := baib
−1, Cai := {a
b
i}b∈G (the conjugacy class of
ai), and write a1 ∼ a2 if a1 ∈ Ca2 . N ⊳ G signifies that N is a normal subgroup in G such that
N 6= G, {1} (1 ∈ G is the unit element).
• We denote by F2 the free group in two generators (F2 always comes with the word metric with
respect to a fixed set of generators). We will also use standard notions and facts from the geometric
2)The results of Section 4 were motivated by (and are a group-theoretic counterpart of) the Splitting theorem for compact Lorentz
manifolds with an isometric SL2(R)-action (cf. [4, §4] and Question 6.4 below).
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group theory (see e.g. [9]). For instance, given two metric spaces X and Y , X ∼q.-i. Y (or X is q.-i.
to Y ) signifies that X is quasi-isometric to Y .
2. Preliminaries
2.1. The set-up. We take k = C for simplicity. Consider f ∈ Crn given by some f0, . . . , fn ∈ S (we assume that
n ≥ 3 in what follows). Suppose that
f0 = α0X
df
0 X
If0 +
∑
k≥1
X
df−k
0 Fk(X),(2.2)
fj = αj,0X
df−1
0 X
Ifj +
∑
k≥1
X
df−1−k
0 Fj,k(X)
for all j ≥ 1 and some df ∈ N, where α0, αj,0 ∈ C
∗, Fk(X), Fj,k(X) ∈ C [X1, . . . , Xn]hom = S. Note that the
condition df0 −dfj = 1 (for all j ≥ 1) is satisfied by every (n+1)-tuple (f
∗
0 , . . . , f
∗
n) such that hf
∗
i = fi for all i and
any (fixed) h ∈ S (with fi replaced by f
∗
i in dfi for all i). In particular, we may take fi to be coprime, 0 ≤ i ≤ n,
so that (2.2) is a property of the map f .
Let us also assume that f−1 satisfies (2.2) and denote by G the set of all such f . Then clearly G 6= {1}:
Example 2.3. G contains the following groups:
• the group Dn := (C
∗)n of diagonal automorphisms of Pn;
• the subgroup in UAutn of those f which preserve the origin in C
n and have Jacobi matrix equal 1;
• for each M ∈ SLn(Z), with the j-th column Ij contained in the hyperplane
n∑
i=1
Xi = 1 for all j, the
birational transformation [1 : X1 : · · · : Xn] 7→ [1 : X
I1 : · · · : XIn ] (we identify Xj with affine
Xj/X0) also satisfies (2.2). Note that all such M form a group isomorphic to the subgroup SL
′
n(Z)
of those elements in SLn(Z) that fix the vector (1, . . . , 1) (see 5.1 below for an explicit example of
two a1, a2 ∈ SL
′
n(Z) ⊂ G).
Less trivial examples are provided by the groups Gn ⊂ G and 〈En〉 ⊆ Gn below.
Example 2.3 justifies the existence of the
2.4. Group structure on G. Put h(〈f〉) := h(〈f0〉 , . . . , 〈fn〉) = h
(
1,
〈f1〉
〈f0〉
, . . . ,
〈fn〉
〈f0〉
)
〈f0〉
deg(h)
for every h ∈ S
and f ∈ G as above. Let also Mf be the (n× n)-matrix whose j-th column equals Ifj − If0 , 1 ≤ j ≤ n.
Suppose that (dh, I) ∈ Supp h, I ∈ Z
n, yields I = Ih. In this setting we get the following:
Lemma 2.5. The equality
〈h(〈f〉)〉 =
(
deg(h)(df − 1) + dh, MfIh + deg(h)If0
)
holds.
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Proof. Indeed, since f ∈ G, we get
σ(〈f〉) =
(
deg(h)(df − 1) + dσ, MfI + deg(h)If0
)
<
(
deg(h)(df − 1) + dh, MfIh + deg(h)If0
)
= 〈h(〈f〉)〉
for all σ := Xdσ0 X
I ∈ Supp h \ {〈h〉}. 
Put h(f) := h(f0, . . . , fn) = h
(
1,
f1
f0
, . . . ,
fn
f0
)
f
deg(h)
0 . Note that 〈h(〈f〉)〉 ∈ Supp h(f). Then from Lemma 2.5
we get
(2.6) 〈h(f)〉 =
(
deg(h)(df − 1) + dh, MfIh + deg(h)If0
)
.
This leads to the anticipated
Proposition 2.7. G is a subgroup in Crn.
Proof. Take f ∈ G as above. Consider also g ∈ G given by some g0, . . . , gn ∈ S. Then from (2.6) (for h =
g0, . . . , gn) we obtain that g ◦ f is of the form (2.2). Recall also that f
−1, g−1 ∈ G by definition. Thus we get
(g ◦ f)−1 = f−1 ◦ g−1 ∈ G, which proves the assertion. 
2.8. Homomorphism ρ. Consider the map v : S −→ Zn≥0 defined as follows:
v : h 7→ 〈h〉 =
(
dh, Ih
)
7→ Ih
for all h ∈ S. Then v is a Zn≥0-valuation on S. Furthermore, v (obviously) extends to a Z
n-valuation on
C
(
X1/X0, . . . , Xn/X0
)
, providing a particular case of valuations considered in [16], [17]. This determines a map
ρ : G −→Mn(Z), f 7→ ρ(f) :=Mf
for all f ∈ G, with v(fi/f0) = Ifi − If0 , the i-th column of Mf , 1 ≤ i ≤ n.
From Proposition 2.7 we get the following:
Corollary 2.9. ρ(G) ⊂ GLn(Z) and ρ is a group homomorphism. In particular, for Gn := Ker(ρ) the group
OutGn of outer automorphisms of Gn contains F2.
Proof. Let us use the notations from the proof of Proposition 2.7. Recall that dg0(f) − dgj(f) = 1 for all j ≥ 1 and
Igi(f) =MfIgi + deg(g0)If0 for all i ≥ 0 (see (2.6)). This implies that ρ(g ◦ f) =Mg◦f =MfMg = ρ(g)ρ(f). Note
also that ρ splits over SL′n(Z) ⊂ G and ρ(G) = SL
′
n(Z) by construction (see (2.2) and Example 2.3). Thus we get
G = Gn ⋊ SL
′
n(Z) and a homomorphism F2 −→ OutGn (cf. Lemma 5.3 below). Let us show that the latter is
injective.
Consider an arbitrary f ∈ Dn ⊂ G (see Example 2.3). We may assume that f coincides with the map
[X0 : X1 : · · · : Xn] 7→ [X0 : λ1X1 : · · · : λnXn]
for some fixed λi ∈ C
∗. Now take any a ∈ F2 ⊆ SL
′
n(Z). Then a(f) (:= afa
−1 in G) also belongs to Dn and is
obtained from f by replacing every λi, 1 ≤ i ≤ n, by the product
n∏
j=1
λ
kj,i
j for some kj,i ∈ Z such that
∑
j
kj,i = 1.
In particular, one may always choose f (for a 6= 1) to be such that
n∏
j=1
λ
kj,i
j 6= λi for at least one i, so that a(f) 6= f
in this case.
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On the other hand, if a(f) = fg for some g ∈ Gn, then it follows from Lemma 2.5 that f
g = f (cf. (3.1) below
for the “typical” shape of g). This together with a(f) 6= f shows that F2 injects into OutGn. 
3. The group 〈En〉
We retain the notations of Section 2. Consider a rational map Λ : Pn 99K Pn defined as follows:
X0 7→ X
d
0 +X0X
d−1
1 =: Λ0,(3.1)
X1 7→ X
d−1
0 X1 +X
d
1 =: Λ1,
Xj 7→ αjX
d−1
0 Xj + Λ
∗
j (X) =: Λj
for all j ≥ 2 and some d ∈ N, αj ∈ C, Λ
∗
j(X) ∈ C [X0, X2, . . . , Xn]hom. Let us additionally assume that the map
Λ∗ : [X0 : X2 : · · · : Xn] 7→ [X
d
0 : α2X
d−1
0 X2 + Λ
∗
2(X) : · · · : αnX
d−1
0 Xn + Λ
∗
n(X)]
is a birational automorphism of Pn−1 which coincides with a polynomial automorphism on Cn−1 = Pn−1∩(X0 6= 0).
Denote by En the set of all such Λ contained in Gn.
Lemma 3.2. We have En 6= {1}. More precisely, to every element in UAutn−1, which preserves the origin
0 ∈ Cn−1 and has diagonal Jacobi matrix, there corresponds an element in En, similarly as Λ ∈ En above corresponds
to Λ∗ ∈ UAutn−1.
Proof. One may identify Λ with the map
(X1, . . . , Xn) 7→
(
Λ1/Λ0 = X1, . . . , Λn/Λ0
)
on the affine chart Cn = Pn ∩ (X0 6= 0). In short we have Λ : X 7→ (X1, X1 ·Λ
∗). It is then plain that Λ−1 ∈ Crn
exists and is of the form (3.1). 
Let PGLn(C) be the group of projective transformations which preserve the hyperplane Π := (X1 = 0) ⊂ P
n.
Set G˜n := PGLn(C) ∗Dn Gn to be the usual amalgamated product in Crn (note that the normal form of any
g ∈ G˜n looks like g = g1 · g2 for g1 ∈ PGLn(C) and g2 ∈ Gn).
Remark 3.3. Similar argument as in the proof of Corollary 2.9 shows that the group F2 ⊆ OutGn acts naturally
on G˜n by the outer automorphisms as well. Indeed, taking a ∈ F2, f ∈ Dn as earlier and g = g1 · g2 ∈ G˜n, the
condition a(f) = fg yields fg2 = (a(f))g
−1
1 ∈ PGLn(C). This is only possible when f
g2 = f . But then necessarily
g1 = 1 and a(f) = f .
Let 〈En〉 ⊆ G˜n be the subgroup generated by En and PGLn(C).
Proposition 3.4. There exists a surjective homomorphism ξ : 〈En〉։ UAutn−1.
Proof. ξ is defined via restriction to the locus Π ∩ (X0 6= 0). Its surjectivity is immediate by Lemma 3.2. 
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Remark 3.5. Let Λ ∈ En and L ⊆ C(X1, . . . , Xn) be the linear subspace spanned by the rational functions
1,Λ0/Λ1,Λ2/Λ1, . . . ,Λn/Λ1. Then, as dimL = n + 1, the (self) intersection index [ L, . . . , L︸ ︷︷ ︸
n + 1 times
] (see e.g. [12])
is equal to the degree of Λ, which is 1 (cf. Lemma 3.2). Let also v be the valuation as in 2.8. It follows from
(3.1) that {v(Λ1/Λ0), . . . , v(Λn/Λ0)} is the standard basis in Z
n. Denote by ∆ (resp. ∆(S(Λ))) the corresponding
simplex (resp. Newton convex body) in Rn (note that ∆ ⊆ ∆(S(Λ))). Then from [12, Theorem 11.2] we obtain
that 1 = Vol(∆(S(Λ))) ≥ Vol(∆) = 1. So the Newton convex body of the rational map Λ is the standard simplex
in Rn. It would be interesting to study the class of algebraic varieties X for which the latter property is satisfied
for any birational map X 99K X .
4. Intermedia: one group-geometric argument
4.1. Two sets of generators in G˜n. Let Gne be the set of all f ∈ G˜n such that a(f) 6∼ f for every a ∈ F2 \ {1}
(cf. Remark 3.3). Similarly, let Ge be the set of all f ∈ G˜n such that a(f) ∼ f for all a ∈ F2. In general, for any
g ∈ G˜n, let Eg ⊆ F2 be the group of those a for which a(g) ∼ g (i.e. Ef = F2 for all f ∈ Ge).
Example 4.2. It is easy to see that both sets Dn ∩Gne and Dn ∩Ge are infinite. Note also that Gne and Ge are
stable under the conjugation and inversion in G˜n.
4.3. The tree T . Recall that F2 acts freely, transitively and isometrically on a (four-valent) tree T (see Figure
1 below). Furthermore, if X is a Riemann surface of genus 2, the group F2 appears in the Schottky uniformization
of X (see e.g. [14]). Namely, since F2 ⊂ PGL2(C), one obtains a natural F2-action on P
1(C). Let S ⊂ P1(C) be
the closure of the set of attractive and repulsive fixed points for all γ ∈ F2. The complement Ω := P
1(C) \ S is
connected, Ω =
⋃
γ∈F2
γ ·D for D being the exterior domain of four non-intersecting circles on the Riemann sphere
P1(C), and X = F2\Ω for the proper discontinuous action F2  Ω.
This amounts to the next
Lemma 4.4. T ∼q.-i. Ω (the latter being a domain in P
1(C)).
Further, given f ∈ Ge let us suppose for a moment that a(f
c) 6= f c for all a ∈ F2, c ∈ G˜n. Identify T with its
set of vertices {a(f)}a∈F2 and similarly introduce the tree T
f
c := {a(f
c)}a∈F2 (thus T
f
c is another copy of T = T
f
1 ).
Then T fc carries a metric dist(∗, ∗), coming from the word metric on F2, so that dist(a(f
c), b(f c)) := dist(ab−1, 1)
for all a, b ∈ F2.
3) Now, gluing T fc with T
f
a(c)a (isometrically) via b(f
c) 7→ ba(fa(c)a) for all a, b ∈ F2 (we regard a,
hence a(c)a, as an element in G˜n acting on f by conjugation), we may identify the metric space
Cf :=
⊔
c∈G˜n
T fc /≍
with T (as a set). Here ≍ is the equivalence relation such that b(f c) ≍ ba(fa(c)a) for all a, b, c.4) (Note also that
the assertion of Lemma 4.4 obviously holds for Cf in place of T .)
3)Note that fc ∈ Ge and Efc = Ef for all c (cf. Example 4.2).
4)In fact, we have a′a(f) = a′(fa) = fa
′(a)a′ = fa
′a for all a′, a ∈ F2, which implies that ≍ is symmetric and transitive.
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Lemma 4.5. Cf is defined for any f ∈ Ge. More precisely, this Cf is q.-i. to Ω and coincides with T set-
theoretically, similarly as above.
Proof. We use notations from Section 2. Put x := [X0 : · · · : Xn] and fix an arbitrary a ∈ F2 \ {1}. Then,
since there is no c ∈ G˜n such that c
−1(g(c(x))) = a−1(g(a(x))) for all g ∈ G˜n (because a ∈ Out G˜n),
5) we can
associate with a(f c) an ordered pair {a; c}. Now, since {a; c} are all distinct for different a, c, we repeat the previous
construction of the trees T fc (with a(f
c) replaced by {a; c}). Finally, we use the fact that f ∈ Ge to glue the trees
T fc and T
f
a(c)a via ≍ as earlier, which gives Cf (∼q.-i. Ω) as wanted. 
Remark 4.6. We should stress that the proof of Lemma 4.5 really uses the specifics of situation in order to define
{a; c} correctly. In general, for the group PGLn+1(C), say, and automorphisms F2 ⊆ Aut(C) ⊆ Out acting on it,
or for the fundamental group π1(C, x) of a Riemann surface C ∋ x acted by a free group of Dehn twists, the same
constructions of Gne, Ge, etc. carry on, but similar to the above property (definition) of {a; c} breaks because it
depends, non-trivially, on the choice of a basis for PGLn+1(C) (resp. a base point x for π1(C, x)).
Remark 4.7. To say it in words, every T fc in the definition of Cf corresponds to a “coloring” of T (one for each
c ∈ G˜n), compatible with the F2-action (cf. Figure 1). In turn, the pairs { ; } from the proof of Lemma 4.5
can be considered as “local coordinates” (with T fc being “local charts”) on T , where the G˜n-part corresponds to
“coordinate bases”, while the F2-part is the “coordinate values”.
In view of Lemma 4.5, we will not distinguish between T and Cf in what follows, so that the tree T comes
enhanced with additional structure (cf. Remark 4.7).
The next result may be considered as the glimpse of a certain “Anosov property” enjoyed by the elements from
Ge, for one may observe an analogy between the (hyperbolic) Z-action on Diff (see the discussion in [4, §2] or in
[11, §5] for instance) and the F2-action on Ge in our case, with assertions “two elements f, g ∈ Diff are homotopic,
Cr-close, etc.” being replaced by “f ∼ g, f, g ∈ Ge”.
Proposition 4.8. For every f, g ∈ Ge, the group Efg is non-cyclic.
6)
Proof. Suppose that Efg = 〈b〉 for some b ∈ F2. Let us glue Cf with Cg as follows:
a(f c) ≍ a(gc) for all a ∈ F2, c ∈ G˜n.
(Obviously, the latter ≍ is compatible with the equivalence relation used to construct Cf and Cg above, and so we
keep the same symbol for both.) Again, since F2 ⊆ Out G˜n and f, g ∈ Ge, this construction is compatible with
the F2-action. In particular (to simplify the notations), we will assume that a(f
c) 6= f c, a(gc) 6= gc for all a ∈ F2,
c ∈ G˜n, as in Figure 1 below.
Further, in the preceding definition of the trees T fc we can formally replace each a(f
c) by the conjugacy class
Ca(fcgc′ ), with arbitrary a ∈ F2, c, c
′ ∈ G˜n, where again Ca(fcgc′ ) is regarded as a (“{value; coordinate}”) triple
{a; c, c′}, analogous to that in the proof of Lemma 4.5. Then we repeat the isometric gluings of T fc with T
f
a(c)a
5)Recall that a, g, c ∈ G act on Pn. Then c−1(g(c(x))) = a−1(g(a(x))) is understood as an identity between the elements in G. In
particular, this does not depend on the choice of x, so that the forthcoming {a; c} is correctly defined.
6)The arguments below work for the product of any f1, . . . , fm ∈ Ge and m ≥ 2.
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(resp. of T gc′ with T
g
a(c′)a) to get the tree T
′ ∼q.-i. T (the former being (formally) identified with {Ca(fg)}a∈F2),
carrying a free, transitive and isometric F2-action. Thus the construction/enhancement of T
′ is essentially the
repetition verbatim of that for T .
Lemma 4.9. There is an F2-equivariant ( continuous) map ϕ : T −→ T
′ of metric spaces which coincides with
the quotient map F2 → F2/ 〈b〉 on the sets of vertices. In particular, ϕ is surjective.
Proof. Identify T with its chart T f1 ≍ T
g
1 and set ϕ to be as follows:
(4.10) a(f) ≍ a(g) 7→ Ca(fg), a ∈ F2.
(Here we use the chart {Ca(fg)}a∈F2 for T
′ as well.) Clearly, the (set-theoretic) map ϕ is surjective and coincides
with F2 → F2/ 〈b〉 on the sets of vertices, since Efg = 〈b〉.
In order to extend ϕ to a metric morphism, it suffices to show the definition of ϕ does not depend, up to isometry,
on the (F2-equivariant) identification of T with T
f
1 (aka T
g
1 ). This will follow if we check the definition of ϕ does
not depend on replacing a by a′a for an arbitrary fixed a′ ∈ F2 and all a. But that is why we need the enhanced
T and T ′. Namely, regarding (as usual) a′ as an element in G˜n acting on f, g by conjugation, we simply go to the
chart T fa′ ≍ T
g
a′ of T so that ϕ now acts like this:
a′aa′−1(fa
′
) ≍ a′aa′−1(ga
′
) 7→ Ca′aa′−1(fa′ga′ ).
(Here T ′ is also considered in its other chart {Ca(fcgc′ )}a∈F2.) Thus we have replaced T , T
′ by their isometric copies
and defined ϕ for these also (compatibly with (4.10)). This is correct because the charts T f1 ≍ T
g
1 , T
f
a′ ≍ T
g
a′ , etc.
are (formally) distinct by construction. 
Lemmas 4.4 and 4.9 yield a 1-cycle fibration Ω −→ Ω which is q.-i. to ϕ:
f ≍ g
b(f)
b2(f)
T f1
fc = a(f) ≍ gc ≍ a(g)
aba−1(fc)
ab2a−1(fc)
T fc
T ∼q.-i. Ω T ′ ∼q.-i. Ω
ϕ
Cfg Ca(fg)
Figure 1.
But the latter is impossible for the domains in P1(C). Proposition 4.8 is proved. 
The set Ge generates a normal subgroupN in G˜n withN∩〈En〉 ⊇ Ge∩Dn 6= {1} (see Section 3 and Example 4.2).
We will see in Section 5 that the complement G˜n \ Gne ⊔ Ge contains an element Λ such that the group EΛ is
cyclic. This together with Proposition 4.8 implies that N ⊳ G˜n. We will show that in fact G˜n \N ∋ Λ for some
Λ ∈ 〈En〉 \ Ker(ξ) (cf. Proposition 3.4), which easily yields ξ(N ∩ 〈En〉) ⊳ UAutn−1 (see the discussion after
Corollary 5.6 below), hence Theorem 1.1. (Notice by the way that N ∩ 〈En〉 6⊂ Ker(ξ) because Ge ∩Dn 6⊂ Ker(ξ).)
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Remark 4.11. It would be interesting to test non-simplicity of any group G satisfying F2 ⊆ OutG and Ge · Ge ⊆
Gne ⊔Ge (cf. Question 6.4 below).
5. Proof of Theorem 1.1
5.1. We keep up with the previous notations. Let us assume in addition that n ≥ 4. Consider Λ ∈ En ⊂ G˜n
defined as follows:
Xi 7→ X
d−1
0 Xi,(5.2)
X4 7→ X
d−1
0 X4 + Λd(X2, X4, . . . , Xn)
for all i 6= 0, 1, 4. Let us also consider a1, a2 ∈ SL
′
n(Z) defined by
a1 : [1 : X1 : · · · : Xn] 7→ [1 : X1 : X2 : X
I1 : X4 : · · · : Xn],
a2 : [1 : X1 : · · · : Xn] 7→ [1 : X1 : X
I2 : X3 : · · · : Xn]
for I1 := (1,−1, 1, 0, . . . , 0) and I2 := (−1, 1, 1, 0, . . . , 0) (cf. Example 2.3).
Lemma 5.3. The elements a21, a
2
2 generate a free subgroup F2 ⊆ SL
′
n(Z).
Proof. Take a matrix ⋆ :=


1 0 0
0 1 0
0 a b

 with some a, b ∈ C. Then the matrix X ′ := ⋆a1 has entries X ′2,3 =
a,X ′3,3 = −a + b. Similarly, X
′′ := ⋆a2 has X
′′
2,3 = a + b,X
′′
3,3 = b. Letting a := 1, b := 0 and a := 0, b := 1
we obtain a homomorphism from the group generated by a21, a
2
2 onto the subgroup Γ ⊆ SL2(Z) generated by the
matrices

 1 0
−2 1

 and

1 2
0 1

. Hence it suffices to show that Γ ≃ F2. But the latter follows from the Ping-Pong
Lemma. 
Notice that a1Λa
−1
1 = Λ (i.e. a1 ∈ EΛ in the notations of 4.1). On the other hand, we have the following:
Proposition 5.4. There exists Λ of the form (5.2) such that aΛa−1 6∼ Λ for every a ∈ F2 \ {a
k
1}k∈Z.
Proof. Suppose that aΛa−1 = gΛg−1 for some a ∈ F2 \ {a
k
1}k∈Z and g ∈ G˜n. We will exclude only the case a := a2
for the general case is treated similarly. The map a2Λa
−1
2 acts as follows:
Xi 7→ X
d
3X
d−1
0 Xi,
X4 7→ X
d−1
0 X
d
3X4 + Λd(X1X2, X4X3, . . . , XnX3)
for all i 6= 0, 1, 4. At this stage we assume that Λd 6= 0 mod (X4, . . . , Xn). Then the map a2Λa
−1
2 contracts the
hyperplane H := (X3 = 0) to a point. On the other hand, we have
Lemma 5.5. gΛg−1 does not contract H.
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Proof. Write g = g1 · g2 as in Section 3. It suffices to consider only the case when g1 = 1 (for g1 ∈ PGLn(C) a
priori).
Put g−1i /g
−1
0 := Xi + ε for the components of g
−1, 1 ≤ i ≤ n, and some (varying) 0 ≤ ε ≪ 1. Let also
O := [0 : 1 : 0 : · · · : 0].
Now, since g = g2 ∈ Gn and Λ(O) = O, one can easily see that gΛg
−1 asymptotically equals Λ. More precisely,
as in the proof of Lemma 2.5 one finds that (Λg−1)i = Λi + ε for the components of Λg
−1 and Λ, respectively.
Furthermore, since ε can be expressed as an analytic function in Λi, locally near the point O, by the same argument
(with Xi and Λi interchanged) we get (gΛg
−1)i = Λi + ε for the components of g(Λg
−1). Thus gΛg−1 can not
contract H . 
From Lemma 5.5 we obtain a contradiction a2Λa
−1
2 6= gΛg
−1. This finishes the proof of Proposition 5.4. 
Let GΠn ⊆ G˜n be the maximal subgroup preserving the hyperplane Π = (X1 = 0). Take Λ as in the proof
of Proposition 5.4 and let Λ0 be the restriction of Λ to Π. Then from (the proof of) Proposition 5.4 we get the
following (with respect to the induced ρ(G)-action on Π):
Corollary 5.6. a1Λ0a
−1
1 = Λ0 and aΛ0a
−1 6∼ Λ0 in G
Π
n
∣∣
Π
for every a ∈ F2 \ {a
k
1}k∈Z.
We have En ⊆ G
Π
n and F2 ⊆ OutG
Π
n via the induced ρ(G)-action on Π (cf. Lemma 5.3 and Remark 3.3). Then
the arguments of Section 4, with the extra condition “modulo X1” added, apply verbatim to show that (N ∩G
Π
n )
∣∣
Π
is a proper normal subgroup of GΠn
∣∣
Π
such that (N ∩〈En〉)
∣∣
Π
6= {1} and Λ0 6∈ N
∣∣
Π
(for the latter we have also used
Corollary 5.6).
Lemma 5.7. ξ(N ∩ 〈En〉) ⊳ UAutn−1.
Proof. Indeed, we have
• 〈En〉
∣∣
Π
:= ξ(〈En〉) = UAutn−1 (see Proposition 3.4),
• Λ ∈ En and Λ0 = ξ(Λ) 6∈ ξ(N ∩ 〈En〉) = (N ∩ 〈En〉)
∣∣
Π
because Λ0 6∈ N
∣∣
Π
,
• N ∩ 〈En〉 6⊂ Ker(ξ).
This shows that ξ(N ∩ 〈En〉) 6= {1}, UAutn−1, i.e. ξ(N ∩ 〈En〉) ⊳ UAutn−1. 
Lemma 5.7 finishes the proof of Theorem 1.1.
6. Final comments
The way we used the groups G,Gn and En to prove Theorem 1.1 makes it reasonable to develop the preceding
arguments more systematically and study other subgroups in Crn which “behave expectedly at infinity”. Let us
advocate this thesis by proving the following:
Proposition 6.1 (cf. [7, 5.1]). For any, not necessarily algebraically closed field k ⊂ C, the group Crn is not
embedable into GLm(C) for all m ∈ N ∪ {∞} and n ≥ 2.
7)
7)After the text has been written, I was informed by S. Cantat about http://perso.univ-rennes1.fr/serge.cantat/Articles/cnl-5.jpg,
where a similar statement had been proved (via a group-theoretic argument) for every finite m ∈ N.
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Proof. Take g1 ∈ Dn and g2 ∈ SL
′
n(Z) any unipotent element. Consider the group E := 〈g1, g2〉 ⊂ G. Let us also
suppose that g21 = 1. We can always choose g1, g2 in such a way that E = 〈g1〉
⊕k
⋊ 〈g2〉 for some 2 ≤ k ≤ n.
Lemma 6.2. E is not embeddable into GLm(C) for any m ∈ N ∪ {∞}.
Proof. Here we follow the paper [9]. Suppose that E ⊂ GLm(C) for some m.
Consider a word metric distE on E and the corresponding metric space (E, distE). Then, since the extension
〈g1〉
⊕k
⋊〈g2〉 ⊂ GLm(C) is non-trivial, we may assume that 2 ≤ m <∞, which gives a natural isometric embedding(
E, distE) →֒ (
〈
〈g1〉
⊕k
, S1
〉
⋊R, dist
)
, for log
(
dist
∣∣
E
)
= distE , such that (
〈
〈g1〉
⊕k
, S1
〉
⋊R, dist
)
is a hyperbolic
space and s × R is a horocycle for all s ∈
〈
〈g1〉
⊕k
, S1
〉
(see [9, 2.B, (d), (e), (f)]). In particular, since g21 = 1 and
〈g2〉 = Z ⊂ R, this implies that Con∞(E), the asymptotic cone of E (with induced metric), is totally disconnected
(op. cit.).
On the other hand, since ga2 ◦ g ◦ g
b
2 = g
′ ◦ gc2 for all a, b ∈ Z, g ∈ 〈g1〉
⊕k
and some c := c(a, b) ∈ Z, g′ := g′(g) ∈
〈g1〉
⊕k
, the group E ⊂ Gn (obviously) acts as Z = 〈g2〉 on the Berkovich spectrum of C
n (cf. [13, Section 5]).
In particular, we obtain that (E, distE) is q.-i. to Z with the corresponding word metric (see [9, 0.2.C]), which
implies that Con∞(E) = R with the usual metric (see [9, 2.B, (a)]). This contradicts the previous paragraph. 
Lemma 6.2 proves Proposition 6.2. 
Remark 6.3. It would be interesting to construct examples of algebraic varieties X over a number field F for which
the above non-embeddability result for Crn provides a non-trivial obstruction to rationality of X over F .
Finally, Corollary 2.9 relates Gn to hyperbolic groups and groups with small cancellation (cf. [3]), which together
with results of Section 3 makes one ask the next
Question 6.4. Let G be a group such that F2 ⊆ OutG. Is G non-simple?
Unfortunately, the answer to Question 6.4 is negative in general, as the case of the group G := PGLn+1(C)
(with F2 ⊂ Gal(C/Q) ⊆ OutG) shows.
8) However, the latter indicates an interesting difference between the groups
G˜n and PGLn+1(C), which together with the proof of Theorem 1.1 suggests a way to attack the (non-)simplicity
of Crn for all n ≥ 2 (basically, one constructs a normal subgroup N ⊆ Crn
9) exactly as in Section 4 above (cf.
Remark 4.11), and tries to show that N 6= Crn, arguing as in Section 5 for instance).
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