Monitoring of long steel pipes using acoustic emission by Shehadeh, Mohamed F.
  
Monitoring of Long Steel Pipes using Acoustic 
Emission 
 
 
Mohamed F. Shehadeh  
 
Submitted for the degree of doctor of philosophy on completion of research in the 
School of Engineering and Physical Sciences, Mechanical Engineering, 
Heriot-Watt University 
January 2006 
 
 
 
 
 
 
 
This copy of the thesis has been supplied on condition that anyone who consults it 
is understood to recognise that the copyright rests with its author and that no 
quotation from the thesis and no information derived from it may be published 
without the prior written consent of the author or of the University (as may be 
appropriate). 
Abstract 
 
This thesis relates to the condition monitoring of long steel pipes using acoustic 
emission (AE).  A number of experiments were carried out on pipes with a range of 
internal and external environments using a linear axial array of sensors with the 
ultimate aim of locating and reconstituting the time-domain and frequency-domain 
signatures of AE sources. The AE waves were generated from simulated, 
discontinuous, continuous, and semi-continuous sources and from real sources 
generated by impacts and crack propagation. 
 
The simulated source work in different internal and external environments was 
carried out to develop a generic empirical approach to AE propagation in long steel 
pipes which acknowledges the distortion of a source disturbance in the time and 
frequency domains.  Generally, the acquired signals have two identifiable 
components and methods are developed for separating these components 
automatically and determining their group velocities. A simple model for 
attenuation is also developed which includes effects brought about by burial of the 
pipe and /or the nature of the fluid transported (liquid or gas).  
 
In the impact and crack extension tests a variety of intensities were simulated and 
the effect of type and intensity on time- and frequency-domain characteristics of the 
source was determined. The overall outcome is the demonstration of the potential 
of AE for identifying the nature, intensity and location of damaging events, such as 
crack growth and denting, and for the location and intensity assessment of leaks. 
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Chapter 1: Introduction 
 
1.1 Overview 
 
Pipelines and piping systems are important in many industrial fields for 
transporting both gases and liquids. Release of flammable or toxic materials or 
even large amount of water can be serious [1-4], and so there is a continuing 
interest monitoring for evidence of cracking, corrosion and erosion, fatigue crack 
propagation and leaks. A great many authors have presented AE as suitable 
technique for continuous automatic monitoring of a wide range of structures, 
processes and machines [5-8]. 
 
1.2 AE Background 
 
AE has been demonstrated, in the last 20 years, to be as a nondestructive testing 
technique, which can detect growing cracks and discontinuities in structures by 
monitoring their AE signals. Generally,  crack growth and plastic deformation are 
known to be sources of acoustic emission [9, 10], and discontinuities that enlarge 
under load generate acoustic emission by virtue of their size, location and 
orientation. AE has been used in experiments, not only to determine the onset of 
damage growth and to observe the nature of AE signals for different materials and 
loading conditions, but also to obtain additional information on the different 
damage types occurring during the test [11]. AE is therefore important not only in 
inspection, but also in monitoring and detecting in incipient failure, and much work 
has been done on damage evaluation, identification of AE sources, and correlation 
between AE parameters and different types of sources [11-13]. Also, it should be 
noted that AE differs from most other nondestructive methods in two ways. First, 
the sonic energy that is detected is released from the test object rather than being 
supplied by pulsing, as in ultrasonics or radiography. Second, the acoustic emission 
method is capable of detecting the dynamic processes associated with material  
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degradation (e.g. cracking, plastic deformation), rather than the symptoms of failure 
(e.g. increased vibration). 
 
Acoustic emission examination is now reasonably well established for monitoring 
structures, detecting leaks and incipient failures in mechanical equipment, and for 
characterising materials behaviour. Some examples of applications [14-17] include: 
 
1- Mechanical property testing and characterisation; 
2- Proof testing; 
3- On-line monitoring of structures and processes; 
4- In-process weld monitoring; 
5- Machinery signature analysis; and 
6- Leak detection and location.  
 
By definition, on-line monitoring may be continuous or intermittent, and may 
involve the entire structure or a limited zone only. Finally, the AE method can be 
used to prevent catastrophic failure of pipes with unknown discontinuities, and to 
limit the maximum pressure during containment system tests [6]. The detection of 
progressive and catastrophic failure events is important for the increased safety and 
reliability of pipes and pipeline systems [6, 18]. 
 
1.3 Objectives 
 
So far, little practical work has been done on the characteristics of AE wave 
propagation on long steel pipes and none, to the knowledge of the author, on the 
effects of internal and external environments. Therefore, the main aim of this 
research is to study these characteristics including an identification of time and 
frequency aspects using simulated and real sources. This is done using a linear 
array of sensors distributed axially along the pipe.  
 
The scope of investigation includes discontinuous (pencil-lead), continuous and 
semi-continuous (gas jet) simulated sources and a set of real sources (consisting of 
dropped weights and crack spreading) in freely suspended pipes in air, with water 
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inside, and/or with sand of varying degrees of wetness outside. The research 
objectives can be categorised into two areas: 
 
1- To improve the precision of source location in real situations.  
2- To assess the degree of distortion encountered by a wave as it propagates 
from the source to a distant sensor.  
 
1.4 Thesis Outlines  
 
This thesis consists of six main chapters, with an introduction and conclusions and 
recommendations.  
 
Chapter 2 reviews relevant literature on AE monitoring, including general aspects 
of AE propagation and transduction, source location and attenuation, signal 
processing techniques and monitoring applications, particularly pipelines.  
 
Chapter 3 introduces the experimental apparatus used throughout the thesis, and 
discusses the experimental approach and procedures.  
 
Chapter 4 applies conventional and novel techniques for source location on plain 
pipes subject to discontinuous simulated sources. The techniques are compared 
with a view to establishing the most accurate approach.    
 
Chapter 5 analyses and discusses the results for attenuation effects on pipes with 
different external and internal environments. A simple model is presented to 
separate the effects of the pipe and its interfaces on attenuation.   
 
Chapter 6 presents and discusses the results for the continuous and semi-continuous 
sources. Energy analyses using time and frequency domains, along with appropriate 
digital filters are used to develop ways of locating such sources. 
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Chapter 7 analyses and discusses the results of experiments using crack spreading 
sources. Energy-based models are established for each of these sources and their 
characteristic temporal aspects noted.  
 
List of Existing and Planned Publications Involving the Thesis Author: 
 
1- Shehadeh, M., Elghamry, M., Steel, J.A. and Reuben, R.L., "AE Source 
Location in Long Steel Pipes Using Cross-Correlation and Wavelet 
Transforms", Proceedings 17th International Congress on Condition 
Monitoring And Diagnostic Engineering Management, 2004, Cambridge, 
pp. 250-259. 
2- Shehadeh, M., Elghamry, M., Steel, J.A. and Reuben, R.L., "Effect Of 
Internal and External Environment on Acoustic Emission Propagation in 
Long Steel Pipes", Proceedings 9th International Mining, Petroleum, and 
Metallurgical Engineering Conference, Met. Sec., Cairo, 2005, Paper 23. 
3- Shehadeh, M., Steel, J.A. and Reuben, R.L., "Acoustic Emission Source 
Location for Steel Pipe and Pipeline Applications: the Rôle of Arrival Time 
Estimation", in Proceedings IMechE, Part E, J. Process Mechanical 
Engineering, Vol. 219 (In Press.), 2005. 
4- Shehadeh, M., Steel, J.A. and Reuben, R.L.,” Aspects of AE Attenuation in 
Steel Pipes in Different Internal-External Environments”, (in preparation).  
5- Shehadeh, M., Steel, J.A. and Reuben, R.L., “Monitoring Continuous and 
Semi-Continuous Signals in Long Steel Pipe using Acoustic Emission”, (in 
preparation). 
6- Shehadeh, M., Steel, J.A. and Reuben, R.L., “AE Generated by Impact and 
Crack Spreading in Steels”, (in preparation). 
 
 
 
 
 
  4
Chapter 2:  Literature Review  
 
2.1 Introduction  
 
AE is the name given to elastic waves released in solids as a result of rapid 
localised redistributions of stress, which can be produced by a number of known 
phenomena, including some failure mechanisms such as fatigue crack propagation. 
An AE source radiates energy in all directions, and any suitable sensor located 
sufficiently near to the source will detect the signal, which is generally a complex 
transient disturbance. The essential problem in AE monitoring is interpreting this 
complex disturbance in a way that yields information on the condition of the 
structure, machine, process or component of interest. During the last 20 years, AE 
analysis has been used and developed in a wide range of applications including: 
detecting and locating faults in pressure vessels [19]  and leakage in storage tanks 
and piping systems [20], monitoring welding [21] and corrosion-erosion processes 
[22], detecting partial discharges from components subjected to high voltage [23] 
and the failure of protective coatings [24].  
  
A vast literature has built up around AE monitoring and this is reviewed in the 
following way in this chapter. First, the basics of AE propagation and transductions 
are reviewed leading to a critique of methods used for source location and the value 
of attenuation studies.  This section will culminate in a statement of the state of 
knowledge of how on AE source signal is distorted as it travels to the sensor. Next, 
the signal processing techniques traditionally used for AE analysis will be 
described followed by a critical summary of relevant novel and traditional 
techniques. Finally, a section on applications will be included, commencing with an 
identification of the main types of AE source and including a review of applications 
to pipelines and process vessels. 
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2.2 Acoustic Emission Wave Propagation and Transduction 
 
Figure 2.1 illustrates the problem of AE monitoring which is to determine as many 
characteristics of an AE source (its nature, its location, its severity) as possible 
using signals acquired at one or more surface-mounted transducers. Since AE is an 
elastic wave, all sources are essentially releases of elastic energy, although this 
itself may only be a reflection of the monitoring target, such as in the use for 
particle impacts on the wall of a process vessel. As has been aptly pointed out by 
Hamstad et al [25], there have been numerous studies of AE wave propagation 
aimed at solving the basic problem of detecting what is the transfer function (time, 
frequency, amplitude distortion) which is introduced by propagation from the 
source (for this purpose, defined as the elastic disturbance) to the location of the 
sensor. Once at the sensor, there is a second transfer function associated with the 
transduction of the surface elevation to an electrical signal. The third link in the 
chain, that of translating a physical phenomenon (such as impact or unit of fatigue 
crack extension) to a transient elastic disturbance relies heavily on a description of 
these two transfer functions.  
 
However, AE waves can be rather complex, depending on transmission path, 
geometry and other structural features [26-28], and many attempts have been made 
to model the AE propagation using classical wave theory [29-32], and to apply such 
models to practical situations, with only partial success.  
 
AE waves can be attenuated in a number of ways such as during reflection, 
refraction, scattering and mode conversion [28], some of which result in secondary 
waves which may themselves be detected by the sensor.  In this section, we 
concentrate on the propagation and transduction of AE waves and we examine the 
extent to which the extremely complex wave propagation phenomena can be dealt 
with using simple analytical considerations.  
                                                                                                                                                                    
  6
 
 
  
 
 
 
 
 
Figure 2.1: Schematic representation of AE monitoring problem 
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2.2.1 Wave Modes 
The most commonly considered AE wave types are dilatational (compression) 
waves, distortional (shear) waves, surface waves (Rayleigh) and Lamb waves (or 
plate waves) [10, 33], and separation of modes is generally applicable only for 
longer source-sensor distances where the wave front is essentially planar [28]. In 
real structures, AE wave types cannot be controlled, and the different wave types 
travel over different paths and at different speeds, each of which will depend on the 
properties of the propagating medium and any surrounding media. As well as the 
source stimulating an unknown collection of modes, reflection, refraction and mode 
conversion occur when the wave impinges on boundaries so that some distortion of 
the source signature is bound to occur. Because different modes may suffer 
different degrees of attenuation, this further contributes to source distortion.  
 
Elastic waves can only propagate within the body of solid materials as either 
longitudinal (compression) waves or transverse (shear) waves and hence these are 
the only types which occur in infinite media. The particle motion in a longitudinal 
wave is parallel to the wave propagation direction and consists of localised 
compressions and rarefactions of the medium, Figure 2.2a. Transverse waves are 
characterised by particle motion which is perpendicular to the wave propagation 
direction, Figure 2.2b. The velocity of longitudinal waves (c1) is frequency 
independent and is given by the following expression: 
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where E is Young’s modulus of elasticity for the material; 
 ρ is the density of the material; and  
 ν is Poisson’s Ratio for the material. 
 
By contrast shear waves travel as an oscillatory shearing motion between 
successive atomic planes normal to the direction of travel. The velocity of shear 
waves (c2) is also independent of frequency and is given by the following 
expression: 
 
( )νρ += 122
Ec  (2.2)
 
so that the ratio of the compression wave speed to shear wave speed is always 
greater than unity, typically around 2 for most metals. 
 
If the wave reaches an interface, some of the incident energy will be transmitted 
into the adjoining medium, some will be reflected, and some can be propagated 
along the boundary as a surface-wave [28]. Because the modes of reflected and 
incident waves are often different it is sometimes useful to think in terms of mode 
conversion at boundaries even though the transition will not be very sharp. 
 
For semi-infinite media, a third type of wave can also exist, called Rayleigh waves, 
Figure 2.2c. These waves have some of the characteristics of shear waves and some 
of compression waves and propagate at a speed a little lower than that of shear 
waves [28], typically about 0.9 of the shear wave velocity [27]. 
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a) Longitudinal wave 
 
 
 
 
 
 
 
b) Shear wave 
 
c) Rayleigh wave 
Figure 2.2: The main AE wave types in infinite and semi-infinite media 
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In an infinite medium bounded by two surfaces, such as a plate, the waveforms 
couple at the surfaces to produce more complex propagation modes called Lamb 
waves. The two basic wave mode classes are shown in Figure 2.3, normally 
referred to as symmetric (s0) or extensional and asymmetric (a0) or flexural wave 
modes.  
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 Figure 2.3: Zero-order Lamb wave modes 
 
In Lamb waves, the particles move in ellipses, and the relative magnitudes of the 
motion parallel and perpendicular to the plate depend on mode and frequency in a 
complicated manner. Surgeon and Wevers [33] have noted that, of the three classes 
of wave modes in wave plate theory, only the extensional and the flexural modes 
can be detected in practice. Also, Gorman and Prosser [34] and Gorman [26] 
working with aluminium and composite material have showed experimentally that 
one or two of the Lamb modes are generated in cases where the wavelength (λ) 
(Figure 2.2a and 2.2b) is much larger than the plate thickness. Also, they noted that 
the classical plate equation governs the wave motion for waves of wavelength 
much larger than the thickness of the plate. The wavelength is related to the 
velocity and frequency by λ=V/f [27] and, accordingly, each generated component 
is different in frequency and velocity and depends on the source type and medium 
through which AE is propagating [26]. In an isotropic material the in-plane 
displacement for the extensional mode is governed by the equations [34]: 
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and 
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where x and y are the coordinate axes in the plane of the plate, u and v are the 
displacements along these axes respectively, v is Poisson’s ratio, ρ is the density, 
and A is given by: 
 
)1( 2ν−=
EhA  (2.5)
 
where E is Young’s modulus and h is the thickness. Due to the Poisson effect, the 
extensional mode may also include of an out-of-plane displacement.  
 
The flexural motion is governed by: 
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2
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wwD ρ  (2.6)
 
where w is the displacement along the z axis which is normal to the plate, and D is 
the bending stiffness per unit breadth given by: 
 
)1(12 2
3
ν−=
EhD
 
(2.7)
 
Generally speaking, Lamb waves are dispersive [28], the wave velocity being 
related to the ratio of the plate thickness and wavelength [26]. At higher frequency-
thickness products (around 10mm MHz for steel) AE waves can be considered to 
be non-dispersive, making for easier source location [28]. For example, Holford 
and Carter [35] and Surgeon and Wevers [33] identify the fact that AE modes in 
thin plates are dispersive and noted that the arrival times of different frequencies 
can be used to improve source location accuracy, leading to the possibility of using 
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a single sensor to locate AE. Also, Jeong and Jang [36] have used the WT of the 
dispersive AE modes to locate sources accurately, and propose that AE should be 
identified before signal processing to provide  an accurate source location.  
 
For pipelines, wave propagation effects depend on the transmitting structure 
(mostly shape and material), the fluid contained in the pipe, the surrounding 
medium and some other environmental aspects, such as temperature and internal 
gas pressure [20, 28, 37]. The AE energy is partly reflected and partly transmitted 
when it encounters a boundary with a surrounding medium or the fluid contained in 
the pipe [28]. The partitioning between transmitted and reflected waves depends on 
the angle of incidence and relative material acoustic impedances; when the two 
materials are well matched in acoustic impedance a large proportion of the energy 
will be transmitted, e.g. steel and water, but, if they are poorly matched, most of the 
energy will be reflected, e.g. steel and air. The reflected and transmitted waves will 
generally be of a different nature to the incident wave, normally referred to as mode 
conversion [10, 28]. For two materials of different acoustic impedance, Z1 and Z2, 
the percentage of energy transmitted, Et is given by: 
 
( ) 100
4
2
21
21 ×+= ZZ
ZZEt  (2.8)
  
and the percentage of energy reflected, Er is given by 
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where Z = ρ.V, and ρ is the material density (kg/m3) and V is the wave speed (m/s). 
 
When the acoustic impedances of two media are well-matched (Z1 ≈ Z2), the 
incident wave is largely transmitted to the other medium, as shown in Figure 2.4a. 
On the other hand, when the acoustic impedances are very dissimilar (Z1 >> Z2 or 
Z2 >> Z1), the incident wave is mostly reflected, as shown in Figure 2.4b. The 
acoustic impedances of some common materials can be seen in Table 2.1.  
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 Both longitudinal waves and shear waves can be reflected or refracted when they 
impinge on a boundary. The angles of reflection and refraction depend on wave 
velocities in the material and can be calculated by Snell’s Law: 
 
321
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γβθ ==
 
(2.10)
 
where  θ, β, and γ are shown in Figure 2.4; and  
 V1, V2 and V3 are the relevant wave velocities. 
 
Mode conversion can also occur at a boundary when the acoustic impedances of the 
two media are different and angle of incidence is not normal to the interface, 
leading, for example, to longitudinal waves transforming to shear waves or shear 
waves transforming to Rayleigh waves [28]. For example, incident wave (V1) may 
be reflected as the same type (V2) while some is transmitted to the other medium as 
a different type (V3), as shown in Figure 2.4c. The angle of incidence of each wave 
can be determined using Equation 2.10 and the relevant wave velocity. 
 
 
(a) Refraction  (b) Reflection 
 
c) Reflection and refraction 
Figure 2.4: Reflection, refraction and mode conversion of waves at boundaries 
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 Material Acoustic impedance, Z ×10
6(kg/m2s) 
Dry sand 0.26 
Steel 45 
Clay (saturated) 1.8 
Water 1.5 
Air 4.3 
Table 2.1: Acoustic impedances of some common materials 
[27, 38-40] 
 
In long structures the AE energy may propagate through different media being 
partially transmitted and partially reflected at interfaces, as illustrated schematically 
in Figure 2.4. Pollock [28] has suggested that the Lamb modes can be considered to 
be multiply reflecting and mode converting longitudinal and shear waves which 
may be changed into various other Lamb modes on reflection from the plate ends or 
be transmitted into the water-filled pipe, the Lamb wave losing energy as 
compressional waves in the water. Also, Fuller and Fahy [41] have studied the free 
waves in fluid-filled cylindrical shells and noted that free wave behaviour depends 
on the thickness of the shell wall and the ratio of the density of the shell material to 
the density of the contained fluid.  
 
2.2.2 Attenuation 
To evaluate and locate AE signals it is often useful to know how much the signal is 
attenuated in the material or structure of interest. If nothing else, a knowledge of 
attenuation is essential to ensure that sensors can be placed appropriately on large 
or complex structures [42, 43]. Attenuation of AE can arise from geometric, 
absorption, “leakage” or dispersion effects [10, 28]. 
 
AE waves generated by a localised source in an infinite medium spread as spherical 
surfaces in all directions from the source. Geometric attenuation arises from the law 
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of conservation of energy, where the energy of the wavefront remains constant 
along the propagation path, and so the amplitude of the wave (A) will decrease 
inversely with propagation distance (r), A=k1/r. In plates, wave propagation can be 
considered to be two-dimensional, expanding as a cylindrical wavefront, so the 
wave amplitude decreases inversely as the square root of the propagation distance 
(r), A=k2/ r , in order to maintain a constant energy at the wavefront.  
 
In pipelines, the wavefront becomes effectively plane after a short distance and so 
geometric attenuation is very small. AE waves are also subject to absorption or 
damping in the propagation medium, where the AE signal amplitude and energy 
usually fall exponentially with distance. The attenuation coefficient is directly 
proportioned to the frequency and depends on material properties, and this can lead 
to a kind of structural filtering where some frequencies are attenuated more than 
others [28, 35].  
 
Leaking of the wave energy into adjacent media can occur at internal or external 
boundaries. In pipes, this is particularly significant, since both boundaries are 
present along the entire propagation path, which can lead to the situation where 
much of the energy is carried in the fluid inside the pipe [28].  
 
Dispersive attenuation occurs in waves where velocity varies with frequency so that 
an initial sharp transient will become more spread in time as it propagates. The 
main practical consequence of dispersive attenuation [28] is for dispersive modes 
(e.g. asymmetric Lamb modes) to become more attenuated with distance than non-
dispersive modes. 
 
In some structures the energy attenuation in one dominant transmission path from 
source to sensor can be described using a simple absorption law [17]:  
 
kxeExE −= 0)(  (2.11)
 
where  E(x) is AE energy at distance x from the source (V2.s); 
E0 is the energy of the source (V2.s); 
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k is attenuation factor (m-1); and 
x is the source-sensor distance (m).  
 
AE wave attenuation is often measured empirically [10, 44, 45] using a logarithmic 
scale (decibel) [44], where the relative amplitude (Ar) is given by: 
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where Ai is the maximum signal at a receiver sensor at a distance, x from the 
source, and Ao is the maximum signal amplitude at the source position. The 
amplitudes can be measured in volts provided that the amplifiers are consistently 
calibrated. 
 
Wave attenuation can then be determined from a plot of the relative amplitude 
versus distance and can be expressed as decibels per unit distance [44], determined 
by: 
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where   α is the attenuation coefficient (dB/m),  
A1 is the amplitude of the signal at Sensor 1, (V) 
A2 is the amplitude of the signal at Sensor 2, (V) and; 
D is the distance between Sensor 1 and Sensor 2, (m). 
 
A practical example of differential attenuation effects is given by Holford and 
Carter [35] who recognised two distinct Lamb wave modes in 12m long structural 
steel girders. The signal was generated by a Hsu-Nielsen source and measured at 
various source-sensor distances, and it was observed that the non-dispersive mode 
is essentially an extensional wave, which travels faster than the highly dispersive 
flexural mode. A low pass filter at 100kHz was used to separate the two modes, 
since the extensional mode was of predominantly higher frequency. Holford and 
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Carter [35] also suggested that, for the near-field zone, the higher attenuation was 
attributed to geometric spreading and, for the far-field zone, the attenuation was 
caused by absorption or conversion of AE wave energy into heat. 
 
2.2.3 Source Location 
Source location is central to AE based inspection, such as proof testing of metallic 
and composite vessels, and also in monitoring applications including pipe leakage 
and bridge monitoring [11]. Many applications of source location are on less 
complicated structures, such as pipes and plates and with sensors that are assumed 
to be points in time and space. The time of arrival of the AE wave propagating 
from source to sensor is the main feature that is extracted from the detected signal, 
and, by measuring this arrival time at various sensors in an array, the position of the 
source can be determined. The following two sections review the types of 
geometric algorithms that are used to determine source position given arrival times 
at the sensors, and this is followed by a discussion of methods used in less clearly-
defined cases. 
 
2.2.3.1 1D Source Location  
Two sensors are sufficient to calculate the location of a source where the direction 
and velocity of wave propagation are known. A common equation used for linear 
source location (Figure 2.5) is [10]: 
 
)(
2
1 tVDx ∆−=  (2.14)
 
where  D is the distance between sensors, 
V is the constant wave velocity, 
∆t is the time difference between hits, and 
x is source location measured from the first hit sensor.  
 
For pipes, linear location is most appropriate when the sensor separation is large 
compared to the diameter of the test object. As this ratio reduces, sources close to 
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the sensors can be miss-located if they are away from the direct axial line through 
the participating sensors. 
 
 
 
 
 
Figure 2.5: Linear source location 
  D 
 
 
Depending on the wall thickness, a source may generate an AE signal which 
contains Rayleigh, shear and the two basic Lamb wave modes. Since these modes 
are produced at the same location, but propagate at different velocities, they will 
arrive at a sensor at different times. For the example of Lamb waves, using the 
arrival time difference between the extensional and the flexural mode and knowing 
the propagation velocity of both modes makes it possible to back-calculate the 
source location with a reduced number of sensors.  
 
Lamb wave arrival time techniques depend on isolating the different frequency 
components, which travel at different velocities. If the two velocities of the 
components the higher, VH, and the lower, VL, and the time lag (∆t) between their 
arrivals at a given sensor are measured, then the source to sensor distance (x) is 
given by [10]: 
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It is important to emphasise that application of this technique to a given structure 
requires a thorough understanding of source behaviour, background noise, wave 
propagation and attenuation effects as a function of structural details. Prior 
consideration of the implications of the relationship between structure thickness, 
S2   S1   
x1 x2
   ☼ 
Source  
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frequency and source velocity, as described by the dispersion curves is vital if the 
method is to be successfully applied. 
 
2.2.3.2 2D Source Location  
Two-dimensional source location can be applied to a plane surface or a curved 
surface. The simplest analysis assumes an infinite plane and the ideal condition 
where the stress waves propagating from the source travel at constant velocity V in 
one direction. If the source is at P1, and two sensors are placed at S1 and S2 
(Figure 2.6) the equation of a hyperbola:  
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can be written, where any point satisfies the input data (the hit sequence and time 
difference measurement ∆t). Equation 2.16 can be used for most cases of 2D source 
location on a plate, because any point on the hyperbola satisfies the input data, 
wave arrival sequence and arrival time difference. 
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Figure 2.6: Source location in two dimensions 
 
Also, the energy technique can be used to locate the source (essentially for 
continuous emission) in two dimensions by rearranging the Equation 2.10 as [46]: 
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 where xi and xj are the distances from the AE source to the ith and jth transducer, 
respectively; E(x) is the amplitude of a wave registered by a transducer at a distance 
x from the source; and k is the attenuation factor for waves in a given medium.   
 
Barat et al [47] have derived an algorithm to locate an AE source at coordinates 
(R,θ,z) on a cylindrical surface, using three sensors So, S1 and S2 located at 
positions (R,0,0), (R,θ1,z1) and (R,θ2,z2). They expressed the shortest distance 
between source and sensor on the cylindrical surface by: 
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where R is the cylinder radius.  
 
If the arrival times (∆t) between the sensors are determined experimentally, and, 
assuming the AE wave speed to be constant (V), the distances between sensors So 
and S1, So and S2 are: 
 
δ1=∆t1V 
δ2=∆t2V 
(2.19)
 
respectively. Solving Equations 2.18 and 2.19, will allow θ and z to be determined 
and hence the source to be located on the cylindrical surface. 
 
2.2.3.3 Location Methods in Practical Situations 
In practical situations, the source is rarely a true step function, and is often 
distributed in time. Moreover, it is entirely possible that a number of sources will 
be operating each with its own temporal and magnitude characteristics. Finally, as 
pointed out by Pollock [28] it is unlikely that any of the ‘pure’ modes indicated by 
plate theory will be present although the propagating wave can often be split into 
components which show characteristics of them. Nivesrangsan et al [42] have 
approached the multi-source problem on the relatively complex structure of a diesel 
  20
engine and have demonstrated that characteristic speeds and frequency bands can 
be used to enhance the quality of information about the relative times and locations 
of sources.   
 
Continuous sources are rather more difficult to locate, since they generally do not 
contain any reference events which can be used to determine relative arrival times 
at sensors. Thus, energy-based methods are most commonly used each sensor being 
assigned a zone on the structure [10]. The highest output sensor in an array can be 
used to locate the source, and some improved resolution can be achieved by using 
the two highest output sensors, Figure 2.7. However, for many real situations it is 
impractical to deploy enough sensors to make zone location accurate and better 
source location can be achieved by knowing the attenuation properties of the 
structure and using these to interpolate for source position between two sensors of 
highest output using techniques similar to those described in the previous two 
sections. 
 
If the continuous source has any temporal structure to it, it is possible to use cross-
correlation to obtain a time difference, and hence use time and velocity to locate the 
source, as for burst type emission.    
 
S1
S4S3S2S1
S4S3S2
(a)
(b)
Zone 1 Zone 2 Zone 3 Zone 4
Source
Source
 
Figure 2.7: Schematic diagram of zone location method (adapted from [10]) where 
(a) output of sensor 2 is the highest , and  (b) output of sensor 2 is highest and that 
sensor 3 is second highest 
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2.2.4 Transduction  
Generally, AE transducers involve a piezoelectric element, which is most often 
made from lead zirconate titanate [15]. Commercial transducers are available with 
different crystal shapes and sizes providing a range of frequency responses. 
Generally, narrow-band sensors have high sensitivity and broad-band sensors lower 
sensitivity. The frequency response of the sensor/preamplifier combination depends 
on the electrical impedance of the sensor element, and calibration is important to 
match the amplitude and phase response of the sensor to the surface displacement 
over its frequency range [48].  
 
As well as using an appropriate transducer correct mounting of the sensor on the 
test object is important [49], using suitable acoustic couplant (e.g. grease or water-
based gel), is necessary to improve the reliability of AE detection. Wolfinger et al 
[50], for example, working with fibre reinforced plastic structures, improved the 
efficiency of a monitoring system by using integrated transducers where the high-
pass filter was built in. Also, Grondel et al [8] have investigated the Lamb wave 
modes carried in riveted aluminium plate by stimulating these with a piezoelectric 
transducer and using calculated dispersion curves to identify an appropriate 
frequency-thickness product on which to focus AE analysis. They pointed out that 
optimizing the dimension and frequency response of the piezoelectric elements was 
essential to achieve success in fatigue monitoring.  
 
2.3 Signal Processing 
 
Recorded AE signals can be broadly categorized into burst, continuous and mixed. 
Burst signals take the form of discrete transients, as shown in the Figure 2.8a, an 
example being crack growth. The shape of a burst waveform is often approximated 
by an exponentially decaying sinusoid. Continuous emission has a random 
oscillatory appearance as shown in the Figure 2.8 b, and essentially results from the 
overlapping of multiple burst type signals of indistinguishable amplitude, and a 
typical example is process “noise” resulting, say, from fluid flow. In most practical 
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situations, both burst and continuous signals are recorded (Figure 2.8c) where both 
components may be of interest or one or the other may constitute noise. 
 
 
Figure 2.8: Schematic representation of different AE signal types [10] 
 
 
AE data essentially consist of one or more time series with frequencies in the range 
of 0.1 to 1 MHz. As such, the features of the signals can be found in the time- 
and/or frequency domains. Although time domain analysis is widely used in AE 
applications, and is direct and conceptually simple [51], frequency analysis can 
often given an indication for the source type and spectral decomposition can be 
used to distinguish different propagation modes [51, 52]. For example, in support 
of a patent application, Powell and Dimmick [53] have used a Fast Fourier 
Transform (FFT) of the detected signal to identify the type of faults in valves each 
fault having a specific spectral signature. Kwan and Leach [54] have presented a 
technique for determining the average diameter and average length of glass 
cylinder particles using spectral peaks of AE of the AE generated whilst the 
cylinders were undergoing a tumbling motion. On the other hand, Spall et al [55] 
have discussed the difficulties in identifying signals acquired by transducers distant 
from the source where wave components travel a different speeds, and waveguiding 
properties in complex structures may distort the signal due to dispersive media, 
reflections, sensors and multiple paths. To avoid distortion of the signal from pencil 
lead breaks on a cutting tool, Jemielniak [56] modified a  Bruel & Kjær 
preamplifier type 2637 to lower the gain by a factor of 10 (20 dB), and pointed out 
that the AE signal should be filtered at the earliest possible stage of processing, just 
after the unavoidable buffering.  
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 Mathematical transforms are widely applied to raw signals to obtain important 
information that is not readily available from their time evolutions. The most 
common tool utilized in signal processing is the Fourier Transform, used to 
decompose a signal into its frequency components [57]. The Fast Fourier 
Transform (FFT) is a specific algorithm which converts numerically discrete time 
domain data into the frequency domain, with very low computation time and 
avoidance of the round-off errors associated with this computation [58]. Power 
spectral density (PSD) estimation is another tool, using the FFT to indicate how the 
signal energy is distributed in the frequency domain [57]. The Welch method is an 
improved PSD estimator [59] and it is implemented in the MATLAB software used 
in this work. In order to reduce the variance of the PSD estimate, the Welch method 
calculates PSD by dividing the time series data into segments (possibly 
overlapping), and, using by the FFT, can calculate each segment of  a modified 
periodogram and then average these periodograms.  
 
The FFT and PSD require a signal to be stationary, i.e. for the frequency spectrum 
to be constant in time [60]. For non-stationary signals, a number of time-frequency 
analysis techniques are readily available such as the Short Time Fourier Transform 
(STFT) and Wavelet Transform (WT). The STFT is a simple technique which 
describes the energy distribution of the signal as a time-varying spectrum. The 
STFT can provide a constant resolution for all frequencies by using same window 
size for the analysis of the raw signal; accordingly there is a trade-off between time 
resolution and frequency resolution (Figure 2.9a). The WT also analyses the signal 
using multi-scaling where the resolution of time and frequency varies in the time-
frequency plane (Figure 2.9b), longer time intervals giving more precise low 
frequency information and shorter time intervals giving high frequency 
information, thus improving the overall presentation of the time-frequency 
characteristics.  
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(a) 
 
(b) 
Figure 2.9: Resolution in (a)  the STFT and (b) the WT 
 
The main advantage of the WT over the conventional FFT is that the time domain 
included in the raw signal is conserved [61, 62]. The WT is implemented in the 
MATLAB software and it is used in this work to decompose the AE signal into 
different levels at different frequencies, each level containing some of information 
of the original signal, with the AE sub-signals being in the time domain [63]. The 
wavelet transform essentially breaks down a signal into components (wavelets), 
which vary in scale (stretched or compressed) and in location (shifted) [25, 61, 64]. 
However, some authors have described wavelet decomposition as splitting the 
signal into an “approximate” (Ap), low frequency component and a “detail” (Di), 
high frequency component [65, 66], as shown in Figure 2.10. The wavelet tree 
method is a generalization of wavelet decomposition that offers a wide range of 
possibilities for signal analysis [67].  
 
In general, the wavelet transform (WT) is used to decompose any signal into 
frequency bands producing a high-resolution time and frequency information about 
the signal by using a variable sized window. The WT is a function of  ƒ(t) at time t 
[64]: 
 
∫∞
∞−
⎟⎠
⎞⎜⎝
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where a > 0, the superscript * denotes a complex conjugate and t is time. The 
analysis function for the WT can be defined as the” mother wavelet”: 
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Its elements are generated by shifting and scaling a basic wavelet ψ(t). The 
parameters a and b stand for the scale and shift of the basic wavelet. Also many 
authors have suggested that the location of the peak value on  the (a, b) plane 
indicates the arrival time of the signal [25, 61, 64]. 
 
 
 
 
 
 
 
 
Figure 2.10: Wavelet analysis tree 
Sig 
Ap1 
Ap2 
Ap3 
Di1 
Di2 
Sig=Ap1+Di1 
     = Ap2+Di1+Di2 
        = Ap3+Di1+Di2+Di3 
Di3 
 
AE signals normally contain some noise, such as from the environment, which 
must be removed to aid signal analysis. Time-frequency analysis can be used to 
describe the AE signal components and hence remove noise. For example,  Ng and 
Qi [63] have presented a wavelet-based AE energy technique, in which they use the 
ratio of reconstructed energy to total original signal energy to identify the 
insignificant components in the AE signal without affecting the integrity of the 
original signal. Using this approach, they were able to correlate the wavelet-based 
AE energy with fatigue parameters. Also, Kishimoto et al [68] and Jeong et al [36] 
have suggested that the wavelet transform with the Gabor wavelet is an effective 
tool for analysing wave propagation phenomena in structures. The dispersion 
behaviour of the group velocity can be accurately evaluated by the information 
extracted using the WT.  
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Generally, the WT is an effective way to analyse the AE signal and both frequency 
and time information can be obtained. For example,  Qi [69] has noted that the 
failure modes for composite materials can be quantified and that each failure mode 
frequency band has a different bandwidth.  
 
2.3.1 AE Signal Energy  
As well as the time and frequency changes as a signal propagates from source to 
sensor, it is important to acknowledge changes in energy, and this can be 
particularly important for continuous signals where there is no other easy way of 
locating sources. Generally, the amount of energy emitted from a fault is governed 
by the dimensions of the structure [12] and also is often used as an indicator of fault 
severity. The energy associated with an AE signal over a time, t, can be determined 
as follows: 
 
∫= to dttvE
0
2 )(  (2.22)
                          
where v(t) is the amplitude of the AE waveform in volts, t is time in seconds, and 
the AE energy is given in V2.s. 
 
It is also possible to use a wide range of time-based parameters to characterise the 
AE signal. For burst signals the amplitude usually rises rapidly to a maximum value 
and then decays nearly exponentially to the background noise level. The common 
methods used to obtain the waveform parameters are shown in Figure 2.11 [10, 16, 
40], where each parameter is described briefly below.   
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Figure 2.11: AE event and AE waveform parameters 
 
• AE energy is the measurement of the relative energy of an AE signal, which 
is calculated from the area under the envelope of the square of the signal. 
• AE count or ringdown count is the number of times the burst signal 
amplitude exceeds the preset threshold and count rate is AE count per unit 
time. 
• AE event count is the number of times where a burst signal crosses a preset 
threshold and AE event rate is the time rate at which AE event counts occur. 
• RMS AE is the energy rate or the root mean square of voltage, which is 
generally an indicator of average AE energy over each averaging time. 
• Rise time is the time interval between the first threshold crossing and the 
maximum amplitude of the burst signal. 
• Decay time is the time interval between the maximum amplitude and the 
last time that the burst signal exceeds the preset threshold.  
• Signal duration is the time interval between the first and the last threshold 
crossing of the burst signal. 
 
These parameters were mostly used in early studies of material properties, material 
deformation and crack propagation using AE although some variants are used later 
in this work. Harris and Bell [13] , besides indicating that the AE energy can be 
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related to other conventional parameters (such as counts and RMS voltage), found 
energy to be a useful indicator of some degradative phenomena in metals, 
particularly where signal levels were low. Also, Yoon et al [70] and Radon and 
Pollock [71] have correlated AE energy with energy-based descriptions of various 
physical phenomena, such as crack extension and dropped weights.  
 
2.3.2 Wave Arrival Time Estimation 
In large structures, most AE waves propagate in more than one mode travelling at 
different speeds so, for pipe applications, it is important to determine arrival times 
for different components of the wave. AE event source location is based on the 
arrival times of transient signals measured at a number of transducers. If the 
propagation velocity is known, the difference in arrival times for an event at 
sensors a known distance apart can be used to locate the source.  
 
A number of techniques such as cross-correlation, threshold crossing and wavelet 
transforms have been used [36, 61, 64, 72, 73] for automatic source location. The 
error in source location depends on any errors in measured arrival time differences. 
In the case of large structures in different environments, attenuation, reflection, 
refraction, mode conversion and interference can all distort the shape of the 
propagating wave. Also, for some waves and media, dispersion effects can cause 
time of arrival to be triggered at different phase points of the signal.  
 
The most common method for estimating the arrival time is where the arrival time 
is recorded when the raw signal amplitude first crosses a pre-set threshold. Many 
authors such as Steven et al [72], Ziola and Gorman [74] and Hamstad et al [25] 
have discussed the difficulties of using the first threshold crossing to define the 
source location, where the threshold needs to be set above the noise level which 
means that it will not be distinguishable at very long distances. To increase the 
location accuracy of the threshold method some authors, e.g. [75], have 
recommended that the large amplitude, high frequency, dispersive components 
should be filtered out of the raw signal and sufficient gain used to amplify the 
lower frequency non-dispersive components. This obviously depends upon 
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identification of dispersive and non-dispersive components, which is not always 
easy to do on a given new structure, although  Gorman [26] has also suggested 
using the non-dispersive component with a threshold for accurate source location. 
Also, Gorman [26] used the threshold method to locate sources on a 0.23cm thick, 
23cm wide, 46cm long aluminium plate. He suggested that the flexural component 
should be filtered from the signal and only the extensional wave be used for most 
accurate location. Floating thresholds have been suggested by  Coulter et al [73] 
who have located continuous emission from a fluid leak by allowing the threshold  
to float with the AE signal and were therefore able to discriminate between the 
continuous noise and the AE signal spikes. The arrival time difference between 
these spikes could then be used to locate the leak. 
 
Cross-correlation is a conventional time-based technique for measuring differences 
of arrival time between two or more sensors. The cross-correlation function is 
given by: 
 
)()()(
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where the variable τ corresponds to the time difference between the signals y1(t) 
and y2(t). The most likely time delay between two complex time series is thus 
determined by the position of the highest peak in the cross-correlation function, and 
the peakedness of this function will indicate how much distortion there is between 
the two time series. Cross-correlation techniques can be used to estimate the arrival 
time difference between two signals automatically, and are most effective when 
used with non-dispersive waves and when the wave propagates from source to 
sensor without reflection [76]. Wang and Chu [67] working with an experimental 
rotor-bearing rig with a complicated dynamic structure (i.e. friction, impacting and 
coupling effects) found their cross-correlation results to be considerably enhanced 
when combined with wavelet decomposition. 
 
 
Wavelet transform methods are also used to locate sources, for example by Inoue et 
al [77], who produced flexural waves in a simply supported beam by dropping a 
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steel ball onto the mid span. They then showed that a three-dimensional plot of the 
magnitude of the WT in time-frequency space has peaks whose locations indicate 
the arrival times of each component of the wave. Also, Jioa et al [64] have also 
used a WT method to locate sources in a thin steel plate, of dimensions 700mm × 
700mm, 2.76mm thick, using a single sensor. They used arrival time difference 
between the “a” and “b” modes (determined using the peaks in the Gabor wavelet 
transform) to locate sources with errors of less than 5%.  Hamstad et al [25], 
uniquely, have worked with numerically simulated waves, and have noted that the 
wavelet transform (WT) coefficients (usually local maxima at a frequency, group 
velocity pair) can be combined to form an ao/so magnitude ratio, where the ao 
(flexural) mode is of higher group velocity and lower frequency than the so 
(extensional) mode. This ratio was found to distinguish different source types (in 
their simulated data), when the sources were all located at the same propagation 
distance. Combinations of the above-mentioned techniques (i.e. novel technique) 
can improve the arrival time estimation. For example, Ding et al [61], working with 
composite plates, have noted that wavelet packet decomposition associated with 
threshold crossing is more effective than cross-correlation for the arrival times of 
the dispersive, and the highly damped signals involved. They also found a method 
using maxima in the Gabor wavelet transform to be effective in determining wave 
speed.  
 
 2.4 AE Fault Diagnosis and Monitoring 
 
proposed AE as an effective monitoring 
chnique, and there are three ways in which AE can be applied to technological 
Many researchers [14, 17, 42, 78-80] have 
te
problems; testing and surveillance of structures [81], monitoring and control of 
machines and processes [82], and materials characterisation [83]. It has been 
estimated that savings in loss of production and even human cost brought about by 
modern condition monitoring techniques can amount to as much as 400 times the 
cost of the equipment [6]. This section will cover applications in monitoring for 
plastic deformation, fracture, fatigue, impacts and more general process 
monitoring. Specific pipeline applications will be dealt with in the following 
section. 
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 Under static loading, AE can be generated by plastic deformation or fracture, or, 
ore commonly, a combination of both. Singh et al [84] have worked with steel m
plates in tension with various types of stress concentration (circular holes) and have 
found that AE event rates are higher between yield and the UTS and that specimens 
containing stress concentrators started emitting earlier than those without.  
Baudouin and Houbeart  [85], as part of a study on the effect of plastic deformation 
on the magnetic properties of electrical steels, carried out some uniaxial tensile 
tests whilst monitoring the AE generated. They found AE to be concentrated in 
three bursts of activity: around, and just following, yield; in the advanced stages of 
work hardening approaching the UTS; and, after the UTS, prior to rupture. They 
attribute all these burst of activity to intense plastic deformation, and it might be 
noted that the steels in question have a marked yield point, which is normally 
associated with unlocking of large avalanches of dislocations from solute 
atmospheres. Hao et al [86] have used AE to monitor the plastic deformation 
during a deep drawing process, carrying out some prior calibration using uniaxial 
tensile tests. They developed a model for RMS AE (essentially the AE energy) 
which has it directly proportional to the product of strain and strain rate, which is 
similar to an approach used by Carolan et al  [87] to model the AE associated with 
metal cutting. Dunegan et al [88], have suggested, on the basis of static and 
dynamic crack extension experiments, that the AE generated is associated with 
dislocation motion (plastic deformation) in the plastic zone ahead of a crack tip and 
are credited with the relationship that the total number, N, of AE counts is 
proportional to the fourth power of the stress intensity factor. Later, Palmer and 
Heald [89], carried out some basic studies on the application of AE analysis to 
fracture mechanics of carbon-manganese steels, and have concurred that crack-tip 
plasticity is an important generating mechanism, and have noted that the total 
emission count is directly related to plastic zone size which they characterise in 
terms of the Dugdale strip yielding model, i.e.: 
 
⎥⎥⎦
⎤⎢⎡ −⎟⎞⎜⎛∝ 1sec πσN  ⎢⎣ ⎟⎠⎜⎝ 2 1σ (2.24)
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where σ is the applied stress and σ1 is some characteristic stress, usually the f
stress. Mukhopadhyay et al [37], working with notched specimens of stainless 
eel, have found the power law dependence of the Dunegan crack extension model 
to vary with specimen thickness (essentially the length of the crack front) thus 
ho reported sensitivity of AE to crack growth rates of less than 2.5 × 10-5 
m/cycle, relating AE counts per cycle to the energy released by crack extension, 
low 
st
supporting the Palmer and Heald suggestion to link AE with plastic zone size and 
hence plastic yielding fracture mechanics which was, of course, not mature at the 
time of the original work of Dunegan et al. On the other hand, some early workers 
for example Radon and Pollock [71] have considered linear elastic fracture 
mechanics to be adequate to explain the energy associated with AE during fracture 
and have related the AE energy to the strain energy release rate, Gc, in brittle 
fracture.  
 
A large amount of literature exists on the use of AE to detect fatigue crack 
propagation, stretching back to pioneering work of Dunegan, Harris and co-workers 
[16, 40], w
m
as measured by the peak value of stress intensity factor and crack growth 
increment. They noted that the nature of the relationship changed as the crack size 
increased and it went through the plane-stress / plane-strain transition. Later 
workers, such as Roberts and Talebzadeh [20, 38], Brkovits and Fang [39] and 
Jiang et al [22] have confirmed these findings.  Shi et al [88], have carried out more 
detailed studies of the nature of the AE associated with fatigue crack extension, and 
have identified three different classes of waveform (Figure 2.12) associated with 
small sub-grain sized cracks at initiation, micro-cracking across grain boundaries 
and the coalescence of micro-cracks into larger, but still localised, cracks. Larger 
cracking rates and greater degrees of crack plasticity have been considered by 
Lindley et al [90], Bassim and Emam [91] and Hartbower et al [92], the general 
consensus about the relative importance of fracture and plastic deformation at the 
crack tip being similar to that found for static fracture above, where consideration 
of the degree of crack tip plasticity becomes increasingly important as the plastic 
zone size increases, for example in low-cycle fatigue or with relatively ductile 
materials. 
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 Figure 2.12: Cumulative AE counts fatigue cycles [93] 
 
Impact a significant potential source of damage in many operating systems, and 
identifying the type and location of damage is important for reliability and safety 
for structures E generated 
y impact worked on aluminium and graphite/epoxy composites plate using two 
and processes [3].  Prosser et al [94] have studied the A
b
different types of projectile; a low velocity (0.21 kms-1) impact from a steel 
projectile fired from an air-gun, and a higher velocity  one (1.8 to 7 Kms-1) from a 
nylon projectile fired using a gas gun. They suggested that quantitative information 
for assessment, including source location and differentiation between penetrating 
and non-penetrating impact events, could be obtained but that much more work was 
required on the effect of projectile type (size and material), projectile velocity, 
propagation distance and structural shape, before a fully-functioning impact 
monitoring system for aircraft and spacecraft was possible. Working with a 
suspended steel plate and a pendulum impactor, Gaul and Hurlebaus [95] have been 
able to identify an impact location by using the maximum of the wavelet magnitude 
to calculate the arrival times and hence were able to locate the source of the impact. 
Their method is mostly concerned with source location and no details were given of 
the nature of the impact events.  
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Aside from the specific pipeline applications considered in the next section, a large 
number of different types of industrial process have been subjected to AE 
onitoring, including those mentioned above, metal forming [18] and metal cutting 
ipeline condition monitoring can be carried out either to monitor the condition of 
dition of the process itself 
(process monitoring). Hence, a monitoring system must be able to recognise 
for example by aircraft or satellite 
m
[87]. For example, Tonshoff et al [96] have applied AE monitoring to determining 
workpiece quality in hard turning and grinding operations applied to hardened 
steels. In particular, they have been able to relate sub-surface quality, which 
influences component life, to RMS AE generated during the process and to residual 
stress, presumably brought about by a martensitic transformation taking place in the 
surface layers. Finally, Boyd and Varley [82] have commented on the very wide 
potential applications of AE in chemical engineering, and have included monitoring 
of gas-liquid, solids and solids-fluid dispersions, monitoring of chemical reactions 
and the monitoring of equipment all as potential areas for development.  
 
2.4.1 Pipe and Pipeline System Condition Monitoring 
P
the pipeline (structural integrity monitoring) or the con
structural defects (such as cracks or leaks) and process defects (such as undesirable 
fluid characteristics, for example erosion or cavitation). When materials 
characteristics are known, AE assessment can be used as the basis for continuous 
plant monitoring, increasing structural safety and reducing shutdown costs for 
inspection. For example, Wood and Harris [14], on the basis of 20-year data on 
large cryogenic storage vessels, have suggested that remnant life can be predicted 
and structural integrity classified. Also, Hou et al [97] have carried out an 
experimental study of online AE monitoring of flow and related process parameters 
for a small diameter pipelines conveying dense slurries of fine silica particles, at 
varying solids concentration, mass flow and volume flow rate. The results showed 
that the AE signal can be used to characterise slurry flow and that a characteristic 
frequency in the power density spectrum of the signal was a manifestation of the 
speed of the positive displacement pump.   
 
Leaks in pipes and vessels can be detected in two general ways, either by detecting 
the substance that escapes the vessel, 
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surveillance, or by detecting certain leak-related properties such as pressure drops, 
acoustic emission, volume balance changes and temperature changes. Conventional 
continuous monitoring is based on the physical effects which can be measured 
directly or by calculation from a mathematical model of the pipeline [4, 80, 98]. 
For example, a nonlinear model to locate multiple leaks in pipelines has been 
presented by Verd [4], which discretises a spatial variable, such as pressure, into 
three non-uniform sections of unknown sizes. Generally, leak detection is perhaps 
the most successful practical application of AE to pipelines [18]. For example , 
Savic [18] has built a leak simulator consisting of an actual 40 mile long pipeline of 
internal diameter 6 inches and 1 inch wall thickness. The pipeline was built for 
ethylene gas with an internal pressure of 1500 psi and was buried in wet soil. In the 
simulation, the line was filled with nitrogen gas to its working pressure and valves 
opened to allow a controlled leak to be simulated at selected points along the line. 
The leaks consisted of round holes and both wide and narrow slits and both the size 
and shape of the leak was found to influence the “acoustic signals”. There are many 
factors (such as environment) to considered when using AE to locate a source, as 
mentioned by Rajtar and Muthiah [20], who have studied the capacity of AE to 
locate a leak position in low pressure, low flow rate, oil and gas production 
flowlines using AE signal attenuation. They noted that the acoustic emission signal 
is sensitive to the external and internal environment of the pipeline, i.e. supports, 
soil properties and fluid viscosity, and the results showed that, at a pressure of 0.68 
MPa with sensors placed at 61m and 122m, the AE resulting from a very small 
simulated leak (of the order of 0.01% of the pipeline flowrate) could be detected. 
Generally, they provided suggestions on determining how many sensing points will 
be necessary to monitor the operation of a given length of a pipeline, the practical 
spacing being a compromise between leak sensitivity and the cost of the detection 
system. However, AE can not only be used to locate a leak in long pipes, but also 
can characterise the shape of holes as suggested by Yoshida et al [99] who have 
studied the AE characteristics of pinholes and slits in a 20mm diameter pipe using a 
range of backing pressures. They found a variety of interesting characteristics in the 
frequency domain which could be used to determine the size and shape of the 
breaches in the pipe wall.  
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2.5 Summary and Identification of Thesis Topic  
 
In this chapter, three main aspects of the state of knowledge of AE technology have 
been reviewed; AE propagation, signal processing and AE applications. The current 
ocus on a specific application, pipelines and pipework, on which there 
 
 
 
work will f
has been limited study outside the principal application of leak detection. The focus 
of the work will be in what information can be deduced about a source using a 
small array of sensors disposed axially along the pipe. In order to do this, it is 
recognised that some contribution to knowledge will be required in the area of 
propagation and source recognition.  Some contribution is also expected in signal 
processing, although this will be in the combination of established processing 
methods as opposed to the development of totally new techniques. In propagation, 
there is room for the clarification of the main “modes” by which AE is carried 
along pipes and the effects that the internal and external environments have. In 
source recognition, it is expected that some contribution will ensue in how signals 
are distorted as they travel from source to sensor, and in the AE characterises of 
non-leak sources. 
 
 
 
 
 
 
 
  37
Chapter 3: Apparatus and Description of the Experiments  
 
3.1 Introduction 
 
This chapter describes the material specifications, experimental apparatus and 
procedures used for this work. First the features and specification of apparatus 
which are common to all experiments are described, and then the details of each of 
three series of experiments are presented. The first series of experiments were 
intended to study AE wave propagation and source location, and used a standard 
Hsu-Nielsen source (pencil lead break) to produce a burst-like signal propagating 
along a pipe with different internal and external environments. The second series of 
experiments used both continuous and semi-continuous simulated sources (gas jet) 
to evaluate detection and source location capabilities for such sources. The final 
experiments used impact and bending tests to simulated real sources, which were 
expected to have a specific temporal structure. All experiments were carried out at 
room temperature using the same pipe sections, and therefore the destructive tests 
were carried out last. 
 
3.2 Apparatus  
 
A typical AE acquisition system and experimental set-up as used in this work are 
shown schematically in Figure 3.1. The system generally comprised a test object, 
an array of two or four AE sensors with their preamplifiers, a signal conditioning 
unit, a data acquisition card, and a computer with software for controlling the 
acquisition and storage of data as shown in Figure 3.2.  
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 Figure 3.1: Schematic diagram of AE system 
 
 
Figure 3.2: Computer data storage with connector blo
unit 
Sig
 
Computer data 
storage 
 
3.2.1 AE Sensors and Coupling 
Commercial broadband AE sensors of type Physical Aco
used to detect AE. These sensors had a fairly flat frequenc
bands of relatively high sensitivity at around 150kHz and 3
lead zirconate titanate (PZT). The AE sensor converts dete
through the material under examination into a time varying
sensor is omni-directional and is sensitive over the freque
  39Connector blocks 
cks and signal conditioning 
nal conditioning unit 
ustics Micro-80D were 
y response but with two 
50kHz and are based on 
cted waves propagating 
 voltage signal. This AE 
ncy range from 175 to 
1000kHz, over an operating temperature range from -65 to +177 0C. The sensors 
are 10 mm in diameter and 12 mm high and were held onto the test object surface 
using in-house designed magnetic clamps. In order to obtain good coupling of the 
AE, the surface was kept smooth and clean and silicone grease was used as 
couplant to fill any gaps caused by surface roughness and eliminate air gaps which 
might otherwise impair AE transmission. Calibration certificates for the four 
sensors used in this work are shown in Appendix A.  
 
3.2.2 Preamplifiers 
Preamplifiers of type PAC 1220A were used to amplify the AE signal to a level 
that can be comfortably transmitted by a short length of coaxial cable and 
converted by an Analogue to Digital Converter (ADC). They had a switchable 
40/60 dB gain and internal bandpass filters from 0.1-1 MHz. The preamplifier was 
powered by a 28 V power supply and used a single BNC connection for both power 
and signal.  
 
Signal conditioning units (Figure 3.3) were of in-house construction and were used 
to power (28 V) the AE sensors and pre-amplifiers. They could also be used to 
perform analogue RMS processing with the capability of additional amplification 
or attenuation where necessary. 
 
All of the data acquired in this work were in raw format with the preamplifier gain 
set at 40dB or 60dB (more often the lower) and the units of AE voltage referred to 
in the following are corrected to 40dB gain.  
 
3.2.3 Data acquisition (DAQ) system 
The experiments in this research were concentrated on acquiring raw AE signals 
and DAQ was based on an in-house built desktop PC with a 12 bit, National 
Instruments (NI), PCI-6115 board. This board can be used to acquire 
simultaneously the raw AE signal at 10M samples/s for up to four channels and 
uses a full length PCI slot. It is a multifunction analogue, digital and timing device 
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without on-board switches or jumpers so that it can be configured and calibrated by 
software. 
 
 
Figure 3.3: Connector block, preamplifier and signal conditioning units 
Preamplifier 
Connector 
block Signal 
conditioning  
unit 
 
The software-programmable gain can be set to 0.2, 0.5, 1, 2, 5, 10 or 50 and covers 
an input range from ± 200 mV to ± 42 V. The data can be sampled from 20k 
samples/s up to 10M samples/s at each channel with a total on board memory of 32 
MB. The board supports only differential input configurations and has an over-
voltage protection at ± 42 V. For source location applications, it could be used to 
record raw AE signals (sampled at 5M samples/s) over up to four channels. 
 
3.2.4 Pencil and Guide Ring 
A mechanical pencil and an in-house machined guide ring were used to generate 
simulated AE sources by breaking a 2H pencil lead, the so-called Hsu-Nielsen 
source. The standard guide ring helps to break the pencil consistently, and ASTM 
standard (E976–99) [100], recommends that the pencil lead should be the same 
type (0.3 or 0.5 mm diameter, HB or 2H pencil lead) with a length of 2-3 mm and, 
accordingly, this research used a 2H, 0.5 mm diameter with a 2mm length of  lead 
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to generate simulated AE sources as shown in Figure 3.4. As far as could be judged 
visually, the lead was broken under the same conditions, in the same position, using 
the same length and the same orientation of the pencil for all tests. 
 
Figure 3.4: Drawing and dimensions of guide rings and pencil [100] 
 
3.2.5 Gas Jet 
Continuous AE was generated using a 75 psi gas jet consisting of a nozzle of 
diameter 0.5mm set at right angle to the surface of the pipe with a stand-off 
distance of 1mm. The nozzle fitted to the regulator and pressure gauge. 
 
A commercial solenoid valve (SMC SY114) was used to generate pulses of 
compressed air for a semi-continuous source.  This valve is normally closed and 
opens with a response time of less than 10ms. To operate and control this valve, a 
control box was made to supply the required of 24V (Figure 3.5), and to control the 
pulse for a 5ms opening time, flow rate 7.8 l/min, and opening and closing 
frequency 100Hz, positioned at 10mm from the trigger sensor (S1), which was 
perpendicular and approximately 1mm apart from pipe surface.  
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 Figure 3.5: Gas jet and solenoid valve 
Control box 
Nozzle 
Input compressed air  
Solenoid valve 
 
3.3 Computer Software  
 
All experiments were analysed by computer using commercial DA and signal 
processing software. The software packages used in this research were LabView to 
control the DAQ system, MATLAB for data handling and some signal processing, 
and, occasionally, the AGU-Vallen Wavelet algorithm [101] to decompose the 
signal and analyse the results in the wavelet domain. 
 
LabView was used to control the PCI-6115 board, specifically to control sampling 
frequency, number of acquired data points per channel, set the number of channels, 
number of records, input range, pre-trigger data, trigger channel and trigger at up to 
74 levels, using a programme developed by Nivesrangsan [40]. The front panel is 
shown in Figure 3.6, the signals displayed having been acquired from two AE 
sensors at different positions for a pencil lead break source, for which the upper 
channel was the trigger sensor. 
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 Figure 3.6 : LabView front panel for 2-channel DAQ system 
 
3.4 Experimental Procedures  
 
Series of experiments were carried out to investigate the propagation of AE from 
simulated (pencil lead break and gas jet) and real (impact and crack spreading) 
sources to an array of sensors. The overall purpose was to evaluate the potential of 
AE monitoring to be used in real piping systems, acknowledging the effects that the 
internal (fluid contained) and external (support, burial) environments may have on 
the propagation of the waves. To this end, five sets of experiments were carried out 
where the nature of the source and the environment were varied in a systematic 
way.   
 
Two lengths of seamless steel (ASTM A106 Grade B) pipe were used in all 
experiments. The first pipe was 5.5m long, with an external diameter of 168.8 mm 
and wall thickness of 7.35mm. The second pipe was of a similar material and wall 
thickness but of external diameter 48.4 mm was also of and length 5.5m. A further 
two lengths (approximately 5m) of the small diameter pipe were acquired for a 
separate series of tests (section 3.4.3) and for the destructive tests (section 3.4.5). 
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3.4.1 Plain Pipe Experiments   
Two sets of experiments were carried out with the pipes suspended on wooden 
blocks in order to obtain a preliminary indication of the type of propagation 
behaviour shown by a wave generated from a simulated source. 
 
The first of these experiments is shown schematically in Figure 3.7, where the first 
(trigger) sensor was mounted 300 mm from one end of the pipe, whilst the other 
sensor was incrementally moved axially along the pipe. The data were sampled at 5 
MHz and the pre-amplifier gain was adjusted, if necessary, for the longer distances. 
Pencil lead breaks were performed on the surface of the pipe beside the trigger 
sensor, as shown in Figure 3.7. The spacing between the first sensor (S1) and the 
second sensor (S2) was 20 cm for the first 10 locations, and then increased to 1m 
for up to 5m spacing, as shown in Figure 3.7. A total of 13 positions were used, the 
experiment being repeated 10 times at each position. 
 
 
 
Figure 3.7: Schematic layout of plain pipe experiment for longer source-sensor distances 
 
In order to examine effects at short source-sensor distances compared with the 
diameter, a second plain pipe experiment was carried out, this time only with large 
diameter pipe. Four sensors were mounted in an axial linear array pitched 
approximately 42mm apart (Figure 3.8). Again, the first sensor was the trigger, and 
the source was 42mm further axially along the pipe from the trigger.  
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 Figure 3.8: Schematic layout of positions for short source-sensor distances 
 
3.4.2 Internal and External Environment Effects on AE Propagation 
Two experiments were carried out using the linear array of sensors on the small 
diameter pipe (Figure 3.7) described in the foregoing section, in order to examine 
environment interface effects. First, four different interface conditions were 
investigated; the pipe containing air or water, and surrounded by air (suspended on 
wooden blocks) or fine wet sand (particle size 180 micron), as shown in Figures 3.9 
and 3.10. Second, with the pipe filled with air, six different external conditions 
were investigated with the pipe surrounded by two different sand sizes, each with 
three different water contents, as shown in Table 3.1.    
 
For each condition, two sensors were mounted along the 5.5m length, using 
magnetic clamps and vacuum grease couplant, as shown in Figure 3.11. As before, 
the first sensor acted as the trigger, and was mounted 300mm from one end of the 
pipe, whilst the other sensor was incrementally moved along the pipe in line with 
the first sensor. The spacing between the first sensor (S1) and the second sensor 
(S2) was 20 cm for the first 10 locations, and then increased to 1m for up to 5m 
spacing, giving 13 positions in total, the experiments being repeated 10 times at 
each position. 
 
  180 micron (small size) 2000 micron (large size) 
Water content 
(percentage by weight) 
dry
20% 
(wet) 
27% 
(soaked) 
dry 
13% 
(wet) 
20% 
(soaked) 
Table 3.1: Specification of sand–water external environments
  46
Figure 3.9: Layout of box containing sand 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10. Measurement setup for buried tests showing data acquisition s
and sensors in position 
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Figure 3.11: Positioning of sensor and source 
Pencil 
Sensor 
 
3.4.3 Continuous and Semi-continuous Source Tests 
Two sets of experiments were carried out with the compressed air source, the first 
using a single 5m length of the small diameter pipe, and the second using three 
lengths of the small pipe welded together, yielding a total length of 18m. 
 
 In the single-length experiments, two sensors were mounted on the pipe, as shown 
in Figure 3.12. As before, the first sensor (S1) acted as the trigger, and was 
mounted 300mm from one end of the pipe, whilst the other sensor was 
incrementally moved along the pipe, in line with the first sensor. The spacing 
between the first sensor (S1) and the second sensor (S2) was increased in 10cm 
steps up to 5m. Signals were captured from the compressed air source (Figure 3.12) 
at a sampling rate of 5MHz for one record of length of 0.01s for each position of 
S2.  
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Compressed air
10 mm
7.35 mm
Nozzle
 
Figure 3.12: Schematic layout of source and sensor positions for continuous source on 
5.5m length pipe 
 
For the 18m long pipe experiments, the trigger sensor was mounted 6m from one 
end, with the simulated source 10mm around the circumference from it. The other 
sensor was incrementally moved axially along the pipe, in line with the first sensor, 
its distance being increased in 20cm increments for the first 10 positions, then by 
1m increments until 10m spacing, as shown schematically in Figure 3.13. As 
before, 0.01s segments of continuous AE gas jet data were acquired for each sensor 
position. For semi-continuous experiments, the signals were captured at S1 and S2 
at a sampling rate of 5MHz for five records of length 0.1s. The semi-continuous 
compressed air (75psi) was through the solenoid valve, (Figure 3.13).  
 
3.4.4 Impact Tests 
Three series of dropped-weight tests were carried out on the impact rig shown in 
Figure 3.14. Only one sensor was used in these experiments mounted on the 5.5m 
length of the small diameter pipe 1m away from the source. The pipe was mounted 
on the rig between two simple supports, which were covered with rubber to reduce 
the noise which might be generated from the interaction of the pipe and its 
supports. Weights of mass 5kg and 10kg were mounted on an aluminium frame of 
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weight 1.5kg on which a steel indenter was mounted and the whole assembly was 
slid down two steel rails from a maximum height of 1.5m. 
 
 
Figure 3.13: Schematic layout of source-sensor positions for 18m length pipe 
 
 
Figure 3.14: Indenter, weight, load cell and sensor 
Sensor Weight 
Load cell 
Pipe 
 
 
In the first experiment, a spherical indenter of 6mm diameter was used, and this is 
shown in Figure 3.15. This indenter was originally conical but, after about 3-4 
drops had strain hardened and stabilised into the shape shown. Three different 
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weights 1.5kg, 6.5kg and 11.5kg, were dropped from heights of 0.5m, 1m and 1.5m 
each test being repeated three times. 
 
 
  
 
Figure 3.15: Spherical indenter 
 
In the second experiment a fresh conical indenter, of 6mm base diameter and 
6.5mm in height, as shown in Figure 3.16, was used for each experiment. Two 
weights (6.5 and 11.5kg) were used, each dropped from two heights, 0.5m and 1m. 
In this experiment, the indenters were mounted on a load cell (Novatech F218), 
capable of resolving impact loads up to 40 tonne with a time resolution of 500Hz. 
 
Finally, to study the effect of indenter shape on the signature of the AE signal after 
several impacts, a third set of experiments were repeated five times using a weight 
of 11.5kg dropped from 1m height with a single indenter, starting with a conical 
indenter shape.  
 
 
 
Figure 3.16: Conical shape indenter 
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3.4.5 Three Point Bending Test 
In a final series of tests segments of the small diameter pipe were prepared for 
destructive testing in 3-point bending using a universal testing machine. Two 
sensors were mounted on segments of pipe of nominal length of 1.9m, each sensor 
being positioned 0.25m away axially from the mid-span and opposite a machined 
notch, as shown in Figure 3.17. Five different notch sizes of varying depth and 
constant length to depth ratio (10.3) were used as shown in Table 3.2.  
 
  
Figure 3.17: Schematic layout of three point bending test and initiated crack position 
 
 
Pipe No. Defect length (mm) Defect depth (mm) 
1 30.9 3 
2 41.2 4 
3 51.5 5 
4 61.8 6 
5 76 7.35 (through-wall) 
Table 3.2: Length and depth of machined notches
 
The notches were loaded in 3-point bending using a 50kN universal testing 
machine, as shown in Figure 3.18, with a crosshead speed of 1.66 mm/s (Figure 
3.19). The pipes were mounted on two simple supports 1.3m apart and 0.3m high 
and those, along with the indenter mounted in the crosshead, were coated with 
rubber to reduce noise. Also, a Linear Variable Displacement Transformer (LVDT) 
was mounted on the rig to measure displacement of the crosshead. The outputs of 
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the two AE sensors, the LVDT, and the machine load cell were connected to a 4-
channel data acquisition card for simultaneous recording. 
 
 
Figure 3.18: Universal testing machine 
Simple support 
Crosshead 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.19: Three point bend test setup 
 
Pipe 
Crosshead 
Sensor1 
Sensor2 
  53
3.5 Summary of Experiments 
 
Table 3.3 summarises all experiments carried out on the pipes, and pipe sections. 
The experiment type, source type, number of sensors and their positions, along with 
the number of records are also shown in the table. The results of these experiments 
are analysed and discussed in the following four chapters. 
 
No. Experiment types Source types 
No. of 
sensors 
used 
No. of 
sensor 
positions 
No. of records 
per position 
1 Plain pipe experiments      
 1.1 Long length to diameter 
ratio on large pipe Pencil 2 13 10 
 1.2 Long length to diameter 
ratio on small pipe Pencil 2 13 10 
 1.3 Short length to diameter 
ratio on large pipe Pencil 4 4 10 
2 Internal and external 
environment effects      
 2.1 Four different external 
and internal conditions Pencil 2 13 10 
 2.2 Six different external 
conditions, air internal Pencil 2 13 10 
3 Continuous and semi-
continuous sources     
 3.1 Continuous AE source 
on pipe of 5.5m long 
Continuous 
compressed air 2 50 1 
 3.2 Continuous AE source 
on 18m pipe 
Continuous 
compressed air 
jet 
2 18 5 
 3.3 Semi-continuous AE 
source on 18m pipe 
Semi-
continuous 
compressed air 
jet 
2 18 5 
 4 Impact test     
 4.1 Effect of  dropped 
weights of 1.5kg, 6.5kg 
and 11.5kg from heights 
of 0.5m, 1m and 1.5m 
One spherical 
indenter 1 1 3 
 4.2 Effect of fresh indenter 
for dropped weights of 
6.5kg and 11.5kg from 
heights 0.5m and 1m 
Four sharp 
conical 
indenters 
1 1 1 
 4.3 Effect of indenter shape 
for dropped weight of 
11.5kg from height 1m 
 One indenter 1 1 5 
5 Three point bending test     
 5.1 Different machined 
notches of 3, 4, 5, 6mm, 
and through-wall 
Crack 
extension 2 1 2000 
Table 3.3: Summary of all experiments carried out 
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Chapter 4: Plain Pipe Experiments using Simulated Source 
 
4.1 Introduction  
 
This chapter discusses the results of the simulated source tests on plain pipe as a 
means of establishing some key propagation characteristics of different lengths and 
diameter of pipe. The chapter concentrates on the temporal aspects of AE wave 
propagation and specifically on determining the arrival times of propagating waves 
generated from a simulated source in a simple pipe configuration. Hence, 
identifying the “wave modes” and speeds increases the accuracy of source location, 
although it might be pointed out that most of the published wave mode analysis has 
been developed for plane waves, and so only applies reasonably at relatively large 
distances from the source due partly to the influence of curvature of the wavefront 
at short distances, but also because separation due to velocity differences becomes 
clearer as distance increases [28]. Time-, frequency- and time-frequency domain 
analysis techniques are used in this chapter to derive features of the detected AE 
signals which can then be used to obtain accurate arrival time estimates. 
 
4.2 Experimental Results 
 
The main objective of the AE analysis in this chapter is to identify and characterise 
the AE waves propagating along steel pipes of different length to diameter ratios. 
For all these transmission tests, raw AE signals were acquired at a sampling rate of 
5 MHz for a fixed period of 10 ms (50000 points), and ten repeats were carried out 
of each test. 
 
4.2.1 Time Domain  
Figures 4.1a, 4.1b, 4.1c and 4.1d show typical raw AE sensor signals captured at S2 
on the large diameter pipe for relatively short and relatively long distances, 
respectively, from the source. As can be seen, at longer distances, the arrival of 
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various “waves” can be clearly seen, specifically a relatively low amplitude, high 
speed wave (Wave 1) and a relatively high amplitude, low speed wave (Wave 2). 
Some authors have suggested that Wave 1 is an extensional Lamb Wave mode, and 
Wave 2 is a flexural wave [28, 35]. It can be seen that here it is difficult to separate 
the waves from each other, particularly at shorter distances. 
 
4.2.2 Frequency Domain  
The analogue filter on the pre-amplifier ensures that the frequency content of the 
AE signals is between 0.1 and 1MHz, although the sensors themselves have a 
sensitivity which varies with frequency across this range. Nevertheless, changes in 
frequency content were detectable in some signals rendering some analysis 
worthwhile, and the frequency content was therefore calculated in terms of power 
spectral density using Welsh’s method [102]. 
 
Figure 4.2 shows a typical frequency domain plot of a raw AE signal at a relatively 
long distance from the source (5m). Notwithstanding the resonant nature of the 
sensor, it is clear that the energy is carried mostly in two fairly narrow bands 
centred on frequencies of around 150 KHz and 340 KHz. 
 
4.2.3 Combination of Time and Frequency Domains 
Figure 4.3a shows, for large diameter pipe, how the frequency content of a typical 
signal (at a relatively short distance) varies with time, where the amplitude in the 
frequency domain at each time step has been normalised to the same total energy in 
order to counteract the effect of reducing total energy with time. Clearly, apart from 
a modest change in spectrum at very short times (probably associated with the 
difference between Waves 1 and 2, although these are difficult to separate in the 
time domain), there is little change in spectral content with time. At long times the 
signal amplitude reduces to noise levels which have a high frequency component. 
Figures 4.3b shows similarly normalised frequency-time plots for longer distances 
where there is a substantial reduction in the component of the signal at higher 
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frequencies. Also, the frequency patterns at shorter times show Wave 1 (low 
amplitude, fast) to be associated with lower frequencies than is Wave 2. 
 
0 1 2 3 4 5 6 7 8 9 10
-6
-4
-2
0
2
4
6
8
Time (ms)
A
m
pl
itu
de
 (m
V
)
 
a) 
0 1 2 3 4 5 6 7 8 9 10
-6
-4
-2
0
2
4
6
Time (ms)
A
m
pl
itu
de
 (m
V
)
 
b) 
  57
0 1 2 3 4 5 6 7 8 9 10
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
Time (ms)
A
m
pl
itu
de
 (m
V
)
 
c) 
0 1 2 3 4 5 6 7 8 9 10
-4
-3
-2
-1
0
1
2
3
4
Time (ms)
A
m
pl
itu
de
 (m
V
)
Wave 2
Wave 1 
 
d) 
Figure 4.1: Typical raw AE signals acquired at a) 0.4m, b) 2m, c) 3m and d) 4m 
from S2, for large diameter pipe 
 ∆t 
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Figure 4.2: Typical frequency domain for raw AE signal at 5m for large diameter 
pipe 
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Figure 4.3a: Normalized frequency-time plot for signal acquired at 0.4 m 
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Figure 4.3b: Normalized frequency-time plot for signal acquired at 4 m 
 
 
In the AE raw time domain it is difficult to distinguish between the wave modes (if 
indeed there are two, and two only) in an objective way. For the large diameter 
pipe, a sharp (Chebyshev I) high-pass filter was applied at 340 kHz to isolate the 
high frequency component, which seems to be almost absent in Wave 1, and the 
root square taken of the resulting filtered (low amplitude) and raw signals (high 
amplitude), shown in Figure 4.4 for the case of the source at 4m away from the 
sensor. Although this rather severe filter removes a substantial component of Wave 
2, it is still possible to identify its arrival time and compare it with the arrival time 
for Wave 1 obtained from the unfiltered signal.  
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Figure 4.4: Comparison between the arrival of raw signal (Wave 1) and filtered signal 
(Wave 2) at 4m for large diameter pipe 
 
As mentioned in Chapter 2, the wave speed of AE propagation in structures can be 
treated theoretically as a variety of pure modes implying simple sources and 
structures [28], even though the theoretical approach considers the structure to be a 
homogeneous elastic continuum and without attenuation effects, which may not be 
applicable to pipes in real applications [20, 33, 103, 104]. Table 4.1 show wave 
speed data for varies types of wave type in steels.  
 
Ultimately, the wave speed (V) determined experimentally from an AE signal using 
sensors positioned on the surface of a pipe with a known separation (x) depends on 
the measurement of the arrival time difference between the signals (∆t). In 
condition monitoring, automatic techniques are preferable since they allow large 
amounts of data to be dealt with and avoid subjective judgement.  
 
Wave speed (ms-1)  
Material Longitudinal wave Shear wave Surface wave 
Steel 5900 3200 3000 
Table 4.1: AE wave speeds for steel [40]  
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In order to provide a bench-mark for the automatic techniques, a simple experiment 
was carried out on the large diameter pipe to estimate “manually” the two mode 
speeds, using an array of four sensors pitched axially at 1m from each other. Ten 
pencil lead breaks at 10cm from the trigger (S1) were carried out, and the two 
speeds determined using the 340 kHz cut-off described above, yielding the 
averaged results shown in Figure 4.5 
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Figure 4.5: Manual wave speed estimation 
 
4.3 Automatic Arrival Time Estimation Techniques   
 
In this section two new methods of identifying wave arrival times and hence 
potential source location will be presented, and these will be compared with more 
conventional approaches and the “manual” estimation described above. The first 
new technique is based on a sliding window determination of the energy 
distribution across the spectrum, and the second uses cross-correlation combined 
with wavelet decomposition. These methods are then compared with more 
conventional cross-correlation and threshold techniques and also with a method 
based on the Gabor WT. 
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4.3.1 The Sliding Window Energy Technique 
In this technique, a Chebyshev type I filter of the type and effect shown in Figure 
4.4 is applied, and the energy ratio of the high-pass (ƒ> 340 kHz) to low-pass bands 
(ƒ <340 kHz) calculated as a function of time. Figure 4.6 shows this energy ratio 
calculated for every 20 µs up to 3 ms, for source-sensor distances of 0.4, 2 and 4m. 
As can be seen by comparison with the corresponding time series (Figures 4.1 and 
4.3), the energy ratio falls sharply when Wave 1 arrives. After a period of time, 
which increases with distance, the energy ratio begins to increase again, which is 
taken to signify the arrival of the slower, higher frequency Wave 2. These two 
observations permit an automatic determination of arrival times of the fast and slow 
waves by detecting the two edges where the energy ratio drops and rises again, the 
latter of which is shown in the inset in Figure 4.4 for the sensor at 4m from the 
source. 
 
 Figures 4.7a and 4.7b show the arrival times so determined for Waves 1 and 2 for 
the larger diameter and smaller diameter pipes respectively, yielding velocities 
which are similar to the manual estimates. Figure 4.8 shows the approach applied to 
short source-sensor distances and, as can be seen, discrimination between Waves 1 
and 2 is very difficult, although values could, in principle, still be obtained.  
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Figure 4.7a: Arrival times for larger diameter pipe, and long source-sensor distances 
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Figure 4.7b: Arrival times for smaller diameter pipe, and long source-sensor 
distances. 
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Figure 4.8: Windowed energy ratio (above and below 340kHz) in the time domain for 
larger diameter pipe, and short source-sensor distances 
 
4.3.2 Cross-correlation of Decomposed Signals 
A Daubechies Wavelet of order 1 was used to decompose the signal to level one 
using a proprietary package (MATLAB), into an Approximation component 
(which, for convenience, is associated with Wave 1, although, as seen earlier, a 
much more aggressive filter is needed to isolate this component) and a Detail 
(Wave 2) component. Then a conventional cross-correlation technique was used to 
identify the arrival times for each level, as seen in Figure 4.9 for long length to 
diameter ratios. The technique was also applied to the signals after high-pass 
filtering at 340 kHz and the results for Wave 1 and Wave 2 are shown in Table 4.2.  
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Figure 4.9: Arrival times using wavelet decomposed signal and cross-correlation for 
smaller diameter pipe and long length to diameter ratio 
 
Wave 1 Wave2 
Wavelet Signal  
Approx. Detail Approx. Detail 
Velocity ms-1 (Long distance – large 
diameter) 
5984 4958 4649 4644 
Velocity ms-1 (Short distance – large 
diameter) 
6830 8680 4304 4344 
Velocity ms-1 (Long distance – small 
diameter) 
6101 5698 6402 6752 
Table 4.2: Velocity of Level 1 decomposed signals for short and long distances 
 
4.3.3 Threshold Method 
In this method the arrival times of Waves 1 and 2 are determined by using the 
unfiltered signal to determine the arrival time of Wave 1 and then using the high-
pass Chebyshev filter type I for Wave 2. As can be seen in Figures 4.10 and 4.11, 
the arrival time estimates are sensitive to the threshold chosen and, in this case, 
0.03 of maximum amplitude of the filtered signal was used to detect automatically 
the arrival time of Wave 2, and 0.015 of maximum amplitude of the raw signal was 
used for Wave 1. This technique identifies the Wave 1 speed to be 5370 ms-1 for 
the large diameter pipe and 5219 ms-1 for the small diameter pipe, both of which 
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are close to the manually estimated speed. For Wave 2, speed estimates were 4520 
ms-1 for the large diameter pipe and 4022 ms-1 for the small diameter pipe.  
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Figure 4.10: Arrival time estimation using threshold method for larger diameter pipe 
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Figure 4.11: Arrival time estimation using threshold method for smaller diameter pipe 
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4.3.4 Cross-correlation Method 
This technique essentially maps two signals to each other over the time domain and 
returns a time delay corresponding to the maximum in the cross-correlation 
function. To estimate the AE “signal speed”, the square root of the square 
(absolute) of the raw AE signal was calculated and then the cross-correlation 
function calculated using a proprietary package (MATLAB).  As can be seen in 
Figures 4.12a and 4.12b, the cross-correlation functions between the trigger sensor 
and the remote sensor are relatively sharp, with an easily identifiable peak.  
 
Figure 4.13 shows the arrival times for all signals recorded on the large and small 
diameter pipes, respectively, and might be noted that these yield rather lower 
speeds than other techniques. Because this technique makes explicit use of the 
trigger sensor signal, is unlikely to separate out effectively Waves 1 and 2. 
 
 
Figure 4.12a: Cross-correlation function between S1 and S2 at 2m from source 
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Figure 4.12b: Cross-correlation function between S1 and S2 at 5m from source 
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Figure 4.13: Arrival time estimation using cross-correlation method for small and 
large diameter pipes 
 
4.3.5 Gabor Wavelet Transform  
To examine this time-frequency approach, Gabor WTs were calculated using 
proprietary software (AGU-Vallen Wavelet), specifically developed for AE 
analysis. The program has a Gabor function as the “mother” wavelet based on the 
Gaussian function. Figure 4.14 shows a plan view on the time-frequency plane of 
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the WT magnitude at two different distances. Arrival times were taken as the 
highest peak in each of the two main frequency bands at around 170 kHz and 340 
kHz.  
 
 
a) 
 
 
 
b) 
 
Figure 4.14: Gabor WT calculated (a) at 1 m distance from S2 and (b) at 2 m 
distance from S2 for large diameter pipe 
 
The arrival times for all signals recorded on the large and small diameter pipes 
were again used to determine apparent wave speeds and the results are shown in 
Figure 4.15. Because this technique makes explicit use of the trigger sensor signal 
and essentially compares the whole time series, it is not possible to separate out 
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effectively Waves 1 and 2 [61], although it has the advantage over unfiltered cross-
correlation that there is some separation in the frequency axis. 
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Figure 4.15: Arrival times calculated from WT magnitude for larger diameter pipe
 
4.4 Discussion 
 
The various methods yield a variety of wave velocities as shown in Table 4.3. 
Taking the manual estimate as a benchmark (albeit on a different set of data), it is 
clear that the windowed energy technique gives the most reliable method of 
estimation of velocity for the two waves over longer lengths, despite the fact that 
the threshold technique is essentially an automatic version of the manual technique. 
This is probably because using a simple threshold requires a certain amount of 
judgement which is difficult to automate in terms of threshold level. The threshold 
technique is, however, the most effective at short distances, mainly because there is 
only a single part to the signal and there is no need to deal with multiple arrival 
times.  
 
Although the wavelet decomposition combined with cross correlation improved on 
the conventional cross correlation technique, the wavelet transform approximation 
signal with cross-correlation produces relatively high estimates of velocity for each 
of the two components, whereas the simple cross-correlation produces relatively 
low estimates. Cross-correlation techniques are the only ones of those used here 
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which do not explicitly deal with arrival times and have, as an inherent assumption, 
that the entire group (filtered or not) is travelling with a given velocity, which is not 
true of dispersive waves.  
 
The Gabor WT used here did not produce results consistent with the other methods, 
part of the difficulty being evident in Figure 4.13, where multiple peaks are present 
in the transform in both frequency bands. The choice of appropriate peaks in the 
Gabor WT is a matter which has been dealt with in detail by Ding et al [61] and 
this might explain the relative variations in “Wave 1” and “Wave 2” results (as 
measured by R2) shown in Figure 4.14. The complexity of the waveform found on 
plain pipes appears to make it difficult to identify particular peaks, rendering this 
technique of limited use in such applications. 
 
Source to sensor distance- 
diameter 
Long - large Short - large Long - small 
Wave type 1 2 1 2 1 2 
Manual estimation 5280 3810 4757 3091 5263 3407 
WT & cross-correlation  5984 4649 6830 4394 6101 6402 
Windowed energy 5263 3840 - - 5219 3512 
Cross-correlation 2930 3403 3020 
Threshold 5370 4520 5097 3576 5219 4022 
Gabor WT 3510 1790 3150 1792 3227 2669 
Table 4.3: Practically estimated wave speeds (ms-1) 
 
 
A confirmatory experiment was carried out in order to assess the relative accuracy 
of the various methods in an actual source location exercise. The larger diameter 
pipe was set up with the sensors placed 4m apart and ten pencil leads broken at 
distances of 2, 3 and 3.6m from S1. In order to provide a final, longer source-sensor 
distance, S1 was then moved 1m to the end of the pipe so that the source was at 
4.8m from S2. Each of the techniques was applied to locate the source and an 
averaged location calculated ( mx ). It should be noted that the threshold was set at 
60 % of the maximum amplitude of the raw AE signal at 2m and was then 
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decreased to 20 %. The mean error with respect to the actual location xact was then 
determined from: 
 
100% ×−Σ=
n
xxx
Error
actmact
 (4.1)
 
where n is the number of observations (in this case, four). 
 
The results in Table 4.4 show all of the techniques except that based on the Gabor 
WT to give good location accuracy, the windowed energy technique giving the 
lowest error. Despite the fact that they use an averaged velocity, the cross-
correlation techniques work quite well, the WT technique performing somewhat 
better than the conventional cross-correlation. It is expected that, as distances 
become even longer, the changed balance in amplitude between Waves 1 and 2 will 
make a straight cross-correlation less reliable. It is worth noting that the senses of 
the errors in each case are not random; rather, each technique either under- or over-
estimates the source-sensor distance systematically. It is also evident that 
techniques which put greatest reliance on Wave 1 tend to over-estimate distance 
and vice versa, so the cause of this variation may be a small error in the Wave 1 
and/or Wave 2 speeds. 
 
Actual distance from sensor 2 2 m 3 m 3.6 m 4.8 m Error 
WT & cross-correlation 2 2.9 3.5 4.6 2.5% 
Windowed energy 2.05 3.05 3.63 4.87 1.5% 
Cross-correlation 2 2.89 3.44 4.45 4% 
Threshold 2.04 3.3 3.79 4.81 4% 
Gabor WT 1.68 3.9 3.63 4.04 16% 
Table 4.4: Automatic techniques to estimate source sensor distance using Wave 1 
 
When two separate arrival times and speeds can be identified, there is an option to 
use a single sensor as the sole, as mentioned in section 2.2.3.1, or supporting, 
means of source location. The arrival time difference ∆t between a wave 
propagating at speed V1 and one propagating at V2 for a sensor at a distance x from 
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the source can be calculated using Equation 2.15. Using the windowed energy 
technique to estimate the time difference between Wave 1 and Wave 2 and using 
the speeds indicated in Table 4.3, the distances shown in Table 4.5 could be 
calculated.  
 
Actual distance from sensor 2 2 m 3 m 3.6 m 4.8 m Error 
Windowed energy 2.6 3.12 3.69 4.85 9.4% 
Table 4.5: Source distance from Sensor 2 estimated using windowed energy 
technique and time difference between Waves 1 and 2 
 
Because the first wave to arrive is of relatively low amplitude, it is important to 
consider relative attenuation of the two components for application to long pipes. 
AE energy attenuation can be conveniently described by an exponential decay 
function using Equation 2.11 which can be rearranged [17, 20]: 
 
kxEE −= 0ln)ln(  (4.2)
 
Figure 4.16 shows the energy per unit time of raw AE for the time period between 
Wave 1 and Wave 2 arrivals, and, for the same length of time after the arrival of 
Wave 2, plotted on a semi-log basis as suggested by Equation 4.2. Although there 
is quite a lot of scatter (mostly at the shorter distances where it is difficult to 
separate the two components) it appears that Wave 1 is marginally less heavily 
attenuated with distance than is Wave 2, the two trend lines in Figure 4.15 crossing 
at about 70m. This observation gives some confidence that techniques which rely 
on the detection of Wave 1 should be operable even at long distances provided that 
there is a detectable signal at all.  
 
The high-pass filter at 340 kHz, which is used for most of the techniques in this 
chapter, was essentially determined by inspection, and it is useful to consider how 
the threshold might be determined in cases where the structure and/or sensor are 
different, and which may lead to different frequency domain characteristics. 
Accordingly, for a subset of the data, a sliding high pass filter was applied, along 
with a fixed threshold of 0.03 of the maximum amplitude to determine the arrival 
times of the unfiltered (Wave 1) and filtered (Wave 2) components as a function of 
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cut-off frequency. The results, shown as arrival time difference (Wave 2 – Wave 1) 
are shown in Figure 4.17 for source-sensor distances of 0.2m, 2m and 4m, and it 
can be seen that there is a region of high-pass cut-off between 300-350 kHz at 
which a stable separation of arrival time is achieved. Such a technique could be 
easily automated in order to cope with different sensors and/or structures and/or 
dispersion at longer distances.  
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Figure 4.16: Energy of raw AE for time period between Wave 1 and Wave 2 before 
and after arrival of Wave 2 for large diameter pipe  
 
Finally, it has been assumed inherently throughout the source location study that 
waves are travelling axially along the pipe and that circumferential distances are 
negligible with respect to axial distances. The work of Barat et al [47] can be used 
to assess the error involved in this assumption using their formula for the distance 
between two points θ1, z1 and θ2, z2 on the surface of a cylinder (Figure 4.18):  
 
2
21
2
21
2 )()( zzRL −+−= θθ  (4.3)
 
The effect of the ratio of axial separation to radius of the cylinder K=z1-z2/R can be 
examined, taking θ1 = 0:  
 
22
2 KR
L += θ  (4.4)
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 which is plotted in Figure 4.19, for values of θ up to π  radians for values of K from 
1 to 10. The relative difference of the true and axial separations can be seen by the 
values at θ2=0 and θ2= π for each value of K. As can be seen, the error is about 5% 
at K=10, 10% at K=7 and 50% at K= 3. Therefore, in long pipes (L/R>10) the 
maximum error is about the same as repeated in Table 4.4. For the large diameter 
pipe the error for source-sensor distances of 20cm and 2m are about 80% and 
0.05% respectively, while, for the small diameter pipe, it is about 7% and 0.0005% 
respectively.   
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Figure 4.17: Arrival time estimation between Wave 1 and Wave 2 for large 
diameter pipe using sliding filter 
 
 
 
 
 
 
Figure 4.18: Axial and surface separations of two points on a cylindrical surface 
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Figure 4.19: Surface and axial separations on a cylindrical surface  
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4.5 Summary 
 
It has been seen that simple impulsive sources produce a signal in long steel pipes 
which can conveniently be split into a slow and a fast component, and that it is 
difficult to distinguish between these at short source-sensor distances. The 
implication is that simple techniques are quite adequate for source location in pipes 
where the sensor is close to the source, but that independent measures can be 
obtained at longer distances. Also, it has been shown that two-dimensional source 
locations algorithms should be used when source-sensor distance is less than about 
five times the pipe diameter. 
 
The windowed energy technique relies on changes in the balance of high and low 
frequency components of the signal as a function of time to determine arrival times 
and, in a separate source location exercise, was shown to be the most accurate of 
the techniques investigated. The next most successful technique also relies upon the 
frequency balance, and utilises a very sharp filter to remove Wave 1 so that arrival 
times can be estimated for both waves based on the unfiltered and filtered signals.  
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Chapter 5: Effect of Internal and External Environment  
 
5.1 Introduction 
 
This chapter describes and discusses the results of the various tests using simulated 
sources on pipes with different internal and external media. The focus here is on 
AE wave attenuation and time-of-flight along the pipe in different environmental 
conditions. The analysis is based mostly on relatively simple statistical signal 
processing techniques, and the signals are first reviewed in the time-, frequency- 
and time-frequency domains to establish features for detailed analysis.  
 
The main objective of the analysis was to understand the effects of internal and 
external environment on propagation of AE to supplement that developed in the 
previous chapter. As for Chapter 4, all experiments used a simulated pencil lead 
source, and raw AE signals were acquired at a sampling rate of 5 MHz for a fixed 
period of 10 ms (50000 points). All of the results recorded here relate to the smaller 
diameter pipe.  
 
5.2 General Observations 
 
In this section, a brief overview of the data is given in order to establish those 
features of the signals which can be used for later analysis. 
 
5.2.1 Time Domain 
Figure 5.1 shows typical time evolutions of the raw AE signals for the four 
interface conditions captured at S2 for one position relatively close to the sensor 
and one relatively far from the sensor. As can be seen, for the long source-sensor 
distance for each condition, a faster-moving component again appears in the signal 
(Wave 1), and this component is of higher relative amplitude (compared with the 
main wave) the fewer air interfaces there are on the pipe. Also, for signals recorded 
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both close to and far from the source, the signal amplitude in the main wave is 
generally of lower amplitude and is more quickly damped, the fewer air interfaces 
there are. These observations are consistent with energy being lost by transmission 
into the water and wet sand more easily than to air, which is to be expected because 
of the closer impedance matching of steel with water. The main, slower component 
(Wave 2) seems to be more affected by this than the initial, faster component as 
shown in Figures 5.2 and 5.3.  
 
5.2.2 Frequency Domain 
Figures 5.4, 5.5 and 5.6 show typical frequency domain plots for relatively short 
and relatively long distances from the source for the various internal and external 
environments. As before, it is clear that, at relatively long distances (5m), the 
energy is carried mostly in two fairly narrow bands centred on frequencies of 
around 170 KHz and 340 KHz, although, at short distances, quite a number of 
spectral peaks are evident.   
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Figure 5.1: Typical AE time series at S2 for various internal-external conditions recorded 
at 0.2m and 5m from the simulated source 
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Figure 5.2: Typical AE time series at S2 for various conditions of external small size sand 
and internal air recorded at 0.2m and 5m from the simulated source 
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Figure 5.3: Typical AE time series at S2 for various conditions of external coarse sand and 
internal air recorded at 0.2m and 5m from the simulated source 
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d: Water-air at 5 m 
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e: Air-wet fine sand (20% water) at 0.2m 
0 50 100 150 200 250 300 350 400 450 500
0
0.05
0.1
0.15
0.2
0.25
P
ow
er
 S
pe
ct
ra
l D
en
si
ty
 (d
B
/H
z)
 x
10
Frequency (kHz)
-1
2 
f: Air-wet fine sand (20% water) at 5m 
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g: Water-wet fine sand (20% water)  at 0.2m 
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h: Water-wet fine sand (20% water) at 5m 
Figure 5.4: Typical AE frequency spectra for various internal-external conditions recorded 
at 0.2m and 5m from the simulated source 
 
5.2.3 Time-Frequency  
Figure 5.7 shows how the frequency content of a typical signal varies with time, the 
air-air configuration being the benchmark for other configurations, where the 
amplitude in the frequency domain at each time step has been normalised to the 
same total energy in order to counteract the effect of reducing total energy with 
time. These figures show similar features to Figure 4.3 (for large diameter pipe) in 
that there is a difference in spectral content between the earlier part of each signal 
and the later part. Also, there appears to be a general shift from higher frequencies 
to lower frequencies as source-sensor distance increases. 
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a: Dry sand at 0.2 
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b: Dry sand at 5m 
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c: Wet sand (20% water) at 0.2m 
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d: Wet sand (20% water) at 5m 
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e: Soaked sand (27% water) at 0.2m 
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f: Soaked sand (27% water) at 5m 
Figure 5.5: Typical AE frequency spectra for various conditions  of external fine sand 
and internal air recorded at 0.2m and 5m from the simulated source 
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a: Dry sand at 0.2 
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b: Dry sand at 5m 
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c: Wet sand (13% water) at 0.2m 
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d: Wet sand (13% water) at 5m 
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e: Soaked sand (20% water) at 0.2m 
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f: Soaked sand (20% water) at 5m 
Figure 5.6: Typical AE frequency spectra for various conditions of external coarse sand 
and internal air recorded at 0.2m and 5m from the simulated source 
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b : 2m 
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c: 3m 
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d: 5m 
Figure 5.7: Normalized frequency-time plot for air-air condition at various 
distances 
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5.3 Signal Analysis: Effects of Internal and External Interfaces 
 
From the preceding section, it can be seen that the AE signal is affected by both the 
internal and external environments, observable in the time domain and the 
frequency domain. 
 
In Chapter 4, on similar pipe with air as the internal and surrounding medium, it 
was shown that, at longer distances, the signals can be split into a relatively low 
frequency, high speed wave (Wave 1) and a relatively high frequency, low speed 
wave (Wave 2), and it was pointed out that some authors have suggested that Wave 
1 is an extensional wave and Wave 2 is a flexural wave. The waves were separated 
using a sharp filter at 350 kHz in order to improve the accuracy of arrival time 
estimation. In this chapter, it is also of interest to separate the components this time 
with a view to examining the relative attenuation of each in different internal or 
external environments.  
 
5.3.1 Time Domain Analysis 
Figure 5.8 illustrates a signal thresholding technique applied to the square root of 
the square of the raw signal in order to split the components in the time domain. To 
identify the start and end of the two waves in the time domain, the first crossing, 
corresponding to the start of Wave 1 (t1) was set at 200% of the maximum noise 
amplitude (established over the first 200µs of the signal), and the start of Wave 2 
(t2) at the average between the maximum amplitude and the amplitude at t1. The 
signal was terminated in the time domain at t3 when it crossed a threshold in the 
downward direction set at the maximum amplitude for the last 200µS of the signal. 
Although this technique is far from rigorous, it does provide a means of dividing up 
the signals into objectively determined time windows. 
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Figure 5.8: Square root of squared raw signal with the thresholds used to identify the 
arrival times for Wave 1 and 2 and the end of the signal 
    t2
t1 t3
Threshold 2
Threshold 3Threshold 1 
 
Figures 5.9 – 5.11 show the relative durations of Wave 1 and Wave 2 according to 
the foregoing criteria. Clearly, the duration of Wave 1 increases approximately 
linearly with source-sensor distance and the slope decreases a little with amount of 
water in the environment. Supposing that Waves 1 and 2 have distinct velocities: 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=−
12
12
11
VV
xtt  (5.1)
 
and it can be seen (Figure 5.9) that V2 or V1, or both, change with the internal and 
external environment. The degree of wetness of the sand does not appear to change 
V1 and V2, except possibly in the case of soaked sand where the behaviour becomes 
erratic (Figures 5.10a and 5.11a). For all conditions the duration of Wave 2 falls off 
gently with source-sensor distance and this is expected to be due largely to 
attenuation. 
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b: Wave 2 
Figure 5.9: Durations of Wave 1 and Wave 2 in the time domain for different external (air and 
wet sand) and internal environments (air and water) 
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Figure 5.10: Durations of Wave 1 and Wave 2 in the time domain for different conditions of 
external fine sand and internal air 
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b: Wave 2 
Figure 5.11: Durations of Wave 1 and Wave 2 length in the time domain for different 
conditions external coarse sand and internal air 
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5.3.2 Frequency Analysis 
In section 5.2.2 two frequency bands were identified, and, in order to carry out 
some analysis, two bands between 100 and 200 kHz and between 300 and 350 kHz 
were chosen. Figure 5.12 summarises the frequency content in the two bands for 
relatively short and long source- sensor distances. These figures show significant 
differences in relative attenuation of high and low frequency components between 
the different environments. For example, when the pipe has air inside and outside 
(Figures 5.12 (a) and (b)), there appears to be a reverberant effect with a return time 
of around 4ms, corresponding approximately to the length of the pipe. Also, the 
higher frequency component appears to be more heavily attenuated than the lower. 
The introduction of water to the internal or external environment reduces 
considerably the low frequency component of Wave 2 even at relatively short 
distances. In contrast, the low frequency component, which makes up most of 
Wave 1, seems to be rather less heavily attenuated the more water there is in the 
environment.  
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a: Air-air at 0.2m 
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e: Air-wet fine sand (20% water) at 0.2m 
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g: Water-wet fine sand (20% water) at 0.2m 
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h: Water-wet fine sand (20% water) at 5m 
Figure 5.12: Amplitude attenuation for  internal-external conditions recorded at 0.2m and 
5m from S2, high band (300-350 kHz) and low band (100-200 kHz) 
 
5.3.3 Energy Analysis 
The variation in the energy of the signal with distance from the source can be 
encapsulated in a simple model which takes account of external and internal 
conditions, where the energy from the source can be seen as being propagated in 
two types of wave, one travelling over the surface carrying energy E2, and another 
travelling through the bulk carrying energy E1, as shown in Figure 5.13. Without 
going into the detail of possible surface or bulk modes, it might be expected that the 
attenuation factor, k, for the surface component would depend on the external 
environment, whereas that for the bulk component should be independent of 
environment, the interfacial attenuation depending upon the number of reflections 
at internal and external surfaces which, in turn, would increase in an approximately 
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linear fashion with source-sensor distance. Thus, the attenuation Equation (2.11) 
might be modified to the following: 
 
( ) ( )xExExE 21)( +=  (5.2)
 
This can be expressed as 
 
[ ] xkxkax eEeEnmxE 21 2,01,0)( −− +⋅=  (5.3)
 
where k2, m and n are dependent upon the impedance matching between steel and 
the external (k2 and m) and internal (n) environments, and k1, a, E0,1 and E0,2 would 
not be expected to change for a given pipe configuration and source type. Since we 
are dealing with (at least) two different types of wave, we might expect these waves 
to have different frequency profiles, and to have different group velocities. 
Therefore filtering and time-windowing may also need to be used in determining 
the parameters above.   
 
Figure 5.13: Schematic of propagation model 
(1-m) nE1 Sensor 
☼ 
Source 
E1
E2 
nE1
(1-n)E1
  mnE1 
External Medium 
Pipe Wall 
Internal Medium 
 
Figures 5.14 - 5.16 show the total energy for all environment conditions, the air-air 
case showing the least attenuation and water in either the internal or external 
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environment increasing it. The attenuation was also calculated separately for each 
of the frequency bands (100-200 kHz and 300-350 kHz) and the results are shown 
in Tables 5.1 to 5.3. These tables show attenuation to increase with the amount of 
water in the environment, and for the soaked sand to be a little less effective than 
water inside, the fine sand being more effective than the coarse sand for a given 
degree of wetness. Also, the higher frequency band is in all cases more heavily 
attenuated than the lower.     
 
5.4 Automatic Arrival Time Estimation 
 
In this section, the four main techniques for automatic arrival time estimation 
presented in Chapter 4 are applied. Therefore, for each of the four conditions, the 
sliding window technique, conventional cross-correlation and cross-correlation 
combined with wavelet decomposition are used to identify the arrival times of the 
raw AE signal. Also, the threshold technique was used combined with a sharp, 340 
kHz Chebyshev I filter to identify separate arrival times for each of the 
components. Finally, the Gabor WT is re-examined in this section to determine 
whether the additional attenuation improves its results. 
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Figure 5.14: Attenuation curves for different external (air and wet sand) and internal 
environments (air and water) 
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Figure 5.15: Attenuation curves for different conditions of external fine sand and air 
internal 
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Figure 5.16: Attenuation curves for different conditions of external coarse sand and air 
internal 
 
Raw 100 – 200 kHz 300 – 350 kHz Frequency band  
Eo (×10-9) (k)  (R2)  (k)  (R2)  (k) (R2) 
Air-Air 8 0.21 0.61 0.014 0.004 0.36 0.86 
Water-air 0.6 0.64 0.88 0.58  0.85 0.68 0.9 
Air-wet fine sand  0.5 0.65 0.68 0.49 0.56 0.75 0.72 
Water-wet fine sand  0.2 0.92 0.83 0.8 0.68 0.98 0.9 
Table 5.1: Attenuation data for raw and filtered signals for different external (air and fine 
wet sand) and internal environments (air and water) 
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Raw 100 – 200 kHz 300 – 350 kHz Frequency 
band  Eo (×10-9)  (k)  (R2)  (k)  (R2)  (k) (R2) 
Dry  0.3 0.45 0.37 0.33 0.21 0.60 0.52 
Wet  0.5 0.65 0.68 0.49 0.56 0.75 0.72 
Soaked  0.6 1.46 0.83 1.4 0.81 1.78 0.90 
Table 5.2: Attenuation data for raw and filtered signals for different conditions external 
fine sand and air internal  
 
Raw 100 – 200 kHz 300 – 350 kHz Frequency 
band  Eo (×10-9)  (k)  (R2)  (k)  (R2)  (k) (R2) 
Dry  2 0.68 0.66 0.57 0.52 0.99 0.87 
Wet  5 0.43 0.68 0.25 0.37 0.81 0.91 
Soaked 0.1 0.84 1.42 1.31 0.82 1.75 0.87 
Table 5.3: Attenuation data for raw and filtered signals for different conditions external 
coarse sand and air internal  
 
5.4.1 Cross Correlation Technique 
To estimate the AE “signal speed” using cross correlation, the square root of the 
square of the raw AE signal was calculated and then the cross-correlation function 
calculated as described in Chapter 4. As can be seen in Figure 5.18, the cross-
correlation functions between the trigger sensor and the remote sensor are quite 
different, at long distances, for the four conditions, but all give a clear peak, the 
peak tending to be sharper when there is water in the environment.  
 
The peak, and hence the time difference can be estimated automatically, Figure 
5.19 shows the arrival times for all signals recorded for each of the four conditions, 
along with the corresponding effective “signal speeds”. The arrival times for all 
signals recorded in the other conditions, were also used to determine apparent wave 
speeds and the results are summarized later (Tables 5.6 and 5.7). 
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Figure 5.18: Cross-correlation function between Sensor 1 and Sensor 2 for different 
internal-external environment conditions at 5m 
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a: Pipe surrounded by air 
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b: Pipe buried in wet fine sand 
Figure 5.19: Cross-correlation “wave speeds” for various internal-external environment 
conditions 
 
5.4.2 Cross Correlation with Wavelet Decomposition  
 A Daubechies wavelet packet transform was used next to decompose the raw AE 
signal to one level of detail and one approximation as described in Chapter 4. Then, 
cross-correlation, as applied in section 5.5.1, was used to determine the arrival time 
of the Approximation and Detail components of the decomposed signal, Figure 
5.20. The technique was also applied for all other conditions and the results are 
summarized later (Tables 5.6 and 5.7).  
 
5.4.3 Threshold Technique 
As discussed at the end of Chapter 4, separation of Waves 1 and 2 is possible 
between 300 and 350 kHz and so a band-pass filter in this range was applied to 
isolate the high frequency components and the root square taken of the resulting 
filtered and raw signals, shown, for example in Figure 5.21. As before, the arrival 
time estimates are sensitive to the threshold chosen and these used are shown in 
Figure 5.22. The results for other conditions are summarized later (Tables 5.6 and 
5.7). 
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c: Air-find wet sand 
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d: Water-wet fine sand  
Figure 5.20:  Wave speed for various internal-external environment conditions using 
cross-correlation and wavelet decomposition  
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Figure 5.21: Comparison between the arrival of raw signal (Wave 1) and filtered 
signal (Wave 2) at 5m for water inside and wet fine sand outside 
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Figure 5.22: Arrival time estimation by threshold method with various internal-external 
environment conditions  
 
5.4.4 The Sliding Window Energy Technique 
The sliding window technique described in Chapter 4 was also applied to all 
external and internal environment conditions. As before, the energy ratio of the 
high-band (300-350 kHz) to low-band (100-200 kHz) was calculated as a function 
of time. Figure 5.23 shows this energy ratio calculated for every 20µs up to 3ms, 
for source-sensor distances of 0.2, 2 and 5m for the first set of external and internal 
environments. As before, the energy ratio falls sharply when Wave 1 arrives, and, 
after a period of time which increases with distance, the begins to increase again, 
which is taken to signify the arrival of Wave 2. Figure 5.24 shows the resulting 
arrival times plotted against source-sensor distance along with the corresponding 
wave speeds. These, and the wave speeds for the other conditions, are summarized 
later (Tables 5.6 and 5.7). 
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Figure 5.23: Windowed energy ratio (high band to low band) in the time domain for 
various internal-external environment conditions 
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d: Water-wet fine sand  
Figure 5.24: Wave speed estimation by energy windowing method for various internal-
external environment conditions  
 
5.4.4 Gabor Wavelet Transform 
As before, arrival times were taken as the highest peak of the Gabor WT in each of 
the two main frequency bands at around 170 kHz and 340 kHz and the results are 
shown in Figure 5.25. The arrival times for all other conditions were also calculated 
and the results corresponding wave speeds shown in Tables 5.6 and 5.7. As can be 
seen, the performance of the Gabor WT is little better than it was for the plain pipe 
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and the problem is again due to there being multiple peaks in the transform at a 
given frequency. 
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Figure 5.25: Wave speed estimation using Gabor WT for various internal-external 
environment conditions 
 
5.5 Discussion  
5.5.1 Attenuation  
As can be seen in Tables 5.1 to 5.3 the internal and external environments have a 
considerable effect on the attenuation of both Wave 1 and Wave 2. As illustrated in 
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Figure 5.13, AE energy can be considered to be partly reflected and partly 
transmitted at boundaries as the wave propagates along the pipe. Leaving aside, for 
simplicity, possible mode conversions at the boundary, the proportion of energy 
reflected depends on the relative acoustic impedances of the two media and 
calculated values for relevant media are given in Table 5.4.  It is clear from these 
values that the signal is almost totally reflected at air interfaces, while it faces less 
reflection in water, which can explain the attenuation behaviour of the various 
environments.  
 
            Z2 
Z1
Air Water Dry sand 
Steel 0.999 0.87 0.97 
Table 5.4 Calculated reflection coefficients at steel interfaces 
 
The data in Table 5.4 can be used to determine the coefficients of Equation 5.3 for 
the four internal-external interface conditions, m = n = 1 for air-steel and assuming 
that m = n = 0.87 for other conditions: 
 
xkxk aireEeExE 21 2,01,01 )(
−− +=  (5.4)
xkxkax aireEeExE 21 2,01,02 )87.0()(
−− +=  (5.5)
xkxkax watereEeExE 21 2,01,03 )87.0()(
−− +=  (5.6)
xkxkax watereEeExE 21 2,01,04 )87.087.0()(
−− +×=  (5.7)
 
where  E1(x) is total energy for air-air condition; 
E2(x) is total energy for water-air condition; 
E3(x) is total energy for air-wet sand condition; and 
E4(x) is total energy for water-wet sand condition. 
 
To find a, the above equations can rearranged to give: 
 
xkax eExExE 11,021 )87.01()()(
−−=−  (5.8)
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 and 
 
xkaxax eExExE 11,043 87.0)87.01()()(
−−=−  (5.9)
 
Dividing Equation 5.8 by 5.9 and taking the logarithm of both sides gives: 
 
)87.0ln()(
)()(
)()(ln 1
43
21 axxF
xExE
xExE −==⎥⎦
⎤⎢⎣
⎡
−
−  (5.10)
 
Plotting the averaged data points for E1, E2, E3 and E4 treated to yield Figure 5.26 
gives a value of a of around 1.5, although the intercept is not zero and the straight 
line fit is poor.  
 
Using the derived value of a, Equations 5.8 and 5.9 can be rearranged to yield:  
 
xkExFxExE ax 11,02
21 )ln()(
87.01
)()(ln −==⎥⎦
⎤⎢⎣
⎡
−
−  (5.11)
 
and 
 
xkExFxExE axax 11,03
43 )ln()(
87.0)87.01(
)()(ln −==⎥⎦
⎤⎢⎣
⎡
−
−
(5.12)
 
As can be seen from Figure 5.27, F2(x) and F3(x) yield similar values of k1, but 
values of E0,1 which differ by a factor of about 4.   
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Figure 5.26: Determination of a 
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Figure 5.27: Determination of E0,1 and k1 
 
Taking the lower value of E0,1 (2.7×10-9) and the average value of k (0.7), four 
functions can be derived to reveal the residual attenuation associated with E0,2, k2air 
and k2water: 
 
xkxk aireExFeExE 21 2,041,01 )()(
−− ==−  (5.13)
xkxkax aireExFeExE 21 2,051,02 )()87.0()(
−− ==−  (5.14)
xkxkax watereExFeExE 21 2,061,03 )()87.0()(
−− ==−  (5.15)
xkxkax watereExFeExE 21 2,071,0
2
4 )()87.0()(
−− ==− (5.16)
 
and these are shown in Figure 5.28. 
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Figure 5.28: Plotting results to find E0,2 and k2 
 
As can be seen, only F4 (x) yields positive values, the remainder being slightly 
negative, which implies that the attenuation behaviour can be adequately described 
without surface propagation.  
 
It has to be acknowledged that the forgoing analysis is under-constrained, since the 
evaluation of k1 and E0,1 first may have affected the results. Furthermore, it is based 
on the assumption that m = n in Equation 5.5, although allowing a difference would 
further reduce the constraint on evaluation of the parameters. Finally, 
acknowledging a critical angel and\or permitting mode conversions at interfaces 
would rarely introduce yet more unknown parameters.   
 
The attenuation, and particularly the effects of interfaces, can also be examined by 
imagining the energy to be moving along sound rays (Figure 5.29), losing energy at 
each reflection according to an absorption coefficient of the surface, and reflecting 
according to Snell’s law [105, 106]. 
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Figure 5.29: Schematic drawing for propagations of fired rays in pipe wall 
 
Energy loss (attenuation) due to reflection at boundaries and absorption  were built 
into a solid model of the pipe [106], and rays fired randomly in all directions from a 
“source” collecting the number of hits at “sensors” using a reflection coefficient, 
Rc, and an material damping, c, so that the overall energy due to each hit, Eh, can be 
expressed: 
 
rN
c
xc
h ReEE )(0
′−=  (5.17)
  
where E0 is a unit source of energy, c is the material (internal) damping; Nr is the 
number of reflections and x′  is the actual path length of the ray (as opposed to the 
source-sensor distance). It should be pointed out that this model only considers 
internal rays. The number of rays fired, Nf, and the number of rays hitting the 
sensor, Nh, is recorded using an algorithm, which also calculates the energy of each 
ray at the time it hits, modifying the value of Nh to account for number of 
reflections and path length, x′ , yielding a modified hit count which is less than 
unity. Hypothetically, it can be assumed that the modified hit-ratio (Σ /ΣNhN ′ f) will 
be directly proportional to the measured AE energy ratio at a given distance, so that 
the attenuation equation becomes [106]:  
 
xk
f
h e
N
N
E
E *lnln
0
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
Σ
′Σ=⎟⎟⎠
⎞
⎜⎜⎝
⎛
 (5.18)
 
The model has been examined using three different numbers of fired rays, 225, 400 
and 625, using the calculated (from Figure 5.27) attenuation factors, k1,  of 0.67 and 
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0.88, reflection coefficients, Rc, of 0.87 and 1, a simulation elapsed time of 1.5ms 
and a propagation speed of 5200ms-1. The sensors were positioned axially in a 
similar way to the experiments, the sensors being positioned at 0.2m from the 
source up to 5m with 0.2m spacing between the sensors.  
 
The number of fired rays has an effect on the results as shown in Figure 5.30, the 
results for 625 giving a better R2. Due to computational limitations, it was not 
possible to examine the effect of number of iterations. Also, the results were not 
significantly changed with changing the reflection coefficient. 
 
Generally, the simulations show that the estimates made of k1 are little high, since 
there is a significant contribution (even over the limited length of the simulation 
period) from reflected rays. The limited effect of Rc on attenuation can be explained 
by the fact that the simulation will have stopped before all but the most direct rays 
reach the sensor.  
 
5.5.2 Wave Speed 
Tables 5.5, 5.6 and 5.7 summarise the wave speeds determined by the methods 
described earlier, and it is clear that the apparent speed, and hence any source 
location, will depend upon how arrival time has been determined. However, some 
consistent observations are possible across all of the methods with the exception of 
these using the Gabor WT for the air-air condition, which suffers from the same 
difficulty with multiple peaks as was reported in Chapter 4. Taking air-air as the 
base case, the introduction of water into the pipe always results in a reduction of 
apparent wave speed, whereas the introduction of wet fine sand on the outer 
surface, often results in an increase in apparent wave speed, although this is quite 
small according to some of the methods. The introduction of sand outside to the 
case of water inside also results in a modest increase in apparent wave speed, 
except in the WD method where the increase is substantial. The degree of wetness 
and coarseness of the sand have no consistent effect on wave speed within or 
between the techniques.  
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The various methods yield a variety of wave velocities as shown in Tables 5.5 to 
5.7. From this chapter, and Chapter 4, it is clear that all of the techniques except 
simple cross-correlation can be used to obtain speeds of more than one component 
of the signal although the means of separation of the components differ. Of these, 
the identification of the first peak in the Gabor WT at a given frequency is perhaps 
the least reliable, and the threshold technique requires some judgement in the 
setting of thresholds which can be difficult to automate.  
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Figure 5.30: Ray tracing of different number of rays fired for material damping of 
a) 0.67 and b) 0.88 
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Internal-external environment Air-air Water-air
Air-wet 
fine sand  
Water-wet 
fine sand  
Simple x-c  3020 2788 3403 2864 
Approximation 6598 5184 6468 5724 
WD and x-c 
Detail 6127 5405 6807 5740 
Threshold Wave 1 5219 4995 5252 5110 
Threshold Wave 2 4022 3446 4060 3836 
Windowed energy Wave 1 5432 4950 5244 4838 
Windowed energy Wave 2 3512 3133 3437 3342 
Gabor WT 170kHz 3227 6882 6277 6094 
Gabor WT 340kHZ 2669 2675 2571 2636 
Table 5.5: Summary of apparent wave speeds ms-1 for various internal-external 
environment conditions (WD: Wavelet Decomposition, x-c: Cross-correlation, WT: 
Wavelet Transform) 
 
 
External environment sand Dry Wet  Soaked  
Simple x-co 3217 3403 3218 
Approximation 6476 6468 6261 
WD and x-co 
Detail 6460 6807 6258 
Threshold Wave 1 4452 5252 5460 
Threshold Wave 2 3728 4060 3670 
Windowed energy Wave 1 5037 5244 5012 
Windowed energy Wave 2 3310 3437 3121 
Gabor WT 170kHz 5414 6277 5043 
Gabor WT 340kHZ 3068 2571 3870 
Table 5.6: Summary of apparent wave speeds ms-1 for different external environment 
conditions of fine sand (particle size 180 micron) (WD: Wavelet Decomposition, x-c: 
Cross-correlation, WT: Wavelet Transform) 
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 External environment sand Dry Wet  Soaked  
Simple x-c 3141 3161 3291 
Approximation 6265 6357 6414 
WD and x-c 
Detail 6329 6325 5110 
Threshold Wave 1 4600 4080 5900 
Threshold Wave 2 4415 3730 3330 
Windowed energy Wave 1 5076 5208 5097 
Windowed energy Wave 2 3197 3257 2870 
Gabor WT 170kHz 5327 4393 4425 
Gabor WT 340kHZ 2052 2291 3133 
Table 5.7: Summary of apparent wave speeds ms-1 for different external environment 
conditions of coarse sand (particle size 2000 micron) (WD: Wavelet Decomposition, x-
c: Cross-correlation, WT: Wavelet Transform) 
 
 
5.6 Summary   
 
In this chapter AE propagation has been studied for discontinuous simulated 
sources for a range of internal and external conditions. It has been found that 
apparent   speeds of components of the waves depend upon the environment and 
that the added attenuation brought about by water in the internal and external 
environment can be explained in terms of reflections at the interfaces. 
 
The following chapter considers sources which are extended over time and 
examines the extent to which the findings of the Chapter 4 can be applied to such 
sources. 
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Chapter 6: Continuous and Semi-Continuous AE Signals  
 
6.1 Introduction  
 
This chapter discusses methods applicable to continuous and semi-continuous AE 
signals. A continuous AE signal was generated by applying a gas jet to the metal 
surface and time-based features were introduced by pulsing the jet using a solenoid 
valve. Continuous AE signals are difficult to analyse unless they have a clear 
temporal structure and this was the reason for pulsing the jet. The focus of the 
analysis was to estimate distortions in the time and frequency domains and to 
examine how attenuation compares with a discontinuous on a plain pipe. Some 
tests were done on a 5m length pipe, raw AE signals being acquired at a sampling 
rate of 5 MHz for a fixed period of 10 ms (50000 points), and others on a pipe of 
18m length, where the raw AE signal was acquired at a sampling rate of 5 MHz for 
a fixed period of 100 ms (500000) points. 
 
6.2 General Observations  
 
Figures 6.1a and 6.1b, and Figure 6.2a and 6.2b show typical raw AE signals 
captured at S2 for continuous and semi-continuous sources. As can be seen, at 
longer distances, the signal is significantly attenuated. Figures 6.3a and 6.3b, and 
Figures 6.4a and 6.4b show corresponding normalized spectra of raw AE signals 
again for continuous and semi-continuous sources. Here, there is clearly substantial 
relative attenuation of the higher frequency component of the spectrum as distance 
from the source increases. Figure 6.5 shows this effect on a more continuous basis 
as a normalized plot. 
 
 
 
  121
0 1 2 3 4 5 6 7 8 9 10
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
Time (ms)
A
m
pl
itu
de
 (m
V
)
 a) 0.1m 
0 1 2 3 4 5 6 7 8 9 10
-0.1
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
0.1
Time (ms)
A
m
pl
itu
de
 (m
V
)
 b) 5m 
Figure 6.1: The continuous AE time series at S2 for 5m long pipe 
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Figure 6.2: Typical semi-continuous AE time series at S2 for 18m long pipe 
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Figure 6.3: Normalized continuous AE frequency spectra at S2 for 5m long pipe 
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Figure 6.4: Normalized semi-continuous AE frequency spectra at S2 for 18m long 
pipe 
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Figure 6.5: Normalized frequency-distance plot for signal acquired for continuous 
source for 5m long pipe 
 
 
6.3 Attenuation  
 
For signals which have no reference time, attenuation may be the only way to 
locate a source and, as discussed in the last two chapters, splitting the wave into 
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components which may have differing attenuation characteristics could help to 
improve identification and location accuracy.  
 
In Figures 6.3 and 6.4, it is clear that much of the energy is in two bands between 
100 and 200 kHz, and 300-350 kHz. Accordingly, the signal was filtered using a 
band pass (Chebyshev I) filter between 100 and 200 kHz (low component), and 
300-350 kHz (high component) for the continuous and semi-continuous signals, 
and the energy was calculated for the raw and filtered signals, as shown in Figures 
6.6 to 6.8.  As can seen, the low frequency component shows comparable 
behaviour to the raw signal, while the high frequency component is more heavily 
attenuated for all cases. The slope for the raw and low frequency components 
suggest very little attenuation even at longer distances.  
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Figure 6.6: Energy calculated for the raw and band pass filtered, low (100-200), high (300-
350 kHz), continuous AE signal for 5m long pipe 
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Figure 6.7: Energy calculated for the raw and band pass filtered, low (100-200), high 
(300-350 kHz), continuous AE signal for 18m long pipe 
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Figure 6.8: Energy calculated for the raw and band pass filtered, low (100-200), high 
(300-350 kHz), semi-continuous AE signal for 18m long pipe 
 
In Figure 6.9, the energy of the high frequency component has been normalized to 
the total energy, in order to reduce the effect of variation of the source and, as can 
be seen, this only leads to minor improvements in correlation factor, if at all. As 
can be seen in Figure 6.9b that the attenuation for the semi-continuous signal is 
greater than the continuous signal and, by comparison with the findings in Chapter 
4 and 5, both are greater than the factors for discontinuous sources. This would tend 
to suggest that there is a dispersive element to AE propagation in which cannot be 
accounted by simple filtering and further strengths the approach of identifying 
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wave types in the time domain. Unfortunately, such an approach cannot be taken 
with continuous sources which limit the accuracy even for energy-based methods 
of source location.   
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Figure 6.9: Normalized energy versus source sensor distance for high frequency 
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6.4 Source Location 
 
The location of sources with no temporal structure can be estimated only, as 
discussed in section 2.2, by using Equation 2.11, which can be rearranged: 
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 ⎟⎟⎠
⎞
⎜⎜⎝
⎛−=
oE
E
k
x ln1  (6.1)
 
where x is the source-sensor distance,  which can therefore be found provided that 
at least two sensors are available (Section 2.2.3.3).   
 
As noted in the last two chapters, source location can be achieved by using cross-
correlation provided that the signals have some temporal structure. Also, as seen 
above, filters can be used to improve performance and Chapter 4 has shown that a 
sharp 340 kHz filter makes a clear separation between Wave 1 and Wave 2. 
Therefore, the signals of the type shown in Figure 6.2 were filtered and correlated 
with the corresponding filtered trigger signal, Figures 6.10 and 6.11 showing 
typical results for the high-pass and low-pass components. Clearly, at longer 
distances, the high-pass filtered component does not given a clear peak and this is 
consistent with its higher degree of attenuation.  
 
Figure 6.12 shows the cross-correlation function peaks times for each of the source-
sensor distances. Clearly, the low-pass component of the signal gives a more 
consistent measure of speed although the value is rather different to those found for 
discontinuous sources. Next, the discontinuous signals were band-pass filtered 
between 100 and 200 kHz and Figure 6.13 shows a typical cross-correlation for 
this. The peak is far clearer in this case, with secondary peaks associated with the 
out-of-phase pulses. Figure 6.14 shows the time lags plotted against distance and it 
is clear that this filter gives a good estimation of velocity although the value is 
again lower than for discontinuous sources. 
 
Finally, in order to check if any temporal structure is detectable for the continuous 
source, cross-correlation functions were determined for these as well. Some 
examples are shown in Figure 6.16 and it is clear that these give null results.  
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Figure 6.10: Cross-correlation function for high pass filter for semi-continuous 
signal on 18m long pipe 
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Figure 6.11: Cross-correlation function for semi-continuous signal on 18m long 
pipe 
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Figure 6.12: Arrival time estimation for high and low pass filter for semi-
continuous source for pipe 18m length 
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Figure 6.13: Cross-correlation function at 10m from semi-continuous source band 
pass filtered between 100 and 200kHz for pipe of length 18m 
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Figure 6.14: Arrival time estimation for band pass filtered (100 to 200kHz) for 
semi-continuous source for of pipe length 18m  
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Figure 6.15: Cross-correlation functions for continuous AE sources  
 
6.5 Discussion  
 
Attenuation techniques appear to be suitable for location of continuous and semi-
continuous AE sources, and can be improved by filtering. To examine this in more 
detail a series of experiments were carried out in order to assess the relative 
  132
accuracy of the attenuation methods in an actual source location exercise. The 
small pipe, 48.4mm diameter and 5m long, was set up with the two sensors placed 
5m apart and a continuous source produced at distances of 2, 3 and 4m from S2, 
using S1 as the trigger, with the sensors and source axially aligned. The raw, band 
pass, and filtered normalised AE energy were then used to locate the source and an 
averaged location ( mx ) calculated, using Equation 4.2. Using the parameters from 
Figures 6.6 and 6.9a, the location of the source was calculated and the results are 
recorded in Table 6.1. As can be seen, removing the relatively un-attenuated 
component in a continuous source improves the accuracy of location. 
 
Actual distance from Sensor 2 2m 3m 4m Error % 
Raw signal 1.02 4.89 0.8895 76.9 
Band-pass 2.32 4.228 3.44 37.6 
Band-pass/raw signal (normalised) 2.43 3.5 4.08 13.36 
Table 6.1: Energy technique using band pass filtering between 300 and 350 kHz 
to locate the continuous AE source on  5m long pipe
 
 
Whereas the energy technique works best with the attenuated components of the 
signal, cross-correlation works best for the un-attenuated component. However, 
cross-correlation will only work if there is some temporal structure to the signal, as 
is the case in the pulsed continuous source. 
 
6.6 Summary   
 
It has been seen here that the factors affecting continuous source location are 
whether or not it has any temporal structure and whether or not specifically 
attenuated components can be identified.  
 
The last three chapters have dealt with simulated sources, which have strictly 
controlled temporal characteristics and are applied at a single point on the pipe. The 
next chapter is concerned with simulation of more realistic sources which do not 
have known temporal characteristics.   
 
 
  133
Chapter 7: Real AE Sources 
 
7.1 Introduction  
 
The focus of this chapter is to examine the behaviour of real sources, where the 
temporal and, to an extent, spatial distribution of the AE source is less controlled 
than in the case of the simulated sources in the previous two chapters. The sources 
chosen are impact from dropped weights and quasi-static crack spreading under 3-
point bending. The precise nature of the sources was not known a priori but was 
expected to include impact and plastic deformation of the surface of the pipe in the 
first series of experiments, and crack-opening and local general plastic deformation 
in the second series. Analysis techniques are developed in this chapter to extract 
significant features of the AE signal associated with real sources, based mostly on 
techniques using energy in the time domain, taking account of the propagation 
characteristics established in the previous two chapters.  
 
7.2 Impact Test Results  
 
The following subsections cover the three experiments carried out to study the 
effects of different weights, heights and shapes of indenter on relatively long pipes. 
For all tests, raw signals were acquired at a sampling rate of 5 MHz for a fixed 
period of 20ms, and the energy content determined using time domain and 
frequency domain processing 
 
7.2.1 Spherical Indenter Tests 
In these tests, one spherical indenter was dropped from three different heights each 
using three different weights, each condition being repeated three times on a fresh 
area of the surface located 1m away from the sensor. A typical impact crater on the 
pipe surface is shown in Figure 7.1 and impressions were taken for later 
measurement. The indentation depth and diameter were measured and the volume 
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determined considering the crater to be a spherical cap using a well-known formula 
from spherical geometry, the resulting values being shown in Table 7.1. No 
measurable deformation could be seen for the 1.5kg weight dropped from heights 
of 0.5m and 1m, and the remaining dimensions were measured to an accuracy of ± 
0.25mm using contact devices. Whereas the impressions could, undoubtedly, be 
measured more accurately, there are, as will be seen later, other sources of variation 
in the dynamic interaction that make this unnecessary.  
 
 
Figure 7.1: Typical impact crater of 6mm diameter and 0.83mm depth on pipe 
surface for 11.5kg load dropped from 1.5m height using spherical indenter  
 
 Height (m) 
Weight (kg)
0.5 1 1.5 
1.5  Non measurable Non measurable 1.06 
6.5 5.3 5.2 5.6 
11.5  8.85 9.06 11.9 
Table 7.1: Volume (mm3) of spherical indentation on pipe surface for 
various weights dropped from various heights 
 
To determine the kinetic energy (KE) of the carriage and weight, the speed was 
measured using a 240 frame/s high speed camera for the 1.5kg weight dropped 
from the three different heights. Although, in principle, the mass of a dropped 
object has no effect on the speed when dropped from a given height, the friction in 
the carriage guideway may introduce a mass-independent retarding force. This 
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friction can be assumed to be constant for all tests and can be determined from the 
following equation: 
 
maFF fg =−  (7.1)
where  Ff is the total friction force; 
  ; mgFg .=
  a  is acceleration; and    
  m is the mass of the dropped object. 
 
Since the carriage starts from rest, the impact velocity, v is given by: 
 
v as2=  (7.2)
 
and hence the kinetic energy at impact: 
 
2
2
1 νmKE =  (7.3)
 
Values of calculated impact energy, along with the relevant potentional energy 
(m.g.h) which assumes no friction losses, are shown in Table 7.2. Figure 7.2 shows 
the indentation volume plotted against the calculated kinetic energy of impact, and 
it is clear that a relationship exists. 
 
Height (m) 
Weight (kg)
0.5 1 1.5 
1.5 2.6  (7.3) 5.5 (14.7) 9.7 (22) 
6.5 27 (32) 54.5 (64) 83 (95.6) 
11.5 51.4 (56.4) 101.4 (113) 156.6 (169) 
Table 7.2: Kinetic (and potential) energies (J) for weights dropped from different 
heights 
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Figure 7.2: Kinetic energy and volume of surface indentation (crater) for various 
weights dropped from various heights 
 
Typical raw AE signals obtained from the impact tests for 1.5kg, 6.5kg and 11.5kg 
dropped from different heights are shown in Figures 7.3, 7.4 and 7.5 respectively. 
For the 1.5kg weight dropped from all heights and 6.5kg dropped from 0.5m, it is 
difficult to discern the initial impact, whereas, for the remainder, a clear gap can be 
seen between around 2ms and a return time which appears to vary with impact 
energy. Figure 7.6 shows normalized spectra of the AE signals for 1.5kg and 
11.5kg dropped from 1m, and it can be seen that only a relatively broad band low 
frequency component appears at around 100 kHz. 
 
On the basis of the above inspection and to understand the changing AE signal with 
time, the cumulative energy was determined by adding discrete elements evaluated 
over a time window of 20µs and the average of the resulting evolutions  are plotted 
in Figures 7.7, 7.8 and 7.9 for the first 10ms of the signal. For the heaviest weight 
(Figure 7.9), there is a clear stratification of energy, even within the first 10ms, four 
distinct phases being discernible with boundaries at t1, t2, t3 and t4. These phases 
become less easy to discern as the kinetic energy falls (Figures 7.7 and 7.8), but it 
is possible to extract some features from the curves, the simplest being the return 
time (t4) and the slope of AE energy evolution with time in Phase III, which can be 
ascertained for some of the conditions, the results being shown in Figures 7.8 and 
7.9. 
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c:1.5m 
Figure 7.3: Typical raw AE signal for 1.5kg dropped from different heights  
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Figure 7.4: Typical raw AE signal for 6.5kg dropped from different heights 
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c:1.5m  
Figure 7.5: Typical raw AE signal for 11.5kg dropped from different heights 
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b: 11.5kg  
Figure 7.6: Typical normalized frequency for 1.5kg and  11.5 kg dropped from 
1.5m 
 
As a working hypothesis, it can be supposed that the first impact happens during 
Phases I and III and that Phase IV represents a second impact after the indenter has 
bounced off the surface and then returned. Accordingly, the energy of Phases I and 
II, Phase III and all three phases is plotted against the impact kinetic energy in 
Figures 7.10 to 7.12, respectively, although it might be noted that the data for  
1.5kg dropped from 0.5m and 1m, and 6.5kg dropped from 0.5m did not show clear 
enough separation of phases to be included in these plots. The AE is not directly 
related to KE, except when considering each mass separately, the AE energy 
seemingly depending on the height independently of the kinetic (or potential) 
energy. Similarly, the relationship between AE and indentation volume, as shown 
in Figures 7.13 to 7.15, exhibited a clear relationship only when the masses were 
considered separately. In contrast, the return time (t4), shown in Figure 7.16, does 
show a clear relationship to kinetic energy for those conditions where t4 can be 
determined. Taken together, these observations indicate that there is a dynamic 
relationship between the indenter and pipe and that, whereas the AE is probably 
related to the impact energy, a clearer way of separating first impact from recoils 
needs to be determined.  
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Figure 7.7: Cumulative AE energy for 1.5kg dropped from different heights using 
spherical indenter 
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Figure 7.8: Cumulative AE energy for 6.5kg dropped from different heights using 
spherical indenter 
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Figure 7.9: Cumulative AE energy for 11.5kg dropped from different heights using 
spherical indenter 
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Figure 7.10: Kinetic energy and AE energy for Phases I and II using spherical 
indenter  
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Figure 7.11: Kinetic energy and AE energy for Phase III using spherical indenter 
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Figure 7.12: Kinetic energy and AE energy for Phases I, II, III and IV using 
spherical indenter 
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Figure 7.13: Indentation volume and AE energy for Phases I and II using 
spherical indenter 
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Figure 7.14: Indentation volume and AE energy for Phase III using spherical 
indenter 
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Figure 7.15: Indentation volume and AE energy for Phases I, II, III and IV using 
spherical indenter 
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Figure 7.16: Kinetic energy and return time (t4) using spherical indenter 
 
7.2.2 Conical Indenter Tests  
Only two weights and two heights were used with conical indenters, although, in 
this test, the indenter was mounted on the load cell, and the resulting measured 
forces are shown in Figure 7.17. It is clear from Figure 7.18 that the height of the 
first peak is related to the kinetic energy of the indenter. In these tests, the surface 
indentation was insignificant although the deformation of the indenter was not, as 
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shown in Figure 7.19. Accordingly the volumetric strain of the indenter was 
determined and is plotted against kinetic energy in Figure 7.20, showing that 
maximum load, kinetic energy and volumetric strain are related. 
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Figure 7.17: Loads for different weight and heights using conical indenter  
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Figure 7.18: Impact load and kinetic energy using conical indenter  
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Figure 7.19: Conical indenters after impact, a) 6.5kg (0.5m), b) 6.5kg (1m), c) 
11.5kg (0.5m) and d) 11.5kg (1m) 
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Figure 7.20: Kinetic energy and volumetric strain using conical indenter 
    
Figures 7.21 and 7.22 show typical raw AE signals, where the first impact can be 
clearly seen, its termination corresponding to the peak in the force curves (Figure 
7.17). As before, the cumulative energy has been determined using discrete time 
windows of 20µs, and the results are plotted in Figure 7.23. Here, Phases I, II, and 
III are difficult to distinguish although the end of Phase III can be identified clearly 
on each curve. Accordingly, the load curve (Figure 7.17) was used to identify the 
time of impact, and the area up to maximum load was determined and plotted 
against the cumulative AE up to same time for maximum load, as shown in Figure 
7.24. Figure 7.25 shows the return time (t4), plotted against kinetic energy. These 
observations show that the relationship between impact energy and AE energy is 
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not simple where the expected relationship between kinetic energy, volumetric 
strain and impulsive force, is shown only for the drop heights, pointing to an 
uncontrolled experimental variable affecting the AE energy. This could include 
uncontrolled loss of sensor coupling due to the impact or, more likely, inconsistent 
coupling between the indenter and the metal surface, given that most of the AE is 
being generated in the indenter as opposed to on the pipe for the spherical indenter. 
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Figure 7.21: Raw AE signal for 6.5kg dropped from 0.5m using conical indenter  
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Figure 7.22: Raw AE signal for 11.5kg dropped from 1m using conical indenter 
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Figure 7.23: Cumulative AE energy for different weights and heights using conical 
indenter  
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Figure 7.24: AE energy and impulsive force for Phases I, II, III and IV using conical 
indenter, a) 6.5kg (0.5m), b) 6.5kg (1m), c) 11.5kg (0.5m) and d) 11.5kg (1m) 
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Figure 7.25 : Kinetic energy and the return time (t4) using conical indenter 
 
7.2.3 Effect of Indenter Shape  
From the last two sections it can be seen that the AE signature of impact is affected 
by changing the indenter shape, as shown, for example in Figures 7.4b and 7.21. To 
investigate this effect systematically, a fresh conical indenter was dropped from the 
same height with the same weight a total of five times, and the indenter shapes 
before and after the experiment is shown in Figure 7.26. Figure 7.27 shows the 
effect of indenter shape on the raw AE signal, where it can be seen that the density 
(if not the amplitude) of events for the first impact using the fresh conical indenter 
is greater than that once the cone has been crushed, and the return time is much 
shorter for the first drop, probably because the crushing absorbs energy. Figure 
7.28 shows the cumulative AE evolution for first drop to be qualitatively different 
from the remaining four, which all have a plateau after about 0.6ms, regaining the 
slope after about 0.8ms. The heights of the Phase IV plateau also seem to change 
between the tests, although there is no systematic order to the changes. It is 
therefore, concluded that, once an indenter has been used once, the contribution of 
crushing of the cone to the AE ceases to be significant in comparison with the 
contribution from deformation of the surface of the pipe. Figure 7.29 shows the 
first and second plateaux for the cumulative AE evolutions shown in Figure 7.28. It 
is clear that neither plateau shows a systematic variation with number of drops, 
although it is possible that drop 4 shows the maximum combination of indenter 
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crushing and surface determination. It is equally possible, however, that there is a 
variability in the results due to random effects.    
 
 
Figure 7.26: Indenter shape before and after five impact tests (not: photograph do 
not show the same indenter) 
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a) Test 1 (conical indenter) 
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b) Test 3  
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c) Test 5 
Figure 7.27: Typical raw AE signals for 11.5kg dropped from 1m height using one 
indenter 
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Figure 7.28: Cumulative AE energy for 11.5kg dropped from 1m using one indenter 
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Figure 7.29: AE energy for Phases I, II, and III for all tests 
 
7.3 Three Point Bending Test Results  
 
In the three-point bend test, the load is applied at mid-span, so that the bending 
moment M in the plane of load application is: 
 
4
PlM =  (7.4)
 
where P is the applied load; and 
 l is the distance between the (simple) supports. 
 
Figure 7.30 shows the notch geometry of a circumferential external defect on a 
cylinder under bending for which the collapse moment, for η
πβ +< 1  is given by 
[107]: 
 
2
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2
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MS (7.5)
 
where M is the bending moment for plastic collapse (kN.m); 
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  R is the cylindrical radius (m); 
  h is the wall thickness; 
  σf is the flow stress which can be taken as the average of  the tensile and 
yield strengths (MPa); 
 
 Table 7.3 shows the calculated moment to cause collapse and the geometry of the 
ligament area for the five experiments.   
 
 
Figure 7.30: Geometry of surface circumferential crack 
 
 Collapse moment (kN.m) Ligament length (mm) ηh (mm) 
Pipe 1 4.75 30.9 4.35 
Pipe 2 4.17 41.2 3.35 
Pipe 3 3.47 51.5 2.35 
Pipe 4 2.95 61.8 1.35 
Pipe 5 1.13 76 zero 
Table 7.3: Calculated collapse moment and geometry specifications for the ligament 
area 
 
The AE from the three point bending tests was recorded for a total of 90 seconds, in 
1450 batches of 4 ms at a sampling rate of 5 MHz. A typical raw AE batch is 
shown in Figure 7.31 and Figure 7.32 shows a normalized frequency domain plot 
of the same batch. Unlike the indentation tests (Figure 7.5) the energy is now 
mostly in a high frequency band around 350 kHz, although some peaks are present 
at 100-150 kHz.  
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Figure 7.31: AE raw signal in 3-point bending recorded at a  deflection of 3.22 
mm on Pipe 2  
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Figure 7.32: Normalized frequency in 3-point bending recorded at a  deflection of 
3.22 mm on Pipe 2  
 
Figure 7.33 shows a typical two stage failure of one of the pipe samples. As can be 
seen, the mechanical notch first pops through the wall and subsequently propagates 
circumferentially around the pipe, the latter having all the features of ductile tearing 
as opposed to fracture. Figure 7.34 shows the maximum measured moment from 
the load-deflection curve plotted against the calculated collapse moment from 
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Equation 7.5. As can be seen, the measure failure moment is generally above that 
calculated consistent with the slight underestimate of yield stress and its which 
would be expected when using specifies values. The smaller difference for pipes 
with smaller defects suggests a shift from failure by plastic collapse to failure by 
fracture at smaller defect sizes.   
 
Figure 7.35 shows the load-deflection curves for each of the samples, along with 
the time evolutions of the AE (integrated for each batch of 4ms). The load-
deflection curves have a characteristic shape, which has been divided into four 
zones: 
Zone I: Elastic deformation of pipe. 
Zone II: Plastic deformation of pipe, expected to be most intense at the root of the 
notch. 
Zone III: Pop-through of notch (fast ductile fracture). 
Zone IV: Extension of popped-through crack around circumference (ductile 
tearing) and plastic deformation of remaining pipe wall ligament.   
 
 
 
Figure 7.33: Typical pipe failure from 3-point bend test 
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Figure 7.34: Measured and calculated failure conditions for circumferential 
defects in pipes under bending  
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a) Pipe 1 
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b) Pipe 2 
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c) Pipe 3 
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d) Pipe 4 
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e) Pipe 5 
Figure 7.35: The mechanical load and AE batch energy versus deflection for all 
pipes 
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The AE energy can be calculated simply by adding the batches of energy for each 
of the relevant files and the mechanical energy by determining the area under the 
force-deflection curve. Accordingly, Figures 7.36 and 7.37 show the AE and 
mechanical energies for the entire test, and then split between that up to maximum 
load (Zones I and II) and that after maximum load (Zones III and IV). As can be 
seen, the AE energy for Pipe 3 is at a maximum with regard to total mechanical 
energy input and that this is associated with the period after maximum load. Taking 
Zones I and II, it can be seen that, as the defect size increases, the AE energy in 
Zones I and II does not change very much with mechanical energy until the very 
large defect sizes, where it drops off sharply. These observations can be explained 
by the AE being relatively in insensitive to bulk plastic deformation (the main 
source of resistance to load), but being more sensitive to local deformation, which 
can be assessed by the stress intensity factor. Accordingly, the Mode I stress 
intensity factor (K1) was determined for Zones III and IV using a standard 
approach: 
 
aYKI πσ )(=  (7.6)
 
where a is the notch depth for Zone III (Figure 7.36) and circumferential length for 
Zone IV (Figure 7.37); and (Yσ) can be determined (taking into account membrane 
and bending stress) as follows: 
 
)( bbmmw MMMfY σσσ +=  (7.7)
 
where M is the bulging correction factor (in this case M=1); 
Mm and Mb are magnification factors, determined for Zone III from graphs 
in [108], and for Zone IV (Mm=Mb= 1); 
σm =(σouter+σinner)/2 and σb=(σouter-σinner)/2  are membrane and bending stress 
(MPa) respectively; and 
fw ={sec[πc/w)(a/B)0.5]}0.5 for Zone III, and {sec(πa/w)}0.5 for Zone IV, 
where w is π ×diameter and B is wall thickness, as shown in Figures 
7.38 and 7.39. 
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Figure 7.36: The total AE energy and mechanical energy for bend tests 
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Figure 7.37: The total AE energy and mechanical energy for before and after 
maximum load 
 
Figure 7.38: Surface flaw geometry for Zone III 
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Figure 7.39: Through-thickness flaw geometry for Zone IV 
 
 
The fracture energy, Ef, associated with the formation of an area, A, can be 
calculated from the Griffith toughness, Gc, itself related to KI at fracture: 
 
A
E
KAGE Icf ×=×=
2
 (7.8)
  
where E is the modulus of elasticity. Because the load (and hence stress) at the end 
of pop-through or ductile tearing is not zero, the energy of fracture was determined 
for Zone III, EIII, and Zone IV, EIV, by: 
 
ligccIII AGGE ×−= )( 21  (7.9)
tearccIV AGGE ×−= )( 32  (7.10)
 
where  is the toughness at the start of the fracture process;  1cG
2
cG  is the toughness at the end of Zone III and start of Zone IV; 
3
cG  is the toughness at the end of Zone IV; 
Alig, is the area of pop-through; and 
Atear is the area of the ductile tear. 
 
Figure 7.40 shows the two components of fracture energy plotted against AE 
energy and comparison with Figure 7.37 yields some interesting observations. 
Firstly, the fracture energy, especially in Zone III, is a fairly small proportion of the 
total mechanical energy and, secondly, this approach still confirms that there is a 
change in trend between Pipe 1 and Pipe 5, that again occurs at Pipe 3. 
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 To further elucidate this, a plane-stress/plane-strain test was carried out by 
comparing the apparent value of KI with the product of the yield stress, σy, (here 
240 MPa) and the length of the crack front, L:  
 
L
K
y
I
2
2
σ  (7.11)
 
where for pop-through, L is the ligament length given in Table 7.3 and, for 
circumferential tearing, L is the wall-thickness of the pipe. The resulting values are 
shown in Table 7.4 and these should be seen in the context that the transition from 
plane-strain to plane-stress takes place over a range of from unity to 
around 3. Therefore, Pipe 3 and 4 only can be considered to be subject to a process 
of fracture during pop-through, whereas only Pipe 5 is subject to fracture during the 
circumferential tearing. 
LK yI
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Figure 7.40: Total AE energy and fracture energy for Zones III and IV 
 
 Pipe 1 Pipe 2 Pipe 3 Pipe 4 Pipe 5 
Pop-through 8.22 3.9 1.9 0.6 -- 
Circumferential tearing  65.5 34.7 19 5.4 0.9 
Table 7.4: Plane-stress/plane-strain tests results from Equation 7.11 
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Taking values of KI at failure to be a true measure of KIc only if < 1 (Pipe 
4 for pop-through and Pipe 5 for circumferential tearing) a measure of the degree of 
plasticity of the fracture can be given by K
LK yI
22 /σ
I/KIC , which is plotted against AE energy 
in Figure 7.41 and this can be seen to be consistent with the deviations seen in 
Figure 7.34.   
 
The behaviour seen in Figure 7.37 can now be explained as follows. In the region 
before maximum load, the plastic deflection in Pipes 1, 2 and 3 is achieved mostly 
by general yielding in the pipe wall (KI/KIc large), whereas, in Pipes 4 and 5 (KI/KIc 
small) the yielding is more confined to the notch area and this seems to generate 
less AE energy. After maximum load, there are two types of behaviour, depending 
on the degree of plasticity of crack extension, and this can be understood by taking 
Pipes 1, 2 and 3 as one group and Pipes 3, 4 and 5 as another. In the first group, the 
AE energy is made up of a relatively small component from pop-through, a larger 
one from circumferential tearing and a third from continued deformation in the pipe 
wall. Because Pipe 3 has suffered the least general yielding up to maximum load 
this third component is greater after maximum load than the other two. In pipes 3, 4 
and 5, the majority of the AE energy post-maximum load is in Zone IV and this 
simply increases with the tearing energy, which is linearly related to the mechanical 
energy.  
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Figure 7.41: AE energy for Zones III and IV against stress intensity factor 
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7.4 Summary of findings for Real Sources   
 
The work in this chapter has shown that temporal distribution of AE energy can 
reveal something about sources which are due to mechanical damage to the pipe, 
and has provided a little information through which different types of damage 
might be distinguished. 
 
AE due to impact damage tends to manifest itself mostly in low frequencies and 
impacts produce signals which can be heavily influenced by the nature of the 
impact and the dynamic response of the pipe. Nevertheless, provided that the 
primary impact can be isolated from subsequent ones using cumulative AE energy, 
it would appear that a measure of impact energy (and hence impact damage) is 
achievable. However, this must remain tentative pending more detailed 
experiments where the pipe impact dynamics are more clearly controlled.    
 
By contrast, AE due to crack spreading tends to manifest itself mostly in higher 
frequencies, with contributions from general plastic deformation, and crack 
spreading by intense plastic deformation and fracture mechanics. The experiments 
reported here have spanned the plane-stress/plane-strain transition and, as such, 
have provided two distinct trends with crack size.  
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Chapter 8: Conclusions and Future Work 
 
8.1 Conclusions 
 
As presented in the preceding chapters, this work has developed techniques to 
handle discontinuous, continuous and semi-continuous signals produced by 
simulated AE sources, and real AE sources with uncontrolled temporal structures. 
Linear sensor arrays have been used in pursuit of the main objectives, which were 
to improve the precision of source location and to assess the degree of distortion 
associated with AE wave propagation along a pipe. In particular this research has: 
 
• developed techniques to identify source location on relatively long pipes with a 
precision of better than 3% using two novel techniques, 
• presented an AE attenuation model for understanding the wave propagation in 
cylinders with different external and internal environments using a combination 
of simple reflection and transmission  laws, 
• developed techniques for enhancing the resolution of continuous and semi-
continuous  sources by using  appropriate digital filters with attenuation 
measurements to remove unwanted components, 
• presented methods of correlating the AE energy to impact and crack spreading, 
improving the understanding of how AE can be used to monitor the mechanical 
behaviour for pipes under static and dynamic loads. 
 
For long pipes and pipelines, the AE signal is complicated and contains at least two 
main components, which are travelling at different speeds and are attenuated 
differently, depending on the environment. Novel techniques have been developed 
to segment the signals and extract information such as time of flight, wave speeds, 
attenuation factors, and these have been used to determine the type and location of 
sources on long steel pipes.  
 
The detailed conclusions from the work with discontinuous simulated sources on 
plain pipe are: 
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• It has been shown that simple impulsive sources produce a signal in long steel 
pipes which can conveniently be split into a slow and a fast component, and 
that it is difficult to distinguish between these at short source-sensor distances. 
The implication is that simple techniques are quite adequate for source location 
in pipes where the sensor is close to the source. However, short source-sensor 
distances are unlikely in practical most practical situations. 
• Because of complexity of the system, it is not necessarily the case that the two 
components can be identified with two, or only two, modes but other workers 
using simpler geometries have suggested particular Lamb wave modes.  Despite 
this uncertainty, some progress can still be made on the assumption that the two 
components can be separated in the frequency domain.   
• The apparent wave speed depends on the type of processing that is carried out 
to determine arrival times, and speed estimates are critically dependent upon the 
processing method. 
• Two novel techniques have been demonstrated to estimate the velocities of the 
two modes, and hence locate sources in long pipes with an error of less than 
3%.   
• The windowed energy technique relies on changes in the balance of high and 
low frequency components of the signal as a function of time to determine 
arrival times. In a separate source location exercise, it was shown to be the most 
accurate of the techniques investigated. The other technique also relies upon the 
frequency balance, and utilises a very sharp filter to remove Wave 1, so that 
arrival times can be estimated for both waves based on the unfiltered and 
filtered signals. 
• The techniques are believed to be generally applicable, but investigation is 
required as to the balance of the modes identified here as Wave 1 and Wave 2, 
and have relied on the effectiveness of the 340 kHz cut-off filter, which had to 
be found by inspection, and which may only apply to the particular sensors 
used, or indeed to the particular configurations used. However, it has been 
shown that a method can be developed to automatically determine an 
appropriate filter cut-off. 
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• Linear source location is applicable for long distances and this assumption did 
not produce a significant error in source location for most of the experiments 
carried out in this work. 
 
The detailed conclusions from the work with discontinuous simulated sources on 
pipe where the internal and external environments were varied are: 
 
• The transmission of AE from a simulated source is heavily affected by the 
nature of the internal and external interfaces of a long pipe, specifically if it 
contains a liquid or a gas, and whether or not it is buried. 
• The splitting of the arriving signal into a fast and a slow component allows the 
isolation of a less-heavily attenuated component (Wave 1) which is less 
sensitive to changes in the nature of the interface of the pipe. 
• Wave 1 is more attenuated when the pipe has water inside, and air or sand 
outside. Wave 2 is more heavily attenuated than Wave1 for all conditions. 
• The apparent wave speed depends on the internal or external environment, 
Wave 1 being apparently faster in cases of air inside and/or outside the pipe. 
• All of the source location techniques suitable for the air-air environment can be 
applied to the other environments. The Gabor WT technique for source location 
gives better results with attenuated environments, although still suffers from 
multiple peaks which make arrival time estimation unreliable.  
• An attenuation model has been presented which takes into account internal and 
external interfaces and involves a surface wave and an internal wave. The 
application of this model to the data suggests that attenuation can be attributed 
mostly to the internal wave and to the interface effects along with simple 
absorption.  
• An alternative ray tracing simulation provided similar results although the 
effect of interfaces was not fully investigated due to computing limitations. 
 
The detailed conclusions from simulated continuous and semi-continuous sources 
of AE are: 
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• The energy attenuation technique is the only source location method that can be 
used with continuous AE sources which have no temporal structure. This 
technique works best with long pipes, where there is less effect of reflection 
from boundaries. Thus, the attenuation technique is expected to give better 
results in more heavily attenuating environments.   
• Using a frequency band between 300kHz and 350kHz with the energy 
attenuation technique improved the continuous AE source location precision to 
produce an error of less than 14%.  
• The cross-correlation technique can be applied to semi-continuous AE sources. 
This technique is improved by using a band pass filter for the non attenuated 
components for between 100kHz and 200kHz. Although the temporal structure 
in the simulated sources was very strong, it can be concluded that fluid dynamic 
effects in leaks in real pipelines which give rise to any kind of periodicity will 
improve source location accuracy above what is possible using energy 
attenuation. 
 
The detailed conclusions from the experiments involving dropped-weight impact 
and crack spreading under three-point bending (real sources) are: 
 
• The cumulative AE energy can be used to analyse the development of an 
impact with time. For the heights and weights used here, the impact signatures 
could be divided into four phases, and the last of these, Phase IV, apparently 
corresponding to loss of contact between the indenter and the surface. 
• The AE energy depends on the kinetic energy of impact, although some 
dynamic effects in the experiments remain to be fully elucidated.   
• The raw AE signal in the dropped-weight test is affected by the shape of the 
indenter, being different for fresh conical indenters where the plastic 
deformation is confined to the cone, and for work-hardened indenters, where 
the plastic deformation is mostly on the surface of the pipe. 
• The cumulative AE energy during the 3-point bending test is mostly generated 
during periods of intense plastic deformation, often the record with the highest 
AE energy occurring at yield of the pipe section (end of Zone I) and at the 
commencement of plastic tearing  (start of Zone IV). In common with other 
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workers, it was found that the AE energy was sensitive to where the crack size 
lay with respect to the plane-stress / plane-strain transition.   
• The time domain can therefore evidently be used to distinguish between these 
particular source types. In addition, there were significant differences in the 
frequency domain, with impacts showing only one low frequency peak while 
crack spreading energy had a relatively wide band high frequency peak, with a 
smaller peak at low frequency.  
 
The general aim of the work has therefore been achieved by contributing to the 
understanding of AE propagation in cylinders as described by attenuation models, 
applied to two “waves”. The AE energy, wave speed, time of flight and source-
sensor distance with different environments have been described and successfully 
applied for simulated sources. In addition the AE energy evolution corresponding 
to impact and crack spreading in pipes has also been elucidated. 
 
8.2 Future Work 
 
The following recommendations are suggested for further research: 
 
• The successful application of filtering to the simulated AE burst, continuous 
and semi-continuous AE for long distances could perhaps be applied to real 
sources with unknown temporal structures. As a first step, the observed 
differences in frequency structure of the impact and crack-spreading sources 
could be used to further understand these sources, perhaps using more 
controlled dynamic conditions between pipe and indenter and a wider range of 
pre-crack sizes. 
• The sliding window energy and the threshold techniques were found to be the 
most successful source location techniques for long source sensor distances, 
and both depend on the filtering above and below 340 kHz. In view of the 
possibility of different source frequency contents and variable attenuation, there 
is room to explore a more dynamic filtering technique which permits some 
adaptation according to the source type, the environment and the source-sensor 
distance.  
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• The AE attenuation is clearly affected by internal and external environments, 
particularly the water content. The modelling of these effects could be studied 
in more detail by changing the area: length ratio of the pipes and improving the 
simulation capacity in order to achieve convergence between the results from 
simulation and those from the more deterministic attenuation model.    
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Figure A.2: AE sensor certificate for sensor 93 
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 Figure A.3: AE sensor certificate for sensor 99 
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