Abstract. Learning is a critical research field for autonomous computer vision systems. It can bring solutions to the knowledge acquisition bottleneck of image understanding systems. Recent developments of machine learning for computer vision are reported in this paper. We describe several different approaches for learning at different levels of the image understanding process, including learning 2-D shape models, learning strategic knowledge for optimizing model matching, learning for adaptative target recognition systems, knowledge acquisition of constraint rules for labelling and automatic parameter optimization for vision systems. Each approach will be commented and its strong and weak points will be underlined. In conclusion we will suggest what could be the "ideal" learning system for vision.
Introduction
An Image Understanding System aims at providing a semantic description of images by interpreting low level information with the help of background knowledge about images and scenes. Actually, these systems can work in restricted environments only, with a limited knowledge about objects. They hardly adapt to new environmental conditions and they work very badly in natural environments. The reasons of these drawbacks can be found in the weakness of the paradigms as well as in the inability to acquire knowledge from experience. This paper describes and comments some of the solutions that have been devised over the last ten years in order to include to the vision systems ways of learning from their experience. A general account on the state-of-the-art in machine learning (ML) is found in [31, 32] .
According to Marr [37] , image analysis process is shown in figure 1 . To understand an image, different methods can be developed, depending on the nature of the image as well as on the sensors. Microscopy, radiology, satellite images, are domains for which scenes are essentially two-dimensional. Images can be segmented into regions and features such as edges can be extracted in order to form a representation, called primal sketch. This representation is a graph structure where nodes represent features that are described by various properties like color, texture, shape, etc. and arcs represent relations between the features. In order to recognize objects in images, these structures can be matched against stored models and labeled by constraints between objects. In many other applications, however, such as robotic, scenes are essentially three dimensional. Because of this 3-D nature, also due to image occlusion, these scenes require more elaborate approaches. One of the key problems is inferring surface orientation at each image point. This problem can Until 1980, most of techniques for analyzing images where developed for very precise tasks with ad hoc means. More recently, we have seen several general systems, based on general engines that use additional declarative knowledge in performing tasks like segmentation, feature extraction, 3-D shape recovery, labelling and model matching. Segmentation and feature extraction are generally controlled by parameters, 3-D shape recovery, labelling and matching can be controlled by declarative knowledge. These improvements make possible to introduce learning techniques at each step of Marr's model for image analysis. Pattern recognition systems describe visual objects by sets of features labeled by attributes like color, shape, etc. Object recognition is classically achieved by statistical pattern recognition. All these techniques are based on feature recognition, and the most usual among them are Bayesian classifiers, test trees and nearest neighbor. These feature-based techniques have been extensively studied but their basic drawback is their limited descriptive power because there are no explicit means for describing relationships among objects. This approach can represent correctly neither the primal sketch nor the 2 1/2 sketch. It is therefore not suitable for recognizing complex objects for which relationships are critical for the classification process. More recently several neural nets techniques have been studied in order to solve texture recognition problems and similar techniques solving regularization problems are used in order to learn 3-D shapes recovering from 2-D images [48, 49] . On the other hand, syntactic pattern recognition is based on structural descriptions with the help of shape grammars. This field led to learning techniques known as shape grammar inference [5, 8, 15] , but the induction process is hardly controlled and the syntactic approach yielded weak recognition methods.
This paper describes several recent learning systems for vision that are close to ML methodology. They take into account the structural nature of the images, and they demonstrate adaptation capabilities. This paper is organized in three parts. Its first part, in section 2, describes several learning techniques related to problems of recognizing objects. In section 3, it presents a knowledge acquisition system for outdoors scene understanding, and in section 4, techniques to optimize parameters of vision systems. A proposal for future steps will be suggested in conclusion.
Neural nets applications will not be described here, neither others ML researches concerning texture recognition [1b, 46,47] , and image processing [18] .
Object recognition
Two main approaches are currently used for achieving the recognition and labelling task: -Matching of an explicit geometric description to an image in order to find an instance of the object model in the image as well as its position.
Critical knowledge for matching descriptions is the database of object models, and its indexation that increases the speed of retrieval. These two issues will be addressed in the present section through the description of four different learning systems. The first system generates geometric models of objects from a set of images. The second and the third ones are oriented toward operationalization of object models. Their roles are to speed up model recognition engines by providing an efficient indexation and an ordering of the models. The fourth system is devoted to target recognition, it is based on a multi-strategic learning and acquires both target models and indexation knowledge in an incremental way.
-Domain-Constraint Image Interpretation in which constraints between different objects are used to identify them in an image.
Critical knowledge for the domain-constraint approach is composed of the constraints on the objects' descriptions as well as on the relations between scene objects. We shall illustrate this approach by a knowledge acquisition tool that aims at acquiring knowledge for labelling images, i.e., assigning names to the objects depicted in complex images.
Generating and Generalizing Models of Visuals Objects
Winston's ANALOGY [65] program is one of the very first ML programs that learned in a structural domain. It has been applied to learning polyhedral configurations such as arches, in real images. This program is limited by its representation language and it is unable to represent numerical values. The system presented in [10] is an improvement upon ANALOGY and it integrates a representation of numerical values based on a generalization of Gray coding. This system can learn a large class of 2-D shapes and is based on a representation called by Brady "smooth local symmetry". The following of this section is devoted to this system.
Description of the system.
Connel and Brady's system follows a learning-by-showing paradigm. From a set of real images, containing several instances of objects, the system generates a general model of the objects. The shapes of objects are extracted with Brady's smoothed local symmetry which is very effective for representing generalized ribbons since it divides complex shapes into sub-shapes having interesting semantic properties. For example in figure 2, the hammer is divided into two sub-shapes, one corresponding to the handle and one to the head. 
Representation.
The representation language of a learning system is always a very critical feature. Several representations for visual objects have been proposed in the literature and two major ideas have been pointed out.
Redundancy is very important because objects are often partially visible in images. In order to cope with this problem, a representation must contain informations that are recoverable from others. A partial answer is found in smoothed local symmetries because they represent both bounding contour and regions. If a part of the contour is occluded, then the relevant properties about the contour can be recovered by region information.
Stability and sensitivity. In real life applications, images are noisy, hence representations must be invariant under small changes, this property is called stability. Conversely, problems like inspection often require a sensitivity to fine details.
Generally, description techniques proposed in the literature for achieving both stability and sensitivity are based on visual representation hierarchies. Connel and Brady's representation deals with several different representation hierarchies: number-symbol, multiple scales and ISA link. These hierarchies can overlap and the coding technique follows the principle that syntactic distance must reflect semantic distance, i.e., structures that look similar must have similar descriptions. This is achieved by an adaptation of Gray numbers, first introduced for digital communication. In such a coding, the integers n and n+1 are represented with a difference of only one bit. In this sense, the semantic distance is captured by the syntactic Hamming distance. Connel and Brady have extended this coding to interval values and hierarchies. An example of interval value coding is shown in figure  3 . Figure 4 shows a representation hierarchy of hammers. In this representation, nodes are encoded with the list of their ancestors. A claw-hammer should be encoded as {hand-tool, hammer, claw-hammer}. This encoding gives the same structures for representing interval values and hierarchies, and allows to generalize interval values and hierarchies with the same operator. In the example of figure 2, regions and their relationships are described symbolically in the semantic network shown in figure 5 . In this description the handle is straight, long, elongated, and the head is curved, elongated. The bounding contours of the sub-shapes are represented in local coordinates relative to their regions. Portions of bounding contours are labelled as ends or sides with respect to the regions. The joint between head and handle is represented with two types of relationships. This first type holds between the regions, here the head and the handle are connected-to and orthogonal-to each other. The second type of relationships holds between end-4 of the handle and side-2 of the head that show: attached-to, near-middle-of, and centered-in. 
Learning.
In order to learn a visual concept, several semantic networks representing different images of the same concept are provided to the learning system. In the present case, it learns from positive examples only, and it is capable of learning disjunctive concepts. Figure 6 shows three positive examples of the concept hammer and figure 7 shows the learned concept of hammer. The learning system incrementally modifies a current model by generalizing it with the next example.
Hammer-1
Handle-1
Head-1
Head-1
End-4
End-3
Side-2 Head-1
End-3
Side-2
Hammer-2 Hammer-3
Fig. 6. Three examples of hammer
This algorithm provides a list of general models, each of them is a generalization of several examples. A new model is produced when the current model cannot be generalized with the next examples without exceeding a given generality criterion. In this case, instead of generalizing the current model with the next example, the system creates a separated model based on this example. The ability to learn lists of concepts is very suitable since an example, substantially different from the current model, causes overgeneralization whereas model recognition systems demand highly constrained models [20] .
The generalization step takes two phases.
First a matching between the current model and the example is achieved. Since a shape description often contains fifty to three hundred assertions, this matching is based on local decisions rather than global ones. As compared to a classical graph isomorphism algorithm, this matching is computationally feasible, and it gives satisfying solutions for a large class of practical problems.
The second phase makes use of a so-called ablation operator. Ablation implements a dropping rule which is a simple deletion of non-common features in two lists of the Gray coding. For instance, suppose that an example E1 contains an angle of 15 degrees and that another example E2 contains an angle of 80 degrees. According to the quantization shown in figure 3, they are respectively encoded {parallel, oblique} and {oblique, orthogonal}. The ablation operator yields {oblique}. Figure 7 shows the model resulting of learning from hammers 1 to 3. In this simple case, the result is a single generalization of the three hammers. Comparing figure 6 and figure 7 shows that several important relations have been dropped. . Generalization of hammer-1, hammer-2, hammer-3. Notice that "head-1" is no longer ""attachedto" "end-4" while they are attached in the three examples.
Comments
This technique learns visual concepts by searching sub-parts common to several examples. The authors claim that it can also acquire functional definitions. This proposition holds for very simple objects for which the function is associated with a simple shape. But functional definitions are often hard to define for natural objects such as trees, rivers, etc. They are useful for man-made objects such as hammers or chairs for which the shape is not an important feature. For instance, the way someone sits down provides a functional definition of a chair, but this is not associated to a shape. Since the present approach learns by matching shapes, it cannot learn interesting functional definitions. Due to the use of a single extraction process (smooth local symmetry), this system is limited to 2-D objects and works well with elongated pieces only. Due to the matching component, the approach is limited to static rigid objects. Furthermore, it is very sensitive to noise and occlusions, and it needs objects that are perfectly segmented and extracted. Another approach for learning structural descriptions from examples is given in GEST [53, 54, 55] . GEST contains a graph matching algorithm dealing with flexible objects and delivering distances between shapes but it is also sensitive to noise and occlusions and it is limited to simple objets.
Let us now speak in more details of the problem of the representations that take into account relations among sub-parts of the objects.
-A first argument applies to representations making use of semantic networks without variables. A drawback of these approaches holds in the weakness of this representation. It is based on a decompose-in-parts principle and it encodes the topology by simple relations between segments and regions like above, touch, etc. This approach is very intuitive and has clear advantages for describing objects for which part decomposition is natural such as a table. Furthermore, human observers often identify parts of unfamiliar objects [6] . The identification of objects by part decomposition is more easily achieved by identifying parts that are significantly simpler than the complex object itself. But this approach has clear limitations [61] . Ullman argues that decomposition into generic parts often fails to characterize an object for instance "a dog, a fox, and a cat (as well as several other animals) probably have similar and perhaps identical decomposition into main parts." The distinction between these animals must probably be achieved by using detailed shape at particular locations. With part decomposition, objects are distinguishable at a given level of categorization, in the example it could be "four-egged animals", but these animals may be indistinguishable at the category level of cats and dogs. Notice, however, that this representation forgets the geometry that is a most important concept. And it forgets small details that are important for characterizing objects at some given levels of category. Without a geometry component, the matching is achieved either by a global graph matching algorithm that is NP complete, or by a local graph matching algorithm that uses local unary and binary relations in order to take local matching decisions. But we have seen that this last approach is not perfect. Coordinates of segments in the image plane as well as orientations are key features when matching 3-D shapes. Such a matching can be achieved by a alignment technique [57] that gives a more robust solution for matching flexible objets and furthermore it is less sensitive to noise. This technique determines first a geometric transformation in order to superimpose best the images, the matching is then done easily: two segments are matched if they are close to each other. Incorporating an alignment technique to the scheme of Connel and Brady could significantly improve the matching capacities and, consequently, the learning.
-A second argument is about using first order logic representation. We all know that first order requests large computation time, and this is a very good reason to avoid it as much as possible. However, it may happen that a first order representation is needed. A good example of this need lies in a comparison of the semantic networks of figures 5 and 7. Even though all handles touch the head of the three hammers, this relation, which is essential to the definition of the hammer (and of any other tool), viz. that its parts touch each other, has been lost. As shown in figure 6 , rightmost hammer, this is explained by naming "end-3" (instead of "end-4") the end of the hammer that touches the head. Then, in the description of the rightmost hammer, "end-4" does not touch the head. In a zeroth order representation, one must recognize the objects first, and then one is able to check their relationships. Confusing two objects leads to lose a relation as happened in figure 7 . On the opposite, in first order, one recognizes the relations themselves. For instance, [29] show that the relations among "objects" may be the key to recognizing. As a typical example, there is no way to recognize eyes, nose and mouth on the left side of figure 8 without recognizing first their mutual relationships. The right side shows which problems it gives raise at once.
Each object can have an undescript form, nevertheless the eyes, nose and mouth will be recognized by their relative disposition inside the "face". On the right, the desired relations will hold among many objects yielding a combinatory explosion of the recognition process. Fig. 8 . To the left, a "recognizable" face. To the right a "no-face". This figure shows at once the advantages and drawbacks of using first order representation.
One way to answer Ullman's objections, is to attach "small details" to the objects, together with their relationships. This is easily done in a first order representation. These small details will decrease the combinatorics each time they will allow the recognition of an object. In other words, on the top of the representation, a strategy is added, and this strategy commands to attempt first to recognize some of the objects. There is no need to recognize all objects to decrease the combinatorics to quite manageable levels. Full combinatorics will then take place only when no details will be recognizable.
Automatic Generation of Programs for Object Recognition
The system described above can provide models of shapes that have to be located in images (translation and rotation) and recognized simultaneously. Unfortunately, the recognition problem is a hard problem and must be taken into account in order to achieve practical vision capacities. ACRONYM [9] is a fundamental model of recognition and localization of 3-D objects. It matches a 3-D object model, represented by generalized cylinders and their associated geometrical relations, against an input image. The matching is achieved by an algebraic reasoning on projections and on the constraints of the model. Though this technique gave interesting result for very simple tasks, it is not applicable in an industrial environment where the recognition time is critical. Grimson [20] has shown that the recognition of a model in a scene with occlusion, like for a bin-picking task, is a polynomial problem when the object is present in the scene but can be exponential when the object is not present. Thus, dealing with large libraries of objects, asks for organizing the knowledge into an efficient indexation scheme in order to overcome complexity. The key problem of recognition systems is knowledge structuring. This is actually recognized by the computer vision community and the following systems bring some interesting partial answers.
Ikeuchi and Kanade have developed a compilation technique of 3-D models in order to speed up recognition systems, and it has been applied for bin-picking tasks. This technique uses a 3-D object model, a modelization of sensors and light in order to generate a strategy to recognize and to locate the model in images. This section describes the method from a ML point of view. It is detailed in [25, 26] . Although these authors do not claim building a learning system, we consider it to exemplify a learning-by-example paradigm. Further discussion about this point will be given at the end of the description.
General Description.
Due to the possible rotations, translations and projections, a 3-D object, such as in figure  9 , can have an infinite number of projected shapes in a 2-D image. Each projection is called an attitude. These attitudes can be grouped into equivalent classes, called aspects. Each aspect contains the apparent shapes arising from the same set of features of objects, such as edges or vertices with the same topological relationships among them (figure 10 shows three examples of aspects). Attitude changes can be classified into two types: changes of aspects and linear changes within the same aspect ( figure 11 ). Given models of the object , of the light, and of the sensor, Ikeuchi and Kanade's system generates a recognition strategy composed of two phases: aspect classification, and, linear change determination in order to determine the exact position of the object. The recognition of a model in an image is processed after an acquisition phase with different sensors: edge detection, photometric stereo and dual photometric stereo. Since the system must be able to recognize an object in every possible positions, all possible aspects have to be known in advance. This is why all possible aspects will be generated and represented during the construction of the recognition strategy. In order to speed up recognition with a high speed, the aspects are organized into a recognition tree by learning.
Learning the recognition strategy.
The learning strategy of this system is once again based on a learning-by-showing paradigm but the objects are now virtual instead of being real, i.e., they are synthesized from an object model, a model of light and sensors and a model of light/matter interactions: reflection, refraction, and diffusion. This technique is helpful to generate all possible aspects since it is easy for a machine to turn around an object virtually. Aspects are then indexed in a recognition tree which constitutes the principal part of the recognition strategy. The learning method is described below by introducing some simple definitions and describing the learning algorithm itself.
Aspect label: Let us take a model containing n faces: S 1 ,...,S n . Let the variable X i denote the detectability of face S i by the sensors. X i = 1 if S i is detectable, X i =0 otherwise. A ntuple(X 1 ,X 2 ,...,X n ) represents the label of an apparent shape in terms of face detectability. In figure 12 , faces 1, 2, 3 are visible but only face 3 is detectable by the sensor. Thus x 1 =x 2 =0, x 3 =1. Aspect extraction: An aspect is defined as the set of attitudes having the same aspect label. In order to extract each possible aspect, a Gaussian sphere is tessellated by using a geodesic dome that subdivides the sphere into many small spherical triangles (figure 13.b). At each triangle center, an attitude is synthesized and the aspect label is calculated. The attitudes having the same label are grouped into aspects.
Representative attitude: For each aspect, a representative attitude is selected among the generated ones. Usually, it corresponds to the view point yielding the largest area. During the recognition phase, the representative attitude will be used to calculate the representative values of features for discriminating aspects and for calculating the precise attitude within an aspect. Figure 13 shows an example of such a process. Figure 13 .a represents the geometrical object model. The Gaussian sphere is tessellated into 60 triangles as in figure 13 .b, a part of the 60 attitudes is depicted in figure 13 .c. Attitudes having the same aspect labels are grouped in four aspect in figure 13 .d. The four representative attitudes are depicted in figure 13 .e. 
Images representation
The system represents the images with two components: an edge component and a surface component obtained by photometric stereo. The surface components determine a surface vector for every point of the image, which is used as single a means for recovering object faces. 
Descriptions
Each aspect is described by various features that are extracted from the different sensors' outputs. The following descriptors are used to determine the aspect of the image: area, moments m x and m y , shape, radial distance between the mass center and the edges. The other descriptors are used to determine the exact position of the object: Extended Gaussian Image (EGI) is a spatial histogram of the surface orientation. EGI is invariant to translations of the objet and it rotates with the object in exactly the same way, so as to avoid changes in the relative mass center. The position of the mass center determines exactly the position of the rotation axis. Object description is centered on the largest detectable face, it constitutes a sorted list of attribute-value couples representing the characteristics of the largest face and the spatial distributions of the other faces. The attributes are sorted according to their computation time.
Learning the recognition tree
The recognition strategy is divided into two phases: aspect classification, and determination of the exact attitude. This strategy is shown in figure 15 .
Aspect classification: Aspect classification splits recursively the set of all possible aspects and it generates a classification tree. The nodes of this tree are tests on the membership to interval. The first node represents the set of all possible aspects, the leaves correspond the different aspects.
Exact attitude: When the aspect is fixed, an exact attitude of the object is determined (figure 14). It is calculated by comparing the object with the characteristic attitude in two steps:
The position of the z axis is computed from the difference between the positions of the EGI mass centers, then the rotation around the z axis is computed from contour positions. Area: [1, 4] Moment: [1, 2] Area: [6, 9] Moment [5, 8] Area: [10, 
Results
This method performs a conceptual clustering (see [30, 32] ): the examples are clustered into "aspects". The recognition functions of the clusters are encoded in the test tree. The domain knowledge about sensors, light, and interactions between light and matter is realistic enough to allow this technique to learn realistic recognition strategies. The modelization technique generates all possible aspects, in every light conditions. This technique aims at increasing the speed of recognition for industrial rigid objets and it can be easily generalized to learn recognition strategies from several objects.
Comments
The weak points of the approach are the representation language that takes into account neither relations between contours nor relations between regions. The test tree uses properties measured on a single face of the objet. The consequences are twofold: first the approach is sensitive to the occlusion of the face, second it is sensitive to noise and it is unadapted to flexible objects because it encodes the face with very few attributes such as area, and moment. To develop a simple counting argument, let us suppose we apply this method for N objects having K aspects in average. For N = 100 and K = 30 which is a lower bound for a realistic application, we obtain 3000 different descriptions. Thus the largest face of an aspect must be encoded with 12 bits at least. The only solution is to have a very low quantization for the shape attributes. Hence objects must be very rigid otherwise they will be confused. This entails little resistance to noise, and also little stability against a change of scale and a change in the segmentation.
This approach drives us to make two remarks and suggestions about learning for 3-D objets.
-Having the 3-D model of an object is not such an interesting representation for a recognition engine since the recognition time is very large. This approach has shown that it is not worth to learn the 3-D model of an object since it cannot be efficiently used for recognition. Thus, learning for 3-D recognition can be simplified to learning views of objects.
-It shows again that attribute-based object recognition is not efficient enough to work for complex objects because it uses a small part of the visual information only. A more promising approach would use a first order representation in order to encode all visual information available. Such an approach has been shown in [12] where a finite vocabulary of of 3-D primitives is built in order to represent the objects to be recovered. This vocabulary clusters faces into aspects, and it encodes in a graph the topological relations between faces.
Learning 2-D strategic knowledge
The system described in [21] learns operational models for 2-D recognition in industrial environment. This approach is based on a learning-from-example paradigm and the examples are gray level images of rigid objects. This system generates a set of optimized parameters for feature extraction, as well as a set of operational models of the objects.
Architecture of the system.
This system is based on a standard computer vision architecture containing a feature extraction phase and a model matching phase, but it is also composed of a learning subsystem. The learning sub-system aims at providing appropriate parameters for feature extraction as well as object models. This system can work in two modes: recognition mode and supervised learning mode. The structure of the system is shown in figure 16 . The central gray region corresponds to the learning sub-system, the rest of the figure describes the recognition engine. In the recognition mode, the description component transforms a 2-D image into a symbolic description. Features (lines, circles, corners) are extracted from the image by a set of parametric filtering operations. They are defined in a base of parameters and provided by the learning sub-system. Figure 17 shows an example of a gray level image and of the extracted features.
A symbolic image description contains relational descriptions of the features: length, angle, distance, etc. Then, the system searches, within a base of models, the best match to the symbolic description of the scene. The base of models is acquired by the optimization of generic model components during the learning phase. When running in the learning phase, objects are presented sequentially. For each object, several images are shown with different orientations and light illuminations. The learning task is divided in the following three sub-tasks. The system loops on these sub-tasks in order to find a final solution.
Feature Selection
The number of occurrences of each feature is noted, and the most frequent ones are used for the model. Each object is rotated, and for each position the presence of a given feature is recognized by a structural matching procedure. The symbolic description of an object shown in an initial reference image is used as the model for interpreting other images of the same object in other known positions. Figure 18 shows three different views of the same object, twice rotated. This labelling process allows to calculate statistics about feature visibility. 2) Extraction of the symbolic description for all reference images of the objects in the different positions.
3) Scoring the number of occurrences.
3.1) Selection of a particular feature of an arbitrarily selected reference image.
3.2) Recognition of corresponding description elements in the remaining reference images, using a priori knowledge about the positions of the objects, and storing the recognition scores. Figure 20 shows the set of selected features.
Filter parameters Selection
The goal of filter-parameter selection is to find the set of parameters yielding the best score for the number of occurrences in a given object. The algorithm described above is repeated several times with different values of filter parameters and the selected filter parameter set is the one offering the maximum average recognition score. Once the two preceding steps are completed, object models are represented by selected features and their symbolic descriptions. In order to increase the recognition time, only discriminating parts of models have to be memorized into the database of models. This system learns a set of partial models of minimum size, yielding unambiguous interpretations. A model is considered as unambiguous when it discriminates an object from another, and when it allows a precise determination of the object rotation. Its size is minimum when it contains as few as possible descriptive features.
For each object, the following algorithm generates a set of unambiguous models having a minimum size. 1) Construct of a set of partial models containing one and only one selected feature 2)
Run a recognition experiment with the set of current models 3)
Store the current partial models giving correct unambiguous recognition with sufficiently good recognition scores 4)
Extend the remaining ambiguous partial models by a new selected feature 5)
Repeat step 2 to 4 until no further extensions are possible. 
Comments
At first glance, the generation of partial models is not a new idea in computer vision since similar techniques have been studied in several recognition systems using hashing techniques to increase recognition speed [33, 13, 34] . But the novelty of the present approach lies in the combination of parameter selection and model generation within a learning-by-showing loop. It provides a very promising response to learning relations between low-level and high-level computer vision processes. Another attempt in learning simultaneously low-level parameters and high-level models has been addressed in [51] with MIRACLE-IV. This approach uses an unsupervised learning and seems to be a too difficult problem to be applied to realistic problems. Although this technique is limited to rigid objects and it has no induction capacities (it cannot generalize visual concepts), it provides however an interesting operator for real time industrial object recognition because it uses simple informations like contours, that are easily extracted.
Multistrategic Learning for Target Model Recognition
TRIPLE [4, 42] is an incremental learning system designed for 2-D target recognition. TRIPLE is a multi-strategic learning system and combines synergically a kind of Explanation Based Learning technique (EBL) and Structured Conceptual Clustering (SCC). The aim of EBL it to learn target models from few examples while SCC structures the knowledge acquired by EBL in a recognition tree. In a first phase, the system learns a complete set of object models, in a second phase the system is used to recognize targets, to detect error recognition, and to modify incrementally its knowledge. TRIPLE is described in this section on an aircraft recognition problem. Several plane images are shown in figure 22 . Figure 24 shows the configuration of the system components. Rectangular boxes represent processing elements, circular boxes represent outputs of the learning systems and the other boxes represent the background knowledge of the system. This section is devoted to a description of the different modules.
Segmentation and labelling.
Input images are segmented by using a set of selected parameters. These parameters are supposed to be adapted to the problem and they are provided by the user. Different features are extracted from the segmentation. Regions are identified and approximated using piecewise linear segments. They are described symbolically with a set of general descriptors (applicable to each region). Then they are labeled by using constraints about their descriptions, and an hypothesis/verification process identifies the rough orientation of the target. In the aircraft recognition example, the feature extraction process may hypothesize that a region is labelled fuselage, based on shape properties (narrow, elongated region). This hypothesis can be verified by finding two adjacent regions with Labelled regions are described with properties specific to their labels by using a knowledge-based approach. For example, in the aircraft scenario, fuselage length and wing length require different definitions. Symbolic features represent conceptual description of a target's properties that would be used by a human in characterizing the target appearance.
Recognition process
The recognition process is partly based on a classification tree provided by the SCC module. An example of such a test tree is shown in figure 24 . This tree is used in order to solve the indexing problem met in target recognition applications when the library of models becomes large. The classification process traverses the classification tree in order to reach a leaf of the tree. When a leaf node is reached, the recognition is successful and the recognition operation ends by matching the values of the remaining features. During the tree descent, when a target feature is missing, the system explores each possible branch at the current level of the tree, this generates hypotheses. For example, if the fuselage is not detected in the image, "fuselage-length" is missing in the description of the unknown target. The system creates several hypotheses and explores every branch of the node. These hypotheses can be rejected upon reaching lower nodes of the tree or during the final matching process because of feature incompatibilities. If the recognition process is unable to parse the tree using the available feature data, the EBL component takes over the charge of characterizing the recognition failure.
Feature values monitor
During the incremental phase, when an unknown target has been successfully classified, the feature value monitor modifies the feature values corresponding to the target model. This process modifies gradually the values of the features in order to overcome any bias that may have been previously acquired. The feature values are shifted so as to reduce the differences between the model and the target. To avoid wild fluctuations in the feature values ranges, only shifts of one unit are allowed. For example, suppose that in the target shown as in figure 22 , Fuselage-length=120, whereas for the Mac Donnel Douglas 87, Fuselage-length=[100,106], then the model feature values will be shifted of one towards 120, it thus becomes [101,107].
Explanation Based Learning
In order to generate target models containing relevant features only, EBL is invoked several times. It is always invoked during the initialization phase. During the recognition phase, when the classification tree is unable to process an unknown target, it is invoked in order to determine if a new target model can be constructed from available data. It is also invoked in the following special cases to refine existing models. When a new feature is present in a correctly recognized target, it is invoked again in order to determine the relevance of that new information. If the feature is found to be relevant, the information is given to the SCC component for modification of the classification tree. Finally, it is used to identify recognition failures. When the recognition component is unable to process an unknown target schema, and when EBL cannot construct an appropriate model from the given features, then recognition is considered as a failure. This module contains several extensions to classical EBL. First, it checks the uniqueness of the generalizations in the model base, and it warns the user when two models are confused. Second, the module can generalize several examples of the same concepts by intersecting the generalizations of each example. In fact, although the authors call this component an EBL process, we consider it to be a hybrid system between real EBL and Winston ANALOGY program since it does not really use goal regression. Refer to [43] for a discussion about the differences between EBL and ANALOGY.
Structured Conceptual Clustering
Structured Conceptual Clustering (SCC) is in charge of the classification tree. It is invoked during the initialization phase to build the whole tree and during the recognition phase to modify the structure of the tree. This module is based on CLUSTER/S [58] . It uses a Goal Dependency Network (GDN) in order to select useful target features. The GDN specifies the features to be used for a given goal at a particular position in the tree. Global features must be used early in the tree because they categorize coarse classes, while specialized features are used later in the tree to determine subclass assignments.
The tree generation is a divide-and-conquer procedure. At each level in the tree, SCC selects the best features suggested by GDN by the following procedure: Each suggested feature is used to generate a clustering of targets and the feature providing the best clusters is selected. The clusters are compared by using quality criteria such that the number of clusters, inter-clusters, and intra-cluster distance, etc.
The SCC component is invoked several times. During the initialization phase, with the target models created by EBL, SCC constructs the whole classification tree. During the incremental phase, when a new target is added to the tree, SCC traverses the tree until an incompatibility is met. The tree is then clustered again at this location. During the target refinement process, at each node of the tree, SCC determines if the refined feature produces a better clustering than the one of the node. In that case, the tree is clustered again at that location.
Recognition and Learning in TRIPLE.
Once basic models have been acquired, they will be incrementally refined. The incremental refinement algorithm is shown in figure 25 . When a target is identified, it is compared to the corresponding model. If the target description contains the same features than the model, the feature value monitor is invoked in order to modify slightly the model definition. Otherwise, EBL is invoked to refine the model. When the target cannot be identified, TRIPLE characterizes several recognition states:
Incomplete matching -When the unknown target is partially classified using the classification tree, a recognition confidence is proposed for each matched target model.
Target Occlusion -When the unknown target is partially occluded, the classification can predict the class with some confidence factor.
Target model Acquisition -When the unknown target cannot be classified with the current classification tree, the target model is acquired by EBL and is added by SCC to the classification tree.
Target model refinement -When the unknown target is correctly classified and a new feature is identified, EBL is invoked to verify the relevance of the new target. If it is relevant, it is added to the target model, and SCC is invoked to update the classification tree.
Recognition failure -When the unknown target cannot be recognized by the classification tree, or by EBL, then the process fails. 
Comments
The originality of this approach is the combination of a "high level" learning method: the EBL component, with SCC, an attribute-based classification method. This provides a better autonomy than usual attribute-based systems because when an object is very different from the objects already learned, classical attribute-based techniques are unable to proceed. On the contrary EBL can recover from this failure by using high level background knowledge.
This technique is based on region information, thus it is sensitive to occlusions (a wing area is computable when the wing is entirely visible). It falls into the category of object recognition by part decomposition and it uses a labelling algorithm which discriminates the parts. The labelling algorithm is restricted to a single class of objets like cars or planes and it cannot treat scenes that contain both cars and planes. In such a case, it would have first to hypothesize an object, then try to classify the image containing that object. It would iterate this process with other objects. This reason makes it misadjusted for discriminating natural object categories, but it will be very useful to determine the type of an object when its category is known or at least hypothesized. The idea of a multi-strategic system is very interesting since it allows to recognize both objects that have been acquired in a library by a simple recognition procedure, and new objects that can be explained by higher level informations.
Conclusion about object recognition
The compilation techniques that have been developed in section 2.2 and 2.3 improve the speed of recognition of an object whose 3-D model is known. This technique is interesting for rigid objects that are seen under fixed illuminations conditions and it provides a mechanism for learning objects that are often shown to a real time recognition engine.
The multi-strategic approach has shown that using different level of reasoning allows to recognize rapidly objects that have yet been learned and also new objects that must be recognized by a flexible engine having a high level reasoning capabilities.
Test trees have been widely used for pattern recognition and provide a correct trade-off between speed of recognition and induction. Nevertheless, for 3-D object recognition, such a scheme cannot be used efficiently because of possible occlusions and also due to the 3-D nature of the objets. Occlusions cause unknown values for many attributes, thus forcing the recognition system to explore several branches of the test tree. This reduces the indexation capacities, and the recognition is achieved by a matching algorithm that compares the image with models of the library. The 3-D nature of view-points makes the attribute-based techniques very weak because the attributes must be determined by a labelling and also because the orientation must be recovered before the attributes are evaluated.
Zero order representation languages cannot represent all available visual informations, especially those relative to relationships among objects. The use of a first order language allows to represent relational informations, and it seems to be necessary for learning in vision.
3.
Scene Understanding
Knowledge Acquisition for Aerial Image Interpretation
The systems described up to now are based on a model-based recognition paradigm, thus their goal is to acquire knowledge (models and indexation), in order to recognize and to localize objects in an image. This methodology can work in restricted environments, with a small number of objects, and when these objects provide crisp shapes. This last restriction makes this approach ineffective in outdoors scenes, where object categories are not really specified by their shapes but rather by their context. For example, from a gray level satellite image, shapes of objects are known with very little precision and it can be impossible to differentiate directly a house from a road. This problem can be solved with the help of knowledge about constraints between scene objects. A first attempt to acquire this kind of knowledge has been done in ISIS [56] , a system in which the user and the interpretation engine interact. A other attempt is SPAM [38, 39] which will be described now.
General Presentation.
SPAM was built for the interpretation aerial images. It requests many geometrical constraints between objects in order to run correctly. It has been successfully tested on airport and suburban housing scenes. Programming was performed by hand-coding OPS5 rules and incrementally running the system on test image segmentation. Many difficulties arose because of unforeseen interactions between production rules, flow control, and the inability to achieve rapid turn-around of tests involving small changes in the knowledge base. In order to address these problems, a knowledge acquisition system has been developed. It allows a higher level programming language, and it contains three different tools. This section presents the architecture of SPAM with its domain knowledge. Further, two of the three knowledge acquisition tools for this system: ISCAN and SPATS will be presented.
The architecture of the knowledge acquisition system is described in figure 26 . The various modules will be presented within the next sections, except RUGELEN the description of which does not contribute to the understanding of the system.
Description of SPAM.
SPAM performs interpretations by transforming in succession four types of interpretation primitives. Regions, fragments, functional areas and models. The regions are described by their 2-D shapes, spectral attributes and 3-D attributes (depth, height, etc.). A fragment interpretation represents a possible interpretation of a region. For example the assertion "region 10 is a house or a road" corresponds to two different fragments: "region 10 is a house", "region 10 is a road". Functional areas are consistent and compatible sets of interpretation fragments. For example, a driveway and a house can be grouped in a functional area called "housing-area". The selected functional areas form the model of the scene, i.e., a consistent and complete interpretation of the scene. Figure 27 describes the different interpretation phases for a suburban housing scene containing two houses, two driveways and a road. 
Description of the rules
This section describes a part of the overall rule system. We have focussed the description to the rules acquired by the knowledge acquisition system. Thus, we will only describe rules managing the two first phases of SPAM: region-to-fragment and local-consistency rules.
The following rule is used during the region-to-fragment phase to interpret suburban housing scenes. This rule contains both a control part and a constraint part. CLASS: Determines the class of object to which the constraints are applicable. DEPENDENCIES: This feature encodes the control part of the rule. To be fired, rules depend on the success of other rules. In the present case, a rule of type "compact" must have been successful in order to fire this house rule. CONSTRAINTS: define the constraints that contain the class definition, such as 2-D shape, altitude, texture, and intensity measures. Any number of such constraints can be specified.
Consistency rules are used in the second phase of SPAM. They check local consistencies between fragment interpretations. After the first phase of the system, regions can have several fragment interpretations attached to them, as figure 27 shows for example. But only few of them are consistent with the fragments of the neighboring regions. This is why consistency rules are very effective for pruning inconsistent interpretations. These rules modify the beliefs in fragments. If two fragments are mutually consistent, their associated confidences are increased, otherwise they are decreased. The following consistency rule holds between roads and houses. It checks that houses are parallel to roads.
RULE-NAME :'houses-are-parallel-to-roads' CONFIDENCE :0. CONFIDENCE: Assigns a confidence value between 0 and 1 to the rule. It encodes the discrimination power of the rule. This rule is considered as a good characterization of the relation between houses and roads since its confidence value is 0.8 HYPOTHESES: Define the classes of interpretation to which this rule applies. CONSTRAINTS: Define geometrical constraints between the hypotheses. In this rule, roads and houses must be parallel with a tolerance of 0.5 radiant.
Architecture of the knowledge acquisition system.
Let us now describe two of the three knowledge acquisition modules. ISCAN helps to generate and to test the rules. SPATS evaluates statistically the usefulness of the rules during SPAM interpretation process.
ISCAN
ISCAN is an interactive knowledge acquisition tool composed of three modules. The first one is a rule editor, the second one is an interactive segmentation engine which helps to determine geometric informations like region surface or distance between two regions.
These informations are directly used by the user to write the rules. The third module analyzes the performance of a specific rule, without using the costly processing cycle of SPAM. It visualizes the regions satisfying a rule, on a reference image (ground-truth image), allowing the user to tune the rules almost interactively.
Example: A knowledge acquisition session
Let us analyze a knowledge acquisition session for a suburban housing scene. With the help of the scene editor, a user enters the names of the objects present in the scenes: house, road, grass, driveway, and a set of description attributes: compacity, linearity, orientation, ellipse-width, ellipse-length. With the help of the measurement module, bounds of the attributes for different houses and roads are set up. This module calculates region areas interactively, region perimeters, elongation, etc., by using a mouse. Results are given in meters, by scaling pixel measurement with the help of a camera model and the distance of the scene. Figure 28 represents a user interface output of this process. ISCAN generates a fragment rule containing the constraints: 50 = area = 150, 9 = Ellipse-length =18, 6.5 = Ellipse-width = 10, etc.
Area: [50, 150] Ellipse-length: [9, 18] Ellipse-width [6.5,10]
Fig. 28. Measurement window
The evaluation module uses a ground-truth image (hand segmented and interpreted scene) to automatically evaluate the rules. A rule is matched against every region and the regions are classified into four classes: true positives, false positive, true negative, false negative. Figure 29 visualizes these classes.
The screen is composed of 4 windows: The first window shows the reference segmentation. The three other windows show regions satisfying rule constraints that are houses, regions that do not satisfy rules but that are houses, and regions satisfying rules but that are not houses.
As rules are evaluated rapidly, the user can tune them interactively by modifying the constraint parts. When a rule is reasonably good, it is memorized into a base of rules. Although ISCAN permits optimizing the rules, it cannot foresee their usefulness within the complete rule system. The only way to assess their interest is to calculate statistics about their use during a whole interpretation process. This is the role of SPATS. 
SPATS
During a complete interpretation process, SPATS spies on SPAM in order to compute statistical informations about the usefulness of the rules. SPATS compares intermediate interpretation results with the ground-truth image each time a rule is fired. Every interpretation phases are analyzed in that way. Since the rules are applied very often, it is not conceivable to trace their application. This is why these informations are presented under a statistical form. Informations about error rate, number of applicable regions, number of evaluation are presented to the user. He uses these informations to refine the rule system. He can modify either the confidence coefficients, or the constraints of the rules. The resulting system will be evaluated in a new acquisition cycle.
Results
Airport scenes have been uses to run comparative tests between hand-coded and interactively coded systems. The interactively coded region-to-fragment rules were more discriminating and more general than the hand-coded ones, and an important part of them where independent of the domain. A consequence of this process is a 25% reduction on the number of region-to-fragment rules, and a significant reduction of higher level rules.
Comments
Even if SPAM is devoted to very specific scenes, it points out the type of knowledge that is needed for interpreting outdoors scenes. It demonstrates that encoding this kind of knowledge is a hard task because it needs a real expertise of the domain and a large background knowledge.
At present, ISCAN is a knowledge acquisition tool. It provides metric information to help a user to encode the rules. Then, it evaluates the rules on some images and shows the results. This phase is of basic interest because it could be applied to other vision systems. SPATS is closely linked to SPAM. It has a bottom-up architecture and interprets images by the convergence of belief functions. In this kind of system, the tuning of belief values is always difficult because a global convergence must be obtained. The statistics that are calculated about the evaluation of the rules allow to tune the intervals of belief.
In this system, knowledge acquisition is limited to very specific rules and higher level rules are still manually encoded. Nevertheless specialized rules are the most difficult and the most tedious to encode because they are numerous and because they must be precise. This is why an automatic acquisition tool saves implementation time and generates more understandable rules.
Parameter tuning
When the number of parameter becomes large, a human cannot really optimize a rule system and must be replaced by an automatic system. This is the topic of the present section.
At present, vision systems are restricted to indoors applications and they can only handle very specific tasks in controlled environments. A second drawback of the vision systems is their lack of flexibility. They hardly can adapt to new tasks within flexible industrial environments. The traditional computer vision development method can be summarized in figure 30 . It consists in implementing a vision system, and refining this system according to tests on images. During this loop, the developer is modifying the system behavior in order to fit some specification criteria such as real time, quality, etc. This is generally a very difficult task because humans have difficulties to cope with large amounts of data to make decisions, because of the time required to evaluate sets of parameters, and because it is difficult to change parameters to meet system specifications.
Analysis Development
Processing of data
Fig. 30. Development loop
A realistic way to overcome these drawbacks is to improve the development methods by using learning methods that select automatically the best values of the parameters. This section provides a detailed description of a system that aims at automatically tuning parameters for image segmentation with Genetic Algorithms (GA), and introduces briefly other approaches that make use of GAs.
GAs are characterized by three main concepts. The populations of individual where the individuals called strings are often represented by strings of bits.
A Darwinian notion of competition, the relative strength, determines individual capabilities to be selected for reproduction. The relative strength is provided by an evaluation function that returns a reward for each evaluated string. This reward is used to pay or to punish candidate strings. The best awarded strings are acted upon by reproduction operators which produce new individuals. This process is shown in figure 31 . An initial population is selected either randomly or by using heuristics. At each iteration, also called generation, each individual is evaluated and it can be selected for reproduction with a probability proportional to its relative strength within the population. New individuals are created using genetic operators and are evaluated in turn.
Most often, two types of genetic operators are used: crossover and mutation. Crossover uses two parents for creating two new individuals (figures 32a and 32b), and mutation creates one individual by disturbing randomly a single parent (figure 33). GAs are very well tuned to the challenge of vision for two main reasons. First, the search spaces for the vision problems are highly multimodal, a property that leads hill-climbing optimization algorithms to converge in local optima. GAs are able to avoid this problem. Second, for some applications, the search space is discontinuous while hill-climbing techniques require a continuous one. At present, standard optimization techniques are not able to handle correctly these problems and parameter tuning is a bottleneck for the development of evolutive vision applications. GAs do not have the drawbacks of these optimization techniques. They work well in discontinuous space, without gradient information, they often reach the global optimum, they are incremental, they are often fast, and they can be easily implemented on a parallel machine.
Adaptative Image Segmentation
Bhanu, Lee, and Ming [3] have developed a self-optimizing system for adaptative image segmentation which incorporates a genetic optimization algorithm. This system adapts the segmentation process to changes in image properties caused by contextual conditions such as time of day, time of year, clouds, etc. The genetic algorithm determines the parameter set which maximizes segmentation quality criteria in the search space defined by the segmentation parameter combinations. The goal of the adaptative segmentation system is to provide a continuous adaptation and a robust performance when interacting with a dynamic environment.
Description of the method.
The input of the learning system is a set of images with their corresponding symbolic informations about context (time of day, time of year, rain, snow, haze, cloud cover, etc.). A diagram of the system is shown in figure 34 . Several simple statistical properties are computed over the input image for each color component (red, green, blue). These features include mean, variance, energy, entropy, x-intensity centroid, y-intensity centroid, maximum peak height, maximum peak location, etc. A black and white version of the image is used to compute edge informations and object contrast. The diagram of the GA is shown in figure 35 . It contains a global population of rules and a local population of strings representing the control parameters. In order to learn these rules, at each input (contextual and statistical informations), the learning system selects the rules closest to the input, based on a normalized Euclidean feature distance and on the strength of the rules. The right-hand side of the rules (representing control parameters) constitutes the seed of the local population. The local population contains about ten individuals and is processed by a classical genetic optimization system. During the optimization process, new individuals are created and evaluated. The cycle continues until the maximum strength achieved at the end of a generation reaches some threshold. A new global rule is created by concatenating the input to the best member of the local population, and the global population is updated. 
Segmented Image Evaluation.
In this system, the evaluation function is a segmentation quality measure based on advice of the Automatic Target Recognition Working Group (ATRWG). Segmentation evaluation maximizes overall performance of the system and it is a linear combination of five quality measures which are the following:
Edge-Border coincidence = n(E ↔ S) / n(E), where n(X) is the number of elements in set X. E is the set of edge pixels and S is the set of the boundary pixels for the segmented image. Edge-border coincidence measures the overlap of the region borders in the image acquired from the segmentation algorithm relative to an edge image Boundary consistency = Max(0, Σ i (w 1 * (d max -d i )) / n(E) -w 2 * Σ (remaining pixels in E and S) / n(E)) w 1 = 0.1, w 2 = 0.5, d max = 10 and d i is the distance to the nearest pixel.This measure is similar to edge border coincidence, but with more flexibility: non-overlapping regions and frontiers can match. Hence, region borders which do not match well are used to penalize the segmentation quality.
These two quality measures are global measures since they evaluate the segmentation quality in the whole image. The following ones are local measures since they evaluate the segmentation quality for a specific region of interest.
A is the set of pixels classified as "object pixel" in the ground-truth image and B is the set of object pixels in the segmented image. This feature is based on the number of pixels classified as background pixels and the number of background pixels classified as object pixels.
Object Overlap = n(A ↔ B) / n(A) This feature measures the area of intersection between the object region in the ground-truth image and the segmented image.
Object Contrast = Min(C GT / C SI , C SI / C GT ) C SI is the contrast object in the segmented image. C GT is the contrast object in the groundtruth image. This feature measures the contrast between the object and the background in the segmented image, relative to the object contrast in the ground truth image.
Comments
This system has been tested with a well-known segmentation algorithm developed at CMU, Phoenix [45] . This algorithm splits recursively the regions of a color image, it is controlled by fourteen parameters. The size of the search space (the number of parameter combinations) would be 10 33 when using all parameters. For the experiments, two have been selected because they affect critically the segmentation results: maxmin and hsmooth. Maxmin specifies the lowest acceptable peak-to-valley-height ratio used when deciding whether or not to split a large region into two or more smaller parts. Hsmooth controls the width of the window used to smooth the histogram of each image region during segmentation. The application has been led over outdoors images and the performance improvement provided by the system was consistently greater than 33% over the traditional approach or the default segmentation parameters.
This approach could have other applications in computer vision. Without any change on the basic vision operators, the method can provide a boost to existing vision tools. It is probably of industrial interest for the next coming years.
Other systems
Genetic algorithms have been tested for a variety of problems in computer vision. Several experiments have been led on texture recognition [46] and on rule optimization [44] . Montana has been developing system for classification of sonar signals which automatically optimize parameters of rules. This system contains several modules, each containing a large number of parameters. The first module is in charge of parametric signal detection rules. The second one detects and tracks multiple signals. The third one uses a neural network for classification. In this system, genetic algorithms are used to optimize parameters of the three modules.
In pattern recognition, Frey and Slate [14] tested a genetic classifier system [23, 24] in order to learn a base of classification rules for character recognition. A set of 20000 letter images has been generated by randomly distorting pixel images of the 26 uppercase letters from 20 different commercial fonts. The authors have compared several procedures for encoding attributes and their best results are in the range of 80% of success.
We have tested a simple nearest neighbor algorithm on the same data and we obtained approximately 90% of success. Thus, it is not clear if this technique can improve the performances of classical pattern recognition techniques since it provides better results than classical tests trees but lower results than K-nearest neighbors. A large class of pattern classification algorithms for vision are based on the K-nearest neighbors algorithm. It classifies an input data represented with attribute values, by comparing it with a set of cases on the basis of a similarity distance. This distance is calculated by:
where the M i are the model attributes and the A i are the data attributes. W defines the metric of the distance. This metric is classically selected by hand and cannot be really optimized since it defines a highly multimodal vector of 5 to 25 dimensions. Kelly and Davis [28] have shown that it can be automatically acquired by a genetic optimization algorithm. Although this technique has not been tested on real images, it is reasonable to guess that it can improve many vision applications.
The systems presented in the present paper are based on the underlying paradigm of passive vision, for which the goal of an image understanding system is to transform twodimensional data images into three-dimensional descriptions. A new paradigm, named animate vision [2] , argues that vision does not require elaborate representations, and that the behavior of the vision system is the more important concept. Animate vision is oriented toward anthropomorphic characteristics such as fovea, relative independence of eyes and high speed gaze control. Within this new paradigm, learning for vision becomes a problem of gaze control and is solved by reinforcement learning methods, such as genetic algorithm or Q-learning. These learning methods are able to learn reactive rules of action, thus they allow to built fast reactive systems which do not need time-consuming search for plans. Reinforcement learning can learn an optimal control strategy by interacting with the world and receiving feedback through an evaluation function. In this paradigm, learning and vision are strongly linked and cannot be separated since the high speed gaze control can only be acquired by an automatic learning technique. Reinforcement learning for active perception has been studied for block stacking tasks and gives encouraging results [63] but it has not been actually tested on a real image application.
General Conclusion
Most early ML systems perform inductions on the data in order to build a kind of model of this data. The best known of such ML system is ID3 which selects first the attributes that compress information the most. Such a technique is a classical one in statistical 2-D pattern recognition. The original contribution of ML has been to apply this classical technique to the same knowledge representation as the one used by most expert systems, the so-called attribute-value representation. It showed its best results when the attributes and their values make sense to a human expert of the field. In vision there are few expert systems, and their attributes are often low level, thus making little sense to a human. It is therefore not surprising that ID3 was not applied to vision problems.
Another family of classical induction tools, AQ, originates from Data Analysis. They use a new knowledge representation developed by Michalski [40] , the Annotated Predicate Calculus (APC). Data Analysis techniques are then bent to be applicable to APC formula. AQ-like algorithms create clusters of examples belonging to the same concept, and generate simultaneously a recognition function of the concept. Using Data Analysis to perform clustering is also a classical technique for pattern recognition, and APC is not much better-suited to the problems of vision than attribute-values representations are, it has been thus applied very seldom in this field (see however later comments on combining AQ with GAs). TRIPLE (see section 2.4) uses a conceptual clustering technique derived from AQ.
More generally, conceptual clustering techniques, that make use of statistical properties of the examples, as well as of some of their structural properties, have not yet been studied, but could yield some surprising results. We can see three different kinds of CC algorithms. The algorithms coming from AQ use Data Analysis techniques plugged on an APC representation which allows to take the domain knowledge into account. The algorithms such as COBWEB [Fisher à ajouter] use an attribute-value representation. They build incrementally a network of dependencies between the clusters they generate. These two kinds of systems will be very useful when the dependencies among attributes are not of primary importance. Thirdly, one can also make use of a first order representation as in KBG [Bisson] . Then, the similarity measure can explicitly take into account the dependencies among attributes. The price to pay is on computation time which can become exceedingly high when the same attribute is often repeated 1 (with different values) in the description of each example. There has been too few applications of these CC techniques to draw a conclusion now. They should nevertheless receive a serious try, since they do not show the same weakness as ID3 and AQ itself. The descriptions used in CC can contains both attribute-values descriptions, and numeric values as in classical data Analysis.
Generalizing over the features several examples in order to create a more abstract concept "covering" the examples is also a fundamental technique of ML. It has been used by Connel and Brady, and it is described here in details in section 2.1. At the end of this section, we discuss the merits and drawbacks of their approach, and we show that some first order is necessary in order to deal with the relations among features of the image. Generalization to first order is well-known for being highly combinatory, and most of the efforts in ML are done in order to reduce the combinatorics, as explained for instance in [30] and in [7] . The same can be said from the vision algorithms, as pointed out by Grimson [20] . In principle, first order knowledge is well-suited to the recognition of relations among objects 2 . On the other hand, attribute-value representations are very efficient to describe the objects in terms of their features. Most existing systems make use of either one of these representations. Our obvious conclusion is that mixed knowledge representations should be used. Use attribute-value representations as soon as the objects can be identified unambiguously. Use first order, when they can be identified only by their relation. Obviously, the attribute-value representation is here to constrain the first order problem, and all other constraint techniques must be used. A general solution to this problem lies in inventing a first order language that "degrades gracefully" to zeroth-order when the first order is not useful. This is easy to say it here, and we know that many problems still need to be solved before we can use practically such representations. Nevertheless, we do not foresee any elegant solution to the problem, other than this one.
During the 80's, ML has seen the rapid growth of deductive or semi-deductive techniques, called Explanation-Based Learning. Their principle is very near to the one of the famous "second generation" expert systems. They use their deep knowledge about a field, called in EBL domain theory, in order to analyze examples of behavior in the field. This analysis generates shallow knowledge, called in EBL operational rules, that is equivalent to the deep knowledge, but much more efficient in practice. Again, TRIPLE is our only example of a vision system using EBL, even if in a very simple way. It seems that there are few links between the visual deep knowledge and the description of the objects. This forbids the generation of operational rules. For instance, visual deep knowledge tells us that the knob is "inside" the door. The examples of doors and door-knobs are not described in a language suited to obtain a proof that the knobs are indeed inside the doors. EBL needs such a proof to generate its operational rules. This explains why EBL is still of so little use in vision.
Another very different problem arises in vision systems when they make use of parametrized algorithms. Tuning these parameter to the scene at hand, or even to the portion of scene at hand, is by itself a very large problem. Classical search algorithms such as hill-climbing, Monte-Carlo methods, or even simulated annealing are not powerful enough to search efficiently through the large space of these parameters. The GAs are a new and efficient knowledge representation allowing large jumps from the current optimum, at any time (not at the beginning only as happens with simulated annealing). Besides, GAs are essentially parallel, thus able to make the best use of the computation power of parallel machines. Several authors have already applied GAs to vision problems [46, 62, ] and we cannot but conclude that it is a very promising approach.
Quite recently, the ML community developed a paradigm known as Case-Based Reasoning (CBR), as described for instance in [50] . The paradigm itself is well-known in the vision community under the name of template-matching, and it has known recent developments in this community as well [61] . We do not know of any example of vision people making explicit use of CBR. The ML people developed similarity measures taking into account as much as possible of the structural properties of the templates. It is not impossible that some progress in vision could be made by adapting these ideas.
Another recent ML paradigm is the use of multi-strategy learning (MSL) in which several learning paradigms are merged. TRIPLE is an example of using such MSL methods. Another interesting example is the system [1b] which combines GAs and AQ in order to recognize textures.
This paper provides a somehow restricted view of learning in vision since it stresses a ML point of view, and it does not describe the neural nets techniques, nor learning applied to texture recognition. Nevertheless, we have shown that this topic is now an emerging research field and that much has been achieved right now at each level of the vision understanding process. Even if the interest of learning shape models has not been demonstrated yet on real applications, many existing vision systems could benefit of efficient optimization techniques for tuning parameters either at the feature extraction level or at higher levels for rule parameter tuning.
