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4Abstract
Let G = G(K) be a simple algebraic group over an algebraically closed field K of characteristic p ≥ 0.
The study of subgroups of G splits naturally according to whether G is of classical or exceptional type,
and according to whether the subgroups considered are finite or of positive dimension. This thesis
considers finite subgroups of adjoint groups G of exceptional type.
A finite subgroup of G is called Lie primitive if it lies in no proper, closed subgroup of positive
dimension. This is a natural maximality condition and, when studying Lie primitive subgroups, a
reduction theorem due to Borovik allows us to focus on those whose socle is a non-abelian finite
simple group. The study then splits again according to whether or not this socle is a member of
Lie(p), the simple groups of Lie type in characteristic p.
For H = H(q) ∈ Lie(p), in [LS98b] Liebeck and Seitz prove, for all but finitely many q, that G cannot
have a Lie primitive subgroup with socle H unless G and H are of the same Lie type. For H /∈ Lie(p),
in [LS99] Liebeck and Seitz produce a complete (finite) list of those H which embed into an adjoint
exceptional simple algebraic group, though conjugacy and Lie primitivity remain largely open.
The first result of this thesis is to disprove the existence of Lie primitive embeddings of many sim-
ple groups H /∈ Lie(p). For example, for n ≥ 10 the alternating group Altn has no Lie primitive
embeddings into an adjoint exceptional algebraic group, in any characteristic.
This has implications for the subgroup structure of the finite groups of Lie type. In particular, it is
deduced here that for n ≥ 11 the groups Altn and Symn never occur as a maximal subgroup of any
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9Chapter 1
Introduction and Results
This thesis relates to the subgroup structure of semisimple algebraic groups over an algebraically
closed field. This problem has been studied extensively, particularly since Chevalley’s classification in
the 1950s of semisimple algebraic groups via their root systems.
Let K be an algebraically closed field of characteristic p ≥ 0, and let G be a simple algebraic group over
K. The study of closed subgroups of G splits depending on whether p is zero or positive, and whether
G is of classical type (An, Bn, Cn, Dn) or exceptional type (E6, E7, E8, F4, G2). In characteristic zero,
some of the first contributions were made by Dyknin in [Dyn52a] and [Dyn52b], where the maximal
connected subgroups are classified.
When G is of classical type, its subgroup structure is closely linked with representation theory via
the natural G-module. Liebeck and Seitz [LS98a], following a result of Aschbacher [Asc84] on finite
groups of Lie type, define classes C1, . . . C6 of subgroups in terms of the natural module, such the
stabiliser of a subspace, a direct-sum or tensor-product decomposition, or a nondegenerate bilinear or
quadratic form. They then show that every subgroup either lies in a member of some Ci or (modulo
scalars) is an almost-simple group acting irreducibly on the natural module. The structures of the
members of each class Ci are also given there.
If instead G is of exceptional type, the bounded rank prompts us to aim for more explicit results.
Maximal connected subgroups, and more generally maximal subgroups of positive dimension, have
been classified in papers of Seitz [Sei91] and Liebeck and Seitz [LS05; LS04], and in [LS96] the same
authors give a classification of all (not just maximal) reductive subgroups of G, subject to a mild
restriction on the characteristic (p > 7 suffices).
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Here, we consider the problem of classifying finite subgroups of an exceptional simple algebraic group.
When considering finite subgroups, it is natural to restrict attention to those subgroups not contained
in any proper, positive-dimensional subgroup of G. Such a finite subgroup is called Lie primitive in
G, and a result due to Borovik (Theorem 2.4) reduces the study of Lie primitive subgroups to those
whose socle (product of minimal normal subgroups) is a non-abelian finite simple group. The study
then splits naturally according to whether or not this socle is isomorphic to a member of Lie(p), the
finite simple groups of Lie type in characteristic p (where Lie(0) = ∅).
Subgroups isomorphic to a member of Lie(p) are generally well-understood. If G has a connected
simple subgroup H and p > 0, then for each power q of p, G has ‘generic’ subgroups isomorphic to
either the corresponding finite simple group H(q) or to a central extension thereof. In [LS98b] it
is shown that, for q above some explicit bound depending on the root system of G, any such finite
subgroup of G lies in a proper connected subgroup of G, and hence arises in this manner.
Turning to finite simple groups /∈ Lie(p), the so-called non-generic case, we have two problems: which
such simple groups embed into G, and how do they embed? For example, are there any Lie primitive
embeddings? If not, what can we say about the positive-dimensional overgroups?
The question of which simple groups admit an embedding now has a complete answer. A general
paradigm followed is that all but finitely many subgroup types should first be eliminated using broad
results (for example, character theory), and for each type that remains, an explicit construction should
then be given. This latter step is generally much harder than the former, requiring ad-hoc methods
for each simple subgroup type, and often coming down to computer calculations. We give details in
Section 2.5.
In characteristic zero, all finite simple subgroups are non-generic, and papers of Cohen, Wales, Griess
and Ryba classify these up to isomorphism. In positive characteristic, we have lifting and reduction
results from characteristic zero, however a finite number of finite simple groups admit embeddings
which do not arise in this manner. For instance, nine of the sporadic groups have Lie primitive
embeddings into an exceptional group in some positive characteristic, none of which correspond to
an embedding in characteristic zero; proving existence of these has been a significant effort by many
authors, with the final result appearing in [KW93]. Again, more details regarding this are given in
Section 2.5.
The end product of these efforts is Theorem 2 of [LS99], where Liebeck and Seitz present tables
detailing precisely which groups /∈ Lie(p) admit an embedding into an exceptional algebraic group,
and for which p this occurs. The following is a summary of this information.
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Theorem 0. Let G be an adjoint exceptional algebraic group, over an algebraically closed field of
characteristic p ≥ 0, and let H be a non-abelian finite simple group, not isomorphic to a member of
Lie(p). Then G has a subgroup isomorphic to H if and only if (G,H) appears in Table 0.
G H
G2 Alt5, L2(q) (q = 7, 8, 13), U3(3),
J1 (p = 11), J2 (p = 2)
F4 Alt5−6, L2(q) (q = 7, 8, 13, 17, 25, 27), L3(3), U3(3), 3D4(2),
Alt7 (p = 2, 5), Alt9−10 (p = 2), J1 (p = 11), J2 (p = 2), M11 (p = 11), L4(3) (p = 2)
E6 Alt5−7, M11, L2(q) (q = 7, 8, 11, 13, 17, 19, 25, 27), L3(3), U3(3), U4(2), 3D4(2), 2F4(2)′,
Alt9−12 (p = 2), M12 (p = 2, 5), M22 (p = 2), J1 (p = 11), J2 (p = 2), J3 (p = 2), Fi22 (p = 2),
L4(3) (p = 2), U4(3) (p = 2), Ω7(3) (p = 2), G2(3) (p = 2)







Alt10 (p = 2, 5), Alt11−13 (p = 2), M22 (p = 5), J1 (p = 11), Ru (p = 5), HS (p = 5), L4(3) (p = 2)







Alt11 (p = 2, 11), Alt12−17 (p = 2), M12 (p = 2, 5), J1 (p = 11), J2 (p = 2), J3 (p = 2), Th (p = 3),
L2(37) (p = 2), L4(3) (p = 2), L4(5) (p = 2), PSp4(5) (p = 2),
2B2(32) (p = 5)
Table 0: Non-generic simple subgroup types of adjoint exceptional G.
Note that we have the following isomorphisms:
Alt5 ∼= L2(4) ∼= L2(5), Alt6 ∼= L2(9) ∼= Sp4(2)′, Alt8 ∼= L4(2),
L2(7) ∼= L3(2), U4(2) ∼= PSp4(3), U3(3) ∼= G2(2)′,
and we therefore consider these groups to be of Lie type in each such characteristic.
This theorem forms the starting point for the analysis in this thesis. Our aim is to determine, for each
pair (G,H) in Table 0, whether H admits a Lie primitive embedding into G, and if not, to determine
useful information concerning the positive-dimensional overgroups which arise. We do not consider G
of type G2, as in this case a complete description of subgroup structure is available in the literature.
In particular, [LS99] gives a list of those finite simple groups /∈ Lie(p) which admit only Lie primitive
embeddings into G2(K). Embeddings of the remaining types (Alt5, Alt6 and L2(7)) are handled in
[Asc87a, Theorems 8, 9] and [Kle88b].
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The first result of this thesis is the following; as in Section 2.1, let Aut(G) be the abstract group
generated by all inner, graph and field morphisms of G.
Theorem 1. Let G be an adjoint exceptional simple algebraic group, over an algebraically closed field
of characteristic p ≥ 0, and let S be a subgroup of G, isomorphic to the finite simple group H /∈ Lie(p).
(i) If G, H, p appear in Table 1 then there is a proper, closed, connected subgroup S¯ of G containing
S.
(ii) If also G, H, p appear in Table 2, then S¯ as in (i) may be chosen to be NAut(G)(S)-stable.
G H (any p) H (specific p only)
F4 Alt5, Alt7−10, M11, J1, J2 Alt6 (p = 5), L2(7) (p = 3), L2(17) (p = 2), U3(3) (p 6= 7)
E6 Alt9−12, M22, L2(25),
L2(27), L4(3)
Alt7 (p 6= 3, 5), M11 (p 6= 3, 5), M12 (p = 2), L2(7) (p = 3),
L2(17) (p = 2), L3(3) (p = 2)
E7 Alt10−13, M11 Alt9 (p 6= 3), Alt8 (p 6= 3, 5)
E8 Alt10−17 Alt9 (p 6= 2, 3), Alt8 (p 6= 3, 5, 7), M11 (p 6= 2, 3, 5, 11)
Table 1: Subgroups with a proper connected overgroup
G H (any p) H (specific p only)
F4 Alt7−10, M11, J1, J2 Alt6 (p = 5), L2(17) (p = 2), U3(3) (p 6= 7)
E6 Alt9−12, M22, L2(25),
L2(27), L4(3)
Alt7 (p 6= 3, 5, 7), M11 (p 6= 3, 5), M12 (p = 2),
L2(17) (p = 2), L3(3) (p = 2)
E7 Alt10−13 Alt9 (p 6= 3), Alt8 (p 6= 3, 5), M11 (p 6= 2, 3, 5, 11)
E8 Alt11−17 Alt10 (p 6= 2), Alt9 (p 6= 2, 3), Alt8 (p 6= 3, 5, 7),
M11 (p 6= 2, 3, 5, 11)
Table 2: Subgroups with a connected, NAut(G)(S)-stable overgroup
The first step in proving Theorem 1 is to consider restrictions of certain low-dimensional KG-modules
to the non-abelian finite subgroup in question. For each triple (G,H, p), we calculate feasible characters
(Section 3.2), which determine possible restrictions up to composition factors. We will be working
with the adjoint module L(G) and Vmin, the non-trivial Weyl module for G of lowest dimension (see
Section 2.1 for more on these). These have the following dimensions (note that L(G) = Vmin for E8).
F4 E6 E7 E8
L(G) 52 78 133 248
Vmin 26 27 56 248
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When G is adjoint of type E6 and E7, the module Vmin is defined only for the simply connected cover
G˜ of G. This is a non-split central extension of G by a cyclic group of order gcd(3, p) or gcd(2, p),
respectively. Thus to make use of these modules, instead of working with a subgroup S of G, we
consider a minimal preimage S˜ of S in G˜, which may be a proper cover (see Section 3.3.2).
Theorem 2. Let G be an adjoint exceptional algebraic group in characteristic p ≥ 0, with a non-
abelian finite simple subgroup S, not isomorphic to a member of Lie(p), and let S˜ be a minimal
preimage of S in the simply connected cover G˜ of G. Then the composition factors of the restrictions
L(G) ↓ S˜ and Vmin ↓ S˜ are given by a line of the appropriate table in Chapter 5.
Once these composition factors are known, we can translate these into results concerning the embed-
ding of S into G. For example, if S˜ fixes a vector on Vmin which is not fixed by G˜, then S cannot be
Lie primitive. In Section 3.4, we present several techniques for finding such a fixed vector.
Theorem 1(i) complements Corollary 4 of [LS99], which classifies those finite simple groups /∈ Lie(p)
which embed into an exceptional algebraic group and occur only Lie primitively as such; we give
their results in Table 3. Further, Frey [Fre98a; Fre98b; Fre01] and Lusztig [Lus03] give a complete
classification of embeddings Alt5 → G for any reductive group G over an algebraically closed field of
characteristic 6= 2, 3, 5. In view of this, the following corollary gives the current state of classifying Lie
primitive embeddings of simple groups /∈ Lie(p).
Corollary 3. Let G be an adjoint exceptional simple algebraic group over an algebraically closed field
of characteristic p ≥ 0, and let H /∈ Lie(p) be a finite non-abelian simple group which embeds into G.
Then one of the following holds:
(i) G, H appear in Table 1 and G has no Lie primitive subgroups isomorphic to H.
(ii) G, H appear in Table 3 and all subgroups of G isomorphic to H are Lie primitive.
(iii) G, H appear in Table 4.
G H
G2 L2(8), L2(13), U3(3), J1 (p = 11), J2 (p = 2)
F4 L2(25), L2(27), L3(3),
3D4(2), L4(3) (p = 2)
E6 L2(19),
2F4(2)
′, Ω7(3) (p = 2), G2(3) (p = 2), M12 (p = 5), J3 (p = 2), Fi22 (p = 2)
E7 L2(29), L2(37), U3(8), M22 (p = 5), Ru (p = 5), HS (p = 5)
E8 L2(q) (q = 31, 32, 41, 49, 61), L3(5), L4(5) (p = 2),
2B2(8) (p 6= 5, 13), 2B2(32) (p = 5), Th (p = 3)
Table 3: Subgroup types admitting only Lie primitive embeddings
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G H
F4 L2(q) (q = 8, 13), Alt6 (p 6= 5), L2(7) (p 6= 3), L2(17) (p 6= 2), U3(3) (p = 7)
E6 Alt6, L2(q) (q = 8, 11, 13), U3(3), U4(2),
3D4(2), Alt5 (p = 3), Alt7 (p = 3, 5), M11 (p = 3, 5), M12
(p = 5), J1 (p = 11), J2 (p = 2), U4(3) (p = 2), L2(7) (p 6= 3), L2(17) (p 6= 2), L3(3) (p 6= 2)
E7 Alt6−7, M12, J2, L2(q) (q = 7, 8, 11, 13, 17, 19, 25, 27), L3(3), L3(4), U3(3), U4(2), Sp6(2), Ω+8 (2),
3D4(2),
2F4(2)
′, Alt5 (p = 3), Alt8 (p = 3, 5), Alt9 (p = 3), J1 (p = 11), L4(3) (p = 2)
E8 Alt6−7, L2(q) (q = 7, 8, 11, 13, 16, 17, 19, 25, 27, 29), L3(3), U3(3), U3(8), U4(2), Sp6(2), Ω+8 (2), G2(3),
3D4(2),
2F4(2)
′, Alt5 (p = 3), Alt8 (p = 3, 5, 7), Alt9 (p = 2, 3), M11 (p = 2, 3, 5, 11), M12 (p = 2, 5),
J1 (p = 11), J2 (p = 2), J3 (p = 2), L2(37) (p = 2), L4(3) (p = 2), PSp4(5) (p = 2),
2B2(8) (p = 5, 13)
Table 4: Unclassified subgroup types H /∈ Lie(p)
Part (ii) of Theorem 1 allows us to extend our results. For example, suppose G has a finite almost-
simple subgroup S0, so that S ≤ S0 ≤ Aut(S) for some non-abelian simple group S. If the isomorphism
type of S appears in Table 2, then the overgroup S¯ given by Theorem 1(ii) is stable under conjugation
by elements of S0, that is, S0 < NG(S¯), which is of positive dimension and proper as G is simple.
Corollary 4. If G, H, p appear in Table 2, then G has no Lie primitive finite subgroup with socle
isomorphic to H. In particular, no exceptional simple algebraic group group has a Lie primitive
subgroup isomorphic to Altn (n ≥ 10) or to Symn (n ≥ 11), in any characteristic.
In the case that the field of definition has characteristic 0, we obtain the following. For Altn, this is
proved independently in forthcoming work of D. Frey [Fre].
Corollary 5. No exceptional simple algebraic group over an algebraically closed field of characteristic
0 has a Lie primitive subgroup isomorphic to Altn or Symn for n ≥ 8.
Application: Maximal Subgroups of Finite Groups of Lie Type
Since the famous classification of the finite simple groups, a question of primary importance in finite
group theory has been to understand their subgroups, and in particular maximal subgroups. Recall
that a group of Lie type arises by taking the group of fixed points of a simple algebraic group under a
Frobenius morphism (see Section 2.1). If σ is a Frobenius morphism of an adjoint group G over a field
of characteristic p > 0, then the group Op
′
(Gσ) is usually simple. Simple groups of Lie type make up
‘most’ finite simple groups, the rest being alternating, sporadic or cyclic of prime order.
Chapter 1. Introduction and Results 15
For the alternating groups and classical groups of Lie type (that is, those arising from a simple algebraic
group of classical type), the O’Nan-Scott Theorem and Aschbacher’s theorem reduce the study of
maximal subgroups to understanding primitive permutation actions and modular representations of
almost-simple groups. For the exceptional groups of Lie type, understanding maximal subgroups again
reduces naturally to embeddings of almost-simple groups by an analogue of Borovik’s Theorem 2.4.
However, as with the corresponding algebraic groups, we expect more explicit results here than in the
classical case.
In Section 3.8 we use Theorem 1(ii) to prove the following; note that again we have not considered
the groups of type G2 since a complete description of their maximal subgroups is already available in
[Coo81], [Kle88a] and [Asc87a].
Theorem 6. Let G be an adjoint exceptional simple algebraic group over an algebraically closed field
of positive characteristic p. Let σ be a Frobenius morphism of G such that L = Op
′
(Gσ) is simple,
and let L ≤ L1 ≤ Aut(L). If G and the finite simple group H /∈ Lie(p) appear in Table 2, then L1 has
no maximal subgroup with socle isomorphic to H.
Corollary 7. No finite almost-simple group whose socle is an exceptional group of Lie type has a
maximal subgroup isomorphic to Altn (n ≥ 10), or to Symn (n ≥ 11).
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Layout
This thesis consists of five chapters. After a quick survey of background material in Chapter 2,
Chapter 3 outlines the information used in calculating the tables of feasible characters in Chapter
5, and also introduces the representation-theoretic, and computational methods used in Chapter 4,
where a case-by-case deduction of Theorem 1 is carried out.
Index of Symbols
Symbol Meaning
VX(λ), λ Irreducible KX-module of high weight λ (X reductive)
WX(λ) Weyl module of high weight λ (X reductive)
L(X) Lie algebra of X (arbitrary algebraic group)
V +W Direct sum of V and W
V1/V2/ . . . /Vn Module having the same factors as
⊕
Vi
V/W Quotient of V by W (context will prevent ambiguity)
V1|V2| . . . |Vn Module with filtration having these successive sections
V r V/V/ . . . /V (r times)
V ∗ Dual module Hom(V,K)
V ↓ X Restriction of V to the subgroup X
X◦ Connected component of the identity element
X ′ Derived subgroup of X
Xφ Image of X under the map φ
Xφ Fixed points of φ in X
Tn Torus of rank n
R(X), Ru(X) Soluble radical, unipotent radical of X
Op
′




2.1 Fundamentals of Algebraic Groups
We first recall some basic definitions and theory of algebraic groups. Standard references for the
material of this section are [Hum75; Bor91]. Throughout, K denotes an algebraically closed field of
characteristic p ≥ 0.
All algebraic groups encountered in this thesis are affine. That is, for us an algebraic group over K’ is
a subgroup of GLn(K) for some integer n > 0, which is closed in the Zariski topology (defined by the
vanishing of finitely-many polynomials in the matrix coordinates {xij}). Thus G is an affine variety; it
inherits the Zariski topology from GLn(K), and comes equipped with a coordinate ring K[G], which
is the quotient of K[{xij}] by the ideal of functions vanishing on G. When G is irreducible as a
variety, K[G] is an integral domain and its transcendence degree over K is called the dimension of
G. In general, we have dim G = dim G◦, where G◦ is the connected (=irreducible) component of G
containing the identity element.
A homomorphism G → H of algebraic groups is called algebraic if it is a morphism of varieties
(defined by polynomials in the coordinates of G). If V is a d-dimensional vector space over K, then
GL(V ) ∼= GLd(K) is naturally an algebraic group, and if V is a KG-module, we call V a rational
G-module if the representation G→ GL(V ) is algebraic.
Finite subgroups are automatically closed. Kernels and images of algebraic homomorphisms are closed,
and it follows that normalisers and centralisers of closed subgroups are closed, as are stabilisers of
vectors and subspaces of a rational module. From now on, all subgroups considered will be closed,
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and all modules considered will be rational and of finite dimension. Homomorphisms between alge-
braic groups are assumed to be algebraic; we will use ‘abstract homomorphism’ to emphasise that a
homomorphism need not be algebraic.
An algebraic group is unipotent if it is isomorphic to a closed subgroup of unitriangular matrices in
GLn(K) for some n > 0. The radical R(G) (respectively unipotent radical Ru(G)) is the unique largest
normal, connected, soluble (respectively unipotent) subgroup of G. A connected algebraic group G is
semisimple if R(G) is trivial, and reductive if Ru(G) is trivial.
The Lie Algebra
A particularly important G-module is given by the Lie algebra L(G). Recall from [Hum75, §9] that
this can equivalently be defined as the tangent space to G at the identity element, or as the space
of left-invariant derivations of the K-algebra K[G]. Then L(G) is naturally a rational G-module, of
dimension equal to that of G, and supports a G-invariant Lie bracket and a symmetric bilinear form,
the Killing form. When we wish to emphasise the module structure, we refer to L(G) as the adjoint
module.
A homomorphism of algebraic groups G → H gives rise to a homomorphism L(G) → L(H) of Lie
algebras, the differential [Hum75, §9.1, Theorem]. If H ≤ G, then the differential of the inclusion map
is injective, and L(H) is naturally identified as a Lie subalgebra of L(G). In particular, identifying G
as a subgroup of GLn(K) identifies L(G) as a subalgebra of the general linear algebra gln(K) of all
n× n matrices over K with the Lie bracket [x, y] = xy − yx.
The Jordan Decomposition
If V is a finite-dimensional K-vector space then elements of End(V ) admit a well-known decomposition
[Hum75, §15]. An element x is called nilpotent if xn = 0 for some integer n, unipotent if x = 1 + y
for some nilpotent element y, and semisimple if x is diagonalisable with respect to some basis of V .
Then any x ∈ End(V ) has an additive Jordan decomposition x = xs + xn, where xs is semisimple,
xn is nilpotent, and these commute. If also x is invertible, then so is xs, and x has a multiplicative
Jordan decomposition x = xsxu = xuxs, where xu = 1− xnx−1s is unipotent. The elements xs, xn and
xu (when it exists) are respectively called the semisimple, nilpotent and unipotent part of x, and are
uniquely determined by x.
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In particular, this applies to elements of a closed subgroup G ≤ GLn(K) and L(G) ≤ gln(K). Then
G contains the semisimple and unipotent parts of its elements, and L(G) contains the semisimple and
nilpotent parts of its elements [Hum75, §15.3, Theorem]. Semisimple elements are vitally important
for our study here (Section 3.2 in particular). If G is an algebraic group in characteristic zero, any
element of G having finite order is semisimple, while in characteristic p > 0, the Jordan decomposition
x = xsxu of an element of finite order is precisely the decomposition of x into its p-regular and
p-singular part, respectively.
Weights, Roots and the Weyl Group
We now recall some basic facts concerning the root system of a reductive algebraic group. Standard
references are [Car72, Chapters 2, 3], [MT11, §1-9,15] and [Hum75, §16 onwards].
A torus over K is a connected algebraic group consisting of semisimple elements, and is necessarily
isomorphic to a product of copies of the multiplicative group K∗. Let G be a reductive algebraic group
over K. The maximal tori of G (that is, subgroups maximal among those isomorphic to a torus) are
all conjugate, and the dimension of a maximal torus is called the rank of G. Let T be a maximal torus
of G and let r be its dimension. The character group of T is X(T ) = Hom(T,K∗) under pointwise
multiplication, and is free abelian of rank r. If V is a G-module, then the restriction of V to T
decomposes as a direct sum of weight spaces Vλ, where λ ∈ X(T ) and t.v = λ(t)v for all t ∈ T and
v ∈ Vλ. If Vλ 6= {0} we call λ a weight of V (with respect to T ), and dim Vλ is the multiplicity of λ
in V . The nonzero weights of L(G) are called the roots of G, and we denote the set of roots by Φ.
A Borel subgroup of G is a maximal connected soluble subgroup of G. All Borel subgroups of G are
conjugate. Let B be a Borel subgroup containing T . Then B admits a decomposition B = UT where
U = Ru(B) is generated by root subgroups:
Uα = {xα(c) : c ∈ K},
where α is a root, and xα(c)
t = xα(α(t)c) for all c ∈ K and t ∈ T . Corresponding to B there is
a unique Borel subgroup B− = U−T , the opposite Borel to B, such that B ∩ B− = T . Each root
occurs in precisely one of U or U− in the above way, and thus our choice of B splits the roots into
a set of positive roots Φ+ and negative roots Φ−, respectively. We also obtain a base of simple roots,
denoted Π = {α1, . . . , αn}, consisting of those positive roots not expressible as a positive-integer sum
of other positive roots. Each root is uniquely expressible as a sum of simple roots with all-positive or
2.1 Fundamentals of Algebraic Groups 20
all-negative coefficients.
The roots form an abstract root system in the sense of [Hum75, Appendix]; the Weyl group W (G,T ) =
NG(T )/T acts naturally on the space E = X(T )⊗ZR, preserving an inner product (−,−), in such a way
that W (G,T ) is identified with the finite group W (Φ) generated by simple reflections in hyperplanes
orthogonal to the simple roots. The simple reflections are {si : x 7→ x− 〈x, αi〉αi}, where
〈a, b〉 def= 2(a, b)
(b, b)
.
If α, β ∈ Φ, then 〈α, β〉 is an integer, and W def= W (G,T ) = W (Φ) preserves Φ and each such value.
The length l(w) of an element w ∈W is the least m such that w has an expression as a product of m
simple reflections. The longest element of W is the unique element w◦ of W having the greatest length;
it is also characterised as the unique element sending Φ+ to Φ− (see [Car72, Proposition 2.2.6]).
If Φ and Φ′ are (abstract) root systems inside the respective Euclidean spaces E and E′, an iso-
morphism of root systems is a vector-space isomorphism f : E → E′ sending Φ to Φ′ such that
〈α, β〉 = 〈f(α), f(β)〉 for α, β ∈ Φ. Up to isomorphism, Φ (hence also W ) is independent of the choice
of T and B.
If α, β are distinct simple roots which are not orthogonal, the integers 〈α, β〉 and 〈β, α〉 determine
their relative lengths. The possibilities are
〈α, β〉 =

−1 : (α, α) ≤ (β, β),
−2 : (α, α) = 2(β, β),
−3 : (α, α) = 3(β, β).
The r×r matrix C = (〈αi, αj〉)i,j is called the Cartan matrix of the root system. The Dynkin diagram
of G is the graph whose nodes correspond to simple roots, with nodes i and j joined by a bond of
multiplicity 〈αi, αj〉 〈αj , αi〉. If two adjacent nodes correspond to roots of different lengths, we draw an
arrow from the longer root to the shorter one. The Cartan matrix and Dynkin diagram can (clearly)
be reconstructed from one another, and they determine the root system up to isomorphism.
A semisimple group is called simple if its corresponding Dynkin diagram is irreducible (not the disjoint
union of two sub-diagrams). The irreducible Dynkin diagrams were classified by Dynkin [Dyn46]; the
possibilities, along with our numbering of the simple roots, are the following:
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1 2 3 4 n− 1 n
An
1 2 3 4 n− 1 n
Bn 〉
1 2 3 4 n− 1 n
Cn 〈







3 4 5 n
En




We refer to the label An, etc. as the type of G. If G is semisimple then Z(G) is finite, and the Lie
type determines G/Z(G) up to isomorphism.
Automorphisms
With G a semisimple algebraic group over an algebraically closed field K, let φ : G → G be an
abstract automorphism. If φ is a morphism, then by [Ste68, p. 10.3] exactly one of the following holds:
• The map φ is an automorphism of algebraic groups (i.e. φ−1 is also a morphism), or
• the fixed-point subgroup Gφ is finite. In this case, φ is called a Frobenius morphism of G.
Thus we reserve the term ‘automorphism’ for maps of the first type. Conjugation maps are clearly
automorphisms. If G is simple of type An (n ≥ 2), Dn (n ≥ 3) or E6, then G additionally has graph
automorphisms, induced from symmetries of the Dynkin diagram.
Turning to Frobenius morphisms, when the field K has positive characteristic p, for each power q of p
we have a field automorphism sending x ∈ K to xq. This induces a bijective morphism Fq on GLn(K)
for each n > 0. A morphism G → G is called a field morphism (also standard Frobenius morphism;
see [Car85, p. 31]) if there exists an injective morphism i : G → GLn(K) for some n, such that
i(F (g)) = Fq(i(g)) for some power q of p and each g ∈ G.
If G is simple and (G, p) = (B2, 2), (F4, 2) or (G2, 3), there are further exceptional graph morphisms
G → G, which are Frobenius morphisms corresponding to symmetries of the Dynkin diagram when
the root lengths are ignored. For every Frobenius morphism F , there is an integer m such that Fm is
a standard Frobenius morphism [Car85, p. 31].
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If σ is a Frobenius morphism of G, the fixed-point set Gσ is a finite group of Lie type, and when G is
simple of adjoint type, the group Op
′
(Gσ) is usually simple. For example, if G = PGLn(K) is adjoint
of type An−1 and σ = σq is a q-power field morphism, then Gσ = PGLn(q) and Op
′
(Gσ) = Ln(q).
When σ involves an exceptional graph morphism of G, the corresponding finite simple group is called
a Suzuki-Ree group.
Throughout, when G is a simple algebraic group we let Aut(G) be the abstract group generated by all
inner, graph and field morphisms of G. It follows from [Hum75, §27.4] and [Sei97, Theorem 1] that an
element of Aut(G) may be written as a product xτσ±1, where x is inner, τ is a graph automorphism
and σ is trivial or a Frobenius morphism. In particular, if N is a subgroup of Aut(G), then a subgroup
is stable under all of N if and only if it is stable under the morphisms contained in N (this will be of
use when proving Theorem 1(ii)).
Isogeny
Inside the Euclidean space E = X(T )⊗ZR we have the lattice Λ of abstract weights, which by definition
are those x ∈ E such that 〈x, α〉 is an integer for each positive root α. We have inclusions
ZΦ ≤ X(T ) ≤ Λ
and Λ/ZΦ is finite. For a fixed root system Φ and any subgroup X of Λ containing ZΦ, there is a
semisimple group G with character group X. A choice of X corresponds to an isogeny type of G. Then
G is determined up to isomorphism by its root system and isogeny type with one exception, when G
has a component of type D2n; here Λ/ZΦ ∼= C2 ×C2 and the three order-2 subgroups give rise to two
distinct isomorphism types.
We say that G is simply-connected if X(T ) = Λ, and adjoint if X(T ) = ZΦ. If Gsc and Gad are
respectively simply-connected and adjoint semisimple groups, with the same type of root system as
G, we have surjective morphisms Gsc  G Gad.
Dominant Weights, Irreducible Modules, Weyl Modules
Recall from [Hum75, §31] that a weight λ ∈ Λ is called dominant if 〈λ, α〉 is non-negative for all
positive roots α. If the simple roots are Π = {α1, . . . , αr}, then Λ is free abelian on the set of
fundamental dominant weights, {λ1, . . . , λr}, where λi is defined by 〈λi, αj〉 = δij . Every dominant
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weight is uniquely expressible as a linear combination of fundamental dominant weights with non-
negative integer coefficients. If λ, µ are weights, we say µ ≤ λ if λ − µ is a non-negative integer
combination of positive roots.
If V 6= {0} is a finite-dimensional rational G-module, then the Lie-Kolchin theorem [Hum75, §17.6]
implies that the Borel subgroup B stabilises a 1-space on V . An element of such a 1-space is called a
maximal vector of V . A maximal vector necessarily lies in some non-zero weight space Vλ ⊆ V , and
λ is then called a high weight of V . If V is generated as a KG-module by a maximal vector of weight
λ, we say that V is a highest weight module of G, with highest weight λ. Then λ is dominant, and all
other weights of V are strictly less than λ under the above ordering [MT11, §15].
Any B-stable 1-space of a G-module generates a G-submodule, and thus an irreducible G-module
has a unique B-stable 1-space and is a highest weight module. Conversely, for any dominant weight
λ ∈ X(T ) there exists an irreducible module VG(λ) of highest weight λ, and VG(λ) ∼= VG(µ) implies
λ ≤ µ and µ ≤ λ, hence µ = λ. In addition, if w◦ is the longest element of the Weyl group,
then the linear transformation −w◦ of E permutes the dominant weights (since both −1 and w◦
exchange the positive and negative roots). Since the weights of a module are precisely the negatives
of those of its dual, the simple modules VG(−w◦λ) and VG(λ)∗ have identical weight spaces, and thus
VG(−w◦λ) ∼= VG(λ)∗. When no confusion can arise, we abbreviate VG(λ) to simply λ.
For each dominant λ ∈ X(T ), we also have a Weyl module, denoted WG(λ), which is universal among
finite-dimensional highest weight modules of high weight λ, in that any other such module is a quotient
of WG(λ). The Weyl module can be defined as being induced from a 1-dimensional B-module kλ, such
that U acts trivially and T acts with weight λ. The module H0(G/B, λ) = IndGB(kλ) has socle
∼= VG(λ),
and we set WG(λ)
def
= H0(G/B,−w◦λ)∗.
If the ambient field K has characteristic p = 0 then WG(λ) and VG(λ) coincide; in general, the module
structure of WG(λ) can be quite complicated, although much can still be said without too much effort.
For instance, the weights and multiplicities of WG(λ) can be determined independently of the field K.







where ρ is equal to the sum of fundamental dominant weights, or equivalently to half the sum of the
positive roots. In addition, if µ is a weight of any G-module V , then the images of µ under the Weyl
group are also weights of V , and weights in the same Weyl orbit occur with the same multiplicity.
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We now define a module we will use frequently; this is a non-trivial Weyl module of least dimension.
Definition 2.1. For G an exceptional simple algebraic group, let Vmin be the following module for
the simply connected cover of G:
G G2 F4 E6 E7 E8
Vmin WG(λ1) WG(λ4) WG(λ1) WG(λ7) WG(λ8)
dim Vmin 7 26 27 56 248
The following proposition summarises the information we will use throughout Chapter 4. This infor-
mation is well-known (for example, see [Lub01]), and is amenable to computer calculation, for example
using the GAP package Weyl Modules, of S. Doty [Dot].
Proposition 2.2. Let G be a simple algebraic group over a field of characteristic p ≥ 0, and let λ be
a dominant weight for G.
• If (G,λ) appear in Table 2.1.1, then WG(λ) = VG(λ) is irreducible in all characteristics, with
the given dimension.
• If (G,λ) appear in Table 2.1.2, then the Weyl module WG(λ) is reducible in each characteristic
given there, with the stated factors, and is irreducible in all other characteristics.
Table 2.1.1: Irreducible Weyl modules
G λ Dimension








Dn λ1, λn−1, λn 2n, 2n−1, 2n−1
E6 λ1, λ6 27
E7 λ7 56
E8 λ8 248
Note that for the classical types, the module WG(λ1) is the natural module. For type An we have
WG(λi) = VG(λi) =
∧iWG(λ1) for i = 1, . . . , n. In addition, the composition factors of L(G) are the
composition factors of WG(λ) as follows (for a proof, see [LS98b, Proposition 1.10]):
An Bn Cn Dn E6 E7 E8 F4 G2
λ1 + λn λ2 2λ1 λ2 λ2 λ1 λ8 λ1 λ2
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Table 2.1.2: Reducible Weyl modules
G λ p High weights of WG(λ) Factor dimensions
An λ1 + λn p | (n+ 1) 0, λ1 + λn 1, n2 + 2n










)− (n+ 1), n+ 1
Bn λ1 2 0, λ1 1, 2n
λ2 2 0
(n,2), λ1, λ2 1, 2n, 2n
2 − n− 2






A2 3λi 2 0, 3λi 1, 9
A3 2λ2 2 2λ2, λ1 + λ3 4, 6
B3 2λ1 7 0, 2λ1 1, 26
B4 λ3 2 0
2, λ1, λ2, λ3 1, 8, 26, 48
λ1 + λ4 3 λ4, λ1 + λ4 16, 112
2λ1 2 0
2, λ1, λ2, 2λ1 1, 8, 26, 8
3 0, 2λ1 1, 43
C3 λ3 2 λ1, λ3 6, 8
C4 2λ1 2 0
2, 2λ1, λ2 1, 8, 26
λ4 2 λ2, λ4 26, 16
D4 2λi (i = 1, 3, 4) 2 0, λ2, 2λi 1, 26, 8
E6 λ2 3 0, λ2 1, 77
E7 λ1 2 0, λ1 1, 132
F4 λ1 2 λ1, λ4 26, 26
λ4 3 0, λ4 1, 25
G2 λ1 2 0, λ1 1, 6
λ2 3 λ1, λ2 7, 7
λ1 + λ2 3 0, λ1, λ2, λ1 + λ2 1, 7, 7, 49
7 λ1 + λ2, 2λ1 38, 26
2λ1 2 0, λ1, λ2, 2λ1 1, 6, 14, 6
7 0, 2λ1 1, 26
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Note additionally that the simply connected groups form a chain
G2(K) < F4(K) < E6(K) < E7(K) < E8(K)
and up to composition factors, we have the following well-known restrictions (for example, see [LS96,
Tables 8.1-8.4]):
L(E8) ↓ E7 = L(E7)/VE7(λ7)2/03,
L(E7) ↓ E6 = L(E6)/VE6(λ1)/VE6(λ6)/0, VE7(λ7) ↓ E6 = VE6(λ1)/VE6(λ6)/02,
L(E6) ↓ F4 = L(F4)/WF4(λ4), VE6(λ1) ↓ F4 = WF4(λ4)/0.
Finally, the longest element w◦ of the Weyl group of a simple algebraic group G induces the scalar
transformation −1 on X(T ) ⊗Z R if G is of type Bn, Cn, D2n, G2, F4, E7 or E8. In this case, every
irreducible KG-module is self-dual, as VG(λ)
∗ ∼= VG(−w◦λ) = VG(λ).
When G is of type An, D2n+1 or E6, w◦ instead induces −τ , where τ is the automorphism of root sys-
tems corresponding to a symmetry of the Dynkin diagram. This therefore gives rise to isomorphisms:
• VG(λi) ∼= VG(λn+1−i)∗ for G of type An and any 1 ≤ i ≤ n,
• VG(λ1) ∼= VG(λ6)∗ for G of type E6,
• VG(λ2n) ∼= VG(λ2n+1)∗ for G of type D2n+1,
and for G of any type, if λ is fixed by each graph automorphism of G, the module VG(λ) is self-dual.
2.2 Subgroups of Positive Dimension
The study of finite subgroups of an exceptional algebraic group requires a number of results concerning
positive-dimensional subgroups, and we now include a concise summary of these.
In characteristic zero, connected subgroups of an arbitrary algebraic group G are in 1-1 correspondence
with Lie subalgebras of the Lie algebra L(G) (see [Hum75, §13]). Thus [Dyn52b], in which Dynkin
classifies the maximal Lie subalgebras of the exceptional complex Lie algebras, gives also a classification
of maximal connected subgroups of an exceptional algebraic group. Dynkin also classifies the maximal
connected subgroups of a classical group in [Dyn52a].
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In positive characteristic, more work is required. For example, the above correspondence fails to be
a bijection in general, and the representation theory of a semisimple algebraic group (which plays
a large part when studying subgroups of classical groups) fails to be semisimple. In [Sei91], Seitz
gives a classification of maximal connected subgroups of the exceptional algebraic groups in positive
characteristic p satisfying some mild condition (for example, p > 7 always suffices). Since then, the
study has been continued and extended by Liebeck and Seitz [LS90; LS04], and we have a classification
of maximal (not necessarily connected) subgroups with no assumption on the characteristic.
For us, the following is sufficient. This is Corollary 2 of [LS04].
Theorem 2.3. Let G be an adjoint exceptional simple algebraic group over an algebraically closed
field of characteristic p ≥ 0, and let X be maximal among connected closed subgroups of G. Then
either X is parabolic or semisimple of maximal rank, or X appears the table below, and is given up to
Aut(G)-conjugacy.
G X simple X not simple
G2 A1 (p ≥ 7)
F4 A1 (p ≥ 13), G2 (p = 7) A1G2 (p 6= 2)
E6 A2 (p 6= 2, 3), G2 (p 6= 7), A2G2
C4 (p 6= 2), F4
E7 A1 (2 classes, p ≥ 17, 19 resp.), A1A1 (p 6= 2, 3), A1G2 (p 6= 2),
A2 (p ≥ 5) A1F4, G2C3
E8 A1 (3 classes, p ≥ 23, 29, 31 resp.), A1A2 (p 6= 2, 3),
B2 (p ≥ 5) G2F4
Up to conjugacy in G, a parabolic subgroup corresponds to choosing a set of nodes in the Dynkin
diagram. Then the parabolic has a nontrivial unipotent radical (whose structure is discussed in
Section 3.7.2), and the diagram generated by the chosen simple nodes gives the Dynkin diagram of the
(reductive) Levi complement. A semisimple subgroup of maximal rank is an example of an important
class of subgroups called subsystem subgroups.
By definition, a subsystem subgroup is a semisimple subgroup normalised by a maximal torus. These
can be enumerated by an algorithm of Borel and de Siebenthal [BD49]. Starting with the Dynkin
diagram of G, adjoin the negative of the highest root to form the extended diagram, then delete any
collection of nodes. Repeat any number of times on the connected components of the resulting graphs.
Every diagram obtainable this way gives rise to a class of subsystem subgroups. Those not attainable
in this way arise when the Dynkin diagram has a double or triple bond and p is 2 or 3, respectively,
in which case further subsystem subgroups arise as the image of another under an exceptional graph
morphism of G.
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Another important example of a subsystem subgroup is the semisimple subgroup L′ when L is a
Levi factor in a parabolic subgroup of G. In [LS96], Liebeck and Seitz have calculated a constant
N(X,G) ≤ 7, for each exceptional group G and each semisimple group X, such that if p > N(X,G),
then any subgroup of G isomorphic to X which lies in a parabolic subgroup, in fact must lie in a
conjugate of the corresponding Levi factor (that is, the subgroup is ‘G-completely reducible’ in the
sense of Serre [Ser98]). Given this mild restriction on p, Liebeck and Seitz (in the same article) give
an explicit list of all closed connected simple subgroups of rank at least 2 in the exceptional simple
algebraic groups, and also give some information about the embeddings of groups of type A1.
2.3 Finite Subgroups
A finite subgroup of G is called Lie primitive if it lies in no proper, positive-dimensional subgroup of G.
By dimension considerations, for any finite subgroup S of G there is a positive-dimensional subgroup
X containing S such that S is Lie primitive in X. Then S normalises the connected subgroup X◦,
and hence studying embeddings of S into G reduces in a sense to studying Lie primitive embeddings
of S into normalisers of connected subgroups.
A natural idea when studying finite subgroups is to make use of the socle (product of minimal normal
subgroups). A soluble minimal normal subgroup is necessarily elementary abelian, thus the study
splits according to whether the subgroup normalises an elementary abelian p-subgroup (where p is
the ambient characteristic), an elementary abelian subgroup of order coprime to p, or no abelian
subgroup (in which case the socle is a product of one or more finite simple groups). This is typified
by the theorem of Borovik [Bor89b] below, which reduces the study of Lie primitive finite subgroups
to almost-simple groups; that is, those groups S satisfying S0 ≤ S ≤ Aut(S0) for some non-abelian
simple group S0. In this case, the socle is soc(S) = S0.
If G is an adjoint simple algebraic group in characteristic p, following [Ale74] we define a Jordan
subgroup of G to be an elementary abelian r-subgroup E (where r 6= p), such that:
• NG(E) is finite,
• E is a minimal normal subgroup of NG(E),
• NG(E) ≥ NG(A) for any abelian r-subgroup A ≥ E that is normal in NG(E).
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Theorem 2.4. Let G be an adjoint simple algebraic group over an algebraically closed field K of
characteristic p ≥ 0, and let S be a Lie primitive finite subgroup of G. Then one of the following
holds:
(i) S ≤ NG(E) where E is a Jordan subgroup.
(ii) G = E8(K), p 6= 2, 3, 5 and soc(S) ∼= Alt5 ×Alt6.
(iii) S is almost simple.
Cases (i) and (ii) here are well understood. For each adjoint simple algebraic group G, the Jordan
subgroups have been classified up to Aut(G)-conjugacy by Alekseevskii [Ale74] when p = 0, and by
Borovik [Bor89a] when p > 0. Case (ii), sometimes known as the ‘Borovik subgroup’, is unique up to
conjugacy and is described by Borovik in [Bor89b]. Hence we focus our attention on the almost-simple
groups in (iii). At this stage, the subgroup study splits naturally into two cases. In the first case,
soc(S) ∈ Lie(p), the collection of finite simple groups of Lie type in characteristic p = char(K), and
in the second case soc(S) /∈ Lie(p). These are called the generic and non-generic cases, respectively.
2.4 Generic Finite Subgroups
Here, let S = S(q) ∈ Lie(p) be a simple group of Lie type over Fq, for q a power of p. As mentioned in
the introduction, if G has an adjoint connected simple subgroup X, we get a number of embeddings of
the corresponding finite groups X(q) by taking fixed points under a Frobenius morphism of X. Thus
a natural approach to studying embeddings S ↪→ G, adopted by Liebeck and Seitz in [LS90] is to try
and lift to an embedding S¯ ↪→ G, where S¯ is a closed subgroup of positive dimension, having the same
type as S (which is then proper unless S and G have the same type).
To state their result, we first we define an integer t(Σ(G)) in terms of the root lattice of G. These
numbers have been calculated by R. Lawther [Law]; we have t(Σ(G)) = 12, 68, 124, 388, 1312 for
G = G2, F4, E6, E7, E8, respectively.
Theorem 2.5 [LS90, Theorem 1]. Let S = S(q) be a quasisimple group of Lie type in characteristic
p, and suppose that S < G, where G is a simple adjoint algebraic group of exceptional type, also in
characteristic p. Assume that
q > t(Σ(G)).(2, p− 1) if S ∼= A1(q),2B2(q) or 2G2(q),
q > 9 and S  A±2 (16) otherwise.
Then the following hold:
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(i) There is a closed connected subgroup S¯ of G containing S such that every S-invariant subspace
of the Lie algebra L(G) is also S¯-invariant;
(ii) If also S ≤ Gσ where σ is a Frobenius morphism, then there is a σ-stable and NG(S)-stable
subgroup S¯ containing S, such that each S-invariant subspace of each G-composition factor of
L(G) is also S¯-invariant.
Note that we expect genuine exceptions to this theorem for small q, for example if some simple
subgroup S¯ has a pair of non-isomorphic composition factors on L(G) which become isomorphic on
restriction to a finite subgroup S = S¯σ, then we expect some S-submodules which are not S¯-invariant.
Part (ii) above provides applications to finite groups of Lie type. Suppose S ≤ Gσ and that we have
constructed S¯ as in (ii). The subspace-stability condition can be used to deduce that S¯ is σ-stable.
Thus σ restricts to a Frobenius morphism of S¯ and we have S ≤ S¯σ ≤ Gσ. Using the above theorem,
in the same paper [LS90, Theorem 6] Liebeck and Seitz deduce the following:
Theorem 2.6. Let L = Op
′
(Gσ) be a finite simple group of Lie type, where G is an adjoint exceptional
simple algebraic group and σ is a Frobenius morphism of G, and let L ≤ L1 ≤ Aut(L). Suppose that H
is an almost-simple maximal subgroup of L1, with socle S = S(q) a group of Lie type in characteristic
p, with q satisfying the hypotheses of Theorem 2.5. Then one of the following holds:
(i) S(q) has the same type as G;
(ii) S(q) = Op
′
(Xσ) for some maximal closed connected reductive H〈σ〉-stable subgroup X of G.
Thus for all but finitely many values of q, studying embeddings of generic simple groups of Lie type into
an exceptional algebraic group reduces to understanding connected simple subgroups. The remaining
cases are likely to require more ad-hoc techniques, such as using the representation theory of the
finite group to understand the action on the adjoint or minimal modules (as we will shortly do for
non-generic subgroups).
2.5 Non-Generic Finite Subgroups
Studying embeddings of finite simple groups /∈ Lie(p) into a simple algebraic group requires distinct
techniques from those of the generic case. First of all, the question of which subgroups actually admit
an embedding is hard. If G is a simple algebraic group of classical type, this becomes a question of
representation theory. If G is of exceptional type, some embeddings can be seen through embeddings
into a classical-type simple subgroup, but this clearly fails to account for any Lie primitive embeddings.
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As briefly mentioned in the introduction, a general paradigm for addressing the existence question is
as follows: For a fixed simple algebraic group G, firstly rule out embeddings of all but finitely many
simple groups, using characters, module theory and general subgroup structure theorems, and then
explicitly construct an embedding for each type that remains.
As a basic example of the first step, each finite subgroup of an exceptional group G acts on each
G-module, and thus has a faithful module of dimension ≤ 248 = dim L(E8). This can then be
compared with a result of Hiss and Malle [HM02], which gives a (finite) list of all irreducible faithful
KS-modules of dimension ≤ 250, where K has characteristic p ≥ 0 and S /∈ Lie(p) is a finite simple
group. A strengthening of this is to fix an exceptional group G over K and a simple group S /∈ Lie(p)
and, for each n dividing |S|, to compare eigenvalues of elements of S and G of order n on various
low-dimensional modules, since these must match up appropriately (more on this in Section 3.2).
Explicitly constructing embeddings can be much harder, particularly Lie primitive embeddings. For
example, in [CW97, §6], the simple group S = 2F4(2)′ is shown to embed into E6(C) by using
character-theoretic arguments to prove that a Lie algebra structure is preserved on a 78-dimensional
irreducible CS-module, and then using the subgroup structure of S, knowledge of its Schur multiplier
and automorphism group, and Lie theory to prove that this makes the module into a simple Lie algebra
of type E6. Each step involved relies on precise information of the finite group.
Many techniques apply to both the characteristic p = 0 case and p > 0, but the positive-characteristic
situation is complicated by the fact that both the subgroup structure of the algebraic group and the
representation theory of the finite group depend on p. There is a certain amount of interplay between
the cases, as described in [CW95, Section 3]. In particular, we can make rigorous the idea of ‘reduction
mod p’ of an algebraic group over C, if we view an algebraic group as a group scheme (though we will
not need the details of this here). The lifting and reduction results we obtain (see [CW95, Theorems
3.2-3.4]) are as follows:
• If L is a finite subgroup of a semisimple complex algebraic group G(C), and if p is a prime such
that L has no nontrivial normal p-subgroup, then there is a power q of p such that L also embeds
into the corresponding finite group G(q), and hence also into the appropriate algebraic group in
characteristic p.
• As a converse, if L embeds into G(q), where q = pe is coprime to |L|, then L also embeds into
G(C).
In characteristic zero, the question of which finite simple groups embed into an exceptional group is
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settled in papers of of Cohen and Wales [CW83; CW97] for G of type G2, F4 and E6, while Cohen
and Griess [CG87] and Griess and Ryba [GR99] settle the question for G of type E7 and E8. The
lifting and reduction results described then give much information in the positive-characteristic case,
but they still allow for simple subgroups in characteristic p which do not lift to characteristic zero,
and indeed such subgroups do exist. Again, explicit constructions are difficult, and often come down
to ad-hoc methods requiring the use of lengthy computer calculations.
In particular, nine of the sporadic groups have Lie primitive embeddings into an exceptional algebraic
group in some positive characteristic but not in characteristic zero, and in fact the sporadic groups
make up most such examples (by Table 3, there are five others, which are groups of Lie type not
in the ambient characteristic). Constructions of these have been a lengthy effort by many authors:
Kleidman [Kle88b; Kle88a]; Kleidman and Wilson [KW90; KW93]; Kleidman, Meierfrankenfeld and
Ryba [KMR99; KMR00]; Malle [Mal91] and Cooperstein [Coo81]. Theory and information used range
from Brauer characters and the ‘MeatAxe’ algorithm [Par84] for decomposing modular representations,
to the explicit information on subgroup structure found in the Atlas of Finite Groups [Con+85], to
the geometry of certain low-dimensional modules for the algebraic groups. For example of the latter, a
series of papers by Aschbacher [Asc87b; Asc88; Asc90a; Asc90b] aims to treat the subgroup structure
of E6 uniformly by viewing the algebraic group itself as being defined by a certain trilinear form (the
‘Dickson form’) on a 27-dimensional vector space. Similar techniques can be found in in [Asc87a],
[CC88] and [Coo95].
As mentioned in the introduction, the final outcome of these efforts, appearing in [LS99], is a complete
list of which simple groups admit an embedding into each exceptional algebraic group (Theorem 0),
as well as which of these admit only Lie primitive embeddings (Table 3). The aim of this thesis is to
complement these results, by determining when a simple group from Theorem 0 cannot admit a Lie
primitive embedding into an exceptional algebraic group.
As in the generic case, results of this form allow us to deduce related results for the corresponding
finite groups of exceptional Lie type. In Section 3.8, the connected NAut(G)(S)-stable subgroup S¯ given
by Theorem 1(ii) is used to prove Theorem 6, narrowing down which finite simple groups /∈ Lie(p)





Let G be an exceptional simple algebraic group defined over an algebraically closed field K of char-
acteristic p ≥ 0, and let S /∈ Lie(p) be a non-abelian finite simple group isomorphic to a subgroup of
G. When studying the possible embeddings of S into G, a natural starting point is to consider the
possible actions of S on certain finite-dimensional KG-modules.
The first tool we will use is the Brauer character of a KS-module. This is a map corresponding to
a KS-module, from the p′-classes of S to C. If S has order prm, where m and p are coprime, then
any eigenvalue of an element of S on a KS-module is an m-th root of unity. We fix m-th roots of
unity ωm ∈ K and ζm ∈ C, and map ωm to ζm, which defines an isomorphism 〈ωm〉 → 〈ζm〉. Then
the Brauer character of an element x ∈ S on a KS-module V is defined by taking the eigenvalues of
x on V , and computing the corresponding sum in C. Like an ordinary character, a Brauer character
has a unique expression as a non-negative integer sum of irreducible Brauer characters (those coming
from irreducible modules), although the decomposition of a Brauer character into irreducibles only
determines the corresponding module up to composition factors, not up to isomorphism.
Since in Chapter 4 we will be considering the restrictions of modules from one finite group to another,
it will be important to pick roots of unity which are consistent throughout; the easiest way to do this
is to fix, once and for all, primitive N -th roots of unity ωN ∈ K and ζN in C, where N is the p′-part
of the lowest common multiple of the orders of the groups in Table 0. For each m dividing N , we set
ωm = ω
N/m
N and ζm = ζ
N/m
N . The Brauer characters encountered here are then all defined in terms of
the corresponding isomorphism 〈ωN 〉 → 〈ζN 〉.
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Another standard method of choosing primitive roots consistently, for example in the Modular Atlas
[Jan+95], is to use the fact that each root of unity in a field of positive characteristic lies in a finite
subfield. These finite fields are then identified as the splitting field of a certain irreducible polynomial
(a Conway polynomial) over Fp. Conway polynomials satisfy certain compatibility conditions, such
that elements of the field of pe elements are naturally identified as elements of the field of order pef
for any f (see [HEO05, pp. 59-60] for more details). Since we are only dealing with finitely many
isomorphism types of finite subgroups, this extra precision is not necessary for us, although care must
be taken to ensure that our choice of roots is consistent with that of [Jan+95] throughout.
3.2 Feasible Characters and Fusion Patterns
We now give some definitions, the first of which is found in Frey [Fre98a].
Definition 3.1. A fusion pattern from S to G is a map f from the p′-conjugacy classes of S to the
conjugacy classes of G, which preserves element orders and is compatible with power maps, i.e. for
each i ∈ Z, f maps the class (xi)S to the class of i-th powers of elements in f(xS).
Definition 3.2. A feasible decomposition of S on a finite-dimensional G-module V is a KS-module
V0 such that for some fusion pattern f , the Brauer character of any x ∈ S on V0 is equal to the trace
of elements in f(xS) on V . The Brauer character of V0 is then called a feasible character. We say that
a collection of feasible decompositions of S on various G-modules is compatible if they all correspond
to the same fusion pattern f .
Any subgroup S of G gives rise to a fusion pattern (map the S-conjugacy class of each element of
S to its G-conjugacy class), and the restriction of any set of finite-dimensional G-modules gives a
compatible collection of feasible decompositions. Note that not all feasible decompositions (or fusion
patterns) are necessarily realised by an embedding of S into G; however they are a good first step in
classifying embeddings. Note that our definition of a feasible character is more restrictive than that
given by Cohen and Wales (see [CW97, p. 113]), since the definition there takes into account only
element orders, and not power maps.
3.3 Determining Feasible Characters
Given G, a finite group H and a collection {Vi} of rational KG-modules, determining the compatible
collections of feasible characters of H on {Vi} is a three-step process.
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• Firstly, we need the Brauer character values of all irreducible KH-modules of dimension at
most Max(dim(Vi)). The {Vi} used here each have dimension at most 248 = dim L(E8). The
necessary information on Brauer characters either exists in the literature or can be calculated
directly. We give more details on this in Section 3.3.2.
• Secondly, for each m (coprime to p) such that H has elements of order m, we will need to know
the trace of order-m elements of G on each module Vi. These can be determined using existing
theorems concerning Lie groups which we outline in Section 3.3.1.
• Once the above information is known, determining feasible characters becomes a case of solving
simultaneous equations, one for each class in H, giving the multiplicity of each irreducible Brauer
character in each feasible character in each compatible collection. These calculations are routine,
and are straightforward to implement on a computer. We give an illustrative example in Section
3.3.3.
In Chapter 5, proceeding as above we give the compatible feasible characters of each finite simple
group H /∈ Lie(p) on the KG-modules L(G) and Vmin defined in Section 2.1.
3.3.1 Semisimple Elements of Exceptional Groups
In calculating the tables of Chapter 5, we have used information on semisimple elements of small order
in each exceptional group G. If m > 0 is coprime to p, then an element of order m in G is semisimple,
hence lies in some maximal torus T . From the existence and uniqueness of the Bruhat decomposition
for elements in G, it follows (see for example [Car85, Section 3.7]) that two elements of order m in T
are G-conjugate if and only if they are conjugate in T under the action of W = NG(T )/T .
Now, let {χi} be a free basis of the character group X(T ), and let ωm be our m-th root of unity from
Section 3.1. If t ∈ T has order m, then each χi(t) is a power of ωm, say χi(t) = ωnim , where 0 ≤ ni < m
and gcd({ni}) = 1. Conversely, for any r-tuple of integers (n1, . . . , nr) satisfying these conditions,
there exists t ∈ T with χi(t) = ωnim (see [Hum75, Lemma 16.2C]), which then has order m.
Thus, for a fixed basis of X(T ), elements of T of order m correspond to r-tuples of integers (n1, . . . , nr)
as above, where r = rank(G), and the action of W on T induces an action on these. This latter action
makes no reference to K, only to X(T ) and the basis. In particular, if G1 is a simple algebraic group
over C with an isomorphism of root systems Φ(G)→ Φ(G1) which identifies the character groups and
Weyl groups, then classes of elements of order m in G and in G1 are each in 1-1 correspondence with
orbits of the Weyl group on these r-tuples, hence are in 1-1 correspondence with each other.
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This correspondence respects Brauer character values; suppose V and W are respectively modules for
G and G1, whose weight spaces correspond under the isomorphism of root systems. If we express a
weight λ as a linear combination of basis elements λ =
∑
mi(λ)χi, then an element g ∈ G which is




m , and thus the Brauer character value of g
on V is ∑






where ζm is the image of ωm in C under the bijection from Section 3.1.
A formula of Moody and Patera [MP84] tells us precisely how many classes of each finite order exist
in a simple algebraic group in characteristic zero. For a simply connected exceptional group G we
define a rational function F (t) in terms of the root system of G. We have
F (t)−1 =

(1− t)(1− t2)2(1− t3)(1− t4) : G of type F4
(1− t)(1− t2)(1− t3)(1−Xt)(1−Xt2)(1−X2t)(1−X2t2) : G of type E6
(1− t)(1− t2)2(1− t3)(1− t4)(1− Y t)(1− Y t2)(1− Y t3) : G of type E7
(1− t)(1− t2)2(1− t3)2(1− t4)2(1− t5)(1− t6) : G of type E8
where X and Y satisfy X3 = Y 2 = 1. Then the number of classes of elements in G of order dividing
k is the coefficient of tk in the power-series expansion of F (t) in terms of the appropriate basis {ti},
{Xitj} or {Y itj}. For example, the series for E6 begins 1 + (1 +X +X2)t+ (3 + 3X + 3X2)t2 + (8 +
6X + 6X2)t3 + . . ., hence a simply connected group of type E6 has 1, 3 and 8 classes of elements of
orders dividing 1, 2 and 3, respectively, hence 1, 2 and 7 classes of elements of these respective orders.
For this thesis, we will make use of semisimple elements of order at most 17. Proceeding in this
manner, we find there are the following numbers of classes:
Order F4 E6 E7 E8
2 2 2 3 2
3 3 7 5 4
4 5 11 11 7
5 9 25 21 14
6 11 39 35 20
7 20 76 63 38
8 24 110 97 53
9 35 187 153 85
Order F4 E6 E7 E8
10 43 259 229 118
11 65 417 351 186
12 67 543 474 236
13 104 832 714 363
14 113 1065 957 464
15 146 1518 1329 651
16 168 1930 1760 839
17 230 2694 2430 1172
We can now find representatives of the classes of elements of order m in G algorithmically. We fix
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a basis of X(T ) and a set of G-modules {Vi}, and iterate through r-tuples of integers (n1, . . . , nr)
representing conjugacy classes, distinguishing classes by their Brauer character values on the {Vi}.
Note that this assumes that distinct conjugacy classes of G are indeed distinguished by the Brauer
character values on the modules {Vi}. This is not always the case if we use a single module; for
example, when p 6= 5, E8(K) has two (non-rational) classes of elements of order 5, with Brauer
character 3 on the 248-dimensional adjoint module; however, these are distinguished by their Brauer
character on the next smallest Weyl module for E8, of dimension 3875. It turns out that for each G,
the classes of elements of order at most 17 are all distinguished by their Brauer character on the two
nontrivial Weyl modules of lowest dimension (these are L(G) and Vmin except for G = E8 when the
3875-dimensional module WG(λ1) is needed).
The calculations described have been implemented in Magma, and we list the code in the Appendix.
For space reasons, it is impractical to give representatives of all 23648 classes used. However, the
majority of the tables of Chapter 5 that we have calculated can be verified using only elements of
order at most 7, and we now give these with their Brauer character values on L(G) and Vmin.
Note that for elements of these orders, the character value information can also be found in papers of
Cohen and Wales [CG87; CW97] and Frey [Fre98a], and we have tried to label conjugacy classes in a
consistent manner. Following the conventions there, a line of a table here corresponds to a conjugacy
class xG, as well as all the classes (xi)G for non-conjugate powers xi of the same order as x. For
example, by the label ‘6O[5][B,E]’, we mean a class of order-6 elements, whose 5-th powers lie in a
distinct conjugacy class, and whose 2-part and 3-part lie in the respective class 2B and 3E. If no
number in brackets is given, then the corresponding elements are rational.
In addition, we have inclusions of simply connected groups
F4 < E6 < E7 < E8
and for each class, we also give the class of elements in the next larger group under this containment.
This information is also given in [CG87], however some classes there are labelled as belonging to a
certain class in the larger group, when in fact it is proper powers of those elements that lie there. In
such a case, our class labels differ slightly.
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Table 3.3.1: Semisimple Classes in E8
Class Trace on L(G) Class Trace on L(G)
2A 24 6A[B,A] 76
2B −8 6B[B,D] −5
3A −4 6C[A,A] 24
3B 5 6D[B,C] 16
3C 14 6E[A,C] 0
3D 77 6F[A,B] −3
4A[A] −4 6G[A,A] 0
4B[B] 8 6H[B,B] 1
4C[B] 0 6I[B,A] 4
4D[A] 4 6J[B,C] −2
4E[A] 28 6K[B,B] 37
4F[B] 64 6L[A,C] 6
4G[A] 132 6M[B,D] 13
5A[2] 28 + 20(ζ5 + ζ
−1
5 ) 6N[A,D] −3
5B[2] 3 6O[A,B] 9
5C −2 6P[A,B] 105
5D[2] 8 + 5(ζ5 + ζ
−1
5 ) 6Q[B,C] 142
5E[2] 53 + 25(ζ5 + ζ
−1
5 ) 6R[A,C] 54
5F[2] 78 + 50(ζ5 + ζ
−1
5 ) 6S[A,D] 189
5G 23 6T[A,D] 27
5H[2] 133 + 55(ζ5 + ζ
−1
5 )
Class Trace on L(G)
7A[2,4] 56 + 48(ζ7 + ζ
−1





7B[2,4] 10− 7(ζ7 + ζ−17 )− 21(ζ27 + ζ−27 )
7C[2,4] 22 + 14(ζ7 + ζ
−1





7D[2,4] 7 + (ζ7 + ζ
−1





7E[2,4] 10 + 10(ζ7 + ζ
−1





7F[2,4] −(ζ7 + ζ−17 )− (ζ27 + ζ−27 )
7G[2,4] 35 + 29(ζ7 + ζ
−1






7I[2,4] 14− (ζ7 + ζ−17 )− 8(ζ27 + ζ−27 )
7J[2,4] 80 + 52(ζ7 + ζ
−1





7K[2,4] 92 + 64(ζ7 + ζ
−1





7L[2,4] 55 + 31(ζ7 + ζ
−1





7M[2,4] 134 + 56(ζ7 + ζ
−1
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Table 3.3.2: Semisimple Classes in Simply Connected E7
Class Trace on L(G) Trace on Vmin
Class
in E8
2A 133 −56 2A
2B 5 8 2A
2C 5 −8 2B
3A 7 −7 3A
3B 52 −25 3B
3C −2 2 3B
3D 7 2 3C
3E 34 20 3D
4A[A] −7 0 4A
4B[B] 9 −8 4A
4C[C] 5 0 4B
4D[C] −3 0 4C
4E[C] 29 −16 4C
4F[B] 1 0 4D
4G[B] 65 −32 4D
4H[A] 25 0 4E
4I[B] 9 8 4E
4J[C] 29 16 4F
4K[B] 65 32 4G
5A[2] 15 + 4(ζ5 + ζ
−1
5 ) 5 + 8(ζ5 + ζ
−1
5 ) 5A
5B[2] 2− 2(ζ5 + ζ−15 ) −1 + (ζ5 + ζ−15 ) 5B
5C[2] 14− 28(ζ5 + ζ−15 ) −7 + 14(ζ5 + ζ−15 ) 5B
5D[2] 13 + 10(ζ5 + ζ
−1
5 ) −9− 5(ζ5 + ζ−15 ) 5C
5E[2] 1 + (ζ5 + ζ
−1
5 ) 2 + 2(ζ5 + ζ
−1
5 ) 5D
5F[2] 21− 9(ζ5 + ζ−15 ) −8 + 7(ζ5 + ζ−15 ) 5D
5G[2] 22 + 13(ζ5 + ζ
−1
5 ) 14 + 6(ζ5 + ζ
−1
5 ) 5E
5H[2] 52− 27(ζ5 + ζ−15 ) −1 + 26(ζ5 + ζ−15 ) 5E
5I[2] 39 + 22(ζ5 + ζ
−1
5 ) 18 + 14(ζ5 + ζ
−1
5 ) 5F
5J 8 6 5G
5K[2] 66 + 31(ζ5 + ζ
−1
5 ) 32 + 12(ζ5 + ζ
−1
5 ) 5H
6A[C,A] 35 19 6A
6B[C,E] 8 −8 6B
6C[A,A] 7 7 6C
6D[B,A] 11 5 6C
6E[C,D] 5 4 6D
6F[B,D] 5 −4 6E
6G[A,C] −2 −2 6F
6H[B,B] −4 −1 6F
6I[B,C] 14 −10 6F
6J[B,A] 35 −19 6G
6K[B,A] −1 −1 6G
6L[C,C] 50 −26 6H
6M[C,B] −4 1 6H
6N[C,C] 2 −2 6H
6O[C,A] 11 −5 6I
6P[C,A] −1 1 6I
6Q[C,D] −1 −2 6J
6R[C,D] 23 −14 6J
6S[C,C] 14 10 6K
6T[C,B] 20 7 6K
6U[B,D] −1 2 6L
6V[A,D] 7 −2 6L
6W[B,D] 71 −34 6L
6X[C,E] 2 4 6M
6Y[C,E] 98 −44 6M
6Z[B,E] 2 −4 6N
6AA[A,E] 34 −20 6N
6BB[B,C] 2 2 6O
6CC[B,B] 20 −7 6O
6DD[B,C] 50 26 6P
6EE[A,B] 52 25 6P
6FF[C,D] 71 34 6Q
6GG[B,D] 23 14 6R
6HH[B,E] 98 44 6S
6II[B,E] 8 8 6T
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3.3.2: Semisimple Classes in Simply Connected E7
Class Trace on L(G) Trace on Vmin Class in E8
7A[2,4] 31 + 20(ζ7 + ζ
−1




7 ) 11 + 14(ζ7 + ζ
−1





7B[2,4] 49 + 35(ζ7 + ζ
−1




7 ) −21− 21(ζ7 + ζ−17 )− 14(ζ27 + ζ−27 ) 7B
7C[2,4] 7− 7(ζ7 + ζ−17 )− 7(ζ27 + ζ−27 ) −7(ζ27 + ζ−27 ) 7B
7D[2,4] 11 + 4(ζ7 + ζ
−1




7 ) 4 + 5(ζ7 + ζ
−1
7 ) 7C
7E[2,4] 16− (ζ7 + ζ−17 )− 14(ζ27 + ζ−27 ) −6 + (ζ7 + ζ−17 ) + 9(ζ27 + ζ−27 ) 7D
7F[2,4] 2− (ζ7 + ζ−17 ) 1 + (ζ7 + ζ−17 ) + 2(ζ27 + ζ−27 ) 7D
7G[2,4] 9− 8(ζ27 + ζ−27 ) −1 + 5(ζ7 + ζ−17 ) + 6(ζ27 + ζ−27 ) 7E
7H[2,4] 9 + 6(ζ27 + ζ
−2
7 ) −1 + 5(ζ7 + ζ−17 )− (ζ27 + ζ−27 ) 7E
7I[2,4] 3− 15(ζ7 + ζ−17 )− 25(ζ27 + ζ−27 ) −3 + 7(ζ7 + ζ−17 ) + 12(ζ27 + ζ−27 ) 7F
7J[2,4] 17 + 13(ζ7 + ζ
−1




7 ) −10− 7(ζ7 + ζ−17 )− 2(ζ27 + ζ−27 ) 7F
7K[2,4] 3− (ζ7 + ζ−17 ) + 3(ζ27 + ζ−27 ) −3− 2(ζ27 + ζ−27 ) 7F
7L[2,4] 30− (ζ7 + ζ−17 )− 7(ζ27 + ζ−27 ) 1 + 15(ζ7 + ζ−17 ) + 9(ζ27 + ζ−27 ) 7G
7M[2,4] 16 + 13(ζ7 + ζ
−1




7 ) 8 + 8(ζ7 + ζ
−1





7N 14 −7 7H
7O 0 0 7H
7P[2,4] 31− 15(ζ7 + ζ−17 ) + 10(ζ27 + ζ−27 ) −10 + 7(ζ7 + ζ−17 )− 9(ζ27 + ζ−27 ) 7I
7Q[2,4] 3− (ζ7 + ζ−17 )− 4(ζ27 + ζ−27 ) 4− 2(ζ27 + ζ−27 ) 7I
7R[2,4] 37 + 28(ζ7 + ζ
−1




7 ) 20 + 12(ζ7 + ζ
−1





7S[2,4] 79 + 27(ζ27 + ζ
−2
7 ) −1 + 26(ζ7 + ζ−17 )− (ζ27 + ζ−27 ) 7J
7T[2,4] 49 + 32(ζ7 + ζ
−1




7 ) 20 + 16(ζ7 + ζ
−1





7U[2,4] 24 + 15(ζ7 + ζ
−1




7 ) 14 + 8(ζ7 + ζ
−1





7V[2,4] 67 + 32(ζ7 + ζ
−1




7 ) 32 + 12(ζ7 + ζ
−1
7 ) 7M
7W 21 14 7N
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Table 3.3.3: Semisimple Classes in Simply Connected E6
Class Trace on L(G) Trace on Vmin
Class
in E7
2A −2 3 2B
2B 14 −5 2C
3A 15 9 3E
3B[2] 15 9ζ3 3A
3C −3 0 3C
3D 6 0 3D
3E[2] 78 27ζ3 3B
4A[A] 34 15 4K
4B[3][A] 18 −5 + 8ζ4 4B
4C[3][B] 6 −1 + 4ζ4 4C
4D[B] −2 −1 4D
4E[A] 2 −1 4F
4F[A] 2 3 4I
4G[3][B] 46 −9 + 16ζ4 4E
4H[B] 14 7 4J
5A[2] 35 + 19(ζ5 + ζ
−1
5 ) 15 + 6(ζ5 + ζ
−1
5 ) 5K
5B[2,3,4] 23 + 15(ζ5 + ζ
−1
5 ) 2 + 10ζ + 5ζ
2 + 10ζ35 5D
5C[2,3,4] 11− 4(ζ5 + ζ−15 ) −5− 5ζ5 − 4ζ25 − 9ζ35 5A
5D[2,3,4] 4− 3(ζ5 + ζ−15 ) −2 + 2ζ25 − 3ζ35 5B
5E 3 2 5J
5F[2] 9 + 7(ζ5 + ζ
−1
5 ) 6 + 3(ζ5 + ζ
−1
5 ) 5G
5G[2] −(ζ5 + ζ−15 ) (ζ5 + ζ−15 ) 5E
5H[2,3,4] 30− 16(ζ5 + ζ−15 ) −1 + 15ζ5 − ζ25 + 9ζ35 5F
5I[2] 22 + 8(ζ5 + ζ
−1
5 ) 8 + 7(ζ5 + ζ
−1
5 ) 5I
6A[B,D] 2 −2 6Q
6B[A,D] −2 0 6U
6C[A,C] 1 0 6BB
6D[B,C] 5 4 6S
6E[B,A] −1 1 6X
6F[A,A] 7 −3 6Z
6G[A,D] 10 6 6GG
6H[A,C] 25 12 6DD
6I[A,A] 1 3 6II
6J[B,D] 38 16 6FF
6K[A,A] 55 21 6HH
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6L[5][A,B] 55 21ζ26 6J
6M[5][A,E] −2 −3ζ6 6H
6N[5][B,E] 14 5ζ6 6T
6O[5][B,E] 17 1 + 9ζ26 6O
6P[5][B,D] 38 16ζ26 6R
6Q[5][B,E] −1 −ζ6 6P
6R[5][A,B] 1 −3ζ6 6K
6S[5][B,C] 5 4ζ26 6N
6T[5][A,C] 25 12ζ26 6I
6U[5][A,D] 10 6ζ26 6F
6V[5][B,D] 2 2ζ6 6E
6W[5][A,B] 7 3ζ6 6D
6X[5][B,B] 17 8 + ζ6 6A
6Y[5][B,A] 17 −1 + 8ζ26 6B
7A[2,4] 36 + 20(ζ7 + ζ
−1




7 ) 15 + 6(ζ7 + ζ
−1
7 ) 7V
7B[2,3,4,5,6] 28 + 20(ζ7 + ζ
−1











7C[2,3,4,5,6] 21 + 6(ζ7 + ζ
−1




7 ) −5− 5ζ7 − 5ζ27 − 10ζ37 − 9ζ47 − 9ζ57 7A
7D[2,3,4,5,6] 11− 5(ζ7 + ζ−17 )− 14(ζ27 + ζ−27 ) 1 + 10ζ7 + 5ζ27 + 5ζ47 + 6ζ57 7G
7E[2,3,4,5,6] 11− 5(ζ7 + ζ−17 ) + 7(ζ27 + ζ−27 ) 2 + 4ζ7 + 6ζ27 + ζ37 + 6ζ47 + ζ67 7H
7F[2,3,4,5,6] 8− 7(ζ7 + ζ−17 ) −2− 2ζ7 − 3ζ27 − 4ζ37 + 2ζ47 − 6ζ57 7C
7G[2,3,4,5,6] 8− (ζ7 + ζ−17 ) + (ζ27 + ζ−27 ) −1 + ζ7 − ζ27 − 4ζ37 − 3ζ57 7D
7H[2,4] 11 + 7(ζ7 + ζ
−1




7 ) 6 + 4(ζ7 + ζ
6





7I[2,4] 18 + 16(ζ7 + ζ
−1




7 ) 9 + 6(ζ7 + ζ
6





7J 8 6 7W
7K[2,3,4,5,6] 7− (ζ7 + ζ−17 ) + 5(ζ27 + ζ−27 ) −2 + ζ7 − 3ζ27 + 2ζ37 − ζ47 + 2ζ57 7K
7L[2,4] 9 + 5(ζ7 + ζ
−1








7 ) + (ζ7 + ζ
6
7 ) 7M
7M[2,3,4,5,6] 2− 2(ζ7 + ζ−17 )− 2(ζ27 + ζ−27 ) 3ζ27 + ζ37 + 2ζ67 7F
7N 1 −1 7O
7O[2,4] −(ζ7 + ζ−17 )− 2(ζ27 + ζ−27 ) 1− (ζ27 + ζ57 ) 7Q
7P[2,3,4,5,6] 46 + 16(ζ7 + ζ
−1





7Q[2,4] 30 + 16(ζ7 + ζ
−1




7 ) 9 + 8(ζ7 + ζ
6





7R[3] 22 −1 + 7ζ7 + 7ζ37 + 7ζ47 7N
Also, by [CW97, Theorem 3.1] an E6 class in the above table meets F4 if and only the elements are
real (conjugate to their inverse). In this case, the class does not split in F4. Using the restrictions
L(E6) ↓ F4 = L(F4)/WF4(λ4) and VE6(λ1) ↓ F4 = WF4(λ1)/0, the Brauer characters can be read off
from the above table. For example, the E6-class 3A has elements in F4(C), with respective character
values 9− 1 = 8 and 15− 8 = 7 on the minimal and adjoint modules.
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3.3.2 Irreducible Modules for Finite Quasisimple Groups
Let S be a finite simple subgroup of a semisimple algebraic group G, let G˜ be the simply connected
cover of G and let S˜ be a minimal preimage of S under the natural projection G˜  G. Then S˜ is
a cover of S, that is, a perfect central extension, and such a group is called quasisimple. If S˜ ∼= S
then we have an induced action of S on every KG˜ module and no isogeny issues are encountered.
However, if S˜ has nontrivial centre, then in order to make use of any faithful G˜-modules (for example,
the module Vmin for G = E6 and E7), we will need to consider the action of S˜ rather than S. Note
that in this case, we have Z(S˜) ≤ Ker(G˜ G) ≤ Z(G˜).
If S is a finite simple group, there is a unique covering group of S of maximal order, called the Schur
cover or universal cover of S. All covers of S are quotients of the universal cover, and the centre of
the universal cover is known as the Schur multiplier of S. The Schur multipliers of the finite simple
groups are all known, and in the tables of Chapter 5 we have included the proper covers S˜ of simple
groups which embed into a simply connected exceptional algebraic groups G˜ with Z(S˜) ≤ Z(G˜).
In order to carry out the calculations described above, for each group S appearing in Table 0, we
will need to know information on the irreducible KS˜-modules of dimension ≤ 248, where S˜ is the
universal cover of S. Hiss and Malle [HM02] give a list of each dimension at most 250 in which any
finite quasisimple group /∈ Lie(p) has an absolutely irreducible module. They additionally give the
Frobenius-Schur indicator of each such module. This encodes for a module V , whether the image of
the group in GL(V ) lies in an orthogonal or symplectic group.
For the remainder of this section, let S be a quasisimple group. An irreducible KS-module V supports
a nondegenerate S-invariant bilinear form if and only if V ∼= V ∗. In this case, the form is symmetric or
alternating. If K has characteristic 6= 2, then S preserves a symmetric form if and only if it preserves
a quadratic form. In characteristic 2, any bilinear form on V is symmetric, and a nondegenerate
S-invariant quadratic form on V gives rise to a nondegenerate S-invariant bilinear form, but not
conversely.
The Frobenius-Schur indicator of V is then defined as
ind(V ) =

0 (or ◦) if V  V ∗,
1 (or +) if S preserves a nondegenerate quadratic form on V,
−1 (or −) otherwise.
Thus V has indicator − if and only if V is self-dual, supports an S-invariant alternating bilinear form,
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and does not support an S-invariant quadratic form.
For most of the finite simple groups encountered here, the necessary Brauer characters appear in the
Atlas [Con+85] or the Modular Atlas [Jan+95]. For the remaining subgroup types H in Table 0, for
example the alternating groups Alt13 to Alt17, note that a module of dimension at most 248 must
restrict to a proper subgroup having only composition factors of dimension at most 248. We can
therefore appeal to the following reciprocity result. For a subgroup H ≤ S and an H-module V , let
V ↑ S denote the induced S-module KS ⊗KH V .
Lemma 3.3 [Alp86, p.58]. Let H ≤ S be finite groups, V an H-module and U an S-module. Then
HomKS(V ↑ S,U) ∼= HomKH(V,U ↓ S),
HomKS(U, V ↑ S) ∼= HomKH(U ↓ S, V ).
In particular, every KS-module of dimension at most 248 will appear as a composition factor of
a module induced from a KH-module of dimension at most 248. We can therefore use induction
and computational tools for decomposing modules to find all KS-modules. For instance, Magma
implements a number of techniques for constructing and decomposing modular representations, such
as the MeatAxe [Par84]. In the end, we are able to use these to obtain the dimensions and necessary
Brauer character values of each KS˜-module of dimension at most 248 for S appearing in Table 0.
The last piece of information we will need is the dimension of the cohomology group H1(S, V ) for
various KS-modules V . Recall that this is the quotient of the additive group Z1(S, V ) of 1-cocycles
(maps φ : S → V satisfying φ(xy) = φ(x) + x.φ(y)) by the subgroup B1(S, V ) of 1-coboundaries
(cocycles φ such that φ(x) = x.v − v for some v ∈ V ).
The cohomology group is a K-vector space which parameterises conjugacy classes of complements
to S in the semidirect product SV , and also parameterises classes of non-split exact sequences of
KS-modules
{0} → V → E → K → {0}
under equivalence, where an equivalence is an isomorphism E → E′ of KS-modules inducing the
identity on V and K.
Knowledge of cohomology groups will be useful in determining the existence of fixed points in group
actions (see Proposition 3.6 for a good example). Computational routines exist for determining the
dimension of H1(S, V ) (for instance, Magma implements such routines). The information we have
calculated here is summarised as follows:
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Lemma 3.4. Let K be an algebraically closed field of characteristic p such that the simple group
S /∈ Lie(p) embeds into an adjoint exceptional simple algebraic group over K (i.e. S appears in Table
0). Then the tables in Section 5.1 give every nontrivial irreducible KS-module of dimension ≤ 248.
We also give there the Frobenius-Schur indicator ind(V ) of each module, and for the smaller groups,
we give dim H1(S, V ) for each irreducible KS-module V .
Note that the computational packages used to calculate these cohomology group dimensions do not
perform calculations over an algebraically closed field, but rather a finite field. This is sufficient for
us if we ensure that the field being used is a splitting field for the group S (see for example [Ben91,
§1]). Such fields always exist; for instance if |S| = per with r coprime to p, then a field containing a
primitive r-th root of unity suffices.
3.3.3 Example Calculation: Feasible characters of Alt17 on L(E8), p = 2
As an illustration of calculating a table of feasible characters, we calculate the feasible character of
S ∼= Alt17 on the 248-dimensional adjoint module L(E8) when p = char K = 2, which turns out to
be unique up to permuting composition factors according to an outer automorphism of S. Note that
such a subgroup exists as S embeds into SO16 via its 16-dimensional irreducible module, and E8 has
a subgroup HSpin16 which is abstractly isomorphic to SO16 when p = 2.
As given in Section 5.1.1, S ∼= Alt17 has a unique irreducible module (over K) in dimensions 1, 16
and 118 in characteristic 2, and two irreducible modules of dimension 128, which are interchanged
by an outer automorphism of S. There are no other irreducible KS-modules of dimension ≤ 248.
The 16-dimensional module is a quotient of the natural 17-dimensional permutation module, the 118-
dimensional module is a section of ∧216 and the 128-dimensional ‘spin’ modules arise from embeddings
Alt17 ≤ SO+16(2) ≤ SL27(2).
The Brauer character values of odd-order elements of S can be calculated by hand. It is well-known
that the Brauer character of s ∈ S on the 16-dimensional deleted permutation module is |fix(s)| − 1,
giving also a formula for the Brauer character of the alternating square. The eigenvalues of s on a
spin module can be deduced from the eigenvalues of s on the 16-dimensional module; this is done, for
example, in [KL90, pp. 195-196]. For the elements of orders 3, 5 and 7, we obtain the following:
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χ e 3 32 33 34 35 5 52 53 7 72
χ1 1 1 1 1 1 1 1 1 1 1 1
χ16 16 13 10 7 4 1 11 6 1 9 2
χ118 118 76 43 19 4 −2 53 13 −2 34 −1
χ128a , χ128b 128 −64 32 −16 8 −4 −32 8 −2 16 2
Finding the possible Brauer characters of L(G) ↓ S then involves finding non-negative integers a, b,
c, d1, d2 such that
L(G) ↓ S = 1a/16b/118c/128d1a /128d2b
where we are denoting KS-modules by their degree. Let d = d1 + d2 be the total number of 128-
dimensional factors in the feasible character.
From Section 3.3.1, there are two classes of rational elements in E8 of order 5; these classes have traces
−2 and 23 on L(E8). As all elements of S of order 5 are rational, the Brauer character of S on L(G)
must take one of these values on each such class.
Thus, evaluating Brauer characters on the classes e, 5 and 52 gives the following equations:
248 = a+ 16b+ 118c+ 128d (3.1)
−2 or 23 = a+ 11b+ 53c− 32d (3.2)
−2 or 23 = a+ 6b+ 13c+ 8d (3.3)
By (3.1) we have c ≤ 2, d ≤ 1. The third line must equal 23, since coefficients are non-negative.
Subtracting (3.1) from (3.3) then gives:
45 = 2b+ 21c+ 24d
and so c must be odd, i.e. c = 1. Assuming d = 0 forces b = 12, making (3.1) inconsistent. Therefore
d = 1, which therefore means b = 0, a = 2. Thus we have
L(G) ↓ S = 12/118/128a or 12/118/128b
which are the same up to the action of an outer automorphism of S. This also determines a fusion
pattern from S to G, which is unique up to interchanging classes by an outer automorphism of S. In
similar calculations with G 6= E8, it may be necessary to calculate a feasible character on both L(G)
and another nontrivial KG-module before a fusion pattern is determined. Here, we have
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x ∈ S e 3 32 33 34 35 5 52 53 7 72
χL(G)↓S(x) 248 14 77 5 14 −4 23 23 −2 52 3
Class in G 1A 3C 3D 3B 3C 3A 5G 5G 5C 7N 7H
3.4 Disproving Lie Primitivity
Let G be an exceptional simple algebraic group and let S denote a finite quasisimple subgroup such
that Z(S) ≤ Z(G). In this section, we develop some methods of translating from knowledge of feasible
characters into properties of the possible embeddings S < G.
3.4.1 Fixed Points and Group Cohomology
Let V be a rational KG-module and suppose that S fixes a nonzero vector v ∈ V . Then S lies in the
closed subgroup CG(v) = {g ∈ G | g.v = v}, and
dim(CG(v)) = dim(G)− dim(G.v).
In particular, if dim(V ) < dim(G) then CG(v) is of positive dimension (for example, if V = Vmin as
defined in the introduction). Hence if we can pick v such that CG(v) 6= G then S is not Lie primitive.
If V = L(G), we have a similar conclusion. Recall that any element x ∈ L(G) admits a Jordan
decomposition x = xs + xn into a unique semisimple and nilpotent part. The uniqueness of these
implies that any endomorphism of L(G) which fixes x also fixes xs and xn. Thus if a nonzero vector
is stabilised, so is some nonzero semisimple or unipotent vector.
Lemma 3.5 [Sei91, Lemma 1.3]. Let 0 6= v ∈ L(G) and C = CG(v).
(i) If v is semisimple then C contains a maximal torus of G.
(ii) If v is nilpotent, then Ru(C) 6= 1 and hence C is contained in a proper parabolic subgroup of G.
We are therefore interested in conditions on a feasible character which will guarantee a fixed vector.
To begin, recall that if V and W are KS-modules then we denote by Ext1S(V,W ) the set of equivalence
classes of short exact sequences of S-modules:
0→W → E → V → 0,
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and we have isomorphisms (see [Jan87, Chapter 4]):
Ext1S(V,W )
∼= Ext1S(K,V ∗ ⊗W ) ∼= H1(S, V ∗ ⊗W ),
where H1(S, V ∗ ⊗W ) is the first cohomology group.
The following result is based on [LST96, Lemma 1.2], and is a highly useful tool for deducing the
existence of a fixed vector in the action of S on a module V .
Proposition 3.6. Let S be a finite group and M a finite-dimensional KS-module, with composition
factors W1, . . . ,Wr, of which m are trivial. Set n =
∑
dim H1(S,Wi), and assume H
1(S,K) = {0}.
(i) If n < m then M contains a trivial submodule of dimension at least m− n.
(ii) If m = n and M contains no nonzero trivial submodule, then H1(S,M) = {0}.
(iii) Suppose that m = n > 0, and that for each i we have
H1(S,Wi) = {0} ⇐⇒ H1(S,W ∗i ) = {0} .
Then M has a nonzero trivial submodule or quotient.
Proof. In each case, we proceed by induction on the number r of composition factors of M .
(i) If r = 1 or if M has only trivial composition factors, the result is immediate. So let r > 1 and
assume that M has a nontrivial composition factor. Let W ⊆ M be a submodule which is maximal
such that M/W has a nontrivial composition factor. Let n′ =
∑
dim H1(S,Wi), the sum being
over composition factors of W , and let m′ be the number of trivial composition factors of W . If
n − n′ < m −m′, then by induction M/W would have a trivial submodule, contradicting the choice
of W . Thus n − n′ ≥ m − m′ and so n′ ≤ m′ + (n − m) < m′; by induction, W contains a trivial
submodule of dimension m′ − n′ ≥ m− n.
(ii) Suppose that n = m, that M has no trivial submodule and that H1(S,M) 6= 0, so that there
exists a non-split extension {0} → M → N → K → {0}. Since M contains no trivial submodule,
neither does N . This contradicts (i), since N has m + 1 trivial composition factors, while the sum∑
dim H1(S,Wi) over composition factors Wi of N is equal to m.
(iii) Now suppose n = m > 0. Assume that M has no trivial submodules. We will show that M has
a trivial quotient. Let N be a maximal submodule of M . Then N has no nonzero trivial submodules
(since M doesn’t). Hence H1(S,M/N) = {0}, otherwise N would have a trivial submodule by part
Chapter 3. Preliminary Results 49
(i), a contradiction. By induction on r, we deduce that N has a trivial quotient. Let Q be a maximal
submodule of N such that N/Q is trivial. Then M/Q is an extension of a trivial module by the
irreducible module M/N . By our hypothesis on cohomology groups, we have
Ext1S(M/N,K)
∼= Ext1S(K, (M/N)∗) ∼= H1(S, (M/N)∗) = {0}.
Thus the extension splits and M has a trivial quotient, as required.
3.4.2 Some Representation Theory of Finite Groups
While Proposition 3.6 is widely applicable, it is sometimes possible to infer the existence of a fixed
vector even when it does not apply. In Section 3.4.3 we present an algorithm which determines whether
or not a KS-module can exist which has a prescribed set of composition factors but no nonzero trivial
submodules. To describe this algorithm properly, we give here a survey of preliminary results from
the representation theory of finite groups. A good reference is [Alp86].
Let S be a finite group and K be an algebraically closed field of characteristic p. The group alge-
bra KS admits a K-algebra decomposition into (indecomposable) block algebras Bi, giving also a
decomposition of the identity element:
KS = B1 ⊕B2 ⊕ · · · ⊕Bn,
e = e1 + e2 + . . .+ en.
In turn, this gives a canonical direct-sum decomposition of any KS-module M :
M = e1M + e2M + · · ·+ enM.
We say that a module M belongs to the block Bi if M = eiM (in which case ejM = 0 for all j 6= i). It
is immediate that any indecomposable module lies in a unique block, and that if M lies in the block
Bi, then so do all submodules and quotients of M . Hence if we know a priori to which block each
irreducible KS-module belongs, and if we know the composition factors of some KS-module, we know
that it must split into direct summands accordingly.
Next, recall that the Jacobson Radical rad(V ) of a KS-module V is the intersection of all maximal
submodules of V , or equivalently, is the minimal submodule J of V such that V/J is completely
reducible; we call V/rad(V ) the head of V . Dually, the socle soc(V ) of V is the sum of all irreducible
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submodules of V , or equivalently, is the unique maximal semisimple submodule of V .
A KS-module is called projective if it is a direct summand of a free module, or equivalently, if any
surjection onto it must split. We have the following basic facts (see [Alp86, Chapter II]):
Lemma 3.7. Let V be a finite-dimensional KS-module. Then
(i) There exists a finite-dimensional projective KS-module P such that V/rad(V ) ∼= P/rad(P ).
(ii) This P is unique up to isomorphism.
(iii) V is a homomorphic image of P .
(iv) P/rad(P ) ∼= soc(P ).
(v) dim(P ) is divisible by the order of a Sylow p-subgroup of S.
With V and P as above, we call P the projective cover of V . Projective covers provide a highly useful
computational tool for studying general KS-modules. Every finite-dimensional projective module is
a direct sum of indecomposable projective modules, and these are in 1-1 correspondence with the
irreducible KS-modules {Si} via Pi/rad(Pi) ∼= soc(Pi) ∼= Si. The projective indecomposable modules
are the module direct summands of the group algebra KS, and the projective module Pi occurs
precisely dim(Si) times in a direct-sum decomposition of KS. We thus obtain the formula
r∑
i=1
dim(Pi) dim(Si) = dim(KS) = |S|.
It is well-known that the number of isomorphism types of irreducible KS-modules is equal to the
number of conjugacy classes of S of elements whose orders are coprime to p. Let m be the number of




m where ri ≥ 0, then by
the above lemma the projective cover of V has the form
P = Pn11 + P
n2
2 + . . .+ P
nm
m
with ni ≤ ri for each i.
In addition, a useful fact regarding projective indecomposable modules is the following:
Lemma 3.8. If Pi and Pj are the projective indecomposable modules corresponding to the irreducible
S-modules Si and Sj, then the multiplicity of Si as a composition factor of Pj is equal to the multiplicity
of Sj as a composition factor of Pi.
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Further, if Pi is not simple, then its head and socle are distinct, isomorphic composition factors. We
thus already have a severe restriction on the structure of projective indecomposable modules.
As an example, let S ∼= Alt5 with p = 3. From Section 5.1.1, we know that S has four irreducible
modules S1, ..., S4, of dimension 1, 3, 3 and 4, respectively. These are all self-dual, and therefore so
are the projective covers. Since a Sylow 3-subgroup of S has order 3, and since S1 and S4 do not have
dimension divisible by 3, they cannot be projective. If Pi is the projective cover of Si, we have
60 = dim(P1) + 3(dim(P2) + dim(P3)) + 4 dim(P4)
and we have dim(Pi) ≥ 3, 3, 3, 6 for i = 1, ..., 4. Thus P4 has dimension at most (60−3−9−9)/4 < 10.
The only possibility is that P4 is uniserial with composition series S4|S1|S4. By the above lemma,
P1 therefore has a single factor ∼= S4. By the displayed equation, we thus deduce that S2 = P2 and
S3 = P3 are projective, while P1 has shape S1|S4|S1.
Returning to the general setting, algorithms for constructing and manipulating projective indecompos-
able modules have been implemented in various computational algebra packages. As with calculating
cohomology groups, these implementations are designed to work over finite extensions of the prime
field Q or Fp. However, as with calculating cohomology groups, this is sufficient if we work over a
splitting field (recall from Section 3.3.2 that this is a field containing sufficiently many roots of unity).
A splitting field k for the group S is such that any irreducible kS-module V remains irreducible upon
extension of scalars V ⊗kK to the algebraic closure K of k. In particular, if W is a KS-module, then
the factors occurring in any composition series of W are realisable over k, and thus the shape of a
general KS-module can be determined from calculations involving kS only.
3.4.3 An Algorithm for Finding Fixed Vectors
As above, the submodule structure of projective indecomposable modules for many of the simple
groups in Table 0 can be computed either by hand or using the algorithms mentioned. They thus
provide a powerful tool for studying the possible structure of a module whose composition factors are
known.
Let S be a finite group, K an algebraically closed field, {Si} the irreducible KS-modules and {Pi} the
corresponding projective indecomposable modules. Let V be a KS-module with composition factors
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Sr11 / . . . /S
rm
m . As above, the projective cover of V has the form
P = Pn11 + P
n2
2 + . . .+ P
nm
m
with ni ≤ ri for each i. For computational purposes, it will be useful to find smaller upper bounds for
the ni such that V must still be a quotient of P . For our purposes, the following suffices:
Lemma 3.9. Let S1, ..., Sr be the irreducible KS-modules and P1, ..., Pr the corresponding projective
indecomposables. Let V be a self-dual KS-module having composition factors Si with multiplicity ri,




i be the projective cover of V .
Then n(Pi) + n(P
∗
i ) ≤ ri for all i. In particular, n(Pi) ≤ ri/2 when Si is self-dual.
Proof. If soc(V ) * rad(V ), then we may pick an irreducible submodule W ⊆ soc(V ) such that
W ∩ rad(V ) = {0}. Since V/rad(V ) is semisimple, we then have the composition of surjective maps
V  V/rad(V )W
whose kernel does not intersect W , hence W is an irreducible direct summand, a contradiction. There-
fore we have soc(V ) ⊆ rad(V ). As V is self-dual, we have V/rad(V ) ∼= soc(V )∗. Hence we have






and the result follows as the multiplicity of Si as a composition factor of V is at least the sum of
multiplicities of Si in V/rad(V ) and soc(V ).




m is a self-dual KS-module (in practice V will usually be the
restriction to S of a self-dual KG-module for an algebraic group G). Suppose that V has trivial
composition factors but does not satisfy the hypotheses of Proposition 3.6, and we want to deduce
that V nevertheless contains a trivial KS-submodule.
Let W be the direct summand of V which is minimal subject to being self-dual and containing all
trivial composition factors of V . Then W lies in the principal block (that is, the block to which the
trivial irreducible module belongs), and has no irreducible direct summands. In addition, since W is
self-dual and has no nonzero trivial submodules, it has no nonzero trivial quotients, and hence the
projective cover of W will have no projective indecomposable summand corresponding to the trivial
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0 : Si is trivial or does not lie in the principal block,
bri/2c : Si is nontrivial, self-dual and lies in the principal block,
ri : Si is nontrivial, non-self-dual and lies in the principal block.
Our algorithm therefore proceeds by taking this module P , and iterating through quotients of P ,
looking for modules which:
• are self-dual,
• have composition factor multiplicities bounded by those of V ,
• have precisely as many trivial composition factors as V , and
• have no trivial submodules.
If no such quotients exist, then V must contain a nonzero trivial submodule.
Note that this algorithm is genuinely more widely applicable than Proposition 3.6. For instance,
when p = 2, Alt10 has a feasible character on L(E8) with eight trivial composition factors, but nine
composition factors with nonvanishing first cohomology group (line 5 of Table 5.6.6). This algorithm
nevertheless determines that any module with these composition factors must have a trivial submodule
(see Section 4.4.8).
3.5 Connected Overgroups
Suppose that, using the theory already outlined in this chapter, we have deduced that a finite simple
subgroup S of an exceptional simple algebraic group G is not Lie primitive. For the conclusion of
Theorem 1, we wish to prove that S lies in a proper connected subgroup of G. The aim of this section
is Proposition 3.11, which guarantees this in all but a few cases. We begin with a preliminary lemma.
Lemma 3.10. Let S be a non-abelian finite simple subgroup of an adjoint exceptional simple algebraic
group G. Suppose that S normalises a maximal torus T of G, so that S is isomorphic to a subgroup
of W (G) ∼= NG(T )/T . Then either S lies in a proper subsystem subgroup of G, or G = E6 and
S ∼= PSp4(3), or G = E7 and S ∼= L2(8), U3(3) or Sp6(2).
Proof. The exceptional Weyl groups and their subgroup structure are well-known (for instance, see
3.5 Connected Overgroups 54
[Wil09, §§2.8.4, 3.12.4]. The Weyl groups of type G2 and F4 are soluble, and hence G is not one of
these types. The remaining groups are W (E6), which has an index-2 subgroup ∼= PSp4(3), W (E7) ∼=
2×Sp6(2) and W (E8), which is a non-split extension of GO+8 (2) by a group of order 2. Since these are
all classical groups, their subgroup structure can be inferred from (for example) the book of Kleidman
and Liebeck [KL90]. The facts mentioned here are also straightforward to verify on a computer, for
example using Magma.
If G is of type E6, then besides the subgroup PSp4(3) as in the statement of the lemma, there are
three conjugacy classes of non-abelian simple subgroups of W = W (E6). There are two classes of
subgroups ∼= Alt5, and each of these subgroups lies in a subgroup ∼= Alt6. These latter subgroups are
all conjugate in W . On the other hand, the Levi subgroup of G of type A5 gives rise to a class of
subgroups ∼= W (A5) ∼= Sym6 of W , and hence each alternating subgroup lies in one of these. Hence
if S ∼= Alt5 or Alt6 then TS lies in a Levi subgroup of G of type A5, as required.
Similarly, for G = E7 we have W ∼= 2 × Sp6(2), and the simple subgroups of W are either ∼= L2(8),
U3(3) or Sp6(2) as in the statement of the lemma, or lie in the Weyl group of a subsystem subgroup
X; the possibilities are S ∼= Alt5 or Alt6 with X of type D6, Alt8 with X of type A7 or PSp4(3) with
X of type E6. Thus if S is not of the first three isomorphism types, it lies in a proper subsystem
subgroup of G.
Finally for G = E8, W is a non-split central extension of GO
+
8 (2) by a group of order 2. The non-
abelian simple subgroups of W each lie in a subgroup L2(7) ≤ W (D8) (2 classes), Sp6(2) ≤ W (E7),
Alt9 ≤W (A8) or Alt5 ≤W (A4A4) (2 classes), and S must lie in a proper subsystem subgroup.
Proposition 3.11. Let S be a non-abelian finite simple subgroup of an adjoint exceptional simple
algebraic group G which is not Lie primitive. Then either S lies in a proper connected subgroup of G,
or G and the isomorphism type of S appear in the table below.
G Type of S
G2, F4 None
E6 Alt5, PSp4(3)
E7 Alt5, Alt6, L2(7), L2(8), U3(3), Sp6(2)
E8 Alt5 - Alt7, L2(7)
Proof. Assume that S lies in no proper connected subgroup of G. Since S is not Lie primitive, it
lies in a subgroup of positive dimension and normalises the identity component. Let X be minimal
among connected S-stable subgroups. Then X is reductive, otherwise S would normalise a nontrivial
connected unipotent subgroup and would thus lie in a proper parabolic subgroup of G. By minimality,
X is either semisimple or a torus.
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If X is a torus, then S normalises L
def
= CG(X) which is a Levi subgroup of G. Then either L
′ is
nontrivial (and S normalises a proper subsystem subgroup of G), or L is a maximal torus, in which
case G and the isomorphism type of S appear in the table above by Lemma 3.10.
We may therefore assume that S normalises a proper semisimple subgroup of G. Let D be a minimal
such subgroup. Now, S cannot centralise any simple factor of D, as S would then centralise a nontrivial
torus and lie in a Levi subgroup. So now identify S with its image in NG(D)/CG(D). We get a
homomorphism NG(D)/CG(D)→ Symt, where t is the number of simple factors of D. By minimality
of D, the image of S must be transitive, and thus nontrivial if t > 1.
If t = 1 then D is simple and S < Aut(D). As S  D by assumption, S maps nontrivially to
Aut(D)/Inn(D), which is generated by graph morphisms and hence is soluble, a contradiction.
If 1 < t < rank(G) then S is isomorphic to a subgroup of Sym5 with G = E6, Sym5 or Sym6 with
G = E7, or Sym5, Sym6 or Sym7 with G = E8, which appear in the table above.
Finally if t = rank(G) then D is a subsystem subgroup, and (D,G) = (A81, E8) or (A
7
1, E7). The
normalisers NG(D) are then given by [LS04, Corollary 2]; the only non-abelian simple subgroup of
NG(D)/D in each case is isomorphic to L2(7), which appears in the table above.
3.6 Reductive Overgroups and NAut(G)(S)-Stability
Suppose that we have proved that the finite simple subgroup S of our exceptional algebraic group G
must lie in a proper connected subgroup. In order to prove Theorem 1(ii) and its corollaries, we need
to show that this connected overgroup, call it X, can be taken to be NAut(G)(S)-stable.
Now, eitherX is reductive (and then S lies in the derived subgroup, which is semisimple), orRu(X) 6= 1
and S normalises a nontrivial connected unipotent subgroup. Then S lies in a proper parabolic
subgroup of G (see [Hum75, §30.3]). The strategies we will employ in each case are quite different.
Assume for now that S lies in a semisimple subgroup. The case when S is known to lie in a parabolic
subgroup is considered separately (Section 3.7).
3.6.1 Representations of Semisimple groups
The strategy we outline here for proving Theorem 1(ii) depends on the representation theory of
semisimple groups. We therefore begin with some preparatory lemmas. A standard reference for this
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material is [Jan87].
Let G be an arbitrary semisimple group over the algebraically closed field K, and recall that WG(λ) and
VG(λ) respectively denote the Weyl module and irreducible module for G of high weight λ. Recall also
that for rational KG-modules V and W , we denote by Ext1G(V,W ) the set of all rational extensions
of V by W , modulo equivalence.
Lemma 3.12 [Cli+77, Prop. 3.10]. If λ, µ are dominant weights for G with λ not less than µ, then
Ext1G(VG(λ), VG(µ))
∼= HomG(rad(WG(−woλ)), VG(µ)),
where wo is the longest word in the Weyl group.
This lemma is useful in determining the structure of the adjoint module L(G) and minimal module
Vmin when restricted to a (connected) simple subgroup, particularly since the module structure of the
Weyl modules encountered in this thesis can be calculated on a computer (for instance, using the
GAP package of S. Doty mentioned earlier). If we have S < H < G for such a subgroup, it therefore
provides more constraints on the possible shape of L(G) ↓ S.
Another result of use in this direction is the following.
Lemma 3.13 [Sei91, Lemma 1.6]. In a short exact sequence of KG-modules
() : 0→ VG(λ)→M → VG(µ)→ 0,
one of the following occurs:
(i) The sequence () splits,
(ii) λ < µ and M is a quotient of the Weyl module WG(µ),
(iii) µ < λ and M∗ is a quotient of the Weyl module WG(−woλ).
Corollary 3.14. If M is a KG-module whose composition factors have high weights {µi}, such that
Weyl modules WG(µi) are all irreducible, then M is completely reducible.
Next, recall that a spin module for G is the irreducible module VG(λn) for G = Bn (of dimension 2
n),
or VG(λn−1) or VG(λn) for G = Dn (of dimension 2n−1).
Lemma 3.15 [LS96, Lemma 2.7]. Let Y = Bn (n ≥ 3) or Dn+1 (n ≥ 4), and let X be either a Levi
subgroup Br (r ≥ 1) or Dr (r ≥ 3) of Y , or a subgroup Bn of Y = Dn+1. If V is a spin module for
Y , then all composition factors of V ↓ X are spin modules for X.
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3.6.2 Theorem 1(ii) for Semisimple Overgroups
The strategy we now give for proving Theorem 1(ii) is based on the following result, which is
Proposition 1.12 of [LS98b]. Recall that if M is a G-module with corresponding representation
ρ : G → GL(M), the conjugate M τ of M by an (abstract) automorphism τ of G is the module
corresponding to the representation τρ : G→ GL(M). If G is an algebraic group and if τ is continu-
ous and M is rational, then clearly M τ is also rational.
Proposition 3.16. Let G be a simple algebraic group over K, and let φ : G → G be a morphism
which is an automorphism of abstract groups.
(i) Suppose that Gφ is not a finite Suzuki or Ree group, and let V be a G-composition factor of
L(G). If M is a subspace of V , then (GM )
φ = GM ′ for some subspace M
′ of V .
(ii) Suppose Gφ is a finite Suzuki or Ree group, and let V1, V2 be the two G-composition factors of
L(G). If M is a subspace of Vi (i = 1, 2), then G
φ
M = GM ′ for some subspace M
′ of M3−i.
(iii) Let S be a φ-stable subgroup of G, and let M be the collection of all S-invariant subspaces of all
G-composition factors of L(G). Then the subgroup
⋂
W∈MGW of G is φ-stable.
Of particular interest to us here is part (iii). If X is a positive-dimensional subgroup of G containing
the finite subgroup S, such that every S-submodule of every G-composition factor of L(G) is an X-
submodule, then the group
⋂
W∈MGW in (iii) contains X, and is therefore also of positive dimension.
Applying this result for each morphism φ ∈ NAut(G)(S), we may take X to be NAut(G)(S)-stable, as
in the conclusion of Theorem 1(ii).
We will encounter cases in Chapter 4 when, for X a minimal semisimple subgroup containing S, not
every S-submodule of L(G) is necessarily an X-submodule. It is thus of interest to extend the above
result, which we do by mimicking the proof given in [LS98b].
Proposition 3.17. Let G be a simple algebraic group over K, let φ : G→ G be a morphism which is
an automorphism of abstract groups.
(i) Let V =
⊕
VG(λi) be a completely reducible KG-module such that the set {λi} is stable under
all graph morphisms of G. If M is a subspace of V , then (GM )
φ = GMδ where δ is an invertible
semilinear transformation : V → V depending on φ but not on M .
(ii) Suppose also that S is a φ-stable subgroup of G. Then for each KS-submodule M of V , the sub-
space Mδ is a KS-submodule, of the same dimension as M , which is irreducible, indecomposable
or completely reducible if and only if M has the same property.
3.6 Reductive Overgroups and NAut(G)(S)-Stability 58
Proof. (i) Let V correspond to the representation ρ : G → GL(V ). We may write φ = yτσ where y,
τ and σ are (possibly trivial) inner, graph and field morphisms of G, respectively. By assumption,
the representations ρ and τρ of G are equivalent, since they are completely reducible with identical
high weights. Hence if σ is a q-power field automorphism, where q = pe ≥ 1, then the high weights
of φρ are {qλi}. There is therefore a q-power field automorphism ω of GL(V ) such that φρ and ρω
are equivalent. The automorphism ω is induced by a semilinear transformation V → V which we
shall also denote by ω. Then yω = ω−1yω for y ∈ GL(V ). Thus, identifying each g ∈ G with its
image gρ ∈ GL(V ), there exists x ∈ GL(V ) such that gφ = gωx = x−1ω−1gωx, for all g ∈ G. Writing
δ = ωx, this gives δgφ = gδ for all g ∈ G, and we have
(vδ)gφ = (vg)δ
for all v ∈ V , g ∈ G. If M is a subspace of V , and m ∈ M , g ∈ GM , then (mδ)gφ = (mg)δ ∈ Mδ,
and hence gφ ∈ GMδ. Therefore (GM )φ ≤ GMδ. For the reverse inclusion, if g ∈ GMδ, then by the






for some m′ ∈M . Therefore mgφ−1 = m′ and gφ−1 ∈ GM , so g ∈ (GM )φ as required.
(ii) If M is a KS-submodule of V , then the displayed equation above, applied to the elements of
S = Sφ, tells us that S preserves the subspace Mδ of V . It is clear that M and Mδ have the same
dimension, since δ is invertible. If W ⊆ M is a nonzero KS-submodule of M , then Wδ is a nonzero
KS-submodule of Mδ, and M = M1 + M2 as KS-modules if and only if Mδ = M1δ + M2δ, proving
the final claim.
As an immediate corollary of (ii), we get
Corollary 3.18. With S a subgroup of G and V a KG-module as in Proposition 3.17(i), let φ be a
morphism in NAut(G)(S). Let M be one of the following:
• The set of all KS-submodules of V ,
• The set of all KS-submodules of V whose dimension lies in a prescribed set,
• The set of irreducible KS-submodules of V ,
• The set of irreducible KS-submodules of V whose dimension lies in a prescribed set.
Then the intersection H =
⋂
W∈MGW is φ-stable.
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Further, if some member of M is not G-stable, then H is proper. If S lies in a positive-dimensional
subgroup X such that each member of M is X-invariant, then H is a positive-dimensional. If X is
connected, then S lies in H◦, which is connected and φ-stable.
Thus with S < X as above, we are interested in technique for spotting when KS-submodules of a
given KX-module are X-invariant. The following result, which is [LS98b, Proposition 1.4], provides
such a method.
Lemma 3.19. Let X be an algebraic group over K and let S be a finite subgroup of X. Suppose V is
a finite-dimensional rational KX-module satisfying the following conditions:
(i) every X-composition factor of V is S-irreducible,
(ii) for any X-composition factors M,N of V , the restriction map
Ext1X(M,N) → Ext1S(M,N) is injective,
(iii) for any X-composition factors M , N of V , if M ↓ S ∼= N ↓ S, then M ∼= N as X-modules.
Then X and S fix precisely the same subspaces of V .
Here, conditions (i) and (iii) are straightforward to verify. Condition (ii) can often be checked by
showing that the Ext-groups in question are trivial.
The proof of Lemma 3.19 given in [LS98b] uses condition (ii) only to deduce that an indecomposable
X-submodule of V is indecomposable as an S-module. This allows us to immediately deduce the
following related results:
Proposition 3.20. The conclusion of 3.19 holds if we replace condition (ii) with either:
(ii′) Each indecomposable KX-submodule of V is indecomposable as a KS-module.
(ii′′) As a KX-module, V is completely reducible.
Proof. Note that, assuming condition (i), we have implications (ii′′) ⇒ (ii′), and (ii) ⇒ (ii′). Thus it
suffices to assume that (i), (ii′) and (iii) hold. From here we proceed as in [LS98b], by induction on
dim V . It suffices to show that each irreducible S-submodule of V is X-invariant.




. For a contradiction, suppose that
U 6= W . If U were irreducible for X, it would be irreducible for S by (i), contradicting U 6= W . Thus
there exists a proper, irreducible X-submodule W0 of W .
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Consider V/W0. Then S fixes the subspace (W + W0)/W0 of this, and by induction we deduce that
X fixes W +W0. Hence U = W +W0 (vector space direct sum). Since W and W0 are irreducible as
S-modules, this is also a direct-sum decomposition of U into S-submodules. Thus U is not indecom-
posable as an S-module, and hence by (ii′) is also not indecomposable as an X-module. Hence there
is an X-submodule W1 of U such that
U = W +W0 = W1 +W0
where W is S-isomorphic to W1. If W is not S-isomorphic to W0, then W and W0 are the only
irreducible S-submodules of U , so W = W1 and W is X-invariant, a contradiction. Thus W is
S-isomorphic to W0, and thus W0 and W1 are X-isomorphic. Now W ⊆W1 +W0, and we have
W = {w + wφ : w ∈W1}
for some S-isomorphism φ : W1 → W0. But if α is any X-isomorphism : W1 → W0, then αφ−1 :
W1 → W1 is an S-isomorphism, hence by Schur’s Lemma we have αφ−1 = λ.idW1 for some λ ∈ K∗.
Hence φ = λ.α is an X-isomorphism, and W is fixed by X, which is a contradiction. Therefore W = U ,
as required.
3.7 Parabolic Subgroups
In this section we let G be a connected reductive algebraic group. We now detail some theory of
parabolic subgroups of G, in order to derive results in the same vein as the previous section when a
finite subgroup S lies in such a parabolic.
Fix a maximal torus T of G with corresponding root system Φ, let Π be a base of simple roots, and let
Φ+ be the corresponding positive roots. Then any subset I ⊆ Π generates a root subsystem ΦI ⊆ Φ,
and we have a corresponding standard parabolic subgroup
PI =
〈
T,Uα, U±β : α ∈ Φ+, β ∈ I
〉
where Uγ is the root subgroup corresponding to the root γ. The unipotent radical of PI is then
QI =
〈
Uα : α ∈ Φ+, α /∈ ΦI
〉
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and the standard Levi complement is
LI = 〈T,U±β : β ∈ I〉 .
Every parabolic subgroup of G is conjugate to precisely one the PI . The Weyl group of G is W
def
=
NG(T )/T , and this acts naturally on Φ, inducing an action of NG(T ) also. For any subset I of Π we
get a corresponding subgroup WI , generated by the simple reflections in the roots in I.
3.7.1 Parabolic Subgroups of Classical Groups
If G is simple of classical type (An, Bn, Cn or Dn), then parabolic subgroups of G have a straightfor-
ward characterisation in terms of the natural module V
def
= VG(λ1) (see [LS96, pp. 32-33]).
Call a subgroup of G non-parabolically embedded if it lies in no proper parabolic subgroup of G.
Lemma 3.21. Let S be a non-parabolically embedded closed subgroup of a classical simple algebraic
group G. Then one of the following holds:
• G = An and S is irreducible on V ,
• G = Bn, Cn or Dn and V ↓ S = V1 ⊥ · · · ⊥ Vk with the Vi all nondegenerate, irreducible and
inequivalent as S-modules,
• G = Dn, p = 2 and V ↓ S = V1 ⊥ · · · ⊥ Vk with the Vi all nondegenerate, V2, . . . , Vk irreducible
and inequivalent, and V1 giving a non-parabolic embedding of S into Bm−1, where dim(V1) = 2m.
Thus determining when a finite simple group S admits non-parabolic embeddings into a given classical
group is straightforward if we know the dimension and Frobenius-Schur indicator of each irreducible
S-module. Note that such an embedding is also called G-irreducible by J-P. Serre [Ser04] and others;
we will avoid this terminology here so as to avoid confusion with an irreducible action on the natural
G-module.
3.7.2 The Filtration of the Unipotent Radical
With G a semisimple algebraic group, let P be a parabolic subgroup of G, with unipotent radical Q
and Levi factor L. We recall some information from [ABS90]. Replacing P by a conjugate, we can
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assume that P is the opposite of a standard parabolic subgroup, that is,
P = 〈B,U−α : α ∈ I〉
where I ⊂ Π is a subset of the simple roots and B is the Borel subgroup containing all root subgroups
corresponding to positive roots. We have Q = Ru(P ) = 〈U−β : β ∈ Φ+ \ I〉.
An arbitrary root β ∈ Φ can be written as β = βI+βI′ where βI =
∑












shape(β) = βI′ .
and we have a chain of subgroups Q(i) = 〈U−β : level(β) ≥ i〉.
Call (G, char K) special if it is one of (Bn, 2), (Cn, 2), (F4, 2), (G2, 2) or (G2, 3).
Lemma 3.22. The subgroups Q(i) are each normal in P . There is a natural KL-module structure on
the quotient groups Q(i)/Q(i + 1), with decomposition Q(i)/Q(i + 1) =
∏
VS, the product being over
all shapes S of level i. Each VS is an indecomposable KL-module of highest weight β where β is the
unique root of minimal height and shape S. If (G, p) is not special, then VS is irreducible.
Given G and the subset I of simple roots corresponding to P , it is a matter of straightforward
combinatorics to calculate the modules occurring in this filtration, as laid out in [ABS90]. A quick
summary for the exceptional groups is provided by the following lemma, which is [LS96, Lemma 3.1].
Lemma 3.23. If P = QL is a parabolic subgroup of an exceptional algebraic group G and L0 is a
simple factor of L, then the possible high weights λ of nontrivial L0-composition factors occurring in
the module filtration of Q are as follows:
• L0 = An: λ = λj or λn+1−j (j = 1, 2, 3);
• L0 = A2: G = F4, λ = 2λ1, 2λn;
• L0 = A1: G = G2, λ = 3λ1;
• L0 = Bn, Cn: G = F4, n = 2 or 3, λ = λ1, λ2 or λ3;
• L0 = Dn: λ1, λn−1 or λn;
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• L0 = E6: λ = λ1 or λ6;
• L0 = E7: λ = λ7.
3.7.3 Cohomology and Complements to Unipotent Radicals
The information above can be used to deduce that a subgroup X of a parabolic subgroup P = QL lies
in a conjugate of the Levi factor L (note that this includes the case that X is finite). We first recall
some results from group cohomology.
Let X be an algebraic group acting continuously on an abelian algebraic group V via (x, v) 7→ xv.
Recall that for an algebraic group, we define H1(X,V ) to be the quotient of the additive group
Z1(X,V ) of rational 1-cocycles by the subgroup B1(X,V ) of 1-coboundaries.
Then in the semidirect product V X, closed complements to V are parameterised by rational cocycles
via the map γ 7→ {γ(x).x : x ∈ X}, giving a bijection between elements of H1(X,V ) and conjugacy
classes of closed complements.
Proposition 3.24. Let X be a closed subgroup of a parabolic subgroup P = QL of G, where Q
is the unipotent radical and L the Levi factor, and suppose X ∩ Q = 1. Then the KL-modules
Vi = Q(i)/Q(i+ 1) also have the structure of KX-modules, and if H
1(X,Vi) = {0} for all i, then all
complements to Q in QX lie in a conjugate of the Levi subgroup L.
In particular, this applies if X is reductive or a non-abelian finite simple group.
Proof. Clearly, X acts on the Vi by conjugation (since each Q(i) C P ), giving them a KX-module
structure. We then appeal to the following:
Lemma 3.25. In the situation above, all copies of X in the semidirect product QX are Q-conjugate.
Proof. We work by induction on i, proving that all copies of X in (Q/Q(i))X are Q/Q(i)-conjugate.
When i = 1 we have Q/Q(i) = V1 and the vanishing cohomology group gives the result. Now assume
this holds for some i ≥ 1. If Q(i) = {0} then we are done, so suppose not and let Y be a complement
to Q/Q(i+ 1) in (Q/Q(i+ 1))X. Then we have the projection pi : (Q/Q(i+ 1))X → (Q/Q(i))X, and
by the inductive hypothesis, we may replace Y by a conjugate such that pi(Y ) = X. Then we have
Y = {φ(x).x : x ∈ X}
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for some rational map φ : X → Q/Q(i + 1), whose image lies in the kernel of the projection
Q/Q(i+ 1)→ Q/Q(i), which is Q(i)/Q(i+ 1). Hence φ ∈ Z1(X,Vi) = B1(X,Vi) and Y is conjugate
to X, as required.
To complete the proof of Proposition 3.24, let X be a closed subgroup of P = QL such that X∩Q = 1.
Then the Levi factor L contains an isomorphic copy of X, namely the image of X under the projection
P  L. This is a complement to Q in QX, and is thus conjugate to X by the above.
Corollary 3.26. If X is a closed subgroup of G, such that any X-composition factor V of L(G) with
H1(X,V ) 6= {0} is self-dual and occurs with multiplicity one, then whenever X lies in a parabolic
subgroup of G, it lies in a conjugate of the corresponding Levi factor.
In particular, if H1(X,V ) = {0} for any X-composition factor of L(G), then X lies in a Levi factor
of any parabolic subgroup containing it.
Proof. If V is any KX-module occurring in the filtration of the unipotent radical Q of a parabolic
subgroup P containing X, then V occurs as an X-submodule of L(P ) ⊂ L(G), and its dual occurs
as an X-submodule of L(Qop), the unipotent radical of the opposite parabolic subgroup, hence in
L(G)/L(P ), see [ABS90, Remark 6, p. 561]. Thus either V occurs with multiplicity > 1, or V  V ∗.
By hypothesis, we have H1(X,V ) = {0}.
3.7.4 Parabolic Overgroups and NAut(G)(S)-Stability
Let S be a finite simple subgroup of our exceptional algebraic group G, and suppose that S lies in a
proper parabolic subgroup of G. Here we outline some further tools for deducing the existence of a
proper, positive-dimensional NAut(G)(S)-stable subgroup of G containing S. In this section we make
use of much standard material, see for example [Car85, Section 2.8].
Fix a maximal torus T of G, let Φ be the set of roots with base Π of simple roots, with corresponding
positive roots Φ+. For each element w of the Weyl group W (G) = NG(T )/T , fix a representative
w˙ ∈ NG(T ). Finally, let φ ∈ NAut(G)(S) be a morphism.
Suppose S < PI , a standard parabolic subgroup of G corresponding to the subset I ⊆ Π. Then P φ is
another parabolic subgroup of G, hence equals P gJ for some g ∈ G and some subset J of simple roots
such that I and J generate isomorphic root subsystems. We thus have
S ≤ PI ∩ P φI = PI ∩ P gJ .
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and by [Car85, Prop. 2.8.2], the right-hand group is conjugate to PI ∩ P w˙J where
w ∈ DI,J def=
{
x ∈W : x(I) ⊆ Φ+, x−1(J) ⊆ Φ+} .
Further, by [Car85, Prop. 2.8.3] we have
LK ≤ PI ∩ P w˙J ≤ PK
where K = I ∩ w(J). If we take I to be minimal subject to PI containing S, we therefore have
K = I = w(J).
As this stage, by determining the action of the Weyl group on the roots, it is possible to determine
useful information about the subgroup PI ∩ P w˙J in certain cases.
Proposition 3.27. Let P = PI be a maximal parabolic subgroup of the exceptional simple algebraic
group G, so |I| = |Π| − 1, and let J be another subset of simple roots such that w(J) = I for some
w ∈ DI,J . Then PI ∩ P w˙J is equal to either PI or the Levi factor LI .
Proof. From the paragraph above, we have LI ≤ PI ∩ P w˙J ≤ PI . The unipotent radical Ru(PI ∩ P w˙J )
is generated by those positive root subgroups Uα ≤ Ru(PI) such that α = w(β) for some β with
Uβ ≤ Ru(PJ) (see [Car85, 2.8.7 and 2.8.8]). Note in particular that these all correspond to positive
roots.
Now for G 6= E6, a maximal proper subset of simple roots is determined by the type of root system it
generates and the relative lengths of the roots in each component, and these are invariant under the
action of the Weyl group. Thus either I = J or G = E6 and I, J generate isomorphic subsystems, of
type D5 or A1A4.
At this point, we can calculate those those w ∈ DI,J such that w(J) = I. We illustrate with the case
of G = E6, J = {α2, . . . α6} so J generates a subgroup of type D5. Letting si denote the reflection in
the i-th simple root of G, we find that
w =
 e : I = J,s1s3s4s2s5s4s3s1s6s5s4s2s3s4s5s6 : I = {α1, . . . α5}.
If w = e, then PI ∩ P w˙J = PI as claimed. In the second case, the unipotent radical of PJ is generated
by sixteen positive root subgroups (corresponding to those roots with positive α1 coefficient). We find
that w sends each of these roots to a negative root; for instance w sends α1 to the negative of the
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highest root. Hence the image of Ru(PJ) under w contains no positive root subgroups, so Ru(PI ∩P w˙J )
is trivial and PI ∩ P w˙J = LI , as required.
With identical calculations in each other case, we find that DI,J has at most one nontrivial element,
and when such an element exists, it sends every (positive) root subgroup of Ru(PJ) to a negative root
subgroup, and therefore Ru(PI ∩ P w˙J ) = 1 and PI ∩ P w˙J = LI , as required.
Corollary 3.28. Let G be an exceptional simple algebraic group, let S < G be a non-abelian finite
simple subgroup of G and let φ ∈ NAut(G)(S) be a morphism. Suppose that S lies in some maximal
parabolic subgroup PI of G and in no smaller parabolic subgroup. Then either PI is φ-stable or S lies
in a conjugate of the Levi factor of PI .
Proof. We have S < PI ∩P φJ , which is conjugate to PI ∩P w˙J for some w ∈ DI,J with w(J) = I. Hence
Proposition 3.27 applies and either PI ∩ P w˙J = LI , in which case S is conjugate to a subgroup of LI ,
or PI ∩ P w˙J = PI = PI ∩ P φI , that is, PI is φ-stable.
Note that the proof of Proposition 3.27 can still be used to give information when our finite simple
group S lies in a parabolic subgroup which is not maximal. For example, by calculating the action
of elements of DI,J on the root subgroups in Ru(PI), it may be possible to embed S into a proper
subgroup of PI . Then in order to show that S lies in a conjugate of the Levi factor of PI , we only
need the cohomology groups H1(S, V ) to vanish for those modules V occurring in the filtration of the
unipotent radical of Ru(PI ∩ P w˙J ).
3.8 Proof of Theorem 6 from Theorem 1(ii)
Suppose now that S /∈ Lie(p) is a non-abelian finite simple subgroup of the exceptional simple algebraic
group G satisfying the conclusion of Theorem 1(ii), so that there is a proper, connected, NAut(G)(S)-
stable subgroup S¯ of G containing S. We wish to deduce the conclusion of Theorem 6 for S.
Let σ be a Frobenius morphism of G such that L = Op
′
(Gσ) is a finite simple group, let L ≤ L1 ≤
Aut(L), and suppose that X < L1 is a maximal subgroup with socle S. From the classification of
finite simple groups, it follows that Aut(L)/L is soluble, hence S ∩ L = S and S is fixed pointwise by
σ.
Now, every automorphism of L extends to a morphism G→ G (e.g. see [Car72, p. 12.2]). Thus every
element of X extends to a morphism in NAut(G)(S). Clearly σ ∈ NAut(G)(S) also, and hence by the
conclusion of Theorem 1, the connected subgroup S¯ is X〈σ〉-stable. Let Y be maximal among proper,
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connected, X〈σ〉-stable subgroups containing S¯. By the above paragraph, Op′(Yσ) contains S, hence
is nontrivial.
Now, we have
X ≤ NL1(Y ) ≤ L1
and if NL1(Y ) = L1 then L normalises the nontrivial subgroup O
p′(Yσ), which is proper as Y is
connected and proper in G, and this contradicts the simplicity of L.
Hence by the maximality of X in L1 we have X = NL1(Y ) ≥ Op
′
(Yσ). In particular, if Y is not
reductive then X normalises the nontrivial p-subgroup Ru(Y )σ of L1, a contradiction. Hence Y is
reductive, and therefore S = Op
′
(Yσ), contradicting S /∈ Lie(p).
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Chapter 4
Proof of Theorem 1
To prove Theorem 1, we now proceed on a case-by-case basis, studying each feasible character in the
tables of Chapter 5. In each case, G will denote the adjoint exceptional simple algebraic group in
question (over K, algebraically closed of characteristic p ≥ 0), and S will denote the finite subgroup
being studied. For each G we fix a maximal torus T of G, a set Π of simple roots relative to T , and
we let W (G) be the Weyl group of G, identified with NG(T )/T .
4.1 G = F4
Recall from Theorem 0 that the finite simple groups S /∈ Lie(p) embedding into G = F4(K) for K an
algebraically closed field of characteristic p ≥ 0 are the following:
Alt5−6, L2(7), L2(8), L2(13), L2(17), L2(25), L2(27), L3(3), U3(3), 3D4(2),
Alt7 (p = 2, 5), Alt9−10 (p = 2), M11 (p = 11), L4(3) (p = 2), J1 (p = 11), J2 (p = 2).
The following is Theorem 1 for G = F4.
Proposition 4.1. Let S be a non-abelian finite simple subgroup of G = F4(K), where K is algebraically
closed of characteristic p ≥ 0, and suppose that S is not isomorphic to a member of Lie(p).
(i) If S is isomorphic to one of the following, then S lies in a proper connected subgroup S¯ of G:
Alt5, Alt7, Alt9, Alt10 M11, J1, J2, Alt6 (p = 5), L2(7) (p = 3), L2(17) (p = 2), U3(3) (p 6= 7).
(ii) If S is isomorphic to one of the following, then S¯ in (i) can be chosen to be NAut(G)(S)-stable:
Alt7, Alt9, Alt10, M11, J1, J2, Alt6 (p = 5), L2(17) (p = 2), U3(3) (p 6= 7).
Chapter 4. Proof of Theorem 1 69
Note for S ∼= Alt5, we prove (i) with p = 3 only. For p ∈ {2, 5} this is in Lie(p), while for other
characteristics, this is shown by Frey in [Fre98a, Section 4].
4.1.1 S ∼= Alt10, p = 2
Here L(G) is 52-dimensional, with 26-dimensional composition factors VG(λ1) and VG(λ4) (Proposition
2.2). Let S ∼= Alt10 be a subgroup of G, so that some line of Table 5.3.1 gives the composition factors
of S on L(G) and on VG(λ4). We see that S acts irreducibly on one factor of L(G), and on the other
with composition factors 12/8/16. Let W be the latter. By Section 5.1.1 we have dim H1(S, 8) = 1
and dim H1(S, 16) = {0}, and therefore we have
∑
dim H1(S,M) = 1
where the sum is over S-composition factors M of W . Hence by Proposition 3.6, S fixes a nonzero
vector v of W , and is thus contained in the proper subgroup CG(v). We have
dim(CG(v)) = dim(G)− dim(G.v) ≥ 52− 26 = 26,
and therefore S is not Lie primitive in G. By Proposition 3.11, S lies in a proper connected subgroup
of G and Proposition 4.1(i) holds for S.
Now, by Theorem 2.3, the maximal connected subgroups of G are either reductive of maximal rank
or parabolic. A non-abelian simple group embeds into a parabolic subgroup P = QL of G if and only
if it embeds into the Levi factor L, since it must have trivial intersection with the (soluble) kernel of
the projection P  L. Since S has no nontrivial modules of dimension ≤ 7 (Section 5.1.1), and since
2.S has no nontrivial irreducible modules as p = 2, S cannot embed in a subgroup B3, C3 or A2, and
S therefore does not lie in a parabolic subgroup of G.
Thus S lies in a semisimple subgroup of G; by [LS96, Table 8.4], the only such subgroups of dimension
≥ 26 are the B4, C4 and D4 subsystem subgroups. Again by Section 5.1.1, S cannot lie in a D4-type
group as it does not preserve a quadratic form on its 8-dimensional irreducible module.
So let X be a simple subgroup of type B4 or C4 containing S. Using [LS96, Table 8.4] and Proposition
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2.2, we have
VG(λ1) ↓ B4 = VB4(λ2)
VG(λ4) ↓ B4 = 02/VB4(λ1)/VB4(λ4)
VG(λ1) ↓ C4 = 02/VC4(2λ1)/VC4(λ4)
VG(λ4) ↓ C4 = VC4(λ2).
By Proposition 2.2, the Weyl module WB4(λ4) is irreducible of dimension 16, while WB4(λ1) has
composition factors VB4(λ1)/0. Hence by Lemma 3.12 the irreducible module VB4(λ4) cannot extend
any other composition factors of VG(λ4), and is therefore a direct summand of VF4(λ4) ↓ B4. Also
L(C4) ⊆ L(G) has composition factors 02/VC4(2λ1)/VC4(λ2), hence L(C4) contains the G-submodule
VG(λ4), and so
VG(λ1) ∼= L(G)/VG(λ4) L(G)/L(C4) ∼= VC4(λ4).
That is, VG(λ1) ↓ C4 has a quotient VC4(λ4), which must be a submodule and therefore a direct
summand as VG(λ1) is self-dual.
So let V = VG(λ1) + VG(λ4). We have just deduced that the unique 16-dimensional X-composition
factor of high weight λ4 is a direct summand of V , call this summand M . The restriction of M to S
is then the unique 16-dimensional irreducible S-submodule of V . Hence if we let H = (GM )
◦ (where
GM is the subspace stabiliser), we have S < X ≤ H < G. Applying Corollary 3.18, H is stable under
any morphism φ : G → G preserving S, hence is NAut(G)(S)-stable, and Proposition 4.1(ii) holds in
this case.
4.1.2 S ∼= Alt9, p = 2
In this case (Table 5.3.2), one of the 26-dimensional G-composition factors of L(G), call it W , restricts
to S with composition factors 12/8a/8b/8c. By Section 5.1.1, we have H
1(S,M) = {0} for each
composition factor M here. Hence, since each nontrivial composition factor occurs with multiplicity
one and is self-dual, it follows that S is completely reducible on W . Hence S fixes a nonzero vector v
and is contained in the proper subgroup CG(v), of dimension dim(G)− dim(G.v) ≥ 52− 26 = 26. By
Proposition 3.11, S lies in a proper connected subgroup of G and Proposition 4.1(i) holds for S.
By Section 5.1.1, Alt9 has no nontrivial modules of dimension ≤ 7, hence admits no embedding into
a subgroup B3, C3, A1 or A2. Hence S lies in no parabolic subgroup, and thus lies in a semisimple
subgroup, which must be of type B4, C4 or D4. If B4 or C4, then S preserves a nondegenerate
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quadratic form on the 8-dimensional symplectic module, implying that S lies in a subgroup S¯ of type
D4 in all cases.
The two classes of simple subgroups of G of type D4 are respectively subsystem subgroups containing
long and short root subgroups of G. By [LS96, Table 8.4], we have
L(G) ↓ S¯ = 02/λ2/jλ1/jλ3/jλ4,
where j ∈ {1, 2}. Let V = VG(λ1) + VG(λ4). By Proposition 2.2 and Lemma 3.13, the only possible
indecomposable extensions between two S¯-composition factors of V are 0/λ2 and V (2λi)/λ2 for i ∈
{1, 3, 4}. However, since V is self-dual, any self-dual composition factor of multiplicity 1 appearing
in the socle must be a direct summand. It follows that the 8-dimensional S¯-composition factors jλ1,
jλ3, jλ4 of V are all direct summands.




◦, and this latter is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.1(ii) holds
here.
4.1.3 S ∼= Alt7, p = 5
Here (Table 5.3.3) we have unique compatible feasible characters of S on L(G) and VG(λ4). We have
VG(λ4) ↓ S = 12/83, and by 5.1.1 the group H1(S, 8) vanishes, and S fixes a nonzero vector on VG(λ4)
and lies in a proper subgroup of dimension dim(G)− dim(G.v) ≥ 52− 26 = 26. By Proposition 3.11,
S lies in a proper, connected subgroup of G and Proposition 4.1(i) holds.
Since S has no trivial composition factors on L(G), it cannot lie in a parabolic subgroup. Thus
by Theorem 2.3, S must lie in a maximal-rank reductive subgroup. As S cannot lie in a parabolic
subgroup, by Lemma 3.21 and Section 5.1.1 it must act on the natural 9-dimensional B4 module with
composition factors 1/8, and therefore lies in a simple subgroup S¯ of type D4.
From [LS96, Table 8.4], S¯ acts on VG(λ4) with composition factors 0
3/λ1/λ2/λ4. Each Weyl module
of one of these high weights is irreducible by Proposition 2.2, and hence this action is completely




GM , the intersection over trivial S-submodules M of
VG(λ4). Then S < S¯ < H
◦, and H◦ is NAut(G)(S)-stable by Corollary 3.18 and Proposition 4.1(ii)
holds in this case.
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4.1.4 S ∼= Alt7, p = 2
Here (Table 5.3.4) each feasible character has four trivial composition factors on L(G). By Section
5.1.1, the groups H1(S, 20) ∼= H1(S, 14) are one-dimensional, while those for other other S-composition
factors of L(G) vanish. Hence by Proposition 3.6, S fixes a nonzero vector v ∈ L(G) and is not Lie
primitive by Lemma 3.5. By Proposition 3.11, S lies in a connected subgroup of G and Proposition
4.1(i) holds.
Further, since S has a unique 14- or 20-dimensional composition factor on L(G), by Corollary 3.26,
whenever S lies in a parabolic subgroup of G, it must lie in a conjugate of the corresponding Levi
factor.
Now, S has embeddings into A3, via the irreducible modules 4, 4
∗ and 6a, giving embeddings into B3,
C3, B4, C4 and D4 also, and no embeddings into any other simple subgroup of G. An embedding of S
into B4, C4 or D4 gives an action on the 8-dimensional orthogonal or symplectic module with factors
4/4∗ or 12/6a, and the latter must be completely reducible as H1(S, 6a) = {0}. Thus whenever S
embeds into a classical subgroup of G, its image lies in a subgroup of type A3.
Thus S lies in a subsystem subgroup S¯ of type A3. Now S¯ preserves L(S¯) ⊆ L(G), which contains
an S¯-composition factor of high weight λ1 + λ3 and dimension 14. This is the unique factor of this
dimension, by [LS96, Table 8.4]. Now, by Proposition 2.2 and Lemma 3.13, the only S¯-composition
factors of L(G) which extend λ1 +λ3 indecomposably are those of high weight 0 or 2λ2. Also by [LS96,
Table 8.4], a factor 2λ2 may occur only with multiplicity 1, hence by self-duality of L(G), S¯ cannot
have an indecomposable section 2λ2/(λ1 +λ3). It follows that the unique minimal S¯-summand having
a high weight λ1 +λ3, which must be self-dual, is either irreducible or uniserial of shape 0|(λ1 +λ3)|0.
Let M be this summand. In the latter case, M is isomorphic to the tensor product λ1 ⊗ λ3. This
restricts to S as the tensor product 4⊗ 4∗, which is also uniserial of shape 1|14|1.
Hence M is the unique indecomposable summand for both S¯ and S having a 14-dimensional com-
position factor. Then S < S¯ ≤ (GM )◦, and the latter is NAut(G)(S)-stable by Corollary 3.18, and
Proposition 4.1(ii) holds in this case.
4.1.5 S ∼= Alt6, p = 5
Here there are five irreducible S-modules by Section 5.1.1, and the feasible characters are given by
Table 5.3.6. We first deduce the structure of the projective indecomposable modules. Denoting by
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PM the projective cover M , we have
|S| = 360 = dim (P1) + 5 dim(P5a) + 5 dim(P5b) + 8 dim(P8) + 10 dim(P10).
Using the fact that dim(PM ) ≥ dim(M), and that each projective module has dimension divisible by
5, we deduce that the module ‘10’ is projective. Also, P8 has two or three 8-dimensional factors, hence
one or four trivial factors, and therefore P1 has the same number of 8-dimensional factors. In each
case, the above equation implies that the modules ‘5a’ and ’5b’ are also projective.
Since the trivial module cannot extend itself indecomposably, if P8 had four trivial factors, we would
have P8 = 8|14|8. But then Hom(P1, P8) would be 4-dimensional, hence so would its dual Hom(P8, P1),
which would imply P1 = 1|(84 + 12)|1, which is absurd as this contains an indecomposable extension
of the trivial module by itself. Thus we have P8 = 8|(1 + 8)|8 and P1 = 1|8|1.
Now, H1(S, 8) is one-dimensional. Hence, in cases 2) - 4) of Table 5.3.6, the action of S on L(G) satisfies
Proposition 3.6, so S fixes a nonzero vector and lies in a proper subgroup of positive dimension by
Lemma 3.5.
In case 1), if VG(λ1) has no trivial submodule, then it has no trivial quotient, hence is an image of
the projective module P 38 by Lemma 3.7. We check using Magma that any quotient of P
3
8 , having
precisely three 8-dimensional factors and two trivial ones, must have a trivial submodule. Again, we
deduce that S fixes a vector and lies in a proper, positive-dimensional subgroup.
Thus S cannot be Lie primitive in G. By Proposition 3.11, S lies in a proper connected subgroup of
G and Proposition 4.1(i) holds in this case.
Suppose first that S lies in no proper parabolic subgroup of G. Then S must lie in a maximal
subsystem subgroup B4 or A2A2. If S lies in B4, then S acts on the natural 9-dimensional module
with composition factors 1/8. This must be a direct sum of non-degenerate subspaces (since otherwise
S lies in a parabolic subgroup by Lemma 3.21), and S therefore lies in a D4 subsystem subgroup S¯.
By [LS96, Table 8.4], we have
VG(λ4) ↓ S¯ = 02/λ1/λ3/λ4.
This is completely reducible, as each Weyl module is irreducible by assumption on p (Proposition





S-submodules M , then S ≤ S¯ ≤ H◦, and by Corollary 3.18, H◦ is NAut(G)(S)-stable, and Proposition
4.1(ii) holds for S.
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If instead S lies in a subsystem subgroup A2A2, then S centralises neither factor as it does not have
eight trivial composition factors on L(G). In addition, an embedding of S lifts to an embedding of 3.S
in the simply connected cover SL3 × SL3 as S has no nontrivial three-dimensional modules (Section
5.1.1).
Now, as deduced in [Sei91, p. 1.8], we have
L(G) ↓ A2A2 = L(A2A2) + (λ1 ⊗ 2λ2) + (λ2 ⊗ 2λ1).
Since the centre of 3.S acts trivially on this right-hand side, we deduce that 3.S lies in the subgroup
{(x, x−T )} of SL3×SL3, which implies that S lies in a diagonal subgroup A2 of G, call it S¯, such that
L(G) ↓ S¯ = (λ1 + λ2)2/(λ1 ⊗ 2λ1)/(λ2 ⊗ 2λ2)
= (λ1 + λ2)
4/(3λ1)/(3λ3).
But then from [LS96, Table 8.4], such a subgroup is contained in a D4 subsystem subgroup of G, and
we proceed as above.
Finally, if S does lie in a proper parabolic subgroup, then it lies in one of type B3 or C3. Since S has
no irreducible modules of dimension 6 or 7, the image of S in the Levi factor is reducible on the natural
orthogonal or symplectic module, hence lies in a smaller parabolic subgroup by Lemma 3.21, which
must be of type B2. But by [LS96, Table 8.4], such a parabolic subgroup has six trivial composition
factors on L(G), contradicting the feasible characters.
4.1.6 S ∼= Alt5, p = 3
In this case, Table 5.3.8, reasoning as in Section 3.4.2 the S-modules 3a, 3b are projective, while the
projective indecomposables for the other modules have shape
P1 = 1|4|1,
P4 = 4|1|4
and hence H1(S, 4) is one-dimensional, while H1(S,M) vanishes for the other S-modules M . In Cases
1) and 5), then, by Proposition 3.6 S fixes a vector on L(G) and lies in a proper subgroup of positive
dimension by Lemma 3.5. In cases 2), 3) and 4) we have six 4-dimensional factors on L(G) and four
trivial factors. If S had no trivial submodule on L(G) in these cases, then there would be a self-dual
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image of the projective module P 34 having composition factors 1
4/46 and no trivial submodules. Using
Magma, we check that no such module exists. Hence S must fix a submodule on L(G) and is not Lie
primitive. By Proposition 3.11, S lies in a connected subgroup and Proposition 4.1(i) holds.
4.1.7 S ∼= M11, p = 11
In this case, S has unique compatible feasible characters on L(G) and VG(λ4) (see Table 5.3.9). We
have
VG(λ4) = 1/9/16
Now, since this and all its S-composition factors are self-dual and occur with multiplicity one, S acts
completely reducibly. and in particular S fixes a 1-space, say 〈v〉. Then S < CG(v), which is proper
and of dimension dim (G) − dim (G.v) ≥ 52 − 26 = 26. By Proposition 3.11, S lies in a connected
subgroup of G. Now, as S has no trivial composition factors on L(G), S does not lie in a parabolic
subgroup of G. Hence S lie in a subsystem subgroup B4. By [LS96, Table 8.7], we have
VG(λ4) ↓ B4 = λ1 + λ4 + 0
which is completely reducible as each Weyl module of a high weight here is irreducible by Proposition
2.2. Hence S < B4 ≤ CG(v)◦, and the latter is NAut(G)(S)-stable by Corollary 3.18. Thus Proposition
4.1(i) and (ii) hold for S.
4.1.8 S ∼= J1, p = 11
Here, we have a unique feasible character of S on L(G) (Table 5.3.10), and we have H1(S, V ) = {0}
for each composition factor by Section 5.1.2. In particular S fixes a nonzero vector on L(G) and lies
in a proper subgroup of positive dimension by Lemma 3.5, hence in a connected subgroup of G by
Proposition 3.11. Also by Section 5.1.2, we have H1(S, V ) = {0} for each S-composition factor V of
L(G), hence whenever S lies in a parabolic subgroup of G, it is contained in a conjugate of the Levi
factor (Corollary 3.26).
The only nontrivial irreducible S-module of dimension < 14 gives an embedding into B3. Thus S lies
in a parabolic subgroup with Levi factor B3T1 (hence in a conjugate of this B3 subgroup), or S lies
in a subsystem subgroup B4. In this case, S must centralise a 2-space on the natural 9-dimensional
B4-module, and again lies in a subgroup B3. Now, the unique 7-dimensional irreducible S-module
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affords an embedding into G2 by Theorem 0. Hence the inclusion of S into B3 must factor through a
subgroup S¯ of type G2. By [LS96, Table 8.4], we have
L(G) ↓ S¯ = λ1/λ52/03
which by Proposition 2.2 and Corollary 3.14 is completely reducible, since each Weyl module of a high
weight here is irreducible. By Proposition 3.20 every S-submodule of L(G) is S¯-invariant. Hence we
have S ≤ G2 ≤ (
⋂
GM )
◦, the intersection over S-submodules of L(G). This latter group is then a
proper NAut(G)(S)-stable connected subgroup by Corollary 3.18, and Proposition 4.1(i) and (ii) hold
here.
4.1.9 S ∼= J2, p = 2
Here (Table 5.3.11), by Section 5.1.2 the only nonvanishing cohomology groups of S-composition
factors on L(G) or VG(λ4) are H
1(S, 6a) and H
1(S, 6b), which are one-dimensional. Hence by Propo-
sition 3.6 we deduce that S fixes a nonzero vector of L(G) and is not Lie primitive (Lemma 3.5). By
Proposition 3.11, S lies in a connected subgroup and Proposition 4.1(i) holds for S.
Now, by Section 5.1.2 and [HM02], the nontrivial irreducible modules for S or 2.S of dimension < 10
afford embeddings into C3. Hence S lies in a simple subgroup of type B3 or C3 or a parabolic subgroup
whose Levi factor involves only one of these types. By Proposition 3.27, if S lies in such a parabolic
subgroup but in no conjugate of the Levi factor, then the parabolic subgroup can be taken to be
NAut(G)(S)-stable.
We may thus assume that S lies in a Levi subgroup B3 or C3. From Theorem 0, we know that
J2 admits an embedding into G2. Since p = 2, G2 has a 6-dimensional high weight module λ1
(see Proposition 2.2), which must restrict irreducibly to S under this embedding (since there are no
nontrivial S-modules of lower dimension). Hence the embedding of S into B3 or C3 factors through
an embedding of G2, and S lies in a simple subgroup S¯ of G of type G2.
The composition factors of the Levi subgroup B3 or C3 can be read off from [LS96, Table 8.4]. We
know that S¯ preserves L(S¯) ⊂ L(G), and in fact this is the unique 14-dimensional S¯-composition factor
of L(G), since the other B3 and C3 modules are of lower dimension (by Proposition 2.2, the C3-module
of high weight λ3 is reducible with composition factor dimensions 6 and 8). Hence S < S¯ < G
◦
L(S¯)
and this latter group is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.1(ii) holds for S.
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4.1.10 S ∼= L2(7), p = 3
Here, as in Table 5.3.13 we have five compatible feasible characters of S on L(G) and VG(λ4). From
Section 5.1.3, we know that S has five irreducible modules, and H1(S, 7) is 1-dimensional, while the
corresponding group for the other irreducibles vanishes. Hence by Proposition 3.6, in Cases 3), 4) and
5) of the table, S fixes a nonzero vector on L(G) and lies in a proper subgroup of positive dimension
by Lemma 3.5.
Now, the 1- and 7-dimensional composition factors cannot be projective. By dimension considerations,
the projective cover P7 of the 7-dimensional module cannot have three 7-dimensional factors, hence it
has a trivial composition factor, and the projective cover P1 of the trivial module has a 7-dimensional
factor. From this and the equation
|S| = 168 = dim(P1) + 3dim(P3a) + 3dim(P3b) + 6dim(P6) + 7dim(P7)
it follows that the 3- and 6-dimensional modules are projective, while the projective indecomposables
corresponding to the other two modules are uniserial:
P1 = 1|7|1,
P7 = 7|1|7.
Suppose that L(G) has no trivial submodule, and let W be the S-direct summand of L(G) which is
minimal subject to being self-dual and containing all trivial S-composition factors of L(G). Then by
Proposition 3.9 and the discussion following it, W is an image of P 37 . Using Magma, we check that
any quotient of such a module having the appropriate number of composition factors has a trivial
submodule. Thus S fixes a nonzero vector on L(G) and is not Lie primitive by Lemma 3.5. By
Proposition 3.11, S in fact lies in a proper connected subgroup of G and Proposition 4.1(i) holds.
4.1.11 S ∼= L2(17), p = 3
Here, the two feasible characters in Table 5.3.23 are identical up to permuting the 26-dimensional
G-modules λ1 and λ4. On one of these modules, then, S acts with composition factors 1
2/8b/16a. By
Section 5.1.3, H1(S, 8b) is 1-dimensional while the other groups vanish. Thus Proposition 3.6 applies,
and S fixes a nonzero vector v and lies in a subgroup of dimension
dim G− dim(G.v) ≥ 52− 26 > 0.
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By Proposition 3.11, S lies in a connected subgroup of G and Proposition 4.1(i) holds for S.
Now, by Section 5.1.3, S only has nontrivial irreducible modules of dimension 8 and 16, and the
8-dimensional modules have indicator −. Thus S lies in a simple subgroup S¯ of type B4 or C4. Now,
L(B4) and L(C4) have composition factor dimensions 1, 1, 8, 26 (Proposition 2.2). Thus L(G)/L(S¯)
is 16-dimensional, hence is isomorphic to VS¯(λ4). Hence the module V
def
= VG(λ1) + VG(λ4) has a
16-dimensional quotient (as an S¯-module), and hence a 16-dimensional direct summand (since this
composition factor has multiplicity 1), call it M . Then M is also the unique 16-dimensional irreducible
S-submodule of V . Hence we have S ≤ S¯ ≤ (GM )◦, and the latter is NAut(G)(S)-stable by Corollary
3.18, and Proposition 4.1(ii) holds for S.
4.1.12 S ∼= U3(3), p = 0 or p - |S|
In this case we have two sets of compatible feasible characters of S on L(G) and VG(λ1) (Table 5.3.33).
As p = 0, in each case S fixes a vector on L(G) and lies in a proper subgroup of positive dimension by
Lemma 3.5. By Proposition 3.11, S lies in a connected subgroup of G, and Proposition 4.1(i) holds.
Also by assumption on p we have H1(S, V ) = {0} for any S-module V , and if S lies in a parabolic
subgroup of G then it lies in conjugate of the Levi factor by Corollary 3.26. By Section 5.1.4 and
[HM02], S has irreducible embeddings into simple subgroups of type C3 and B3 via the modules 6
and 7b, and no other irreducible embeddings into a classical subgroup of G. The unique 7-dimensional
orthogonal module for S gives an embedding into B3 via a subgroup G2, by Theorem 0.
Thus S lies in a simple subgroup S¯ of G of type G2 or C3. The composition factors of such a subgroup
on L(G) are given by [LS96, Table 8.4]. We have
L(G) ↓ C3 = 03/2λ1/λ23,
L(G) ↓ G2 = 03/λ51/λ2
and as each Weyl module of a high weight here is irreducible by Proposition 2.2, we find that the
three-dimensional trivial submodule of S on L(G) is the restriction to S of a three-dimensional trivial
S¯-submodule of L(G). In particular, we have S ≤ S¯ ≤ (⋂GM )◦, the intersection being over trivial
S-submodules of L(G). By Corollary 3.18, this latter subgroup is NAut(G)(S)-stable, and Proposition
4.1(ii) holds for S.
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4.2 G = E6
Recall from Theorem 0 that the finite simple groups S /∈ Lie(p) embedding into G = E6(K) for K an
algebraically closed field of characteristic p ≥ 0 are the following:
Alt5−7, M11, L2(7), L2(8), L2(11), L2(13), L2(17), L2(19),




Alt9−12 (p = 2), L4(3) (p = 2), M12 (p = 2, 5), M22 (p = 2), J1 (p = 11), J2 (p = 2), J3 (p = 2),
Fi22 (p = 2), U4(3) (p = 2), Ω7(3) (p = 2), G2(3) (p = 2)
The following is Theorem 1 for G = E6.
Proposition 4.2. Let S be a non-abelian finite simple subgroup of G = E6(K), where K is alge-
braically closed of characteristic p ≥ 0, and suppose that S is not isomorphic to a member of Lie(p).
(i) If S is isomorphic to one of the following, then S lies in a proper connected subgroup S¯ of G:
Alt9−12, M22, L2(25), L2(27), L4(3), Alt7 (p 6= 3, 5), M11 (p 6= 3, 5), M12 (p = 2), L2(7) (p = 3),
L3(3) (p = 2).
(ii) Unless (S, p) = (Alt7, 7) or (L2(7), 3), the subgroup S¯ in (i) may be chosen to be NAut(G)(S)-
stable.
4.2.1 S ∼= Alt12, p = 2
In this case, Table 5.4.1, we have a unique feasible character of S on L(G). We have
L(G) ↓ S = 12/16/16∗/44, VG(λ1) ↓ S = 1/10/16/16∗.
Now, let A ∼= Alt9 be a subgroup of S centralising a 3-cycle t ∈ S. From the above restriction and
knowledge of the Brauer characters of each A-module (as found, for example, in the Modular Atlas
[Jan+95]), we find that the Brauer character of S on L(G) evaluates to 6 at t. From [CW97, Table
2], the unique class of order-3 elements with trace 6 on L(G) has centraliser D4T2.
Hence A ≤ A¯ def= CG(t)′, which is a subsystem subgroup of G of type D4, and hence is determined up
to G-conjugacy. From [LS96, Table 8.7], have
VG(λ1) ↓ A¯ = 03/λ1/λ3/λ4.
4.2 G = E6 80
Now, the 8-dimensional Weyl modules for D4 of high weight λ1, λ3 and λ4 are irreducible by Propo-
sition 2.2. Thus by Lemma 3.13, none of the composition factors here can extend any other and
A¯ is completely reducible on VG(λ1). Then Proposition 3.20 applies and we deduce that every A-
submodule of VG(λ1) is A¯-invariant. Hence the same also holds for VG(λ6) ∼= VG(λ1)∗ since A¯ must
also be completely reducible here.
Therefore every S-submodule of VG(λ1) + VG(λ6) is invariant under the proper connected subgroup〈
S, A¯
〉
. By Corollary 3.18 this is also NAut(G)(S)-stable, and Proposition 4.2(i) and (ii) hold for S.
4.2.2 S ∼= Alt11, p = 2
Here we have a unique feasible character of S on L(G) (Table 5.4.2), and from Section 5.1.1, the
only S-composition factor on L(G) with nonzero first cohomology group is ‘44’, and H1(S, 44) is 1-
dimensional. By Proposition 3.6, S fixes a nonzero vector, hence lies in a proper subgroup of positive
dimension. It therefore lies in a proper connected subgroup by Proposition 3.11, and Proposition
4.2(i) holds.
By Corollary 3.26, as the 44-dimensional S-composition factor is self-dual and occurs with multiplicity
1, whenever S lies in a parabolic subgroup, it lies in a conjugate of the Levi factor.
Thus S lies in a simple subgroup S¯ of type D5. By [LS96, Table 8.7], we have
VG(λ1) ↓ S¯ = 0/λ1/λ4
which by Lemma 3.13 must be completely reducible, since all Weyl modules of a high weight here are
irreducible by Proposition 2.2. The same is therefore true of VG(λ6) ∼= VG(λ1)∗, and hence also of
V
def
= VG(λ1)+VG(λ6). Then Proposition 3.20 applies to V , and every S-submodule of V is S¯-invariant.
We therefore have S < S¯ ≤ (⋂GM )◦, the intersection over S-submodules of V . By Corollary 3.18,
this latter group is NAut(G)(S)-stable, and Proposition 4.1(ii) holds for S.
4.2.3 S ∼= Alt10, p = 2
Here we have two feasible characters (Table 5.4.3), and H1(S, 8) and H1(S, 26) are one-dimensional,
while H1(S, 1) and H1(S, 16) vanish by Section 5.1.1. Applying Proposition 3.6, S fixes a nonzero
vector on one of the 27-dimensional E6-modules (which are dual to one another). Call this vector v.
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Then S < CG(v), a proper subgroup of dimension dim(G)−dim(G.v) ≥ 78−27 = 51. By Proposition
3.11, S therefore lies in a proper connected subgroup of G, and Proposition 4.2(i) holds.
The only simple subgroups of G admitting an embedding of Alt10 are of type F4 or D5, hence S lies
either in F4 (and is not Lie primitive there by Section 4.1.1) or in a parabolic subgroup of Levi type
D5.
If S is contained in a parabolic subgroup of type D5, the 16-dimensional D5-module λ4 occurring in
the filtration of the unipotent radical restricts irreducibly to S; we have H1(S, 16) = {0}, so S lies in
a conjugate of the Levi factor. As S does not fix a quadratic form on its 8-dimensional irreducible
module, S cannot be completely reducible on the natural D5-module, and we deduce that S lies in a
subgroup S¯ of type B4 or C4.
Suppose S¯ is of type B4. Then either S¯ ≤ D5 or S¯ ≤ F4. If S¯ ≤ D5, then the 16-dimensional spin
modules occurring in L(G) ↓ D5 each restrict to a spin module λ4 for B4 by Lemma 3.15. If instead
S¯ < F4, then using [LS96, Tables 8.4], we find that S¯ again has a composition factor λ4 on L(G).
By Proposition 2.2, the 16-dimensional Weyl module for S¯ of high weight λ4 is irreducible and does
not occur as a factor of any other S¯-Weyl module occurring here, hence by Lemma 3.13 these modules
form a completely reducible S¯-direct summand; call this summand W .
Now S¯ has a 9-dimensional composition factor λ1 on L(G); since S has at most two 8-dimensional
composition factors on L(G), we deduce that the 16-dimensional spin module λ4 must restrict irre-
ducibly to S. Thus Lemma 3.19 applies to the action of S and S¯ on W , and every S-submodule of W
is S¯-invariant. Hence we have S ≤ S¯ ≤ (⋂GM )◦, the intersection over 16-dimensional S-submodules
of W . Since W is nontrivial and consists precisely of the 16-dimensional irreducible S-submodules of
L(G), this latter group is then NAut(G)(S)-stable subgroup by Corollary 3.18, and Proposition 4.2(ii)
holds for S.
If instead S¯ is of type C4, then S¯ ≤ F4. Now, as deduced in Section 4.1.1, L(F4) restricts to S¯
as a direct sum VC4(λ4) + L(C4), while VF4(λ1) restrict irreducibly to S¯. In particular, the unique
16-dimensional S¯-composition factor on L(G) is a submodule, and hence a direct summand as L(G)
is self-dual. Again, S must be irreducible on this summand as S¯ has an 8-dimensional composition
factor 2λ1 on L(G) (by [LS96, Table 8.3]) and S cannot have three 8-dimensional factors or eight
1-dimensional factors on L(G).
Thus S has a unique 16-dimensional irreducible submodule M on L(G), which is the restriction of the
unique 16-dimensional S¯-submodule of L(G). Hence S < S¯ ≤ G◦M , and this latter is NAut(G)(S)-stable
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by Corollary 3.18, and Proposition 4.2(ii) holds for S.
4.2.4 S ∼= Alt9, p = 2
Here we have two feasible characters of S on L(G) (Table 5.4.4). In each case, by Proposition 3.6
and Section 5.1.1 we deduce that S fixes a nonzero vector v on one of the 27-dimensional G-modules
λ1 or λ6 (as they are duals), and hence lies in the full stabiliser of this vector, which has dimension
dim(G)− dim(G.v) ≥ 78− 27 = 51. By Proposition 3.11, S lies in a proper connected subgroup of G,
and Proposition 4.2(i) holds. The simple subgroups of G admitting an embedding of Alt9 are of type
F4 or D5, hence S lies in a (reductive or parabolic) subgroup involving only these types.
Suppose S lies in a D5-parabolic subgroup. The 16-dimensional D5-module λ4 in the filtration of the
unipotent radical must restrict to S with only 8-dimensional factors, and H1(S,M) vanishes for each
such factor M . Thus S lies in a conjugate of the Levi factor. Then S preserves an 8-dimensional
summand of the 10-dimensional orthogonal module for D5, and lies in a simple subgroup of type D4,
which then lies in the maximal subgroup F4.
In all cases, then, S is contained in a simple subgroup S¯ of type D4 inside F4. By [LS96, Tables 8.3,
8.4] we have two cases. We have
L(G) ↓ S¯ =
 04/λ2/λ21/λ23/λ24, or04/λ2/2λ21/2λ22/2λ33,
corresponding to whether S¯ contains long or short root subgroups of F4. Now, since L(S¯) ⊆ L(G) has
composition factors 02/λ2, the 8-dimensional factors jλ1, jλ3, jλ4 must be direct summands.
Then Proposition 3.20 applies to the action of S and S¯ on the summand W consisting of all 8-
dimensional S¯-submodules, and every S-submodule of W is S¯-invariant. We have S < S¯ ≤ (⋂GM )◦,
the intersection over 8-dimensional S-submodules M of L(G). This is a proper connected subgroup,
which by Corollary 3.18 is NAut(G)(S)-stable, and Proposition 4.2(ii) holds in this case.
4.2.5 S ∼= Alt7, p 6= 2, 3, 5, 7
Here we have two feasible characters (Tables 5.4.5 and 5.4.6), and each of these has a trivial composition
factor on L(G), which is a submodule by assumption on p. Hence S fixes a nonzero vector on L(G)
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and embeds into a proper subgroup of positive dimension by Lemma 3.5. By Proposition 3.11, S lies
in a proper connected subgroup of G and Proposition 4.2(i) holds.
Now, from 5.1.1 and [HM02], S has an embedding into A3 via a 4-dimensional irreducible 2.S-module,
and into A5 via a 6-dimensional module for 3.S. Note that whenever S lies in a parabolic subgroup,
it is contained in a conjugate of the Levi factor by Proposition 3.24, by assumption on p.
Since S has no embeddings to F4 by assumption on p and Theorem 0, we may thus assume that S lies
in a simple subgroup S¯ of G of type A3 or A5. Now, the composition factors of S¯ on L(G) and VG(λ1)
are uniquely determined by [LS96, Tables 8.3,8.7], since they must be compatible with the feasible
character of S. We have
L(G) ↓ A5 = (λ1 + λ5) + λ23 + 03,
L(G) ↓ A3 = (λ1 + λ3) + 2λ21 + 2λ23 + 2λ2 + 03.
Now by Proposition 2.2, each Weyl module of a high weight here is irreducible, and thus these restric-
tions are completely reducible by Lemma 3.13. Additionally, each S¯-composition factor here can be
constructed as a section of a tensor products or a symmetric or alternating power of the natural 4- or
6-dimensional S¯-module, on which S is irreducible. Thus, using Magma to help with calculations, we
find that
VA5(λ1 + λ5) ↓ S = 21a + 14a,
VA5(λ3) ↓ S = 102 + (10∗)2,
VA3(2λ2) ↓ S = 6a + 14a
and all other S¯-composition factors restrict irreducibly to S. It follows that every trivial S-submodule
of L(G) is S¯-invariant. Thus S < S¯ ≤ (⋂GM )◦, where the intersection is over trivial S-submodules
of L(G). This latter subgroup is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.2(ii) holds.
4.2.6 S ∼= Alt7, p = 7
Here (Table 5.4.7), by Section 5.1.1 the only irreducible S-module V such that H1(S, V ) 6= 0 is ‘5’,
where it is one-dimensional. Inspecting Tables 5.4.7 and 5.4.8, then, we see that for each feasible
character, Proposition 3.6 applies to the action of S on L(G). Thus S fixes a vector on L(G) and lies
in a proper subgroup of positive dimension in each case by Lemma 3.5. By Proposition 3.11, S must
lie in a proper connected subgroup of G, and Proposition 4.2(i) holds.
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4.2.7 S ∼= Alt7, p = 2
Here, we have two feasible characters of S on L(G) (see Tables 5.4.12 and 5.4.13). By Section 5.1.1,
the groups H1(S, 14) and H1(S, 20) are one-dimensional, while the corresponding cohomology groups
for other irreducible S-modules vanish. Hence Proposition 3.6 applies in all cases, so S fixes a nonzero
vector on L(G) and lies in a proper subgroup of positive dimension by Lemma 3.5. By Proposition
3.11, S lies in a proper connected subgroup of G, and Proposition 4.2(i) holds here. Note that S cannot
lie in a subgroup F4 or G2 of G, by Theorem 0. Thus S lies in a parabolic subgroup or reductive
subgroup of G of maximal rank.
If S lies in a reductive subgroup of maximal rank, then S projects trivially to any torus or A1 or A2
factor, since by Section 5.1.1 and [HM02], neither S nor a proper cover have a nontrivial module of
dimension 2 or 3. Hence S lies in a subsystem subgroup A5, A4, A3, D4 or D5, all of which are Levi
factors of parabolic subgroups.
Thus S lies in a parabolic subgroup of G. By Section 5.1.1, the S-modules 4, 4∗ and 6 give embeddings
into a group of type A3, while from [HM02] the triple cover 3.S has two irreducible 6-dimensional
modules which give an embedding into A5. Since these are all the irreducible modules of dimension at
most 10, whenever S embeds into a group of type D5 or D4, it must be reducible on the natural 10-
or 8-dimensional module. In D4, S acts with composition factors 4/4
∗ or 12/6, and by Lemma 3.21 S
lies in a proper parabolic subgroup in each case, of Levi type A3. In D5, we have composition factors
12/4/4∗ or 14/6 on the natural 10-dimensional module, as S preserves no nondegenerate bilinear form
on a 4-dimensional irreducible module. Since no other nontrivial factor can extend the trivial module
indecomposably, we have a fixed 2-space. Again by Lemma 3.21, S lies in a proper parabolic subgroup.
Thus a minimal parabolic subgroup containing S has Levi type A5 or A3. If A5, either S lies in a
conjugate of the corresponding Levi factor, or the parabolic subgroup is NAut(G)(S)-stable by Corollary
3.28. If instead S lies in parabolic of Levi type A3, by Lemma 3.23 the possible high weights of A3-
modules occurring in the filtration of the corresponding unipotent radical are λ1, λ2 and λ3. These
have respective dimensions 4, 6, 4, and thus we have H1(S, V ) = {0} for each S-composition factor
occurring in the filtration of the unipotent radical. By Corollary 3.26, S must lie in a conjugate of the
Levi factor.
Hence we may now assume that S lies in a simple subgroup S¯ of type A3 or A5, acting irreducibly on
the natural module. If S¯ is of type A3, then by the above, either S¯ is the semisimple part of a Levi
subgroup or S¯ lies in a subgroup A5, acting on the natural 6-dimensional module irreducibly with
high weight λ2.
Chapter 4. Proof of Theorem 1 85
If S¯ is the semisimple part of a Levi subgroup, from [LS96, Table 8.7] we have
VG(λ1) ↓ S¯ = 05/λ21/λ23/λ2
which is completely reducible since by Proposition 2.2 the Weyl modules of each high weight here is
irreducible. Hence the same holds for VG(λ1)
∗. Then Proposition 3.20 applies to the module
V
def
= VG(λ1) + VG(λ1)
∗ = VG(λ1) + VG(λ6)




intersection over S-submodules of V . This is proper and of positive dimension as it contains S¯, and
is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.2(ii) holds.
Next, suppose S¯ < A5, via the 6-dimensional A3-module λ2. From [LS96, Table 8.7], we have
VG(λ1) ↓ S¯ = λ22/(λ1 + λ3)/0.
Now, from Proposition 2.2, the A3-Weyl module of high weight λ2 is irreducible, while that of high
weight (λ1 +λ3) has composition factors (λ1 +λ3)/0. Hence VG(λ1) ↓ S¯ is either completely reducible
or has an indecomposable direct summand ∼= WA3(λ1 + λ3) or WA3(λ1 + λ3)∗. This is a section
of λ1 ⊗ λ3. Now λ1 ↓ S = 4 or r∗, and using Magma to help with calculations, we find that the
S-module 4 ⊗ 4∗ is indecomposable with shape 1|14|1, and thus this indecomposable S¯-summand
restricts indecomposably to S. We can therefore apply Proposition 3.20 to determine that every S-
submodule of VG(λ1) is S¯-invariant. Defining V = VG(λ1) + VG(λ6) as above, we deduce also that
every S-submodule of V is S¯-invariant, and as in the above paragraph we deduce Proposition 4.2(ii)
for S.
It remains to consider the case when S¯ is of type A5. Then it is uniquely determined up to conjugacy
by [LS96, Table 8.7], and we have
VG(λ1) ↓ S¯ = λ21/λ4
which by Lemma 3.13 is completely reducible, since by Proposition 2.2 the Weyl modules of these
high weights are irreducible. Hence Proposition 3.20 applies and every S-submodule of VG(λ1) is
S¯-invariant. So once again setting V = VG(λ1) + VG(λ6), we find that every S-submodule of V is
S¯-invariant, and as above we deduce that Proposition 4.2(ii) holds for S.
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4.2.8 S ∼= M11, p 6= 2, 3, 5, 11
Here for each feasible character of S on L(G) (Table 5.4.20), S has a (unique) trivial composition
factor on L(G), which is a submodule by assumption on p. By Lemma 3.5, S is not Lie primitive,
hence lies in a proper connected subgroup by Proposition 3.11, and Proposition 4.2(i) holds. Also by
assumption on p, the group H1(S, V ) vanishes for each S-composition factor V of L(G), and whenever
S lies in a parabolic subgroup, it is contained in a conjugate of the corresponding Levi factor by
Corollary 3.26.
By Theorem 0, M11 admits no embeddings to F4 or G2; by the above and Theorem 2.3, therefore, S
must lie in a subsystem subgroup S¯ of G, which must be of type D5 as S has no irreducible modules
of dimension < 10 (see Section 5.1.2).
Now, by [LS96, Table 8.3], L(G) ↓ D5 = 0/λ2/λ4/λ5, which is completely reducible by Corollary 3.14,
since by Proposition 2.2, all Weyl modules of a high weight here are irreducible. Thus the unique
S-invariant 1-space on L(G) (call it M) is the restriction to S of the unique S¯-invariant 1-space.
In particular, S ≤ S¯ ≤ G◦M , and this latter subgroup is NAut(G)(S)-stable by Corollary 3.18, and
Proposition 4.2(ii) holds for S.
4.2.9 S ∼= M11, p = 11
In this case (Table 5.4.21), the cohomology group H1(S, 9) is 1-dimensional, while the correspond-
ing group for the other S-composition factors of L(G) and VG(λ1) vanishes by Section 5.1.2. Thus
Proposition 3.6 applies to each feasible character in Table 5.4.21, and S fixes a unique 1-space 〈v〉 on
L(G) and embeds in the proper subgroup CG(v) which is of positive dimension by Lemma 3.5. By
Proposition 3.11, S lies in a proper connected subgroup of G and Proposition 4.2(i) holds.
Since the only S-composition factor of L(G) with nonvanishing first cohomology group is ‘9’, which
is self-dual and occurs with multiplicity 1, Corollary 3.26 applies and whenever S lies in a parabolic
subgroup, it lies in a conjugate of the corresponding Levi factor. Thus by Theorems 0 and 2.3, S
lies in either a subgroup F4 of G or in a subsystem subgroup. The only subsystem subgroups of G
admitting an embedding of M11 are of type D5 as S has no irreducible modules of dimension < 9 (see
Section 5.1.2). Thus S lies in a simple subgroup S¯ of type F4 or D5.
If S¯ is of type F4, then as in Section 4.1.7 we find that S lies in a subgroup B4. But by [LS96, Table
8.3] the only simple subgroups B4 of G lie in a subsystem subgroup of type D5.
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Thus S lies in a subsystem subgroup S¯ of type D5. By [LS96, Table 8.3] we have
L(G) ↓ S¯ = 0/λ2/λ4/λ5.
All Weyl modules of a high weight here are irreducible by Proposition 2.2, and hence this is completely
reducible by Corollary 3.14. In particular, the unique S-invariant 1-space of L(G) is the restriction of
an S¯-invariant 1-space, call it M . Then S ≤ S¯ ≤ G◦M , and this latter subgroup is NAut(G)(S)-stable
by Corollary 3.18, and Proposition 4.2(ii) holds.
4.2.10 S ∼= M11, p = 2
Here (Table 5.4.24), H1(S, 10) and H1(S, 44) are 1-dimensional, while the corresponding cohomology
groups for the other S-composition factors of L(G) and VG(λ1) vanish, by Section 5.1.2. Since L(G)
is self-dual, each feasible character of S on L(G) satisfies Proposition 3.6, so S fixes a nonzero vector
on L(G) and lies in a proper subgroup of positive dimension by Lemma 3.5. By Proposition 3.11, S
lies in a proper connected subgroup, and Proposition 4.2(i) holds.
Now, by Theorem 0, M11 admits no embeddings to G2 or F4, and by Section 5.1.2, S has no embeddings
into a classical subgroup of G other than D5. By Theorem 2.3, S must lie in a parabolic subgroup of
G of Levi type D5. Then the corresponding unipotent radical Q has the structure of a 16-dimensional
D5-module of high weight λ4 or λ5; such a module must restrict irreducibly to S (otherwise we would
have too many trivial composition factors on L(G)), and we have H1(S,Q) = {0}, so by Proposition
3.24 S lies in a conjugate of the Levi factor.
So S lies in a simple subgroup S¯ of type D5, and we have
L(G) ↓ S¯ = (02/λ2) + λ4 + λ5
where the direct sums follow from Lemma 3.13, as the Weyl modules of high weight λ4, λ5 are
irreducible and do not occur as a factor of the Weyl module of high weight λ2 (Proposition 2.2). Thus
if W is the completely reducible S¯-direct summand of L(G) with factors λ4/λ5 then Proposition 3.20
applies to W and each 16-dimensional S-submodule of L(G) is S¯-invariant. Thus S < S¯ ≤ (⋂GM )◦,
the intersection over 16-dimensional submodules of L(G). This latter subgroup is NAut(G)(S)-stable
by Corollary 3.18, and Proposition 4.2(ii) holds.
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4.2.11 S ∼= M12, p = 2
Here, we have a unique feasible character of S on L(G) (Table 5.4.26). The group H1(S, 16) is 1-
dimensional while the corresponding groups for other S-composition factors of L(G) vanish by Section
5.1.2. By Proposition 3.6 we deduce that S fixes a nonzero vector on L(G) and embeds in a proper
subgroup of positive dimension by Lemma 3.5, hence in a proper connected subgroup by Proposition
3.11, and Proposition 4.2(i) holds.
By Theorem 0, M12 admits no embedding to F4 or G2, and the S-module of lowest dimension is ‘10’
by Section 5.1.2. By Theorem 2.3, then, S must lie in a parabolic subgroup of Levi type D5. Then the
16-dimensional unipotent radical Q has the structure of a D5-module, which restricts irreducibly to S
(otherwise we would have too many trivial composition factors on L(G)), and we have H1(S,Q) = {0},
and S lies in a conjugate S¯-of the Levi factor by Proposition 3.24. From [LS96, Table 8.3] and
Proposition 2.2, we have
L(G) ↓ S¯ = (02/λ2) + λ4 + λ5
where the direct sums follows since the 16-dimensional Weyl modules of high weight λ4, λ5 are irre-
ducible and do not occur as a factor of the Weyl module of high weight λ2 (Proposition 2.2). Hence
if W is the S¯-direct summand with composition factors λ4, λ5, then Proposition 3.20 applies and
every 16-dimensional S-submodule of L(G) is S¯-invariant. Thus S < S¯ ≤ (⋂GM )◦, the intersection
over 16-dimensional irreducible S-submodules of L(G). This latter subgroup is NAut(G)(S)-stable by
Corollary 3.18, and Proposition 4.2(ii) holds.
4.2.12 S ∼= M22, p = 2
Here we have a unique feasible character of S on L(G), which corresponds to an embedding of 3.S in
the simply connected group E6 (Table 5.4.27). The groups H
1(S, 10) and H1(S, 34) are 1-dimensional,
while H1(S, 10∗) and H1(S, 1) vanish by Section 5.1.2. Hence Proposition 3.6 applies and S fixes a
nonzero vector on L(G) and lies in a proper subgroup of positive dimension by Lemma 3.5, hence in
a proper connected subgroup by Proposition 3.11, and Proposition 4.2(i) holds.
Now, M22 admits no embeddings into F4 or G2 by Theorem 0. Hence by Theorem 2.3, S lies in a
parabolic subgroup or subsystem subgroup. Since S has no trivial composition factors on VG(λ1), it
follows from [LS96, Table 8.3] that S must lie in a parabolic subgroup of Levi type A5. By Proposition
3.27, if this parabolic is not NAut(G)(S)-stable, then S is contained in a conjugate of the Levi factor.
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So assume S lies in a reductive subgroup of type A5. Using [LS96, Table 8.3], the self-duality of L(G)
and the fact that L(A5) has a composition factor of high weight (λ1 + λ5), we deduce that
L(G) ↓ S¯ = (02/V (λ1 + λ5)) + λ23 + 02
where the first summand is either completely reducible, or is uniserial and thus isomorphic to λ1⊗λ5.
The direct sums here follow since the Weyl modules of high weight λ3 are irreducible and do not occur
as a factor of another Weyl module of high weight here, by Proposition 2.2. Comparing the above
with the feasible character of S, the composition factors λ3 must restrict to S with factors 10/10
∗.
Now, the embedding of S lifts to an embedding of 3.S in SL6, and the module λ1 restricts to a 6-
dimensional 3.S-module. Now, 6 ⊗ 6∗ ∼= Hom(6, 6) has a 1-dimensional trivial submodule consisting
of scalar multiples of the identity, lying in a submodule of codimension 1 consisting of linear maps of
trace zero. Comparing this with the feasible characters, we deduce that 6 ⊗ 6∗ is indecomposable of
shape 1|34|1. In particular, letting W be the maximal S¯-summand having no composition factors of
high weight λ3, Lemma 3.19 applies to W , hence every trivial S-submodule of L(G) is S¯-invariant,
and hence we have S < S¯ ≤ (⋂GM )◦, the intersection over trivial S-submodules of L(G). This is
NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.2(ii) holds here.
4.2.13 S ∼= L2(7), p = 3
Here, L(G) has a trivial composition factor; let L be the irreducible 77-dimensional composition factor.
We now have seven pairs of compatible feasible characters on L and VG(λ1) (Table 5.4.33). In all but
Cases 1), 2) and 3), the action of S on L satisfies Proposition 3.6 and hence S fixes a vector and lies
in a subgroup of positive dimension by Lemma 3.5. In Cases 2) and 3), S instead satisfies Proposition
3.6 on VG(λ1), hence fixes a vector v and lies in a subgroup of dimension
dim G− dim G.v ≥ 78− 27 > 0.
In Case 1), we have four trivial composition factors on L and seven 7-dimensional factors. As calculated
in Section 4.1.10 the S-modules 3, 3∗ and 6 are projective, and the projective module P7 is uniserial
with shape 7|1|7. Using Proposition 3.6, if S has no trivial submodule on L then S has a self-dual
summand with four trivial composition factors which is an image of P 37 by Proposition 3.9 and the
discussion following it. But P 37 has only has three trivial composition factors, a contradiction.
Thus in all cases we find that S fixes a vector on L(G) or VG(λ1) and thus lies in a proper subgroup
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of positive dimension. By Proposition 3.11, S is therefore contained in a proper connected subgroup
of G, and Proposition 4.2(i) holds for S.
4.2.14 S ∼= L2(17), p = 2
Here we have two pairs of feasible characters on L(G) and VG(λ1) (Table 5.4.47). By Section 5.1.3
the group H1(S, V ) is one-dimensional when V is an 8-dimensional irreducible module and zero for
the 16-dimensional modules. Now in each case S has three trivial composition factors on VG(λ1) and
at most three 8-dimensional factors; hence by Proposition 3.6, S fixes a nonzero vector v on either
VG(λ1) or its dual VG(λ6), and lies in a proper subgroup of dimension dim G− dim G.v ≥ 78−27 > 0.
By Proposition 3.11, S lies in a proper connected subgroup of G and Proposition 4.2(i) holds.
By Theorem 2.3, S lies in either a parabolic or subsystem subgroup of G, or a simple subgroup of
type F4. In the latter case, by Section 4.1.11, S must lie in a proper subgroup B4 or C4. If S lies in
a subsystem subgroup of G, then this must be of type D5 since by Section 5.1.3, S has no nontrivial
modules of dimension < 8, or of dimension 8 with an S-invariant nondegenerate quadratic form. An
embedding into D5 is reducible on the natural module, and S then lies in a subgroup B4.
By Section 5.1.3, L2(17) has embeddings into classical subgroups of type B4 and C4 which are irre-
ducible on the natural 8-dimensional module, and no irreducible embeddings to any other classical
subgroup of G. Thus S lies in a simple subgroup B4 or C4, or in a parabolic subgroup of Levi type D5.
Such a parabolic subgroup is maximal in G, and hence by Proposition 3.27, either this parabolic is
NAut(G)(S)-stable or S lies in a conjugate of the Levi factor. Then S is reducible on the 10-dimensional
natural module, and lies in a subgroup B4.
Hence we may now assume that S lies in a simple subgroup S¯ of type B4 or C4, which by Theorem 2.3
is itself contained in either a D5 Levi factor or in a maximal subgroup F4. The composition factors
of this D5 and F4 are thus given by [LS96, Tables 8.3, 8.7], allowing us to deduce the composition
factors of S¯.
If S is of type B4, then we find that
L(G) ↓ S¯ = 04/λ21/λ2/λ24,
VG(λ1) ↓ S¯ = 03/λ1/λ4.
Now, by Proposition 2.2 the 16-dimensional Weyl module of high weight λ4 is irreducible and does not
occur as a factor of another of a high weight here; by Lemma 3.13 we deduce S¯ has a direct summand
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M with composition factors λ24. Now, S¯-module λ2 is a section of
∧2(λ1). Now λ1 ↓ S = 8a and
we find that ∧28a has composition factors 14/8a/82b . In particular, the 16-dimensional S-composition
factors on L(G) must come from the S¯-composition factors λ4.
Hence applying Proposition 3.20 to M we deduce that each 16-dimensional irreducible S-submodule
of L(G) is S¯-invariant, and hence the connected subgroup (
⋂
GM )
◦ over 16-dimensional irreducible S-
submodules of L(G) is proper and contains S¯ and hence also S, and is NAut(G)(S)-stable by Corollary
3.18, and Proposition 4.2(ii) holds for S.
Suppose instead that S lies in no subgroup B4, so S¯ is of type C4 and lies in a subgroup F4 of G.
From [LS96, Table 8.7] we deduce that VG(λ1) ↓ S¯ is completely reducible with composition factors
0/λ2, since VG(λ1) ↓ F4 has composition factors 0, λ4 and the F4 Weyl modules of these high weights
are irreducible by Proposition 2.2.
Again, the S¯-module λ2 is a section of ∧2λ1, and we have λ1 ↓ S = 8a or 8b (which are exchanged by
an outer automorphism of S). Using Magma to help with calculations, we find that ∧28a is uniserial:
∧28a = 1|8b|1|8a|1|8b|1
and similarly for 8b. Thus we are in Case 2) of Table 5.4.47, and S acts uniserially on λ2 with shape
(8b|1|8a|1|8b), and therefore S fixes a unique 1-space on VG(λ1), which is also S¯-invariant. This also
applies to VG(λ6) ∼= VG(λ1)∗, since VG(λ1) has a unique 1-dimensional trivial quotient by the same
reasoning.
Hence on the module V
def




◦ over trivial S-submodules M of V contains S¯ and thus also S, and is
NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.2(ii) holds for S.
4.2.15 S ∼= L2(25), p 6= 5
Here the feasible characters of S on L(G) and VG(λ1) are found in Tables 5.4.55 to 5.4.52. From
Section 5.1.3 the cohomology group H1(S, V ) vanishes for each nontrivial S-composition factor V on
VG(λ1), except for the 25-dimensional module for p = 3, in which case it is one-dimensional. Thus
Proposition 3.6 applies and in each case, S fixes a vector either on VG(λ1) or its dual VG(λ6), and lies
in a proper subgroup of dimension dim G− dim G.v ≥ 78− 27 > 0, hence also in a proper connected
subgroup by Proposition 3.11, and Proposition 4.2(i) holds for S.
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Now, S has only Lie primitive embeddings into F4 (Table 3), and inspecting the tables of [HM02] and
Section 5.1.3, as p 6= 5 we see that S and its universal cover SL2(25) have no irreducible modules of
dimension < 12, and hence S has no embeddings into a classical subgroup of G. Thus by Theorem
2.3, S lies in a simple subgroup S¯ of G of type F4.
If p 6= 3, then S¯ acts completely reducibly on VG(λ1) and VG(λ6) with composition factors 0/λ4 (since
the F4-Weyl modules of these high weights are irreducible by Proposition 2.2). Hence each composition
factor restricts irreducibly to S. Thus if we set
V = VG(λ1) + VG(λ6),
we find that every S-composition factor of V is S¯-invariant. Hence we have S < S¯ ≤ (⋂GM )◦, the
intersection over S-submodules of V . This latter group is proper and connected, and is NAut(G)(S)-
stable by Corollary 3.18, and Proposition 4.2(ii) holds for S.
If p = 3, then by Proposition 2.2 and [LS96, Table 8.3], L
def
= VG(λ2) is 77-dimensional with S¯-
composition factors λ1/λ4, where λ4 is now 25-dimensional. Since the Weyl module for F4 of high
weight λ4 has composition factors 0/λ4, and that of high weight λ1 is irreducible (Proposition 2.2), it
follows from Lemma 3.13 that the factor λ4 is a direct summand.
Hence the unique 25-dimensional S-submodule M of L is the restriction to S of the unique 25-
dimensional S¯-submodule of high weight λ4. In particular the subgroup G
◦
M contains S¯ and hence S,
and is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.2(ii) holds for S.
4.2.16 S ∼= L2(27), p 6= 3
In these cases, the feasible characters of S on L(G) and VG(λ1) are given by Tables 5.4.59 to 5.4.56.
In each case, S has a trivial composition factor on VG(λ1) and if p 6= 2 then H1(S, V ) vanishes for all
other S-composition factors by Section 5.1.3. Thus S fixes a nonzero vector of VG(λ1) by Proposition
3.6.
If p = 2 and S has no trivial submodule on VG(λ1) or VG(λ6), then we are in Case 1) of Table 5.4.59
and one of these G-modules is an image of the projective indecomposable S-module with socle ‘13’,
by Lemma 3.9. Calculations with Magma then show that any quotient of this having factors 1, 13,
13∗ has a trivial submodule, a contradiction.
Thus in every case, S fixes a nonzero vector v ∈ VG(λ1) and lies in a proper subgroup of dimension
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dim G − dim G.v ≥ 78 − 27 > 0. By Proposition 3.11, S lies in a proper connected subgroup of G,
and Proposition 4.2(i) holds for S. Now, from Section 5.1.3 and [HM02] we know that L2(27) has no
embeddings into a classical subgroup of G (as it has no nontrivial modules of dimension less than 13).
Thus S lies in a simple subgroup S¯ of G of type F4, and must be Lie primitive there by Table 3.
Now S¯ acts on VG(λ1) with composition factors 0/λ4, and is completely reducible by Lemma 3.13,
since the Weyl modules of each high weight here are irreducible as (p 6= 3) (Proposition 2.2). Hence
the (unique) trivial S-submodule of L(G) is S¯-invariant. Thus every trivial S-submodule of V
def
=
VG(λ1) + VG(λ6) is S¯-invariant, and S < S¯ ≤ (
⋂
GM )
◦, the intersection over trivial S-submodules M
of V . By Corollary 3.18, this latter subgroup is NAut(G)(S)-stable, and Proposition 4.2(ii) holds for
S.
4.2.17 S ∼= L3(3) or L4(3), p = 2
Here, for each feasible character in Table 5.4.62 or 5.4.63, S has composition factor dimensions 1/26
on VG(λ1). By Section 5.1.4 the cohomology group H
1(S, 26) is at most one-dimensional. Hence
Proposition 3.6 applies and S fixes a nonzero vector v on either VG(λ1) or VG(λ6), and lies in a
proper of positive dimension. Thus by Proposition 3.11, S lies in a proper connected subgroup, and
Proposition 4.2(i) holds for S.
Now, L3(3) has trivial Schur multiplier while L4(3) has Schur multiplier of order 2; since p = 2 a
proper cover has no faithful irreducible modules. By Section 5.1.4, S has no irreducible modules of
dimension ≤ 10, and hence cannot embed into a classical subgroup of G. By Theorem 2.3, S must
therefore lie in a maximal connected S¯ subgroup F4 of G. Let
V = VG(λ1) + VG(λ6).
By [LS96, Table 8.7], this has S¯-composition factors 02/λ24. Each Weyl module of such a high weight
is irreducible (Proposition 2.2), and hence this is completely reducible for S¯. Then Proposition 3.20
applies and every S-submodule of V is S¯-invariant, and we have S < S¯ ≤ (⋂GM )◦, where the
intersection is over S-submodules M of V . By Corollary 3.18 this latter subgroup is NAut(G)(S)-
stable, and Proposition 4.2(ii) holds for S.
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4.3 G = E7
Recall from Theorem 0 that the finite simple groups S /∈ Lie(p) embedding into G = E7(K) for K an
algebraically closed field of characteristic p ≥ 0 are the following:
Alt5−9, M11, M12, J2, L2(7), L2(8), L2(11), L2(13), L2(17), L2(19),






Alt10 (p = 5), Alt10 - Alt13 (p = 2), M22 (p = 5), J1 (p = 11), J2 (p = 2), J3 (p = 2), Ru (p = 5), HS
(p = 5), L4(3) (p = 2)
The following is Theorem 1 for G = E7.
Proposition 4.3. Let S be a non-abelian finite simple subgroup of G = E7(K), where K is alge-
braically closed of characteristic p ≥ 0, and suppose that S is not isomorphic to a member of Lie(p).
(i) If S is isomorphic to one of the following, then S lies in a proper connected subgroup S¯ of G:
Alt10−13, M11, Alt9 (p 6= 3), Alt8 (p 6= 3, 5).
(ii) If S is isomorphic to one of the following, the subgroup S¯ in (i) may be chosen to be NAut(G)(S)-
stable: Alt10−13, Alt9 (p 6= 3), Alt8 (p 6= 3, 5), M11 (p 6= 2, 3, 5, 11).
4.3.1 S ∼= Alt11−13, p = 2
Here, S has a subgroup A ∼= Alt11 with a unique feasible character (see Table 5.5.3). Let L be the
nontrivial G-composition factor of L(G) so that L is self-dual of dimension 132. Then A has two
trivial composition factors on L, and by Section 5.1.1 the only nonvanishing cohomology group for an
A-composition factor of L is H1(A, 44), which is 1-dimensional. By Proposition 3.6 and Lemma 3.5,
A fixes a vector on L and embeds in a proper subgroup of positive dimension. Thus by Proposition
3.11, A lies in a proper connected subgroup of G. In addition, since ‘44’ is self-dual and occurs with
multiplicity one, Corollary 3.26 applies and whenever A lies in a parabolic subgroup of G, it lies in a
conjugate of the corresponding Levi factor.
Now, Alt11 admits no embeddings to a classical simple group A6 or one of of rank < 5 by Section 5.1.1.
Using Theorem 2.3, A must lie in a parabolic subgroup of G, and hence in a simple subgroup of G or
type E6, D6 or D5. In D6, since H
1(A, 10) vanishes, A must act on the natural 12-dimensional module
completely reducibly with factors 12/10, and therefore in a proper subgroup of type D5 (Lemma 3.21).
By Section 4.2.2, if A lies in a subgroup E6 then it must again lie in a subgroup D5.
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Thus A < A¯, a simple subgroup of type D5. By [LS96, Table 8.6] we have
VG(λ7) ↓ A¯ = 04/λ21/λ4/λ5
which is completely reducible as by Proposition 2.2 each Weyl module of a high weight here is irre-
ducible. Since the A¯-modules of high weight 0, λ1, λ4 and λ5 have respective dimensions 1, 10, 16
and 16, comparing this with the feasible character we see that non-isomorphic A¯-composition fac-
tors must restrict to non-isomorphic irreducible A-modules, hence Proposition 3.20 applies and every







, and by Corollary 3.18 this connected group is also NAut(G)(S)-stable,
and Proposition 4.3(i) and (ii) hold for S.
4.3.2 S ∼= Alt9 or Alt10, p = 5
For each of S ∼= Alt9 or Alt10, we have unique compatible feasible characters of S on L(G) and VG(λ7)
(Tables 5.5.8, 5.5.4). In each case, since L(G) and all its S-composition factors are self-dual and have
multiplicity one, the action of S must be completely reducible.
Let A ∼= Alt8 be a subgroup of S, so that
L(G) ↓ A = 1 + 73 + 20 + 21 + 352
which is Case 3) of Table 5.5.13. Thus A fixes a nonzero vector on L(G) and embeds in a proper
subgroup of positive dimension by Lemma 3.5, hence in a proper connected subgroup by Proposition
3.11. By Section 5.1.1, the group H1(A, V ) vanishes for each A-composition factor of L(G), and
whenever A lies in a parabolic subgroup of G, it lies in a conjugate of the corresponding Levi factor.
By Theorem 2.3, and noting that Alt8 does not admit an embedding to F4 or G2 (Theorem 0) or into
A1 or A2 (Section 5.1.1), we deduce that A lies in a semisimple subgroup of G of type A7 or D6.
If A lies in a subgroup of type A7, then by Section 5.1.1 and [HM02], an embedding of A into A7 either
factors through an embedding of A into SL8, or arises from an irreducible embedding of A˜ ∼= 2 ·Alt8
into SL8. In the first case, A preserves a 7-dimensional summand of the natural module with a
nondegenerate quadratic form, and is contained in a simple subgroup of type B3. In the latter case, A˜
fixes a quadratic form on its irreducible 8-dimensional module and thus lies in a subgroup SO8. If we
take a minimal preimage of A˜ in the simply connected group Spin8, the nontrivial central element of
A˜, being central in Spin8, acts trivially on one of the three irreducible 8-dimensional modules. Thus
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A˜ acts with factors 1/7 on this module and we again deduce that A lies in a B3-type subgroup of G.
Similar reasoning applies in the D6 case, since the only modules for A or 2.A of dimension at most 12
are the 7 and 8-dimensional modules mentioned above. Thus A is contained in a subgroup A¯ of type
B3.
Now since A¯ lies in a subsystem subgroup B3 or D6 of G, its composition factors on VG(λ7) can be
read off from [LS96, Table 8.6]. We have
VG(λ7) ↓ A = 72/212,
VG(λ7) ↓ A¯ = λ21/λ22
where the latter is completely reducible as the Weyl modules of these high weights are irreducible
by Proposition 2.2. Clearly each A¯-composition factor of VG(λ7) restricts irreducibly to A, hence
Proposition 3.20 applies and every A-submodule is A¯-invariant.







is proper, since S is not irreducible on VG(λ7), and NAut(G)(S)-stable by Corollary 3.18. Hence
Proposition 4.3(i) and (ii) hold for S.
4.3.3 S ∼= Alt10, p = 2
Here we have two feasible characters of S on L(G) (Table 5.5.5). Now, by Section 5.1.1 the groups
H1(S, 8) and H1(S, 26) are one-dimensional and the other such cohomology groups vanish. Hence in
each case, S satisfies Proposition 3.6 on the irreducible 56-dimensional G-module VG(λ7) and fixes a
nonzero vector, and is therefore not Lie primitive. By Proposition 3.11, S lies in a connected subgroup
of G and Proposition 4.3(i) holds.
Now, by Section 5.1.1 and Theorem 0, Alt10 admits no embeddings to a classical simple subgroup A2
or G2. Hence by Theorem 2.3, S lies in a proper parabolic or maximal-rank reductive subgroup of G.
By Proposition 3.6, an action of S on a 12-dimensional orthogonal module must have a 2-dimensional
trivial submodule, so by Lemma 3.21 a minimal parabolic subgroup of G containing S has Levi factor
of type E6 or D5. If E6, then Corollary 3.28 applies and either this parabolic subgroup is NAut(G)(S)-
stable or S lies in a conjugate of the Levi factor.
If S lies in a D5-type parabolic subgroup, then since S preserves no quadratic form on its 8-dimensional
module, S must be uniserial on the natural D5-module λ1 with shape 1|8|1. We therefore deduce that
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H1(S, VD5(λ1)) = {0} by Proposition 3.6. Other than this, the only D5-modules occurring in the
filtration of the unipotent radical of a D5-parabolic subgroup are trivial or a 16-dimensional spin
module λ4 or λ5 (Lemma 3.23). These must restrict irreducibly to S, and the corresponding first
cohomology group vanishes again. Hence S lies in a conjugate of the Levi factor.
Hence we may assume that S lies in a semisimple subgroup of G. By Section 5.1.1 and Theorem 0,
the semisimple subgroups of G admitting an embedding of Alt10 are of type A7, Br, Dr, E6 or F4.
By Sections 4.1.1 and 4.2.3, if S lies in a subgroup of type E6 or F4, then it is contained in a proper
connected subgroup there. Since S preserves a nondegenerate symplectic form on its 8-dimensional
module and has no other irreducibles of dimension ≤ 16, in the classical cases we again deduce that
S lies in a subgroup S¯ of type B4 or C4.
Now, S¯ is contained in a subsystem subgroup of G as it certainly lies in some maximal connected
subgroup, which we may suppose is not parabolic by the above, and Theorem 2.3 then implies that
S¯ lies in a subgroup of maximal rank or in A1F4, hence in F4 < E6. Hence we may use [LS96, Table
8.2] to deduce the S¯-composition factors of L(G), by restricting via this subsystem subgroup.
If S¯ is of type B4, then it lies in a Levi subgroup D5. We deduce that
L ↓ S¯ = 011/λ31/λ2/λ44.
Using Proposition 2.2 and Lemma 3.13, none of the modules here extend the module λ4 indecom-
posably, hence S¯ has a completely reducible direct summand with factors λ44. Now, the S¯-modules
of high weight 0, λ1, λ2 and λ4 have dimension 1, 8, 26 and 16 respectively. Thus comparing this
decomposition to the feasible character, it is also evident that S is irreducible on every S¯-composition
factor on L(G). By Proposition 3.20, every 16-dimensional S-submodule of L(G) is S¯-invariant. Hence
S < S¯ ≤ (⋂GM )◦, the intersection over 16-dimensional S-submodules of L(G). This is NAut(G)(S)-
stable by Corollary 3.18 and Proposition 4.3(ii) holds for S.
If S¯ is of type C4, then it lies either in F4 < E6 (Levi) or in a subsystem subgroup A7. In the first
case, by [LS96, Table 8.7] we have
VG(λ7) ↓ F4 = VF4(λ1)2 + 02
which is completely reducible since VF4(λ1) is irreducible. Now by Section 4.1.1 we know that S¯ < F4
is irreducible on VF4(λ1), hence by Proposition 3.20 every S-submodule of VG(λ7) is S¯-invariant, and
the intersection
⋂
GM over these submodules contains S¯ and is proper and of positive dimension. By
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Corollary 3.18, it is also NAut(G)(S)-stable, and Proposition 4.3(ii) holds for S.
Finally, suppose S¯ ∼= C4 lies in a subsystem subgroup A7 of G. By [LS96, Table 8.2], L ↓ A7 has
composition factors (λ1 +λ7)/λ4, and is completely reducible since these Weyl modules are irreducible
by Proposition 2.2. As an A7-module, these composition factors are respectively a section of V (λ1)⊗
V (λ1)
∗ and ∧4λ1. By Section 5.1.1, S must act irreducibly on the natural SL8-module. Using Magma
to help with calculations, we therefore deduce that L ↓ S is a sum of two self-dual indecomposables:
L ↓ S = (26|1|8|1|26) + (1 + 26|16|1 + 26)
where the first summand is uniserial and the latter has socle 1+26. Hence L ↓ S has a unique
trivial submodule, say 〈v〉. Then the subgroup CG(v) is proper and of dimension dim G− dim G.v ≥
133− 132 > 0. By Corollary 3.18 it is also NAut(G)(S)-stable, and Proposition 4.3(ii) holds for S.
4.3.4 S ∼= Alt9, p = 2
In this case (Table 5.5.10), by Section 5.1.1 the group H1(S, 26) is 2-dimensional, while the corre-
sponding groups for the other composition factors on L(G) and VG(λ7) vanish. Using Proposition 3.6,
S must fix a vector on VG(λ7) in Case 1) and on L
def
= L(G)/Z(L(G)) in Case 2), hence lies in a proper
subgroup of positive dimension by Lemma 3.5. By Proposition 3.11 it thus lies in a proper connected
subgroup, and Proposition 4.3(i) holds.
Now, Alt9 admits no embedding to A1 by Section 5.1.1 or to G2 by Theorem 0. Thus by Theorem
2.3, S lies in a proper parabolic or maximal-rank reductive subgroup of G. The simple subgroups of
G admitting an embedding of Alt9 are of type A7, Dj , j ∈ {4, 5, 6}, E6 or F4. If S lies in a reductive
subgroup then, by considering the action of S on the natural module for A7 or Dj , or by Sections
4.2.4 and 4.1.2 for E6 and F4, we deduce that S is contained in a simple subgroup of type D4.
If instead S lies in a parabolic subgroup of Levi type Dj , then the only modules occurring in the
unipotent radical filtration are trivial or spin modules (Lemma 3.23); as the image of S in the Levi
factor lies in a D4-type subgroup, these restrict to S with 1- or 8-dimensional composition factors
(using Lemma 3.15 and the fact that S acts completely reducibly on the natural Dj-module), hence
H1(S,M) = {0} for each and S lies in a conjugate of the Levi factor by Proposition 3.24.
If S instead lies in an E6-parabolic subgroup but in no smaller parabolic, then by Corollary 3.28 we
find that either this is NAut(G)(S)-stable (and Proposition 4.3(ii) holds) or S lies in a conjugate of the
Levi factor, in which case S lies in a simple subgroup of type D4 as in Section 4.2.4.
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Thus we may assume that S lies in a simple subgroup S¯ of type D4 of G. By Theorem 2.3, this must
lie in a parabolic subgroup or a subgroup of maximal rank; by the above discussion, it follows either
that S¯ is a Levi subgroup D4 or S¯ lies in C4 < A7. Using [LS96, Table 8.6], we can read off the
possible composition factors of S¯ on the 56-dimensional module VG(λ7):
VG(λ7) ↓ S¯ = 08/λ21/λ23/λ24, or
VG(λ7) ↓ S¯ = 04/λ22
where λ2 is 26-dimensional, and λ1, λ3 and λ4 are 8-dimensional. Now, in the first case each Weyl
module of one of these high weights is irreducible by Proposition 2.2, and hence this is completely
reducible by Corollary 3.14. Comparing this with the feasible character of S, it is also clear that non-
isomorphic S¯-composition factors restrict to non-isomorphic irreducible S-modules. Hence Proposition
3.20 applies and S, S¯ fix precisely the same subspaces on VG(λ7).
In the second case, VG(λ7) ↓ A7 = λ2 + λ6, which is the direct sum of ∧2λ1 and ∧2λ∗1. Now, λ1 ↓ S
is one of 8a, 8b or 8c, and the (self-dual) wedge square of each of these must have a 26-dimensional
composition factor. Using Magma to help with calculations, we find that
VG(λ7) ↓ S = (0|26|0) + (0|26|0)
where each summand is uniserial. Now, these summands are also S¯-invariant (as S¯ < A7) and have
identical composition factor dimensions as S. Hence they must also be uniserial as S¯-modules. Again,
we deduce that every S¯-submodule of L(G) is S¯-invariant.
Hence for each case we have S < S¯ ≤ (GM )◦, the intersection over S-submodules of VG(λ7). This is
NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.3(ii) holds.
4.3.5 S ∼= Alt8−9, p 6= 2, 3, 5, 7
Here let A ∼= Alt8 be a subgroup of S, so that (as in Table 5.5.11) we have
L(G) ↓ A = 1 + 73 + 20 + 21a + 352
By assumption on p this is completely reducible, so A fixes a nonzero vector and is contained in a
proper subgroup of positive dimension, hence in a proper connected subgroup by Proposition 3.11. By
Corollary 3.26 whenever A lies in a parabolic subgroup of G, it lies in a conjugate of the Levi factor.
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Now, by Theorem 0, Alt8 admits no embedding to E6, F4 or G2, hence A lies in a semisimple subgroup
with only classical factors. The only such subgroups having at most one trivial composition factor on
L(G) (see [LS96, Table 8.2]) are contained in a subsystem subgroup A7. This is a quotient of SL8,
and the embedding of A either factors through SL8 or corresponds to an irreducible embedding of
A˜ ∼= 2.Alt8 into SL8 (see Section 5.1.1 and [HM02]). In either case, a quadratic form is preserved
on the natural module and A is contained in a subgroup B3 or D4, respectively. In the latter case,
a minimal preimage of A in Spin8 is isomorphic to 2.Alt8 as Alt8 has Schur multiplier of order 2.
Then the centre acts trivially on one of the 8-dimensional Spin8-modules, as it is also central in Spin8.
Then A itself acts on this module and preserves a nondegenerate 7-dimensional subspace, giving an
embedding into a subgroup of type B3.
So A lies in a subgroup A¯ of type B3 and we have
L(G) ↓ A¯ = 0/λ21/λ2/2λ1/2λ23,
which is completely reducible since all Weyl modules of a high weight here are irreducible by Propo-
sition 2.2. Now, the 35-dimensional A¯-submodules of high weight 2λ3 restrict irreducibly to A since
no other A¯-composition factor has dimension 35 or above. Hence Proposition 3.20 holds and A¯ pre-
serves each irreducible 35-dimensional A-submodule. Since this is also the restriction to A of an





proper, connected subgroup, preserving every 35-dimensional S-submodule of L(G), and Proposition
4.3(i) holds.
Hence we have S < S¯ ≤ (⋂GM )◦, the intersection over 35-dimensional S-submodules of L(G). This
is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.3(ii) holds in this case.
4.3.6 S ∼= Alt8−9, p = 7
Here let A ∼= Alt8 be a subgroup of S so that (as in Table 5.5.12) we have
L(G) ↓ A = 12/73/19/21a/352
From Section 5.1.1, the group H1(A,M) vanishes for all composition factors M here except ‘19’, where
it is one-dimensional. Thus Proposition 3.6 applies and A fixes a nonzero vector embeds in a proper
subgroup of positive dimension, hence in a proper connected subgroup by Proposition 3.11. Since
‘19’ is self-dual and occurs here with multiplicity 1, Corollary 3.26 applies and whenever A lies in a
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parabolic subgroup of G, it lies in a conjugate of the Levi factor.
By Theorem 0, no exceptional simple subgroup of G admits an embedding of Alt8. Thus A lies in a
semisimple subgroup with only classical factors. By Section 5.1.1 and [HM02], A has embeddings into
A6 via the 7-dimensional module, and into D4 via an 8-dimensional irreducible module for 2.A. As
these are the only irreducible modules of dimension < 10 for A or 2.A, by Lemma 3.21 the image of
A in the simply-connected cover of A7, D5 or D6 must lie in a proper parabolic subgroup.
Thus A lies in a simple subgroup A6 or D4. In A6, A preserves a quadratic form on the natural
module and lies in a subgroup B3. Now, an embedding of Alt8 into D4 either arises with 1- and
7-dimensional factors on the natural module, giving an embedding into a subgroup B3, or via arises
from an irreducible embedding of 2.Alt8 into SO8. If A arises as in the latter case, identify 2.A with
its preimage in Spin8. Then the centre of 2.A, being central in Spin8, acts trivially on one of the
8-dimensional modules, hence 2.A acts with composition factors 1/7 on this module. This embeds 2.A
(and hence A) into a subgroup of type B3 in D4.
So in each case, A lies in a simple subgroup A¯ of type B3. From [LS96, Table 8.2] we have
VG(λ7) ↓ A¯ = λ21/λ22
which is completely reducible as each Weyl module is irreducible by Proposition 2.2. Then Proposition
3.20 applies and every A-submodule of VG(λ7) is A¯-invariant. Hence every S-submodule of VG(λ7) is






. Hence S < S¯ ≤ (⋂GM )◦, the intersection over
S-submodules of VG(λ7). By Corollary 3.18, this latter subgroup is NAut(G)(S)-stable, and Proposition
4.3(ii) holds in this case.
4.3.7 S ∼= M11, p 6= 2, 3, 5, 11
Here (Table 5.5.30), in each case S has a trivial composition factor on L(G), which is a submodule by
assumption on p. Thus S lies in a proper subgroup of positive dimension by Lemma 3.5, hence in a
proper connected subgroup by Proposition 3.11, and Proposition 4.3(i) holds.
Now by assumption on p, whenever S lies in a parabolic subgroup it lies in a conjugate of the Levi
factor by Corollary 3.26. By Section 5.1.2, S has no modules of dimension < 10 and by Theorems 2.3
and 0, S lies in a semisimple subgroup of G with factors of type F4, D5, B5 or D6 only. In D6, S must
fix a vector on the natural 12-dimensional module and lies in a proper subgroup D5 or B5. Similarly
if S < B5 and is not irreducible on the natural module, it lies in a proper subgroup D4.
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We may therefore assume that S lies in a subgroup D5 or B5, acting irreducibly on the natural module.
By [LS96, Table 8.2], we have
L(G) ↓ B5 = λ2/λ1/λ25/03,
L(G) ↓ D5 = λ2/λ21/λ4/λ5/04
and in each case, since λ2 has dimension 45 or 55, respectively, and since this is the highest dimension
of any composition factor here, it is the unique S-composition factor of this dimension. In addition,
λ2 = L(S¯) is an S-submodule. Hence S¯ is contained in the connected component of the full stabiliser
of this submodule, and this latter subgroup is NAut(G)(S)-stable by Corollary 3.18. Hence Proposition
4.3(ii) holds in this case.
4.3.8 S ∼= M11, p ∈ {2, 3, 5, 11}
In these cases we prove only Proposition 4.3(i). From Section 5.1.2 we know that the only nonvanishing
groups H1(S, V ) for an irreducible S-module V are V = 10 and 44 when p = 2; 5∗ and 10b when
p = 3; 16∗ when p = 5, and 9 when p = 11. In each case, the cohomology group is one-dimensional.
Comparing this with the number of trivial composition factors in each case using Proposition 3.6, S
must fix a vector on L(G), and lies in a proper subgroup of positive dimension by Lemma 3.5, and
therefore in a proper connected subgroup by Proposition 3.11.
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4.4 G = E8
Recall from Theorem 0 that the finite simple groups S /∈ Lie(p) embedding into G = E8(K) for K an
algebraically closed field of characteristic p ≥ 0 are the following:







Alt11 (p = 2, 11), Alt12 - Alt17 (p = 2), M12 (p = 2, 5), J1 (p = 11), J2 (p = 2), J3 (p = 2), Th
(p = 3), L2(37) (p = 2), L4(3) (p = 2), L4(5) (p = 2), PSp4(5) (p = 2),
2B2(32) (p = 5)
The following is Theorem 1 for G = E8.
Proposition 4.4. Let S be a non-abelian finite simple subgroup of G = E8(K), where K is alge-
braically closed of characteristic p ≥ 0, and suppose that S is not isomorphic to a member of Lie(p).
(i) If S is isomorphic to one of the following, then S lies in a proper connected subgroup S¯ of G:
Alt10−17, Alt9 (p 6= 2, 3), Alt8 (p 6= 3, 5, 7), M11 (p 6= 2, 3, 5, 11).
(i) The subgroup S¯ in (i) may be chosen to be NAut(G)(S)-stable, except possibly if S ∼= Alt10 with
p = 2.
4.4.1 S ∼= Alt12−17, p = 2
In this case let A be a subgroup Alt12 of S, unique up to conjugacy in S, and let B be a subgroup
Alt9 of A centralising a 3-cycle t. Now, S has a unique feasible character on L(G) (Table 5.6.1) which
evaluates to 14 on the class of 3-cycles. Hence B lies in the subgroup CG(t)
◦, which is reductive of
type D7T1 by [CG87, Table 4]. Thus B lies in a simple subsystem subgroup of type D7.
Since p = 2, this subgroup D7 is abstractly isomorphic to SO14(K). By Section 5.1.1 the only
nontrivial irreducible B-modules M of dimension ≤ 14 are the three 8-dimensional modules, and in
each case we have H1(B,M) = {0}. Hence on the natural 14-dimensional D7-module, B acts trivially
on a 6-dimensional direct summand and lies in a simple subgroup B¯ of type D4, a Levi subgroup. We
will prove that every B-submodule of L(G) ↓ B is B¯-invariant.
Now, from [LS96, Table 8.1], we have
L(G) ↓ B¯ = 028/λ2/λ81/λ83/λ84.
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Since the 8-dimensional Weyl modules of high weight λ1, λ3 and λ4 are irreducible and that of high
weight λ2 has composition factors 0
2/λ2 of dimension 1 and 26 respectively (Proposition 2.2), each
8-dimensional S¯-composition factor is a direct summand by Corollary 3.14.
Now, Since the only possible indecomposable extension of irreducible B¯-modules occurring in L(G) is
λ2/0, In order to apply Proposition 3.20 we require that the restriction map ExtB¯(λ2, 0)→ ExtB(26, 0)
is injective. Each group is 2-dimensional (for B¯, this follows since the Weyl module has two trivial
composition factors in the socle, while for B this can be calculated using Magma).
Now, there are three isomorphism classes of subgroups ∼= Alt9 in SO8(K), corresponding to the three
8-dimensional irreducible modules for Alt9. Each of these classes has a representative in the finite
subgroup SO+8 (2), since the 8-dimensional Alt9 modules are each defined over the finite field F2.
Further, a result of Cline, Parshall, Scott and van der Kallen [Cli+77, Theorem 7.4] then implies that
the restriction map from B¯ to the finite group SO+8 (2) is injective. We then use Magma to find two
elements of ExtSO8(2)(λ2, 0) mapping to linearly independent elements of ExtB(λ2, 0), for B in each
of the three classes of subgroups.
Thus the necessary restriction maps are injective, and by Lemma 3.19 each B-submodule of L(G) is







. Thus S < B¯ ≤ (⋂GM )◦, the intersection over S¯-submodules of L(G). This isNAut(G)(S)-
stable by Corollary 3.18, and thus Proposition 4.4(i) and (ii) holds for S.
4.4.2 S ∼= Alt11, p = 11
Here (Table 5.6.2) any feasible decomposition of S on L(G) has shape
L(G) ↓ S = 44/36/842.
Now consider a subgroup A ∼= Alt9 of S. Matching up Tables 5.6.2 and 5.6.7, we find that
L(G) ↓ A = 1 + 83 + 27 + 283 + 562,
which is completely reducible since p - |A|, hence A fixes a vector and lies in a proper, positive-
dimensional subgroup of G. By Proposition 3.11 it lies in a connected subgroup, and by assumption
on p and Corollary 3.26, whenever A lies in a parabolic subgroup, it is contained in a conjugate of the
Levi factor.
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Now, from Section 5.1.1 and [HM02], the smallest irreducible modules for A or its universal cover 2.A
are of dimension 8 and 21, and each 8-dimensional module supports an A-invariant or 2.A-invariant
nondegenerate quadratic form. Since Alt9 admits no embeddings into a proper exceptional subgroup
of G (Theorem 0), it follows that a minimal semisimple connected subgroup containing A can only
have simple factors which are of type D4.
Inspecting [LS96, Table 8.1], we thus find that A lies in a simple subgroup A¯ of type D4 (in an A7
subsystem subgroup), and we have
L(G) ↓ A¯ = 0/λ21/λ32/2λ1/(λ3 + λ4)2,
which is completely reducible by Corollary 3.14, as all Weyl modules here are irreducible by assumption
on p (Proposition 2.2).
Let W be the span of all 28-dimensional and 56-dimensional A-submodules of L(G). Then W is the
restriction of an A¯-submodule with factors λ32/(λ3 +λ4)
2, which contains every 28- and 56-dimensional
A¯-composition factor of L(G). Proposition 3.20 then applies so that every A-submodule of W is A¯-
invariant.
Now, as L(G) is self-dual, S has either a unique 84-dimensional submodule or has a summand of shape
84 + 84. In either case, this is contained in W , since ‘84’ must restrict to A with composition factors
28/56. Thus each 84-dimensional S-submodule of L(G) is A¯-invariant, and thus invariant also under







Thus S < S¯ ≤ (⋂GM )◦, the intersection over 84-dimensional S-submodules of L(G). This latter
group is NAut(G)(S)-stable, and Proposition 4.4(i) and (ii) holds for S.
4.4.3 S ∼= Alt11, p = 2
Here we have a unique feasible character (Table 5.6.1). By Section 5.1.1, the group H1(S, 44) is
one-dimensional, while the corresponding group for any other S-composition factor on L(G) vanishes.
Thus Proposition 3.6 applies and S fixes a nonzero vector on L(G), and lies in a proper subgroup of
positive dimension. By Proposition 3.11, S thus lies in a proper connected subgroup, and Proposition
4.4(i) holds. Further, since ‘44’ is self-dual and occurs with multiplicity 1, by Corollary 3.26 whenever
S lies in a parabolic subgroup of G, it lies in a conjugate of the Levi factor.
Thus S lies in a proper semisimple subgroup of G. From Sections 4.3.1 and 4.2.2, if S lies in a subgroup
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E6 or E7, it lies in a simple subgroup of type D5. The smallest S-modules are of dimension 10 and
16, and S preserves a quadratic form on the former and no nondegenerate form on the latter. Thus if
S lies in a semisimple subgroup with only classical factors 6= D5, this must be of type B5, D6, B6, D7,
B7 or D8. In each case, S is reducible on the natural module, and by Lemma 3.21 we again deduce
that S lies in a subgroup of type D5.
So let S¯ be a connected simple subgroup of type D5 containing S. From [LS96, Table 8.1], we have
L(G) ↓ S¯ = (016/λ2) + λ61 + λ44 + λ45
where the direct sums follow from Lemma 3.13 since the Weyl modules of high weight λ1 (of dimension
10) and λ4 and λ5 (of dimension 16) are irreducible, while WD5(λ2) (of dimension 45) has shape λ2|0.
Comparing dimensions, we see that each S¯-composition factor restricts irreducibly to S, and no two
distinct factors restrict to isomorphic S-modules.
Thus, let W be the sum of all 10- and 16-dimensional S-submodules of L(G). Then W is the restriction
to S of the completely reducible S¯-summand whose composition factors are precisely those of high




◦, the intersection over all 10- and 16-dimensional S-submodules of L(G). By Corollary 3.18,
this latter subgroup is NAut(G)(S)-stable and hence Proposition 4.4(ii) holds in this case.
4.4.4 S ∼= Alt10, p 6= 2, 3, 5, 7
Here, according to Table 5.6.3 we have the unique feasible decomposition
L(G) ↓ S = 9 + 35 + 36 + 842.
Now consider a subgroup A ∼= Alt9 of S. As deduced in Section 4.4.2 above, A embeds in a simple
subgroup A¯ of type D4, and we have
L(G) ↓ A = 1 + 83 + 27 + 283 + 562,
L(G) ↓ A¯ = 0/λ21/λ32/2λ1/(λ3 + λ4)2,
where the latter is also completely reducible as all Weyl modules of a high weight here are irreducible
(Proposition 2.2). Let W be the sum of 28-dimensional and 56-dimensional A-submodules of L(G).
Then W is the restriction of an A¯-submodule with factors λ32/(λ3 +λ4)
2, which contains every 28- and
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56-dimensional A¯-composition factor of L(G). Proposition 3.20 then applies so that everyA-submodule





is a proper connected subgroup containing S and preserving every 84-dimensional irreducible S-
submodule of L(G). Thus S < S¯ ≤ (⋂GM )◦ where the intersection is over 84-dimensional irreducible
S-submodules of L(G). By Corollary 3.18, this latter subgroup is NAut(G)(S)-stable, and Proposition
4.4(i) and (ii) hold here.
4.4.5 S ∼= Alt10, p = 7
Here (Table 5.6.3) we have the unique feasible decomposition
L(G) ↓ S = 9/35/36/842.
Now, the 84-dimensional modules are projective (this can be verified using Magma), hence are direct
summands, and since the other factors are self-dual and occur with multiplicity one, we deduce that
this decomposition is completely reducible. Now, if we restrict to a subgroup A ∼= Alt9 of S, we get
L(G) ↓ A = (1 + 8) + (8|19|8) + (8 + 28) + (28 + 56)2
= (8|19|8) + 1 + 82 + 263 + 562.
So A fixes a submodule on L(G) and lies in a subgroup of positive dimension by Lemma 3.5. It
thus lies in a proper connected subgroup by Proposition 3.11. Now, by Section 4.3.6, an embedding
of A into E7 has image lying in a proper connected subgroup. Further, by Section 5.1.1 we have
H1(A,M) = {0} for each A-composition factor M of L(G), and hence whenever A lies in a parabolic
subgroup of G, it lies in a conjugate of the Levi factor.
Now, by Section 5.1.1 and [HM02], the modules for A and its cover 2.A of lowest dimension are 8-
and 19-dimensional. Thus if A embeds into a classical simple subgroup of G, then by Lemma 3.21
it lies in a parabolic subgroup of this, unless this simple subgroup is of type D4 or A7. Then each
8-dimensional module supports a nondegenerate quadratic form, and we deduce that A must lie in a
semisimple subgroup of type D4 or D4D4. In the latter case, the embedding factors through a diagonal
subgroup D4.
Thus A lies in a simple subgroup A¯ of type D4; comparing the above decomposition with [LS96, Table
8.1], we deduce that
L(G) ↓ A¯ = 0/λ21/λ32/2λ1/(λ3 + λ4)2
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which is completely reducible by Lemma 3.13, since all Weyl modules here are irreducible (Proposition
2.2). Thus the irreducible A-submodules of dimension 28 or 56 form a direct summand W , of which
every A-submodule is A¯-invariant by Proposition 3.20.
Thus every 84-dimensional S-submodule of L(G), which restricts to A with 28- and 56-dimensional





〉 ≤ (⋂GM )◦, where the
intersection if over 84-dimensional S-submodules of L(G). Applying Corollary 3.18, this right-hand
connected subgroup is NAut(G)(S)-stable, and Proposition 4.4(i) and (ii) hold here.
4.4.6 S ∼= Alt10, p = 5
Here we have two feasible characters (Table 5.6.4).
Case 1). Here, we have
L(G) ↓ S = 1/82/283/35a/562.
Now, as can be verified using Magma, the projective indecomposable module corresponding to 35a
has shape (35a|55|35a), which implies that 35a cannot extend any other composition factor here, and
is a thus a direct summand. This will be used shortly.
If S fixes a 1-space on L(G) then by Lemma 3.5 and Proposition 3.11, S lies in a proper connected
subgroup of G, and Proposition 4.4(i) holds. Now, by Theorem 0, Alt10 admits no embedding into a
proper exceptional simple subgroup of G. Comparing the above with the restrictions in [LS96, Table
8.1], we see that S must lie in a subsystem subgroup D4D4 or A7, or a parabolic of Levi type A7. By
Corollary 3.28, if S lies in a parabolic subgroup A7 and in no conjugate of the Levi factor, then this
parabolic subgroup is NAut(G)(S)-stable and Proposition 4.4(ii) holds. Thus we may assume that S
lies in a subsystem subgroup D4D4 or A7; in each case, we deduce that S lies in a simple subgroup S¯
of type D4. By [LS96, Table 8.1] we have
L(G) ↓ S¯ = 0/λ21/λ32/2λ1/(λ3 + λ4)2,
which is completely reducible by Corollary 3.14, since by Proposition 2.2 each Weyl module of a high
weight here is irreducible. Thus S¯ preserves the S-invariant 1-space, and we have S < S¯ < CG(v)
◦.
This latter group is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.4(ii) holds.
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Thus we now suppose that S fixes no 1-space of L(G). Let A ∼= Alt9 be a subgroup of S. We have
L(G) ↓ A = 1/83/27/283/562.
Now, from Section 5.1.1 we have H1(A,M) = {0} for each composition factor here. In particular A
fixes a nonzero vector on L(G) and lies in a proper subgroup of positive dimension by Lemma 3.5,
hence in a proper connected subgroup by Proposition 3.11. By Corollary 3.26, S also lies in conjugate
of the Levi factor of any parabolic subgroup containing it.
Hence A lies in a proper semisimple subgroup having at most one trivial composition factor on L(G).
We know that A has no Lie primitive embeddings into an exceptional subgroup of G from 4.3.2, and
by [HM02] any embedding of A into a classical simple group has image in a subgroup D4. Thus A lies
in a subgroup A¯ of type D4 (which may be a diagonal subgroup of a subsystem subgroup D4D4).
By [LS96, Table 8.1] we must have
L(G) ↓ A¯ = 0/λ21/λ32/2λ1/(λ3 + λ4)2,
which is completely reducible, as deduced above. Each A¯ module restricts irreducibly to A with the
exception 2λ1 ↓ A = 27/8. Thus we have an A¯-summand W with composition factors λ32/(λ3 + λ4)2
which restricts to A as a summand consisting precisely of the 28- and 56-dimensional A-submodules
of L(G). By Proposition 3.20 each A-submodule of W is A¯-invariant.
This implies that if S has any irreducible submodules of dimension 28 or 56 on L(G), then these are






. If we assume that S has no such submodules, recall that
‘35a’ is a direct summand and that we are assuming that S fixes no 1-space of L(G). Let V be the
complementary S-submodule to 35a. Then V must be self-dual and has only 8-dimensional irreducible
factors in its socle. Hence the projective cover of V is an image of P 28 , where P8 is the projective
indecomposable S-module with socle ∼= 8. But, as can be verified with Magma, this projective module
has no 56-dimensional composition factors; this is a contradiction.
Hence L(G) has a 28- or 56-dimensional S-submodule; let U be the sum of these. Then U is nontrivial
and every S-submodule of U is S¯-invariant. Thus S < S¯ ≤ (⋂GM )◦, the intersection over 28- and
56-dimensional S- submodules of L(G). This latter subgroup is NAut(G)(S)-stable by Corollary 3.18,
and Proposition 4.4(i) and (ii) holds.
Case 2). Here, we have
L(G) ↓ S = 13/285/35a/35b/35c.
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Now, using Magma to help with calculations, we find that, for each composition factorM here, quotient
PM/rad(rad(PM )) has no other composition factors isomorphic to one here. Hence no factor here can
extend another indecomposably, and S fixes a nonzero vector on L(G) and lies in a proper subgroup of
positive dimension by Lemma 3.5, hence in a connected subgroup by Proposition 3.11, and Proposition
4.4(i) holds. Further, since H1(S, V ) vanishes for each composition factor V here, whenever S is
contained in a parabolic subgroup of G, it is contained in a conjugate of the corresponding Levi factor
by Corollary 3.26.
Now, comparing the feasible character with the restrictions in [LS96, Table 8.1], the only possible
semisimple subgroups containing S are of type D8, D4D4, A7 and D4. Since S preserves a quadratic
form on its 8-dimensional module and has no other irreducibles of dimension < 28, in each case we
deduce that S lies in a simple subgroup S¯ of type D4. Using [LS96, Table 8.1] we then have
L(G) ↓ S¯ = 03/λ52/2λ1/2λ3/2λ4
which is completely reducible by Corollary 3.14, as each D4-Weyl module of a high weight here is
irreducible (Proposition 2.2). The factors of highest weight 0, λ2, 2λ1, 2λ3 and 2λ4 have dimensions 1,
26, 8, 8 and 8. Hence each restricts irreducibly to S, so S and S¯ satisfy Proposition 3.20 on L(G), every
S-submodule is S¯-invariant. Thus S < S¯ ≤ (⋂GM )◦, where the intersection is over S-submodule M of
L(G).This right-hand subgroup is also NAut(G)(S)-stable by Corollary 3.18. Hence Proposition 4.4(ii)
holds in this case.
4.4.7 S ∼= Alt10, p = 3
Here we have a unique feasible character (Table 5.6.5):
L(G) ↓ S = 1/9/34/36/842.
Now, since L(G) is self-dual, and its composition factors are self-dual and all except ‘84’ have mul-
tiplicity one, any irreducible S-submodule other than ‘84’ must also be a quotient and therefore a
direct summand. It follows that the only possible reducible indecomposable S-summand of L(G) is an
image of P84, the projective corresponding to the 84-dimensional factor. Using Magma, we find that
the largest quotient of this projective having only factors which appear above has shape 84|(1 + 84);
hence either L(G) ↓ S is completely reducible, or we have
L(G) ↓ S = 1 + 9 + 34 + 36 + (84|84).
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In either case, S fixes a 1-space on L(G), hence lies in a proper positive-dimensional subgroup, and
therefore in a proper connected subgroup by Proposition 3.11, and Proposition 4.4(i) holds. If S lies
in a parabolic subgroup of G, then by Lemma 3.23, each module occurring in the filtration of the
corresponding unipotent radical have dimension < 84. This cannot be the case, since such modules
occur with their duals in L(G), and all S-composition factors of dimension < 84 are self-dual and have
multiplicity one.
Thus S lies in no proper parabolic subgroup of G. By Theorem 2.3, S must lie in a maximal-rank
subsystem subgroup. If S lies in a subgroup D8, then since the smallest irreducible S-module is 9-
dimensional, S has 7 trivial composition factors on the natural D8-module, hence has multiple trivial
factors on L(D8) = λ2 = ∧2λ1, a contradiction. Thus S lies in a subgroup S¯ of type A8. By [LS96,
Table 8.1] and Proposition 2.2, we have
L(G) ↓ S¯ = 0/(λ1 + λ8)/λ3/λ6
which is completely reducible since the Weyl modules of high weight λ3 and λ6 are irreducible, and
the other composition factors are self-dual and occur with multiplicity one.
Thus the unique trivial S-submodule of L(G), call it 〈v〉, is the restriction of a trivial S¯-submodule, and
we have S < S¯ < CG(v)
◦, which is proper and NAut(G)(S)-stable by Corollary 3.18, and Proposition
4.4(ii) holds.
4.4.8 S ∼= Alt10, p = 2
Here we have seven feasible characters (Table 5.6.6). From Section 5.1.1, the cohomology group
H1(S, V ) has dimension 1 when V = 8 or 26, and zero for any other factor in one of these feasible
characters. Hence in each case other than 5), the sum
∑
dim (H1(S,M) over S-composition factors
of L(G) is at most the number of trivial composition factors of L(G), hence Proposition 3.6 applies
and Proposition 4.4(i) holds.
In Case 5) this argument fails (the sum of cohomology-group dimensions is nine, and we have only
eight trivial composition factors). Suppose that S fixes no nonzero vector on L(G). If L(G) had more
than one direct summand with a trivial composition factor, then by the pigeonhole principle at least
one such summand would have
∑
dim(H1(S,M)) at most the number of trivial composition factors,
hence would satisfy Proposition 3.6, a contradiction.
Hence S has an indecomposable summand W on L(G) containing all trivial composition factors, which
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must therefore contain each S-composition factor V such that H1(S, V ) is nonzero. This summand
must also be self-dual (as its dual is another summand with these factors).
Now, by Lemma 3.9, W is an image of P 28 +P
2
26 +P48. Direct calculation with Magma shows that no
self-dual quotient of this module can have the composition factors required here, and thus W cannot
exist, so S must fix a nonzero vector on L(G), hence lies in a proper positive-dimensional subgroup by
Lemma 3.5, hence in a proper connected subgroup by Proposition 3.11, and Proposition 4.4(i) holds.
4.4.9 S ∼= Alt9, p 6= 2, 3, 5, 7
Here we have two feasible characters (Table 5.6.7).
Case 1). Here, the decomposition is that given for A ∼= Alt9 in Section 4.4.4. As there, we deduce that
A lies in a simple subgroup D4 preserving the unique A-invariant 1-space on L(G), and Proposition
4.4(i) and (ii) hold.
Case 2). Here, we have
L(G) ↓ S = 13 + 8 + 27 + 285 + 35a + 35b
and again S fixes a nonzero vector and lies in a proper subgroup of positive dimension by Lemma 3.5.
It therefore lies in a proper connected subgroup by Proposition 3.11, and Proposition 4.4(i) holds.
Now, from Section 4.3.5 we know that S has no Lie primitive embeddings into an exceptional simple
subgroup of G. By assumption on p, all cohomology groups for S vanish and thus whenever S lies in
a parabolic subgroup of G, it lies in a conjugate of the Levi factor (Corollary 3.26).
Thus S lies in a semisimple subgroup with only classical factors. The 8-dimensional S-module affords
an embedding to D4. Thus S lies in a subgroup D4, which may lies as a diagonal subgroup of D4D4
in D8, or may lie in a subgroup A7. Let S¯ be this subgroup. By assumption on p, the classes of D4
subgroups are given by [LS96, Table 8.1]. We deduce that
L(G) ↓ S¯ = 03/λ52/2λ1/2λ3/2λ4
which is completely reducible by Lemma 3.13 as every Weyl module of a high weight here is ir-
reducible. By Proposition 3.20, every trivial S-submodule of L(G) is S¯-invariant, and therefore
S < S¯ ≤ (⋂GM )◦, the intersection over trivial S-submodules of L(G). This right-hand subgroup
is NAut(G)(S)-stable by Corollary 3.18, and thus Proposition 4.4(ii) holds.
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4.4.10 S ∼= Alt9, p = 7
Here we have two feasible characters (Table 5.6.8). These each have a trivial composition factor, and
neither of these has a 47-dimensional composition factor. Hence by Section 5.1.1 we have H1(S, V ) =
{0} for each composition factor V of S on L(G), and thus S fixes a nonzero vector on L(G) and lies
in a proper subgroup of positive dimension by Lemma 3.5, hence in a proper connected subgroup
by Proposition 3.11, and Proposition 4.4(i) holds. Further, since the necessary cohomology groups
vanish, S lies in a conjugate of a Levi factor of any parabolic subgroup containing it by Corollary 3.26.
Case 1). In this case, we have already deduced in Section 4.4.5 that S lies in a subgroup D4 which
fixes the unique S-invariant 1-space on L(G), and Proposition 4.4(ii) holds for S.
Case 2). Here we have
L(G) ↓ S = 13 + (82/19/285/35a/35b)
and with identical reasoning to Section 4.4.9 above, we deduce that S lies in a simple subgroup S¯ of
type D4. By [LS96, Table 8.1], we have
L(G) ↓ S¯ = 03/λ52/2λ1/2λ3/2λ4
where each Weyl module of a high weight here is irreducible (Proposition 2.2). By Proposition 3.20,
every trivial S-submodule of L(G) is S¯-invariant, and thus S < S¯ ≤ (⋂GM )◦, the intersection over
trivial S-submodules of L(G). This is then NAut(G)(S)-stable by Corollary 3.18, and Proposition
4.4(ii) holds for S.
4.4.11 S ∼= Alt9, p = 5
Here we have three feasible characters (Table 5.6.9). By Section 5.1.1, the only irreducible S-module
such that H1(S, V ) 6= {0} is 83-dimensional, and this does not occur in any feasible character. Since
each feasible decomposition has a trivial composition factor, Proposition 3.6 tells us that S fixes a
nonzero vector in each case and is thus contained in a proper, positive-dimensional subgroup of G by
Lemma 3.5. It is thus contained in a proper connected subgroup by Proposition 3.11, and Proposition
4.4(i) holds.
As deduced in Case 1) of Section 4.4.6, S must lie in a simple subgroup of G of type D4. The possible
classes of S¯ are given in [LS96, Table 8.1], and we see that no such subgroup has a composition factor
of dimension ≥ 134 on L(G), and hence Case 1) of Table 5.6.9 cannot occur.
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In Case 2), as deduced in Case 1) of Section 4.4.6, S lies in a simple subgroup D4 which preserves the
unique S-invariant 1-space on L(G), and Proposition 4.4(ii) holds.
In Case 3), comparing the feasible character of S with [LS96, Table 8.1], we find that
L(G) ↓ S¯ = 03/λ52/2λ1/2λ3/2λ4,
which is completely reducible since every S¯-Weyl module of a high weight here is irreducible (Propo-
sition 2.2. Each composition factor restricts irreducibly to S, hence every trivial S-submodule of
L(G) is S¯-invariant, and S < S¯ ≤ (⋂GM )◦, the intersection over trivial S-submodules of L(G). This
subgroup is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.4(i) holds for S.
4.4.12 S ∼= Alt8, p 6= 2, 3, 5, 7
Here we have three feasible characters on L(G) (Table 5.6.12), and by assumption on p, each has a
nonzero trivial submodule, hence any S having one of these feasible characters on L(G) lies in a proper
subgroup of positive dimension by Lemma 3.5, hence in a proper connected subgroup by Proposition
3.11, and Proposition 4.4(i) holds. Further, whenever S lies in a parabolic subgroup, it lies in a
conjugate of the corresponding Levi factor by Corollary 3.26.
By Section 4.3.5, there are no Lie primitive embeddings of S into an exceptional simple subgroup of
G. By Section 5.1.1 and [HM02], S has irreducible embeddings into B3 and D7, while its double cover
2.S has an irreducible embedding into D4. Since the centre of 2.S is central in D4, it acts trivially
on one of the three 8-dimensional D4-modules; on this, S acts with composition factors 1 and 7, and
therefore lies in a proper subgroup of type B3.
If S lies irreducibly in a subgroup of type D7 of G, then by [LS96, Table 8.1], this D7 subgroup has
two 14-dimensional factors λ1 on L(G). But S has no 14-dimensional composition factors on L(G), a
contradiction.
Thus S lies in a subgroup S¯ of type B3. The classes of these are given by [LS96, Table 8.1], and since
p /∈ {2, 3, 5, 7} the Weyl module of each possible high weight of L(G) ↓ S¯ is irreducible by Proposition
2.2, and S¯ acts completely reducibly by Corollary 3.14. Now, Cases 1) and 2) cannot occur, since here
S has three trivial composition factors and at most two others of dimension ≤ 8, and this contradicts
the possibilities for L(G) ↓ S¯.
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Hence the only possible subgroups S correspond to Case 3). Thus
L(G) ↓ S = 14/77/20/215/352
and inspecting [LS96, Table 8.1], we must have
L(G) ↓ S¯ = 04/λ61/λ52/2λ1/2λ23,
which is completely reducible as each Weyl module is irreducible (Proposition 2.2). Hence every trivial
S-composition factor of L(G) is S¯-invariant, and we have S < S¯ ≤ (⋂GM )◦, the intersection over
trivial S-submodules of L(G). This is NAut(G)(S)-stable by Corollary 3.18, and Proposition 4.4(ii)
holds for S.
4.4.13 S ∼= M11, p 6= 2, 3, 5, 11
Here we have three feasible characters on L(G) (Table 5.6.25) and as each of these has a trivial
composition factor, it has a trivial submodule by assumption on p, hence in each case S lies in a proper
subgroup of positive dimension by Lemma 3.5, hence in a proper connected subgroup by Proposition
3.11, and Proposition 4.4(i) holds. Also by assumption on p, whenever S lies in a parabolic subgroup
of G it lies in a conjugate of the Levi factor by Corollary 3.26.
By Sections 4.3.7 and 4.2.8 there are no Lie primitive embeddings of S into an exceptional simple
subgroup. By Section 5.1.2, the irreducible KS-modules of lowest dimension have dimension 10, 11
and 16. Since M11 has trivial Schur multiplier, if S lies in a classical simple subgroup of G, then it
must lie in one of type B5 or D5, call it S¯, acting irreducibly on the natural module. By [LS96, Table
8.1], we have
L(G) ↓ B5 = λ2/λ51/λ45/010,
L(G) ↓ D5 = λ2/λ61/λ44/λ45/015.
Now, the composition factor of high weight λ2 is the Lie algebra of S¯, and hence a submodule W of
L(G), of dimension 55 or 45 for S of type B5 or D5, respectively. As S has only one composition
factor of this dimension, this S¯-submodule restricts to the unique S-submodule of dimension 55 or 45.
In particular we have S < S¯ ≤ G◦W , which is proper, connected and NAut(G)(S)-stable by Corollary




5.1 Irreducible Modules for Finite Simple Groups
In [HM02], Hiss and Malle give a list of dimensions and Frobenius-Schur indicators of irreducible
KS-modules of dimension at most 250, where K is algebraically closed of characteristic p ≥ 0, and S
is a finite quasisimple group, not of Lie type in characteristic p.
In Chapter 4 we make use of this information, as well as the dimension of the cohomology group
H1(S, V ) for many such modules. The information we require can be readily calculated using Magma,
either directly using built-in routines or by utilising induction from a proper subgroup. In addition,
the Brauer characters of many of the necessary modules can be found in the modular Atlas [Jan+95].
In this section, we list the non-trivial irreducible KS-modules of dimension at most 248, as well as
their Frobenius-Schur indicators and the dimension of the corresponding first cohomology group, when
we have used this. Note that the list in [HM02] does not distinguish between non-isomorphic KS-
modules of the same dimension with the same Frobenius-Schur indicator, however we list all modules
in such a case.
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5.1.1 Alternating Groups
n char K = p (V , ind(V ), dim H1(S, V ))
5 2 (2a,b, −, 1), (4, +, 0)
3 (3a,b, +, 0), (4, +, 1)
5 (3, +, 1), (5, +, 0)
p 6= 2, 3, 5 (3a,b, +), (4a, +), (5, +)
6 2 (4a,b, −, 1), (8a,b, +, 0),
3 (3a,b, +, 0), (4, +, 2), (9, +, 0)
5 (5a,b, +, 0), (8, +, 1), (10a, +, 0)
p 6= 2, 3, 5 (5a,b, +), (8a,b, +), (9, +), (10, +)
7 2 (4, ◦, 0), (6a, +, 0), (14, +, 1), (20, −, 1)
3 (6, +, 0), (10, ◦, 1), (13, +, 2), (15, +, 0)
5 (6a, +, 0), (8, +, 0), (10, ◦, 0), (13, +, 1), (15a, +, 0), (35, +, 0)
7 (5, +, 1), (10, +, 0), (14a,b, +, 0), (21a, +, 0), (35, +, 0)
p 6= 2, 3, 5, 7 (6a, +), (10, ◦), (14a,b, +), (15a, +), (21a, +), (35, +)
8 2 (4, ◦, 0), (6, +, 1), (14, +, 1), (20, ◦, 1), (64, +, 0)
3 (7, +, 0), (13, +, 1), (21, +, 0), (28, +, 0), (35, +, 1), (45, ◦, 0)
5 (7, +, 0), (13, +, 1), (20, +, 0), (21a,b, +, 0), (35, +, 0), (43, +, 0), (45, ◦, 0),
(70, +, 0)
7 (7, +, 0), (14, +, 0), (19, +, 1), (21a, +, 0), (21b, ◦, 0),
(28, +, 0), (35, +, 0), (45, +, 0), (56, +, 0), (70, +, 0)
p 6= 2, 3, 5, 7 (7, +), (14, +), (20, +), (21a, +), (21b, ◦, 0),
(28, +), (35, +), (45, ◦), (56a, +), (64a, +), (70, +)
9 2 (8a,b,c, +, 0), (20, ◦, 1), (26, +, 2), (48, +, 0), (78, +, 1), (160, +, 0)
3 (7, +, 1), (21, +, 0), (27, +, 0), (35, +, 1), (41, +, 1), (162, +, 0), (189, +, 0)
5 (8a, +, 0), (21, +, 0), (27, +, 0), (34, +, 0), (35a,b, +, 0),
(56a, +, 0), (83, +, 1), (105, +, 0), (120, +, 0), (133, +, 0), (134, +, 0)
7 (8a, +, 0), (19, +, 0), (21, ◦, 0), (28, +, 0), (35a,b, +, 0),
(42, +, 0), (47, +, 1), (56a, +, 0), (84, +, 0), (101, +, 0),
(105, +, 0), (115, +, 0), (168, +, 0), (189, +, 0)
p 6= 2, 3, 5, 7 (8a, +, 0), (21, ◦, 0), (27, +, 0), (28, +, 0), (35a,b, +, 0),
(42, +, 0), (48a, +, 0), (56a, +, 0), (84, +, 0), (105, +, 0),
(120a, +, 0), (162, +, 0), (168, +, 0), (189, +, 0), (216, +, 0)
10 2 (8, −, 1), (16, +, 0), (26, +, 1), (48, +, 0), (64a,b, +, 0),
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(160, +, 0), (198, +, 0), (200, +, 1)
3 (9, +, 0), (34, +, 1), (36, +, 0), (41, +, 1), (84, +, 1), (90, +, 0),
(126, +, 0), (224, +, 0)
5 (8a, +, 1), (28, +, 0), (34, +, 0), (35a,b,c, +, 0),
(55, +, 0), (56a, +, 0), (75, +, 0), (133a,b, +, 0),
(155, +, 0), (160a, +, 0), (217, +, 1), (225, +, 0)
7 (9, +, 0), (35, +, 0), (36, +, 0), (42, +, 0), (66, +, 0), (84, +, 0),
(89, +, 1), (101, +, 0), (124, +, 0), (126, +, 0), (199, +, 0), (210, +, 0),
(224a,b, +, 0)
p 6= 2, 3, 5, 7 (9, +), (35, +), (36, +), (42, +), (75, +), (84, +), (90, +),
(126, +), (160, +), (210, +), (224a,b, +), (225, +)
11 2 (10, +, 0), (16, ◦, 0), (44, +, 1), (100, +, 0), (144, +, 0),
(164, −, 1), (186, +, 1), (198, +, 2)
11 (9, +, 1), (36, +, 0), (44, +, 0), (84, +, 0), (110, +, 0), (126, +, 0),
(132, +, 0), (165, +, 0), (231, +, 0)
The following groups Altn only embed in an adjoint exceptional simple algebraic group over K when
p = char K = 2.
n (V , ind(V ) )
12 (10, +), (16, ◦), (44, +), (100, +), (144, ◦), (164, −)
13 (12, +), (32a, +), (32b, +), (64, −), (144, ◦), (208, +)
14 (12, −), (64a, −), (64b, +), (208, +)
15,16 (14, +), (64, ◦), (90, +)
17 (16, +), (118, +), (128a, +), (128b, +)
5.1.2 Sporadic Groups
S char K = p (V , ind(V ), dim H1(S, V ))
M11 2 (10, +, 1), (16, ◦, 0), (44, +, 1)
3 (5, ◦, 0), (5∗, ◦, 1), (10a, +, 0), (10b, ◦, 1), ((10b)∗, ◦, 0), (24, +, 0),
(45, +, 0)
5 (10a, +, 0), (10b, ◦, 0), (11, +, 0), (16, ◦, 0), (16∗, ◦, 1),
(45, +, 0), (55, +, 0)
11 (9, +, 1), (10, ◦, 0), (11, +, 0), (16, +, 0), (44, +, 0), (55, +, 0)
p 6= 2, 3, 5, 11 (10a, +), (10b, ◦), (11, +), (16, ◦),
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(44, +), (45, +), (55, +)
M12 2 (10, +, 2), (16, ◦, 0), (44, +, 1), (144, +, 0)
3 (10a,b, +, 1), (15, ◦, 1), (34, +, 1), (45a, +, 0),
(45b,c, +, 0), (54, +, 0), (99, +, 0)
5 (11a,b, +, 0), (16, ◦, 0), (45, +, 0), (55a, +, 0),
(55b,c, +, 0), (66, +, 0), (78, +, 0), (98, +, 1), (120a, +, 0)
11 (11a,b, +, 0), (16, +, 0), (29, +, 0), (53, +, 1), (55a−c, +, 0),
(66, +, 0), (91, +, 0), (99, +, 0), (176, +, 0)
p 6= 2, 3, 5, 11 (11a,b, +), (16, ◦), (44, +), (45, +),
(54, +), (55a−c, +), (66, +), (99, +),
(120a, +), (144, +), (176, +)
M22 2 (10, ◦, 1), (10∗, ◦, 0), (34, −, 1), (70, ◦, 1), (98, −, 1)
5 (21a, +, 0), (45a, ◦, 0), (55, +, 0), (98, +, 1), (133, +, 0),
(210a, +, 0)
J1 11 (7, +, 0), (14, +, 0), (27, +, 0), (49, +, 0), (56, +, 0), (64, +, 0),
(69, +, 0), (77a−c, +, 0), (106, +, 0), (119, +, 1), (209, +, 0)
J2 2 (6a,b, −, 1), (14a,b, +, 0), (36, +, 0), (64a,b, +, 0), (84, +, 1), (160, +, 0)
3 (13a,b, +, 1), (21a,b, +, 0), (36a, +, 0), (57a,b, +, 0),
(63, +, 0), (90, +, 0), (133, +, 0), (189a,b, +, 0), (225, +, 0)
5 (14a, +, 0), (21, +, 1), (41, +, 0), (70, +, 0), (85, +, 0), (90, +, 0),
(175, +, 0), (189, +, 0), (225, +, 0)
7 (14a,b, +, 0), (21a,b, +, 0), (36, +, 0), (63, +, 0), (70a,b, +, 0),
(89, +, 1), (101, +, 0), (124, +, 0), (126, +, 0),
(175, +, 0), (189a,b, +, 0), (199, +, 0), (224a,b, +, 0)
p 6= 2, 3, 5, 7 (14a,b, +), (21a,b, +), (36, +), (63, +), (70a,b,+),
(90, +), (126, +), (160, +), (175, +), (189a,b,+),
(224a,b, +), (225, +)
J3 2 (78a,b, +, 0), (80, +, 0), (84, ◦, 1), (244, +, 1)
5.1.3 Groups of Lie Type L2(q) (q 6= 4, 5, 9)
q char K = p (V , ind(V ), dim H1(S, V ))
7 3 (3, ◦, 0), (6a, +, 0), (7, +, 1)
p 6= 2, 3, 7 (3, ◦), (6a, +), (7, +), (8, +)
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8 3 (7, +, 1), (9a−c, +, 0),
7 (7a−d, +, 0), (8, +, 1)
p 6= 2, 3, 7 (7a−d, +), (8, +), (9a−c, +)
11 2 (5, ◦, 1), (10, +, 0), (12a,b, +, 0)
3 (5, ◦, 0), (10a, +, 1), (12a,b, +, 0)
5 (5, ◦, 0), (10a,b, +, 0), (11, +, 1)
p 6= 2, 3, 5, 11 (5, ◦), (10a,b, +), (11, +), (12a,b, +)
13 2 (6a,b, −, 1), (12a−c, +, 0), (14, +, 0)
3 (7a,b, +, 0), (12a−c, +, 0), (13, +, 1)
7 (7a,b, +, 0), (12, +, 1), (14a,b, +, 0)
p 6= 2, 3, 7, 13 (7a,b, +), (12a−c, +), (13, +), (14a,b, +)
16 3 (15a−h, +, 0), (16, +, 1), (17a,b, +, 0)
5 (15a−h, +, 0), (16, +, 1), (17, +, 0)
17 (15, +, 1), (17a−g, +, 0)
p 6= 2, 3, 5, 17 (15a−h, +), (16a, +), (17a−g, +)
17 2 (8a,b, −, 1), (16a−d, +, 0)
3 (9a,b, +, 0), (16, +, 1), (18a−c, +, 0)
p 6= 2, 3, 17 (9a,b, +), (16a−d, +), (17, +), (18a−c, +)
19 2 (9, ◦, 1), (18a,b, +, 0), (20a−d, +, 0)
3 (9, ◦, 0), (18a−d, +, 0), (19, +, 1)
5 (9, ◦, 0), (18a, +, 1), (20a−d, +, 0)
p 6= 2, 3, 5, 19 (9, ◦), (18a−d, +), (19, +), (20a−d, +)
25 2 (12a,b, −, 1), (24a−f , +, 0), (26, +, 0)
3 (13a,b, +, 0), (24a−f , +, 0), (25, +, 1), (26a, +, 0)
13 (13a,b, +, 0), (24, +, 1), (26a−e, +, 0)
p 6= 2, 3, 5, 13 (13a,b, +), (24a−f , +), (25, +), (26a−e, +)
27 2 (13, ◦, 1), (26a−c, +, 0), (28a−f , +, 0)
7 (13, ◦, 0), (26a, +, 1), (28a−f , +, 0)
13 (13, ◦, 0), (26a−f , +, 0), (27, +, 1)
p 6= 2, 3, 7, 13 (13, ◦), (26a−f , +), (27, +), (28a−f , +)
29 2 (14a,b, −, 1), (28a−g, +, 0), (30a−c, +, 0)
3 (15a,b, +, 0), (28a, +, 1), (28b,c, +, 0), (30a−f , +, 0)
5 (15a,b, +, 0), (28a, +, 1), (28b, +, 0), (30a−f , +, 0)
7 (15a,b, +, 0), (28a−g, +, 0), (29, +, 1)
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p 6= 2, 3, 5, 7, 29 (15a,b, +), (28a−g, +), (29, +), (30a−f , +)
31 2 (15, ◦, 1), (32a−g, +, 0)
3 (15, ◦, 0), (30a−g, +, 0), (31, +, 1), (32a,b, +, 0)
5 (15, ◦, 0), (30a−g, +, 0), (31, +, 1), (32, +, 0)
p 6= 2, 3, 5, 31 (15, ◦), (30a−g, +), (31, +), (32a−g, +)
32 3 (31a, +, 1), (31b−f , +, 0), (33a−o, +, 0)
11 (31a, +, 1), (31b−p, +, 0), (32, +, 1)
31 (31a−p, +, 0), (32, +, 1)
p 6= 2, 3, 11, 31 (31a−p, +), (32, +), (33a−o, +)
37 2 (18a,b, −, 1), (36a−i, +, 0), (38a−d, +, 0)
3 (19a,b, +, 0), (36a−i, +, 0), (37, +, 1)
19 (19a,b, +, 0), (36, +, 1), (38a−h, +, 0)
p 6= 2, 3, 19, 37 (19a,b, +), (36a−i, +), (37, +), (38a−h, +)
41 2 (20a,b, −, 1), (40a−j , +, 0), (42a,b, +, 0)
3 (21a,b, +, 0), (40a, +, 1), (40b−d, +, 0), (42a−i, +, 0)
5 (21a,b, +, 0), (40a−j , +, 0), (41, +, 1), (42a, +, 0)
7 (21a,b, +, 0), (40a, +, 1), (40b, +, 0), (42a−i, +, 0)
p 6= 2, 3, 5, 7, 41 (21a,b, +), (40a−j , +), (41, +), (42a−i, +)
49 2 (24a,b, −, 1), (48a−l, +, 0), (50, +, 0)
3 (25a,b, +, 0), (48a−l, +, 0), (49, +, 1), (50a−c, +, 0)
5 (25a,b, +, 0), (48, +, 1), (50a−k, +, 0)
p 6= 2, 3, 5, 7 (25a,b, +), (48a−l, +), (49, +), (50a−k, +)
61 2 (30a,b, −, 1), (60a−o, +, 0), (62a−g, +, 0)
3 (31a,b, +, 0), (60a−o, +, 0), (61, +, 1), (62a−d, +, 0)
5 (31a,b, +, 0), (60a−o, +, 0), (61, +, 1), (62a,b, +, 0)
31 (31a,b, +, 0), (60, +, 1), (62a−n, +, 0)
p 6= 2, 3, 5, 31, 61 (31a,b, +), (60a−o, +), (61, +), (62a−n, +)
5.1.4 Groups of Lie Type  L2(q)
S char K = p (V , ind(V ), dim H1(S, V ))
L3(3) 2 (12,+, 1), (16a, ◦, 0), (16b, ◦, 0), (26,+, 1)
13 (11,+, 1), (13,+, 0), (16,+, 0), (26a,+, 0), (26b, ◦, 0), (39,+, 0)
p 6= 2, 3, 13 (12,+), (13,+), (16a,b, ◦), (26a,+), (26b, ◦), (27,+), (39,+)
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L3(4) 3 (15a−c,+, 0), (19,+, 2), (45, ◦, 0), (63a,b,+, 0)
5 (20,+, 0), (35a−c,+, 0), (45a, ◦, 0), (63,+, 1)
7 (19,+, 1), (35a−c,+, 0), (45,+, 0), (63a,b,+, 0)
p 6= 2, 3, 5, 7 (20,+), (35a−c,+), (45a, ◦), (63a,b,+), (64,+)
L3(5) 2 (30,+, 1), (96a−e, ◦, 0), (124a,+, 0), (124b,−, 1)
3 (30,+, 0), (31a,+, 0), (31b, ◦, 0), (96a−e, ◦, 0), (124a,+, 1),
(124b,+, 0), (124c,d, ◦, 0), (186,+, 0)
31 (29,+, 1), (31a,+, 0), (31b, ◦, 0), (96,+, 0), (124a,b,+, 0),
(124c−f , ◦, 0), (155a,+, 0), (155b, ◦, 0), (186,+, 0)
p 6= 2, 3, 5, 31 (30,+), (31a,+), (31b, ◦), (96a−e, ◦), (124a,b,+), (124c−f , ◦),
(125,+), (155a,+), (155b, ◦), (186,+)
L4(3) 2 (26a,b,+, 0), (38,+, 2), (208a,b,+, 0)
L4(5) 2 (154,+), (248a,b,+)
U3(3) 7 (6,−, 0), (7a,+, 0), (7b, ◦, 0), (14,+, 0), (21a,+, 0), (21b, ◦, 0),
(26,+, 1), (28, ◦, 0)
p 6= 2, 3, 7 (6,−), (7a,+), (7b, ◦), (14,+), (21a,+), (21b, ◦), (27,+), (28, ◦),
(32, ◦)
U3(8) 3 (56,−, 1), (133a−c,+, 0)
7 (56,−, 0), (57, ◦, 0), (133,+, 0)
19 (56,−, 0), (57, ◦, 0), (133a−c,+, 0)
p 6= 2, 3, 7, 19 (57, ◦), (133a−c,+)
U4(2) 5 (5, ◦, 0), (6,+, 0), (10, ◦, 0), (15a,b,+, 0), (20a,+, 0), (23,+, 1),
(30a,+, 0), (30b, ◦, 0), (40, ◦, 0), (45, ◦, 0), (58,+, 0), (60a,+, 0)
p 6= 2, 3, 5 (5, ◦), (6,+), (10, ◦), (15a,b,+), (20a,+), (24,+), (30a,+),
(30b, ◦), (40, ◦), (45, ◦), (60a,+), (64a,+), (81,+)
U4(3) 2 (20,+, 1), (34a,b,−, 1), (70a,b, ◦, 0), (120,+, 0)
PSp4(5) 2 (12a,b,−, 1), (40,+, 0), (64,−, 1), (104a,b,+, 0), (208a,b,+, 0),
(248a,b,+, 0)
Sp6(2) 3 (7,+, 0), (14,+, 1), (21,+, 0), (27,+, 0), (34,+, 1), (35,+, 0),
(49,+, 0), (91,+, 0), (98,+, 1), (189a−c,+, 0), (196,+, 0)
5 (7,+, 0), (15,+, 0), (21a,b,+, 0), (27,+, 0), (35a,b,+, 0), (56,+, 0),
(70,+, 0), (83,+, 1), (105a−c,+, 0), (120,+, 0), (135,+, 0),
(141,+, 0), (168a,b,+, 0), (210a,b,+, 0)
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7 (7,+, 0), (15,+, 0), (21a,b,+, 0), (26,+, 1), (35a,b,+, 0), (56,+, 0),
(70,+, 0), (84,+, 0), (94,+, 0), (105a−c,+, 0), (168,+, 0),
(189a−c,+, 0), (201,+, 0), (210a,b,+, 0)
p 6= 2, 3, 5, 7 (7,+), (15,+), (21a,b,+), (27,+), (35a,b,+), (56,+), (70,+),
(84,+), (105a−c,+), (120,+), (168,+), (189a−c,+), (210a,c,+),
(216,+)
Ω7(3) 2 Only embeds in adjoint E6, irreducible on L(G) and Vmin there.
Ω+8 (2) 3 (28,+), (35a−c,+), (48,+), (147,+)
5 (28,+), (35a−c,+), (50,+), (83a−c,+), (175,+), (210a−c,+)
7 (28,+), (35a−c,+), (50,+), (84a−c,+), (175,+), (210a−c,+)
p 6= 2, 3, 5, 7 (28,+), (35a−c,+), (50,+), (84a−c,+), (175,+), (210a−c,+)
G2(3) 2 (14,+, 0), (64, ◦, 0), (78,+, 0), (90a−c,+, 1)
7 (14,+, 0), (64, ◦, 0), (78,+, 0), (91a−c,+, 0), (103,+, 1),
(168,+, 0), (182,+, 0)
13 (14,+, 0), (64, ◦, 0), (78,+, 0), (91a−c,+, 0), (104,+, 0),
(167,+, 1), (182a,b,+, 0)
p 6= 2, 3, 7, 13 (14,+), (64, ◦), (78,+), (91a−c,+), (104,+), (168,+), (182a,b,+)
3D4(2) 3 (25,+), (52,+), (196,+)
p 6= 2, 3 (26,+), (52,+), (196,+)
2F4(2)
′ 3 (26, ◦, 0), (27, ◦, 0), (77, ◦, 1), (124a,b,+, 0)
5 (26, ◦, 0), (27, ◦, 1), (27∗, ◦, 0), (78,+, 0), (109a,b,+, 0)
p 6= 2, 3, 5 (26, ◦), (27, ◦), (78,+)
2B2(8) 5 (14, ◦, 0), (35a−c,+, 0), (63,+, 1), (65a−c,+, 0)
13 (14, ◦, 0), (14∗, ◦, 1), (35,+, 0), (65a−c,+, 0), (91,+, 0)
2B2(32) 5 (124, ◦)
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The following groups S admit only Lie primitive embeddings into an exceptional simple algebraic
group by [LS99].
S char K = p (V , ind(V ) )
Ru 5 (133, +)
Fi22 2 (78, +)
HS 5 (21,+), (55, +), (98, +), (133a,b, +), (175, +), (210, +)
Th 3 (248, +)
5.2 Tables of Feasible Characters
Notes on the Tables
If S is a finite simple subgroup of an adjoint exceptional simple algebraic group G over an algebraically
closed field K of characteristic p ≥ 0, and if S˜ is a minimal preimage of S in the simply connected cover
G˜ of G, then the following tables contain all compatible feasible characters of S˜ on the adjoint and
faithful irreducible KG˜-modules of smallest dimension, when S is a non-abelian finite simple group
/∈ Lie(p).
KG-modules are denoted as follows:
G L(G) Vmin
E8 W (λ1) = V248 V248
E7 W (λ1) = V133 W (λ7) = V56
E6 W (λ2) = V78 W (λ1) = V27
F4 W (λ1) = V52 W (λ4) = V26
In calculating these tables, we have used information on elements of S˜ and G˜ of orders 2, ..., 17 only.
It may be possible to shorten a few of these tables by consideration of elements of higher order.
If two feasible characters differ only by permuting the module isomorphism types, we list only one fea-
sible character in the orbit. For example case 3) of the first table tells us that there are feasible decom-






since conjugation by (1 2) ∈ Sym5 permutes the three-dimensional Alt5-modules. When we have
shortened a table in this way, the permutations used will be noted underneath the table.
Finally, in the tables for E6, note that a feasible character on VG(λ1) gives rise to a feasible character
on VG(λ6) ∼= VG(λ1)∗ in the obvious way, and we thus omit characters which arise by taking duals.
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5.3 F4
5.3.1 Alternating Groups
Table 5.3.1: Alt10 < F4, p = 2
V52 V26
1 8 16 26 1 8 16 26
1) 2 1 1 1 0 0 0 1
2) 2 1 1 1 2 1 1 0
Table 5.3.2: Alt9 < F4, p = 2
V52 V26
1 8a 8b 8c 26 1 8a 8b 8c 26
1) 2 1 1 1 1 0 0 0 0 1
2) 2 1 1 1 1 2 1 1 1 0
Outer automorphism swaps 8b and 8c.
Table 5.3.3: Alt7 < F4, p = 5
V52 V26
1 8 10 10∗ 1 8 10 10∗
1) 0 4 1 1 2 3 0 0
Table 5.3.4: Alt7 < F4, p = 2
V52 V26
1 4 4∗ 6 14 20 1 4 4∗ 6 14 20
1) 4 2 2 2 0 1 0 0 0 1 0 1
2) 4 2 2 3 1 0 0 0 0 2 1 0
3) 4 2 2 2 0 1 4 2 2 1 0 0
4) 4 2 2 3 1 0 4 2 2 1 0 0
5) 4 2 2 3 1 0 0 0 0 1 0 1
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Table 5.3.5: Alt6 < F4, p = 0 or p - |S|
V52 V26
1 5a 5b 8a 8b 9 10 1 5a 5b 8a 8b 9 10
1) 0 0 0 0 4 0 2 2 0 0 0 3 0 0
2) 0 0 0 1 3 0 2 0 0 0 1 0 2 0
3) 0 0 0 2 2 0 2 1 0 0 1 1 1 0
4) 2 1 1 0 0 0 4 1 0 0 1 1 1 0
5) 3 0 0 0 0 1 4 0 1 1 1 1 0 0
6) 3 0 0 0 0 1 4 1 0 3 0 0 0 1
One outer automorphism swaps 5a, 5b, one swaps 8a, 8b.
Table 5.3.6: Alt6 < F4, p = 5
V52 V26
1 5a 5b 8 10 1 5a 5b 8 10
1) 0 0 0 4 2 2 0 0 3 0
2) 2 1 1 0 4 2 0 0 3 0
3) 4 0 0 1 4 0 1 1 2 0
4) 4 0 0 1 4 1 0 3 0 1
Outer automorphism swaps 5a, 5b.
Table 5.3.7: Alt5 < F4, p = 0 or p - |S|
V52 V26
1 3a 3b 4 5 1 3a 3b 4 5
1) 0 3 5 2 4 0 1 0 2 3
2) 3 3 5 5 1 0 1 0 2 3
3) 14 1 0 0 7 0 7 0 0 1
4) 0 4 4 2 4 1 1 1 1 3
5) 3 4 4 5 1 1 1 1 1 3
6) 0 6 2 2 4 2 3 0 0 3
7) 3 6 2 5 1 2 3 0 0 3
8) 3 3 5 5 1 3 1 0 5 0
9) 3 4 4 5 1 4 1 1 4 0
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10) 3 6 2 5 1 5 3 0 3 0
11) 8 0 13 0 1 8 0 6 0 0
Outer automorphism swaps 3a and 3b.
Table 5.3.8: Alt5 < F4, p = 3
V52 V26 V52 V26
1 3a 3b 4 1 3a 3b 4 1 3a 3b 4 1 3a 3b 4
1) 21 1 0 7 1 7 0 1 2) 4 3 5 6 3 1 0 5
3) 4 4 4 6 4 1 1 4 4) 4 6 2 6 5 3 0 3
5) 9 0 13 1 8 0 6 0
3a, 3b interchanged by an outer automorphism.
5.3.2 Sporadic Groups
Table 5.3.9: M11 < F4, p = 11
V52 V26
10 10∗ 16 1 9 16
1) 1 1 2 1 1 1
Table 5.3.10: J1 < F4, p = 11
V52 V26
1 7 14 1 7
1) 3 5 1 5 3
Table 5.3.11: J2 < F4, p = 2
V52 V26
1 6a 6b 14a 14b 1 6a 6b 14a 14b
1) 8 2 3 1 0 0 2 0 1 0
2) 8 5 0 1 0 8 3 0 0 0
Outer automorphism swaps 6a, 6b, 14a, 14b and 64a, 64b.
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5.3.3 Cross-characteristic Groups L2(q) (q 6= 4, 5, 9)
Table 5.3.12: L2(7) < F4, p = 0 or p - |S|
V52 V26
1 3 3∗ 6 7 8 1 3 3∗ 6 7 8
1) 0 1 1 0 2 4 0 1 1 2 0 1
2) 0 1 1 0 2 4 2 0 0 0 0 3
3) 3 1 1 0 5 1 0 1 1 2 0 1
4) 3 1 1 0 5 1 2 0 0 0 0 3
5) 3 1 1 0 5 1 5 0 0 0 3 0
6) 8 0 0 6 0 1 0 3 3 0 0 1
7) 8 6 6 0 0 1 8 3 3 0 0 0
Table 5.3.13: L2(7) < F4, p = 3
V52 V26
1 3 3∗ 6a 7 1 3 3∗ 6a 7
1) 4 1 1 0 6 1 1 1 2 1
2) 4 1 1 0 6 5 0 0 0 3
3) 5 2 2 0 5 0 0 0 2 2
4) 9 0 0 6 1 1 3 3 0 1
5) 9 6 6 0 1 8 3 3 0 0
Table 5.3.14: L2(8) < F4, p = 0 or p - |S|
V52 V26
1 7a 7b 7c 7d 8 9a 9b 9c 1 7a 7b 7c 7d 8 9a 9b 9c
1) 0 2 1 1 1 1 0 0 1 0 0 0 0 0 1 1 0 1
2) 0 2 1 1 1 1 0 0 1 1 1 0 0 0 0 1 0 1
3) 1 2 1 1 1 2 0 0 0 2 0 0 0 0 3 0 0 0
4) 1 2 1 1 1 2 0 0 0 3 1 0 0 0 2 0 0 0
5) 3 1 0 5 1 0 0 0 0 5 0 0 3 0 0 0 0 0
Outer automorphism sends 7b → 7c → 7d and 9a → 9b → 9c
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Table 5.3.15: L2(8) < F4, p = 7
V52 V26
1 7a 7b 7c 7d 8 1 7a 7b 7c 7d 8
1) 1 2 1 1 1 2 2 0 0 0 0 3
2) 1 2 1 1 1 2 3 1 0 0 0 2
3) 3 1 0 1 5 0 5 0 0 0 3 0
Outer automorphism acts via b→ c→ d→ b.
Table 5.3.16: L2(8) < F4, p = 3
V52 V26
1 7 9a 9b 9c 1 7 9a 9b 9c
1) 1 6 0 0 1 1 1 0 1 1
2) 3 7 0 0 0 5 3 0 0 0
Outer automorphism acts via a→ b→ c→ a.
Table 5.3.17: L2(13) < F4, p = 0 or p - |S|
V52 V26
1 7a 7b 12a 12b 12c 14a 1 7a 7b 12a 12b 12c 14b
1) 0 0 0 0 1 1 2 0 0 0 0 1 0 1
2) 0 0 0 1 0 1 2 0 0 0 0 0 1 1
3) 0 0 0 1 1 0 2 0 0 0 1 0 0 1
4) 3 0 5 0 0 0 1 5 0 3 0 0 0 0
Outer automorphism swaps 7a, 7b.
Table 5.3.18: L2(13) < F4, p = 7
V52 V26
1 7a 7b 12 14a 14b 1 7a 7b 12 14a 14b
1) 0 0 0 2 2 0 0 0 0 1 0 1
2) 3 0 5 0 1 0 5 0 3 0 0 0
Outer automorphism swaps 7a, 7b.
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Table 5.3.19: L2(13) < F4, p = 3
V52 V26
1 7a 7b 12a 12b 12c 13 1 7a 7b 12a 12b 12c 13
1) 0 2 2 0 1 1 0 1 0 0 0 1 0 1
2) 0 2 2 1 0 1 0 1 0 0 0 0 1 1
3) 0 2 2 1 1 0 0 1 0 0 1 0 0 1
4) 3 1 6 0 0 0 0 5 0 3 0 0 0 0
Outer automorphism swaps 6a,6b
Table 5.3.20: L2(13) < F4, p = 2
V52 V26
1 6a 6b 12a 12b 12c 14 1 6a 6b 12a 12b 12c 14
1) 0 0 0 0 1 1 2 0 0 0 0 0 1 1
2) 0 0 0 1 0 1 2 0 0 0 1 0 0 1
3) 0 0 0 1 1 0 2 0 0 0 0 1 0 1
4) 8 0 5 0 0 0 1 8 0 3 0 0 0 0
5) 8 2 3 0 0 0 1 0 2 0 0 0 0 1
Outer automorphism swaps 6a,6b
Table 5.3.21: L2(17) < F4, p = 0 or p - |S|
V52 V26
16a 18b 18c 1 9a 9b 16a 17
1) 1 1 1 0 0 1 0 1
2) 1 1 1 1 0 1 1 0
Outer automorphism swaps 9a, 9b.
Table 5.3.22: L2(17) < F4, p = 3
V52 V26
16 18a 18b 18c 1 9a 9b 16
1) 1 0 1 1 1 0 1 1
Chapter 5. Tables of Data 131
Outer automorphism swaps 9a, 9b.
Table 5.3.23: L2(17) < F4, p = 2
V52 V26
1 8a 8b 16a 1 8a 8b 16a
1) 4 2 2 1 2 0 1 1
2) 4 2 2 1 2 1 2 0
Outer automorphism swaps 8a, 8b.
Table 5.3.24: L2(25) < F4, p 6= 2, 3, 5
V52 V26
26b 26c 26a
1) 1 1 1
26b, 26c are Aut(L2(25))-conjugate.
Table 5.3.25: L2(25) < F4, p = 3
V52 V26
26 1 25
1) 2 1 1




Table 5.3.27: L2(27) < F4, p 6= 2, 3, 7
V52 V26
26a 26b 26c 26d 26e 26f
1) 0 1 1 1 0 0
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Outer automorphism acts on indices as (a, b, c)(d, e, f).
Table 5.3.28: L2(27) < F4, p = 7
V52 V26
26 13a 13b
1) 2 1 1
Table 5.3.29: L2(27) < F4, p = 2
V52 V26
26a 26b 26a
1) 1 1 1
Order-6 outer automorphism sends 26a → 26b → 26c.
5.3.4 Cross-characteristic Groups  L2(q)




1) 1 1 1




Table 5.3.32: L4(3) < F4, p = 2
V52 V26
26a 26b 26a
1) 1 1 1
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Outer aut. swaps 26a, 26b.
Table 5.3.33: U3(3) < F4, p = 0 or p - |S|
V52 V26
1 6 7a (7a)
∗ 7b 14 21b 1 6 7b 14
1) 3 0 0 0 5 1 0 5 0 3 0
2) 3 0 2 2 0 0 1 0 2 0 1
Table 5.3.34: U3(3) < F4, p = 7
V52 V26
1 6 7a 7b (7b)
∗ 14 21a 26 1 6 7a 14 26
1) 0 2 0 0 0 1 0 1 0 0 0 0 1
2) 3 0 0 2 2 0 1 0 0 2 0 1 0
3) 3 0 5 0 0 1 0 0 5 0 3 0 0




Table 5.3.36: 3D4(2) < F4, p = 3
V52 V26
52 1 25




Table 5.4.1: Alt12 < E6, p = 2
V78 V27
1 16 16∗ 44 1 10 16 16∗
1) 2 1 1 1 1 1 0 1
Table 5.4.2: Alt11 < E6, p = 2
V78 V27
1 16 16∗ 44 1 10 16 16∗
1) 2 1 1 1 1 1 1 0
Table 5.4.3: Alt10 < E6, p = 2
V78 V27
1 8 16 26 1 8 16 26
1) 2 1 1 2 1 0 0 1
2) 4 2 2 1 3 1 1 0
Table 5.4.4: Alt9 < E6, p = 2
V78 V27
1 8a 8b 8c 26 1 8a 8b 8c 26
1) 2 1 1 1 2 1 0 0 0 1
2) 4 2 2 2 1 3 1 1 1 0
Outer automorphism swaps 8b and 8c.
Table 5.4.5: Alt7 < E6, p = 0 or p - |S|
V78 V27
1 6a 10 10
∗ 14a 14b 15a 1 6a 15a
1) 3 1 2 2 1 0 1 0 2 1
Outer automorphism swaps 10, 10∗.
14a is a section of 6a ⊗ 6a.
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Table 5.4.6: 3·Alt7 < E6, p = 0 or p - |S|
V78 V27
1 6a 10 10
∗ 14a 14b 15a 21a 6b 15c
1) 3 0 2 2 1 0 0 1 2 1
Outer automorphism sends modules to their duals.
14a is a section of 6a ⊗ 6a.
Table 5.4.7: Alt7 < E6, p = 7
V78 V27
1 5 10 14a 14b 1 5 10 14a 14b
1) 4 2 5 1 0 2 3 1 0 0
Outer automorphism acts trivially on these.
14a is a section of 5⊗ 5.
Table 5.4.8: 3·Alt7 < E6, p = 7
V78 V27
1 5 10 14a 14b 21 35 6 6
∗ 9 9∗ 15 15∗
1) 3 0 4 1 0 1 0 0 2 0 0 0 1
Outer automorphism sends modules to their duals.
14a is a section of 5⊗ 5.
Table 5.4.9: Alt7 < E6, p = 5
V78 V27
1 6 8 10 10∗ 13 15 35 1 6 8 10 10∗ 13 15 35
1) 0 0 1 0 0 0 0 2 0 1 1 0 0 1 0 0
2) 3 2 1 2 2 0 1 0 0 2 0 0 0 0 1 0
3) 2 0 7 1 1 0 0 0 3 0 3 0 0 0 0 0
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Table 5.4.10: 3·Alt7 < E6, p = 5
V78 V27
1 6a 8 10 10
∗ 13 15a 35 3 6b (6b)∗ 15b 21
1) 0 0 1 0 0 0 0 2 0 0 1 0 1
3) 3 1 2 2 2 1 0 0 0 0 2 1 0
5) 14 0 8 0 0 0 0 0 7 1 0 0 0
Outer automorphism swaps modules with their duals.
15b is a section of 6a ⊗ 6b.
Table 5.4.11: Alt7 < E6, p = 3
V78 V27
1 6 10 10∗ 13 15 1 6 10 10∗ 13 15
1) 4 1 2 2 1 1 0 2 0 0 0 1
Table 5.4.12: Alt7 < E6, p = 2
V78 V27
1 4 4∗ 6a 14 20 1 4 4∗ 6a 14 20
1) 4 2 2 3 0 2 1 0 0 1 0 1
2) 4 2 2 4 1 1 1 0 0 1 0 1
3) 4 2 2 5 2 0 1 0 0 2 1 0
4) 8 4 4 3 0 1 5 2 2 1 0 0
5) 8 4 4 4 1 0 5 2 2 1 0 0
Table 5.4.13: 3·Alt7 < E6, p = 2
V78 V27
1 4 4∗ 6a 14 20 6b (6b)∗ 15 15∗
1) 4 2 2 3 0 2 0 2 0 1
2) 4 2 2 4 1 1 0 2 0 1
Outer automorphism swaps modules with their duals.
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Table 5.4.14: Alt6 < E6, p = 0 or p - |S|
V78 V27
1 5a 5b 8a 8b 9 10 1 5a 5b 8a 8b 9 10
1) 0 0 0 2 3 2 2 0 1 1 1 0 1 0
2) 2 1 1 0 1 2 4 0 1 1 1 0 1 0
3) 0 0 0 2 3 2 2 1 0 0 1 0 2 0
4) 2 1 1 0 1 2 4 1 0 0 1 0 2 0
5) 1 0 0 3 3 1 2 1 1 1 1 1 0 0
6) 3 1 1 1 1 1 4 1 1 1 1 1 0 0
7) 1 0 0 3 3 1 2 2 0 0 1 1 1 0
8) 3 1 1 1 1 1 4 2 0 0 1 1 1 0
9) 4 0 3 0 0 1 5 2 0 3 0 0 0 1
10) 2 0 0 7 0 0 2 3 0 0 3 0 0 0
One outer automorphism swaps 5a, 5b, one swaps 8a, 8b.
Table 5.4.15: 3·Alt6 < E6, p = 0 or p - |S|
V78 V27
1 5a 5b 8a 8b 9a 10 3a 3b (3a)
∗ (3b)∗ 6 6∗ 9b (9b)∗ 15 15∗
1) 1 0 0 3 3 1 2 0 0 0 0 0 2 0 0 0 1
2) 3 1 1 1 1 1 4 0 0 0 0 0 2 0 0 0 1
3) 0 0 0 2 3 2 2 0 0 0 1 1 0 2 0 0 0
4) 2 1 1 0 1 2 4 0 0 0 1 1 0 2 0 0 0
5) 2 0 0 7 0 0 2 0 0 0 3 3 0 0 0 0 0
6) 14 0 0 8 0 0 0 0 0 0 7 1 0 0 0 0 0
7) 1 0 0 3 3 1 2 0 0 1 1 2 0 1 0 0 0
8) 3 1 1 1 1 1 4 0 0 1 1 2 0 1 0 0 0
9) 8 0 0 1 1 6 0 0 0 3 3 0 0 1 0 0 0
One outer automorphism sends modules to their duals and
swaps 5a, 5b, one swaps 3a, 3b, 5a, 5b and 8a, 8b.
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Table 5.4.16: Alt6 < E6, p = 5
V78 V27
1 5a 5b 8 10 1 5a 5b 8 10
1) 2 0 0 7 2 1 1 1 2 0
2) 4 1 1 3 4 1 1 1 2 0
3) 5 0 3 1 5 2 0 3 0 1
4) 2 0 0 7 2 3 0 0 3 0
5) 4 1 1 3 4 3 0 0 3 0
Outer automorphism swaps 5a, 5b.
Table 5.4.17: 3·Alt6 < E6, p = 5
V78 V27
1 5a 5b 8 10 3 3
∗ 6 6∗ 15 15∗
1) 2 0 0 7 2 0 0 0 2 1 0
2) 4 1 1 3 4 0 0 0 2 1 0
3) 2 0 0 7 2 0 3 3 0 0 0
4) 4 1 1 3 4 0 3 3 0 0 0
5) 14 0 0 8 0 0 7 1 0 0 0
One outer automorphism sends modules to their duals,
one swaps 5a, 5b.
Table 5.4.18: Alt5 < E6, p = 0 or p - |S|
V78 V27
1 3a 3b 4 5 1 3a 3b 4 5
1) 5 1 1 3 11 0 3 3 1 1
2) 8 1 1 6 8 0 3 3 1 1
3) 0 4 5 4 7 1 1 0 2 3
4) 3 4 5 7 4 1 1 0 2 3
5) 14 8 0 0 8 1 7 0 0 1
6) 1 5 5 3 7 2 1 1 1 3
7) 4 5 5 6 4 2 1 1 1 3
8) 2 9 2 2 7 3 3 0 0 3
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9) 5 9 2 5 4 3 3 0 0 3
10) 6 4 5 10 1 4 1 0 5 0
11) 7 5 5 9 1 5 1 1 4 0
12) 8 9 2 8 1 6 3 0 3 0
13) 16 0 19 0 1 9 0 6 0 0
Outer automorphism swaps 3a and 3b.
Table 5.4.19: Alt5 < E6, p = 3
V78 V27 V78 V27
1 3a 3b 4 1 3a 3b 4 1 3a 3b 4 1 3a 3b 4
1) 15 0 1 15 0 3 2 3 2) 16 1 1 14 1 3 3 2
3) 22 8 0 8 2 7 0 1 4) 7 4 5 11 4 1 0 5
5) 8 5 5 10 5 1 1 4 6) 9 9 2 9 6 3 0 3
7) 17 0 19 1 9 0 6 0
3a, 3b interchanged by an outer automorphism.
5.4.2 Sporadic Groups
Table 5.4.20: M11 < E6, p = 0 or p - |S|
V78 V27
1 16 16∗ 45 1 10a 11 16 16∗
1) 1 1 1 1 0 0 1 0 1
2) 1 1 1 1 1 1 0 0 1
10a is self-dual.
Table 5.4.21: M11 < E6, p = 11
V78 V27
1 9 10 10∗ 16 1 9 11 16
1) 1 1 1 1 3 0 0 1 1
2) 1 1 1 1 3 2 1 0 1
5.4 E6 140
Table 5.4.22: M11 < E6, p = 5
V78 V27
1 16 16∗ 45 1 10a 11 16 16∗
1) 1 1 1 1 0 0 1 0 1
2) 1 1 1 1 0 0 1 1 0
3) 1 1 1 1 1 1 0 0 1
4) 1 1 1 1 1 1 0 1 0
10a is self-dual.
Table 5.4.23: M11 < E6, p = 3
V78 V27
1 5 5∗ 10a 10b (10b)∗ 24 45 1 5 5∗ 10a 10b (10b)∗
1) 3 1 1 0 1 1 0 1 2 0 1 1 0 1
2) 4 1 1 0 2 2 1 0 2 0 3 0 0 1
3) 3 1 1 0 1 1 0 1 2 1 2 0 0 1
4) 4 1 1 0 2 2 1 0 2 1 2 0 1 0
Table 5.4.24: M11 < E6, p = 2
V78 V27
1 10 16 16∗ 44 1 10 16 16∗
1) 2 0 1 1 1 1 1 0 1
2) 4 3 0 0 1 1 1 0 1
Table 5.4.25: M12 < E6, p = 5
V78 V27 V78 V27
78 11a 16 16
∗ 78 11b 16 16∗
1) 1 1 1 0 2) 1 1 1 0
Outer automorphism swaps 11a, 11b and 16, 16
∗.
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Table 5.4.26: M12 < E6, p = 2
V78 V27
1 10 16 16∗ 44 1 10 16 16∗
1) 2 0 1 1 1 1 1 0 1
Table 5.4.27: 3 ·M22 < E6, p = 2
V78 V27
1 10 10∗ 34 6 15
1) 4 2 2 1 2 1
Outer automorphism swaps 6, 6∗ and 15, 15∗.
15 =
∧2 6∗ .
Table 5.4.28: J1 < E6, p = 11
V78 V27
1 7 14 64 1 7 27
1) 0 0 1 1 0 0 1
2) 8 8 1 0 6 3 0
Table 5.4.29: J2 < E6, p = 2
V78 V27
1 6a 6b 14a 14b 36 64a 64b 1 6a 6b 14a 14b
1) 8 3 4 0 2 0 0 0 1 0 2 0 1
2) 0 0 0 1 0 0 1 0 1 1 1 1 0
3) 16 8 0 1 0 0 0 0 9 3 0 0 0
Outer automorphism swaps 6a, 6b, 14a, 14b and 64a, 64b.
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Table 5.4.30: 3 · J3 < E6, p = 2
V78 V27
78a 78b 9 9
∗ 18a (18a)∗ 18b (18b)∗
1) 1 0 0 1 0 0 0 1
2) 0 1 0 1 1 0 0 0
3) 0 1 1 0 0 0 1 0
4) 1 0 1 0 0 1 0 0
5.4.31: 3 · Fi22 < E6, p = 2. Irreducible on V78 and V27.
5.4.3 Cross-characteristic Groups L2(q) (q 6= 4, 5, 9)
Table 5.4.32: L2(7) < E6, p = 0 or p - |S|
V78 V27
1 3 3∗ 6 7 8 1 3 3∗ 6 7 8
1) 0 2 2 2 2 5 0 0 0 2 1 1
2) 0 2 2 2 2 5 1 1 1 2 0 1
3) 2 1 1 0 2 7 3 0 0 0 0 3
4) 3 2 2 2 5 2 0 0 0 2 1 1
5) 3 2 2 2 5 2 1 1 1 2 0 1
6) 5 1 1 0 5 4 3 0 0 0 0 3
7) 8 1 1 0 8 1 6 0 0 0 3 0
8) 8 3 3 6 0 2 1 3 3 0 0 1
9) 14 0 0 0 0 8 0 0 7 1 0 0
10) 14 0 0 0 0 8 0 7 0 1 0 0
11) 16 9 9 0 0 1 9 3 3 0 0 0
Table 5.4.33: L2(7) < E6, p = 3
V78 V27
1 3 3∗ 6 7 1 3 3∗ 6 7
1) 5 2 2 2 7 1 0 0 2 2
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2) 5 2 2 2 7 2 1 1 2 1
3) 9 1 1 0 9 6 0 0 0 3
4) 10 3 3 6 2 2 3 3 0 1
5) 17 9 9 0 1 9 3 3 0 0
6) 22 0 0 0 8 0 0 7 1 0
7) 22 0 0 0 8 0 7 0 1 0
Table 5.4.34: L2(8) < E6, p = 0 or p - |S|
V78 V27
1 7a 7b 7c 7d 8 9a 9b 9c 1 7a 7b 7c 7d 8 9a 9b 9c
1) 0 2 1 1 1 2 0 1 2 1 0 0 0 0 1 0 1 1
2) 0 2 1 1 1 2 1 1 1 0 0 0 0 0 0 1 1 1
3) 0 2 1 1 1 2 1 2 0 1 0 0 0 0 1 1 1 0
4) 0 2 1 1 1 2 2 0 1 1 0 0 0 0 1 1 0 1
5) 1 3 1 1 1 1 0 1 2 2 1 0 0 0 0 0 1 1
6) 1 3 1 1 1 1 1 2 0 2 1 0 0 0 0 1 1 0
7) 1 3 1 1 1 1 2 0 1 2 1 0 0 0 0 1 0 1
8) 3 2 1 1 1 5 0 0 0 3 0 0 0 0 3 0 0 0
9) 4 3 1 1 1 4 0 0 0 4 1 0 0 0 2 0 0 0
10) 8 1 0 1 8 0 0 0 0 6 0 0 0 3 0 0 0 0
11) 8 1 1 8 0 0 0 0 0 6 0 0 3 0 0 0 0 0
12) 8 1 8 0 1 0 0 0 0 6 0 3 0 0 0 0 0 0
Outer automorphism sends 7b → 7c → 7d and 9a → 9b → 9c
Table 5.4.35: L2(8) < E6, p = 7
V78 V27
1 7a 7b 7c 7d 8 1 7a 7b 7c 7d 8
1) 3 2 1 1 1 5 3 0 0 0 0 3
2) 4 3 1 1 1 4 4 1 0 0 0 2
3) 8 1 0 1 8 0 6 0 0 0 3 0
4) 8 1 1 8 0 0 6 0 0 3 0 0
5) 8 1 8 0 1 0 6 0 3 0 0 0
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Outer automorphism acts via b→ c→ d→ b.
Table 5.4.36: L2(8) < E6, p = 3
V78 V27
1 7 9a 9b 9c 1 7 9a 9b 9c
1) 2 7 0 1 2 2 1 0 1 1
2) 2 7 1 1 1 0 0 1 1 1
3) 2 7 1 2 0 2 1 1 1 0
4) 2 7 2 0 1 2 1 1 0 1
5) 8 10 0 0 0 6 3 0 0 0
Outer automorphism acts via a→ b→ c→ a.
Table 5.4.37: L2(11) < E6, p = 0 or p - |S|
V78 V27
1 5 5∗ 10a 10b 11 12a 12b 1 5 5∗ 10a 10b 11 12a 12b
1) 0 1 1 0 1 2 1 2 0 0 1 1 0 0 1 0
2) 0 1 1 0 1 2 1 2 0 1 0 1 0 0 1 0
3) 0 1 1 0 1 2 2 1 0 0 1 1 0 0 0 1
4) 0 1 1 0 1 2 2 1 0 1 0 1 0 0 0 1
5) 1 1 1 0 1 3 1 1 1 0 1 1 0 1 0 0
6) 1 1 1 0 1 3 1 1 1 1 0 1 0 1 0 0
7) 4 1 1 0 4 0 1 1 2 1 2 0 1 0 0 0
8) 4 1 1 0 4 0 1 1 2 2 1 0 1 0 0 0
Table 5.4.38: L2(11) < E6, p = 5
V78 V27
1 5 5∗ 10a 10b 11 1 5 5∗ 10a 10b 11
1) 3 1 1 0 1 5 1 0 1 1 0 1
2) 3 1 1 0 1 5 1 1 0 1 0 1
3) 6 1 1 0 4 2 2 1 2 0 1 0
4) 6 1 1 0 4 2 2 2 1 0 1 0
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Table 5.4.39: L2(11) < E6, p = 3
V78 V27
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) 2 1 1 3 1 2 0 1 2 0 1 0
2) 2 1 1 3 1 2 0 2 1 0 1 0
3) 2 1 1 3 2 1 0 1 2 0 0 1
4) 2 1 1 3 2 1 0 2 1 0 0 1
5) 4 1 1 4 1 1 2 1 2 1 0 0
6) 4 1 1 4 1 1 2 2 1 1 0 0
Table 5.4.40: L2(11) < E6, p = 2
V78 V27
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) 2 0 0 4 1 2 0 0 1 1 1 0
2) 2 0 0 4 1 2 0 1 0 1 1 0
3) 2 0 0 4 2 1 0 0 1 1 0 1
4) 2 0 0 4 2 1 0 1 0 1 0 1
5) 2 3 3 1 1 2 0 0 1 1 1 0
6) 2 3 3 1 1 2 0 1 0 1 1 0
7) 2 3 3 1 2 1 0 0 1 1 0 1
8) 2 3 3 1 2 1 0 1 0 1 0 1
9) 4 1 1 4 1 1 2 1 2 1 0 0
10) 4 1 1 4 1 1 2 2 1 1 0 0
11) 4 4 4 1 1 1 2 1 2 1 0 0
12) 4 4 4 1 1 1 2 2 1 1 0 0
Table 5.4.41: L2(13) < E6, p = 0 or p - |S|
V78 V27
1 7a 7b 12a 12b 12c 13 14a 14b 1 7a 7b 12a 12b 12c 13 14a 14b
1) 0 0 0 0 2 1 0 2 1 1 0 0 0 1 0 0 0 1
2) 0 0 0 1 0 2 0 2 1 1 0 0 0 0 1 0 0 1
3) 0 0 0 1 1 1 0 2 1 0 0 0 0 0 0 1 0 1
5.4 E6 146
4) 0 0 0 2 1 0 0 2 1 1 0 0 1 0 0 0 0 1
5) 1 2 2 0 2 1 1 0 0 1 0 0 0 1 0 0 0 1
6) 1 2 2 1 0 2 1 0 0 1 0 0 0 0 1 0 0 1
7) 1 2 2 1 1 1 1 0 0 0 0 0 0 0 0 1 0 1
8) 1 2 2 2 1 0 1 0 0 1 0 0 1 0 0 0 0 1
9) 8 0 8 0 0 0 0 1 0 6 0 3 0 0 0 0 0 0
10) 8 8 0 0 0 0 0 1 0 6 3 0 0 0 0 0 0 0
Outer automorphism swaps 7a, 7b.
Table 5.4.42: L2(13) < E6, p = 7
V78 V27
1 7a 7b 12 14a 14b 1 7a 7b 12 14a 14b
1) 0 0 0 3 2 1 1 0 0 1 0 1
2) 2 2 2 4 0 0 1 0 0 1 0 1
3) 8 0 8 0 1 0 6 0 3 0 0 0
4) 8 8 0 0 1 0 6 3 0 0 0 0
Outer automorphism swaps 7a, 7b.
Table 5.4.43: L2(13) < E6, p = 3
V78 V27
1 7a 7b 12a 12b 12c 13 1 7a 7b 12a 12b 12c 13
1) 1 2 2 0 2 1 1 2 0 0 0 1 0 1
2) 1 2 2 1 0 2 1 2 0 0 0 0 1 1
3) 1 2 2 1 1 1 1 1 0 0 0 0 0 2
4) 1 2 2 2 1 0 1 2 0 0 1 0 0 1
5) 8 1 9 0 0 0 0 6 0 3 0 0 0 0
6) 8 9 1 0 0 0 0 6 3 0 0 0 0 0
Outer automorphism swaps 6a,6b
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Table 5.4.44: L2(13) < E6, p = 2
V78 V27
1 6a 6b 12a 12b 12c 14 1 6a 6b 12a 12b 12c 14
1) 0 0 0 0 1 2 3 1 0 0 0 0 1 1
2) 0 0 0 1 1 1 3 1 1 1 0 0 0 1
3) 0 0 0 1 2 0 3 1 0 0 0 1 0 1
4) 0 0 0 2 0 1 3 1 0 0 1 0 0 1
5) 2 0 1 0 0 0 5 1 0 2 0 0 0 1
6) 2 1 0 0 0 0 5 1 2 0 0 0 0 1
7) 6 3 3 0 1 2 0 1 0 0 0 0 1 1
8) 6 3 3 1 1 1 0 1 1 1 0 0 0 1
9) 6 3 3 1 2 0 0 1 0 0 0 1 0 1
10) 6 3 3 2 0 1 0 1 0 0 1 0 0 1
11) 8 3 4 0 0 0 2 1 0 2 0 0 0 1
12) 8 4 3 0 0 0 2 1 2 0 0 0 0 1
13) 16 0 8 0 0 0 1 9 0 3 0 0 0 0
14) 16 8 0 0 0 0 1 9 3 0 0 0 0 0
Outer automorphism swaps 6a,6b
Table 5.4.45: L2(17) < E6, p = 0 or p - |S|
V78 V27
1 9a 9b 16d 17 18b 18c 1 9a 9b 16d 17 18a
1) 0 0 1 1 1 1 1 0 0 1 0 0 1
2) 0 0 1 1 1 1 1 1 0 1 0 1 0
3) 1 0 1 2 0 1 1 2 0 1 1 0 0
Outer automorphism swaps 9a, 9b.
Table 5.4.46: L2(17) < E6, p = 3
V78 V27
1 9a 9b 16 18b 18c 1 9a 9b 16 18a
1) 1 0 1 2 1 1 0 0 1 0 1
2) 1 0 1 2 1 1 2 0 1 1 0
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Outer automorphism swaps 9a, 9b.
Table 5.4.47: L2(17) < E6, p = 2
V78 V27
1 8a 8b 16a 1 8a 8b 16a
1) 6 2 3 2 3 0 1 1
2) 6 3 4 1 3 1 2 0
Outer automorphism swaps 8a, 8b.
Table 5.4.48: L2(19) < E6, p = 0 or p - |S|
V78 V27
18c 18d 20b 20c 20d 9 9
∗ 18a 18b
1) 0 1 1 1 1 0 1 1 0
2) 0 1 1 1 1 1 0 1 0
3) 1 0 1 1 1 0 1 0 1
4) 1 0 1 1 1 1 0 0 1
Table 5.4.49: L2(19) < E6, p = 5
V78 V27
18 20b 20c 20d 9 9
∗
1) 1 1 1 1 0 3
2) 1 1 1 1 1 2
Table 5.4.50: L2(19) < E6, p = 3
V78 V27
1 18c 18d 19 9 9
∗ 18a 18b
1) 3 0 1 3 0 1 1 0
2) 3 0 1 3 1 0 1 0
3) 3 1 0 3 0 1 0 1
4) 3 1 0 3 1 0 0 1
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Table 5.4.51: L2(19) < E6, p = 2
V78 V27
18a 18b 20b 20c 20d 9 9
∗ 18a 18b
1) 0 1 1 1 1 0 1 1 0
2) 0 1 1 1 1 1 0 1 0
3) 1 0 1 1 1 0 1 0 1
4) 1 0 1 1 1 1 0 0 1
Table 5.4.52: L2(25) < E6, p = 0 or p - |S|
V78 V27
1 25 26a 26c 26d 26e 1 26b 26c
1) 0 0 1 0 1 1 1 1 0
2) 1 1 0 2 0 0 1 0 1
26b, 26c are Aut(L2(25))-conjugate.
Table 5.4.53: L2(25) < E6, p = 13
V78 V27
1 24 26a 26b 26c 26d 1 26a 26e
1) 0 0 1 0 1 1 1 1 0
2) 2 1 0 2 0 0 1 0 1
3) 2 1 0 2 0 0 1 1 0
26b, 26c are Aut(L2(25))-conjugate.
Table 5.4.54: L2(25) < E6, p = 3
V78 V27
1 25 26 1 13a 13b 25
1) 1 1 2 1 1 1 0
2) 1 1 2 2 0 0 1
Outer automorphism swaps 13a, 13b.
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Table 5.4.55: L2(25) < E6, p = 2
V78 V27
1 12a 12b 26 1 26
1) 0 0 0 3 1 1
2) 6 3 3 0 1 1
Outer automorphism swaps 12a, 12b.
Table 5.4.56: L2(27) < E6, p = 0 or p - |S|
V78 V27
26a 26b 26c 26d 26e 26f 1 26d 26e 26f
1) 0 1 1 0 1 0 1 0 1 0
2) 1 0 1 0 0 1 1 0 0 1
3) 1 1 0 1 0 0 1 1 0 0
Outer automorphism acts on indices as (a, b, c)(d, e, f).
Table 5.4.57: L2(27) < E6, p = 13
V78 V27
26a 26b 26c 26d 26e 26f 1 26d 26e 26f
1) 0 1 1 0 0 1 1 0 0 1
Outer automorphism acts on indices as (a, b, c)(d, e, f).
Table 5.4.58: L2(27) < E6, p = 7
V78 V27
13a 13b 26 1 13a 13b
1) 1 1 2 1 1 1
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Table 5.4.59: L2(27) < E6, p = 2
V78 V27
26a 26b 26c 1 13 13
∗ 26a
1) 1 1 1 1 1 1 0
2) 2 0 1 1 0 0 1
Outer automorphism acts as
(13, 13∗)(26a, 26b, 26c).
5.4.4 Cross-characteristic Groups  L2(q)
Table 5.4.60: L3(3) < E6, p = 0 or p - |S|
V78 V27
1 13 16a (16
∗
a) 16b (16b)
∗ 26a 26b (26b)∗ 1 26a 27
1) 0 0 0 0 0 0 1 1 1 0 0 1
2) 0 0 0 0 0 0 1 1 1 1 1 0
3) 1 1 1 1 1 1 0 0 0 0 0 1
4) 1 1 1 1 1 1 0 0 0 1 1 0
Table 5.4.61: L3(3) < E6, p = 13
V78 V27
1 13 16 26a 26b (26b)
∗ 1 11 16 26a
1) 0 0 0 1 1 1 0 1 1 0
2) 0 0 0 1 1 1 1 0 0 1
3) 1 1 4 0 0 0 0 1 1 0
4) 1 1 4 0 0 0 1 0 0 1
Table 5.4.62: L3(3) < E6, p = 2
V78 V27
1 12 16a (16a)
∗ 16b (16b)∗ 26 1 26
1) 0 0 0 0 0 0 3 1 1
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2) 2 1 1 1 1 1 0 1 1
Table 5.4.63: L4(3) < E6, p = 2
V78 V27
26a 26b 1 26a
1) 2 1 1 1
Outer automorphism swaps 26a, 26b.
Table 5.4.64: U3(3) < E6, p = 0 or p - |S|
V78 V27
1 6 7a 7b (7b)
∗ 14 21a 28 28∗ 32 32∗ 1 6 7b 14 27
1) 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1
2) 1 0 1 1 1 0 0 1 1 0 0 0 0 0 0 1
3) 3 2 2 2 0 1 1 0 0 0 0 1 2 0 1 0
4) 8 0 0 0 8 1 0 0 0 0 0 6 0 3 0 0
Table 5.4.65: U3(3) < E6, p = 7
V78 V27
1 6 7a 7b (7b)
∗ 14 21a 26 28 28∗ 1 6 7a 14 26
1) 0 2 0 0 0 1 0 2 0 0 1 0 0 0 1
2) 1 0 1 1 1 0 0 0 1 1 1 0 0 0 1
3) 3 2 0 2 2 1 1 0 0 0 1 2 0 1 0
4) 8 0 8 0 0 1 0 0 0 0 6 0 3 0 0
Table 5.4.66: U4(2) < E6, p = 0 or p - |S|
V78 V27
1 5 5∗ 10 10∗ 15b 20 24 1 5 5∗ 6 10 15b
1) 3 0 0 2 2 1 1 0 0 0 0 2 0 1
2) 4 1 1 2 2 0 0 1 2 1 2 0 1 0
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Table 5.4.67: U4(2) < E6, p = 5
V78 V27
1 5 5∗ 10 10∗ 15b 20 23 1 5 5∗ 6 10 15b
1) 3 0 0 2 2 1 1 0 0 0 0 2 0 1
2) 5 1 1 2 2 0 0 1 2 1 2 0 1 0
Table 5.4.68: U4(3) < E6, p = 2
V78 V27
1 20 34a 6 6
∗ 15 15∗
1) 4 2 1 0 2 0 1
2) 4 2 1 2 0 1 0
There are two triple covers of U4(3) up to isomorphism, however one of these has no faithful
module of dimension ≤ 27 and hence has no feasible characters.
5.4.69: Ω7(3) < E6, p = 2. Irreducible on V78 and V27.
5.4.70: G2(3) < E6, p = 2. Irreducible on V78 and V27.
Table 5.4.71: 3D4(2) < E6, p 6= 2, 3
V78 V27
26 52 1 26
1) 1 1 1 1
Table 5.4.72: 3D4(2) < E6, p = 3
V78 V27
1 25 52 1 25
1) 1 1 1 2 1
5.4.73: 2F4(2)
′ < E6, p 6= 2, 3. Irreducible on V78 and V27.
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Table 5.4.74: 2F4(2)
′ < E6, p = 3
V78 V27
1 77 27
1) 1 1 1
5.5 E7
5.5.1 Alternating Groups
Table 5.5.1: Alt13 < E7, p = 2
V133 V56
1 32a 32b 64 12 32a 32b
1) 5 0 2 1 2 0 1
Outer automorphism swaps 32a and 32b.
Table 5.5.2: Alt12 < E7, p = 2
V133 V56
1 10 16 16∗ 44 1 10 16 16∗
1) 5 2 2 2 1 4 2 1 1
Table 5.5.3: Alt11 < E7, p = 2
V133 V56
1 10 16 16∗ 44 1 10 16 16∗
1) 5 2 2 2 1 4 2 1 1
Table 5.5.4: Alt10 < E7, p = 5
V133 V56
28 35a 35b 35c 28
1) 1 1 1 1 2
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Table 5.5.5: Alt10 < E7, p = 2
V133 V56
1 8 16 26 1 8 16 26
1) 5 1 1 4 4 0 0 2
2) 11 4 4 1 8 2 2 0
Table 5.5.6: Alt9 < E7, p = 0 or p - |S|
V133 V56
8 27 28 35a 35b 28
1) 1 1 1 1 1 2
Table 5.5.7: Alt9 < E7, p = 7
V133 V56
8 19 28 35a 35b 28
1) 2 1 1 1 1 2
Table 5.5.8: Alt9 < E7, p = 5
V133 V56
8 27 28 35a 35b 28
1) 1 1 1 1 1 2
Table 5.5.9: Alt9 < E7, p = 3
V133 V56
1 7 21 27 35 7 21
1) 1 2 1 1 2 2 2
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Table 5.5.10: Alt9 < E7, p = 2
V133 V56
1 8a 8b 8c 26 1 8a 8b 8c 26
1) 5 1 1 1 4 4 0 0 0 2
2) 11 4 4 4 1 8 2 2 2 0
Table 5.5.11: Alt8 < E7, p = 0 or p - |S|
V133 V56
1 7 20 21a 35 7 21a
1) 1 3 1 1 2 2 2
Table 5.5.12: Alt8 < E7, p = 7
V133 V56
1 7 19 21a 35 7 21a
1) 2 3 1 1 2 2 2
Table 5.5.13: Alt8 < E7, p = 5
V133 V56
1 7 13 20 21a 35 43 70 7 21a 21b
1) 0 0 0 1 0 0 1 1 2 0 2
2) 1 2 1 0 0 1 0 1 2 0 2
3) 1 3 0 1 1 2 0 0 2 2 0
Table 5.5.14: Alt8 < E7, p = 3
V133 V56
1 7 13 21 35 7 21
1) 1 4 1 1 2 2 2
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Table 5.5.15: Alt7 < E7, p = 0 or p - |S|
V133 V56
1 6 10 10∗ 14a 15 1 6 10 10∗ 15
1) 8 1 0 0 1 7 0 6 1 1 0
2) 4 5 2 2 1 3 2 4 0 0 2
14a is a section of 5⊗ 5.
Table 5.5.16: Alt7 < E7, p = 7
V133 V56
1 5 10 14a 1 5 10
1) 9 8 7 1 6 6 2
14a is a section of 5⊗ 5.
Table 5.5.17: Alt7 < E7, p = 5
V133 V56
1 6 8 10 10∗ 13 15 35 1 6 8 10 10∗ 13 15
1) 0 3 7 1 1 3 0 0 0 0 2 2 2 0 0
2) 8 2 1 0 0 0 7 0 0 6 0 1 1 0 0
3) 1 2 3 0 0 2 0 2 2 2 2 0 0 2 0
4) 1 3 2 0 0 1 1 2 2 2 2 0 0 2 0
5) 4 1 2 1 1 4 0 1 2 2 2 0 0 2 0
6) 4 2 1 1 1 3 1 1 2 2 2 0 0 2 0
7) 4 6 1 2 2 0 3 0 2 4 0 0 0 0 2
8) 9 0 13 1 1 0 0 0 8 0 6 0 0 0 0
Table 5.5.18: 2·Alt7 < E7, p = 5
V133 V56
8 10 10∗ 35 4 4∗ 14a 14b 20a
1) 1 1 1 3 1 1 0 2 1
Outer aut. swaps 14a, 14b.
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Table 5.5.19: Alt7 < E7, p = 3
V133 V56
1 6 10 10∗ 13 15 1 6 10 10∗ 13 15
1) 9 1 0 0 1 7 0 6 1 1 0 0
2) 5 5 2 2 1 3 2 4 0 0 0 2
Table 5.5.20: 2·Alt7 < E7, p = 3
V133 V56
1 10 10∗ 13 15 4 4∗ 6b 6c
1) 22 1 1 7 0 1 1 1 7
Outer automorphism swaps 6b, 6c.
Table 5.5.21: Alt7 < E7, p = 2
V133 V56
1 4 4∗ 6 14 20 1 4 4∗ 6 14 20
1) 15 0 0 1 8 0 0 1 1 8 0 0
2) 7 2 2 5 0 4 4 0 0 2 0 2
3) 7 2 2 6 1 3 4 0 0 2 0 2
4) 7 2 2 9 4 0 4 0 0 4 2 0
5) 19 8 8 5 0 1 12 4 4 2 0 0
6) 19 8 8 6 1 0 12 4 4 2 0 0
Table 5.5.22: Alt6 < E7, p = 0 or p - |S|
V133 V56
1 5a 5b 8a 8b 9 10 1 5a 5b 8a 8b 9 10
1) 0 3 3 3 4 3 2 0 0 0 0 2 0 4
2) 1 2 5 2 3 3 3 0 0 0 0 2 0 4
3) 2 1 1 3 4 5 2 0 0 0 0 2 0 4
4) 2 4 4 1 2 3 4 0 0 0 0 2 0 4
5) 3 0 3 2 3 5 3 0 0 0 0 2 0 4
6) 4 2 2 1 2 5 4 0 0 0 0 2 0 4
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7) 3 0 0 3 4 6 2 0 4 4 0 2 0 0
8) 5 1 1 1 2 6 4 0 4 4 0 2 0 0
9) 2 2 2 3 5 3 2 1 2 2 1 0 3 0
10) 3 1 4 2 4 3 3 1 2 2 1 0 3 0
11) 4 3 3 1 3 3 4 1 2 2 1 0 3 0
12) 1 2 2 3 4 4 2 2 2 2 0 2 2 0
13) 2 1 4 2 3 4 3 2 2 2 0 2 2 0
14) 3 3 3 1 2 4 4 2 2 2 0 2 2 0
15) 4 0 0 3 5 5 2 3 0 0 1 0 5 0
16) 6 1 1 1 3 5 4 3 0 0 1 0 5 0
17) 3 0 0 3 4 6 2 4 0 0 0 2 4 0
18) 5 1 1 1 2 6 4 4 0 0 0 2 4 0
19) 4 2 2 5 5 1 2 4 2 2 2 2 0 0
20) 5 1 4 4 4 1 3 4 2 2 2 2 0 0
21) 6 3 3 3 3 1 4 4 2 2 2 2 0 0
22) 6 0 0 5 5 3 2 6 0 0 2 2 2 0
23) 8 1 1 3 3 3 4 6 0 0 2 2 2 0
24) 9 0 9 0 0 1 7 6 0 6 0 0 0 2
25) 9 0 0 0 13 0 2 8 0 0 0 6 0 0
One outer automorphism swaps 5a, 5b, one swaps 8a, 8b.
Table 5.5.23: 2·Alt6 < E7, p = 0 or p - |S|
V133 V56
1 5a 5b 8a 8b 9 10a 4a 4b 8c 8d 10b 10c
1) 0 0 0 4 3 3 5 0 0 0 2 1 3
2) 2 1 1 2 1 3 7 0 0 0 2 1 3
3) 0 0 0 4 3 3 5 0 0 0 2 3 1
4) 2 1 1 2 1 3 7 0 0 0 2 3 1
5) 3 1 1 3 1 2 7 0 3 2 1 0 2
6) 3 1 1 3 1 2 7 0 3 2 1 2 0
7) 1 0 0 5 3 2 5 1 1 1 0 1 3
8) 3 1 1 3 1 2 7 1 1 1 0 1 3
9) 1 0 0 5 3 2 5 1 1 1 0 3 1
10) 3 1 1 3 1 2 7 1 1 1 0 3 1
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11) 3 1 1 3 1 2 7 3 0 2 1 0 2
12) 3 1 1 3 1 2 7 3 0 2 1 2 0
One outer automorphism swaps 4a, 4b and 5a, 5b.
One outer automorphism swaps 8a with 8b, 8c with 8d and 10b with 10c.
Table 5.5.24: Alt6 < E7, p = 5
V133 V56
1 5a 5b 8 10 1 5a 5b 8 10
1) 3 3 3 10 2 0 0 0 2 4
2) 4 2 5 8 3 0 0 0 2 4
3) 5 4 4 6 4 0 0 0 2 4
4) 7 1 1 12 2 0 0 0 2 4
5) 8 0 3 10 3 0 0 0 2 4
6) 9 2 2 8 4 0 0 0 2 4
7) 9 0 0 13 2 0 4 4 2 0
8) 11 1 1 9 4 0 4 4 2 0
9) 5 2 2 11 2 4 2 2 4 0
10) 6 4 1 9 3 4 2 2 4 0
11) 7 3 3 7 4 4 2 2 4 0
12) 10 0 9 1 7 6 0 6 0 2
13) 9 0 0 13 2 8 0 0 6 0
14) 11 1 1 9 4 8 0 0 6 0
Outer automorphism swaps 5a, 5b.
Table 5.5.25: 2·Alt6 < E7, p = 5
V133 V56
1 5a 5b 8 10a 4a 4b 10b 10c
1) 3 0 0 10 5 2 2 1 3
2) 5 1 1 6 7 2 2 1 3
3) 5 1 1 6 7 3 6 2 0
One outer automorphism swaps 4a, 4b
and 5a, 5b, one swaps 10b, 10c.
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Table 5.5.26: Alt5 < E7, p = 0 or p - |S|
V133 V56
1 3a 3b 4 5 1 3a 3b 4 5
1) 7 5 7 10 10 0 1 0 2 9
2) 8 6 10 3 13 0 1 9 4 2
3) 11 6 10 6 10 0 1 9 4 2
4) 3 5 6 8 13 0 4 6 4 2
5) 6 5 6 11 10 0 4 6 4 2
6) 6 5 6 11 10 1 0 2 1 9
7) 6 7 7 5 13 2 6 6 2 2
8) 9 7 7 8 10 2 6 6 2 2
9) 4 5 7 7 13 3 1 0 5 6
10) 7 5 7 10 10 3 1 0 5 6
11) 3 5 6 8 13 4 0 2 4 6
12) 6 5 6 11 10 4 0 2 4 6
13) 17 0 22 0 10 4 0 14 0 2
14) 9 2 15 2 13 4 4 10 0 2
15) 12 2 15 5 10 4 4 10 0 2
16) 6 7 7 5 13 6 2 2 2 6
17) 9 7 7 8 10 6 2 2 2 6
18) 9 2 15 2 13 8 0 6 0 6
19) 12 2 15 5 10 8 0 6 0 6
20) 16 5 7 19 1 9 1 0 11 0
21) 15 5 6 20 1 10 0 2 10 0
22) 18 7 7 17 1 12 2 2 8 0
23) 21 2 15 14 1 14 0 6 6 0
24) 35 0 31 0 1 20 0 12 0 0
Outer automorphism swaps 3a and 3b.
Table 5.5.27: 2·Alt5 < E7, p = 0 or p - |S|
V133 V56 V133 V56
1 3a 3b 4a 5 2a 2b 4b 6 1 3a 3b 4a 5 2a 2b 4b 6
1) 3 10 10 5 10 0 0 2 8 2) 6 10 10 8 7 0 0 2 8
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3) 11 2 2 5 18 0 0 2 8 4) 14 2 2 8 15 0 0 2 8
5) 0 8 9 8 10 0 2 4 6 6) 3 8 9 11 7 0 2 4 6
7) 8 0 1 8 18 0 2 4 6 8) 11 0 1 11 15 0 2 4 6
9) 3 15 5 5 10 0 5 7 3 10) 6 15 5 8 7 0 5 7 3
11) 13 18 9 1 7 0 7 9 1 12) 21 10 1 1 15 0 7 9 1
13) 8 9 13 6 7 0 8 1 6 14) 16 1 5 6 15 0 8 1 6
15) 52 27 0 0 0 0 26 1 0 16) 1 8 10 7 10 2 1 5 5
17) 4 8 10 10 7 2 1 5 5 18) 9 0 2 7 18 2 1 5 5
19) 12 0 2 10 15 2 1 5 5 20) 3 8 9 11 7 3 5 1 6
21) 11 0 1 11 15 3 5 1 6 22) 6 15 5 8 7 3 8 4 3
23) 13 18 9 1 7 3 10 6 1 24) 21 10 1 1 15 3 10 6 1
25) 4 8 10 10 7 5 4 2 5 26) 12 0 2 10 15 5 4 2 5
27) 36 10 1 16 0 9 16 0 1 28) 14 0 28 0 7 14 0 7 0
Outer automorphism swaps 2a, 2b and 3a, 3b. 4b is faithful for 2 ·Alt5, 4a is not.
Table 5.5.28: Alt5 < E7, p = 3
V133 V56 V133 V56
1 3a 3b 4 1 3a 3b 4 1 3a 3b 4 1 3a 3b 4
1) 17 5 7 20 1 5 4 7 2) 21 6 10 16 2 1 9 6
3) 16 5 6 21 2 4 6 6 4) 19 7 7 18 4 6 6 4
5) 27 0 22 10 6 0 14 2 6) 22 2 15 15 6 4 10 2
7) 17 5 7 20 9 1 0 11 8) 16 5 6 21 10 0 2 10
9) 19 7 7 18 12 2 2 8 10) 22 2 15 15 14 0 6 6
11) 36 0 31 1 20 0 12 0
3a, 3b interchanged by an outer automorphism.
Table 5.5.29: 2·Alt5 < E7, p = 3
V133 V56 V133 V56
1 3a 3b 4 2a 2b 6 1 3a 3b 4 2a 2b 6
1) 15 9 13 13 1 9 6 2) 31 1 5 21 1 9 6
3) 52 27 0 0 1 27 0 4) 13 10 10 15 2 2 8
5) 29 2 2 23 2 2 8 6) 10 8 9 18 4 6 6
7) 26 0 1 26 4 6 6 8) 11 8 10 17 7 6 5
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9) 27 0 2 25 7 6 5 10) 13 15 5 15 7 12 3
11) 20 18 9 8 9 16 1 12) 36 10 1 16 9 16 1
13) 21 0 28 7 21 7 0
Outer automorphism swaps 3a, 3b and 2a, 2b.
5.5.2 Sporadic Groups
Table 5.5.30: M11 < E7, p = 0 or p - |S|
V133 V56
1 10a 11 16 16
∗ 45 55 1 10a 11 16 16∗ 45 55
1) 2 0 2 2 2 1 0 2 0 2 1 1 0 0
2) 3 0 1 2 2 0 1 2 0 2 1 1 0 0
3) 4 2 0 2 2 1 0 4 2 0 1 1 0 0
10a is self-dual.
Table 5.5.31: M11 < E7, p = 11
V133 V56
1 9 10 10∗ 11 16 44 55 1 9 10 10∗ 11 16 44 55
1) 2 1 1 1 2 5 0 0 2 0 0 0 2 2 0 0
2) 3 0 0 0 1 4 0 1 2 0 0 0 2 2 0 0
3) 6 3 1 1 0 5 0 0 6 2 0 0 0 2 0 0
Table 5.5.32: M11 < E7, p = 5
V133 V56
1 10a 11 16 16
∗ 45 55 1 10a 11 16 16∗
1) 1 1 2 0 0 1 1 2 0 2 1 1
2) 2 0 2 2 2 1 0 2 0 2 1 1
3) 2 1 1 0 0 0 2 2 0 2 1 1
4) 3 0 1 2 2 0 1 2 0 2 1 1
5) 3 3 0 0 0 1 1 4 2 0 1 1
6) 4 2 0 2 2 1 0 4 2 0 1 1
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10a is self-dual
Table 5.5.33: M11 < E7, p = 3
V133 V56
1 5 5∗ 10a 10b (10b)∗ 24 45 1 5 5∗ 10a 10b (10b)∗
1) 8 2 2 2 2 2 0 1 6 1 1 2 1 1
2) 8 4 4 0 2 2 0 1 6 3 3 0 1 1
3) 9 4 4 0 3 3 1 0 6 3 3 0 1 1
Table 5.5.34: M11 < E7, p = 2
V133 V56
1 10 16 16∗ 44 1 10 16 16∗ 44
1) 5 2 2 2 1 4 2 1 1 0
2) 7 5 1 1 1 4 2 1 1 0
Table 5.5.35: 2 ·M12 < E7, p = 0 or p - |S|
V133 V56
1 16 16∗ 66 12 32
1) 3 2 2 1 2 1
Table 5.5.36: 2 ·M12 < E7, p = 11
V133 V56
1 16 66 12 32
1) 3 4 1 2 1
Table 5.5.37: M12 < E7, p = 5
V133 V56
1 11a 16 16
∗ 78 1 11a 16 16∗
1) 1 2 1 1 1 2 2 1 1
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Outer automorphism swaps 11a and 11b
Table 5.5.38: 2 ·M12 < E7, p = 5
V133 V56
1 16 16∗ 45 55c 66 78 98 12 32
1) 0 0 0 0 1 0 1 0 2 1
2) 3 2 2 0 0 1 0 0 2 1
Outer automorphism preserves 55c.
Table 5.5.39: 2 ·M12 < E7, p = 3
V133 V56
1 15 15∗ 34 6 6∗ 10c (10c)∗
1) 9 3 3 1 3 3 1 1
Table 5.5.40: M12 < E7, p = 2
V133 V56
1 10 16 16∗ 44 1 10 16 16∗ 44
1) 5 2 2 2 1 4 2 1 1 0
Table 5.5.41: 2 ·M22 < E7, p = 5
V133 V56
133 28 28∗
1) 1 1 1
Table 5.5.42: J1 < E7, p = 11
V133 V56
1 7 14 27 56 64 1 7 14 27
1) 3 5 1 3 0 0 0 4 2 0
2) 1 0 1 2 0 1 2 0 0 2
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3) 21 14 1 0 0 0 14 6 0 0
Table 5.5.43: 2 · J2 < E7, p = 0 or p - |S|
V133 V56
1 14a 14b 21a 21b 6a 6b 14c
1) 14 7 0 1 0 0 7 1
Outer automorphism swaps 6a, 6b, 14a, 14b and 21a, 21b.
Table 5.5.44: 2 · J2 < E7, p = 7
V133 V56
1 14a 14b 21a 21b 6a 6b 14c
1) 14 0 7 0 1 0 7 1
Outer automorphism swaps 6a, 6b, 14a, 14b and 21a, 21b.
Table 5.5.45: 2 · J2 < E7, p = 5
V133 V56
1 14a 21a 6 14b
1) 14 7 1 7 1
Outer automorphism does not permute these.
Table 5.5.46: 2 · J2 < E7, p = 3
V133 V56
1 13a 13b 21a 21b 6a 6b 14
1) 21 7 0 1 0 0 7 1
Outer automorphism swaps 6a, 6b, 13a, 13b and 21a, 21b.
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Table 5.5.47: J2 < E7, p = 2
V133 V56
1 6a 6b 14a 14b 36 64a 64b 84 1 6a 6b 14a 14b 36
1) 1 1 0 1 2 0 0 0 1 2 1 2 0 0 1
2) 15 1 0 0 8 0 0 0 0 2 1 8 0 0 0
3) 11 3 8 0 4 0 0 0 0 4 0 4 0 2 0
4) 3 2 2 0 3 0 0 1 0 4 2 2 0 2 0
5) 35 14 0 1 0 0 0 0 0 20 6 0 0 0 0
Outer automorphism swaps 6a, 6b, 14a, 14b and 64a, 64b.
Table 5.5.48: 2 ·Ru < E7, p = 5
V133 V56
133 28 28∗
1) 1 1 1
Table 5.5.49: 2 ·HS < E7, p = 5
V133 V56
133 28 28∗
1) 1 1 1
5.5.3 Cross-characteristic Groups L2(q) (q 6= 4, 5, 9)
Table 5.5.50: L2(7) < E7, p = 0 or p - |S|
V133 V56
1 3 3∗ 6a 7 8a 1 3 3∗ 6a 7 8a
1) 0 1 1 6 5 7 0 2 2 0 4 2
2) 1 2 2 6 4 7 2 0 0 4 2 2
3) 2 3 3 6 3 7 0 2 2 0 4 2
4) 3 1 1 6 8 4 0 2 2 0 4 2
5) 3 4 4 6 2 7 4 2 2 4 0 2
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6) 4 2 2 6 7 4 2 0 0 4 2 2
7) 5 0 0 2 4 11 0 1 1 6 2 0
8) 5 3 3 6 6 4 0 2 2 0 4 2
9) 6 4 4 6 5 4 4 2 2 4 0 2
10) 7 2 2 2 2 11 2 3 3 6 0 0
11) 8 0 0 2 7 8 0 1 1 6 2 0
12) 9 1 1 0 2 13 8 0 0 0 0 6
13) 10 2 2 2 5 8 2 3 3 6 0 0
14) 11 9 9 6 0 4 4 6 6 0 0 2
15) 12 1 1 0 5 10 8 0 0 0 0 6
16) 15 7 7 2 0 8 2 7 7 2 0 0
17) 21 1 1 0 14 1 14 0 0 0 6 0
18) 35 15 15 0 0 1 20 6 6 0 0 0
Table 5.5.51: 2 · L2(7) < E7, p = 0 or p - |S|
V133 V56
1 3 3∗ 6a 7 8a 4 4∗ 6b 6c 8b
1) 0 4 4 3 5 7 2 2 1 3 2
2) 0 4 4 3 5 7 2 2 3 1 2
3) 3 4 4 3 8 4 2 2 1 3 2
4) 3 4 4 3 8 4 2 2 3 1 2
5) 14 1 1 7 1 8 1 1 1 7 0
6) 14 1 1 7 1 8 1 1 7 1 0
Table 5.5.52: L2(7) < E7, p = 3
V133 V56
1 3 3∗ 6 7 1 3 3∗ 6 7
1) 7 1 1 6 12 2 2 2 0 6
2) 8 2 2 6 11 4 0 0 4 4
3) 9 3 3 6 10 2 2 2 0 6
4) 10 4 4 6 9 6 2 2 4 2
5) 15 9 9 6 4 6 6 6 0 2
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6) 16 0 0 2 15 0 1 1 6 2
7) 18 2 2 2 13 2 3 3 6 0
8) 22 1 1 0 15 14 0 0 0 6
9) 23 7 7 2 8 2 7 7 2 0
10) 36 15 15 0 1 20 6 6 0 0
Table 5.5.53: 2 · L2(7) < E7, p = 3
V133 V56
1 3 3∗ 6a 7 4 4∗ 6b 6c
1) 7 4 4 3 12 4 4 1 3
2) 7 4 4 3 12 4 4 3 1
3) 22 1 1 7 9 1 1 1 7
4) 22 1 1 7 9 1 1 7 1
Table 5.5.54: L2(8) < E7, p = 0 or p - |S|
V133 V56
1 7a 7b 7c 7d 8 9a 9b 9c 1 7a 7b 7c 7d 8 9a 9b 9c
1) 1 2 1 1 1 2 3 3 3 0 2 2 2 2 0 0 0 0
2) 1 2 1 1 1 2 3 3 3 2 0 0 0 0 0 2 2 2
3) 2 2 1 1 1 3 2 3 3 2 0 0 0 0 0 2 3 1
4) 3 1 1 3 2 0 3 3 3 0 2 2 3 1 0 0 0 0
5) 3 1 5 1 0 0 3 3 3 0 2 4 2 0 0 0 0 0
6) 3 2 1 1 1 4 0 4 3 4 0 0 0 0 2 0 2 2
7) 5 2 1 1 1 6 0 4 1 3 0 0 0 0 1 0 5 0
8) 6 5 1 1 1 1 0 4 3 6 2 0 0 0 0 0 2 2
9) 10 2 1 1 1 11 0 0 0 8 0 0 0 0 6 0 0 0
10) 13 5 1 1 1 8 0 0 0 10 2 0 0 0 4 0 0 0
11) 21 1 0 14 1 0 0 0 0 14 0 0 6 0 0 0 0 0
Outer automorphism sends 7b → 7c → 7d and 9a → 9b → 9c
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Table 5.5.55: L2(8) < E7, p = 7
V133 V56
1 7a 7b 7c 7d 8 1 7a 7b 7c 7d 8
1) 10 2 1 1 1 11 0 2 2 2 2 0
2) 10 2 1 1 1 11 8 0 0 0 0 6
3) 12 1 0 1 5 9 0 2 0 2 4 0
4) 12 1 1 2 3 9 0 2 2 1 3 0
5) 13 2 0 1 5 8 0 5 0 0 3 0
6) 13 5 1 1 1 8 10 2 0 0 0 4
7) 21 1 0 1 14 0 14 0 0 0 6 0
Outer automorphism acts via b→ c→ d→ b.
Table 5.5.56: L2(8) < E7, p = 3
V133 V56
1 7 9a 9b 9c 1 7 9a 9b 9c
1) 3 7 3 3 3 0 8 0 0 0
2) 3 7 3 3 3 2 0 2 2 2
3) 5 8 2 3 3 2 0 2 1 3
4) 7 9 0 3 4 6 2 0 2 2
5) 11 11 0 1 4 4 1 0 0 5
6) 21 16 0 0 0 14 6 0 0 0
Outer automorphism acts via a→ b→ c→ a.
Table 5.5.57: L2(11) < E7, p = 0 or p - |S|
V133 V56
1 5 5∗ 10a 10b 11 12a 12b 1 5 5∗ 10a 10b 11 12a 12b
1) 1 2 2 2 1 2 2 3 2 1 1 2 0 0 0 2
2) 1 2 2 2 1 2 3 2 2 1 1 2 0 0 2 0
3) 2 0 0 4 2 1 2 3 2 1 1 2 0 0 0 2
4) 2 0 0 4 2 1 3 2 2 1 1 2 0 0 2 0
5) 4 2 2 2 1 5 1 1 4 1 1 2 0 2 0 0
6) 5 0 0 4 2 4 1 1 4 1 1 2 0 2 0 0
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7) 9 4 4 0 6 0 1 1 6 3 3 0 2 0 0 0
Table 5.5.58: 2 · L2(11) < E7, p = 0 or p - |S|
V133 V56
1 5 5∗ 10a 10b 11 12a 12b 6 6∗ 10c 10d 10e 12c 12d
1) 0 1 1 3 0 3 2 3 1 1 0 1 1 2 0
2) 0 1 1 3 0 3 3 2 1 1 0 1 1 0 2
3) 1 1 1 3 0 4 1 3 0 0 0 1 1 1 2
4) 1 1 1 3 0 4 3 1 0 0 0 1 1 2 1
5) 3 1 1 3 0 6 1 1 3 3 0 1 1 0 0
6) 8 3 3 0 6 1 1 1 3 3 0 1 1 0 0
Table 5.5.59: L2(11) < E7, p = 5
V133 V56
1 5 5∗ 10a 10b 11 1 5 5∗ 10a 10b 11
1) 6 2 2 2 1 7 4 1 1 2 0 2
2) 7 0 0 4 2 6 4 1 1 2 0 2
3) 11 4 4 0 6 2 6 3 3 0 2 0
Table 5.5.60: 2 · L2(11) < E7, p = 5
V133 V56
1 5 5∗ 10a 10b 11 6 6∗ 10c 10d 10e
1) 5 1 1 0 3 8 3 3 0 1 1
2) 10 3 3 6 0 3 3 3 0 1 1
Table 5.5.61: L2(11) < E7, p = 3
V133 V56
1 5 5∗ 10a 12a 12b 1 5 5∗ 10b 12a 12b
1) 3 4 4 3 2 3 2 3 3 0 0 2
2) 3 4 4 3 3 2 2 3 3 0 2 0
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3) 9 4 4 6 1 1 6 3 3 2 0 0
Table 5.5.62: 2 · L2(11) < E7, p = 3
V133 V56
1 5 5∗ 10a 12a 12b 6 6∗ 10b 12c 12d
1) 3 1 1 6 2 3 1 1 2 0 2
2) 3 1 1 6 3 2 1 1 2 2 0
3) 5 1 1 7 1 3 0 0 2 2 1
4) 5 1 1 7 3 1 0 0 2 1 2
5) 9 1 1 9 1 1 3 3 2 0 0
6) 9 9 9 1 1 1 3 3 2 0 0
Table 5.5.63: L2(11) < E7, p = 2
V133 V56
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) 3 1 1 6 2 3 2 1 1 2 0 2
2) 3 1 1 6 3 2 2 1 1 2 2 0
3) 3 4 4 3 2 3 2 1 1 2 0 2
4) 3 4 4 3 3 2 2 1 1 2 2 0
5) 5 2 2 6 1 3 0 0 0 2 2 1
6) 5 2 2 6 3 1 0 0 0 2 1 2
7) 5 5 5 3 1 3 0 0 0 2 2 1
8) 5 5 5 3 3 1 0 0 0 2 1 2
9) 9 4 4 6 1 1 6 3 3 2 0 0
10) 9 7 7 3 1 1 6 3 3 2 0 0
Table 5.5.64: L2(13) < E7, p = 0 or p - |S|
V133 V56
1 7a 7b 12a 12b 12c 13 14a 14b 1 7a 7b 12a 12b 12c 13 14a 14b
1) 1 0 0 1 1 1 2 2 3 0 2 2 0 0 0 0 2 0
2) 1 0 0 1 1 1 2 2 3 2 0 0 0 0 0 2 0 2
3) 2 2 2 1 1 1 3 0 2 0 2 2 0 0 0 0 2 0
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4) 2 2 2 1 1 1 3 0 2 2 0 0 0 0 0 2 0 2
5) 3 0 0 0 1 4 0 2 3 4 0 0 0 0 2 0 0 2
6) 3 0 0 1 4 0 0 2 3 4 0 0 0 2 0 0 0 2
7) 3 0 0 4 0 1 0 2 3 4 0 0 2 0 0 0 0 2
8) 3 0 5 0 0 0 3 1 3 0 0 4 0 0 0 0 2 0
9) 4 2 2 0 1 4 1 0 2 4 0 0 0 0 2 0 0 2
10) 4 2 2 1 4 0 1 0 2 4 0 0 0 2 0 0 0 2
11) 4 2 2 4 0 1 1 0 2 4 0 0 2 0 0 0 0 2
12) 21 0 14 0 0 0 0 1 0 14 0 6 0 0 0 0 0 0
Outer automorphism swaps 7a, 7b.
Table 5.5.65: 2 · L2(13) < E7, p = 0 or p - |S|
V133 V56
1 7a 7b 12a 12b 12c 13 14a 14b 6a 6b 12d 12e 12f 14c 14d 14e
1) 0 0 2 1 1 1 1 1 4 1 0 1 1 1 1 0 0
2) 0 1 1 1 1 1 1 1 4 0 0 0 0 0 2 1 1
3) 1 0 2 1 1 2 0 1 4 1 0 2 1 0 1 0 0
4) 1 2 4 1 1 1 2 0 2 1 0 1 1 1 1 0 0
5) 1 3 3 1 1 1 2 0 2 0 0 0 0 0 2 1 1
6) 2 2 4 1 1 2 1 0 2 1 0 2 1 0 1 0 0
7) 14 0 1 0 0 0 0 7 1 7 0 0 0 0 1 0 0
Outer automorphism swaps 6a, 6b and 7a, 7b.
Permuting modules as (12a, 12b, 12c)(12d, 12e, 12f ) produces another feasible character.
Table 5.5.66: L2(13) < E7, p = 7
V133 V56
1 7a 7b 12 14a 14b 1 7a 7b 12 14a 14b
1) 3 0 0 5 2 3 0 2 2 0 2 0
2) 3 0 0 5 2 3 4 0 0 2 0 2
3) 5 2 2 6 0 2 0 2 2 0 2 0
4) 5 2 2 6 0 2 4 0 0 2 0 2
5) 6 0 5 3 1 3 0 0 4 0 2 0
6) 21 0 14 0 1 0 14 0 6 0 0 0
Outer automorphism swaps 7a, 7b.
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Table 5.5.67: 2 · L2(13) < E7, p = 7
V133 V56
1 7a 7b 12 14a 14b 6a 6b 14c 14d 14e
1) 1 0 2 4 4 1 4 3 1 0 0
2) 1 1 1 4 4 1 0 0 2 1 1
3) 1 2 0 4 4 1 3 4 1 0 0
4) 3 2 4 5 2 0 4 3 1 0 0
5) 3 3 3 5 2 0 0 0 2 1 1
6) 3 4 2 5 2 0 3 4 1 0 0
7) 14 0 1 0 1 7 7 0 1 0 0
8) 14 1 0 0 1 7 0 7 1 0 0
Table 5.5.68: L2(13) < E7, p = 3
V133 V56
1 7a 7b 12a 12b 12c 13 1 7a 7b 12a 12b 12c 13
1) 4 2 2 1 1 1 5 0 4 4 0 0 0 0
2) 4 2 2 1 1 1 5 4 0 0 0 0 0 4
3) 6 1 6 0 0 0 6 0 2 6 0 0 0 0
4) 6 2 2 0 4 1 3 6 0 0 0 2 0 2
5) 6 2 2 1 0 4 3 6 0 0 0 0 2 2
6) 6 2 2 4 1 0 3 6 0 0 2 0 0 2
7) 21 1 15 0 0 0 0 14 0 6 0 0 0 0
Outer automorphism swaps 7a, 7b.
Table 5.5.69: 2 · L2(13) < E7, p = 3
V133 V56
1 7a 7b 12a 12b 12c 13 6a 6b 12d 12e 12f 14
1) 1 4 6 1 1 1 2 1 0 1 1 1 1
2) 1 5 5 1 1 1 2 0 0 0 0 0 4
3) 2 6 4 1 1 2 1 0 1 2 0 1 1
4) 2 6 4 1 2 1 1 0 1 0 1 2 1
5) 2 6 4 2 1 1 1 0 1 1 2 0 1
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6) 21 1 2 0 0 0 7 7 0 0 0 0 1
Outer automorphism swaps 6a, 6b and 7a, 7b.
Table 5.5.70: L2(13) < E7, p = 2
V133 V56
1 6a 6b 12a 12b 12c 14 1 6a 6b 12a 12b 12c 14
1) 3 0 0 0 1 4 5 4 0 0 0 0 2 2
2) 3 0 2 1 1 2 5 2 2 1 0 2 1 0
3) 3 1 3 1 1 1 5 2 2 1 1 1 1 0
4) 3 2 2 1 1 1 5 4 2 2 0 0 0 2
5) 5 0 5 0 0 0 7 4 0 4 0 0 0 2
6) 9 3 3 0 1 4 2 4 0 0 0 0 2 2
7) 9 3 5 1 1 2 2 2 2 1 0 2 1 0
8) 9 4 6 1 1 1 2 2 2 1 1 1 1 0
9) 9 5 5 1 1 1 2 4 2 2 0 0 0 2
10) 11 3 8 0 0 0 4 4 0 4 0 0 0 2
11) 15 0 1 0 0 0 8 2 8 1 0 0 0 0
12) 35 0 14 0 0 0 1 20 0 6 0 0 0 0
Outer automorphism swaps 6a,6b.
Sending 12a → 12b → 12c produces another feasible character.
Table 5.5.71: L2(17) < E7, p = 0 or p - |S|
V133 V56
1 9a 9b 16a 17 18a 18b 18c 1 9a 9b 16a 17 18a
1) 1 0 3 1 1 2 1 1 2 0 2 0 0 2
2) 1 3 0 1 1 2 1 1 2 2 0 0 0 2
3) 3 0 3 1 3 0 1 1 2 2 4 0 0 0
4) 3 0 3 1 3 0 1 1 4 0 2 0 2 0
5) 3 3 0 1 3 0 1 1 2 4 2 0 0 0
6) 3 3 0 1 3 0 1 1 4 2 0 0 2 0
7) 6 0 3 4 0 0 1 1 6 0 2 2 0 0
8) 6 3 0 4 0 0 1 1 6 2 0 2 0 0
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Table 5.5.72: L2(17) < E7, p = 3
V133 V56
1 9a 9b 16 18a 18b 18c 1 9a 9b 16 18a 18b 18c
1) 2 0 3 2 2 1 1 2 0 2 0 2 0 0
2) 2 3 0 2 2 1 1 2 2 0 0 2 0 0
3) 6 0 3 4 0 1 1 2 2 4 0 0 0 0
4) 6 0 3 4 0 1 1 6 0 2 2 0 0 0
5) 6 3 0 4 0 1 1 2 4 2 0 0 0 0
6) 6 3 0 4 0 1 1 6 2 0 2 0 0 0
Table 5.5.73: L2(17) < E7, p = 2
V133 V56
1 8a 8b 16a 1 8a 8b 16a
1) 13 2 5 4 8 0 2 2
2) 13 5 2 4 8 2 0 2
3) 13 5 8 1 8 2 4 0
4) 13 8 5 1 8 4 2 0
Table 5.5.74: L2(19) < E7, p = 0 or p - |S|
V133 V56
1 9 9∗ 18a 18b 18c 18d 20b 20c 20d 1 9 9∗ 18a 18b
1) 1 1 1 0 2 1 0 1 1 1 2 1 1 0 2
2) 1 1 1 2 0 0 1 1 1 1 2 1 1 2 0
Table 5.5.75: 2 · L2(19) < E7, p = 0 or p - |S|
V133 V56
1 18b 18c 19 20b 20c 20d 10 10
∗ 18e 18f 18g 18h 18i 20e
1) 0 1 2 1 1 1 1 1 1 0 0 0 0 2 0
2) 0 1 2 1 1 1 1 1 1 0 0 1 0 1 0
3) 0 1 2 1 1 1 1 1 1 0 0 2 0 0 0
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4) 0 2 1 1 1 1 1 0 0 0 0 0 2 0 1
5) 0 2 1 1 1 1 1 0 0 0 1 0 1 0 1
6) 0 2 1 1 1 1 1 0 0 0 2 0 0 0 1
7) 0 2 1 1 1 1 1 1 1 0 0 0 2 0 0
8) 0 2 1 1 1 1 1 1 1 0 1 0 1 0 0
9) 0 2 1 1 1 1 1 1 1 0 2 0 0 0 0
10) 1 1 3 0 1 1 1 0 0 1 0 0 1 0 1
11) 1 1 3 0 1 1 1 0 0 1 1 0 0 0 1
12) 1 1 3 0 1 1 1 1 1 1 0 0 1 0 0
13) 1 1 3 0 1 1 1 1 1 1 1 0 0 0 0
14) 1 3 1 0 1 1 1 0 0 1 0 0 0 1 1
15) 1 3 1 0 1 1 1 0 0 1 0 1 0 0 1
16) 1 3 1 0 1 1 1 1 1 1 0 0 0 1 0
17) 1 3 1 0 1 1 1 1 1 1 0 1 0 0 0
Table 5.5.76: L2(19) < E7, p = 5
V133 V56
1 9 9∗ 18a 20a 20b 20c 20d 1 9 9∗
1) 1 3 3 1 0 1 1 1 2 3 3
Table 5.5.77: 2 · L2(19) < E7, p = 5
V133 V56
1 18a 20b 20c 20d 10 10
∗ 18b 20e
1) 1 4 1 1 1 0 0 2 1
2) 1 4 1 1 1 1 1 2 0
Table 5.5.78: L2(19) < E7, p = 3
V133 V56
1 9 9∗ 18a 18b 18c 18d 19 1 9 9∗ 18a 18b
1) 4 1 1 0 2 0 1 3 2 1 1 0 2
2) 4 1 1 2 0 1 0 3 2 1 1 2 0
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Table 5.5.79: 2 · L2(19) < E7, p = 3
V133 V56
1 18b 18c 19 10 10
∗ 18e 18f 18g 18h 18i
1) 3 1 2 4 1 1 0 0 0 0 2
2) 3 1 2 4 1 1 0 0 1 0 1
3) 3 1 2 4 1 1 0 0 2 0 0
4) 3 2 1 4 1 1 0 0 0 2 0
5) 3 2 1 4 1 1 0 1 0 1 0
6) 3 2 1 4 1 1 0 2 0 0 0
7) 4 1 3 3 1 1 1 0 0 1 0
8) 4 1 3 3 1 1 1 1 0 0 0
9) 4 3 1 3 1 1 1 0 0 0 1
10) 4 3 1 3 1 1 1 0 1 0 0
Table 5.5.80: L2(19) < E7, p = 2
V133 V56
1 9 9∗ 18a 18b 20b 20c 20d 1 9 9∗ 18a 18b 20a
1) 1 0 0 1 3 1 1 1 0 1 1 1 0 1
2) 1 0 0 1 3 1 1 1 2 2 2 1 0 0
3) 1 0 0 3 1 1 1 1 0 1 1 0 1 1
4) 1 0 0 3 1 1 1 1 2 2 2 0 1 0
5) 1 1 1 1 2 1 1 1 2 1 1 0 2 0
6) 1 1 1 2 1 1 1 1 0 0 0 2 0 1
7) 1 1 1 2 1 1 1 1 2 1 1 2 0 0
Table 5.5.81: L2(25) < E7, p = 0 or p - |S|
V133 V56
1 25 26a 26b 26c 26d 26e 1 26a 26b
1) 3 0 3 0 0 1 1 4 2 0
2) 4 1 0 2 2 0 0 4 0 2
3) 4 1 2 0 2 0 0 4 2 0
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Table 5.5.82: L2(25) < E7, p = 13
V133 V56
1 24 26a 26b 26c 26d 26e 1 26a 26e
1) 3 0 3 0 1 1 0 4 2 0
2) 5 1 0 2 0 0 2 4 0 2
3) 5 1 2 2 0 0 0 4 2 0
Table 5.5.83: L2(25) < E7, p = 3
V133 V56
1 13a 13b 25 26 1 13a 13b 25
1) 4 2 2 1 2 4 2 2 0
2) 6 0 0 3 2 6 0 0 2
Table 5.5.84: L2(25) < E7, p = 2
V133 V56
1 12a 12b 26 1 26
1) 3 0 0 5 4 2
2) 9 3 3 2 4 2
Table 5.5.85: L2(27) < E7, p = 0 or p - |S|
V133 V56
1 26a 26b 26c 26d 26e 26f 1 26c 26d 26e
1) 3 0 1 0 3 0 1 4 0 2 0
2) 3 1 0 0 0 3 1 4 0 0 2
3) 3 1 1 3 0 0 0 4 2 0 0
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Table 5.5.86: 2 · L2(27) < E7, p = 0 or p - |S|
V133 V56
1 26c,d,e 27 28a 28b 28c 28d 28e 28f 14, 14
∗ 28g 28h 28i 28j 28k 28l
1) 0 1 1 0 0 0 0 0 1 0 0 0 0 1 0 1
2) 0 1 1 0 0 0 0 1 0 0 0 0 1 0 1 0
3) 0 1 1 0 0 0 1 0 0 0 1 0 0 1 0 0
4) 0 1 1 0 0 1 0 0 0 0 0 1 1 0 0 0
5) 0 1 1 0 1 0 0 0 0 0 0 1 0 0 1 0
6) 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 1
7) 1 1 2 0 0 0 0 0 0 2 0 0 0 0 0 0
Table 5.5.87: L2(27) < E7, p = 13
V133 V56
1 26a 26b 26c 26d 26e 26f 1 26d 26e 26f
1) 3 0 1 1 0 3 0 4 0 2 0
2) 3 1 0 1 0 0 3 4 0 0 2
3) 3 1 1 0 3 0 0 4 2 0 0
Table 5.5.88: 2 · L2(27) < E7, p = 13
V133 V56
1 26c 26e 26f 27 14 14
∗
1) 1 1 1 1 2 2 2
Table 5.5.89: L2(27) < E7, p = 7
V133 V56
1 13 13∗ 26a 1 13 13∗
1) 3 3 3 2 4 2 2
Chapter 5. Tables of Data 181
Table 5.5.90: 2 · L2(27) < E7, p = 7
V133 V56
1 26a 28a 28b 28c 28d 28e 28f 14 14
∗ 28g 28h 28i 28j 28k 28l
1) 1 4 0 0 0 0 0 1 0 0 1 0 0 0 1 0
2) 1 4 0 0 0 0 1 0 0 0 0 1 0 1 0 0
3) 1 4 0 0 0 1 0 0 0 0 0 1 0 0 0 1
4) 1 4 0 0 1 0 0 0 0 0 0 0 1 0 1 0
5) 1 4 0 1 0 0 0 0 0 0 0 0 0 1 0 1
6) 1 4 1 0 0 0 0 0 0 0 1 0 1 0 0 0
7) 3 5 0 0 0 0 0 0 2 2 0 0 0 0 0 0
Table 5.5.91: L2(27) < E7, p = 2
V133 V56
1 13 13∗ 26a 26b 26c 28e 28f 1 13 13∗ 26c 28b 28c 28d 28e
1) 1 1 1 1 1 1 0 1 0 0 0 0 0 1 0 1
2) 1 1 1 1 1 1 1 0 0 0 0 0 1 0 1 0
3) 3 0 0 0 1 4 0 0 4 0 0 2 0 0 0 0
4) 3 2 2 1 1 1 0 0 4 2 2 0 0 0 0 0
Outer automorphism acts as (13, 13∗)(26a, 26b, 26c)(28a, 28c, 28e)(28b, 28d, 28f ).
Table 5.5.92: 2 · L2(29) < E7, p = 0 or p - |S|
V133 V56
15a 15b 28b 28c 30a 30b 30c 28i 28j 28k 28l
1) 0 1 0 1 1 1 1 1 0 1 0
2) 0 1 1 0 1 1 1 0 1 0 1
3) 1 0 0 1 1 1 1 1 0 1 0
4) 1 0 1 0 1 1 1 0 1 0 1
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Table 5.5.93: 2 · L2(29) < E7, p = 7
V133 V56
15a 15b 28b 28c 28k 28l 28m 28n
1) r 7− r 0 1 1 0 1 0
2) 7− r r 1 0 0 1 0 1
where r ∈ {1, . . . , 7}.
Table 5.5.94: 2 · L2(29) < E7, p = 5
V133 V56
15a 15b 28b 30a 30b 30c 28c
1) 0 1 1 1 1 1 2
2) 1 0 1 1 1 1 2
Table 5.5.95: 2 · L2(29) < E7, p = 3
V133 V56
15a 15b 28b 28c 30a 30d 30e 28d 28e
1) 0 1 0 1 1 1 1 2 0
2) 0 1 1 0 1 1 1 0 2
3) 1 0 0 1 1 1 1 2 0
4) 1 0 1 0 1 1 1 0 2
Table 5.5.96: L2(29) < E7, p = 2
V133 V56
1 14a 14b 28b 28c 30a 30b 30c 28d 28e 28f 28g
1) 1 0 1 0 1 1 1 1 1 0 1 0
2) 1 0 1 1 0 1 1 1 0 1 0 1
3) 1 1 0 0 1 1 1 1 1 0 1 0
4) 1 1 0 1 0 1 1 1 0 1 0 1
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Table 5.5.97: 2 · L2(37) < E7, p = 0 or p - |S|
V133 V56
19a 19b 38c 38d 38e 18b 18b 38i 38j 38k
1) 0 1 1 1 1 0 1 0 0 1
Applying permutations (18a, 18b), (19a, 19b) or (38i, 38j , 38k) produces a new character.
Table 5.5.98: 2 · L2(37) < E7, p = 19
V133 V56
19a 19b 38a 38c 38g 18a 18b 38i 38l 38m
1) 0 1 1 1 1 0 1 0 0 1
Applying permutations (18a, 18b), (19a, 19b) or (38i, 38l, 38m) produces a new character.
Table 5.5.99: 2 · L2(37) < E7, p = 3
V133 V56
1 19a 19b 36
† 37 18b 38
1) 0 0 7 0 0 1 1
2) 0 1 6 0 0 1 1
3) 0 2 5 0 0 1 1
4) 0 3 4 0 0 1 1
5) 0 4 3 0 0 1 1
6) 0 5 2 0 0 1 1
7) 0 6 1 0 0 1 1
8) 0 7 0 0 0 1 1
9) 22 0 0 0 3 1 1
10) 23 0 0 1 2 1 1
11) 24 0 0 2 1 1 1
12) 25 0 0 3 0 1 1
†Here there are nine modules of dimension 36.
This column gives the total multiplicity of these.
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Table 5.5.100: L2(37) < E7, p = 2
V133 V56
1 18a 38b 38c 38d 1 18a 18b 36
† 38a
1) 1 1 1 1 1 0 0 1 0 1
2) 1 1 1 1 1 2 0 1 0 0
3) 1 1 1 1 1 2 0 1 0 0
4) 1 1 1 1 1 2 0 1 0 0
5) 1 1 1 1 1 2 0 1 0 0
6) 1 1 1 1 1 2 0 1 0 0
7) 1 1 1 1 1 2 0 1 0 0
8) 1 1 1 1 1 2 0 1 0 0
9) 1 1 1 1 1 2 0 1 0 0
10) 1 1 1 1 1 2 0 1 1 0
11) 1 1 1 1 1 2 0 3 0 0
12) 1 1 1 1 1 2 2 1 0 0
Outer automorphism swaps 18a, 18b
†Here there are nine modules of dimension 36.
This column gives the total multiplicity of these.
5.5.4 Cross-characteristic Groups  L2(q)
Table 5.5.101: L3(3) < E7, p = 0 or p - |S|
V133 V56
1 13 16a (16a)
∗ 16b (16b)∗ 26a 26b (26b)∗ 27 39 1 26a 27
1) 1 0 0 0 0 0 1 1 1 2 0 2 0 2
2) 2 1 1 1 1 1 0 0 0 2 0 2 0 2
3) 3 0 0 0 0 0 3 1 1 0 0 4 2 0
4) 3 0 1 1 1 1 0 0 0 1 1 2 0 2
5) 4 1 1 1 1 1 2 0 0 0 0 4 2 0
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Table 5.5.102: L3(3) < E7, p = 13
V133 V56
1 11 13 16 26a 26b (26b)
∗ 39 1 11 16 26a
1) 1 2 0 2 1 1 1 0 2 2 2 0
2) 2 2 1 6 0 0 0 0 2 2 2 0
3) 3 0 0 0 3 1 1 0 4 0 0 2
4) 3 1 0 5 0 0 0 1 2 2 2 0
5) 4 0 1 4 2 0 0 0 4 0 0 2
Table 5.5.103: L3(3) < E7, p = 2
V133 V56
1 12 16a (16a)
∗ 16b (16b)∗ 26 1 26
1) 3 0 0 0 0 0 5 4 2
2) 5 1 1 1 1 1 2 4 2
Note that although L3(4) has Schur multiplier C4 × C4, all double-covers of L3(4) are isomorphic.
Table 5.5.104: 2 · L3(4) < E7, p = 0 or p - |S|
V133 V56
35b 35c 63a 63b 28a 28b
1) 1 1 0 1 0 2
2) 1 1 1 0 2 0
Table 5.5.105: 2 · L3(4) < E7, p = 7
V133 V56
35a 35b 63a 63b 28a 28b
1) 1 1 0 1 0 2
2) 1 1 1 0 2 0
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Table 5.5.106: 2 · L3(4) < E7, p = 5
V133 V56
35a 35c 63 28
1) 1 1 1 2
Table 5.5.107: 2 · L3(4) < E7, p = 3
V133 V56
1 15a 15b 15c 19 63a 63b 6 10 10
∗ 22a 22b
1) 2 1 0 1 2 0 1 2 0 0 0 2
2) 2 1 0 1 2 1 0 2 0 0 2 0
3) 9 0 7 0 1 0 0 6 1 1 0 0
Table 5.5.108: L4(3) < E7, p = 2
V133 V56
1 26a 26b 1 26a 26b
1) 3 1 4 4 0 2
2) 3 4 1 4 2 0
Table 5.5.109: U3(3) < E7, p = 0 or p - |S|
Here, the duals of 7a, 21a, 28 and 32 also occur, with the same multiplicity.
V133 V56
1 6 7a 7b 14 21a 21b 27 28 32 1 6 7a 7b 14 21a 21b 27 28
1) 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 1
2) 0 0 0 1 1 0 1 1 0 1 0 0 1 0 0 1 0 0 0
3) 1 0 0 0 1 0 0 2 0 1 0 0 0 2 0 0 2 0 0
4) 1 0 0 0 1 0 0 2 0 1 2 0 0 0 0 0 0 2 0
5) 1 0 1 2 0 0 1 1 1 0 0 0 1 0 0 1 0 0 0
6) 2 0 1 1 0 0 0 2 1 0 0 0 0 2 0 0 2 0 0
7) 2 0 1 1 0 0 0 2 1 0 2 0 0 0 0 0 0 2 0
8) 3 0 0 5 1 0 0 3 0 0 0 0 0 4 2 0 0 0 0
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9) 6 6 2 0 3 0 1 0 0 0 4 4 0 0 2 0 0 0 0
10) 14 0 0 0 7 0 1 0 0 0 0 7 1 0 0 0 0 0 0
11) 21 0 0 14 1 0 0 0 0 0 14 0 0 6 0 0 0 0 0
Table 5.5.110: U3(3) < E7, p = 7
Here, the duals of 7b, 21b and 28 also occur, with the same multiplicity.
V133 V56
1 6 7a 7b 14 21a 21b 26 28 1 6 7a 7b 14 21a 21b 26 28
1) 1 2 0 0 0 0 1 3 0 0 0 0 0 0 0 0 0 1
2) 1 2 1 0 1 1 0 3 0 0 0 0 1 0 0 1 0 0
3) 2 0 2 1 0 1 0 1 1 0 0 0 1 0 0 1 0 0
4) 3 2 0 0 1 0 0 4 0 0 0 2 0 0 2 0 0 0
5) 3 2 0 0 1 0 0 4 0 4 0 0 0 0 0 0 2 0
6) 4 0 1 1 0 0 0 2 1 0 0 2 0 0 2 0 0 0
7) 4 0 1 1 0 0 0 2 1 4 0 0 0 0 0 0 2 0
8) 6 0 5 0 1 0 0 3 0 0 0 4 0 2 0 0 0 0
9) 6 6 0 2 3 1 0 0 0 4 4 0 0 2 0 0 0 0
10) 14 0 0 0 7 1 0 0 0 0 7 0 1 0 0 0 0 0
11) 21 0 14 0 1 0 0 0 0 14 0 6 0 0 0 0 0 0
Table 5.5.111: U3(8) < E7, p 6= 2
V133 V56
133a 133b 133c 56
1) 1 0 0 1
Outer automorphism sends 133a → 133b → 133c.
Table 5.5.112: U4(2) < E7, p = 0 or p - |S|
V133 V56
1 5 5∗ 6 10 10∗ 15b 20 24 1 5 5∗ 6 10 10∗ 15b
1) 4 0 0 4 2 2 3 1 0 2 0 0 4 0 0 2
2) 8 0 0 0 0 0 7 1 0 0 0 0 6 1 1 0
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3) 9 4 4 0 3 3 0 0 1 6 3 3 0 1 1 0
Table 5.5.113: U4(2) < E7, p = 5
V133 V56
1 5 5∗ 6 10 10∗ 15b 20 23 1 5 5∗ 6 10 10∗ 15b
1) 4 0 0 4 2 2 3 1 0 2 0 0 4 0 0 2
2) 8 0 0 0 0 0 7 1 0 0 0 0 6 1 1 0
3) 10 4 4 0 3 3 0 0 1 6 3 3 0 1 1 0
Table 5.5.114: U4(2) < E7, p = 3
V133 V56
1 5 10 14 25 1 5 10 14 25
1) 9 8 7 1 0 6 6 2 0 0
Table 5.5.115: Sp6(2) < E7, p = 0 or p - |S|
V133 V56
1 7 21a 27 35b 7 21a
1) 1 2 1 1 2 2 2
Table 5.5.116: Sp6(2) < E7, p = 7
V133 V56
1 7 21a 26 35b 7 21a
1) 2 2 1 1 2 2 2
Table 5.5.117: Sp6(2) < E7, p = 5
V133 V56
1 7 21a 27 35b 7 21a
1) 1 2 1 1 2 2 2
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Table 5.5.118: Sp6(2) < E7, p = 3
V133 V56
1 7 21 27 35 7 21
1) 1 2 1 1 2 2 2
Table 5.5.119: Ω+8 (2) < E7, p 6= 2
V133 V56
28 35a 35b 35c 28
1) 1 1 1 1 2
Table 5.5.120: 3D4(2) < E7, p 6= 2, 3
V133 V56
1 26 52 1 26
1) 3 3 1 4 2
Table 5.5.121: 3D4(2) < E7, p = 3
V133 V56
1 25 52 1 25
1) 6 3 1 6 2
Table 5.5.122: 2F4(2)
′ < E7, p = 0, 5, 13 or p - |S|
V133 V56
1 27 27∗ 78 1 27 27∗
1) 1 1 1 1 2 1 1
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Table 5.5.123: 2F4(2)
′ < E7, p = 3
V133 V56
1 27 27∗ 77 1 27 27∗
1) 2 1 1 1 2 1 1
5.6 E8
5.6.1 Alternating Groups
In the following table, each group has a unique feasible character on L(E8(K)):
Table 5.6.1: Altn < E8, n ≥ 11, p = 2










17 12/118/128a 128a, 128b exchanged by an outer aut.
Table 5.6.2: Alt11 < E8, p = 11
36 44 84
1) 1 1 2
Table 5.6.3: Alt10 < E8, p = 0, 7 or p - |S|
9 35 36 84
1) 1 1 1 2
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Table 5.6.4: Alt10 < E8, p = 5
1 8 28 35a 35b 35c 56
1) 1 2 3 1 0 0 2
2) 3 0 5 1 1 1 0
35b, 35c interchanged by an outer automorphism.
Table 5.6.5: Alt10 < E8, p = 3
1 9 34 36 84
1) 1 1 1 1 2
Table 5.6.6: Alt10 < E8, p = 2
1 8 16 26 48 64a 64b 198
1) 2 0 0 0 1 0 0 1
2) 4 2 0 2 1 1 1 0
3) 4 2 1 2 2 0 1 0
4) 4 2 1 2 2 1 0 0
5) 8 5 0 4 2 0 0 0
6) 16 1 1 8 0 0 0 0
7) 30 8 8 1 0 0 0 0
64a, 64b interchanged by an outer automorphism.
Table 5.6.7: Alt9 < E8, p = 0 or p - |S|
1 8 27 28 35a 35b 56
1) 1 3 1 3 0 0 2
2) 3 1 1 5 1 1 0
35a, 35b interchanged by an outer automorphism.
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Table 5.6.8: Alt9 < E8, p = 7
1 8 19 28 35a 35b 56
1) 1 4 1 3 0 0 2
2) 3 2 1 5 1 1 0
35a, 35b interchanged by an outer automorphism.
Table 5.6.9: Alt9 < E8, p = 5
1 8 21 27 28 35a 35b 56 134
1) 1 2 2 1 1 0 0 0 1
2) 1 3 0 1 3 0 0 2 0
3) 3 1 0 1 5 1 1 0 0
35a, 35b interchanged by an outer automorphism.
Table 5.6.10: Alt9 < E8, p = 3
1 7 21 27 35
1) 4 6 5 1 2
Table 5.6.11: Alt9 < E8, p = 2
1 8a 8b 8c 20 20
∗ 26 48 78
1) 2 2 1 1 1 1 0 2 1
2) 4 0 0 0 1 1 0 1 2
3) 4 0 0 1 2 2 0 0 2
4) 4 0 1 0 2 2 0 0 2
5) 4 2 2 3 1 1 2 2 0
6) 4 2 3 2 1 1 2 2 0
7) 4 2 3 3 2 2 2 1 0
8) 6 0 0 3 1 1 2 1 1
9) 6 0 2 2 2 2 2 0 1
10) 6 0 3 0 1 1 2 1 1
11) 8 0 2 4 1 1 4 1 0
12) 8 0 2 5 2 2 4 0 0
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13) 8 0 4 2 1 1 4 1 0
14) 8 0 5 2 2 2 4 0 0
15) 8 5 0 0 0 0 4 2 0
16) 16 1 1 1 0 0 8 0 0
17) 30 8 8 8 0 0 1 0 0
Outer automorphism swaps 8b, 8c and 20, 20
∗.
Table 5.6.12: Alt8 < E8, p = 0 or p - |S|
1 7 14 20 21a 28 35 64 70
1) 3 1 0 1 0 3 0 1 1
2) 3 2 1 0 0 4 1 0 1
3) 4 7 0 1 5 0 2 0 0
21a is
∧2 7.
Table 5.6.13: Alt8 < E8, p = 7
1 7 14 19 21a 28 35 45 70
1) 3 2 1 0 0 4 1 0 1
2) 4 1 0 2 0 3 0 1 1
3) 5 7 0 1 5 0 2 0 0
21a is
∧2 7.
Table 5.6.14: Alt8 < E8, p = 5
1 7 13 20 21a 21b 35 43 70
1) 3 4 0 1 0 4 0 1 1
2) 3 4 0 1 1 3 0 1 1
3) 4 6 1 0 0 4 1 0 1




Table 5.6.15: Alt8 < E8, p = 3
1 7 13 21 28 35
1) 4 3 1 0 5 2
2) 4 8 1 5 0 2
Table 5.6.16: Alt7 < E8, p = 0 or p - |S|
1 6 10 10∗ 14a 14b 15 21 35
1) 0 0 1 1 2 0 4 0 4
2) 1 0 2 2 1 2 4 0 3
3) 2 0 3 3 0 4 4 0 2
4) 2 1 0 0 5 4 2 4 0
5) 2 1 0 0 2 7 2 4 0
6) 2 2 0 0 5 4 3 3 0
7) 2 2 0 0 2 7 3 3 0
8) 4 1 0 0 5 4 0 2 2
9) 4 1 0 0 2 7 0 2 2
10) 4 2 0 0 5 4 1 1 2
11) 4 2 0 0 2 7 1 1 2
12) 5 1 1 1 4 6 0 2 1
13) 5 2 1 1 4 6 1 1 1
14) 11 13 2 2 1 0 7 0 0
14a is a section of 6⊗ 6.
Table 5.6.17: Alt7 < E8, p = 7
1 5 10 14a 14b 21 35 1 5 10 14a 14b 21 35
1) 0 0 8 0 4 2 2 2) 0 2 7 1 2 1 3
3) 0 4 6 2 0 0 4 4) 1 2 9 0 4 1 2
5) 1 4 8 1 2 0 3 6) 2 3 0 3 5 4 1
7) 2 3 0 6 2 4 1 8) 2 4 10 0 4 0 2
9) 3 3 2 2 7 4 0 10) 3 3 2 5 4 4 0
11) 3 5 1 3 5 3 1 12) 3 5 1 6 2 3 1
13) 4 5 3 2 7 3 0 14) 4 5 3 5 4 3 0
15) 5 1 0 2 7 2 2 16) 5 1 0 5 4 2 2
17) 6 1 2 4 6 2 1 18) 6 3 1 2 7 1 2
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19) 6 3 1 5 4 1 2 20) 7 3 3 4 6 1 1
21) 15 2 2 1 0 9 0 22) 24 20 11 1 0 0 0
14a is a section of 5⊗ 5.
Table 5.6.18: Alt7 < E8, p = 5
1 6 8 10 10∗ 13 15 35 1 6 8 10 10∗ 13 15 35
1) 0 0 4 1 1 2 2 4 2) 0 1 3 1 1 1 3 4
3) 0 2 2 1 1 0 4 4 4) 0 4 12 4 4 1 0 1
5) 2 0 2 1 1 0 0 6 6) 3 0 2 2 2 3 3 3
7) 3 1 1 2 2 2 4 3 8) 3 3 11 5 5 3 0 0
9) 3 7 14 0 0 7 0 0 10) 5 0 0 2 2 1 1 5
11) 6 0 0 3 3 4 4 2 12) 6 6 9 0 0 8 2 0
13) 6 7 8 0 0 7 3 0 14) 8 6 7 0 0 6 0 2
15) 8 7 6 0 0 5 1 2 16) 9 3 6 0 0 11 2 0
17) 9 4 5 0 0 10 3 0 18) 11 3 4 0 0 9 0 2
19) 11 4 3 0 0 8 1 2 20) 11 5 6 1 1 8 0 1
21) 11 6 5 1 1 7 1 1 22) 11 14 1 2 2 0 7 0
23) 28 0 25 1 1 0 0 0
Table 5.6.19: Alt7 < E8, p = 3
1 6 10 10∗ 13 15 1 6 10 10∗ 13 15
1) 10 0 5 5 6 4 2) 11 5 0 0 9 6
3) 12 13 2 2 1 7 4) 17 3 2 2 11 2
Table 5.6.20: Alt7 < E8, p = 2
1 4 4∗ 6 14 20 1 4 4∗ 6 14 20
1) 8 1 1 0 8 6 2) 8 1 1 1 9 5
3) 8 1 1 2 10 4 4) 8 4 4 4 6 5
5) 8 4 4 5 7 4 6) 8 4 4 6 8 3
7) 8 7 7 8 4 4 8) 8 7 7 9 5 3
9) 8 7 7 10 6 2 10) 18 2 2 9 0 8
11) 18 2 2 10 1 7 12) 18 2 2 17 8 0
13) 46 16 16 9 0 1 14) 46 16 16 10 1 0
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Table 5.6.21: Alt6 < E8, p = 0 or p - |S|
1 5a 5b 8a 8b 9 10 1 5a 5b 8a 8b 9 10
1) 0 0 0 6 6 8 8 2) 0 0 6 4 4 6 10
3) 0 2 2 7 7 4 8 4) 0 3 3 4 4 6 10
5) 1 1 4 6 6 4 9 6) 1 2 2 5 10 3 8
7) 1 2 5 3 3 6 11 8) 1 7 7 6 6 9 0
9) 2 0 0 7 7 6 8 10) 2 0 6 5 5 4 10
11) 2 1 1 4 4 8 10 12) 2 1 4 4 9 3 9
13) 2 3 3 5 5 4 10 14) 2 4 4 2 2 6 12
15) 2 6 9 5 5 9 1 16) 3 0 0 5 10 5 8
17) 3 0 3 3 3 8 11 18) 3 0 6 3 8 3 10
19) 3 2 5 4 4 4 11 20) 3 3 3 3 8 3 10
21) 3 5 5 6 6 11 0 22) 3 5 11 4 4 9 2
23) 3 7 7 7 7 7 0 24) 3 8 8 4 4 9 2
25) 4 1 1 5 5 6 10 26) 4 2 2 2 2 8 12
27) 4 2 5 2 7 3 11 28) 4 4 4 3 3 4 12
29) 4 4 7 5 5 11 1 30) 4 6 9 6 6 7 1
31) 4 7 7 5 10 6 0 32) 4 7 10 3 3 9 3
33) 5 0 3 4 4 6 11 34) 5 1 1 3 8 5 10
35) 5 3 9 4 4 11 2 36) 5 4 4 1 6 3 12
37) 5 5 5 7 7 9 0 38) 5 5 11 5 5 7 2
39) 5 6 6 4 4 11 2 40) 5 6 9 4 9 6 1
41) 5 8 8 5 5 7 2 42) 5 9 9 2 2 9 4
43) 6 0 3 2 7 5 11 44) 6 2 2 3 3 6 12
45) 6 4 7 6 6 9 1 46) 6 5 5 5 10 8 0
47) 6 5 8 3 3 11 3 48) 6 5 11 3 8 6 2
49) 6 7 10 4 4 7 3 50) 6 8 8 3 8 6 2
51) 7 2 2 1 6 5 12 52) 7 3 9 5 5 9 2
53) 7 4 7 4 9 8 1 54) 7 6 6 5 5 9 2
55) 7 7 7 2 2 11 4 56) 7 7 10 2 7 6 3
57) 7 9 9 3 3 7 4 58) 8 0 0 0 20 0 8
59) 8 3 9 3 8 8 2 60) 8 5 8 4 4 9 3
61) 8 6 6 3 8 8 2 62) 8 9 9 1 6 6 4
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63) 9 5 8 2 7 8 3 64) 9 7 7 0 20 1 0
65) 9 7 7 3 3 9 4 66) 10 7 7 1 6 8 4
67) 11 0 0 4 4 17 2 68) 11 5 5 0 20 3 0
69) 13 0 0 5 5 15 2 70) 13 1 1 2 2 17 4
71) 13 5 5 11 11 1 0 72) 14 0 0 3 8 14 2
73) 14 4 7 10 10 1 1 74) 15 1 1 3 3 15 4
75) 15 3 9 9 9 1 2 76) 15 6 6 9 9 1 2
77) 16 1 1 1 6 14 4 78) 16 5 8 8 8 1 3
79) 17 7 7 7 7 1 4 80) 21 0 0 9 9 7 2
81) 23 1 1 7 7 7 4 82) 24 0 21 0 0 1 11
83) 28 0 0 0 25 0 2
One outer automorphism swaps 5a, 5b, one swaps 8a, 8b.
Table 5.6.22: Alt6 < E8, p = 5
1 5a 5b 8 10 1 5a 5b 8 10
1) 4 2 2 18 8 2) 5 1 4 16 9
3) 6 0 6 14 10 4) 6 3 3 14 10
5) 7 2 5 12 11 6) 8 0 0 20 8
7) 8 4 4 10 12 8) 10 1 1 16 10
9) 10 7 7 21 0 10) 11 0 3 14 11
11) 11 6 9 19 1 12) 12 2 2 12 12
13) 12 5 11 17 2 14) 12 8 8 17 2
15) 13 7 10 15 3 16) 14 5 5 23 0
17) 14 9 9 13 4 18) 15 4 7 21 1
19) 16 3 9 19 2 20) 16 6 6 19 2
21) 17 5 8 17 3 22) 18 7 7 15 4
23) 20 0 24 1 10 24) 25 0 21 1 11
25) 28 0 0 25 2 26) 30 1 1 21 4
5a, 5b interchanged by an outer automorphism.
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Table 5.6.23: Alt5 < E8, p = 0 or p - |S|
1 3a 3b 4 5 1 3a 3b 4 5
1) 0 14 14 16 20 2) 2 15 15 14 20
3) 3 13 18 13 20 4) 3 14 14 19 17
5) 5 15 15 17 17 6) 6 13 18 16 17
7) 6 14 14 22 14 8) 8 6 6 16 28
9) 8 8 28 8 20 10) 8 15 15 20 14
11) 9 13 18 19 14 12) 10 7 7 14 28
13) 10 19 19 6 20 14) 11 5 10 13 28
15) 11 6 6 19 25 16) 11 8 28 11 17
17) 13 7 7 17 25 18) 13 19 19 9 17
19) 14 5 10 16 25 20) 14 6 6 22 22
21) 14 8 28 14 14 22) 16 0 20 8 28
23) 16 7 7 20 22 24) 16 19 19 12 14
25) 17 5 10 19 22 26) 18 11 11 6 28
27) 19 0 20 11 25 28) 20 10 35 2 17
29) 21 11 11 9 25 30) 22 0 20 14 22
31) 23 10 35 5 14 32) 24 11 11 12 22
33) 28 0 50 0 14 34) 28 2 27 2 25
35) 31 2 27 5 22 36) 35 6 6 43 1
37) 37 7 7 41 1 38) 38 5 10 40 1
39) 43 0 20 35 1 40) 45 11 11 33 1
41) 52 2 27 26 1 42) 78 0 55 0 1
3a, 3b interchanged by an outer automorphism.
Table 5.6.24: Alt5 < E8, p = 3
1 3a 3b 4 1 3a 3b 4 1 3a 3b 4
1) 20 14 14 36 2) 22 15 15 34 3) 23 18 13 33
4) 28 28 8 28 5) 30 19 19 26 6) 36 6 6 44
7) 37 35 10 19 8) 38 7 7 42 9) 39 10 5 41
10) 42 50 0 14 11) 44 20 0 36 12) 46 11 11 34
13) 53 27 2 27 14) 79 55 0 1
3a, 3b interchanged by an outer automorphism.
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5.6.2 Sporadic Groups
Table 5.6.25: M11 < E8, p = 0 or p - |S|
1 10a 11 16 16
∗ 45 55
1) 9 0 6 4 4 1 0
2) 10 0 5 4 4 0 1
3) 15 6 0 4 4 1 0
10a is self-dual.
Table 5.6.26: M11 < E8, p = 11
1 9 10 10∗ 11 16 44 55
1) 0 2 3 3 0 1 1 2
2) 2 3 0 0 1 2 4 0
3) 3 4 0 0 2 0 3 1
4) 4 6 4 4 0 0 0 2
5) 9 1 1 1 6 9 0 0
6) 10 0 0 0 5 8 0 1
7) 21 7 1 1 0 9 0 0
Table 5.6.27: M11 < E8, p = 5
1 10a 10b (10b)
∗ 11 16 16∗ 45 55
1) 3 1 0 0 0 0 0 4 1
2) 4 0 0 0 0 2 2 4 0
3) 7 1 0 0 7 2 2 2 0
4) 8 1 0 0 6 2 2 1 1
5) 9 0 0 0 6 4 4 1 0
6) 9 1 0 0 5 2 2 0 2
7) 10 0 0 0 5 4 4 0 1
8) 14 7 0 0 0 2 2 1 1
9) 15 6 0 0 0 4 4 1 0
5.6 E8 200
Table 5.6.28: M11 < E8, p = 3
1 5 5∗ 10a 10b (10b)∗ 24 45
1) 0 0 0 2 0 0 2 4
2) 1 2 2 0 1 1 3 3
3) 2 2 2 0 2 2 4 2
4) 4 5 5 5 0 0 6 0
5) 4 7 7 3 0 0 6 0
6) 23 4 4 6 4 4 0 1
7) 23 10 10 0 4 4 0 1
8) 24 10 10 0 5 5 1 0
Table 5.6.29: M11 < E8, p = 2
1 10 16 16∗ 44
1) 14 3 5 5 1
2) 16 6 4 4 1
3) 18 9 3 3 1
Table 5.6.30: M12 < E8, p = 5
1 11a 16 16
∗ 78
1) 8 6 3 3 1
Outer automorphism swaps 11a and 11b
Table 5.6.31: M12 < E8, p = 2
1 10 16 16∗ 44
1) 16 6 4 4 1
Table 5.6.32: J1 < E8, p = 11
1 7 14 27 64 77a
1) 1 0 3 0 2 1
2) 6 13 5 3 0 0
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5.6.34: Th < E8, p = 3. Irreducible on L(G).
3) 8 0 1 6 1 0
4) 52 26 1 0 0 0
77a is a section of
∧2 14.
Table 5.6.33: J2 < E8, p = 2
1 6a 6b 14a 14b 36 64a 64b 84
1) 2 1 0 1 3 1 1 0 1
2) 4 2 2 0 4 1 0 2 0
3) 8 3 4 1 2 2 0 0 1
4) 14 6 6 0 7 0 0 1 0
5) 16 8 8 1 1 3 0 0 0
6) 22 3 16 0 8 0 0 0 0
7) 78 0 26 0 1 0 0 0 0
Outer automorphism swaps 6a, 6b, 14a, 14b and 64a, 64b.
Table 5.6.34: J3 < E8, p = 2
80 84 84∗
1) 1 1 1
5.6.3 Cross-characteristic Groups L2(q) (q 6= 4, 5, 9)
Table 5.6.35: L2(7) < E8, p = 0 or p - |S|
1 3 3∗ 6 7 8 1 3 3∗ 6 7 8
1) 0 5 5 6 10 14 2) 2 7 7 6 8 14
3) 3 0 0 14 7 14 4) 3 5 5 6 13 11
5) 5 2 2 14 5 14 6) 5 7 7 6 11 11
7) 6 0 0 14 10 11 8) 6 5 5 6 16 8
9) 8 2 2 14 8 11 10) 8 7 7 6 14 8
11) 9 0 0 14 13 8 12) 11 2 2 14 11 8
5.6 E8 202
13) 14 8 8 14 2 11 14) 17 8 8 14 5 8
15) 22 21 21 6 0 8 16) 28 1 1 0 2 25
17) 31 1 1 0 5 22 18) 52 1 1 0 26 1
19) 78 27 27 0 0 1
Table 5.6.36: L2(7) < E8, p = 3
1 3 3∗ 6 7 1 3 3∗ 6 7
1) 14 5 5 6 24 2) 16 7 7 6 22
3) 17 0 0 14 21 4) 19 2 2 14 19
5) 25 8 8 14 13 6) 30 21 21 6 8
7) 53 1 1 0 27 8) 79 27 27 0 1
Table 5.6.37: L2(8) < E8, p = 0 or p - |S|
1 7a 7b 7c 7d 8 9a 9b 9c
1) 0 3 5 5 5 4 3 3 4
2) 0 6 3 5 4 4 3 3 4
3) 1 3 5 5 5 5 3 3 3
4) 1 4 5 5 5 3 3 3 4
5) 1 6 3 5 4 5 3 3 3
6) 2 2 4 8 6 2 3 3 4
7) 2 2 5 6 7 2 3 3 4
8) 2 3 5 5 5 6 1 2 5
9) 2 4 5 5 5 4 3 3 3
10) 2 5 2 8 5 2 3 3 4
11) 2 6 3 5 4 6 1 2 5
12) 3 2 4 8 6 3 3 3 3
13) 3 2 5 6 7 3 3 3 3
14) 3 4 5 5 5 5 1 2 5
15) 3 5 2 8 5 3 3 3 3
16) 3 6 5 5 5 1 3 3 4
17) 4 2 4 8 6 4 1 2 5
18) 4 2 5 6 7 4 1 2 5
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19) 4 5 2 8 5 4 1 2 5
20) 4 6 5 5 5 2 3 3 3
21) 4 7 2 2 11 0 3 3 4
22) 5 0 1 1 1 3 7 7 8
23) 5 6 5 5 5 3 1 2 5
24) 5 7 2 2 11 1 3 3 3
25) 6 0 1 1 1 4 7 7 7
26) 6 5 0 13 5 0 3 3 3
27) 6 5 4 5 9 0 3 3 3
28) 6 7 2 2 11 2 1 2 5
29) 7 0 1 1 1 5 2 12 6
30) 7 0 1 1 1 5 5 6 9
31) 7 2 1 1 1 1 7 7 8
32) 7 5 0 13 5 1 1 2 5
33) 7 5 4 5 9 1 1 2 5
34) 8 2 1 1 1 2 7 7 7
35) 8 12 0 11 1 0 1 2 5
36) 9 2 1 1 1 3 2 12 6
37) 9 2 1 1 1 3 5 6 9
38) 10 1 0 1 5 0 7 7 7
39) 11 1 0 1 5 1 2 12 6
40) 11 1 0 1 5 1 5 6 9
41) 12 0 1 1 1 10 0 8 7
42) 12 0 1 1 1 10 0 14 1
43) 14 2 1 1 1 8 0 8 7
44) 14 2 1 1 1 8 0 14 1
45) 16 1 0 1 5 6 0 8 7
46) 16 1 0 1 5 6 0 14 1
47) 21 9 1 1 1 1 0 8 7
48) 21 9 1 1 1 1 0 14 1
49) 27 0 1 1 1 25 0 0 0
50) 29 2 1 1 1 23 0 0 0
51) 31 1 0 1 5 21 0 0 0
52) 36 9 1 1 1 16 0 0 0
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53) 52 1 0 26 1 0 0 0 0
Sending 7b → 7c → 7d or 9a → 9b → 9c
produces another feasible character.
Table 5.6.38: L2(8) < E8, p = 7
1 7a 7b 7c 7d 8 1 7a 7b 7c 7d 8
1) 10 3 5 5 5 14 2) 10 6 3 4 5 14
3) 11 4 5 5 5 13 4) 12 2 4 6 8 12
5) 12 2 5 7 6 12 6) 12 5 2 5 8 12
7) 13 6 5 5 5 11 8) 14 7 2 2 11 10
9) 14 7 2 11 2 10 10) 15 5 0 5 13 9
11) 15 5 4 9 5 9 12) 16 12 0 1 11 8
13) 20 13 5 5 5 4 14) 27 0 1 1 1 25
15) 29 2 1 1 1 23 16) 31 1 0 5 1 21
17) 36 9 1 1 1 16 18) 52 1 0 1 26 0
Outer automorphism acts via b→ c→ d→ b.
Table 5.6.39: L2(8) < E8, p = 3
1 7 9a 9b 9c 1 7 9a 9b 9c
1) 4 22 3 3 4 2) 6 23 3 3 3
3) 8 6 7 7 8 4) 8 24 1 5 2
5) 10 7 7 7 7 6) 12 8 2 6 12
7) 12 8 5 9 6 8) 22 13 0 1 14
9) 22 13 0 7 8 10) 52 28 0 0 0
Outer automorphism acts via a→ b→ c→ a.
Table 5.6.40: L2(11) < E8, p = 0 or p - |S|
1 5 5∗ 10a 10b 11 12a 12b
1) 0 2 2 0 4 4 6 6
2) 1 0 0 2 5 3 6 6
3) 2 2 2 0 4 6 5 5
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4) 3 0 0 2 5 5 5 5
5) 3 2 2 0 4 7 2 7
6) 4 0 0 2 5 6 2 7
7) 7 1 1 1 9 1 5 5
8) 7 1 1 9 1 1 5 5
9) 7 4 4 6 1 1 5 5
10) 8 1 1 1 9 2 2 7
11) 8 1 1 9 1 2 2 7
12) 8 2 2 8 2 0 5 5
13) 8 4 4 6 1 2 2 7
14) 8 8 8 2 2 0 5 5
15) 9 2 2 8 2 1 2 7
16) 9 8 8 2 2 1 2 7
17) 10 2 2 0 4 14 1 1
18) 11 0 0 2 5 13 1 1
19) 15 1 1 1 9 9 1 1
20) 15 1 1 9 1 9 1 1
21) 15 4 4 6 1 9 1 1
22) 16 2 2 8 2 8 1 1
23) 16 8 8 2 2 8 1 1
24) 24 10 10 0 10 0 1 1
Swapping 12a, 12b produces another feasible character.
Table 5.6.41: L2(11) < E8, p = 5
1 5 5∗ 10a 10b 11 1 5 5∗ 10a 10b 11
1) 12 2 2 0 4 16 2) 13 0 0 2 5 15
3) 17 1 1 1 9 11 4) 17 1 1 9 1 11
5) 17 4 4 6 1 11 6) 18 2 2 8 2 10
7) 18 8 8 2 2 10 8) 26 10 10 0 10 2
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Table 5.6.42: L2(11) < E8, p = 3
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) 4 2 2 8 6 6 2) 4 10 10 0 6 6
3) 8 2 2 10 5 5 4) 8 10 10 2 5 5
5) 10 2 2 11 7 2 6) 10 10 10 3 7 2
7) 24 2 2 18 1 1 8) 24 10 10 10 1 1
Table 5.6.43: L2(11) < E8, p = 2
1 5 5∗ 10 12a 12b 1 5 5∗ 10 12a 12b
1) 4 0 0 10 6 6 2) 4 3 3 7 6 6
3) 4 6 6 4 6 6 4) 8 2 2 10 5 5
5) 8 5 5 7 5 5 6) 8 8 8 4 5 5
7) 10 3 3 10 7 2 8) 10 6 6 7 7 2
9) 10 9 9 4 7 2 10) 24 10 10 10 1 1
11) 24 13 13 7 1 1 12) 24 16 16 4 1 1
Table 5.6.44: L2(13) < E8, p = 0 or p - |S|
1 7a 7b 12a 12b 12c 13 14a 14b
1) 0 1 1 2 3 3 2 6 2
2) 1 1 1 3 3 3 1 6 2
3) 1 3 3 2 3 3 3 4 1
4) 2 1 1 1 5 4 0 6 2
5) 2 2 2 0 1 1 2 8 4
6) 2 3 3 3 3 3 2 4 1
7) 2 5 5 2 3 3 4 2 0
8) 3 2 2 1 1 1 1 8 4
9) 3 3 3 1 5 4 1 4 1
10) 3 4 4 0 1 1 3 6 3
11) 3 5 5 3 3 3 3 2 0
12) 4 0 0 0 1 1 4 2 10
13) 4 4 4 1 1 1 2 6 3
14) 4 5 5 1 5 4 2 2 0
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15) 4 6 6 0 1 1 4 4 2
16) 5 0 0 1 1 1 3 2 10
17) 5 2 2 0 1 1 5 0 9
18) 5 6 6 1 1 1 3 4 2
19) 6 0 13 0 0 0 3 5 3
20) 6 2 2 1 1 1 4 0 9
21) 7 0 0 0 1 1 7 2 7
22) 8 0 0 1 1 1 6 2 7
23) 8 2 2 0 1 1 8 0 6
24) 9 2 2 1 1 1 7 0 6
25) 14 0 0 0 1 8 0 2 7
26) 15 2 2 0 1 8 1 0 6
27) 52 0 26 0 0 0 0 1 0
Outer automorphism swaps 7a, 7b. Sending
12a → 12b → 12c produces another feasible character.
Table 5.6.45: L2(13) < E8, p = 7
1 7a 7b 12 14a 14b 1 7a 7b 12 14a 14b
1) 2 1 1 10 6 2 2) 4 2 2 4 8 4
3) 4 3 3 11 4 1 4) 6 4 4 5 6 3
5) 6 5 5 12 2 0 6) 8 0 0 6 2 10
7) 8 6 6 6 4 2 8) 9 0 13 3 5 3
9) 9 13 0 3 5 3 10) 10 2 2 7 0 9
11) 14 0 0 9 2 7 12) 16 2 2 10 0 6
13) 52 0 26 0 1 0 14) 52 26 0 0 1 0
Table 5.6.46: L2(13) < E8, p = 3
1 7a 7b 12a 12b 12c 13 1 7a 7b 12a 12b 12c 13
1) 2 7 7 2 3 3 4 2) 2 7 7 3 2 3 4
3) 2 7 7 3 3 2 4 4) 3 7 7 3 3 3 3
5) 4 7 7 1 4 5 2 6) 4 7 7 4 5 1 2
7) 4 7 7 5 1 4 2 8) 6 10 10 0 1 1 6
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9) 6 10 10 1 0 1 6 10) 6 10 10 1 1 0 6
11) 7 10 10 1 1 1 5 12) 9 5 18 0 0 0 6
13) 9 18 5 0 0 0 6 14) 14 2 2 0 1 1 14
15) 14 2 2 1 0 1 14 16) 14 2 2 1 1 0 14
17) 15 2 2 1 1 1 13 18) 21 2 2 0 8 1 7
19) 21 2 2 1 0 8 7 20) 21 2 2 8 1 0 7
21) 52 1 27 0 0 0 0 22) 52 27 1 0 0 0 0
Sending 12a → 12b → 12c produces another feasible character.
Table 5.6.47: L2(13) < E8, p = 2
1 6a 6b 12a 12b 12c 14 1 6a 6b 12a 12b 12c 14
1) 4 1 1 1 5 4 8 2) 4 2 2 3 3 3 8
3) 4 3 3 2 3 3 8 4) 8 3 3 1 1 1 12
5) 8 4 4 0 1 1 12 6) 10 4 4 1 5 4 5
7) 10 5 5 3 3 3 5 8) 10 6 6 2 3 3 5
9) 14 0 0 0 1 8 9 10) 14 6 6 1 1 1 9
11) 14 7 7 0 1 1 9 12) 16 0 13 0 0 0 11
13) 16 2 2 2 3 10 2 14) 16 7 7 1 5 4 2
15) 16 8 8 3 3 3 2 16) 16 9 9 2 3 3 2
17) 16 13 0 0 0 0 11 18) 20 3 3 0 1 8 6
19) 20 9 9 1 1 1 6 20) 20 10 10 0 1 1 6
21) 22 3 16 0 0 0 8 22) 22 16 3 0 0 0 8
23) 78 0 26 0 0 0 1 24) 78 26 0 0 0 0 1
Sending 12a → 12b → 12c produces another feasible character.
Table 5.6.48: L2(16) < E8, p = 0 or p - |S|
1 15a 15b 15c 15d 15e 15f 15g 15h 16 17a 17b 17c 17d 17e 17f 17g
1) 0 0 2 1 1 1 2 3 2 0 0 0 0 1 1 1 1
2) 0 1 1 1 2 3 2 0 2 0 0 0 0 1 1 1 1
3) 0 1 1 2 1 1 2 2 2 0 0 0 0 1 1 1 1
4) 0 1 1 2 2 2 1 1 2 0 0 0 0 1 1 1 1
5) 0 1 1 2 3 2 0 2 1 0 0 0 0 1 1 1 1
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6) 0 1 2 1 1 2 2 2 1 0 0 0 0 1 1 1 1
7) 0 1 2 1 2 1 2 1 2 0 0 0 0 1 1 1 1
8) 0 1 2 2 2 1 1 2 1 0 0 0 0 1 1 1 1
9) 0 1 2 3 2 0 2 1 1 0 0 0 0 1 1 1 1
10) 0 2 0 2 1 1 1 2 3 0 0 0 0 1 1 1 1
11) 0 2 1 1 1 2 3 2 0 0 0 0 0 1 1 1 1
12) 0 2 1 1 2 1 1 2 2 0 0 0 0 1 1 1 1
13) 0 2 1 1 2 2 2 1 1 0 0 0 0 1 1 1 1
14) 0 2 1 2 1 2 1 2 1 0 0 0 0 1 1 1 1
15) 0 2 2 1 1 2 1 1 2 0 0 0 0 1 1 1 1
16) 0 2 2 2 1 1 2 1 1 0 0 0 0 1 1 1 1
17) 0 2 3 2 0 2 1 1 1 0 0 0 0 1 1 1 1
18) 0 3 2 0 2 1 1 1 2 0 0 0 0 1 1 1 1
19) 1 0 2 1 1 1 2 3 2 1 1 1 1 0 0 0 0
20) 1 1 1 1 2 3 2 0 2 1 1 1 1 0 0 0 0
21) 1 1 1 2 1 1 2 2 2 1 1 1 1 0 0 0 0
22) 1 1 1 2 2 2 1 1 2 1 1 1 1 0 0 0 0
23) 1 1 1 2 3 2 0 2 1 1 1 1 1 0 0 0 0
24) 1 1 2 1 1 2 2 2 1 1 1 1 1 0 0 0 0
25) 1 1 2 1 2 1 2 1 2 1 1 1 1 0 0 0 0
26) 1 1 2 2 2 1 1 2 1 1 1 1 1 0 0 0 0
27) 1 1 2 3 2 0 2 1 1 1 1 1 1 0 0 0 0
28) 1 2 0 2 1 1 1 2 3 1 1 1 1 0 0 0 0
29) 1 2 1 1 1 2 3 2 0 1 1 1 1 0 0 0 0
30) 1 2 1 1 2 1 1 2 2 1 1 1 1 0 0 0 0
31) 1 2 1 1 2 2 2 1 1 1 1 1 1 0 0 0 0
32) 1 2 1 2 1 2 1 2 1 1 1 1 1 0 0 0 0
33) 1 2 2 1 1 2 1 1 2 1 1 1 1 0 0 0 0
34) 1 2 2 2 1 1 2 1 1 1 1 1 1 0 0 0 0
35) 1 2 3 2 0 2 1 1 1 1 1 1 1 0 0 0 0
36) 1 3 2 0 2 1 1 1 2 1 1 1 1 0 0 0 0
37) 2 0 0 3 1 1 1 4 3 0 1 1 1 0 0 0 0
38) 2 0 3 1 1 1 4 3 0 0 1 1 1 0 0 0 0
39) 2 0 3 3 2 2 1 1 1 0 1 1 1 0 0 0 0
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40) 2 1 0 3 3 2 2 1 1 0 1 1 1 0 0 0 0
41) 2 1 1 0 3 3 2 2 1 0 1 1 1 0 0 0 0
42) 2 1 1 1 0 3 3 2 2 0 1 1 1 0 0 0 0
43) 2 1 1 1 4 3 0 0 3 0 1 1 1 0 0 0 0
44) 2 1 1 4 3 0 0 3 1 0 1 1 1 0 0 0 0
45) 2 1 4 3 0 0 3 1 1 0 1 1 1 0 0 0 0
46) 2 2 1 1 1 0 3 3 2 0 1 1 1 0 0 0 0
47) 2 2 2 1 1 1 0 3 3 0 1 1 1 0 0 0 0
48) 2 3 0 0 3 1 1 1 4 0 1 1 1 0 0 0 0
49) 2 3 1 1 1 4 3 0 0 0 1 1 1 0 0 0 0
50) 2 3 2 2 1 1 1 0 3 0 1 1 1 0 0 0 0
51) 2 3 3 2 2 1 1 1 0 0 1 1 1 0 0 0 0
52) 2 4 3 0 0 3 1 1 1 0 1 1 1 0 0 0 0
Table 5.6.49: L2(16) < E8, p = 17
1 15 17a 17b 17c 17d 17e 17f 17g
1) 0 12 0 0 0 1 1 1 1
2) 2 13 1 1 1 0 0 0 0
3) 10 0 0 3 3 4 4 0 0
4) 10 0 1 0 6 3 4 0 0
5) 10 0 1 1 2 1 4 1 4
6) 10 0 8 0 0 1 3 2 0
7) 10 0 8 1 2 1 2 0 0
8) 10 0 8 3 3 0 0 0 0
9) 12 1 7 1 1 1 1 1 1
Outer automorphism acts on 17-dimensional modules as (b, c)(d, e, f, g)
Table 5.6.50: L2(16) < E8, p = 5
1 15a 15b 15c 15d 15e 15f 15g 15h 16 17
1) 0 1 2 1 1 2 2 2 1 0 4
2) 0 1 2 1 2 1 2 1 2 0 4
3) 0 2 1 1 2 2 2 1 1 0 4
4) 0 2 1 2 1 2 1 2 1 0 4
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5) 0 2 2 1 1 2 1 1 2 0 4
6) 0 2 3 2 1 1 1 2 0 0 4
7) 0 3 2 1 1 1 2 0 2 0 4
8) 3 1 2 1 2 1 2 1 2 3 1
9) 3 1 2 2 2 1 1 2 1 3 1
10) 3 2 1 2 1 2 1 2 1 3 1
11) 3 2 2 1 1 2 1 1 2 3 1
12) 3 2 2 2 1 1 2 1 1 3 1
13) 3 2 3 2 1 1 1 2 0 3 1
14) 3 3 2 1 1 1 2 0 2 3 1
15) 4 3 0 1 1 1 2 2 3 2 1
16) 4 3 3 0 1 1 1 2 2 2 1
17) 4 3 4 1 1 1 3 0 0 2 1
18) 4 4 1 1 1 3 0 0 3 2 1
19) 5 1 4 2 0 1 4 2 0 1 1
20) 5 2 0 1 4 2 0 1 4 1 1
21) 5 3 0 0 5 1 3 1 1 1 1
22) 5 3 2 2 0 2 2 0 3 1 1
23) 5 3 3 2 2 0 2 2 0 1 1
24) 5 4 2 0 1 4 2 0 1 1 1
25) 5 5 1 3 1 1 3 0 0 1 1
Outer automorphism acts on 15-dimensional modules as (a, c, e, g)(b, d, f, h)
Table 5.6.51: L2(16) < E8, p = 3
1 15a 15b 15c 15d 15e 15f 15g 15h 16 17a 17b
1) 0 0 1 3 2 1 2 1 2 0 2 2
2) 0 1 1 2 1 1 2 2 2 0 2 2
3) 0 1 1 2 2 2 1 1 2 0 2 2
4) 0 1 2 0 1 3 2 1 2 0 2 2
5) 0 1 2 1 1 2 2 2 1 0 2 2
6) 0 1 2 1 2 0 1 3 2 0 2 2
7) 0 1 2 1 2 1 2 1 2 0 2 2
8) 0 1 2 2 2 1 1 2 1 0 2 2
9) 0 1 3 2 1 2 1 2 0 0 2 2
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10) 0 2 0 1 3 2 1 2 1 0 2 2
11) 0 2 1 1 2 1 1 2 2 0 2 2
12) 0 2 1 1 2 2 2 1 1 0 2 2
13) 0 2 1 2 0 1 3 2 1 0 2 2
14) 0 2 1 2 1 2 0 1 3 0 2 2
15) 0 2 1 2 1 2 1 2 1 0 2 2
16) 0 2 2 1 1 2 1 1 2 0 2 2
17) 0 2 2 2 1 1 2 1 1 0 2 2
18) 0 3 2 1 2 1 2 0 1 0 2 2
19) 2 0 1 3 2 1 2 1 2 2 1 1
20) 2 1 1 2 1 1 2 2 2 2 1 1
21) 2 1 1 2 2 2 1 1 2 2 1 1
22) 2 1 2 0 1 3 2 1 2 2 1 1
23) 2 1 2 1 1 2 2 2 1 2 1 1
24) 2 1 2 1 2 0 1 3 2 2 1 1
25) 2 1 2 1 2 1 2 1 2 2 1 1
26) 2 1 2 2 2 1 1 2 1 2 1 1
27) 2 1 3 2 1 2 1 2 0 2 1 1
28) 2 2 0 1 3 2 1 2 1 2 1 1
29) 2 2 1 1 2 1 1 2 2 2 1 1
30) 2 2 1 1 2 2 2 1 1 2 1 1
31) 2 2 1 2 0 1 3 2 1 2 1 1
32) 2 2 1 2 1 2 0 1 3 2 1 1
33) 2 2 1 2 1 2 1 2 1 2 1 1
34) 2 2 2 1 1 2 1 1 2 2 1 1
35) 2 2 2 2 1 1 2 1 1 2 1 1
36) 2 3 2 1 2 1 2 0 1 2 1 1
37) 3 0 1 3 3 1 0 1 4 1 1 1
38) 3 0 1 4 0 1 3 3 1 1 1 1
39) 3 0 2 1 3 2 1 3 1 1 1 1
40) 3 1 0 1 4 0 1 3 3 1 1 1
41) 3 1 0 2 1 3 2 1 3 1 1 1
42) 3 1 3 1 0 2 1 3 2 1 1 1
43) 3 1 3 2 1 3 1 0 2 1 1 1
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44) 3 1 3 3 1 0 1 4 0 1 1 1
45) 3 1 4 0 1 3 3 1 0 1 1 1
46) 3 2 1 3 1 0 2 1 3 1 1 1
47) 3 2 1 3 2 1 3 1 0 1 1 1
48) 3 3 1 0 1 4 0 1 3 1 1 1
49) 3 3 1 0 2 1 3 2 1 1 1 1
50) 3 3 2 1 3 1 0 2 1 1 1 1
51) 3 3 3 1 0 1 4 0 1 1 1 1
52) 3 4 0 1 3 3 1 0 1 1 1 1
53) 4 0 0 3 2 2 3 2 2 0 1 1
54) 4 0 1 1 0 1 5 3 3 0 1 1
55) 4 0 1 4 2 0 1 4 2 0 1 1
56) 4 0 1 5 3 3 0 1 1 0 1 1
57) 4 0 3 2 2 3 2 2 0 0 1 1
58) 4 1 0 1 5 3 3 0 1 0 1 1
59) 4 1 1 0 1 5 3 3 0 0 1 1
60) 4 1 4 2 0 1 4 2 0 0 1 1
61) 4 1 5 3 3 0 1 1 0 0 1 1
62) 4 2 0 0 3 2 2 3 2 0 1 1
63) 4 2 0 1 4 2 0 1 4 0 1 1
64) 4 2 2 0 0 3 2 2 3 0 1 1
65) 4 2 2 3 2 2 0 0 3 0 1 1
66) 4 2 3 2 2 0 0 3 2 0 1 1
67) 4 3 0 1 1 0 1 5 3 0 1 1
68) 4 3 2 2 0 0 3 2 2 0 1 1
69) 4 3 2 2 3 2 2 0 0 0 1 1
70) 4 3 3 0 1 1 0 1 5 0 1 1
71) 4 4 2 0 1 4 2 0 1 0 1 1
72) 4 5 3 3 0 1 1 0 1 0 1 1
Table 5.6.52: L2(17) < E8, p = 0 or p - |S|
1 9a 9b 16a 16b 16c 16d 17 18a 18b 18c
1) 0 0 1 0 2 2 2 1 1 3 3
2) 0 0 1 3 0 2 1 1 1 3 3
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3) 0 0 1 3 1 0 2 1 1 3 3
4) 0 0 1 3 2 1 0 1 1 3 3
5) 1 0 1 1 2 2 2 0 1 3 3
6) 7 1 8 1 0 0 0 0 6 1 1
7) 8 0 7 1 0 0 0 1 6 1 1
8) 10 4 11 1 0 0 0 3 0 1 1
9) 14 0 7 1 0 0 0 7 0 1 1
10) 21 0 7 8 0 0 0 0 0 1 1
Outer automorphism swaps 9a and 9b.
Table 5.6.53: L2(17) < E8, p = 3
1 9a 9b 16 18a 18b 18c
1) 1 0 1 7 1 3 3
2) 7 1 8 1 6 1 1
3) 9 0 7 2 6 1 1
4) 13 4 11 4 0 1 1
5) 21 0 7 8 0 1 1
Outer automorphism swaps 9a and 9b.
Table 5.6.54: L2(17) < E8, p = 2
1 8a 8b 16a 16b 16c 16d
1) 16 3 4 2 1 6 2
2) 16 5 6 3 2 2 2
3) 16 7 8 1 2 2 2
4) 16 8 9 0 2 2 2
5) 16 8 9 3 0 1 2
6) 32 2 9 8 0 0 0
7) 32 9 16 1 0 0 0
Outer automorphism swaps 8a and 8b. Sending
16b → 16c → 16d produces another feasible character.
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Table 5.6.55: L2(19) < E8, p = 0 or p - |S|
1 9 9∗ 18a 18b 18c 18d 19 20a 20b 20c 20d
1) 0 1 1 0 0 2 2 2 0 1 3 2
2) 0 1 1 0 0 2 2 2 3 1 1 1
3) 1 0 0 0 1 3 2 1 0 1 3 2
4) 1 0 0 0 1 3 2 1 3 1 1 1
5) 1 0 0 1 0 2 3 1 0 1 3 2
6) 1 0 0 1 0 2 3 1 3 1 1 1
7) 1 1 1 0 0 2 2 3 2 1 1 1
8) 2 0 0 0 1 3 2 2 2 1 1 1
9) 2 0 0 1 0 2 3 2 2 1 1 1
10) 3 1 1 0 0 2 2 5 0 1 1 1
11) 4 0 0 0 1 3 2 4 0 1 1 1
12) 4 0 0 1 0 2 3 4 0 1 1 1
13) 8 3 3 0 6 1 0 0 0 1 1 1
14) 8 3 3 6 0 0 1 0 0 1 1 1
Sending 20b → 20c → 20d produces another feasible character.
Table 5.6.56: L2(19) < E8, p = 5
1 9 9∗ 18a 20a 20b 20c 20d
1) 2 1 1 6 0 1 2 3
2) 2 1 1 6 0 2 3 1
3) 2 1 1 6 0 3 1 2
4) 2 1 1 6 3 1 1 1
5) 4 1 1 7 2 1 1 1
6) 8 1 1 9 0 1 1 1
7) 8 9 9 1 0 1 1 1
Table 5.6.57: L2(19) < E8, p = 3
1 9 9∗ 18a 18b 18c 18d 19
1) 6 1 1 0 0 2 2 8
2) 7 0 0 0 1 3 2 7
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3) 7 0 0 1 0 2 3 7
4) 11 3 3 0 6 1 0 3
5) 11 3 3 6 0 0 1 3
Table 5.6.58: L2(19) < E8, p = 2
1 9 9∗ 18a 18b 20a 20b 20c 20d
1) 2 0 0 6 1 0 1 3 2
2) 2 0 0 6 1 0 2 1 3
3) 2 0 0 6 1 0 3 2 1
4) 2 0 0 6 1 3 1 1 1
5) 2 1 1 3 3 0 1 3 2
6) 2 1 1 3 3 3 1 1 1
7) 2 3 3 2 2 0 3 2 1
8) 2 3 3 2 2 3 1 1 1
9) 4 1 1 6 1 2 1 1 1
10) 4 2 2 3 3 2 1 1 1
11) 4 4 4 2 2 2 1 1 1
12) 8 3 3 6 1 0 1 1 1
13) 8 4 4 3 3 0 1 1 1
14) 8 6 6 2 2 0 1 1 1
Sending 18a ↔ 18b or 20b → 20c → 20d
produces another feasible character.
Table 5.6.59: L2(25) < E8, p = 0 or p - |S|
1 24a 24b 24c 24d 24e 24f 25 26a 26b 26c 26d 26e
1) 0 0 1 1 2 1 1 0 0 0 0 2 2
2) 0 1 0 2 1 1 1 0 0 0 0 2 2
3) 0 1 1 0 1 1 2 0 0 0 0 2 2
4) 0 1 1 1 0 2 1 0 0 0 0 2 2
5) 0 1 1 1 1 1 1 0 0 0 0 2 2
6) 0 1 2 1 1 0 1 0 0 0 0 2 2
7) 0 2 1 1 1 1 0 0 0 0 0 2 2
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8) 14 0 0 0 0 0 0 0 7 0 0 1 1
9) 15 0 0 0 0 0 0 1 0 6 2 0 0
10) 15 0 0 0 0 0 0 1 6 0 2 0 0
Table 5.6.60: L2(25) < E8, p = 13
1 24 26a 26b 26c 26d 26e
1) 0 6 0 0 2 2 0
2) 14 0 7 0 1 1 0
3) 16 1 0 2 0 0 6
4) 16 1 6 2 0 0 0
Table 5.6.61: L2(25) < E8, p = 3
1 13a 13b 24a 24b 24c 24d 24e 24f 25 26
1) 0 0 0 0 1 1 1 1 2 0 4
2) 0 0 0 1 0 1 2 1 1 0 4
3) 0 0 0 1 1 0 1 2 1 0 4
4) 0 0 0 1 1 1 1 1 1 0 4
5) 0 0 0 1 1 2 0 1 1 0 4
6) 0 0 0 1 2 1 1 1 0 0 4
7) 0 0 0 2 1 1 1 0 1 0 4
8) 15 6 6 0 0 0 0 0 0 1 2
9) 21 0 0 0 0 0 0 0 0 7 2
Table 5.6.62: L2(25) < E8, p = 2
1 12a 12b 24a 24b 24c 24d 24e 24f 26
1) 0 0 0 0 1 1 1 1 2 4
2) 0 0 0 1 1 1 1 1 1 4
3) 6 2 2 0 1 2 2 0 2 1
4) 6 3 3 1 1 1 1 1 1 1
5) 6 3 3 1 1 1 1 2 0 1
6) 10 2 7 0 0 0 0 0 0 5
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7) 10 7 2 0 0 0 0 0 0 5
8) 14 0 0 0 0 0 0 0 0 9
9) 16 5 10 0 0 0 0 0 0 2
10) 16 10 5 0 0 0 0 0 0 2
11) 20 3 3 0 0 0 0 0 0 6
Sending 24a → 24b → . . .→ 24f produces
another feasible character.
Table 5.6.63: L2(27) < E8, p = 0 or p - |S|
1 26a 26b 26c 26d 26e 26f
1) 14 0 1 1 0 0 7
2) 14 1 0 1 7 0 0
3) 14 1 1 0 0 7 0
Table 5.6.64: L2(27) < E8, p = 13
1 26a 26b 26c 26d 26e 26f
1) 14 0 1 1 7 0 0
Permuting indices as (a, b, c)(d, e, f)
produces another feasible character.
Table 5.6.65: L2(27) < E8, p = 7
1 13 13∗ 26
1) 14 7 7 2
Table 5.6.66: L2(27) < E8, p = 2
1 13 13∗ 26a 26b 26c 28a 28b 28c 28d 28e 28f
1) 2 0 0 1 1 1 0 2 1 1 1 1
2) 2 0 0 1 1 1 1 1 1 1 1 1
3) 2 1 1 0 1 1 0 2 1 1 1 1
4) 2 1 1 0 1 1 1 1 1 1 1 1
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5) 4 1 1 1 1 1 0 0 0 0 4 1
6) 4 1 1 1 1 1 0 0 2 0 2 1
7) 4 2 2 0 1 1 0 0 0 0 4 1
8) 4 2 2 0 1 1 0 0 2 0 2 1
9) 14 0 0 0 1 8 0 0 0 0 0 0
10) 14 6 6 1 1 1 0 0 0 0 0 0
11) 14 7 7 0 1 1 0 0 0 0 0 0
Sending 26a → 26b → 26c or 28a → 28b → . . .→ 28f produces
another feasible character.
Table 5.6.67: L2(29) < E8, p = 0 or p - |S|
1 15† 28a 28b 28c 28d 28e 28f 28g 29 30a 30b 30d
1) 0 1 1 1 1 0 0 0 0 1 1 1 2
2) 0 1 1 1 1 0 0 0 0 1 1 2 1
3) 0 1 1 1 1 0 0 0 0 1 2 1 1
4) 0 3 1 1 1 0 0 0 0 1 1 1 1
5) 1 1 0 0 0 1 1 1 1 0 1 1 2
6) 1 1 0 0 0 1 1 1 1 0 1 2 1
7) 1 1 0 0 0 1 1 1 1 0 2 1 1
8) 1 3 0 0 0 1 1 1 1 0 1 1 1
There are two 15-dimensional modules, interchanged by
an outer automorphism. This column gives the total
multiplicities of these.
Table 5.6.68: L2(29) < E8, p = 7
1 15† 28a 28b 28c 28d 28e 28f 28g 29
1) 0 9 1 1 1 0 0 0 0 1
2) 1 9 0 0 0 1 1 1 1 0
There are two 15-dimensional modules, interchanged by
an outer automorphism. This column gives the total
multiplicities of these.
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Table 5.6.69: L2(29) < E8, p = 5
1 15a 15b 28a 28b 30a 30b 30c
1) 1 0 1 0 4 1 1 2
2) 1 0 1 3 1 1 1 2
3) 1 0 3 0 4 1 1 1
4) 1 0 3 3 1 1 1 1
5) 1 1 2 0 4 1 1 1
6) 1 1 2 3 1 1 1 1
Outer automorphism swaps 15a, 15b. Sending 30a → 30b → 30c
produces another feasible character.
Table 5.6.70: L2(29) < E8, p = 3
1 15a 15b 28a 28b 28c 30a 30b 30c
1) 1 0 1 0 2 2 1 1 2
2) 1 0 1 2 1 1 1 1 2
3) 1 0 3 0 2 2 1 1 1
4) 1 0 3 2 1 1 1 1 1
5) 1 1 2 0 2 2 1 1 1
6) 1 1 2 2 1 1 1 1 1
Outer automorphism swaps 15a, 15b. Sending 30a → 30b → 30c
produces another feasible character.
Table 5.6.71: L2(29) < E8, p = 2
1 14a 14b 28a 28b 28c 28d 28e 28f 28g 30a 30b 30c
1) 2 0 1 0 0 0 1 1 1 1 1 1 2
2) 2 0 3 1 1 1 0 0 0 0 1 1 2
3) 2 1 2 1 1 1 0 0 0 0 1 1 2
4) 4 0 1 0 0 1 2 0 2 0 1 1 1
5) 4 0 1 0 1 0 0 2 0 2 1 1 1
6) 4 0 1 1 0 1 0 2 1 0 1 1 1
7) 4 0 1 1 0 1 1 0 0 2 1 1 1
8) 4 0 1 1 1 0 0 0 2 1 1 1 1
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9) 4 0 1 1 1 0 2 1 0 0 1 1 1
10) 4 0 3 0 0 0 1 1 1 1 1 1 1
11) 4 0 5 1 1 1 0 0 0 0 1 1 1
12) 4 1 2 0 0 0 1 1 1 1 1 1 1
13) 4 1 4 1 1 1 0 0 0 0 1 1 1
14) 4 2 3 1 1 1 0 0 0 0 1 1 1
Outer automorphism swaps 14a, 14b. Sending 30a → 30b → 30c
produces another feasible character.
Table 5.6.72: L2(31) < E8, p = 0 or p - |S|
1 15 15∗ 30a 30b 30c 31 32a 32b 32c 32d 32e 32f 32g
1) 0 0 0 0 2 2 0 0 0 0 1 1 1 1
2) 0 0 0 2 1 1 0 0 0 0 1 1 1 1
6) 0 1 1 1 0 2 0 0 0 0 1 1 1 1
7) 0 1 1 1 1 1 0 0 0 0 1 1 1 1
8) 0 1 1 1 2 0 0 0 0 0 1 1 1 1
12) 1 0 0 0 2 2 1 1 1 1 0 0 0 0
13) 1 0 0 2 1 1 1 1 1 1 0 0 0 0
17) 1 1 1 1 0 2 1 1 1 1 0 0 0 0
18) 1 1 1 1 1 1 1 1 1 1 0 0 0 0
19) 1 1 1 1 2 0 1 1 1 1 0 0 0 0
Table 5.6.73: L2(31) < E8, p = 5
1 15 15∗ 30a 30b 30c 31 32
1) 0 0 0 0 2 2 0 4
2) 0 0 0 2 1 1 0 4
3) 0 1 1 1 0 2 0 4
4) 0 1 1 1 1 1 0 4
5) 0 1 1 1 2 0 0 4
6) 3 0 0 0 2 2 3 1
7) 3 0 0 2 1 1 3 1
8) 3 1 1 1 0 2 3 1
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9) 3 1 1 1 1 1 3 1
10) 3 1 1 1 2 0 3 1
11) 5 2 2 2 1 1 1 1
12) 5 3 3 1 1 1 1 1
13) 6 0 0 5 1 1 0 1
Table 5.6.74: L2(31) < E8, p = 3
1 15 15∗ 30a 30b 30c 31 32a 32b
1) 0 0 0 0 2 2 0 2 2
2) 0 0 0 2 1 1 0 2 2
3) 0 1 1 1 0 2 0 2 2
4) 0 1 1 1 1 1 0 2 2
5) 0 1 1 1 2 0 0 2 2
6) 2 0 0 0 2 2 2 1 1
7) 2 0 0 2 1 1 2 1 1
8) 2 1 1 1 0 2 2 1 1
9) 2 1 1 1 1 1 2 1 1
10) 2 1 1 1 2 0 2 1 1
11) 4 2 2 2 1 1 0 1 1
12) 4 3 3 1 1 1 0 1 1
Table 5.6.75: L2(31) < E8, p = 2
1 15 15∗ 32a 32b 32c 32d 32e 32f 32g
1) 0 4 4 0 0 0 1 1 1 1
2) 2 5 5 1 1 1 0 0 0 0
5.6.76: L2(32) < E8, p 6= 2
Here each feasible character consists of eight 31-dimensional factors,
none of which is defined over the prime field.
Table 5.6.77: L2(37) < E8, p = 2
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Here there are two modules of dimension 18 and nine of dimension 36 which are indistinguishable
by the Brauer character of low-order elements. The relevant columns here give the combined
multiplicities of such.
1 18† 36† 38a 38b 38c 38d
1) 2 1 0 0 1 3 2
2) 2 1 0 0 2 1 3
3) 2 1 0 0 3 2 1
4) 2 1 0 3 1 1 1
5) 4 1 1 2 1 1 1
6) 4 3 0 2 1 1 1
7) 8 1 3 0 1 1 1
8) 8 3 2 0 1 1 1
9) 8 5 1 0 1 1 1
10) 8 7 0 0 1 1 1
Table 5.6.78: L2(41) < E8, p = 0 or p - |S|
40c 40d 42f 42g 42h 42i
1) 1 1 0 2 0 2
2) 1 1 0 2 1 1
3) 1 1 0 2 2 0
4) 1 1 1 1 0 2
5) 1 1 1 1 1 1
6) 1 1 1 1 2 0
7) 1 1 2 0 0 2
8) 1 1 2 0 1 1
9) 1 1 2 0 2 0
Sending 40b → 40c → 40d produces
another feasible character.
Table 5.6.79: L2(41) < E8, p = 7
40a 42f 42g 42h 42i
1) 2 0 0 2 2
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2) 2 0 1 2 1
3) 2 0 2 2 0
4) 2 1 0 1 2
5) 2 1 1 1 1
6) 2 1 2 1 0
7) 2 2 0 0 2
8) 2 2 1 0 1
9) 2 2 2 0 0
Table 5.6.80: L2(41) < E8, p = 5
40b 40c 40d 42
1) 0 1 1 4
2) 1 0 1 4
3) 1 1 0 4
Table 5.6.81: L2(41) < E8, p = 3
40b 40c 40d 42f 42g 42h 42i
1) 0 1 1 0 0 2 2
2) 0 1 1 0 1 2 1
3) 0 1 1 0 2 2 0
4) 0 1 1 1 0 1 2
5) 0 1 1 1 1 1 1
6) 0 1 1 1 2 1 0
7) 0 1 1 2 0 0 2
8) 0 1 1 2 1 0 1
9) 0 1 1 2 2 0 0
Sending 40b → 40c → 40d produces
another feasible character.
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Table 5.6.82: L2(41) < E8, p = 2
1 20† 40a 40b 40c 40d 40e 40f 40g 40h 40i 40j 42a 42b
1) 0 0 0 0 1 1 0 0 0 0 0 0 2 2
2) 4 0 1 0 0 1 0 0 1 0 1 0 1 1
3) 4 0 1 0 0 1 0 0 1 1 0 0 1 1
4) 4 0 1 0 0 1 0 1 0 0 1 0 1 1
5) 4 0 1 0 0 1 0 1 0 1 0 0 1 1
6) 4 0 2 0 0 1 0 0 0 0 1 0 1 1
7) 4 0 2 0 0 1 0 0 0 1 0 0 1 1
8) 4 0 2 0 0 1 0 0 1 0 0 0 1 1
9) 4 0 2 0 0 1 0 1 0 0 0 0 1 1
10) 4 2 0 0 0 0 0 0 1 0 1 1 1 1
11) 4 2 0 0 0 0 0 0 1 1 0 1 1 1
12) 4 2 0 0 0 0 0 1 0 0 1 1 1 1
13) 4 2 0 0 0 0 0 1 0 1 0 1 1 1
14) 4 2 0 0 0 0 1 0 1 0 1 0 1 1
15) 4 2 0 0 0 0 1 0 1 1 0 0 1 1
16) 4 2 0 0 0 0 1 1 0 0 1 0 1 1
17) 4 2 0 0 0 0 1 1 0 1 0 0 1 1
18) 4 2 0 1 1 1 0 0 0 0 0 0 1 1
19) 4 2 1 0 0 0 0 0 0 0 1 1 1 1
20) 4 2 1 0 0 0 0 0 0 1 0 1 1 1
21) 4 2 1 0 0 0 0 0 1 0 0 1 1 1
22) 4 2 1 0 0 0 0 0 1 0 1 0 1 1
23) 4 2 1 0 0 0 0 0 1 1 0 0 1 1
24) 4 2 1 0 0 0 0 1 0 0 0 1 1 1
25) 4 2 1 0 0 0 0 1 0 0 1 0 1 1
26) 4 2 1 0 0 0 0 1 0 1 0 0 1 1
27) 4 2 1 0 0 0 1 0 0 0 1 0 1 1
28) 4 2 1 0 0 0 1 0 0 1 0 0 1 1
29) 4 2 1 0 0 0 1 0 1 0 0 0 1 1
30) 4 2 1 0 0 0 1 1 0 0 0 0 1 1
31) 4 4 0 0 1 1 0 0 0 0 0 0 1 1
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Sending 40b → 40c → 40d produces another feasible character.
†There are two 20-dimensional modules, with identical low-order-element traces.
This column gives their combined multiplicity.
Table 5.6.83: L2(49) < E8, p = 0 or p - |S|
48a 48b 50f 50g 50i 50j
1) 0 1 0 2 2 0
2) 0 1 1 1 1 1
3) 0 1 2 0 0 2
4) 1 0 0 2 2 0
5) 1 0 1 1 1 1
6) 1 0 2 0 0 2
Table 5.6.84: L2(49) < E8, p = 5
48 50f 50g 50h 50i
1) 1 0 2 2 0
2) 1 1 1 1 1
3) 1 2 0 0 2
Table 5.6.85: L2(49) < E8, p = 3
48a 48b 50b 50c
1) 0 1 2 2
2) 1 0 2 2
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Table 5.6.86: L2(49) < E8, p = 2
Here there are twelve 48-dimensional modules 48a, . . . 48l, with an outer automorphism acting on
indices as (a, b)(c, d) . . . (k, l). The order-5 classes have trace −2 on 48a, 48b, and non-rational
trace on the rest. It is not possible, using traces of elements of order at most 17, to distinguish
between members of {48c, 48e, 48g, 48i, 48k}, or between their conjugates, or between 48a and
48b. Hence these columns denote the total multiplicities of members in the respective sets.
1 24a 24b 48a,b 48c,e,g,i,k 48d,f,h,j,l 50
1) 0 0 0 1 0 0 4
2) 0 1 1 0 0 0 4
3) 6 0 0 2 1 1 1
4) 6 0 0 4 0 0 1
5) 6 1 1 1 1 1 1
6) 6 1 1 3 0 0 1
7) 6 2 2 0 1 1 1
8) 6 2 2 2 0 0 1
9) 6 3 3 1 0 0 1
10) 6 4 4 0 0 0 1
Table 5.6.87: L2(61) < E8, p = 0 or p - |S|
62g 62h 62i 62j
1) 1 1 1 1
Table 5.6.88: L2(61) < E8, p = 31
62g 62h 62i 62j
1) 1 1 1 1




Table 5.6.90: L2(61) < E8, p = 3
62b 62e
1) 2 2
Table 5.6.91: L2(61) < E8, p = 2
There are two modules of dimension 30 and fifteen of diemsnion 60, which cannot be distin-
guished by Brauer character values of low-order elements. These columns give their combined
multiplicities.
1 30† 60† 62a 62b 62c 62d 62e 62f 62g
1) 0 0 0 0 0 0 1 1 1 1
2) 2 0 1 1 1 1 0 0 0 0
3) 2 2 0 1 1 1 0 0 0 0
5.6.4 Cross-characteristic Groups  L2(q)
Table 5.6.92: L3(3) < E8, p = 0 or p - |S|
1 12 13 16a (16a)
∗ 16b (16b)∗ 26a 26b (26b)∗ 27 39
1) 0 0 1 0 0 0 0 1 2 2 1 2
2) 0 2 0 0 0 0 0 4 0 0 3 1
3) 1 0 0 0 0 0 0 1 2 2 0 3
4) 1 0 2 0 0 0 0 3 2 2 0 1
5) 1 0 2 1 1 1 1 0 1 1 1 2
6) 2 0 1 1 1 1 1 0 1 1 0 3
7) 2 0 3 1 1 1 1 2 1 1 0 1
8) 3 0 4 2 2 2 2 1 0 0 0 1
9) 4 4 0 1 1 1 1 1 1 1 2 0
10) 5 4 1 2 2 2 2 0 0 0 2 0
11) 6 4 0 2 2 2 2 0 0 0 1 1
12) 8 0 0 0 0 0 0 1 1 1 6 0
13) 9 0 1 1 1 1 1 0 0 0 6 0
14) 10 0 0 1 1 1 1 0 0 0 5 1
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15) 14 0 0 0 0 0 0 7 1 1 0 0
16) 15 0 1 1 1 1 1 6 0 0 0 0
Table 5.6.93: L3(3) < E8, p = 13
1 11 13 16 26a 26b (26b)
∗ 39
1) 0 1 1 1 1 2 2 2
2) 1 0 0 0 1 2 2 3
3) 1 0 2 0 3 2 2 1
4) 1 1 2 5 0 1 1 2
5) 2 0 1 4 0 1 1 3
6) 2 0 3 4 2 1 1 1
7) 2 5 0 3 4 0 0 1
8) 3 0 4 8 1 0 0 1
9) 8 6 0 6 1 1 1 0
10) 9 6 1 10 0 0 0 0
11) 10 5 0 9 0 0 0 1
12) 14 0 0 0 7 1 1 0
13) 15 0 1 4 6 0 0 0
Table 5.6.94: L3(3) < E8, p = 2
1 12 16a (16a)
∗ 16b (16b)∗ 26
1) 4 3 0 0 0 0 8
2) 6 4 1 1 1 1 5
3) 8 5 2 2 2 2 2
4) 14 0 0 0 0 0 9
5) 16 1 1 1 1 1 6




Table 5.6.96: L3(5) < E8, p = 2
1 30 124a 124b
1) 0 0 0 2
2) 4 4 1 0
Table 5.6.97: L4(3) < E8, p = 2
1 26a 26b 38 208a 208b
1) 2 0 0 1 0 1
2) 2 0 0 1 1 0
3) 14 1 8 0 0 0
4) 14 8 1 0 0 0
5.6.98: L4(5) < E8, p = 2. Irreducible on V248.
Table 5.6.99: U3(3) < E8, p = 0 or p - |S|
1 6 7a (7a)
∗ 7b 14 21a (21a)∗ 21b 27 28 28∗ 32 32∗
1) 1 0 0 0 0 3 0 0 1 0 1 1 2 2
2) 2 0 0 0 1 0 1 1 1 0 2 2 1 1
3) 2 0 1 1 1 2 0 0 1 0 2 2 1 1
4) 3 0 0 0 0 0 1 1 0 1 2 2 1 1
5) 3 0 2 2 1 1 2 2 1 1 0 0 1 1
6) 3 0 2 2 2 1 0 0 1 0 3 3 0 0
7) 4 0 0 0 4 1 0 0 4 2 0 0 1 1
8) 4 0 3 3 2 0 2 2 1 1 1 1 0 0
9) 5 0 1 1 5 0 0 0 4 2 1 1 0 0
10) 6 0 0 0 13 5 0 0 0 3 0 0 0 0
11) 8 0 0 0 0 1 0 0 0 6 0 0 1 1
12) 9 0 1 1 1 0 0 0 0 6 1 1 0 0
13) 17 14 2 2 0 7 0 0 1 0 0 0 0 0
14) 52 0 0 0 26 1 0 0 0 0 0 0 0 0
Chapter 5. Tables of Data 231
Table 5.6.100: U3(3) < E8, p = 7
1 6 7a 7b (7b)
∗ 14 21a 21b (21b)∗ 26 28 28∗
1) 1 2 0 0 0 0 3 1 1 5 0 0
2) 1 4 0 0 0 3 1 0 0 4 1 1
3) 2 2 1 0 0 0 1 1 1 2 2 2
4) 2 2 1 1 1 2 1 0 0 2 2 2
5) 3 0 2 2 2 1 1 0 0 0 3 3
6) 4 2 0 0 0 0 0 1 1 3 2 2
7) 4 2 1 2 2 1 1 2 2 3 0 0
8) 5 0 2 3 3 0 1 2 2 1 1 1
9) 6 2 4 0 0 1 4 0 0 4 0 0
10) 7 0 5 1 1 0 4 0 0 2 1 1
11) 9 0 13 0 0 5 0 0 0 3 0 0
12) 14 2 0 0 0 1 0 0 0 8 0 0
13) 15 0 1 1 1 0 0 0 0 6 1 1
14) 17 14 0 2 2 7 1 0 0 0 0 0
15) 52 0 26 0 0 1 0 0 0 0 0 0
Table 5.6.101: U3(8) < E8, p 6= 2, 3
1 56 57 57∗ 133a 133b 133c
1) 1 0 1 1 0 0 1
4) 3 2 0 0 0 0 1
Outer automorphism sends 133a → 133b → 133c.
Table 5.6.102: U3(8) < E8, p = 3
1 56 133a 133b 133c
1) 3 2 0 0 1
Outer automorphism sends 133a → 133b → 133c.
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Table 5.6.103: U4(2) < E8, p = 0 or p - |S|
1 5 5∗ 6 10 10∗ 15b 20 24 40 40∗ 45 45∗ 64
1) 0 0 0 0 0 0 2 0 0 0 0 1 1 2
2) 0 1 1 0 1 1 0 0 2 1 1 1 1 0
3) 11 0 0 12 2 2 7 1 0 0 0 0 0 0
4) 24 10 10 0 5 5 0 0 1 0 0 0 0 0
Table 5.6.104: U4(2) < E8, p = 5
1 5 5∗ 6 10 10∗ 15b 20 23 40 40∗ 45 45∗ 58
1) 0 0 0 2 0 0 2 0 0 0 0 1 1 2
2) 2 1 1 0 1 1 0 0 2 1 1 1 1 0
3) 11 0 0 12 2 2 7 1 0 0 0 0 0 0
4) 25 10 10 0 5 5 0 0 1 0 0 0 0 0
Table 5.6.105: U4(2) < E8, p = 3
1 5 10 14 25 81
1) 0 4 10 2 4 0
2) 2 4 7 0 3 1
3) 4 1 10 1 5 0
4) 4 11 3 6 3 0
5) 6 11 0 4 2 1
6) 8 8 3 5 4 0
7) 24 20 11 1 0 0
Table 5.6.106: PSp4(5) < E8, p = 2
1 12a 12b 40 64 104b
1) 0 0 0 1 0 2
2) 8 4 4 2 1 0
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Table 5.6.107: Sp6(2) < E8, p = 0 or p - |S|
1 7 21a 27 35b
1) 4 6 5 1 2
Table 5.6.108: Sp6(2) < E8, p = 7
1 7 21a 26 35b
1) 5 6 5 1 2
Table 5.6.109: Sp6(2) < E8, p = 5
1 7 21a 27 35b
1) 4 6 5 1 2
Table 5.6.110: Sp6(2) < E8, p = 3
1 7 21 27 35
1) 4 6 5 1 2
Table 5.6.111: Ω+8 (2) < E8, p 6= 2
1 28 35a 35b 35c
1) 3 5 1 1 1
Table 5.6.112: G2(3) < E8, p 6= 2, 3
1 14 64 64∗ 78 91c
1) 1 0 0 0 2 1
2) 1 2 1 1 0 1
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Table 5.6.113: G2(3) < E8, p = 2
1 14 64 64∗ 78 90a
1) 2 0 0 0 2 1
2) 2 2 1 1 0 1
Table 5.6.114: 3D4(2) < E8, p 6= 2, 3
1 26 52 196
1) 0 0 1 1
2) 14 7 1 0
Table 5.6.115: 3D4(2) < E8, p = 3
1 25 52 196
1) 0 0 1 1
2) 21 7 1 0
Table 5.6.116: 2F4(2)
′ < E8, p 6= 2, 3
1 27 27∗ 78
1) 8 3 3 1
Table 5.6.117: 2F4(2)
′ < E8, p = 3
1 27 27∗ 77 124a 124b
1) 0 0 0 0 1 1
2) 9 3 3 1 0 0
Table 5.6.118: 2B2(8) < E8, p = 0 or p - |S|
1 14 14∗ 35b 35c 64 65a 91
1) 0 1 1 0 0 1 1 1
2) 1 0 0 0 0 0 1 2
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3) 1 1 1 0 0 2 0 1
4) 2 0 0 0 0 1 0 2
5) 3 0 0 4 3 0 0 0
Outer automorphism acts on indices as (a, b, c).
Table 5.6.119: 2B2(8) < E8, p = 13
1 14 14∗ 35 65a 91
1) 1 0 0 0 1 2
2) 1 2 2 1 1 1
3) 3 0 0 7 0 0
4) 3 1 1 1 0 2
5) 3 3 3 2 0 1
Outer automorphism acts on indices as (a, b, c).
Table 5.6.120: 2B2(8) < E8, p = 7
1 14 14∗ 35b 35c 64 91
1) 1 1 1 0 0 2 1
2) 2 0 0 0 0 1 2
3) 3 0 0 3 4 0 0
6) 8 4 4 0 0 2 0
7) 9 3 3 0 0 1 1
Outer automorphism acts on indices as (a, b, c).
Table 5.6.121: 2B2(8) < E8, p = 5
1 14 14∗ 35a 35b 35c 63 65a
1) 1 2 2 0 0 0 2 1
2) 3 0 0 0 3 4 0 0
3) 3 2 2 0 0 0 3 0
4) 3 5 5 1 1 1 0 0
Outer automorphism acts on indices as (a, b, c).
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Evaluation and Further Work
6.1 Scope of the Results
Theorem 1 represents a significant step towards determining precisely which finite simple groups
/∈ Lie(p) admit Lie primitive embeddings into an exceptional algebraic group G in characteristic p.
However, as demonstrated in Table 4 (page 14), a number of simple subgroup types are yet to be dealt
with.
The methods and results of this thesis are entirely geared towards proving that a particular finite simple
group cannot have any Lie primitive embeddings. Related questions, such as finding Lie primitive
embeddings or classifying these up to conjugacy, will require distinct techniques.
The limitations encountered in this work are several. In the first place, time constraints have meant
that we have not quite been able to push the methods here as far as possible. In particular, Theorem
1 does not include any groups of Lie type in E7 and E8, and it is likely that we will be able to expand
Theorem 1 to include a few of these without much expenditure of effort.
Secondly, the methods used here rely heavily on finding a vector of some KG-module which is fixed by
either the whole simple subgroup or by some ‘sufficiently large’ subgroup thereof. However, there are
cases when a finite simple group is known to admit non-Lie primitive embeddings into the exceptional
group G, and is not known to admit a Lie primitive embedding, but can act without fixed points on any
small KG-module. Examples of this are given by the maximal subgroup G2 of F4 when p = 7. This
maximal subgroup has no trivial composition factors on the Lie algebra of F4 or the 26-dimensional
module of high weight λ1. This subgroup G2 has finite subgroups ∼= L2(13), U3(3) which will also
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have no trivial composition factors (these feasible characters are found in Tables 5.3.18 and 5.3.34).
Completely distinct methods from those found in Chapter 3 will be required to deduce that a subgroup
of this sort must actually lie in the maximal subgroup G2.
6.2 Extending These Results
The methods used in the proof of Theorem 1 make use of very general results on modular representation
theory of finite groups and semisimple algebraic groups, but there are several possible directions in
which the methods could be extended.
Firstly, the methods used here make no reference to the Lie algebra structure or other geometry of the
KG-modules we have considered. It is likely that further results are possible if these are taken into
consideration. For instance, the Lie algebra structure on L(G) defines a nonzero KG-homomorphism∧2 L(G) → L(G). If a finite subgroup S preserves a submodule M ⊆ L(G) which does not map
nontrivially onto another submodule of L(G), then either this is a totally singular subspace or it is a
Lie subalgebra, and S lies in the full stabiliser of this Lie subalgebra, which can then be analysed.
Secondly, there is scope for more advanced cohomological techniques to be brought to bear in proving
Theorem 1(ii). A key point in the proof, for a finite subgroup S of G, is to find a connected subgroup
S¯ of G such that ‘sufficiently many’ S-submodules of L(G) or Vmin are S¯-invariant. This is particularly
difficult in cases when S is known to Lie in a parabolic subgroup P = QL of S, such that the unipotent
radical Q has a filtration by KS-modules such that H1(S, V ) is nonzero for some such modules V . In
this case, it is possible that S does not lie in any conjugate of the Levi factor, and so constructing a
subgroup S¯ < P as required is difficult.
At this stage, we can use cohomological methods to push further. Complements to S in QS are
parameterised by the non-abelian cohomology set H1(S,Q). In general this is not a group, but instead
only a pointed set. Nevertheless, we get a restriction map of pointed sets H1(L,Q)→ H1(S,Q), and
if it can be shown that this map is surjective, then we can construct a subgroup L0 ∼= L of P which




Here we present an example of the Magma routines that were used in calculating the tables of feasible
characters found in this thesis. The code here has been verified to run correctly with Magma version
2.19-8.
Routine: element traces
This routine takes an input of:
• A Lie type, given as a string,
• a sequence of weights (themselves given as a sequence of integers),
• the order n of elements in the classes we are searching for, and
• the number limit of classes we are expecting to find,
• a complex n-th root of unity zeta. Consistent choice of this root of unity is necessary for the
output of this routine to be useful.
The output consists of a sequence, one entry for each class of elements of order n in the simply-
connected group of the appropriate Lie type. For each class found, traces of elements and their proper
powers are given on the modules specified. The routine terminates either when limit classes have
been found, or when all possible tuples have been tested.
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Example usage
> // Using adjoint and minimal Weyl modules for $E_6$.
> // Expecting 11 classes.












[output truncated: all 11 classes found]
The first item in the output here tells us that there is a class of order-4 elements in (simply connected)
E6(C), having respective traces −1 and −2 on the Weyl modules of high weight λ1 and λ2 respectively,
and whose square has respective traces −5 and 14.
Code
function element_traces(LIE_TYPE, HIGH_WEIGHTS, n, LIMIT, ZETA)
R := RootDatum(LIE_TYPE : Isogeny := "SC");
WEYL_MODULES := [ LieRepresentationDecomposition(R,w) : w in HIGH_WEIGHTS];
POWERS := [ x : x in Divisors(n) | not x eq n ];
W := [ DominantCharacter(i) : i in WEYL_MODULES];
WW := [ &cat[ [ w : j in [1..Multiplicity(i,w)] ] : w in Weights(i) ] : i in W];
MODULE_WEIGHTS :=
[ &cat[ IndexedSetToSequence(WeightOrbit(R,w)) : w in i ] : i in WW];
function TICK(integer_array,n); // Iterates through allowable integer tuples
max_index := #integer_array;
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current_index := max_index;
while (current_index ge 1) do
if (integer_array[current_index] lt (n-1)) then
integer_array[current_index] +:= 1;










CURRENT_ELT_COEFFS := [0 : i in [1..Rank(R)-1]] cat [1];
done := false; // Have we reached LIMIT classes?
CHARS := { };
while not ((#CHARS eq LIMIT) or (done)) do
ELT := [ZETA^c : c in CURRENT_ELT_COEFFS];
CURRENT_CHARS :=
[ [&+{* &*{* ELT[x]^(k*IntegerRing()!j[x]) : x in [1..Rank(R)] *}
: j in i *} : k in POWERS] : i in MODULE_WEIGHTS];
if not CURRENT_CHARS in CHARS then
// Add all powers in at once
for ELT_POWER in [i : i in [1..n] | Gcd(i,n) eq 1] do
NEW_ELT := [ZETA^(c*ELT_POWER) : c in CURRENT_ELT_COEFFS];
NEW_ELT_CHARS :=
[ [&+{* &*{* NEW_ELT[x]^(k*IntegerRing()!j[x]) : x in [1..Rank(R)] *}
: j in i *} : k in POWERS] : i in MODULE_WEIGHTS];
CHARS := CHARS join {NEW_ELT_CHARS};
end for;
end if;
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