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Abstract
Quasi-Newton method is a well-known effective method for solving optimization problems. Since
it is a line search method, which needs a line search procedure after determining a search direction at
each iteration, we must decide a line search rule to choose a step size along a search direction. In this
paper, we propose a new inexact line search rule for quasi-Newton method and establish some global
convergent results of this method. These results are useful in designing new quasi-Newton methods.
Moreover, we analyze the convergence rate of quasi-Newton method with the new line search rule.
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1. Introduction
Quasi-Newton method is a well-known and useful method for optimization problems,
especially for unconstrained optimization problems, nonlinear equations and nonlinear
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cedure after determining a search direction at each iteration, we must decide a line search
rule to choose a step size along the search direction. As you know, exact line search rule is
an ideal one in line search rules, it is sometimes difficult or even impossible to implement
in solving some practical problems. As a result, many people have studied several inexact
line search rules. The most well-known inexact line search rules were proposed by Armijo,
Goldstein, and Wolfe. See [1,2,8,9].
Consider an unconstrained minimization problem
minf (x), x ∈ Rn, (1)
where f :Rn → R1 is a continuously differentiable function and Rn denotes an n-
dimensional Euclidean space. If the initial point x1 ∈ Rn and a symmetric positive definite
matrix B1 are given, the kth iteration of quasi-Newton method takes the form
xk+1 = xk + αkdk, k = 1,2,3, . . . , (2)
where dk = −B−1k gk is a descent direction with B−1k being available and approximating
the inverse of the Hessian ∇2f (xk) of objective function f (x) at xk , and αk is a positive
step size. For convenience, we sometimes denote f (xk) by fk , ∇f (xk) by fk , and f (x∗)
by f ∗, respectively, where x∗ denotes a minimizer or a stationary point of the objective
function.
The search direction dk is generally required to satisfy
gTk dk < 0, (3)
which guarantees that dk is a descent direction of f (x) at xk [3,4]. In order to guarantee the
global convergence, we sometimes require that dk satisfy the sufficient descent condition
gTk dk −c‖gk‖2, (4)
where c > 0 is a constant. Moreover, the angle property
cos〈−gk, dk〉 = − g
T
k dk
‖gk‖ · ‖dk‖  η, (5)
is often used in many situations, where η > 0 is a constant.
In order to satisfy (3), (4), or (5), we must require Bk to be a symmetric positive definite
matrix and to satisfy the following condition:
m‖d‖2  dT Bkd M‖d‖2, ∀d ∈ Rn, ∀k, (6)
where 0 < mM . In fact, if dk satisfies (6), then it must satisfy (5) [3].
Sometimes we modify Bk as Bk+1 by means of
sk = xk+1 − xk, yk = ∇f (xk+1) − ∇f (xk) (7)
and Bk+1 satisfies the quasi-Newton condition
Bk+1yk = sk. (8)
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such as BFGS (Broyden, Fletcher, Goldfarb, Shanno), DFP (Davidon, Fletcher, Powell),
and PSB [3], etc.
After Bk is given and thus dk is given, the next task is to find a step size αk along the
search direction dk = −B−1k gk . The ideal line search rule is the exact one which satisfies
f (xk + αkdk) = min
α>0
f (xk + αdk). (9)
In fact, the ideal step size is difficult or even impossible to find in practical computation.
Thereby, we must constitute some inexact line search rules. One of the well-known inexact
line search rules is proposed by Armijo [1] and stated as follows.
Armijo line search rule (O). Given s > 0, β ∈ (0,1) and σ ∈ (0,1). Choose αk to be the
largest one in {s, sβ, sβ2, . . .} such that
f (xk + αdk) − fk  σαgTk dk. (10)
Obviously, Armijo’s rule is easy to implement and useful in practice. The most impor-
tant advantage of the Armijo line search rule is that it enables us to estimate an initial test
step size s. Good estimation for s can make us cut down the function evaluations at each
iteration.
How to choose the parameters (such as s, σ , β) is very important for practical problems.
Several choosing techniques have been appearing in many literatures (e.g., [5–7,10,11]).
In this paper, we propose a new inexact line search rule for quasi-Newton method
and establish some global convergent results of this method. These results are useful
in designing new quasi-Newton methods. Moreover, we analyze the convergence rate of
quasi-Newton methods with the new line search rule.
The rest of this paper is organized as follows. In Section 2 we describe the new inex-
act line search rule and related quasi-Newton method. In Section 3 we analyze its global
convergence. Section 4 is devoted to the analysis of linear convergence rate, superlinear
convergence and quadratic convergence rate of this new method in some special cases.
2. Inexact line search rule
We first assume that
(H1) The function f (x) has a lower bound on the level set
L0 =
{
x ∈ Rn ∣∣ f (x) f (x0)},
where x0 is given.
(H2) The gradient g(x) of f (x) is Lipschitz continuous in an open convex set B that
contains L0, i.e., there exists a constant L > 0 such that∥∥g(x) − g(y)∥∥ L‖x − y‖, ∀x, y ∈ B. (11)
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we first describe the quasi-Newton method.
Algorithm (A).
Step 0. Given x1 ∈ Rn and B1 is a symmetric positive definite matrix, k := 1.
Step 1. If ‖gk‖ = 0 then stop else goto Step 2.
Step 2. xk+1 = xk + αkdk , where dk = −B−1k gk and αk is determined by
Inexact line search rule (N). Given β ∈ (0,1) and σ ∈ (0,1/2). Choose αk to be the
largest one in {1, β,β2, . . .} such that
f (xk + αdk) − fk  σα
[
gTk dk +
1
2
αdTk Bkdk
]
. (12)
Step 3. Let sk = xk+1 − xk , yk = gk+1 − gk , modify Bk as Bk+1 by using BFGS or DFP
formula or other quasi-Newton formulae.
Step 4. Set k := k + 1 and goto Step 1.
In the above algorithm, quasi-Newton matrix Bk appears in the line search rule. Obvi-
ously, if α′k denotes the step size generated by Armijo line search rule (O) with s = 1 and
α′′k denotes the step size computed by the new inexact line search rule (N), then
α′k  α′′k .
That is to say, α′′k is easier to find than α′k . As a result, determining α′′k needs less function
evaluations than determining α′k . It is also obvious that the new inexact line search rule (N)
is well defined and feasible.
For the above algorithm we further assume that
(H3) The matrix Bk satisfies (6) for any k.
Lemma 2.1. If (H3) holds and let Hk = B−1k , then
1
M
‖d‖2  dT Hkd  1
m
‖d‖2, ∀k. (13)
Lemma 2.2. Suppose that Algorithm (A) generates an infinite sequence {xk} and (H3)
holds. Then
m
M
‖gk‖2 
(
−g
T
k dk
‖dk‖
)2
 ‖gk‖2, ∀k, (14)
and
1
M
‖gk‖2 −gTk dk 
1
m
‖gk‖2, ∀k. (15)
Proof. Since −gTk dk = dTk Bkdk , by (13), we can prove that (14) and (15) hold. 
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Theorem 3.1. If (H1)–(H3) hold, Algorithm (A) generates an infinite sequence {xk}, then
there exists η > 0, such that
fk − fk+1  η‖gk‖2, ∀k. (16)
Proof. Let K1 = {k | αk = 1}, K2 = {k | αk < 1}. The proof is divided into two stages.
At first, if k ∈ K1 then by (12) and (15), we have
fk − fk+1 −σ
[
gTk dk +
1
2
dTk Bkdk
]
= −σ
2
gTk dk 
σ
2M
‖gk‖2, ∀k ∈ K1.
Thus
fk − fk+1  σ2M ‖gk‖
2, ∀k ∈ K1. (17)
Second, if k ∈ K2, since αk < 1, we have αkβ−1 ∈ {1, β,β2, . . .}. Let α = αkβ−1, we
can deduce that (12) does not hold, i.e.,
fk − f (xk + αkβ−1dk) < −σαkβ−1
[
gTk dk +
1
2
αkβ
−1dkBkdk
]
= −σβ−1αk
[
gTk dk −
1
2
αkβ
−1gTk dk
]
= −σβ−1αk
[
1 − 1
2
αkβ
−1
]
gTk dk, k ∈ K2.
Therefore,
fk − f
(
xk + αkβ−1dk
)
< −σβ−1αk
[
1 − 1
2
αkβ
−1
]
gTk dk, k ∈ K2.
Using mean value theorem on the left-hand side of the above inequality, there exists θk ∈
[0,1], such that
−αkβ−1g
(
xk + αkβ−1θkdk
)T
dk < −σβ−1αk
[
1 − 1
2
αkβ
−1
]
gTk dk, k ∈ K2.
Dividing by αkβ−1 on the two sides of the above inequality, we obtain
g
(
xk + αkθkdkβ−1
)T
dk > σ
(
1 − 1
2
αkβ
−1
)
gTk dk, ∀k ∈ K2. (18)
By (H2), Cauchy–Schwartz inequality, and (18), we have
αkβ
−1L‖dk‖2 
∥∥g(xk + αkθkβ−1dk)− gk∥∥ · ‖dk‖

[
g
(
xk + αkθkdkβ−1
)− gk]T dk
> σ
(
1 − 1
2
αkβ
−1
)
gTk dk − gTk dk
= −
(
1 − σ + 1σαkβ−1
)
gTk dk,2
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αk > −β(1 − σ +
1
2σαkβ
−1)
L
· g
T
k dk
‖dk‖2 >
β(1 − σ)
L
(
− g
T
k dk
‖dk‖2
)
.
Let
α′k =
β(1 − σ)
L
(
− g
T
k dk
‖dk‖2
)
,
we have
α′k < αk < 1, ∀k ∈ K2. (19)
By (12), (14) and (19), for k ∈ K2, we have
fk − fk+1 −σαk
[
gTk dk +
1
2
αkdkBkdk
]
−σ max
α′kα1
{
α
[
gTk dk +
1
2
αdTk Bkdk
]}
= −σα′k
[
gTk dk +
1
2
α′kdkBkdk
]
−σα′k
[
1 − 1
2
α′k
]
gTk dk
−σα′k
[
1 − 1
2
]
gTk dk
 βσ(1 − σ)
2L
(
−g
T
k dk
‖dk‖
)2
 mβσ(1 − σ)
2LM
‖gk‖2, ∀k ∈ K2.
Therefore,
fk − fk+1  mβσ(1 − σ)2LM ‖gk‖
2, ∀k ∈ K2. (20)
By (17), (20) and letting
η = σ
2M
min
(
1,
mβ(1 − σ)
L
)
,
we can obtain that (16) holds. 
Corollary 3.1. If the conditions of Theorem 3.1 hold, then
∞∑
k=1
‖gk‖2 < +∞. (21)
Proof. By (H1), we can prove (21) easily. 
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lim
k→∞‖gk‖ = 0. (22)
4. Convergence rate
In order to analyze the convergence rate, we restrict our discussion to the case of uni-
formly convex objective functions. We assume that
(H4) f (x) is twice continuously differentiable and uniformly convex on Rn.
Lemma 4.1. Assume that (H4) holds, then (H1) and (H2) hold automatically. Moreover,
f (x) has a unique minimizer x∗, and there exists 0 < m′ M ′, such that
m′‖y‖2  yT ∇2f (x)y M ′‖y‖2, ∀x, y ∈ Rn, (23)
1
2
m′‖x − x∗‖2  f (x) − f (x∗) 1
2
M ′‖x − x∗‖2, ∀x ∈ Rn, (24)
M ′‖x − y‖2  (g(x) − g(y))T (x − y)m′‖x − y‖2, ∀x, y ∈ Rn, (25)
and thus
M ′‖x − x∗‖2  g(x)T (x − x∗)m′‖x − x∗‖2, ∀x ∈ Rn. (26)
By (26) and (25) we can also obtain, from Cauchy–Schwartz inequality, that
M ′‖x − x∗‖ ∥∥g(x)∥∥m′‖x − x∗‖, ∀x ∈ Rn, (27)
and ∥∥g(x) − g(y)∥∥M ′‖x − y‖, ∀x, y ∈ Rn. (28)
Its proof can be seen from (e.g., [3,4]).
4.1. Linear convergence rate
Theorem 4.1. If the assumption (H4) holds, Algorithm (A) generates an infinite sequence
{xk} and (H3) holds, then {xk} converges to the unique minimizer x∗ of f (x) at least R-
linearly.
Proof. By (27) of Lemma 4.1 and Corollary 3.2, we can prove that
lim
k→∞xk = x
∗.
By Theorem 3.1, (27) and (24), we have
fk − fk+1  η‖gk‖2  ηm′2‖xk − x∗‖2  2ηm
′2
(fk − f ∗).
M ′
Z.-J. Shi / J. Math. Anal. Appl. 315 (2006) 120–131 127By setting
θ = m′
√
2η
M ′
,
it holds that
fk − fk+1  θ2(fk − f ∗). (29)
Moreover, we can prove that θ < 1. In fact, by (28), we have L = M ′. By the definition of
η in the proof of Lemma 3.1, we obtain
θ2 = 2m
′2η
M ′
 2m
′2mβσ(1 − σ)
2LMM ′
 m
′2βσ(1 − σ)
LM ′
 βσ(1 − σ) < 1.
Setting
ω =
√
1 − θ2,
obviously ω < 1, we obtain from (29) that
fk+1 − f ∗ 
(
1 − θ2)(fk − f ∗) = ω2(fk − f ∗) · · · ω2k(f1 − f ∗).
By Lemma 4.1 and the above inequality, we have
‖xk+1 − x∗‖2  2
m′
(fk+1 − f ∗) ω2k 2(f1 − f
∗)
m′
,
thus
‖xk+1 − x∗‖ ωk
√
2(f1 − f ∗)
m′
,
which shows that {xk} converges to x∗ at least R-linearly. 
4.2. Superlinear convergence rate
We further assume that
(H5) Bk and dk generated by Algorithm (A) satisfy the following condition:
lim
k→∞
‖[Bk − ∇2f (x∗)]dk‖
‖dk‖ = 0. (30)
Lemma 4.2. Assume that (H4), (H3) and (H5) hold. Algorithm (A) generates an infinite
sequence {xk}. Then there exists k′, such that
αk = 1, ∀k  k′. (31)
Proof. By Corollary 3.2 and (H3), we have
lim
k→∞xk = x
∗, lim
k→∞‖dk‖ = 0, (32)
and thus
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∗) = 0, (33)
where t ∈ [0,1]. Assumption (H5) implies that
dTk
[
Bk − ∇2f (x∗)
]
dk = o
(‖dk‖2). (34)
By mean value theorem, (H3), (32)–(34), for sufficiently large k, we have
f (xk + dk) − fk = gTk dk +
1∫
0
(1 − t)dTk ∇2f (xk + tdk)dk dt
=
[
gTk dk +
1
2
dkBkdk
]
+
1∫
0
(1 − t)dTk
[∇2f (xk + tdk) − ∇2f (x∗)]dk dt
+ 1
2
dTk
[∇2f (x∗) − Bk]dk
=
[
gTk dk +
1
2
dkBkdk
]
+ o(‖dk‖2)
 σ
[
gTk dk +
1
2
dkBkdk
]
.
This implies that there exists k′ such that (31) holds. 
Theorem 4.2. Assume that (H4), (H3) and H5) hold. Algorithm (A) generates an infinite
sequence {xk}. Then {xk} converges to x∗ superlinearly.
Proof. By Corollary 3.2, we know that {xk} → x∗. By Lemma 4.2, there exists k′ such
that (31) holds and we have
xk+1 = xk + dk, k  k′,
where dk = B−1k gk . By mean value theorem, Lemma 4.1 and (33), it follows that
gk+1 − gk =
1∫
0
∇2f (xk + t (xk+1 − xk))(xk+1 − xk) dt
=
1∫
0
∇2f (xk + tdk)dk dt
= ∇2f (x∗)dk +
1∫
0
[∇2f (xk + tdk) − ∇2f (x∗)]dk dt
= ∇2f (x∗)dk + o
(‖dk‖),
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gk+1 = gk + ∇2f (x∗)dk + o
(‖dk‖)
= −Bkdk + ∇2f (x∗)dk + o
(‖dk‖)
= −[Bk − ∇2f (x∗)]dk + o(‖dk‖).
By (30) and the above equality, we have
lim
k→∞
‖gk+1‖
‖dk‖ = 0. (35)
By (27) and (35) it holds that
‖gk+1‖
‖dk‖ 
m′‖xk+1 − x∗‖
‖dk‖ =
m′‖xk+1 − x∗‖
‖xk+1 − xk‖ 
m′‖xk+1 − x∗‖
‖xk+1 − x∗‖ + ‖xk − x∗‖
= m′
((‖xk+1 − x∗‖
‖xk − x∗‖
)/(
1 + ‖xk+1 − x
∗‖
‖xk − x∗‖
))
,
and thus
lim
k→∞
‖xk+1 − x∗‖
‖xk − x∗‖ = 0
which implies that {xk} converges to x∗ superlinearly. 
4.3. Quadratic convergence rate
If we take Bk = ∇2f (xk) in Algorithm (A), then (H5) holds, we have the following
result.
Theorem 4.3. Assume that (H4) and (H3) hold, Bk = ∇2f (xk) for sufficiently large k.
Algorithm (A) generates an infinite sequence {xk}. Then {xk} converges to x∗ at least
superlinearly.
Proof. In this case, (H5) holds automatically, thus the results in Theorem 4.2 hold. 
Theorem 4.4. Assume that (H4) and (H3) hold, Bk = ∇2f (xk) for sufficiently large k.
Moreover, there exists a neighborhood N(x∗, δ) = {x ∈ Rn | ‖x − x∗‖ < δ} of x∗ such that
∇2f (x) being Lipschitz continuous on N(x∗, δ), i.e., there exists L(δ) such that∥∥∇2f (x) − ∇2f (y)∥∥ L(δ)‖x − y‖, ∀x, y ∈ N(x∗, δ). (36)
Algorithm (A) generates an infinite sequence {xk}. Then {xk} converges to x∗ quadrati-
cally.
Proof. By Corollary 3.2, Lemmas 4.1 and 4.2, it follows that {xk} converges to x∗ and
there exists k′ such that for all k  k′, xk ∈ N(x∗, δ), Bk = ∇2f (xk), and αk = 1. Let
k = xk − x∗. By mean value theorem, we have
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= k − ∇2f (xk)−1(gk − g∗) = k − ∇2f (xk)−1
1∫
0
∇2f (x∗ + tk)k dt
= ∇2f (xk)−1
[
∇2f (xk)k −
1∫
0
∇2f (x∗ + tk)k dt
]
= ∇2f (xk)−1
1∫
0
[∇2f (xk) − ∇2f (x∗ + tk)]k dt.
This and (36) imply that
‖k+1‖ =
∥∥∥∥∥∇2f (xk)−1
1∫
0
[∇2f (xk) − ∇2f (x∗ + tk)]dtk
∥∥∥∥∥

∥∥∇2f (xk)−1∥∥
1∫
0
∥∥∇2f (xk) − ∇2f (x∗ + tk)∥∥dt‖k‖

∥∥∇2f (xk)−1∥∥ · L(δ)‖k‖2
1∫
0
(1 − t) dt
= 1
2
∥∥∇2f (xk)−1∥∥ · L(δ)‖k‖2.
Therefore,
lim
k→∞
‖k+1‖
‖k‖2 
1
2
lim
k→∞L(δ)
∥∥∇2f (xk)−1∥∥= 12L(δ)
∥∥∇2f (x∗)−1∥∥,
which implies that {xk} converges to x∗ quadratically. 
Remark. The above theorem shows that if we take Bk = ∇2f (xk) for sufficiently large k
in Algorithm (A), then the algorithm reduces to Newton method finally. The results on
convergence rate also show that the new line search rule is available. First, it guarantees that
the algorithm has global convergence. Second, it makes the algorithm converges quickly.
Third, it does not add any amount of computation and storage.
5. Conclusion
In this paper, we proposed a new inexact line search rule for quasi-Newton method and
establish some global convergent results under some mild conditions. These results are
useful in designing new quasi-Newton methods. Moreover, we analyzed the convergence
rate of quasi-Newton method with the new line search rule, such as linear convergence
Z.-J. Shi / J. Math. Anal. Appl. 315 (2006) 120–131 131rate, superlinear convergence rate, and quadratic convergence rate, etc. As you know, the
theoretical analysis can instruct us to find new idea and technique for solving practical
problems. For further research, we should investigate the choosing techniques for para-
meters in the new line search rule, for example, σ ∈ (0,1/2) and β ∈ (0,1). Moreover, we
should do some numerical experiments and comparisons with other quasi-Newton methods
for practical problems.
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