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Abstract
The classical equations of irrotational water waves have recently been reformulated as a
system of two equations, one of which is an explicit non-local equation for the wave height
and for the velocity potential evaluated on the free surface. Here, in the two dimensional
case, (a) we generalise the relevant formulation to the case of constant vorticity, as well
as to the case where the free surface is described by a multi-valued function; (b) in the
case of travelling waves we derive an upper bound for the free surface; (c) in the case of
constant vorticity we construct a sequence of nearly Hamiltonian systems which provide an
approximation in the asymptotic limit of certain physical small parameters. In particular,
the explicit dependence of the vorticity on the coefficients of the KdV equation is clarified.
Also, in the irrotational case we extend the formalism to n > 2 dimensions and analyse
rigorously the linear limit of these equations.
1 Introduction
We consider the classical problem in hydrodynamics concerning the propagation of surface
waves generated by an incompressible fluid with free surface. In the case of irrotational flow
we consider the problem in n = 2, 3 (or higher) spatial dimensions, whereas in the rotational
case we confine attention to n = 2. We consider the problem in its full generality so that the
depth of the fluid may not be constant, and consider all solutions, not only those that arise
under the travelling wave assumption. In addition, we include the effect of surface tension so
that capillary-type waves are included in our study.
We denote by Bh the bottom surface:
Bh = {(x, y) : x ∈ Rn−1, y = −h0 + h(x)}, (1)
where h0 is constant and h(x) is a real valued function. We denote by Sη the free surface:
Sη = {(x, y) : x ∈ Rn−1, y = η(x, t)} for t ≥ 0. (2)
We refer to η as the height of the wave and we assume η + h0 > h for each x ∈ Rn−1. The
domain of the problem is the region between Bh and Sη, which is denoted by Ω.
1
1.1 The Irrotational Case in n ≥ 2 Dimensions
In the irrotational case we introduce the velocity potential φ, where u = ∇φ, and then the
governing equations become:
∆φ = 0 in Ω, (3a)
∇φ ·NB = 0 on Bh, (3b)
∇φ ·NS = ηt on Sη, (3c)
φt +
1
2 |∇φ|2 + gη = f(η) on Sη, (3d)
where g is the acceleration due to gravity, ∇ denotes the usual vector gradient, NB is the
exterior normal to Bh and NS is the exterior normal to Sη, i.e.
∇ = (∇x, ∂y), NB = (−∇xh,−1), NS = (−∇xη, 1), (4a)
where∇x = (∂x1 . . . , ∂xn−1) is the horizontal gradient. The right hand side of (3d) is functionally
dependent on η through:
f(η) =
σ
ρ
∇x ·
(
∇xη√
1 + |∇xη|2
)
, (4b)
which is a measure of the effect of surface tension (σ and ρ denote the constant surface tension
and density respectively). Equation (3a) is a consequence of incompressibility, (3b) is the
Neumann condition satisfied on Bh and (3c), (3d) are the kinematic, Bernoulli conditions
respectively on Sη.
We will reformulate the problem in terms of the functions η and q where q(x, t) = φ(x, η, t),
i.e. q represents the potential on the free surface Sη. It was shown by Zakharov in his classical
paper ([19]) that in the case n = 2 the pair (η, q) constitutes a canonically conjugate pair in
the Hamiltonian formulation of this problem. The generalisation of Zakarov’s result to higher
dimensions is straightforward. Indeed, in the case of constant Bh and zero surface tension
equations (3) admit a Hamiltonian formulation with respect to the Hamilontian
H =
∫∫
Ω
1
2 |∇φ|2 dxdy +
∫
1
2gη
2 dx (5)
and the standard symplectic structure. Here and throughout dx = dx1 · · · dxn−1 denotes the
Lebesgue measure on Rn−1.
Applying the chain rule to the expression q(x, t) = φ(x, η, t) we find the following relations
that are valid on free surface y = η(x, t):
∇xq = ∇xφ+ (∂yφ)∇xη, (6a)
qt = φt + φtηt. (6b)
It is possible to solve for ∇φ in terms of the q and η following a similar calculation with that
of [1]. Indeed, using (3c) in equations (6a) we find the following nonsingular set of equations
for ∇xφ:
∇xq − ηt∇xη = (I+∇xη ⊗∇xη) · ∇xφ (7)
2
and then equation (3c) gives φy in terms of q and η. In the new variables the dynamic boundary
condition on Sη, i.e. (3d), becomes
qt +
1
2 |∇xq|2 + gη −
(ηt +∇xη · ∇xq)2
2(1 + |∇xη|2) = f(η). (8)
In what follows, the notation
∫
dx will be used to denote an integral over Rn−1.
1.1.1 Bounds on Wave Height
Let us temporarily confine attention to travelling wave solutions to (24), so that η = η(x− ct)
and ξ = ξ(x − ct). Setting z = x − ct and denoting differentiation with respect to z with a
prime, the equation (24) becomes
− cξ′ + 12 (ξ′)2 + (g + γc)η +
γη(−2c(η′)2 − 2ξ′ + γη)
2(1 + (η′)2)
− (−cη
′ + η′ξ′)2
2(1 + (η′)2)
= f(η). (9)
Following [11], we observe (9) is actually a quadratic in the unknown ξ′, which can be solved
to give
ξ′(z) = γη + c−
√
(1 + (η′)2) (c2 + f(η)− 2gη), (10)
where we have discarded the second solution which fails to decay for large z.
Equation (10) immediately gives the estimate:
η ≤ c
2
2g
+
σ
2ρg
d
dz
(
η′√
1 + (η′)2
)
. (11)
In the absence of vorticity and surface tension, this reproduces the upper bound derived in
[9]. With the assumption that |η′| is bounded, we can integrate this inequality to establish the
following estimate for the average wave height:
〈η〉 ≤ c
2
2g
,
which holds in the presence of arbitrary surface tension.
1.2 The Rotational Case in Two Dimensions
In this section we derive the equations for the free surface problem for a two dimensional fluid
with constant vorticity. Denoting the velocity of the flow by (u, v), the Euler equations for
invisid flow are the following equations:
ut + uux + vuy = −Px, (12a)
vt + uvx + vvy = −Py − g, (12b)
ux + vy = 0, (12c)
where P = P (x, y) is the fluid pressure. Let ω denote the vorticity of the fluid, i.e.
ω = vx − uy. (13)
3
Eliminating P from (12a) and (12b) we find:
∂ω
∂t
+ (u∂x + v∂y)ω = 0. (14)
We restrict attention to the case in which ω = γ is constant throughout Ω, so that (14) is
satisfied identically. The domain Ω is simply connected, therefore we can introduce a globally
defined stream function ψ(t, x, y) so that:
u = ψy, v = −ψx, (x, y) ∈ Ω. (15)
Replacing in equation (13) u by ψy and v by −ψx we find ∆ψ = −γ. Thus, the function
defined by ψh = ψ + 12y
2γ, is harmonic in Ω. In fact, ψh is only defined up to the addition
of an arbitrary function of time, so by abuse of notation we write ψh to mean [ψh], i.e. the
equivalence class of such functions that differ only by a function of time. Let ϕ be the harmonic
conjugate of ψh, i.e.
ϕx = ψy + ωy, (16a)
ϕy = −ψx. (16b)
The function ϕ is harmonic throughout Ω.
Adding and subtracting in equations (12a) and (12b) the terms vvx and uuy respectively,
the equations become
ut +
1
2∂x(u
2 + v2)− γv = −Px, (17a)
vt +
1
2∂y(u
2 + v2) + γu = −Py − g. (17b)
Using in equations (17) the identities
ut = (ψy)t = (ϕx)t, v = −ψx, vt = −(ψx)t = (ϕy)t, u = ψy,
equations (17) can be integrated to give the following equation:
ϕt +
1
2 |∇ψ|2 + γψ + P + gy = α(t), (x, y) ∈ Ω, (18)
where α(t) is some function of time. Since we are still dealing with an equivalence class of
functions ψ and ϕ we can absorb a function of time into them, so we arrive at
ϕt +
1
2 |∇ψ|2 + γψ + gy = Patm − P, (x, y) ∈ Ω, (19)
where Patm is the atmospheric pressure above the free surface Sη. On the free surface Sη we
have the dynamic boundary condition
Patm − P = f(η), f(η) def= σ
(
ηx√
1 + η2x
)
x
. (20)
The stream function ψ is not constant on the free surface. In particular if we introduce the
function Ψ(x, t) = ψ(x, η(x, t), t) to be the stream function defined on the free surface, we see
Ψx = ψx + ηxψy
= −v + uηx
= −ηt,
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which follows from the kinematic boundary condition (3c) on the free surface. So up to an
additional function of time, which again we simply absorb into the definition of ψ, we have
ψ|S = Ψ(x, t) = −
∫ x
−∞
ηt(y, t) dy ≡ −∂−1x ηt.
Hence (19) and (20) imply the following nonlinear boundary condition:
∂tϕ− γ∂−1x ηt + 12 |∇ψ|2 + gη = f(η) on Sη. (21)
The kinematic condition on Sη and the condition on Bh are the same as in the irrotational case.
In summary, if the vorticity equals the constant γ, then the functions ϕ(x, y, t) and η(x, t)
satisfy the following boundary value problem:
∆ϕ = 0 in Ω, (22a)
(ϕx − γy, ϕy) ·NB = 0 on Bh, (22b)
(ϕx − γy, ϕy) ·NS = ηt on Sη, (22c)
ϕt − γ∂−1x ηt + 12ϕ2y + 12 (ϕx − γy)2 + gy = f(η) on Sη, (22d)
where NB, NS and f(η) are defined in (4).
As in the irrotational case, we will formulate the problem in terms of η and ξ where ξ(x, t) =
ϕ(x, η, t), i.e ξ represents the pseudo-potential ϕ on the free surface. Computing ξx using the
chain rule (compare with (6a)) and invoking (22c) we find the following pair of equations for
(ϕx, ϕy) on Sη:
ξx = ϕx + ηxϕy ,
ηt − γηηx = ϕy − ηxϕx.
Solving these equations for (ϕx, ϕy) we find the following relations on Sη:
(1 + η2x)ϕx = ξx − ηtηx + γηη2x, (23a)
(1 + η2x)ϕy = ηt + ηxξx − γηηx. (23b)
Furthermore, using (23) in the boundary condition (22d) on Sη we find:
ξt +
1
2ξ
2
x + gη − γ∂−1x ηt +
γη(2ηtηx − 2ξx + γη)
2(1 + η2x)
− (ηt + ηxξx)
2
2(1 + η2x)
= f(η). (24)
It is reassuring to note that (24) reduces to (8) when γ = 0.
1.3 Multivalued Free surface
In the above analysis we have assumed that η(x, t) is a single valued function. However, in
general, this assumption can be violated. In particular, it is known that in the case of water
waves with constant vorticity, η(x, t) quickly becomes a multi-valued function, as observed by
[17]. In what follows, we show that it is conceptually straightforward to modify our analysis so
that it can address the case of a multi-valued free surface.
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The free surface is assumed to be a one-dimensional C2-differentiable manifold, so features
such as cusps and self-intersections are ignored. We set:
S = {(x, y) ∈ R2 : x = X(λ, t), y = Y (λ, t)}, t ≥ 0
where λ ∈ R is the arc-length along the curve and X(λ, ·), Y (λ, ·) are assumed to be C2. The
outward normal is now given by NS = (−Y˙ , X˙), where the dot denotes differentiation with
respect to λ. The kinematic boundary condition in (22c) now becomes:
(ϕx − γy −Xt, ϕy − Yt) ·NS = 0, on S. (25)
Again introducing Ψ(λ, t) = ψ(X(λ, t), Y (λ, t), t) to be the stream function evaluated on the
free surface, the chain rule and the new kinematic boundary condition (25) gives
Ψ˙ = X˙Yt − Y˙ Xt ≡ ∂(X,Y )
∂(λ, t)
.
Using analogous reasoning as in the case of the single valued free surface, this gives
ψ|S = −∂−1λ
(
X˙Yt − Y˙ Xt
)
. (26)
Again, we introduce a function ξ to represent the pseudo-potential on the free surface, i.e.
ξ(λ, t) = ϕ(X(λ, t), Y (λ, t), t). In analogy with equations (6), we note the following relations
on S:
ξ˙ = X˙ϕx + Y˙ ϕy, (27a)
ξt = Xtϕx + Ytϕy + ϕt. (27b)
Equations (25) and (27) constitute a non-singular system for the functions {ϕx, ϕy , ϕt} on
the free surface S, so we can invert these relationships to express these functions in terms of
{X,Y, η}. After some algebra, one finds the following relations on S:
ϕx =
ξ˙X˙ + Y˙ (Y˙ (γY +Xt)− X˙Yt)
(X˙2 + Y˙ 2)
(28a)
ϕy =
ξ˙Y˙ − X˙(Y˙ (γY +Xt)− X˙Yt)
(X˙2 + Y˙ 2)
(28b)
ϕt = ξt − ξ˙(X˙Xt + Y˙ Yt) + (XtY˙ − YtX˙)(Y˙ (γY +Xt)− X˙Yt)
(X˙2 + Y˙ 2)
. (28c)
Using these expressions on S and the relation in (26), the left hand side of the Bernoulli
condition in (22d) becomes:
ξt + gY − 12X2t − 12Y 2t − γ∂−1λ
(
X˙Yt − Y˙ Xt
)
+
γY (2X˙Y˙ Yt − 2X˙2Xt − 2ξ˙X˙ + γX˙2Y )
2(X˙2 + Y˙ 2)
+
(ξ˙ − X˙Xt − Y˙ Yt)2
2(X˙2 + Y˙ 2)
and the term due to surface tension is:
σ
ρ
X˙Y¨ − Y˙ X¨
(X˙2 + Y˙ 2)3/2
.
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Here the coefficient of σ is the intrinsic curvature of the surface S. Combining these expressions
gives the Bernoulli condition on S in terms of the surface parameters (X,Y ) and the potential
on the free surface, ξ(λ, t):
ξt + gY − 12X2t − 12Y 2t − γ∂−1λ
(
X˙Yt − Y˙ Xt
)
+
γY (2X˙Y˙ Yt − 2X˙2Xt − 2ξ˙X˙ + γX˙2Y )
2(X˙2 + Y˙ 2)
+
(ξ˙ − X˙Xt − Y˙ Yt)2
2(X˙2 + Y˙ 2)
− σ X˙Y¨ − Y˙ X¨
(X˙2 + Y˙ 2)3/2
= 0. (29)
We note that in the case X = λ, Y = Y (X, t) this equation reduces to (24).
1.3.1 Bounds on Wave Height
One can also consider travelling wave solutions in this setting and achieve an analogous upper
bound to (11). In this case
X(λ, t) 7→ X(λ)− ct
Y (λ, t) 7→ Y (λ).
Setting ξ = ϕ(X − ct, Y ) with X = X(λ) and Y = Y (λ) being independent of time, equation
(29) reduces to a quadratic in ξ˙. Examining the discriminant of this quadratic reveals the
estimate
Y ≤ c
2
2g
+
σ
2ρg
[
X˙Y¨ − Y˙ X¨
(X˙2 + Y˙ 2)3/2
]
.
We deduce that the estimate in (11) for the wave height is valid for all travelling waves, including
those which are truly multi-valued.
The above analysis shows that although it is straightforward to incorperate the case of a
multivalued free surface, the relevant formulae become more complicated, so for convenience
we will present most of our results assuming that η(x, t) is single valued.
2 The Non-Local Formulation
A novel non-local formulation in two and three dimensions for irrotational water waves was pre-
sented by [1]. Here we extend this formulation to rotational water waves with constant vorticity
in two dimensions and for irrotational water waves in an arbitrary number of dimensions.
The formulation by [1] is based on the general approach for studying boundary value prob-
lems for a large class of partial differential equations introduced by one of the authors, see [12]
and [13]. A crucial role in this approach is played by a certain nonlocal equation called the
global relation. The global relation is a consequence of the following fact: suppose that the
functions u and v are harmonic in Ω ⊂ Rn−1 ×R. Then,
∇x ·
(
(∂yu)∇xv + (∂yv)∇xu
)
+ ∂y
(
(∂yu)(∂yv)−∇xu · ∇xv
)
= 0 (30)
for each (x, y) ∈ Ω. This can be verified by expanding out the left hand side of (30) to find
(∂yv)∆u+ (∂yu)∆v,
which vanishes in Ω since both u and v are harmonic in Ω.
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2.1 Irrotational Case
In this section we proceed formally: we assume φ(x, y, t) and η(x, t) have sufficient decay as
|x| → ∞ for each (y, t) in order for the integrals that follow to exist. Then later, we classify
the relevant function spaces so that the integral equations arising in the non-local formulation
are well-defined.
Suppose k ∈ Rn−1 and define v ∈ C∞(Ω) by:
v(x, y) = exp(−ik · x+ κy), κ = ±
√
k21 + · · ·+ k2n−1.
Then v is harmonic in Ω and the following holds for (x, y) ∈ Ω:
∇x · {v(−ik∂yφ+ κ∇xφ)} + ∂y {v(κ∂yφ+ ik · ∇xφ)} = 0
Integrating this expression over Ω and applying the divergence theorem gives:∫
Sη
e−ik·x+κy (−ik∂yφ+ κ∇xφ, κ∂yφ+ ik · ∇xφ) ·NS dx
+
∫
Bh
e−ik·x+κy (−ik∂yφ+ κ∇xφ, κ∂yφ+ ik · ∇xφ) ·NB dx = 0. (31)
We have discarded the contribtions from ∂Rn−1 using our assumption about the decay of the
fields. The contribution from Sη in (31), is given by the following integral:∫
Sη
e−ik·x+κy
[
κ (∂yφ−∇xφ · ∇xη) + ik · (∇xφ+ (∂yφ)∇xη)
]
dx.
From (3c) the first term in the above integrand becomes ηt, and by (6), the second term becomes
∇xq. This gives the expression ∫
e−ik·x+κη (κηt + ik · ∇xq) dx. (32)
Now we consider the contribution from Bh in (31). We introduce Q(x, t) = φ(x,−h0 − h, t),
which represents the potential on the bottom Bh. In analogy with (6), an application of the
chain rule yields:
∇xQ = ∇xφ− (∂yφ)∇xh. (33)
Recalling that NB = (−∇xh,−1), the contribution from Bh in (31) gives
−
∫
Bh
e−ik·x+κy
[
κ (∂yφ+∇xφ · ∇xh) + ik · (∇xφ− (∂yφ)∇xh)
]
dx. (34)
Equation(3b) implies that ∇φ ·NB = 0 on Bh, so the first term in the above integrand vanishes.
Using the result in (33) we find that the expression in (34) becomes:∫
e−ik·x−κ(h0+h)(−ik · ∇xQ) dx. (35)
Now combining the results in (32), (35) and (31) we find that equation (31) reduces to the
following equation:∫
e−ik·x+κη (κηt + ik · ∇xq) dx−
∫
e−ik·x−κ(h0+h)(ik · ∇xQ) dx = 0. (36)
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By evaluating (36) at ±|κ| and adding/subtracting the resulting equations, we arrive at the
following result:
Proposition 1 (Irrotational Waves). The boundary value problem given in (3a)-(3c) is equiv-
alent to the pair of integro-differential equations:∫
e−ik·x
[
κηt sinh(κη) + ik · ∇xq cosh(κη)− ik · ∇xQ cosh(κ(h+ h0))
]
dx = 0 (37)
and ∫
e−ik·x
[
κηt cosh(κη) + ik · ∇xq sinh(κη) + ik · ∇xQ sinh(κ(h+ h0))
]
dx = 0 (38)
valid for each k ∈ Rn−1. These equations, together with the Bernoulli condition (8) constitute
three equations for the three unknowns (η, q,Q).
At this point we discuss some rigorous aspects of our approach. We consider appropriate
function spaces so that equations (37) and (38) are well-defined. Of course, one could impose
some artificial restrictions on the functions (η, q,Q) so that both integrals make sense, but it
is important to derive the appropriate function spaces from a more global point of view. For
instance, one could impose that both ∇xq, ∇xQ and ηt should be in L1(Rn−1), and that both
η and h be in L∞(Rn−1), but there would be no motivation for these constraints in relation to
the boundary value problem (3). Instead, we provide some physically motivated constraints to
the problem so that the the integral equations of the non-local approach make sense. We will
use some standard results from the theory of Sobolev spaces, and refer the unfamiliar reader
to the comprehensive account given in [3].
Our starting point is one based on physical grounds: we want to consider solutions to the
water wave problem for which the configuration of the system has finite energy. That is to say,
we are only interested in water waves for which the total energy:∫∫
Ω
1
2 |∇φ|2 dxdy +
∫ (
1
2gη
2 +
σ
ρ
(√
1 + |∇xη|2 − 1
))
dx,
is finite. Clearly this requires ∇φ ∈ L2(Ω), and noting√
1 + t2 − 1 ≤ t2, t ∈ R,
we see that it is sufficient that η ∈ H1(Rn−1). With this in mind, we seek to find functions
spaces such that the finite energy conditions are satisfied and our integral equations are well-
defined, given the a priori regularity conditions on η and ∇φ.
For concreteness, we first set the regularity of the free surface amplitude, η. The finite
energy condition means we need η ∈ Hs(Rn−1) for s ≥ 1. It is inevitable that the regularity
of η will change the required regularity of the other functions, so we proceed by adjusting s
accordingly so that the other estimates can be assessed.
With regards the potential φ: it would be beneficial, from our standpoint, to choose ∇φ in
a specific function space so that ∇xq and ∇xQ are both in L1(Rn−1), owing to the way in which
the functions appear in (37) and (38). That is to say, we want to classify X so that ∇φ ∈ X
guarantees that the trace of ∇φ, i.e. ∇φ|∂Ω, belongs to L1(∂Ω). To ensure the finite energy
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condition, we would need X ⊂ L2(Ω). Now it is known (e.g. [3]) that if ∂Ω is sufficiently nice,
the trace operator tr f = f |∂Ω provides the following continuous map:
tr : Hr(Ω)→ Hr−1/2(∂Ω) for r > 12 .
In this case, “sufficiently nice” would be for ∂Ω to be Ck with r ≤ k. To enforce this smoothness
on the boundary, and hence η, we must choose s > 12 (n− 1) + k. It would be enough for us to
choose ∇φ ∈ Hr(Ω) with r sufficiently large, so that Hr−1/2(∂Ω) ⊂ L1(∂Ω). Now the standard
embedding result
Hm/2(Rm) →֒ L1(Rm) (39)
suggests that we should choose r ≥ n2 . This is enough to make sure our non-local formulation
holds.
Lemma 1. The global relations (37) and (38) are well-defined if ∇φ ∈ Hs1(Ω) and η ∈
Hs1(Rn−1), where s1 ≥ n2 and s2 > n− 12 . In particular, we have the estimates:
‖∇xq‖L1 ≤ c1‖∇φ‖Hs1
‖∇xQ‖L1 ≤ c2‖∇φ‖Hs1
‖ηt‖L1 ≤ c3‖∇φ‖Hs1 ,
where ci, i = 1, 2, 3 are constants depending on the dimension n and ‖η‖Hs2 .
Proof. Note first that since s2 > n− 12 = 12 (n− 1)+ n2 , it follows that η ∈ C [n/2](Rn−1), where
the square bracket denote the integer part. In particular, this tells us that both ∇xη and η are
bounded, from which we deduce that the global relations (37) and (38) are well-defined if all
of ηt,∇xq,∇xQ are to be in L1(Rn−1). We now establish the estimates in the lemma.
Given ∇φ ∈ Hs1(Ω), we know that tr∇φ ∈ Hs1−1/2(∂Ω) since our assumption on the
regularity of η, hence ∂Ω, are enough to ensure the trace operator mapsHs1(Ω) toHs1−1/2(∂Ω).
This gives us the following estimates:
‖∇xq‖Hs1−1/2 ≤ ‖tr∇xφ‖Hs1−1/2 + ‖∇xη trφy‖Hs1−1/2
≤ ‖tr∇xφ‖Hs1−1/2 + ‖∇xη‖L∞‖trφy‖Hs1−1/2
≤ max{‖∇xη‖L∞ , 1}‖tr∇φ‖Hs1−1/2
≤ c′1‖∇φ‖Hs1 .
The result stated in the lemma follows from the embedding (39) and s1 ≥ n2 .
Finally, we see that the regularity of ηt is determined through (3), in particular we have
ηt = tr∇φ ·NS , i.e.
ηt = trφy −∇xη · tr∇xφ.
Using similar estimates as those for ∇xq, we find the required result.
Similar arguments can be used for the case of rotational water waves in 2 dimensions (see
§2.2).
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2.2 The Rotational Two-Dimensional Case
Let n = 2 and also confine attention to the case in which Bh = B0 is constant. Using a similar
approach to the irrotational case, we find the non-local integro-differential equation for the
pseudo-potential ϕ(x, t) and the wave height η(x, t):∫
Sη
e−ikx∓ky [i(ϕx + ϕyηx)∓ (ηxϕx − ϕy)] dx+
∫
B0
e−ikx∓ky [iϕx ± ϕy] dx = 0,
which is valid for k ∈ R. Invoking the boundary conditions (22b), (22c) and (23) this expression
becomes ∫
e−ikx∓kη
[
iξx ∓ (γηηx − ηt)
]
dx+
∫
e−ikx±kh0 iϕx(x,−h0, t) dx = 0.
Subtracting the above two expressions eliminates the B0 integral completely and we are left
with the global relation for two dimensional water waves with constant vorticity γ:∫
e−ikx
[
ξx sinh (k(η + h))− i(ηt − γηηx) cosh(k(η + h))
]
dx = 0,
where we have dropped the subscript on h. This leads us to the following proposition.
Proposition 2 (Two Dimensional Water Waves with Constant Vorticity). The boundary value
problem in (22a)-(22d) for (ϕ, η) is equivalent to the following pair of integro-differential equa-
tions for (ξ, η):∫
e−ikx
[
ξx sinh (k(η + h))− i(ηt − γηηx) cosh(k(η + h))
]
dx = 0, (40a)
ξt +
1
2ξ
2
x − γ∂−1x ηt + gη +
γη(2ηtηx − 2ξx + γη)
2(1 + η2x)
− (ηt + ηxξx)
2
2(1 + η2x)
= f(η), (40b)
where k ∈ R, ξ(x, t) = ϕ(x, η(x, t), t) is the pseudo-potential evaluated on Sη and f(η) is defined
in (4).
A similar formulation can be developed if S is allowed to become multivalued. Indeed, if
we assume S is a differentiable manifold embedded in R2 via x = X(λ, t) and y = Y (λ, t), with
|Y | → 0 at ∞, then a calculation similar to the previous result gives:
Proposition 3 (Two Dimensional Water Waves with Constant Vorticity and Multivalued Free
Surface). Let the free surface S be a 1-dimensional C2-manifold, and let its embedding in R2
be parameterised by X(λ, t) and Y (λ, t). Then the boundary value problem in (22a)-(22d) for
(ϕ,S) is equivalent to the following pair of integro-differential equations for (ξ,X, Y ):∫
e−ikX
[
ξ˙ sinh (k(Y + h))− i(X˙Yt − Y˙ Xt − γY Y˙ ) cosh(k(Y + h))
]
dλ = 0,
(41a)
ξt + gY − 12X2t − 12Y 2t − γ∂−1λ
(
X˙Yt − Y˙ Xt
)
+
γY (2X˙Y˙ Yt − 2X˙2Xt − 2ξ˙X˙ + γX˙2Y )
2(X˙2 + Y˙ 2)
+
(ξ˙ − X˙Xt − Y˙ Yt)2
2(X˙2 + Y˙ 2)
− σ X˙Y¨ − Y˙ X¨
(X˙2 + Y˙ 2)3/2
= 0,
(41b)
where k ∈ R, ξ(λ, t) = ϕ(X(λ, t), Y (λ, t), t) is the pseudo-potential evaluated on S.
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2.3 Travelling Water Waves
Let us consider again travelling wave solutions to (40), so that η = η(x− ct) and ξ = ξ(x− ct).
Setting z = x − ct and denoting differentiation with respect to z with a prime, the equations
(40) become: ∫
e−ikx
[
ξ′ sinh (k(η + h)) + i(cη′ + γηη′) cosh(k(η + h))
]
dx = 0, (42a)
−cξ′ + 12 (ξ′)2 + (g + γc)η +
γη(−2c(η′)2 − 2ξ′ + γη)
2(1 + (η′)2)
− (−cη
′ + η′ξ′)2
2(1 + (η′)2)
= f(η). (42b)
We recall that that (42b) is a quadratic in ξ′(z) which can be solved to give:
ξ′(z) = γη + c−
√
(1 + (η′)2) (c2 + f(η)− 2gη), (43)
Replacing in equation (42a) ξ by the right hand side of (43), equation (42a) becomes a single
equation for the unknown η. In the case of zero vorticity and zero surface tension, the expression
simplifies considerably and the global relation (42a) becomes:∫
e−ikz
[(
1−
√
(1 + (η′)2)
(
1− 2gc2 η
))
sinh(k(η + h)) + iη′ cosh(k(η + h))
]
dz = 0.
3 Formal Asymptotic Results for the Two-Dimensional
Rotational Case
In this section we non-dimensionalise the equations in (40) and approach the problem perturba-
tively. Throughout this section we make the assumption that each of {η, ηt, ηx, ξx} are bounded
and have sufficient decay at ∞ so that the results that follow remain valid. The rigorous justi-
fication of these results should be achieved using similar arguments to those in §3, but this is
not persued here. We suppose ℓ is a typical length scale for the wavelengths and a is a typical
amplitude of oscillation. Then we make the following substitutions:
x 7→ ℓx, k 7→ k
ℓ
, t 7→ ℓ√
gh
t, ξ 7→ gℓa√
gh
ξ, η 7→ aη, γ 7→
√
g
h
γ.
We introduce the dimensionless parameters (ǫ, δ) defined by:
ǫ =
a
h
, δ =
h
ℓ
,
which are assumed to be small. In this case (40a) becomes:∫
e−ikx
{
δ−1ξx sinh[δk(ǫη + 1)]− i[ηt − ǫγηηx] cosh[δk(ǫη + 1)]
}
dx = 0. (44)
It is straightforward to individually dominate the terms appearing in the integrand, assuming
appropriate bounds on ‖ξx‖L1, ‖η‖L∞ and ‖ηt‖L1 . An application of the dominated convergence
theorem allows us to expand the relevant expressions as a power series in (ǫ, δ), so (44) yields
the following expression:
∞∑
n,m=0
ǫnδm
∫
e−ikxAnm(k, η, ηt, ξ) dx = 0.
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Using the correspondence between ∂x 7→ ik in the Fourier integral for a finite number of terms
(so the relevant expression is well-defined in a classical sense) the same equation yields the
following:
finite∑
n,m=0
ǫnδm
∫
eikxAnm(i∂, η, ηt, ξ) dx+
∞∑
n,m
ǫnδm
∫
eikxAnm(k, η, ηt, ξ) dx = 0.
It is straightforward to bound the terms in the latter integral so the sum is O(ǫM δN ) for some
specified M,N . Using the completeness of the Fourier transform we deduce:
finite∑
n,m=0
ǫnδmAnm(η, ηt, ξ) ∼ 0,
where for convenience of notation we have droppped the i∂ dependence. The first few Anm can
be easily computed:
A(η, ηt, ξ) =


ηt + ξxx 0 − 12ηtxx − 16ξxxxx · · ·
(ηξx)x − γηηx 0 −(ηηt)xx − 12 (ηξx)xxx + 12γ(ηηx)xx · · ·
0 0 − 12 (η2ηt)xx − 12 (η2ξx)xxx + γ(η2ηx)xx · · ·
...
...
...
. . .

 . (45)
We note that each of the coefficients is real, and hence (44) is one equation. This is expected,
otherwise equations (40) would constitute an over-determined system of equations for the un-
knowns (η, ξ).
Now we look at the equation (40b) for (η, ξ). Using the non-dimensional parameters this
equation becomes:
ξt +
1
2ǫξ
2
x − γ∂−1x ηt + η
+
ǫγη(2ǫδ2ηηx − 2ξx + γη)
2(1 + ǫ2δ2η2x)
− ǫδ
2(ηt + ǫηxξx)
2
2(1 + ǫ2δ2η2x)
− δ2σˆ
(
ηx√
1 + ǫ2δ2η2x
)
x
= 0, (46)
where σˆ ≡ σ/gh2 is the reciprocal of the bond number. Again we expand the expression in
terms the dimensionless parameters (ǫ, δ) to find a series of the form:
finite∑
n,m=0
ǫnδmBnm(η, ηt, ξ, ξt) ∼ 0.
Again, the computation of the coefficients Bnm straightforward:
B(η, ηt, ξ, ξt) =


ξt + η − γ∂−1x ηt 0 −σˆηxx · · ·
1
2ξ
2
x − γηξx + 12γ2η2 0 − 12η2t · · ·
0 0 −ηtηxξx · · ·
...
...
...
. . .

 . (47)
The above analysis yields a graded system of equations according to the perturbation pa-
rameters (ǫ, δ).
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3.1 Solitons and Perturbed Hamiltonian Structure
In this section we consider the governing equations at each order, using the expressions obtained
in (45) and (47). We first investigate the Hamiltonian structure of these equations at each
O(ǫN δM ), and then demonstrate the existence of solitons at an appropriate truncation. It will
be advantageous to introduce the function
Order
(
ǫ0δ0
)
: To lowest order the evolution equations are:
ηt = −ξxx, (48a)
ξt − γ∂−1x ηt = −η. (48b)
The right hand side of (48) are in Hamiltonian with respect to (η, ξ) with the Hamiltonian
density:
H00(η, ξ) = 12
∫
(η2 + ξ2x) dx
and the standard symplectic structure. That is to say, (48) can be written in the form:
∂t
(
η
ξ − γ∂−1x η
)
= JδH00, where J =
(
0 1
−1 0
)
and δ =
(
δη
δξ
)
.
Here δη represents the usual varitational derivative with respect to η.
Order
(
ǫ1δ0
)
: To next order the equations are:
ηt = −ξxx − ǫ(ηξx)x + ǫγηηx, (49a)
ξt − γ∂−1x ηt = −η − 12ǫξ2x + ǫγηξx − 12ǫγ2η2. (49b)
In the same sense, the right hand side of this system is again Hamiltonian with the following
Hamiltonian density:
H10(η, ξ) = H00(η, ξ) + 12ǫ
∫ (
ηξ2x + 2γηηxξ +
1
3γ
2η3
)
dx.
Indeed (49) can be written in the form:
∂t
(
η
ξ − γ∂−1x η
)
= JδH10.
Order
(
ǫ1δ1
)
: There is no contribution at this order from the perturbation expansion, so the
equations remain unchanged:
∂t
(
η
ξ − γ∂−1x η
)
= JδH11,
where we have set H11 = H10 + 0.
Order
(
ǫ0δ2
)
: At this order these exists a slight complication, because the RHS of the evolution
equations involves ηt:
∂t
(
η
ξ − γ∂−1x η
)
= JδH11 + δ2
(
1
2ηtxx +
1
6ξxxxx
σˆηxx
)
.
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However, by using the expression for ηt recursively, we can express the RHS in terms of (η, ξ)
and x-derivatives thereof. One must keep track of the order of the relevant terms in the recursive
routine. Implementing this approach gives to O(δ2) the following equations:
∂t
(
η
ξ − γ∂−1x η
)
= JδH11 + δ2
(− 13ξxxxx
σˆηxx
)
.
The right hand side of this system is again Hamiltonian with respect to the Hamiltonian density
given by
H02 = H11 + 12δ2
∫
(σˆη2x − 13ξ2xx) dx.
Order
(
ǫ1δ2
)
: Computing the relevant O(ǫδ2) terms through the recursion process, we find
the following augmented Hamiltonian system:
∂t
(
η
ξ − γ∂−1x η
)
= JδH02 + ǫδ2
(−(ηξxx)xx
1
2ξ
2
xx
)
.
The associated Hamiltonian density is:
H12 = H02 − 12ǫδ2
∫
ξ2xxη dx.
The above analysis suggests that at each order the system takes the form
∂t
(
η
ξ
)
= JδHij +
(
0
γ∂−1x ηt
)
.
Using the first of these equations, ηt = δξHij , this can be written
∂t
(
η
ξ
)
= J(γ)δHij , J(γ) =
(
0 1
−1 γ∂−1x
)
where Hij is an element of the infinite chain of Hamiltonians
H00

H01 // H02
||yy
y
y
y
y
y
y
H03
H10
<<
y
y
y
y
y
y
y
y
H11
||yy
y
y
y
y
y
y
H12
<<
y
y
y
y
y
y
y
y
H20

H21
<<
y
y
y
y
y
y
y
y
H30
<<
y
y
y
y
y
y
y
y
and J(γ) represents the perturbed symplectic structure.
Conjecture 1. The full system has a perturbed Hamiltonian structure, where the perturbation
is defined by the perturbed symplectic form J(γ) and the follwing Hamiltonian:
H =
∞⊕
n=0
∞⊕
m=0
Hnm
where the grading is with respect to the perturbation parameters (ǫ, δ).
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It is important to establish the context of the perturbation expansion in this conjecture.
Our formulation suggests a perturbed symplectic Hamiltonian structure for the full rotational
water wave problem in two dimensions, in the form:
∂t
(
η
ξ
)
= J(γ)
(
δη
δξ
)( ∞∑
n,m=0
ǫnδmHnm
)
.
That is to say, we claim there is a way to “sum up” the series above. This is in contrast
to the usual perturbative approach to Hamiltonian systems, in which one makes perturbative
expansions for the Hamiltonian and the symplectic form (e.g. [15]).
We note that our results are in agreement with the work of [8], where the authors constructed
a nearly Hamiltonian structure for water waves with constant vorticity using the Hilbert trans-
form of the stream function on the free surface. It is well known that the Hilbert transform
relates the boundary data for harmonic functions and their conjugates. In light of this, it is
not surprising that our formulation is explicit, given that we have chosen to work with the
harmonic conjugate of the stream function, rather than the stream function itself.
From this point onwards we truncate the equations at O(ǫN δM ), with N +M > 2. This
gives us the perturbed Hamiltonian system:
∂t
(
η
ξ
)
= J(γ)
(
δη
δξ
)∫
1
2
[(
η2 + ξ2x
)
+ ǫ
(
ηξ2x + 2γηηxξ +
1
3γ
2η3
)
+ δ2(σˆη2x − 13ξ2xx)
]
dx
=
( −ξxx − ǫ(ηξx)x + ǫγηηx − 13δ2ξxxxx
−η − γξx − 12ǫξ2x + δ2σˆηxx − 13γδ2ξxxx
)
. (50)
Eliminating η from equations (50) and discarding terms of order O(ǫN δM ) with N +M > 2 we
find the equation:
ξtt − ξxx + γξxt + ǫ
(
(2 + γ2)(ξxtξx + γξxξxx) + (1 + γ
2)ξxxξt + γξtξxt
)
+ δ2
(
σˆ − 13
)
ξxxxx +
1
3γδ
2ξxxxt = 0. (51)
A formal analysis of the linearisation of (51) using normal modes shows that solutions will be
unstable unless σˆ > 1/3. This is in accordance with the rigorous results for irrotational water
waves, e.g. [16]. To this end we assume σˆ > 1/3 so the corresponding solutions are stable and
physically meaningful. We now consider (51) in two classical scaling regimes and provide a
reduction to a nonlinear evolution equation which admits solitons.
3.2 Soliton Equations
In this section we consider solitary wave solutions to (51) in two physically important scaling
regimes.
3.2.1 KdV Scaling Regime with Small Vorticity
In this case the weak nonlinearity and the weak dispersion balance in the form ǫ = δ2, valid for
shallow water. We also assume the vorticity is O(ǫ), so we make the replacement γ 7→ ǫγ. We
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use the slow time scale T = ǫt and go to a moving frame X = x − t. Setting ξ = ξ(X,T ) and
denoting ξX = ζ, the equation (51) becomes:
− 2ζT − γζX − 3ζζX +
(
σˆ − 13
)
ζXXX = 0. (52)
This is the celebrated KdV equation. In this case the solitary wave solutions are
ξ′(z) = (2c− γ)sech2
[√
γ − 2c
σˆ − 13
(z − z0)
2
]
. (53)
It is clear that we need γ > 2c for existence in this case. Setting η = η(z) in (50) and integrating
up we find the following quadratic in η:
1
2γ(ǫη)
2 + (c− ξ′)ǫη − (ξ′ + 13ξ′′′) = 0.
In the case γ 6= 0, we find the following two solutions:
η(z) =
ξ′ − c±
√
(ξ′ − c)2 + 2γ(ξ′ + 13ξ′′′)
ǫγ
(54)
of which only the (+) solution obeys η → 0 as |z| → ∞. These solutions are valid when the
term in the square root is positive and the steepness of the corresponding wave increases as
this term approaches zero. It is clear from (54) these solutions break down if(
dξ
dz
− c
)2
+ 2γ
(
dξ
dz
+
1
3
d3ξ
dz3
)
≤ 0 (55)
for some value of z. Using (53), this results in a transcendental equation for z. However,
note that (52), after one integration, gives ξ′′′ in terms of ξ′. Consequently (55) becomes the
following quadratic in ξ′:[
1 +
γ
σˆ − 13
]
(ξ′)2 + 2
[
γ − c+ γ(γ − 2c)
3(σˆ − 13 )
]
ξ′ + c2 ≤ 0
By examining the discriminant of this quadratic, one can identify a subset of the parameter
space (σˆ, c, γ) for which the solution (54) are well-defined.
3.2.2 Weak Nonlinear-Dispersion Balance
In the balance between nonlinearity (governed by ǫ ≪ 1) and dispersion (δ ≪ 1) one assumes
the two fundamental length scales are comparable, so we set ǫ = δ. We then operate with the
fast scales ǫX = x, ǫT = t. In this regime the equation (51) transforms to:
ξTT − ξXX + γξXT + (2 + γ2)(ξXT ξX + γξXξXX) + (1 + γ2)ξXXξT + γξT ξXT
+
(
σˆ − 13
)
ξXXXX +
1
3γξXXXT = 0 (56)
For solitons, we look for travelling wave solutions of the form ξ = ξ(X− cT ). Using this ansatz
in (56) we get:
(c2 − 1− γc)ξ′′ + ((2 + γ2)(γ − c)− c(1 + γ2) + c2γ)ξ′ξ′′ + (σˆ − 13 − 13γc) ξ′′′′ = 0 (57)
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where the prime denotes differentiation with respect to z = X−cT . Integrating up the equation
in (57) we find the classical sech2 soliton solution:
ξ′(z) = A(γ, c) sech2
[√
c2 − (1 + γc)
1
3 (1 + γc)− σˆ
(z − z0)
2
]
, (58a)
where the amplitude is given by
A(γ, c) = 3
[
1 + γc− c2
(2 + γ2)(γ − c)− c(1 + γ2) + c2γ
]
. (58b)
The corresponding expression for the amplitude is given by (54). As with the KdV scaling
regime, we can identify a subset of the parameter space for which these solutions are well-
defined. The condition in (55) is now suplimented with (57) which, after one integration,
gives ξ′′′ in terms of ξ′ and (ξ′)2. Examining the discriminant of the resulting quadratic gives
sufficient conditions for the amplitude to be well-defined.
4 A Rigorous Derivation of the Linear Limit of Irrota-
tional Water Waves
Here we concentrate on the nonlinear boundary value problem described by (3a)-(3c) and (8) in
the case Bh ≡ B0 is constant. We are interested in the asymptotic reduction of these equations
to the linear limit, given certain smallness conditions on the norms of the functions in the
relevant function spaces.
For ultimate flexibility we work with the space of tempered distributions S ′(Rn−1), on
which the Fourier transform:
Fx 7→k : f 7→ fˆ(k) =
∫
e−ik·xf(x) dx
is defined using the duality with S(Rn−1), the space of Schwartz functions: smooth functions
with rapid decay.
Evaluating the integro-differential equations in Proposition 1 for h = 0, i.e Bh constant, we
find: ∫
e−ik·x
[
κηt sinh(κη) + ik · ∇xq cosh(κη)− ik · ∇xQ cosh(κh0)
]
dx = 0 (59)
and ∫
e−ik·x
[
κηt cosh(κη) + ik · ∇xq sinh(κη) + ik · ∇xQ sinh(κh0)
]
dx = 0. (60)
Now multiplying (59) by sinh(κh0) and (60) by cosh(κh0) and adding, we find the following
equations: ∫
e−ik·x
[
κηt cosh(κ(η + h0)) + ik · ∇xq sinh(κ(η + h0))
]
dx = 0. (61)
This integro-differential equation is valid for k ∈ Rn−1 and constitutes the global relation for
the problem in (3a)-(3c) in the particular case where Bh is constant. Our aim is to make
suitable approximations in (61) and to bound the relevant errors.
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The linear limit is found by assuming (η,∇xq) and certain derivatives thereof are small, in
an appropriate sense, and discarding terms that are smaller. We work on S ′(Rn−1) with the
following assumptions:
‖η‖L∞ < ǫ, ‖ηt‖L1 < ǫ, ‖∇xq‖L1 < ǫ,
for small ǫ. These estimates can be realised by restricting ‖∇φ‖Hs1 (Ω) and ‖η‖Hs2 are suffi-
ciently small, and using arguments analogous to those used in the proof of lemma 1.
We now concentrate solely on the first term in the first integral in (61), since the results for
the other two terms can be derived analogously.
Lemma 2. Let ηˆ denote the Fourier transform of η ∈ S ′(Rn−1) and let the norms ‖∇φ‖Hs1
and ‖η‖Hs2 appearing in Lemma 1 be such that::
max{‖ηt‖L1 , ‖η‖L∞} < ǫ.
Then the following estimate holds:∫
e−ik·x
ηt cosh(κ(η + h0))
cosh(κ(ǫ + h0))
dx = ηˆt +O(ǫ
2),
valid for κ < O(1/ǫ).
Proof. We breifly outline how to prove the following basic estimate:∣∣∣∣∣
∫
e−ik·x
ηt cosh(κ(η + h0))
cosh
(
κ(ǫ+ h0)
) dx− ηˆt
∣∣∣∣∣ < 2 (1− e−2κǫ) ǫ.
First we note that the LHS can be written as:
1
cosh
(
κ(ǫ+ h0)
) ∣∣∣∣
∫
e−ik·x
[
ηt cosh(κ(η + h0))− ηt cosh(κ(ǫ + h0))
]
dx
∣∣∣∣ . (62)
Given that ‖η‖L∞ < ǫ, the following identity holds almost everywhere in Rn−1:
cosh
(
κ(η + h0)
)− cosh (κ(ǫ + h0)) = eκ(h0+ǫ)
(
1− e−κ|η−ǫ|)
2
+ e−κ(h0+ǫ)
(
1− e−κ|η+ǫ|)
2
Using this in (62) we find:∣∣∣∣∣
∫
e−ik·x
ηt cosh(κ(η + h0))
cosh
(
κ(ǫ+ h0)
) dx− ηˆt
∣∣∣∣∣ ≤ e
κ(h0+ǫ)
cosh
(
κ(h0 + ǫ)
) ∫ |ηt|(1− e−κ|η−ǫ|) dx
≤ 2(1− e−2κǫ)‖ηt‖L1 .
Using the a priori bound ‖ηt‖L1 < ǫ, the result follows.
Remark 1. The bound in lemma 2 can be made sharper if ηt ∈ Hs(Rn−1) (s > 1) with
‖ηt‖Hs < ǫ, and then use integration by parts s times. However, to do this we would require
more restrictive estimates for ‖∇φ‖ and ‖η‖. This would improve our bound by some algebraic
order in k, but the bound is not uniform in κ. The asymptotic estimate in lemma 2 is valid
for κ < O(1/ǫ), which means that the estimate is valid for sufficiently large wavelengths. To
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understand the shorter wave length dynamics, we would need more knowledge of the smoothness
of the functions appearing in (61). If the functions are smooth, then the rapid oscillations as
|k| → ∞ owing to the exp(ik · x) term would counter the growth and global estimates could be
established.
The second term in (61), i.e the term∫
e−ik·xk · ∇xq sinh(κ(η + h0)) dx,
can be estimated in an entirely analagous fashion with the previous result. Indeed, using a
similar argument and the a priori bound ‖qx‖L1 < ǫ we find:∣∣∣∣
∫
e−ik·x
(
ik · ∇xq sinh(κ(η + h0))
cosh(κ(ǫ + h0))
− ik · ∇xq tanh[κh0]
)
dx
∣∣∣∣ < 2 (1− e−2ǫκ) ǫ. (63)
Then using ∇x 7→ ik in the Fourier integral, we arrive at the following result:
Lemma 3. Let qˆ denote the Fourier transform of q ∈ S ′(Rn−1) and let the norms ‖∇φ‖Hs1
and ‖η‖Hs2 appearing in Lemma 1 be such that::
max{‖η‖L∞, ‖∇xq‖L1} < ǫ.
Then the following estimate holds:∫
e−ik·x
[
ik · ∇xq sinh(κ(η + h0))
cosh(κ(h0 + ǫ))
]
dx = −κ tanh[κh0]qˆ +O(ǫ2),
valid for κ < O(1/ǫ).
The results in lemmas 2 and 3 provide us with a rigorous linear reduction of (61) valid for
sufficiently long wave lengths, as summarised in the following.
Proposition 4. Let (q, η) satisfy the boundary value problem in (3a)-(3c) for the case of the
flat bottom Bh = B0. Let the norms ‖∇φ‖Hs1 and ‖η‖Hs2 appearing in Lemma 1 be such that:
max{‖ηt‖L1, ‖η‖L∞ , ‖∇xq‖L1} < ǫ.
Then the following estimate is valid
ηˆt − κ tanh[κh0]qˆ = O(ǫ2), (64)
for κ < O(1/ǫ).
Proof. As a consequence of the global relation (61), we observe the identity:
ηˆt − κ tanh[κh0]qˆ =
(
ηˆt −
∫
e−ik·x
ηt cosh(κ(η + h0))
cosh(κ(h0 + ǫ))
dx
)
−
(
κ tanh[κh0]qˆ +
∫
e−ik·x
[
ik · ∇xq sinh(κ(η + h0))
cosh(κ(h0 + ǫ))
]
dx
)
, (65)
which holds for all k ∈ Rn−1. The result follows from an application of lemmas 2 and 3.
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In what follows we will use the same contraints on (η, q) and linearise the Bernoulli equation
in the Fourier space, so that we find an additional equation that couples η and q, or rather ηˆ
and qˆ.
Recall that the Bernoulli condition reads
qt +
1
2 |∇xq|2 + gη −
(ηt +∇xη · ∇xq)2
2(1 + |∇xη|2) =
σ
ρ
∇x ·
(
∇xη√
1 + |∇xη|2
)
. (66)
It is convenient to rewrite (66) as follows
qt + gη − σ
ρ
∆η +N(q, η) = 0, (67)
where ∆ is the standard Laplacian on Rn−1 and N(q, η) is defined as
N(q, η)
def
= 12 |∇xq|2 +
σ
ρ
∇x ·
(
∇xη√
1 + |∇xη|2
−∇xη
)
− (ηt +∇xη · ∇xq)
2
2(1 + |∇xη|2) . (68)
By applying the Fourier transform to (67) it can be shown that under the assumption that
‖η‖H2 and ‖∇xq‖L2 are sufficiently small, Nˆ(q, η) is negligable so that the linear terms in (67)
are a good approximation for the dynamics. These estimates on ‖η‖ and ‖∇xq‖ can be obtained
by choosing ‖∇φ‖Hs1 and ‖η‖Hs2 of lemma 1 are sufficiently small. For example, ‖∇xq‖L2 is
dominanted since s1 − 12 ≥ 12 (n− 1) so that
Hs1−1/2(Rn−1) →֒ L2(Rn−1).
Using similar estimates to those in lemmas 2 and 3 (see appendix) we arrive at the following
result.
Proposition 5. Let (q, η) satisfy the Bernoulli condition (66). Let the norms ‖∇φ‖Hs1 and
‖η‖Hs2 appearing in Lemma 1 be such that:
max{‖ηt‖L2, ‖η‖H2 , ‖qx‖L2} < ǫ.
Then the following estimate is valid
qˆt + gηˆ +
σ
ρ
κ2ηˆ = O(ǫ2) (69)
uniformly in κ.
Remark 2. The results from Propositions 4 and 5 yield the classical dispersion relation for
linearised water waves. Indeed, differentiating (64) with respect to t and using (69) we find the
following equation for ηˆ:
ηˆtt + κg tanh[κh0]
(
1 +
σ
gρ
κ2
)
ηˆ = 0,
where we have discarded the O(ǫ2) terms.
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5 Conclusions
We have presented the following generalisations of the results of [1]: (a) We have extended and
rigorously described the linearisation procedure; (b) we have considered the case of constant
vorticity; and (c) we have incorperated the effect of a multi-valued free surface. Also, following
[11], we have derived an upper bound for the wave height in the case of constant vorticity and
non-zero surface tension.
We recall that [10] introduced an elegant Dirichlet to Neumann operator G(η) associated
with the velocity potential and also obtained a series for the operator G(η), valid for small η.
The integral equations presented in [1] and here, can be considered as the summation of the
above series, i.e. the series of [10] is the Neumann series of the integral equations derived by
[1] and here.
It appears that the new formulation provides an alternative, perhaps simpler approach, for
(a) the numerical investigation of water waves; (b) the derivation of various asymptotic limits;
(c) the rigorous analysis of water waves.
Regarding (a), we recall that two-dimensional lumps were computed by [1] in the case of
sufficient surface tension.
Regarding (b) we recall that various asymptotic equations, including the Boussinesq, Benney-
Luke and the nonlinear Schro¨dinger equations, were derived by [1]. Similarly, an appropriate
Boussinesq type equation in the case of constant vorticity is found in §4. We observe that
these equations have been derived by several other authors, however, it appears that the new
formulation provides a straightforward way of deriving these equations. For example, regarding
our results in §4, we note that [6] uses a perturbative approach which involves solving many
PDEs arising from the consistency of the perturbation expansion with the boundary conditions.
To solve these PDEs, the author confines attention to seperable solutions. The entire paper
is devoted to computing the first few coefficients of the perturbation expansion. The author
comments that this method is unweildy at anything beyond second order. Our paper gives a
more direct approach, and can easily be extended to higher orders.
Regarding (c) we have shown in §5 that standard PDE techniques can be used for the
rigorous analysis of water waves, at least in the linear limit. The new formulation suggests a
rigorous methodology which differs drastically from that employed in the important works of
[4, 7, 18]; the extension of the results of §5 to the nonlinear problem is a work in progress.
Finally, we note that in the classical works of [5], the author does not include the effect
of surface tension. In contrast, our formulation also includes the effect of surface tension.
Furthermore, our formalism can easily be extended to the three dimensional case. The main
advantages of the new approach presented by [1] and in this paper, are a consequence of the
explicit nature of the equations in Propositions 1, 2 and 3.
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6 Appendix
Here we prove the result in Proposition 5. It suffices to prove the estimate:
‖N(η, q)‖L1 = O(ǫ2)
given that max{‖η‖H2 , ‖q‖H1‖} < ǫ. Recall that:
N(q, η)
def
= 12 |∇xq|2 +
σ
ρ
∇x ·
(
∇xη√
1 + |∇xη|2
−∇xη
)
− (ηt +∇xη · ∇xq)
2
2(1 + |∇xη|2) .
The following estimate is clear from the definition:
‖eik·xN(η, q)‖L1 ≤ 12‖∇xq‖2L2 + σρ
∥∥∥∥∇x ·
(
∇xη√
1+|∇xη|2
−∇xη
)∥∥∥∥
L1
+ 12
∥∥∥∥ηt+∇xη·∇xq√1+|∇xη|2
∥∥∥∥
2
L2
.
The first term is clearly O(ǫ2) since ‖q‖H1 < ǫ. For the third term, we use the estimate∥∥∥∥ηt+∇xη·∇xq√1+|∇xη|2
∥∥∥∥
2
L2
≤
(
‖ηt‖L2 +
∥∥∥∥|∇xq|
[
|∇xη|√
1+|∇xη|2
]∥∥∥∥
L2
)2
≤ (‖ηt‖L2 + ‖∇xq‖L2)2 (70)
which gives the required O(ǫ2) bound. For the second term, note that∥∥∥∥∥∇x ·
(
∇xη√
1 + |∇xη|2
−∇xη
)∥∥∥∥∥
L1
≤
∥∥∥∥∥
(
1√
1 + |∇xη|2
− 1
)
∆η
∥∥∥∥∥
L1
+
∑
i,j
∥∥∥∥ ηiηjηij(1 + |∇xη|2)3/2
∥∥∥∥
L1
where ηi ≡ ∂η/∂xi. Rewriting the second term, we observe the following estimate:∑
i,j
∥∥∥∥ ηiηjηij(1 + |∇xη|2)3/2
∥∥∥∥
L1
=
∑
i,j
∥∥∥∥
(
ηi
(1 +
∑
k η
2
k)
3/2
)
ηijηj
∥∥∥∥
L1
≤
∑
i,j
∥∥∥∥
(
ηi
(1 + η2i )
3/2
)
ηijηj
∥∥∥∥
L1
≤
∑
i,j
2
3
√
3
‖ηijηj‖L1
≤
∑
i,j
2
3
√
3
‖ηij‖L2‖ηj‖L2 , (71)
where we applied the Cauchy-Schwarz inequality. Similarly, we find∥∥∥∥∥
(
1√
1 + |∇xη|2
− 1
)
∆η
∥∥∥∥∥
L1
≤ 12‖∇xη‖L2‖∆η‖L2. (72)
Combining (71) and (72) we find∥∥∥∥∥∇x ·
(
∇xη√
1 + |∇xη|2
−∇xη
)∥∥∥∥∥
L1
≤ ‖η‖2H2 . (73)
From the estimates in (70) and (73) it is follows that ‖N(η, q)‖L1 = O(ǫ2).
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