Abstract. We provide an elementary proof of the equivalence of various notions of uniform hyperbolicity for a class of GL(2, C) cocycles and establish a Johnson-type theorem for extended CMV matrices, relating the spectrum to the points on the unit circle for which the associated Szegő cocycle is not uniformly hyperbolic.
Introduction
This paper discusses an interface between dynamical systems and spectral theory. Specifically, there is an intimate relation between hyperbolicity of GL(2, C) cocycles and the spectra of certain finite-difference operators on ℓ 2 (Z). This connection goes back to the landmark paper of Johnson [6] , in which he characterizes the spectra of a class of self-adjoint linear differential operators as the set of energies for which the associated differential equation fails to admit an exponential dichotomy.
The present paper originally came about as the authors were writing [3] , which relies heavily on this connection to prove that the one-dimensional ferromagnetic Ising model does not exhibit a phase transition in the thermodynamic limit. In order to understand this particular interface between dynamics and spectra, we needed to make use of several different equivalent notions of uniform hyperbolicity. The equivalence of these notions is well-known to experts in the field, but we were unable to locate a satisfactorily complete proof of this fact in the literature, so we decided to write an appendix to [3] to accomplish precisely that goal. As we began to write, we realized that one could recover the aforementioned characterization of the spectra of CMV matrices in a very simple manner by way of generalized eigenfunctions, which led to a second appendix elucidating this point of view. In particular, even though this connection between resolvent sets and uniform hyperbolicity for CMV matrices is well-known (it is essentially [4, Theorem 5.1]), we feel that the proof contained therein is a worthwhile addition to the literature as it is more constructive and elementary than Geronimo-Johnson's proof. Ultimately, the appendices were too long to be included in the published version of [3] , but we still feel that detailed proofs of these theorems should have a place in the literature.
Let us now state the results precisely. To fix notation, let CP 1 denote the complex projective line, the set of one-dimensional complex subspaces of C with a topology homeomorphic to that of the sphere S 2 . Let G ⊆ GL(2, C) denote the group of matrices whose determinant has absolute value one. In particular, G contains the groups SL(2, R), O(2), U(2), U(1, 1), among others. If M ∈ GL(2, C), then the action of M on C 2 descends to a map on CP 1 which we will denote by the same letter. Now, fix a compact metric space Ω, a homeomorphism T : Ω → Ω, and a continuous map A : Ω → G. We define the associated cocycle (T, A) :
For n ∈ Z, define A n : Ω → G by
, so that iterates of the skew product obey (T, A) n = (T n , A n ). The following definition collects the various notions which we will relate to hyperbolicity of (T, A).
Definition. We say that a cocycle (T, A) exhibits uniform exponential growth if there are constants, C > 0, λ > 1 with the property that
for all n ∈ Z and ω ∈ Ω. We say that (T, A) admits an invariant exponential splitting if there exist constants c > 0, L > 1 and continuous maps Λ s , Λ u : Ω → CP 1 such that the following statements hold.
(a) (Invariance) For all ω ∈ Ω, one has
One can paraphrase (3) by saying that vectors in Λ s decay exponentially in forward time, while vectors in Λ u decay exponentially in reverse time. Lastly, we say that (T, A) enjoys a Sacker-Sell solution if there exist ω ∈ Ω and v ∈ S 3 := v ∈ C 2 : v = 1 so that
for every n ∈ Z (compare [12] , [13] , and [14] ). 
Definition. Whenever one (and hence all) of the conditions above hold, we say that the cocycle (T, A) is uniformly hyperbolic, which we sometimes denote by (T, A) ∈ UH.
The main elements of Theorem 1 can be found in, for example, [2] , [15] , and [16] (some similar ideas can also be found in [7, Theorem 8.1] , though the authors in this case are mainly interested in subordinacy). However, we feel that our presentation does fill a gap left by other work. In particular, the canonical reference for Theorem 1, [15, Proposition 2], does not prove the exponential decay estimates in the implication (a) =⇒ (b). Additionally, although [2, Theorem A] is much more general than the equivalence (a) ⇐⇒ (b) in our statement of Theorem 1, their proof uses some potent weaponry from ergodic theory, while our proof is entirely constructive and deterministic. Large portions of our exposition in Section 2 are inspired by Zhang's preprint -however, [16] appeals to an invariant cone criterion, while our argument is more self-contained.
We may use the characterizations of hyperbolicity to study the spectra of twosided CMV matrices, which are unitary operators on ℓ 2 (Z) constructed as follows. Take a sequence (α n ) n∈Z , where α n ∈ D := {z ∈ C : |z| < 1} for each n ∈ Z. The corresponding extended CMV matrix enjoys the following matrix representation with respect to the standard basis of ℓ 2 (Z):
, where ρ n = 1 − |α n | 2 1/2 . A particularly interesting situation is the case in which the α's are obtained by sampling along the orbits of some topological dynamical system. Specifically, let Ω and T be as before, and suppose f : Ω → D is continuous. For each ω ∈ Ω, one obtains a corresponding extended CMV matrix E ω defined by α ω (n) = f (T n ω). The study of E ω is intimately related to the Szegő cocycle, defined by A z (ω) = S(f (ω), z), where z ∈ ∂D and
Specifically, we have the following theorem.
Theorem 2. If (Ω, T ) is minimal, then there is a uniform compact set Σ ⊆ ∂D with σ(E ω ) = Σ for every ω ∈ Ω. Moreover, this uniform spectrum is characterized as Σ = ∂D \ U , where
For Schrödinger operators, certain spectral characterizations are more naturally made in terms of generalized eigenfunctions and others in terms of transfer matrices, but the two are very closely related since generalized eigenfunctions are generated by the transfer matrices. However, for CMV matrices, the recursion relation for generalized eigenfunctions is not given by the standard transfer matrices (generated by the Szegő cocycle), but instead by transfer matrices generated by the GesztesyZinchenko [5] cocycle. In our proof of Theorem 2, we note a simple relation between the two cocycles which ultimately allows us to relate uniform hyperbolicity of the Szegő cocycle to exponential asymptotics of generalized eigenfunctions and prove Theorem 2. This relation has other applications; in [8] it will be used to conclude boundedness of generalized eigenfunctions from a Prüfer variable approach adapted to the Szegő cocycle.
The structure of the paper is as follows. In Section 2, we prove Theorem 1. In Section 3 we first present a CMV version of a standard result for Schrödinger operators which characterizes the spectrum as the closure of the set of generalized eigenvalues. The proofs are simple modifications of those in the Schrödinger case, but we opted to present them here for the convenience of the reader. It is worth pointing out that this discussion of generalized eigenfunctions is a special case of general, powerful results; see [1] . Finally, we then use this characterization of the spectrum together with Theorem 1 to prove Theorem 2.
Uniform Hyperbolicity
Given a cocycle (T, A), it is helpful to be able to relate behavior of A n on the right half-line to its behavior on the left half-line and vice versa -in that regard, the identity
turns out to be highly useful. We also note that
To prove Theorem 1, we will make use of the following simple lemma; it is essentially a variant of the singular value decomposition.
Moreover, S and U are orthogonal and satisfy
A similar estimate holds for U . In particular, the mappings S, U : G \ U(2) → CP 1 are continuous.
Proof. Take S to be the eigenspace of the Hermitian matrix A * A corresponding to the eigenvalue A −2 and U the eigenspace of A * A corresponding to the eigenvalue A 2 . Verification of (6), (7), and (8) is then a pleasant exercise in linear algebra.
Proof of Theorem 1. (a) =⇒ (b)
We will frequently need to compare asymptotic behavior of sequences of nonnegative functions f n , g n : Ω → R ≥0 . To that end, we will say f n g n if there exists a uniform constant C 0 > 0 so that f n (ω) ≤ C 0 g n (ω) for every ω ∈ Ω and every n ∈ Z + . Similarly, if x and y are sequences, we write x n y n if there exists C 1 > 0 with x n ≤ C 1 y n for all n ∈ Z + . It is quite easy for one to fill in the implicit constants, but they tend to clutter the exposition, so we omit them in the course of the proof. The overall strategy is quite simple -the estimate (1) implies that the most contracted subspace of A n (ω) converges exponentially fast to a well-defined limit as n → ∞, which is a natural candidate for Λ s (ω). Proving the exponential decay estimates turns out to be slightly tricky -the main idea is to show first that Λ s and Λ u are uniformly separated, and then use this to show that vectors in Λ s grow exponentially quickly in reverse time and then combine this with (5) to show that vectors in Λ s decay exponentially in forward time. The details follow.
Fix C > 0 and λ > 1 so that (1) holds for all n ∈ Z and ω ∈ Ω, and put
which is finite by continuity of A and compactness of Ω. For n sufficiently large,
In particular, for n > log 2C −1 / log λ, we have A n (ω) > 2, so using (8) gives us
We have used the easy inequality x 2 − x −2 −1 ≤ 4x −2 for x ≥ 2 in the second line. Thus, we have shown
so the sequence Λ s n (ω) converges uniformly on Ω -in particular, Λ s (·) is continuous, since (8) implies that the map ω → Λ s n (ω) is continuous for each n > log C −1 / log λ.
Next, we prove invariance. Notice that
so another application of Lemma 3 yields
Passing to the limit, we obtain
as desired. Using similar arguments on the left half-line, we may construct
Throughout the remainder of the proof, v s (ω) and v u (ω) will denote unit vectors in Λ s (ω) and Λ u (ω), respectively.
The next step is to prove Λ s (ω) = Λ u (ω) for every ω. We will accomplish this by proving that there exist n, k ∈ Z such that A n (T k ω 0 ) shrinks vectors in Λ s (T k ω 0 ) and expands vectors in Λ u (T k ω 0 ). To do this, we need to find a growth rate for cocycle iterates which is sufficiently close to optimal along a given orbit. To that end, fix ω 0 ∈ Ω, and consider the set M = M (ω 0 ) defined by
and put R = (sup M ) 3/4 . Note that the C in the definition of M is the C from (1) so that the set on the right hand side is nonempty. Since R < sup M , there exists
for all n, k ∈ Z (in particular, C ′ depends on ω 0 , but not on k). However, because R 3/2 > sup M , we have
for sequences n j , k j ∈ Z such that |n j | → ∞ -without loss, assume n j → ∞. By running the argument that we used to construct Λ s , we see that
where we have used that C ′ is k-independent to obtain a j-independent implicit constant on the right hand side. As a consequence,
where we have used the orthogonality statement from Lemma 3 in the first line. In particular, this bound implies that A nj (T kj ω 0 )v s (T kj ω 0 ) < 1 for sufficiently large j. Similarly, one can show that
for large j. More precisely, one can use (5) to see that
where we have used | det | = 1 in the second equality. With this observation, one can run an argument almost identical to the one above to prove (11) for sufficiently large j. It follows that
for some large j. By invariance, Λ s (ω 0 ) = Λ u (ω 0 ). In particular, compactness and continuity allow us to produce
To see that we have the desired exponential decay estimates, put
for some constant C 1 > 0, all n ∈ Z + , and every ω ∈ Ω. Thus,
In particular,
Using invariance and applying the cocycle identity (5) to the previous bound, we obtain
as desired. One proves the decay estimates for v u (ω) in a similar fashion. 
By (c), the family {O n,δ : n ∈ Z, δ > 0} constitutes an open cover of Ω × S 3 , so, by using compactness to pass to a finite subcover, we see that we can choose N ∈ Z + and ε > 0 such that for any (ω, v) ∈ Ω × S 3 , there exists n with |n| ≤ N and
To prove exponential bounds of the form (1), it suffices to prove the following two claims.
Claim 1. For every ω ∈ Ω and every v ∈ S 3 , there exists a sequence n k ∈ Z with the following properties:
(1) n k is strictly monotone.
Claim 2. For every ω ∈ Ω, there exists v + = v + (ω) ∈ S 3 and a strictly increasing sequence n k ∈ Z which satisfies items (2)- (4) of Claim 1.
First, let us see how Claim 2 implies the desired result. Given ω ∈ Ω, let v + ∈ S 3 be as in Claim 2. Obviously, items (3) and (4) imply that
. To obtain exponential lower bounds for every iterate on the right half-line, one simply interpolates and uses uniform boundedness of |n k − n k−1 |. More precisely, fix k ∈ Z + and 1 ≤ r ≤ N . We have
In particular, with λ = (1 + ε) 1/N and C = B −N (1 + ε) −1 , we have an exponential lower bound of the form (1) for all ω ∈ Ω and n ≥ 0. To extend this to negative n, simply apply the cocycle identity (5) to deduce
for every n ∈ Z + (note that the second equality uses | det | = 1). Thus, we need only prove the claims.
Proof of Claim 1. Let ω ∈ Ω, v ∈ S 3 be given, and apply (12) repeatedly to inductively choose integers n 1 , n 2 , . . . so that |n k − n k−1 | ≤ N and
Without loss of generality, assume that n k → +∞ (the argument in the case n k → −∞ is nearly identical). If 0 < k 1 < k 2 < · · · are positive integers, we make the trivial observation that
As a consequence, we may pass to a subsequence to produce n k which are strictly monotone and still satisfy items (2)- (4) of the claim.
Proof of Claim 2. Fix ω ∈ Ω and suppose for the sake of establishing a contradiction that there does not exist a v + ∈ S 3 and an increasing sequence n k ∈ Z + which satisfies items (2)-(4). Then, for every v ∈ S 3 , Claim 1 implies that v enjoys a strictly decreasing sequence n k ∈ Z with n 0 = 0, |n k − n k−1 | ≤ N , and
Interpolating as before, we obtain estimates of the form
for someC > 0 which is uniform in v ∈ S 3 and n ∈ Z + . However, this is nonsense -for sufficiently large n, (15) implies that A −n (ω)v > 1 for every v ∈ S 3 , which contradicts unimodularity of det (A −n (ω)). This proves the claim.
This completes the proof of Theorem 1.
Item (c) in the characterization above is pleasant for at least two reasons. First, it allows us to relate (the absence of) hyperbolicity of cocycles to existence of bounded orbits of the cocyle action, which provides a link between hyperbolicity and the theory of generalized eigenfunctions. Second, it makes robustness of uniform hyperbolicity under perturbations very easy to see. Proof. Given a uniformly hyperbolic cocycle (T, A), use the compactness argument from the proof of (c) =⇒ (a) to produce ε > 0, N ∈ Z + so that for any ω ∈ Ω, v ∈ S 3 , there is |n| ≤ N so that A n (ω)v > 1 + ε. It is then easy to see that if T ′ and A ′ are sufficiently small uniform perturbations of T and A, then (T ′ , A ′ ) will also enjoy this property.
Generalized Eigenfunctions of CMV Matrices
Suppose (α n ) n∈Z ∈ D Z and the associated extended CMV matrix E are given. For simplicity of notation, we introduce a n = −α n α n−1
for each n ∈ Z. In terms of these parameters, the matrix representation of E becomes
Definition. We say that φ is a generalized eigenvector of E with corresponding generalized eigenvalue z if φ : Z → C is a nonzero sequence which satisfies Eφ = zφ and is polynomially bounded. That is, there exist R, S > 0 with |φ n | ≤ R 1 + |n| S for all n ∈ Z. Notice that φ is not necessarily an element of ℓ 2 (Z).
The following lemma is standard and easily proved by an inductive argument. This is done in [9, Lemma 3] , for example.
Lemma 5. The set {δ 0 , δ 1 } is a spectral basis for E. That is to say, the set of finite linear combinations of vectors of the form E k δ 0 and E k δ 1 with k ≥ 0 is dense in ℓ 2 (Z).
Definition. Let E be an extended CMV matrix. For ψ ∈ ℓ 2 (Z), define the spectral measure µ
for all continuous functions g : ∂D → C. By Lemma 5, µ = µ
is a universal spectral measure for E in the sense that all other spectral measures of E are absolutely continuous with respect to µ. We call µ the canonical spectral measure of E.
Theorem 6 (Schnol's Theorem for Extended CMV Matrices). Let E be an extended CMV matrix with Verblunsky coefficients (α n ) n∈Z . Let G denote the set of generalized eigenvalues of E. Then,
Proof. (a) Suppose z ∈ G and let φ be a corresponding generalized eigenfunction. As in the Schrödinger case, the main idea is that normalized cutoffs of φ will produce a Weyl sequence because the "integral" dominates the boundary terms for polynomially bounded sequence. More precisely, set
Since φ and the zero sequence are both in the kernel of (E − z), we have (E − z)φ 
Note that (18) and (19) use the fact that φ satisfies Eφ = zφ. In particular, (17)- (20) yield
We claim that
If (21) fails, then there exist N 0 ∈ Z + , δ > 0 so that
, which leads to an exponential lower bound on the growth of φ (N ) 2 , contradicting polynomial boundedness of the same. Thus, (21) holds, and so z ∈ σ(E) follows readily from the Weyl criterion.
(b) For each n, m ∈ Z, define a (complex) Borel measure µ n,m on ∂D via
Evidently, ρ is a probability measure and and µ ≪ ρ ≪ µ. For each n, m ∈ Z, let Φ n,m denote the Radon-Nikodym derivative of µ n,m with respect to ρ. That is to say
for all continuous functions g on ∂D. For each z ∈ ∂D, define a sequence ϕ z via ϕ z n = Φ n,0 (z). Notice first that
for each Borel set B ⊆ ∂D. Thus, Φ n,n (z) ≤ λ −1 n for ρ almost every z. Consequently, by Cauchy-Schwarz,
We then must have
for every n, m ∈ Z and ρ almost every z ∈ ∂D. In particular, |ϕ z n | (1 + |n|) for ρ almost every z. For even n and any continuous g, we have A similar calculation works for odd n. Thus, ϕ z is a generalized eigenfunction of E for ρ almost every (hence µ almost every) z ∈ ∂D.
(c) By (a) and (b), G is a closed subset of σ(E) which supports µ. Since every spectral measure is absolutely continuous with respect to µ, G supports every spectral measure. Since the spectrum of E is the smallest closed set which supports every spectral measure of E, the conclusion in (c) follows.
Lastly, we can combine Theorems 1 and 6 to describe the spectra of dynamically defined extended CMV matrices in terms of the region of energies for which several associated cocycles are uniformly hyperbolic. More precisely, if z is such that one (and hence both) of the associated cocycles is uniformly hyperbolic, then z is not in the spectrum of any operator in the family. If the family fibers over minimal dynamics, then the converse holds as well.
Since this theorem is most transparently proved by way of generalized eigenfunctions, we need a matrix cocycle associated to an extended CMV matrix which encodes the behavior of solutions to the difference equation Eu = zu. To that end, consider the matrices These matrices were introduced in [5] by Gesztesy and Zinchenko, although we use the normalization in [10] -that is, we replace α by −α in Gesztesy-Zinchenko's definition. These matrices capture the recursion described by the difference equation Eu = zu in the following fashion. Recall that an extended CMV matrix E enjoys a factorization of the form E = LM, where L and M are direct sums of 2 × 2 matrices of the form
If u is a complex sequence such that Eu = zu, then, with v = Mu, we have E ⊤ v = zv -moreover, from the explicit form of L and M it is apparent that u is bounded (resp., polynomially bounded) if and only if v is bounded (resp., polynomially bounded). Gesztesy and Zinchenko proved that u n v n = R n (α n , z) u n−1 v n−1 for all n, where R n = P when n is odd and R n = Q when n is even.
