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WEITZENBO¨CK DERIVATIONS
OF FREE METABELIAN ASSOCIATIVE ALGEBRAS
RUMEN DANGOVSKI, VESSELIN DRENSKY, S¸EHMUS FINDIK
Abstract. By the classical theorem of Weitzenbo¨ck the algebra of con-
stants K[Xd]
δ of a nonzero locally nilpotent linear derivation δ of the
polynomial algebra K[Xd] = K[x1, . . . , xd] in several variables over a
field K of characteristic 0 is finitely generated. As a noncommutative
generalization one considers the algebra of constants Fd(V)
δ of a lo-
cally nilpotent linear derivation δ of a finitely generated relatively free
algebra Fd(V) in a variety V of unitary associative algebras over K. It
is known that Fd(V)
δ is finitely generated if and only if V satisfies a
polynomial identity which does not hold for the algebra U2(K) of 2× 2
upper triangular matrices. Hence the free metabelian associative alge-
bra Fd = Fd(M) = Fd(N2A) = Fd(var(U2(K))) is a crucial object to
study. We show that the vector space of the constants (F ′d)
δ in the com-
mutator ideal F ′d is a finitely generated K[Ud, Vd]
δ-module, where δ acts
on Ud and Vd in the same way as on Xd. For small d, we calculate the
Hilbert series of (F ′d)
δ and find the generators of the K[Ud, Vd]
δ-module
(F ′d)
δ. This gives also an (infinite) set of generators of the algebra F δd .
Free metabelian associative algebras; algebras of constants; Weitzenbo¨ck
derivations.
[2010]16R10; 16S15; 16W20; 16W25; 13N15; 13A50.
1. Introduction
Recall that a derivation of an algebra R over a field K is a linear operator
δ : R → R such that δ(uv) = δ(u)v + uδ(v) for all u, v ∈ R. In this paper
we fix a field K of characteristic 0, an integer d ≥ 2 and a set of variables
Xd = {x1, . . . , xd}. For the polynomial algebra K[Xd] = K[x1, . . . , xd] in
d variables, every mapping δ : Xd → K[Xd] can be extended to a deriva-
tion of K[Xd] which we shall denote by the same symbol δ. We assume
that δ is a Weitzenbo¨ck derivation, i.e., acts as a nonzero nilpotent linear
operator of the vector space KXd with basis Xd. Up to a change of the
basis of KXd, the derivation δ is determined by its Jordan normal form
J(δ) with Jordan cells J1, . . . , Js with zero diagonals. Hence the essen-
tially different Weitzenbo¨ck derivations are in a one-to-one correspondence
with the partition (p1 + 1, . . . , ps + 1) of d, where p1 ≥ · · · ≥ ps ≥ 0,
(p1+1)+ · · ·+(ps+1) = d, and the correspondence is given in terms of the
size (pi + 1)× (pi + 1) of the Jordan cells Ji of J(δ), i = 1, . . . , s. We shall
denote the derivation corresponding to this partition by δ(p1, . . . , ps). The
1
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algebra of constants of δ
K[Xd]
δ = ker δ = {u ∈ K[Xd] | δ(u) = 0}
can be studied also with methods of classical invariant theory because it
coincides with the algebra of invariants K[Xd]
UT2(K) of the unitriangular
group UT2(K) ∼= {exp(αδ) | α ∈ K}. The classical theorem of Weitzenbo¨ck
[11] states that for any Weitzenbo¨ck derivation δ the algebra of constants
K[Xd]
δ is finitely generated, see the book by Nowicki [9] for more details.
The polynomial algebra K[Xd] is free in the class of all commutative al-
gebras. As a noncommutative generalization one considers the relatively
free algebra Fd(V) in a variety V of unitary associative algebras over K,
see e.g., [3] for a background on varieties of algebras. As in the polynomial
case, Fd(V) is freely generated by the set Xd and every map Xd → Fd(V)
can be extended to a derivation of Fd(V). Again, we shall call the deriva-
tions δ which act as nilpotent linear operators of the vector space KXd
Weitzenbo¨ck derivations and shall denote them by δ(p1, . . . , ps). In the the-
ory of varieties of unitary associative algebras there is a dichotomy. Either
all polynomial identities of the variety V follow from the metabelian identity
[x1, x2][x3, x4] = 0 (which is equivalent to the condition that V contains the
algebra U2(K) of 2 × 2 upper triangular matrices), or V satisfies an Engel
polynomial identity [x2, x1, . . . , x1︸ ︷︷ ︸
n times
] = x2ad
nx1 = 0. Drensky and Gupta
[5] studied Weitzenbo¨ck derivations δ acting on Fd(V). In particular, if
U2(K) ∈ V, then the algebra of constants Fd(V)
δ is not finitely generated.
If U2(K) does not belong to V, a result of Drensky [4] gives that the algebra
Fd(V)
δ is finitely generated. Hence the free metabelian associative algebra
Fd = Fd(M) = Fd(N2A) = Fd(var(U2(K)))
is a crucial object in the study of Weitzenbo¨ck derivations.
The present paper may be considered as a continuation of our recent
paper [2] where we have studied the algebra of constants (Ld/L
′′
d)
δ of the
Weitzenbo¨ck derivation δ acting on the free metabelian Lie algebra Ld/L
′′
d,
where Ld is the free d-generated Lie algebra. As in the Lie case we show that
the algebra of constants F δd when δ acts on the free metabelian associative
algebra Fd = Fd(var(U2(K))) is very close to finitely generated. In the Lie
case the commutator ideal L′d/L
′′
d has a natural structure of aK[Xd]-module.
In [2] we have seen that the vector space of constants (L′d/L
′′
d)
δ is a finitely
generated K[Xd]
δ-module. In the associative case the commutator ideal F ′d
is a K[Xd]-bimodule. We prove that the vector space of constants (F
′
d)
δ is a
finitely generated K[Ud, Vd]
δ-module, where δ acts on the variables Ud and
Vd in the same way as on the variables Xd. Then, using methods of [1] we
give an algorithm how to calculate the Hilbert series of F δd and calculate it
for small d. If the Jordan form of δ contains a 1 × 1 cell, we may assume
that δ acts as a nilpotent linear operator on KXd−1 and δ(xd) = 0. In this
situation we express the Hilbert (or Poincare´) series of F δd and the generators
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of the K[Ud, Vd]
δ-module (F ′d)
δ in terms of the Hilbert series of F δd−1 and
the generators of the K[Ud−1, Vd−1]
δ-module (F ′d−1)
δ . Finally, we find the
generators of the K[Ud, Vd]
δ-module (F ′d)
δ for d ≤ 6 (and δ 6= δ(5), δ(3, 1)),
which gives also an explicit (infinite) set of generators of the algebra F δd .
2. Finite generation
Let Ad = K〈Xd〉 be the free unitary associative algebra of rank d with
free generating set Xd = {x1, . . . , xd}, and let A
′
d be its commutator ideal,
i.e., the ideal generated by all commutators
[f, g] = fadg = fg − gf, f, g ∈ Ad.
The metabelian variety M consists of all associative algebras satisfying the
polynomial identity [x1, x2][x3, x4] = 0. The free metabelian algebra Fd =
Fd(M) of rank d is isomorphic to the factor-algebra Ad/(A
′
d)
2. Clearly,
K[Xd] ∼= Ad/A
′
d
∼= Fd/F
′
d. We assume that all Lie commutators are left
normed and
[x1, . . . , xn−1, xn] = [[x1, , . . . , xn−1], xn] = [x1, . . . , xn−1]adxn.
It is well known, see [3], that the commutator ideal F ′d of Fd has a basis
consisting of all
xa11 · · · x
ad
d [xj1 , xj2 , xj3 , . . . , xjn ], ai ≥ 0, 1 ≤ ji ≤ d, j1 > j2 ≤ j3 ≤ · · · ≤ jn.
The metabelian identity implies the identity
xiρ(1) · · · xiρ(m) [xj1 , xj2 , xjσ(3) , . . . , xjσ(n) ] = xi1 · · · xim [xj1 , xj2 , xj3 , . . . , xjn ],
where ρ and σ are arbitrary permutations of 1, . . . ,m and 3, . . . , n, respec-
tively. This identity allows to define an action of the polynomial algebra
K[Ud, Vd] on F
′
d, where Ud = {u1, . . . , ud} and Vd = {v1, . . . , vd} are two sets
of commuting variables: If f ∈ F ′d, then
fui = xif, fvi = fadxi, i = 1, . . . , d.
In this way, the vector subspace F ′d of Fd is a K[Ud, Vd]-module (or a K[Xd]-
bimodule).
Now we need an embedding of Fd into a wreath product. The construction
is a partial case of the construction of Lewin [7] used in [5] and is similar to
the construction of Shmel’kin [10] in the case of free metabelian Lie algebras
(as used in [2]). Let Yd = {y1, . . . , yd} be a set of commuting variables and
let
Md =
d⊕
i=1
aiK[Ud, V
′
d ] = AdK[Ud, V
′
d ]
be the freeK[Ud, V
′
d ]-module of rank d freely generated byAd = {a1, . . . , ad},
where V ′d = {v
′
1, . . . , v
′
d}. We equip Md with trivial multiplication Md ·Md =
0 and with a structure of a free K[Yd]-bimodule with the action of K[Yd]
defined by
yjai = aiuj , aiyj = aiv
′
j , i, j = 1, . . . , d.
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Then the algebra Wd = K[Yd] ⋌Md satisfies the metabelian identity and
hence belongs to M. The following proposition is a partial case of [7].
Proposition 2.1. The mapping ı : xj → yj + aj , j = 1, . . . , d, defines an
embedding ı of Fd into Wd.
If
w =
∑
i>j
∑
k,l
βijklX
k
d [xi, xj ]ad
lXd,
βijkl ∈ K, X
k
d = x
k1
1 · · · x
kd
d , ad
lXd = (ad
l1x1) · · · (ad
ldxd),
then
ı(w) =
∑
i>j
∑
k,l
βijkl(aivj − ajvi)U
k
d V
l
d , U
k
d = u
k1
1 · · · u
kd
d , V
l
d = v
l1
1 · · · v
kl
d ,
and Vd = {v1, . . . , vd}, vi = v
′
i−ui, i = 1, . . . , d. We may replace the variables
V ′d with Vd. In this way Md becomes a free K[Ud, Vd]-module. To simplify
the notation we shall omit ı and shall consider Fd as a subalgebra of Wd.
Since the action of K[Ud, Vd] on F
′
d agrees with its action on Md, we shall
also think that F ′d is a K[Ud, Vd]-submodule of Md. If δ is a Weitzenbo¨ck
derivation of Fd, such that
δ(xj) =
d∑
i=1
αijxi, αij ∈ K, i, j = 1, . . . , d,
we define an action of δ on Wd assuming that
δ(aj) =
d∑
i=1
αijai, δ(yj) =
d∑
i=1
αijyi,
δ(uj) =
d∑
i=1
αijui, δ(vj) =
d∑
i=1
αijvi, j = 1, . . . , d.
Obviously, if w ∈ Fd, then ı(δ(w)) = δ(ı(w)). It is clear that the vector space
M δd of the constants of δ in the K[Ud, Vd]-moduleMd is a K[Ud, Vd]
δ-module.
The following lemma is a partial case of [4, Proposition 3].
Lemma 2.2. The vector space M δd is a finitely generated K[Ud, Vd]
δ-module.
The next theorem is a direct consequence of the lemma.
Theorem 2.3. Let δ be a Weitzenbo¨ck derivation of the free metabelian
associative algebra Fd = Fd(M). Then the vector space (F
′
d)
δ of the constants
of δ in the commutator ideal F ′d of Fd is a finitely generated K[Ud, Vd]
δ-
module.
Proof. By Lemma 2.2 the K[Ud, Vd]
δ-module M δd is finitely generated. By
the theorem of Weitzenbo¨ck [11] the algebra K[Ud, Vd]
δ is also finitely gen-
erated. Hence all K[Ud, Vd]
δ-submodules of M δd , including (F
′
d)
δ, are also
finitely generated. 
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3. Hilbert series
The free metabelian associative algebra Fd = Fd(M) is a graded vector
space. If F
(n)
d is the homogeneous component of degree n of Fd, then the
Hilbert (or Poincare´) series of Fd is the formal power series
H(Fd, z) =
∑
n≥0
dimF
(n)
d z
n.
The algebra Fd is also multigraded, with a Z
d-grading which counts the
degree of each variable xj in the monomials in Fd. If F
(n1,...,nd)
d is the
multihomogeneous component of degree (n1, . . . , nd), then the corresponding
Hilbert series of Fd is given by
H(Fd, z1, . . . , zd) =
∑
nj≥0
dimF
(n1,...,nd)
d z
n1
1 · · · z
nd
d .
If δ is a Weitzenbo¨ck derivation of Fd, then the algebra of constants F
δ
d is
also graded and its Hilbert series is
H(F δd , z) =
∑
n≥0
dim(F δd )
(n)zn.
The Hilbert series of Fd(M) is well known. We shall give the proof for
self-containedness.
Lemma 3.1. The Hilbert series of the free metabelian associative algebra
Fd is
H(Fd, z1, . . . , zd) =
d∏
j=1
1
1− zj

2 + (z1 + · · ·+ zd − 1) d∏
j=1
1
1− zj

 .
Proof. The Hilbert series of a unitary relatively free algebra Fd(V) can be
expressed in terms of the Hilbert series of the subalgebra Bd(V) of the so
called proper (or commutator) polynomials, see, e.g. [3]:
H(Fd(V), z1, . . . , zd) = H(K[Xd], z1, . . . , zd)H(Bd(V), z1, . . . , zd)
=
d∏
i=1
1
1− zi
H(Bd(V), z1, . . . , zd).
For the metabelian variety M the algebra of proper polynomials is spanned
by the base field K and the commutator ideal L′d/L
′′
d of the free metabelian
Lie algebra. The Hilbert series of L′d/L
′′
d is
H(L′d/L
′′
d, z1, . . . , zd) = 1 + (z1 + · · ·+ zd − 1)
d∏
i=1
1
1− zi
.
Hence
H(Fd(M), z1, . . . , zd) =
d∏
i=1
1
1− zi
(1 +H(L′d/L
′′
d, z1, . . . , zd))
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which gives immediately the result.
The Hilbert series of Fd(M) can be calculated directly using that Fd(M)
has a vector space basis consisting of
Xad , X
a
d [xj1 , xj2 , xj3 , . . . , xjn ], X
a
d = x
a1
1 · · · x
ad
d , j1 > j2 ≤ j3 ≤ · · · ≤ jn, n ≥ 2.
The productsXad contribute to the factor
d∏
i=1
1
1− zi
. The expressions [xj1 , xj2 , xj3 , . . . , xjn ]
for n ≥ 1 and without the restriction j1 > j2 behave as the pairs (xj1 , xj2xj3 · · · xjn) ∈
Xd × [Xd], where [Xd] is the semigroup of all monomials in K[Xd]. Hence
they give the series
(z1 + · · ·+ zd)
d∏
i=1
1
1− zi
.
Now we have to subtract the series
d∏
i=1
1
1− zi
− 1 which corresponds to the
expressions [xj1 , xj2 , xj3 , . . . , xjn ] for n ≥ 1 and j1 ≤ j2 (and behave as the
monomials xj1xj2xj3 · · · xjn ∈ [Xd]). 
Starting from the Hilbert series of the algebra Fd = Fd(M) and the sizes
of the Jordan cells of the Weitzenbo¨ck derivation δ, there are many ways to
compute the Hilbert series of the algebra of constants F δd , see the comments
in [1] and [2]. We shall sketch the way used in [2] in the Lie case. It is
an improvement (given in [1]) of the method of Elliott [6] and its further
development by McMahon [8], the so called partition analysis or Ω-calculus.
Let δ = δ(p1, . . . , ps) be a Weitzenbo¨ck derivation of Fd. As we al-
ready mentioned, the algebra of constants F δd coincides with the algebra
of UT2(K)-invariants F
UT2(K)
d , where UT2(K)
∼= {exp(αδ) | α ∈ K}. The
idea is to extend the action of UT2(K) on Fd to an action of the general
linear group GL2(K). Then Fd is a direct sum of irreducible GL2(K)-
modules. Each irreducible component contains a one-dimensional subspace
of UT2(K)-invariants and the algebra F
δ
d = F
UT2(K)
d is spanned by these
subspaces. In order to compute the Hilbert series of F δd it is sufficient to
find the number of the irreducible GL2(K)-components in each homoge-
neous subspace F
(n)
d of Fd. The Hilbert series H(Fd, z1, . . . , zd) plays the
role of the character of GLd(K) in the following sense. If g belongs to the
diagonal subgroup Dd(K) of GLd(K) and has eigenvalues ζ1, . . . , ζd, then
H(Fd, ζ1z, . . . , ζdz) =
∑
n≥0
tr
F
(n)
d
(g)zn.
The irreducible polynomial GL2(K)-modules are indexed by partitions λ =
(λ1, λ2), λ1 ≥ λ2. If W = W (λ) is an irreducible component of Fd, then
it is a direct sum of one-dimensional subspaces Wα = W (α1,α2) such that
α1+α2 = λ1+λ2 and λ1 ≥ α1, α2 ≥ λ2. If g ∈ D2(K) has eigenvalues ξ1, ξ2
and w ∈ Wα, then g(w) = ξα11 ξ
α2
2 w. The unique (up to a multiplicative
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constant) nonzero element w ∈W λ spans the UT2(K)-invariant subspace of
W . In our case GL2(K) acts polynomially on the vector space KXd and the
vector space KXd has a basis with the property that the diagonal subgroup
D2(K) of GL2(K) acts as a group of d × d diagonal matrices. Then the
GL2(K)-character of Fd is a formal power series
χFd(g, z) =
∑
n≥0
χ
F
(n)
d
(g)zn =
∑
n≥0
tr
F
(n)
d
(g)zn,
g =
(
ξ1 0
0 ξ2
)
= ξ1e11 + ξ2e22 ∈ D2(K) ⊂ GL2(K).
The characters of the irreducible GL2(K)-modules W (λ) are equal to the
Schur functions Sλ(t1, t2) and for g = ξ1e11 + ξ2e22 ∈ D2(K) ⊂ GL2(K)
χFd(g, z) =
∑
n≥0
∑
(λ1,λ2)
m(λ1, λ2, n)S(λ1,λ2)(ξ1, ξ2)z
n.
Here the nonnegative integer m(λ1, λ2, n) is the multiplicity of W (λ1, λ2)
in F
(n)
d . Then the problem of computing of the Hilbert series of F
δ
d can be
solved in two steps. First we have to find the Hilbert series
HGL2(Fd, t1, t2, z) =
∑
n≥0
∑
(λ1,λ2)
m(λ1, λ2, n)S(λ1,λ2)(t1, t2)z
n
which corresponds to the GL2(K)-action on Fd. Then
H(F δd , z) =
∑
n≥0
∑
(λ1,λ2)
m(λ1, λ2, n)z
n
and we have to use HGL2(Fd, t1, t2, z) and to evaluate the series H(F
δ
d , z).
The first part of the problem is solved in the following way. We assume
that Xd is a Jordan basis for the action of δ on the vector space KXd. If
Yi = {xj , xj+1, . . . , xj+pi} is the part of the basis Xd corresponding to the
i-th Jordan cell of δ, we have an action of the linear automorphism exp(δ) on
the vector spaceKYi which is the same as its action on the vector space of the
binary forms of degree pi. We extend this action to the action of GL2(K). In
this way KXd is a direct sum of the GL2(K)-modules of the binary forms of
degree pi, i = 1, . . . , s. Then we extend this action of GL2(K) diagonally on
the whole Fd. The basis Xd =
s⋃
i=1
Yi consists of eigenvectors of the diagonal
subgroup D2(K) of GL2(K). If g = ξ1e11 + ξ2e22 ∈ D2(K), then
g(xj+k) = ξ
pi−k
1 ξ
k
2xj+k, k = 0, 1, . . . , pi.
This defines a bigrading on Fd assuming that the bidegree of xj+k is (pi −
k, k). We express the Hilbert series of Fd as a bigraded vector space. For
this purpose we replace in the Hilbert series H(Fd, z1, . . . , zd) the variables
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zj, zj+1, . . . , zj+pi−1, zj+pi corresponding to each set Yi = {xj , xj+1, . . . , xj+pi−1, xj+pi}
by tpi1 z, t
pi−1
1 t2z, . . . , t1t
pi−1
2 z, t
pi
2 z, respectively, and obtain the Hilbert series
HGL2(Fd, t1, t2, z) = H(Fd, t
p1
1 z, t
p1−1
1 t2z, . . . , t
p1
2 z, . . . , t
ps
1 z, t
ps−1
1 t2z, . . . , t
ps
2 z)
=
∑
n≥0
∑
(λ1,λ2)
m(λ1, λ2, n)S(λ1,λ2)(t1, t2)z
n.
The variable z gives the total degree and t1, t2 count the bidegree induced by
the action of the diagonal subgroup of GL2(K). The coefficient of t
n1
1 t
n2
2 z
n
in HGL2(Fd, t1, t2, z) is equal to the dimension of the elements of Fd which
are linear combinations of products of length n in the variables Xd and are
of bidegree (n1, n2). Then the bigraded Hilbert series of the algebra F
δ
d is
HGL2(F
δ
d , t1, t2, z) =
∑
n≥0
∑
(λ1,λ2)
m(λ1, λ2, n)t
λ1
1 t
λ2
2 z
n
and the Hilbert series of F δd as a Z-graded vector space is
H(F δd , z) =
∑
n≥0
dim(F δd )
(n)zn = HGL2(F
δ
d , 1, 1, z).
In this way the second part of the problem reduces to the computing of
the series HGL2(F
δ
d , t1, t2, z). The Hilbert series HGL2(Fd, t1, t2, z) is a sym-
metric function with respect to the variables t1, t2. If we already have a
function f(t1, t2, z) it is much easier to check (even by hand) whether it is
equal to the Hilbert series HGL2(F
δ
d , t1, t2, z). It is known that f(t1, t2, z) =
HGL2(F
δ
d , t1, t2, z) if and only if
HGL2(Fd, t1, t2, z) =
1
t1 − t2
(t1f(t1, t2, z)− t2f(t2, t1, z)).
But in our situation, given HGL2(Fd, t1, t2, z) only, we want to compute
HGL2(F
δ
d , t1, t2, z). For this purpose we use the Elliott-McMahon method.
The Hilbert series HGL2(Fd, t1, t2, z) is a so called nice rational symmetric
function in t1, t2, i.e., its denominator is a product of binomials of the form
1− tm11 t
m2
2 z
m. The Schur function S(λ1,λ2)(t1, t2) has the expression
S(λ1,λ2)(t1, t2) = (t1t2)
λ2
tλ1−λ2+11 − t
λ1−λ2+1
2
t1 − t2
.
If
HGL2(Fd, t1, t2, z) =
∑
n≥0
∑
(λ1,λ2)
m(λ1, λ2, n)S(λ1,λ2)(t1, t2)z
n =
∑
n≥0
hn(t1, t2)z
n,
then
(t1 − t2)HGL2(Fd, t1, t2, z) =
∑
n≥0
∑
(λ1,λ2)
m(λ1, λ2, n)(t
λ1+1
1 t
λ2
2 − t
λ2
1 t
λ1+1
2 )z
n
=
∑
n≥0
∑
n1,n2
an1,n2t
n1
1 t
n2
2 z
n.
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Hence we have to calculate “half” of the series (t1 − t2)HGL2(Fd, t1, t2, z),
i.e., to evaluate the component with n1 > n2. Then
HGL2(F
δ
d , t1, t2, z) =
1
t1
∑
n≥0
∑
n1>n2
an1,n2t
n1
1 t
n2
2 z
n
=
∑
n≥0
∑
(λ1,λ2)
m(λ1, λ2, n)t
λ1
1 t
λ2
2 z
n.
The idea of Elliott and McMahon is to replace t1 and t2 with t1u and t2/u,
respectively, and to obtain the Laurent series(
t1u−
t2
u
)
HGL2(Fd, t1u,
t2
u
, z) =
+∞∑
k=−∞

∑
n≥0
∑
n1−n2=k)
an1,n2t
n1
1 t
n2
2 z
n

uk
=
+∞∑
k=−∞
fk(t1, t2, z)u
k =
∑
k<0
fk(t1, t2, z)u
k +
∑
k>0
fk(t1, t2, z)u
k.
The Hilbert series we need is
HGL2(F
δ
d , t1, t2, z) =
1
t1
∑
k>0
fk(t1, t2, z).
For a nice rational function
f(t1, t2, z) =
∑
n≥0
∑
n1,n2
an1,n2t
n1
1 t
n2
2 z
n = p(t1, t2, z)
∏ 1
1− tm11 t
m2
2 z
m
,
p(t1, t2, z) ∈ K[t1, t2, z], we can use two ways to calculate the component
with n1 > n2. In both cases we replace t1 and t2, respectively, with t1u and
t2/u in f(t1, t2, z). The first method uses the approach of Elliott [6]. The
denominator of f(t1u, t2/u, z) is a product of three kinds of binomials:
1− tm11 t
m2
2 z
muk, 1− tn11 t
n2
2 z
nu−l, k, l > 0, 1− tr11 t
r2
2 z
r.
If both kinds 1−tm11 t
m2
2 z
muk and 1−tn11 t
n2
2 z
nu−l appear, we use the identity
1
(1− v1)(1− v2)
=
1
1− v1v2
(
1
1− v1
+
1
1− v2
− 1
)
for v1 = t
m1
1 t
m2
2 z
muk and v2 = t
m1
1 t
m2
2 z
mu−l and present f(t1u, t2/u, z) as a
sum of nice rational functions in which the product (1 − tm11 t
m2
2 z
muk)(1 −
tn11 t
n2
2 z
nu−l) in the denominator is replaced by one of the three kinds of
products
(1−ts11 t
s2
2 u
stk−l)(1−tm11 t
m2
2 z
muk), (1−ts11 t
s2
2 u
stk−l)(1−tn11 t
n2
2 z
nu−l), 1−ts11 t
s2
2 u
stk−l.
Continuing this process, we present f(t1u, t2/u, z) as a sum of a Laurent
polynomial in u and nice rational functions which do not contain both
factors 1 − tm11 t
m2
2 z
muk and 1 − tn11 t
n2
2 z
nu−l. Then the contribution to∑
k>0 fk(t1, t2, z)u
k is due to the monomials of positive degree with respect
to u in the Laurent polynomial, the nice rational functions with denomina-
tors not depending on factors of the form 1− tn11 t
n2
2 z
nu−l and the constant
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terms of the nice functions depending on 1 − tn11 t
n2
2 z
nu−l. In this way we
also prove that the Hilbert series HGL2(K)(F
δ
d , t1, t2, z) is a nice rational
function. We refer to [1] for details. In our computations we have used
another method. Considering f(t1u, t2/u, z) as a rational function in the
variable u, we present it as a sum of a polynomial p0(t1, t2, z, u) in u with
rational in t1, t2, z coefficients and of partial fractions of the form
p1(t1, t2, z)
uk
,
p2(t1, t2, z)
(1− tn11 t
n2
2 z
nuk)r
,
p3(t1, t2, z)
(1− tn11 t
n2
2 z
nu−k)r
,
where pi(t1, t2, z) are rational functions. Then HGL2(K)(F
δ
d , t1, t2, z) is a
sum of p0(t1, t2, z, u), the fractions p2(t1, t2, z)/(1 − t
n1
1 t
n2
2 z
nuk)r and the
functions p2(t1, t2, z), after replacing u with 1.
Now we shall give the Hilbert series of the subalgebras of constants of
Weitzenbo¨ck derivations of free metabelian associative algebras with small
number of generators. In some of the cases we give both Hilbert series,
as graded and bigraded vector spaces, because we shall use the results in
the last section of our paper. We do not give results for derivations with
a one-dimensional Jordan cell because we shall handle them in the next
section. We shall work out in detail the case d = 3 and δ = δ(2) only. The
computations in the other cases are similar.
Example 3.2. Let d = 3 and δ = δ(2), i.e., the matrix of δ (acting on KX3)
consists of one Jordan 3 × 3 block. The Hilbert series of the commutator
ideal F ′3 of F3 with respect to the canonical GL3(K)-action is
H(F ′3, z1, z2, z3) =
1
(1− z1)(1− z2)(1− z3)
×
(
1 + (z1 + z2 + z3 − 1)
1
(1 − z1)(1 − z2)(1 − z3)
)
.
With respect to the action of D2(K) the elements x1, x2, x3 of the basis of
KX3 are homogeneous of degree (2, 0), (1, 1), (0, 2), respectively. Hence we
replace the variables z1, z2, z3 with t
2
1z, t1t2z, t
2
2z, respectively. In this way
the Hilbert series of the GL2(K)-module F
′
3 is
HGL2(K)(F
′
3, t1, t2, z) =
1
(1− t21z)(1 − t1t2z)(1− t
2
2z)
×
(
1 + ((t21 + t1t2 + t
2
2)z − 1)
1
(1 − t21z)(1 − t1t2z)(1 − t
2
2z)
)
.
Now we consider the function
f(t1, t2, z) = (t1 − t2)HGL2(K)(F
′
3, t1, t2, z),
replace there t1 with t1u and t2 by t2/u and express f(t1u, t2/u, z) as a sum
of partial fractions with respect to u:
t21t2zu
(1− t21zu
2)2(1− t1t2z)2(1− t
2
1t
2
2z
2)
+
(t21t
2
2z
2 − t1t2z − 1)t
2
1t2zu
(1− t21zu
2)(1− t1t2z)2(1 + t1t2z)(1 − t
2
1t
2
2z
2)
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+
t31t
4
2z
3u
(u2 − t22z)(1 − t1t2z)
2(1 + t1t2z)(1 − t21t
2
2z
2)
−
t1t
4
2z
2u
(u2 − t22z)
2(1− t1t2z)2(1− t21t
2
2z
2)
.
The expansion as a Laurent series in u
u
u2 − t22z
=
1
u(1− t22z/u)
=
∑
k≥1
(t22z)
k−1
uk
contains only negative powers of u. Hence we have to remove the third
summand in f(t1u, t2/u, z), and similarly for the fourth summand. Hence
the Hilbert series HGL2(K)(F
′
3, t1, t2, z) is obtained replacing u by 1 in the
sum
t21t2zu
(1− t21zu
2)2(1− t1t2z)2(1− t21t
2
2z
2)
+
(t21t
2
2z
2 − t1t2z − 1)t
2
1t2zu
(1− t21zu
2)(1− t1t2z)2(1 + t1t2z)(1 − t21t
2
2z
2)
.
After simple computations we obtain
HGL2(K)((F
′
3)
δ, t1, t2, z) =
t31t2z
2(1 + (t1 + t2)t2z − t
2
1t
2
2z
2)
(1− t21z)
2(1− t1t2z)3(1 + t1t2z)2
,
H((F ′3)
δ, z) = HGL2(K)(F
′
3, 1, 1, z) =
z2(1 + 2z − z2)
(1− z)3(1− z2)2
,
Similarly, starting from the Hilbert series of K[X3]
H(K[X3], z1, z2, z3) =
1
(1− z1)(1 − z2)(1 − z3)
we obtain
HGL2(K[X3]
δ, t1, t2, z) =
1
(1− t21z)(1 − t
2
1t
2
2z
2)
,
H(K[X3]
δ, z) =
1
(1− z)(1 − z2)
,
H(F δ3 , z) = H(K[X3]
δ, z) +H((F ′3)
δ, z).
When δ acts on the linear component of K[U3, V3], its matrix consists of
two Jordan 3× 3 blocks. The Hilbert series of K[U3, V3] with respect to the
canonical GL6(K)-action is
H(K[U3, V3], z1, . . . , z6) =
6∏
i=1
1
1− zi
.
With respect to the action of D2(K) the elements {u1, v1}, {u2, v2}, {u3, v3}
are homogeneous of degree (2, 0), (1, 1), (0, 2), respectively. Hence we replace
the variables z1, z4 with t
2
1z, z2, z5 with t1t2z, and z3, z6 with t
2
2z. Again,
decomposing (t1u− t2/u)HGL2(K)(K[U3, V3], t1u, t2/u, z) as a sum of partial
fractions with respect to u and taking only the fractions which contribute
with positive degrees in the expansion as a Laurent series in u, we obtain
HGL2(K[U3, V3]
δ , t1, t2, z) =
1 + t31t2z
2
(1− t21z)
2(1− t21t
2
2z
2)3
,
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H(K[U3, V3]
δ, z) =
1 + z2
(1− z)2(1− z2)3
.
Once found, it is easy to check thatHGL2(K)(F
δ
3 , t1, t2, z) is really the Hilbert
series of F δ3 as a bigraded vector space. It is sufficient to verify the equality
HGL2(F3, t1, t2, z) =
1
t1 − t2
(t1HGL2(F
δ
3 , t1, t2, z)− t2HGL2(F
δ
3 , t2, t1, z))
which can be seen by direct computations.
Example 3.3. Let δ = δ(p1, . . . , ps) be the Weitzenbo¨ck derivation acting
on KXd with Jordan cells of size p1 + 1, . . . , ps + 1. Let δ act on the vector
spaces KUd and KVd in the same way as on KXd. Then the Hilbert series
of the algebras of constants F δd and K[Ud, Vd]
δ are:
d = 2, δ = δ(1):
HGL2(F
δ
2 , t1, t2, z) =
1
1− t1z
+
t1t2z
2
(1− t1z)2(1− t1t2z2)
;
H(F δ2 , z) =
1
1− z
+
z2
(1− z)2(1− z2)
;
HGL2(K[U2, V2]
δ, t1, t2, z) =
1
(1− t1z)2(1− t1t2z2)
;
H(K[U2, V2]
δ, z) =
1
(1− z)2(1− z2)
;
d = 3, δ = δ(2):
HGL2(F
δ
3 , t1, t2, z) =
1
(1− t21z)(1 − t
2
1t
2
2z
2)
+
t31t2(1 + t1t2z)(1 + t1t2z + t
2
2z − t
2
1t
2
2z
2)z2
(1− t21z)
2(1− t21t
2
2z
2)3
;
H(F δ3 , z) =
1
(1− z)(1 − z2)
+
z2(1 + z)(1 + 2z − z2)
(1− z)2(1− z2)3
;
HGL2(K[U3, V3]
δ , t1, t2, z) =
1 + t31t2z
2
(1− t21z)
2(1− t21t
2
2z
2)3
;
H(K[U3, V3]
δ, z) =
1 + z2
(1− z)2(1− z2)3
;
d = 4, δ = δ(3):
H(F δ4 , z) =
1− z + z2
(1− z)2(1− z4)
+
z2p(z)
(1− z)4(1− z2)2(1− z4)3
,
p(z) = 2+z+3z2+4z3−6z4−13z5+13z6−14z7+2z8+9z9−5z10+4z11+2z12;
H(K[U4, V4]
δ, z) =
1− 2z + 4z2 − 3z4 − 3z8 + 4z10 − 2z11 + z12
(1− z)4(1− z2)2(1− z4)3
;
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d = 4, δ = δ(1, 1):
H(F δ4 , z) =
1
(1− z)2(1− z2)
+
z2(4 + 2z + z2 − 22z3 + 9z4 + 10z5 − 3z6 − 2z7 + z8)
(1− z)4(1− z2)5
,
H(K[U4, V4]
δ, z) =
1 + z2 − 4z3 + z4 + z6
(1− z)4(1− z2)5
;
d = 5, δ = δ(4):
H(F δ5 , z) =
1− z + z2
(1− z)2(1− z2)(1 − z3)
+
z2q(z)
(1− z)5(1− z2)3(1− z3)3
,
q(z) = 2+4z+5z2−6z3−15z4+11z5−10z6+3z7+5z8+2z9+z10−5z11+4z12−z13;
H(K[U5, V5]
δ, z) =
1− 3z + 6z2 − 7z3 + 3z4 + 2z5 + z6 − 9z7 + 8z8 − 3z9 + z10
(1− z)5(1− z2)3(1− z3)3
;
d = 5, δ = δ(2, 1):
H(F δ5 , z) =
1 + z2
(1− z)2(1− z2)(1 − z3)
+
z2r(z)
(1− z)5(1− z2)3(1− z3)3
,
r(z) = 4+8z+8z2− 9z3− 20z4− 5z5− 2z6 +9z7 +7z8− 2z11 +3z12 − z13;
H(K[U5, V5]
δ, z) =
1 + 5z2 + z3 − 4z4 − 3z5 − 3z6 − 4z7 + z8 + 5z9 + z11
(1− z)5(1− z2)3(1− z3)3
.
As in Example 3.2 we can check these results using the equality
HGL2(Fd, t1, t2, z) =
1
t1 − t2
(t1HGL2(F
δ
d , t1, t2, z)− t2HGL2(F
δ
d , t2, t1, z)).
4. Derivations with one-dimensional Jordan cell
In this section we study the Weitzenbo¨ck derivations δ of the form δ =
δ(p1, . . . , ps−1, 0). In other words, the Jordan normal form J(δ) of the linear
operator δ acting on KXd has a 1×1 cell. Without loss of generality we may
assume that δ acts on the vector spaces KXd, KUd, and KVd as a nilpotent
linear operator such that the vector subspaces KXd−1, KUd−1, and KVd−1
are δ-invariant, and δ(xd) = δ(ud) = δ(vd) = 0. Now let ω(K[Vd−1]) denote
the augmentation ideal of K[Vd−1], i.e., the ideal consisting all polynomials
without constant term, and let K[Ud−1, Vd−1]ω denote the tensor product of
the K-algebras K[Ud−1] and ω(K[Vd−1]), i.e.,
K[Ud−1, Vd−1]ω = K[Ud−1]⊗K ω(K[Vd−1]).
This algebra can be considered as an ideal of the algebra K[Ud−1, Vd−1], and
as a K[Ud−1, Vd−1]-module generated by Vd−1. By [4, Proposition 3] the
algebra of constants K[Ud−1, Vd−1]
δ
ω of K[Ud−1, Vd−1]ω is a finitely generated
K[Ud−1, Vd−1]
δ-module.
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Lemma 4.1. The Hilbert series of (F ′d)
δ, (F ′d−1)
δ and K[Ud−1, Vd−1]
δ
ω are
related by
HGL2((F
′
d)
δ, t1, t2, z) =
1
(1− z)2
(
HGL2((F
′
d−1)
δ, t1, t2, z)
+zHGL2(K[Ud−1, Vd−1]
δ
ω, t1, t2, z)
)
,
H((F ′d)
δ, z) =
1
(1− z)2
(H((F ′d−1)
δ, z) + zH(K[Ud−1, Vd−1]
δ
ω, z)).
Proof. If δ acts on KUd−1 and KVd−1 as δ = δ(p1, . . . , ps−1), then it acts on
KUd and KVd as δ(p1, . . . , ps−1, 0). By Lemma 3.1 the Hilbert series of the
commutator ideal of Fd is
H(F ′d, z1, . . . , zd) =
d∏
j=1
1
1− zj
H(L′d/L
′′
d, z1, . . . , zd),
where L′d/L
′′
d is the commutator ideal of the free metabelian Lie algebra.
Following the procedure described in Section 3 we replace its variables zj
with t
qj
1 t
rj
2 z, where the nonnegative integers qj, rj depend on the size of the
corresponding Jordan cell and the position of the variable xj in the Jordan
basis of KXd. In particular, we have to replace the variable zd with z. Hence
HGL2(F
′
d, t1, t2, z) =
1
1− z
d−1∏
j=1
1
1− t
qj
1 t
rj
2 z
HGL2(L
′
d/L
′′
d, t1, t2, z).
We know from [2, Lemma 4.1] that
HGL2(L
′
d/L
′′
d, t1, t2, z) =
1
1− z
(
HGL2(L
′
d−1/L
′′
d−1, t1, t2, z)
+zHGL2(ω(K[Vd−1]), t1, t2, z)) .
Thus
HGL2(F
′
d, t1, t2, z) =
1
(1− z)2
(
HGL2(F
′
d−1, t1, t2, z)
+z(HGL2(K[Ud−1], t1, t2, z)HGL2(ω(K[Vd−1]), t1, t2, z)))
=
1
(1− z)2
(HGL2(F
′
d−1, t1, t2, z) + zHGL2(K[Ud−1, Vd−1]ω, t1, t2, z)).
Using the fact that the formal power series f(t1, t2, z) is the Hilbert series
of the δ-constants of the Z-graded GL2(K)-module W if and only if
HGL2(W, t1, t2, z) =
1
t1 − t2
(t1f(t1, t2, z)− t2f(t2, t1, z)),
we obtain that the equality
HGL2(F
′
d) =
1
(1− z)2
(HGL2(F
′
d−1) + zHGL2(K[Ud−1, Vd−1]ω))
WEITZENBO¨CK DERIVATIONS OF FREE ALGEBRAS 15
is equivalent to the desired equality
HGL2((F
′
d)
δ, t1, t2, z) =
1
(1− z)2
(
HGL2((F
′
d−1)
δ, t1, t2, z)
+zHGL2(K[Ud−1, Vd−1]
δ
ω, t1, t2, z)
)
.
Clearly this implies that
H((F ′d)
δ, z) =
1
(1− z)2
(H((F ′d−1)
δ, z) + zH(K[Ud−1, Vd−1]
δ
ω, z)).

Recall that F ′d is a K[Ud, Vd]-module. For every monomial
uj1 · · · ujm ∈ K[Ud−1], vj1 · · · vjn ∈ ω(K[Vd−1]),m, n ≥ 1,
we define a K-linear map pi : K[Ud−1, Vd−1]ω → F
′
d by
pi(vj1 · · · vjn) =
n∑
k=1
[xd, xjk ]vj1 · · · vjk−1vjk+1 · · · vjn ,
pi(ui1 · · · uimvj1 · · · vjn) = pi(vj1 · · · vjn)ui1 · · · uim ,
and
pi(ui1 · · · uim) = 0.
Lemma 4.2. (i) ([2]) The map pi satisfies the equality
pi(v1v2) = pi(v1)v2 + pi(v2)v1, v1, v2 ∈ ω(K[Vd−1]).
(ii) The derivation δ and the map pi commute.
Proof. The case (i) was already proved in [2]. It is sufficient to prove the case
(ii) when w = uv ∈ K[Ud−1, Vd−1]ω, and u ∈ K[Ud−1] and v ∈ ω(K[Vd−1])
are monomials. The map pi sends v to the commutator ideal L′d/L
′′
d of the free
metabelian Lie algebra L′d/L
′′
d. In [2] we have seen that δ(pi(v)) = pi(δ(v)).
Now
δ(pi(w)) = δ(pi(uv)) = δ(pi(v)u) = δ(pi(v))u+pi(v)δ(u) = pi(δ(v))u+pi(v)δ(u)
= pi(δ(v)u) + pi(vδ(u)) = pi(δ(v)u + vδ(u)) = pi(δ(vu)) = pi(δ(w))
and this establishes (ii). 
The next theorem and its corollary are the main results of the section.
Theorem 4.3. Let the Weitzenbo¨ck derivation δ acting on the vector space
KXd have a Jordan form with a 1 × 1 cell. Let δ act as a nilpotent lin-
ear operator on KXd−1 and δ(xd) = 0, with a similar action on KUd and
KVd. Let {di | i ∈ I}, {gj ∈ K[Ud−1, Vd−1]ω | j ∈ J} be, respectively, ho-
mogeneous vector space bases of the K[Ud−1, Vd−1]
δ-module (F ′d−1)
δ and of
K[Ud−1, Vd−1]
δ
ω with respect to both Z- and Z
2-gradings. Then (F ′d)
δ has a
basis
{diu
m
d v
n
d , pi(gj)u
m
d v
n
d | i ∈ I, j ∈ J,m, n ≥ 0}.
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Proof. The Hilbert series of (F ′d−1)
δ and K[Ud−1, Vd−1]
δ
ω are equal, respec-
tively, to the generating functions of their bases. Hence
HGL2((F
′
d−1)
δ, t1, t2, z) =
∑
i∈I
tqi1 t
ri
2 z
mi ,
where di is of bidegree (qi, ri) and of total degree mi. Since ud and vd are
of bidegree (0, 0) and of total degree 1, the generating function of the set
D = {diu
m
d v
n
d | i ∈ I, n ≥ 0} is
G(D, t1, t2, z) =
∑
m,n≥0
∑
i∈I
tqi1 t
ri
2 z
mizm+n =
1
(1− z)2
HGL2((F
′
d−1)
δ , t1, t2, z).
The map pi sends the monomials of K[Ud−1, Vd−1]
δ
ω to linear combinations of
commutators with an extra variable xd in the beginning of each commutator.
Hence, if the Hilbert series of K[Ud−1, Vd−1]
δ
ω is
HGL2(K[Ud−1, Vd−1]
δ
ω, t1, t2, z) =
∑
j∈J
t
kj
1 t
lj
2 z
nj ,
where the bidegree of gj is (kj , lj) and its total degree is nj , then the gener-
ating function of the set E = {pi(gj)u
m′
d v
n′
d | j ∈ J,m
′, n′ ≥ 0} is
G(E, t1, t2, z) =
∑
m,n≥0
∑
j∈J
t
kj
1 t
lj
2 z
nj+1zm+n =
z
(1− z)2
HGL2(K[Ud−1, Vd−1]
δ
ω, t1, t2, z).
Hence, by Lemma 4.1
HGL2((F
′
d)
δ, t1, t2, z) = G(D, t1, t2, z) +G(E, t1, t2, z).
Since both sets D and E are contained in (F ′d)
δ, we shall conclude that
D ∪E is a basis of (F ′d)
δ if we show that the elements of D ∪E are linearly
independent. For this purpose it is more convenient to work in the wreath
product Wd.
The elements di belong to F
′
d−1 ⊂Wd−1 and hence are of the form
di =
d−1∑
k=1
akwki(Ud−1, Vd−1), wki(Ud−1, Vd−1) ∈ K[Ud−1, Vd−1]ω.
Therefore
diu
m
d v
n
d =
d−1∑
k=1
akwki(Ud−1, Vd−1)u
m
d v
n
d .
On the other hand, the elements pi(gj)u
m
d v
n
d are of the form
pi(gj)u
m′
d v
n′
d =
d−1∑
k=1
[xd, xk]hkj(Ud−1, Vd−1)u
m′
d v
n′
d
=
d−1∑
k=1
(advk − akvd)hkj(Ud−1, Vd−1)u
m′
d v
n′
d ,
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where hkj(Ud−1, Vd−1) ∈ K[Ud−1, Vd−1]. Let
w =
∑
ξimndiu
m
d v
n
d +
∑
ηjm′n′pi(gj)u
m′
d v
n′
d = 0
for some ξimn, ηjm′n′ ∈ K. Clearly, we may assume that the elements
diu
m
d v
n
d , pi(gj)u
m′
d v
n′
d are homogeneous with respect to each of the groups
of variables Ud−1, Ad−1 ∪ Vd−1, {ud}, and {ad, vd}. It follows from the defi-
nition of pi that
pi(vj1 · · · vjq) =
q∑
k=1
[xd, xjk ]vj1 · · · vjk−1vjk+1 · · · vjq
=
q∑
k=1
(advjk − ajkvd)vj1 · · · vjk−1vjk+1 · · · vjq
= qadvj1 · · · vjq −
q∑
k=1
ajkvj1 · · · vjk−1vjk+1 · · · vjqvd.
Hence, if gj(Ud−1, Vd−1) is homogeneous of degree q with respect to Vd−1,
then
pi(gj)u
m′
d v
n′
d =
(
qadgj(Ud−1, Vd−1)−
d−1∑
k=1
akhkj(Ud−1, Vd−1)vd
)
um
′
d v
n′
d .
In the linear dependence between the elements diu
m
d v
n
d and pi(gj)u
m′
d v
n′
d we
replace these elements with their expressions in Wd and obtain
w =
∑
ξimn
d−1∑
k=1
akwki(Ud−1, Vd−1)u
m
d v
n
d
+
∑
ηjm′n′
(
qadgj(Ud−1, Vd−1)−
d−1∑
k=1
akhkj(Ud−1, Vd−1)vd
)
um
′
d v
n′
d = 0.
Hence m′ = m, n′ = n− 1, and, canceling umd and v
n−1
d , we obtain
w = qad
∑
ηj,m,n−1gj(Ud−1, Vd−1)−
∑
ηj,m,n−1
d−1∑
k=1
akhkj(Ud−1, Vd−1)vd
+
∑
ξimn
d−1∑
k=1
akwki(Ud−1, Vd−1)vd = 0.
Since the elements gj are linearly independent in K[Ud−1, Vd−1]
δ
ω, comparing
the coefficient of ad in w we conclude that ηj,m,n−1 = 0. Then, using that
the elements di are linearly independent in (F
′
d−1)
δ , we derive that ξimn = 0.
Hence the set D ∪ E is a basis of (F ′d)
δ. 
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Every polynomial f(Ud−1, Vd−1) ∈ K[Ud−1, Vd−1]
δ can be written in the
form
f(Ud−1, Vd−1) = f
′(Ud−1) + f
′′(Ud−1, Vd−1),
where f ′(Ud−1) does not depend on Vd−1 and every monomial of f
′′(Ud−1, Vd−1)
contains a variable from Vd−1. Since δ(f
′(Ud−1)) and δ(f
′′(Ud−1, Vd−1)) pre-
serve these properties, both f ′(Ud−1) and f
′′(Ud−1, Vd−1) belong toK[Ud−1, Vd−1]
δ.
Hence we may fix a system of generators of the algebra K[Ud−1, Vd−1]
δ
{e1(Ud−1), . . . , ek(Ud−1), f1(Ud−1, Vd−1), . . . , fl(Ud−1, Vd−1)},
where ei(Ud−1) ∈ K[Ud−1]
δ and all monomials of fj(Ud−1, Vd−1) depend
on Vd−1, i.e., fj(Ud−1, Vd−1) belongs to K[Ud−1, Vd−1]
δ
ω. Every element
of K[Ud−1, Vd−1]
δ
ω is a linear combination of products e
a1
1 · · · e
ak
k f
b1
1 · · · f
bl
l ,
where b1 + · · ·+ bl > 0. Hence the set
{f1(Ud−1, Vd−1), . . . , fl(Ud−1, Vd−1)}
generates the K[Ud−1, Vd−1]
δ-module K[Ud−1, Vd−1]
δ
ω. We also fix a set
{c1, . . . , cm} of generators of the K[Ud−1, Vd−1]
δ-module (F ′d−1)
δ. Without
loss of generality we may assume that the polynomials in these systems are
homogeneous. Our purpose is to find a generating set of the K[Ud, Vd]
δ-
module (F ′d)
δ.
Corollary 4.4. Let Xd be a Jordan basis of the Weitzenbo¨ck derivation δ
and let δ have a 1 × 1 Jordan cell corresponding to xd. Let δ act in the
same way on KUd and KVd. Let {c1, . . . , cm} be a homogeneous generat-
ing set of the K[Ud−1, Vd−1]
δ-module (F ′d−1)
δ. Let {e1, . . . , ek, f1, . . . , fl} be
a generating set of the algebra K[Ud−1, Vd−1]
δ, where e1, . . . , ek do not de-
pend on Vd−1 and every monomial of f1, . . . , fl depends on Vd−1. Then the
K[Ud, Vd]
δ-module (F ′d)
δ is generated by the set
{c1, . . . , cm} ∪ {pi(f1), . . . , pi(fl)}.
Proof. Clearly, the K[Ud−1, Vd−1]
δ-module (F ′d−1)
δ is spanned by the ele-
ments cie
a1
1 · · · e
ak
k f
b1
1 · · · f
bl
l . In particular, in this way we obtain all elements
di from the basis of the vector space (F
′
d−1)
δ . Since ud, vd ∈ K[Ud, Vd]
δ,
we obtain also all elements diu
m
d v
n
d . Similarly, the K[Ud−1, Vd−1]
δ-module
K[Ud−1, Vd−1]
δ
ω is spanned by the products e
a1
1 · · · e
ak
k f
b1
1 · · · f
bl
l which satisfy
the property b1 + · · · + bl > 0. By Lemma 4.2
pi(ea11 · · · e
ak
k f
b1
1 · · · f
bl
l ) =
l∑
j=1
pi(fj)e
a1
1 · · · e
ak
k f
b1
1 · · · f
bj−1
j · · · f
bl
l .
Since K[Ud, Vd]
δ = (K[Ud−1, Vd−1]
δ)[ud, vd], the elements pi(gj)u
m
d v
n
d belong
to theK[Ud, Vd]
δ-module generated by pi(f1), . . . , pi(fl). Hence {c1, . . . , cm}∪
{pi(f1), . . . , pi(fl)} generate the K[Ud, Vd]
δ-module (F ′d)
δ. 
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5. Generating sets for small number of generators
In this section we shall find the generators of the K[Ud, Vd]
δ-module (F ′d)
δ
for d ≤ 3.
Example 5.1. Let d = 2, δ = δ(1), and let δ(x1) = 0, δ(x2) = x1. It is
well known, see e.g., [9], that K[U2, V2]
δ is generated by the algebraically
independent polynomials u1, v1 and u1v2 − u2v1. Hence
HGL2(K[U2, V2]
δ, t1, t2, z) =
1
(1− t1z)2(1− t1t2z2)
,
as indicated in Example 3.3. The same example gives that
HGL2((F
′
2)
δ, t1, t2, z) =
t1t2z
2
(1− t1z)2(1− t1t2z2)
.
It is easy to see that the element [x2, x1] is belong to (F
′
2)
δ and is of bidegree
(1, 1). Since the Hilbert series ofK[U2, V2]
δ-submodule of (F ′2)
δ generated by
[x2, x1] is equal to the Hilbert series of the whole module (F
′
2)
δ, we conclude
that (F ′2)
δ is a free cyclic K[U2, V2]
δ-module generated by [x2, x1]. As a
vector space (F2)
δ is spanned by the elements xk1, [x2, x1]u
l
1v
m
1 (u1v2−u2v1)
n,
k, l,m, n ≥ 0. Recall that the action of u1v2−u2v1 on the commutator ideal
F ′2 is given by
w(u1v2 − u2v1) = x1[w, x2]− x2[w, x1], w ∈ F
′
2.
Knowing the basis of F δ2 it is easy to derive that the algebra (F2)
δ is gener-
ated by the infinite set
{x1, [x1, x2](u1v2 − u2v1)
n | n ≥ 0}.
Example 5.2. Let d = 3 and let the Jordan normal form of δ have two cells,
of size 2 × 2 and 1 × 1, respectively. Hence δ = δ(1, 0) in our notation and
we may apply Corollary 4.4. By Example 5.1 for d = 2 and δ = δ(1), the
algebra K[U2, V2]
δ is generated by u1, v1 and u1v2 − u2v1. The K[U2, V2]
δ-
module (F ′2)
δ is generated by the single element [x2, x1]. In the notation of
Corollary 4.4,
e1 = u1, f1 = v1, f2 = u1v2 − u2v1, c1 = [x2, x1].
Hence the K[U3, V3]
δ-module (F ′3)
δ is generated by c1 = [x2, x1], pi(f1) =
[x3, x1], and
pi(f2) = pi(u1v2 − u2v1) = pi(v2)u1 − pi(v1)u2 = x1[x3, x2]− x2[x3, x1].
These three elements satisfy the relation
c1u1v3 − pi(f1)(u1v2 − u2v1) + pi(f2)v1 = 0,
i.e.,
x1[[x2, x1], x3]−(x1[[x3, x1], x2]−x2[[x3, x1], x1])+[x1[x3, x2]−x2[x3, x1], x1] = 0.
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This result agrees with the Hilbert series
HGL2((F
′
3)
δ(1,0), t1, t2, z) =
t1z
2 + t1t2z
2 + t1t2z
3 − t21t2z
4
(1− z)2(1 − t1z)2(1− t1t2z2)
of K[U3, V3]
δ-module (F ′3)
δ. (The summands t1z
2, t1t2z
2, t1t2z
3 in the nom-
inator correspond to the three generators c1, pi(f1), pi(f2), and −t
2
1t2z
4 cor-
responds to the relation.)
Example 5.3. Let d = 3, δ = δ(2), and let δ(x1) = 0, δ(x2) = x1, δ(x3) =
x2. The generators of K[U3, V3]
δ are given in [9]. In our notation they are
f1 = u1, f2 = v1, f3 = u
2
2 − 2u1u3, f4 = v
2
2 − 2v1v3,
f5 = u1v3 − u2v2 + u3v1, f6 = u1v2 − u2v1.
There are two more generators in [9],
f7 = 2u
2
1v3 − 2u1u2v2 + u
2
2v1, f8 = u1v
2
2 − 2v1u2v2 + 2u3v
2
1 ,
but they can be expressed by the other ones:
f7 = f2f3 + 2f1f5, f8 = f1f4 + 2f2f5.
The generators f1, f2, f3, f4, f5, f6 of K[U3, V3]
δ satisfy the defining relation
f26 = f
2
1 f4 + f
2
2 f3 + 2f1f2f5.
We easily conclude from the Hilbert series
HGL2(K[U3, V3]
δ, t1, t2, z) =
1 + t31t2z
2
(1− t21z)
2(1− t21t
2
2z
2)3
that K[U3, V3]
δ is a free K[f1, f2, f3, f4, f5]-module with generators 1 and
f6, and that the algebra K[U3, V3]
δ has the presentation
K[U3, V3]
δ ∼= K[f1, f2, f3, f4, f5, f6 | f
2
6 = f
2
1 f4 + f
2
2f3 + 2f1f2f5].
In particular, as a vector space K[U3, V3]
δ has a basis
{f q11 f
q2
2 f
q3
3 f
q4
4 f
q5
5 , f
q1
1 f
q2
2 f
q3
3 f
q4
4 f
q5
5 f6 | q1, q2, q3, q4, q5 ≥ 0}.
By Example 3.3 the Hilbert series of (F ′3)
δ is
HGL2((F
′
3)
δ, t1, t2, z) =
(1 + t1t2z + t
2
2z − t
2
1t
2
2z
2)(t31t2z
2 + t41t
2
2z
3)
(1− t21z)
2(1− t21t
2
2z
2)3
.
= t31t2z
2(1 + 2t21z) + t
2
1t
2
2z
3(2t21 + t1t2) + · · ·
This suggests that the K[U3, V3]
δ-module (F ′3)
δ has a generator c1 of degree
2 and bidegree (3, 1). It together with c1f1 and c1f2 give the contribution
t31t2z
2(1 + 2t21z). We also expect three generators c2, c3 and c4 of degree 3
and bidegree (4, 2), (4, 2) and (3, 3), respectively. By easy calculations we
have found the explicit form of c1, c2, c3, c4:
c1 = [x2, x1], c2 = [x3, x1]v1 − [x2, x1]v2 = [x3, x1, x1]− [x2, x1, x2],
c3 = [x3, x1]u1 − [x2, x1]u2 = x1[x3, x1]− x2[x2, x1],
c4 = [x3, x2]u1 − [x3, x1]u2 + [x2, x1]u3 = x1[x3, x2]− x2[x3, x1] + x3[x2, x1].
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For example, c4 is a linear combination of all elements of degree 3 and
bidegree (3, 3) of the form: [x3, x2]u1, [x3, x1]u2, and [x2, x1]u3:
c4 = γ1x1[x3, x2] + γ2x2[x3, x1] + γ3x3[x2, x1], γ1, γ2, γ3 ∈ K,
and the condition δ(c4) = 0 gives
0 = γ1x1[x3, x1] + γ2(x1[x3, x1] + x2[x2, x1]) + γ3x2[x2, x1]
= (γ1 + γ2)x1[x3, x1] + (γ2 + γ3)x2[x2, x1].
Hence
γ1 + γ2 = γ2 + γ3 = 0
and, up to a multiplicative constant, the only solution is
γ1 = 1, γ2 = −1, γ3 = 1.
The Hilbert series of the free K[U3, V3]
δ-module generated by four elements
of bidegree (3, 1), (4, 2), (4, 2), and (3, 3) is
HGL2(t1, t2, z) =
t31t2z
2(1 + (2t1 + t2)t2z)(1 + t
3
1t2z
2)
(1− t21z)
2(1− t21t
2
2z
2)3
.
Hence
HGL2(t1, t2, z) −HGL2((F
′
3)
δ, t1, t2, z) = (t
2
1 − t
2
2)t
4
1t
2
2z
4 + · · ·
which suggests that there is a relation of bidegree (6, 2) and a generator
of bidegree (4, 4). Continuing in the same way, we have found one more
generator
c5 = [x3, x1]u3v1−[x3, x1]u1v3+[x3, x2]u1v2−[x3, x2]u2v1−[x2, x1]u3v2+[x2, x1]u2v3
of bidegree (4, 4) and the relations
R1(6, 2) : c1f6 = c3f2 − c2f1,
R2(7, 3) : c2f6 = c4f
2
2 − c1(f1f4 + f2f5),
R3(7, 3) : c3f6 = c4f1f2 + c1(f1f5 + f2f3),
R4(6, 4) : c4f6 = c2f3 + c3f5 + c5f1,
R5(6, 4) : c5f2 = c2f5 + c3f4,
R6(7, 5) : c5f6 = c1(f3f4 − f
2
5 ) + c4(f1f4 + f2f5),
The above relations show that cjf6, j = 1, . . . , 5, and c5f2 can be replaced
with a linear combination of other generators. Hence the K[U3, V3]
δ-module
generated by c1, . . . , c5 is spanned by
E = {cjf
mj
1 f
nj
2 f
pj
3 f
qj
4 f
rj
5 | mj, nj , pj , qj, rj ≥ 0, j = 1, 2, 3, 4}
∪{c5f
m
1 f
p
3 f
q
4f
r
5 | m, p, q, r ≥ 0}.
It is easy to check that the generating function of the set E is equal to
the Hilbert series of (F ′3)
δ. Hence, if we show that the elements of E are
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linearly independent, we shall conclude that the K[U3, V3]
δ-module (F ′3)
δ is
generated by c1, . . . , c5. Let
5∑
j=1
cjsj = 0,
where sj are polynomials in f1, f2, f3, f4, f5, j = 1, . . . , 5, and s5 does not
depend on f2 = v1. We shall show that this implies that sj = 0, j = 1, . . . , 5.
The bidegrees of the polynomials f1, f2, f3, f4, f5 consist of pairs of even
numbers which implies that we can rewrite the equation above as
c1s1 + c4s4 = 0, c2s2 + c3s3 + c5s5 = 0,
since the only bidegrees consisting of odd numbers are the bidegrees of c1
and c4, which are (3, 1) and (3, 3), respectively. We shall work in the abelian
wreath product W3 and shall denote by wi the coordinate of ai of w ∈ W3.
First we consider the equation c1s1 + c4s4 = 0. The three coordinates wi of
w = c1s1 + c4s4 = a1w1 + a2w2 + a3w3 = 0
define a linear homogeneous system
wi = 0, i = 1, 2, 3,
with unknowns s1 and s4. Since w3 = (u1v2 − u2v1)s4 = 0, then s4 = 0 and
thus s1 = 0. Now let us consider
w = c2s2 + c3s3 + c5s5 = 0.
We may assume that not all monomials of s2, s3, s5 depend on v2. We
substitute v2 = 0 in the wreath product. Then f1, f2, f3, f4, f5 become
f¯1 = u1, f¯2 = v1, f¯3 = u
2
2 − 2u1u3,
f¯4 = −2v1v3, f¯5 = u1v3 + u3v1
and the generators c2, c3 and c5 become
c¯2 = (−a1v3 + a3v1)v1, c¯3 = −a1u1v3 − a2u2v1 + a3u1v1,
c¯5 = a1(u1v3 − u3v1)v3 + a2u2v1v3 − a3(u1v3 − u3v1)v1
in W¯3. Also, at least one of the polynomials s¯2, s¯3, s¯5 is different from 0. The
equality w¯ = c¯2s¯2 + c¯3s¯3 + c¯5s¯5 = 0 gives the equalities of the coordinates
w¯1 = −v3(v1s¯2 + u1s¯3 − (u1v3 − u3v1)s¯5) = 0,
w¯2 = −u2v1(s¯3 − 2v3s¯5) = 0,
v1(v1s¯2 + u1s¯3 − (u1v3 − u3v1)s¯5) = 0.
We consider these three equalities as a homogeneous system with unknowns
s¯2, s¯3, s¯5. Its only solution is
s¯2 =
(u1v3 + u3v1)s¯5
v1
, s¯3 = 2v3s¯5.
Since we work with polynomials s¯2, s¯3, s¯5, we conclude that v1 divides s¯5
which contradicts with the assumption that s5 does not depend on v1. Hence
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s¯2 = s¯3 = s¯5 = 0. Since f¯1, f¯2, f¯3, f¯4, and f¯5 are algebraically independent
in K[U3, v1, v3], we obtain that s2 = s3 = s5 = 0. This completes the proof
that the K[U3, V3]
δ-module (F ′3)
δ is generated by c1, . . . , c5.
Now we want to find generators of the algebra F δ3 . We start with x1
and x22 − 2x1x3 which generate F
δ
3 modulo the ideal (F
′
3)
δ. We want to lift
them to elements in F δ3 . Obviously, x1 ∈ F
δ
3 . It is easy to check that the
element x22 − (x1x3 + x3x1) belongs to F
δ
3 and acts by multiplication on F
′
3
in the same way as x22 − 2x1x3. Hence x
2
2 − (x1x3 + x3x1) is the lifting of
x22 − 2x1x3 which we are searching for. Then we shall take a subset of E
which, together with x1 and x
2
2 − 2x1x3, generates F
δ
3 . If w ∈ F
′
3, then
wf1 = x1w, wf3 = (x
2 − (x1x3 + x3x1))w and we can remove the elements
of E
cjf
mj
1 f
nj
2 f
pj
3 f
qj
4 f
rj
5 , j = 1, 2, 3, 4, c5f
m
1 f
p
3 f
q
4f
r
5
which contain f1 and f3. Hence we may assume that mj , pj,m, p = 0. Also,
wf2 = wx1−x1w and we may consider only those elements of E with nj = 0.
Similarly,
wf4 = w(x
2
2 − (x1x3 + x3x1))− (x
2
2 − (x1x3 + x3x1))w + 2wf5
and we assume that qj = q = 0. Hence, as a vector space
(F ′3)
δ =
5∑
j=1
K[x1, x
2
2 − 2x1x3](cjK[f5])K[x1, x
2
2 − 2x1x3].
As a consequence we obtain that the algebra F δ3 is generated by
{x1, x
2
2 − (x1x3 + x3x1), cjf
pj
5 | j = 1, . . . , 5, pj ≥ 0}.
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