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ABSTRACT 
Speech recognition is still a growing field. It carries strong potential in the near future as computing power grows. 
Spectrum analysis is an elementary operation in speech recognition. Fast Fourier Transform (FFT) is the traditional 
technique to analyze frequency spectrum of the signal in speech recognition. Speech recognition operation requires 
heavy computation due to large samples per window. In addition, FFT consists of complex field computing. This paper 
proposes an approach based on discrete orthonormal Tchebichef polynomials to analyze a vowel and a consonant in 
spectral frequency for speech recognition. The Discrete Tchebichef Transform (DTT) is used instead of popular FFT. 
The preliminary experimental results show that DTT has the potential to be a simpler and faster transformation for 
speech recognition.  
Keyword-Speech recognition, Fast Fourier Transforms, Discrete Cosine Transform and Discrete Tchebichef Transform.  
1. INTRODUCTION 
Speech signal methods using Fourier transform are commonly used in speech recognition. One of the most widely 
used speech signal methods is the Fast Fourier Transform (FFT). FFT is a basic technique for digital signal processing 
applicable for spectrum analysis. The FFT is often used to compute numerical approximations to continuous Fourier. 
However, a straightforward application of the FFT to computationally often requires a large FFT to be performed even 
though most of the input data to the FFT may be zero [1].  
Another transformation is Discrete Cosine Transform (DCT). DCT is a discrete transform whose kernel is defined by 
the cosine function. It is not popular to use in speech recognition, although it produces a clear speech signal 
representation and spectrum analysis. DCT does not produce clear efficient third formant F3 in speech recognition.  
The Discrete Tchebichef Transform (DTT) is another transform method based on discrete Tchebichef polynomials 
[2][3]. DTT has a lower computational complexity and it does not require complex transform unlike continuous 
orthonormal transforms. DTT does not involve any numerical approximation. DTT has been applied in several computer 
vision and image processing application in previous work. For example, DTT is used in image analysis [4][5], texture 
segmentation [6], multispectral texture [7], pattern recognition [8], image watermarking [9], monitoring crowds [10], 
image reconstruction [2][11][12], image projection [13] and image compression [14]-[16]. However, DTT has not been 
used in audio processing. 
A brief description on FFT, DCT and DTT is given in Section II. Section III presents the experimental results of 
spectrum analysis on speech recognition via FFT, DCT and DTT. Section IV emphasizes on the importance of third 
formant F3 in speech recognition, comparative speech signal and spectrum analysis among FFT, DCT and DTT. Lastly, 
section V will conclude the comparison of spectrum analysis via FFT, DCT and DTT.  
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FFT is an efficient algorithm that can perform Discrete Fourier Transform (DFT). FFT is applied in order to convert 
time domain signals ݔሺ݆ሻ into the frequency domain ܺሺ݇ሻ. The sequence of ܰ complex numbers ݔ଴, … , ݔேିଵ represents a 
given time domain signal. The following equation defines the Fast Fourier Transform of ݔሺ݆ሻ:  
ܺሺ݇ሻ ൌ ෍ ݔሺ݆ሻ݁ିଶగ௜ே ሺ௝ିଵሻሺ௞ିଵሻ
ே
௝ୀଵ
 (1) 
where ݇ ൌ 0, … , ܰ െ 1, ݔሺ݆ሻ is the sample at time index ݆ and ݅ is the imaginary number √െ1. ܺሺ݇ሻ is a vector of ܰ values 
at frequency index ݇ corresponding to the magnitude of the sine waves resulting from the decomposition of the time 
indexed signal.The inverse FFT is given in the following equation: 
ݔሺ݆ሻ ൌ 1ܰ ෍ ܺሺ݇ሻ݁
ሺିଶగ௜ሻ
ே ିሺ௝ିଵሻሺ௞ିଵሻ
ே
௞ୀଵ
 (2) 
The FFT takes advantage of the symmetry and periodicity properties of the Fourier Transform to reduce computation 
time. In this process, the transform is partitioned into a sequence of reduced-length transforms that is collectively 
performed with reduced computation [17].  
The FFT technique also has performance limitation as the method. FFT is a complex transform which operates on an 
imaginary number and especial algorithm. It is a complex exponential that defines a complex sinusoid with frequency 
and it has not changed or upgraded.  
2.2 Discrete Cosine Transform 
The Discrete Cosine Transform has been used in frequency spectrum analysis, data compression, convolution 
computation and image processing [18]. For example, letݔ ൌ ሾݔሺ0ሻ, ݔሺ1ሻ, … , ݔሺܰ െ 1ሻሿ், with ܶdenoting column vector, ݔ 
represents a frame of speech samples applied as an input to a speech coder. ݔ  is transformed into a vector ܺ ൌ
 ሾܺሺ0ሻ, ܺሺ1ሻ, … , ܺሺܰ െ 1ሻሿ், where ܰ denotes the number of coefficients. 
ܺሺ݇ሻ ൌ ܾሺ݇ሻ ෍ ݔሺ݆ሻ cos ߨሺ2݆ െ 1ሻሺ݇ െ 1ሻ2ܰ
ேିଵ
௝ୀ଴
 (3) 
݇ ൌ 0, 1, … , ܰ െ 1 
where all the coefficients are real numbers and 
ܾሺ݇ሻ ൌ  
ۖە
۔
ۖۓ   1√ܰ          ݇ ൌ 0                     
ඨ 2ܰ     ݇ ൌ 1, 2, … , ܰ െ 1
 
The inverse of DCT (IDCT) is given in the following equation: 
ݔሺ݆ሻ ൌ ෍ ܾሺ݇ሻܺሺ݇ሻܿ݋ݏ ൬ߨሺ2݆ ൅ 1ሻ݇2ܰ ൰
ேିଵ
௞ୀ଴
 (4) 
݆ ൌ 0, 1, … , ܰ െ 1 
2.3 Discrete Tchebichef Transform 
For a given positive integer ܰ  (the vector size) and a value ݊  in the range  ሾ1, ܰ െ 1ሿ , the ܰ order orthonormal 
Tchebichef polynomialsݐ௞ሺ݊ሻ, ݊ ൌ 1,2, … , ܰ െ 1is defined using the following recurrence relation [11]:   
ݐ଴ሺ݊ሻ ൌ ଵ√ே , (5) 
ݐ௞ሺ0ሻ ൌ ඨ
ܰ െ ݇
ܰ ൅ ݇ ඨ
2݇ ൅ 1
2݇ െ 1 ݐ௞ିଵሺ0ሻ, 
(6) 
ݐ௞ሺ1ሻ ൌ ቊ1 ൅
݇ሺ1 ൅ ݇ሻ
1 െ ܰ ቋ ݐ௞ሺ0ሻ, (7) 
ݐ௞ሺ݊ሻ ൌ ߛଵݐ௞ሺ݊ െ 1ሻ ൅ ߛଶݐ௞ሺ݊ െ 2ሻ, (8) 
݇ ൌ 1, 2, … , ܰ െ 1,  ݊ ൌ 2, 3, … , ቀேଶ െ 1ቁ,  
where 
2.1 Fast Fourier Transform
2. TRANSFORMATION DOMAIN 
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ߛଵ ൌ
െ݇ሺ݇ ൅ 1ሻ െ ሺ2݊ െ 1ሻሺ݊ െ ܰ െ 1ሻ െ ݊
݊ሺܰ െ ݊ሻ , (9) 
ߛଶ ൌ
ሺ݊ ൅ 1ሻሺ݊ െ ܰ െ 1ሻ
݊ሺܰ െ ݊ሻ , (10) 
The forward Discrete Tchebichef Transform (DTT) of order ܰ is defined as: 
ܺሺ݇ሻ ൌ ෍ ݔሺ݊ሻݐ௞ሺ݊ሻ,
ேିଵ
௡ୀ଴
 (11) 
݇ ൌ 0, 1, … , ܰ െ 1, 
where ܺሺ݇ሻ denotes the coefficient of orthonormal Tchebichef polynomials.  
The inverse DTT is given in the following equation:  
ݔሺ݊ሻ ൌ ෍ ܺሺ݇ሻݐ௞ሺ݊ሻ,
ேିଵ
௞ୀ଴
 (12) 
݊ ൌ 0, 1, … , ܰ െ 1, 
The first few discrete orthonormal Tchebichef polynomials are shown in Fig. 1. 
 
Figure 1. The discrete orthonormal tchebichef polynomial ݐ௞ሺ݊ሻ 
for ݇ ൌ 0, 1, 2, 3 and 4. 
3. EXPERIMENTAL RESULT 
The voice used is a male voice based on standard voice of vowel. The sounds of the vowel ‘O’ and the consonant 
‘RA’ are used from the International Phonetic Alphabet [19]. A speech signal has a sampling rate frequency component 
at about 11 KHz. The sample sound of the vowel ‘O’ is shown in Fig. 2. 
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3.1 Silence detector 
Speech signals are highly redundant and contain a variety of background noise. At some level of the background 
noise which interferes with the speech, it means that silence regions have quite a height zero-crossings rate as the signal 
changes from one side of the zero amplitude to the other and back again. For this reason, the threshold is included to 
remove any zero-crossings. In this experiment, the threshold is 0.1. This means that any zero-crossings that start and end 
within the range of ݐ௔, where െ0.1 ൏ ݐ௔ ൏ 0.1, are not included in the total number of zero-crossings in that window.  
3.2 Pre-emphasis 
Pre-emphasis is a technique used in speech processing to enhance high frequencies of the signal. It reduces the high 
spectral dynamic range. Therefore, by applying pre-emphasis, the spectrum is flattened, consisting of formants of similar 
heights. Pre-emphasis is implemented as a first-order Finite Impulse Response (FIR) filter defined as: 
ܵ௡ ൌ ܧሺ݊ሻ െ ߙܧሾ݊ െ 1ሿ (13) 
where ߙ is the pre-emphasis coefficient, the value used for ߙ is typically around 0.9 to 0.95. ܧሺ݊ሻ is the sample data 
which represents speech signal with ݊ is 0 ൑ ݊ ൑ ܰ െ 1, where ܰ is the sample size which represent speech signal. The 
speech signals after pre-emphasis of the vowel ‘O’ [19] is shown in Fig. 3. 
Figure 3. Speech signals after pre-emphasis of the vowel ‘O’. 
3.3 Windowing 
Speech Recognition via FFT uses windowing function. A windowing function is used on each frame to smooth the 
signal and make it more amendable for spectral analysis.                                                          
Hamming window is a window functions used commonly in speech analysis to reduce the sudden changes and 
undesirable frequencies occurring in the framed speech. Hamming window is defined as: 
ݓሺ݇ሻ ൌ 0.54 െ 0.46 cos ൤ 2ߨ݇ܮ െ 1൨ (14) 
where ܮ represents the width of ܵ௡ and ݇ is an integer, with values 0 ൑ ݇ ൑ ܮ െ 1. The resulting windowed segment is 
defined as:    
ݔሺ݇ሻ ൌ ܵ௡ݓሺ݇ሻ (15) 
where ܵ௡ is the signal function and ݓሺ݇ሻis the window function. Whereas, DTT consists coefficient of DTT, therefore the 
window is inefficient when the sample data are multiplied by a value close to zero. Any transition occurring during this 
part of the window will be lost so that the spectrum is no longer true real time. 
In this study, a sample of speech signal is windowed into four frames. Each window consists of 1024 sample data 
which represent speech signal.  In this experiment, the fourth frame for 3073-4096 sample data is used. The speech 
signals via FFT, DCT and DTT of the vowel ‘O’ and the consonant ‘RA’ are shown on the left, middle and right of Fig. 
4 and Fig. 5.  
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3.4 Spectrum analysis 
The spectrum analysis via FFT and DCT can be generated as follows: 
݌ሺ݇ሻ ൌ |ܺሺ݇ሻ|ଶ (16) 
The spectrum analysis via FFT and DCT of the vowel ‘O’ and the consonant ‘RA’ [19] is shown on the left and 
middle of Fig. 6 and Fig. 7.  The spectrum analysis via DTT can be defined as: 
݌ሺ݇ሻ ൌ |ܿሺ݊ሻ|ଶ (17) 
ܿሺ݊ሻ ൌ ݔሺ݊ሻݐ௞ሺ݊ሻ (18) 
where ܿሺ݊ሻ is the coefficient of DTT, ݔሺ݊ሻ is the sample data at time index ݊ and ݐ௞ሺ݊ሻ is the computation matrix of 
orthonormal Tchebichef polynomials. The spectrum analysis via DTT of the vowel ‘O’ and the consonant ‘RA’ is shown 
on the right of Fig. 6 and Fig. 7. The frequency formants of the vowel ‘O’ and the consonant ‘RA’ [19] via FFT, DCT 
and DTT as numerically are shown in Table I and Table II respectively.    
 
Figure 4. Imaginary part of FFT (left), coefficient of DCT (middle) and coefficient of DTT (right) for speech signal of the vowel 
‘O’. 
 
 
 
 
 
Figure 5. Imaginary part of FFT (left), coefficient of DCT (middle) and coefficient of DTT (right) for speech signal of the 
consonant ‘RA’. 
 
  
Figure 6. Imaginary part of FFT (left), coefficient of DCT (middle) and coefficient of DTT (right) for spectrum analysis of the 
vowel ‘O’. 
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Figure 7. Imaginary part of FFT (left), coefficient of DCT (middle) and coefficient of DTT (right) for spectrum analysis of the 
consonant ‘RA’. 
TABLE I. FREQUENCY FORMANTS OF THE VOWEL ‘O’  
1. Vowel ‘O’ 2. FFT 3. DCT 4. DTT 
5. F1 527 516 441 
6. F2 7. 764 8. 753 9. 710 
10. F3 11. 3219 12. 3186 13. 3186 
TABLE II. FREQUENCY FORMANTS OF THE CONSONANT ‘RA’  
14. Consonant ‘RA’ 15. FFT 16. DCT 17. DTT 
18. F1 19. 661 20. 613 21. 624 
22. F2 23. 1301 24. 1259 25. 1248 
26. F3 27. 2160 28. 2121 29. 2131 
4. COMPARATIVE ANALYSIS 
The conventional method of depicting formants F1 and F2 only does not sufficiently represent the multi-dimensional 
nature of the vowel quality. Delattre [20] showed that the third formant significantly influenced listener’s judgments of 
the vowel quality and the combination of higher formants carry a relatively significant influence on vowel perception.  
More recent studies have examined the spectral features suggesting that the differences (F3-F2) are a more accurate 
way of identifying vowel frontends. Syrdal and Gopal [21] have shown that the separation between back and front 
vowels is more closely linked to the differences (F3-F2) than (F2-F1). However, it is important to recognize that F3 and F4 
vary more than F1 and F2 as a result of the speaker characteristics. Nevertheless, they are relatively stable across vowel 
categories in contrast to F1 and F2, which vary greatly as a result of the vowel quality. The higher formants are therefore 
less effective carriers of phonetic information than the lower formants [22].  
The speech signal of the vowel ‘O’ via DCT as illustrated on the middle of Fig. 4 showed that speech signal is clearer 
than FFT and DTT. On one hand, the speech signals of the vowel ‘O’ via DTT produces more noise than FFT and DCT. 
On the other hand, speech signals of the consonant ‘RA’ via FFT on the left of Fig. 5 produces a clearer from the noisy 
speech signal than DCT and DTT.  
Spectrum analysis of the vowel ‘O’ via FFT on the left of Fig. 6 produces a lower power spectrum than DCT and 
DTT. On one hand, power spectrum via DTT on the right of Fig. 6 is higher than FFT and DCT. On the other hand, 
spectrum analysis of the consonant ‘RA’ via DCT on the middle of Fig. 7 is higher power spectrum than FFT and DTT. 
Spectrum analysis of the consonant ‘RA’ via DTT on the right of Fig. 7 produces more noise than FFT and DCT in a 
frequency spectrum. It is also capable to capture the third formant unlike DCT. The experimental result showed that the 
formants F1, F2 and F3 among FFT, DCT and DTT were identically similar. 
5. CONCLUSION 
As a discrete orthonormal transform, DTT is a simpler and computationally more efficient than FFT. On one hand, 
FFT is computationally complex with the imaginary part. DTT consumes simpler and faster computation with real 
coefficient. It is an ideal candidate for discrete transform in speech recognition to transform time domain into frequency 
domain.  On the other hand, DCT produces a simpler output in the frequency spectrum and it is occasionally unable to 
capture the third formant F3. DTT is able to capture all three formants concurrently, F1, F2, and F3. The frequency 
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formants via FFT, DCT, and DTT are compared. They have produced relatively identical outputs in term of speech 
recognitions. 
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