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Abstract
We establish the existence of standing waves with one pulse, multiple spikes and transition
layers in the nonlinear reaction–diffusion system
ut = f (u,w)+ uxx,wt = ε2g(u,w)+ wxx, x ∈ R,
where ε > 0 is a small parameter, f (u,w) = 0 has three branches u = h1(w), u = h2(w) and
u = h3(w) on an interval of w and g(u,w) = 0 intersects u = h1(w) once and u = h3(w) at
most once. We use a different method to prove the existence of a single pulse. The existence of
multiple spikes and transition layers is a new result. The new method is a topological shooting
plan consisting of various shooting arguments. The main technical advance of this plan is that
it provides a setup for proving the existence of not only a single pulse, but also multiple spikes
and transition layers. The proof of the existence of spikes and transition layers involves more
delicate estimates in order to assure the existence of certain types of solutions necessary in the
topological shooting arguments. A two-dimensional topological shooting principle and another
elementary topological principle are applied in the shooting arguments.
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1. Introduction
We consider the following reaction–diffusion system
{
ut = d1f (u,w)+ d2uxx, x ∈ R,
wt = d3g(u,w)+ d4wxx, (1.1)
where f (u,w) = 0 has three branches u = h1(w), u = h2(w) and u = h3(w) on an
interval of w; g(u,w) = 0 intersects u = h1(w) once and u = h3(w) at most once.
A small parameter ε > 0 is involved. The following choices of the di’s fall into the
regime of our concern in this paper. As ε → 0:
(i) d3 is of order O(ε2), d1, d2, d3 are of order O(1);
(ii) d1, d2, d3 are of order O(1), d4 is of order O(1/ε2);
(iii) d1 is of order O(1/ε), d2 is of order O(ε), d3 and d4 are of order O(1).
System (1.1) can be used to model physical, biological or chemical systems.
In a model of excitatory and inhibitory interactions in localized populations of model
neurons derived by Wilson and Cowan [23],
{
u dudt = −u+ (ku − ruu)Su(c1u− c2w + P),
w dwdt = −w + (kw − rww)Sw(c3u− c4w +Q),
(1.2)
u(t) is the averaged proportion of excitatory cells ﬁring per unit time at the instant t ,
w(t) is the averaged proportion of inhibitory cells ﬁring per unit time at the instant t .
0Su(x) 1 and 0Sw(x) 1 are excitatory and inhibitory subpopulation response
functions, respectively with x the average levels of excitation within the subpopulation.
P and Q are inputs. ku, kw, ru, rw and ci , i = 1, . . . , 4 are biological constants. If
S(x) is chosen as
S(x) = 1
1+ exp[−a(x − )] −
1
1+ exp(a)
and the parameters and the inputs are chosen as ku = 1, kw = 1, ru = 0.5, rw = 0.2,
c1 = 12, c2 = 4, c3 = 13, c4 = 11, au = 1.2, u = 2.8, aw = 1, w = 4, P = 0
and Q = 0, then du
dt
= 0 has three branches u = h1(w) u = h2(w) and u = h3(w)
and dw
dt
= 0 intersects the three branches one point on each of the branches. If the
diffusions are added as in the real biological system, it has the form of system (1.1).
Furthermore, in the actual biological systems, the diffusion of inhibitory subpopulations
is faster than that of the excitatory subpopulations.
A semiconductor Fabry–Pérot interferometer consists of a pair of parallel mirrors
with semiconducting materials in between where interactions of photon and photo
excited carriers take place. As described in [14], when this device is pumped with a
laser beam with intensity I and wavelength  from the direction perpendicular to the
mirrors, both the excitation of carriers and the temperature in the interferometer cavity
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spread diffusively and they satisfy a system of reaction–diffusion partial differential
equations.
Balkarei˘ et al. [1] considered the system with homogeneous pumping, namely

N
t = I (N, T )− NN +D∇2⊥N, x ∈ R,
T
t =
qN
C1
− T−T0T + ∇2⊥T ,
(1.3)
where N is the photoexcited carrier density, T is the temperature,  is the intensity
absorption coefﬁcient, I (N, T ) is the light intensity inside the interferometer averaged
over the thickness l (i.e. the cavity irradiance), −1N = −11 + −12 for nonirradiative and
radiative recombination times 1 and 2, D is the carrier diffusion coefﬁcient, q is the
heat needed for one recombination event, C and  are the speciﬁc heat and density of
the semiconductor, T is the characteristic cooling time,  is the thermal diffusivity,
and ∇2⊥ is the Laplacian acting in the plane perpendicular to the pumping beam.
When self-focusing and diffraction can be ignored, Balkarei˘ et al. [1] claimed that
I (N, T ) depends on the input beam and cavity properties according to a relation from
Merz et al. [16] given by
I (N, T ) = I0(1− R)(1− e
l )(1+ Re−l )
l[1− 2Re−l cos(4n(N, T )l/)+ R2e−2l] , (1.4)
where I0 is the intensity of homogeneous incoming light, n(N, T ) is the refractive
index and R is the reﬂection coefﬁcient of the interferometer mirrors.
n(N, T ) = n0 − NN + T (T − T0). (1.5)
Here T0 is the temperature of the surrounding media, and N , T are positive con-
stants. While n(N, T ) depends linearly on N and T in (1.5), the model itself depends
nonlinearly on n(N, T ). Because of this nonlinear dependence and the opposite signs
of −N, T , the model is said to contain two competing dispersive nonlinearities.
Applying linear analysis to system (1.3), Balkarei˘ et al. [1] predicted that diffusion
would generate spatially inhomogeneous traveling pulse solutions in the case of  < D,
and standing pulse solutions in the case of   D, in the direction transverse to the
pump beam (parallel to the mirror). Balkarei˘ et al. [2], later veriﬁed these predictions
using the above model, neglecting 2, and allowing for temperature-dependent light
absorption.
Rzhanov et al. [22] considered diffusion to be restricted to one transverse direction
and examined the following reaction–diffusion system.

N
t =
(T )Ic(N,T ,x)
h	 − NN +D 
2
N
x2 , x ∈ R,
T
t = h	NCN − T−T0T +  
2
T
x2 ,
(1.6)
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where 	 is the frequency of the incoming radiation, (T ) is the intensity absorption
coefﬁcient and
Ic(n, T , x) = Iin(x)(1− Rf)(1− e
l )(1+ Rbe−l )
l(1− R)2(1+ F sin2[2n(N, T )l/])
(1.7)
is the cavity irradiance, which is positive for all parameter values of interests. Here Rf ,
Rb are the front and back mirror reﬂectivities, R = (RfRb) 12 e−l , F = 4R(1−R)−2
is the ﬁtness factor, n(N, T ) satisﬁes (1.5) for some N , T > 0, but with T0 renamed
as T and a Gaussian input refers to the intensity proﬁle Iin(x) = I0 exp(−x2/s2) for
a pumping beam of spot size s and peak irradiance I0. Note that (1.7) is equivalent
to (1.4) when Rf = Rb. Whole-beam oscillations and edge oscillations are found in
the numerical simulations under an appropriate choice of parameters, for the D and ,
D = 10 and  = 0.01.
Rubin and Jones [21] rescaled system (1.6) in the following way and obtained a sys-
tem obviously in the form of (1.1). When the following linear transformation is applied
x¯ ≡ x
LN
, t¯ ≡ t
N
, u ≡ N
n0
, w ≡ T − T0

,
where  denotes the temperature coefﬁcient of the exponential band edge and LN ≡
(DN)
1
2 is the carrier diffusion length, writing Ic(N, T , x) = I (x/)W(u,w)/l where
W(u,w) > 0, and setting N
l2	n0 = 1s/J cm, it follows that
ut¯ = I (
x¯)W(u,w)− u+ ux¯x¯ ,
wt¯ = ε¯u− w + wx¯x¯,
where 
 = LN/, ε¯ = 2	n0/C = N/lC,  = T /N and  = /D is the ratio
of diffusion coefﬁcients. In the experimental range,

 = O(10−1 − 10−2), ε¯ = O(10−6 − 10−7),
 = O(105 − 106),  = O(10−2 − 10−3)
relabeling x¯ → x, t¯ → t , and introducing a small parameter ε and a parameter , the
above equation can be rewritten as{
ut = I (εx)W(u, w)− u+ uxx , x ∈ R,
wt = (ε2(u− w)+ wxx) (1.8)
and the homogeneous model (1.3) as{
ut = I0W(u, w)− u+ uxx, x ∈ R,
wt = (ε2(u− w)+ wxx). (1.9)
Fu Zhang / J. Differential Equations 205 (2004) 77–155 81
We can see from the above derivation that IW(u,w) is periodic in a function of u
and w. For each period it has three branches h1(w), h2(w) and h3(w) on an interval
of w. We focus on the ﬁrst period in the ﬁrst quadrant of (u,w) plane.
Existence of single pulse standing waves were studied by several authors. Dockery
[4] showed the existence and local uniqueness of a single pulse standing wave in system
(1.9) by the singular geometric perturbation theory of Fenichel and Fenichel normal
form [6–9]. Jones and Rubin [14] proved the existence of locally unique single pulse
standing wave solutions to (1.8) and (1.9) for small enough ε > 0 by singular geometric
perturbation theory and exchange lemma [12]. Rubin [20] proved the stability of the
single pulse standing in systems (1.8) and (1.9) under certain parameter regime and
studied the bifurcations to the generation of edge oscillations.
In this paper, coexistence of standing wave solutions with single pulse and with
single pulse and multiple spikes and transition layers is proved under physically rea-
sonable hypotheses on the reaction functions. The existence of multiple spikes and
transition layers is a new result. To prove this result, another hypothesis, which is
compatible with that of single pulse, is needed. It is interesting to see that in terms
of the existence of single pulse solutions, we drop a transversality condition which
is necessary for geometric perturbation theory to show the existence, but we cannot
obtain local uniqueness. The proof of the existence of a single pulse standing waves
provides a basic setup for that of multiple spikes and transition layers, but the proof
for the multiple spikes and transition layers involves more delicate estimates in order
to assure the existence of certain types of solutions used in the shooting arguments. A
two-dimensional shooting principle [15] and another elementary topological principle
are applied in the various shooting arguments.
Section 2 provides the proof of the existence of a single pulse. More speciﬁcally,
Section 2.1 states the hypotheses and the main theorem. We prove the theorem in 3
steps which are in Sections 2.2, 2.3 and 2.4, respectively. Section 3 gives the proof of
the existence of spikes of type I. Section 3.1 contains the proof of the existence of 2
spikes and it is the main body and the difﬁcult part. Section 3.2 is the induction to
the existence of 2n spikes. Section 4 consists of the proof of the existence of spikes
of type II. And the proof of the existence of transition layers is given in Section 5.
What we mean by a pulse, type I and type II spikes and transition layers is given in
Sections 2.1 and 3.1.
2. Existence of a single pulse
2.1. Hypotheses and the main theorem
The standing waves of (1.9) satisfy the following dimensionless ODE system:

u′ = v,
v′ = u− IW(u,w),
w′ = εz,
z′ = ε(w − u),
(2.1)
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Fig. 1. An example of nullclines f (u,w) = 0 and g(u,w) = 0.
where I > 0 is a constant and ′ = d/dt . Also, let f (u,w) = IW(u,w)−u, g(u,w) =
u− w. For system (2.1), we make the following hypotheses and deﬁnitions.
(H1) The nullcline u = IW(u,w) has three branches in {(u,w) : u > 0, w > 0} with
all branches given by C1 functions of w. Call the branches h1(w), h2(w) and h3(w),
deﬁned on I1, I2 and I3, respectively; h1 < h2 < h3 on I1 ∩ I2 ∩ I3 (Fig. 1).
Let
w¯ = min{max{w : w ∈ I1},max{w : w ∈ I3}},
w = max{min{w : w ∈ I1},min{w : w ∈ I3}}
and I ∗ = [w, w¯].
(H2) There exists a unique point (ul, wl) where the curves {u = h1(w)} and {g(u,w) =
0} intersect and a unique point (ur , wr) where the curves {u = h3(w)} and {g(u,w) =
0} intersect in the (u,w) space, with wl , wr ∈ I ∗ and wl < wr .
(H3) For J (w) = ∫ h3(w)
h1(w)
[−s + IW(s,w)] ds, there exists a unique w∗ ∈ (wl, wr) such
that
J (w)

> 0 for w ∈ (wl, w∗),
= 0 for w = w∗,
< 0 for w ∈ (w∗, wr).
(H4) fu < 0 on {(u,w) : u = hj (w), j = 1, 3, w ∈ I ∗}.
Note that the existence of at least one zero of J (w) always holds, given (H1), (H2),
and (H4) and the deﬁnition of J .
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(H5) Let Gj(w) = g(hj (w),w) on Ij , j = 1, 3. dG1(wl)/dw < 0 and dG3(wr)/
dw < 0.
(H6) ∫ w∗
wl
g(h1(w),w) dw +
∫ wr
w∗ g(h3(w),w) dw > 0.
Note that (ul, 0, wl, 0) and (ur , 0, wr, 0) are equilibria of system (2.1). Let IWlu =
IWu(ul, wl) and IWlw = IWw(ul, wl), the eigenvalues of the linearization of (2.1) at
(ul, 0, wl, 0) are given by
¯
2 = (ul, wl)±
√
(ul, wl)2 + ε2((IWlu − 1)+ IWlw),
where (u,w) = (ε2 + 1 − IWu(u,w))/2. Since h1(w) = IW(h1(w),w), it follows
that
h′1(wl) = −IWw/(IWu − 1)
(H4) and (H5) implies that (IWlu−1)+IWlw < 0. Thus for small enough ε > 0, ¯2 > 0
and therefore (ul, 0, wl, 0) has a 2D stable manifold and a 2D unstable manifold.
Remark 2.1. In our proof g(u,w) can be taken as any function as long as (H2) and
(H6) are satisﬁed and gu(u,w) > 0, gw(u,w) < 0 for w ∈ [w, w¯] and u ∈ [0, 2h3(w)].
Furthermore, if g(u,w) = 0 and u = h3(w) do not intersect, then the proof remains
the same if wr is replaced by w¯.
The solutions of (2.1) that satisfy
(u(t), v(t), w(t), z(t))→ (ul, 0, wl, 0) as t →±∞ (2.2)
are called homoclinic orbits of (2.1). If u and w can be translated (t → tc) so as to
be even functions, we say that the solution is symmetric.
Theorem 2.1 (Existence of a single pulse). Under hypotheses (H1)–(H6), for small
enough ε > 0, system (2.1) has a symmetric solution that satisﬁes (2.2) and crosses
u = h2(w) exactly twice and has the property that there exists a P > 0 such that for
a ﬁxed small  > 0,
|u(t)− h3(w(t))| <  on [−P/ε, P/ε]. (2.3)
A pulse solution of (2.1) is a homoclinic orbit that stays very close to the branch
u = h3(w) over a ‘time’ of order O(1/ε). Especially a homoclinic orbit that satisﬁes
(2.3) is a pulse solution. What we mean by a spike in a pulse solution is that for a
‘time’ of order O(1), it moves away from one of the two branches u = h1(w) and
u = h3(w) and then returns to the same branch. A transition layer in a pulse solution
is a jump between the two branches which occurs close to w = w∗.
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In the proof of Theorem 2.1, we consider solutions with initial conditions (u(0), 0,
w(0), 0) with (u(0), w(0)) ∈ 0, and 0 is deﬁned as
0 =
{
(u, w)
∣∣∣w ∈ [w∗ + 
, wr − 
], u ∈ [h3(w)− , h3(w)+ ]}, (2.4)
where  and 
 are small positive real numbers and will be determined in the proof
later. The dependence of ε,  and 
 are: 
 is determined by (H6),  is determined by

 and (H3), ε is determined by . By symmetry of system (2.1), the solutions with
the above initial conditions are symmetric. Therefore, once we show that there exists
a solution with
(u(t), v(t), w(t), z(t))→ (ul, 0, wl, 0) as t →∞,
we also have
(u(t), v(t), w(t), z(t))→ (ul, 0, wl, 0) as t →−∞.
The following topological shooting principles will be applied on the two-dimensional
set 0 and the subsets of 0 of initial conditions in the proof several times in this
paper.
Theorem A. (McLeod and Serrin, [15, p. 246]) Let I be the closed unit square
{0 x 1, 0 y 1} in the (x, y) plane, and let S− and S+ be disjoint relatively open
subsets of I respectively containing the lines y = 0 and y = 1. Then the complement
D of S− and S+ in I contains a continuum joining the lines x = 0 and x = 1.
Theorem B. (Newman [18, Theorem 14.3, p. 123]) Let p and q be points of E2 which
are separated by a closed set K ⊂ E2 (That is, p and q lie in distinct components of
E2 −K). Then p and q are separated by some component of K in S.
We will prove Theorem 2.1 in the next 3 Sections 2.2–2.4. In Section 2.2, we prove
the ﬁrst preliminary theorem and some general properties of system (2.1) which will
be referred to in the proof later. In Section 2.3, the second preliminary theorem is
proved. Section 2.4 contains the proof of the ﬁnal set of lemmas for proving Theorem
2.1. From the proof, it can be seen that starting from the initial value, the projection
of the single pulse standing wave solution onto the (u,w) space follow down close to
u = h3(w) until near w = w∗ and then make a jump and follow close to u = h1(w)
and eventually approach the equilibrium point (ul, 0, wl, 0) as t → ∞. In any of the
following theorems or lemmas, we always assume (H1)–(H6).
2.2. First preliminary theorem and some general properties
We start with deﬁning the following sets, functions and quantities:
U = max
w∈I∗
{
2h3(w)
}
, (2.5)
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g(u,w)=0 g(u,w)=0
h = h  (w)
Fig. 2. The sets  and 0.
D =
{
(u, w)
∣∣ 0 uU, 0w w¯}, (2.6)
 =
{
(u, w)
∣∣∣w ∈ [w∗ − 
, wr − 
], u ∈ [h3(w)− , h3(w)+ ]}, (2.7)
where  > 0 and 
 > 0 are the same as those appear in the deﬁnition of 0 in (2.4)
(Fig. 2).
Since hj (w) ∈ C1, j = 1, 2, 3, we can deﬁne M > 0 as
M = max
w∈[wl,wr ]
{
max
{
h′1(w), h′2(w), h′3(w)
}}
. (2.8)
Since f (u,w) is continuous in D, we can deﬁne
±j () = min
w∈[wl,wr ]
{ ∣∣∣ f (hj (w)± , w)∣∣∣ } > 0. (2.9)
Since J (w) is continuous on [wl,wr ], for ﬁxed small 
1 > 0 and 
2 > 0, we can
deﬁne
l (
1, 
2) = min
{ ∣∣ J (w) ∣∣ ∣∣∣w ∈ [wl + 
1, w∗ − 
2] } > 0, (2.10)
r (
1, 
2) = min
{ ∣∣ J (w) ∣∣ ∣∣∣w ∈ [w∗ + 
1, wr − 
2] } > 0. (2.11)
The following simple proposition is on the boundedness of v and z. It will be referred
to later in the proof often.
Proposition 2.1. v and z are bounded with the bound independent of ε for all the
solutions with (u(0), w(0)) ∈ 0, v(0) = z(0) = 0 as long as (u(t), w(t)) stays in D.
Proof. As long as u(t) is monotone, i.e. v does not change sign, we can think of w(t)
as a function of u. Without loss of generality, let v′(0) < 0, then v < 0 in a small
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open interval at the beginning, integrate the ﬁrst two equations in system (2.1) before
v changes sign, we have
v(t)2
2
=
∫ u(t)
u(0)
[
s − IW (s, w(t (s)))] ds.
Since f (u, w) is continuous in D, there is an M1 > 0 such that
∣∣f (u, w)∣∣M1 in D
and this gives
v(t)2
2

∣∣∣ u(t)− u(0) ∣∣∣M1UM1. (2.12)
Once v reaches 0, we can integrating the ﬁrst two equations in system (2.1) from where
v = 0 and still have the above bound for v22 .
Similarly for a bound on z, before z changes sign, integrating the last two equations
in system (2.1), we have
z(t)2
2
=
∫ w(t)
w(0)
(
s − u(t (s))) ds.
Since g(u, w) is continuous in D, there exists M2 > 0 such that
∣∣g(u, w)∣∣M2 in D
and this gives
z(t)2
2

∣∣∣w(t)− w(0)∣∣∣M2 < (w¯ − w)M2. (2.13)
By (2.12) and (2.13) the proposition is proved. 
Then we can deﬁne V and Z as
V = sup
(u(t),w(t))∈D
{|v(t)|∣∣(u(0), w(0)) ∈ 0, z(0) = v(0) = 0},
and
Z = sup
(u(t),w(t))∈D
{|z(t)|∣∣(u(0), w(0)) ∈ 0, z(0) = v(0) = 0}.
Proposition 2.2. If there exist t2 > t1 0 such that |w(t1) − w(t2)| =  for a given
 > 0 and (u(t), w(t)) ∈ D for t ∈ [t1, t2], then t2 − t1 εZ .
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Proof. By Proposition 2.1, |z(t)|Z if (u(t), w(t)) ∈ D. We know that
|w(t1)− w(t2)|
∫ t2
t1
ε|z(s)| ds (t1 − t2)εZ.
Therefore t2 − t1 1εZ |w(t1) − w(t2)| = εZ . This completes the proof of the
proposition. 
We now deﬁne the following two shooting sets for the ﬁrst preliminary theorem of
Theorem 2.1:
A0 =
{
(u, w) ∈ 0
∣∣∣There exist T and T1 with T > T1 0 such that
(i)
(
u(t), w(t)
) ∈ ¯ for 0 t  T1,
(ii) u(t) > h3(w(t))+  for T1 < t < T, and
(iii) w∗ − 
 < w(t) < wr − 
 for 0 t  T
}
,
B0 =
{
(u, w) ∈ 0
∣∣∣There exist T and T1 with T > T1 0 such that
(i)
(
u(t), w(t)
) ∈ ¯ for 0 t  T1,
(ii) u(t) < h3(w(t))−  for T1 < t < T, and
(iii) w∗ − 
 < w(t) < wr − 
 for 0 t  T
}
.
Theorem 2.2. For small enough ε > 0, C0 = 0\(A0 ∩ B0) contains a continuum
extending from w = w∗+
 to w = wr−
 and for any solution with (u(0), w(0)) ∈ C0,
there exists a T1 > 0 such that w(T1) = w∗ − 
 and (u(t), w(t)) ∈ ¯ for t ∈ [0, T1].
Proof. We will show in Lemmas 2.1–2.5 that A0 and B0 are both open, each of them
contains a continuum in 0 and their intersection is empty. Then applying Theorem
A, we can conclude that C0 contains a continuum extending from w = w∗ + 
 to
w = wr − 
.
Lemma 2.1. For small enough ε > 0, A0 contains a continuum extending from w =
w∗ + 
 to w = wr − 
.
Proof. We consider the solutions with initial conditions (u(0), 0, w(0), 0), where
u(0) = h3(w(0)) + . Then v′(0) > 0 and z′(0) < 0. Since f (u, w) is continuous
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in D, f
(
h3(w), w
) = 0 and f (u, w) < 0 if u > h3(w), we have
v′(0) = −f (h3(w(0))+ , w(0)) +3 (),
for all w(0) ∈ [wl, wr ]. Then there exists an ε0 > 0 such that for all (u(0), w(0))
with w(0) ∈ (w∗ + 
, wr − 
) and u(0) = h3(w(0))+ , if ε < ε0, the initial inverse
of the slope limt→0+ dudw of the solution in the (u, w) space satisﬁes
lim
t→0+
∣∣∣∣ dudw
∣∣∣∣ = 1ε2
∣∣∣∣u(0)− IW(u(0), w(0))w(0)− u(0)
∣∣∣∣ > 1ε2 
+
3 ()
w¯ + U > M,
where M is deﬁned in (2.8). Hence for each of the above (u(0), w(0)), there exists a
T > 0 such that u(T ) > h3(w(T )) +  and w(t) ∈ (w∗ − 
, wr − 
) for t ∈ [0, T ].
This completes the proof of Lemma 2.1. 
Lemma 2.2. A0 is an open set.
Proof. Let (u0, w0) ∈ A0. By continuity of solutions in initial conditions, there exists
a neighborhood N (u0, w0) such that if (u(0), w(0)) ∈ N (u0, w0) ∩ 0, then for any
solution with initial condition (u(0), 0, w(0), 0), there exists a T > 0 such that
u(T ) > h3(w(T ))+  and w(T ) ∈ (w∗ − 
, wr − 
)
and therefore there exists a T1 ∈ (0, T ) such that
(u(t), w(t)) ∈ ¯ for t ∈ [0, T1],
u(t) > h3(w(t))+  for t ∈ (T1, T ],
w∗ − 
 < w(t) < wr − 
 for t ∈ [0, T ],
i.e. N (u0, w0) ⊂ A0. This completes the proof of Lemma 2.2. 
Lemma 2.3. For small enough ε > 0, B0 contains a continuum extending from w =
w∗ + 
 to w = wr − 
.
Proof. The proof is similar to that of Lemma 2.1. 
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Lemma 2.4. B0 is an open set.
Proof. The proof is similar to that of Lemma 2.2. 
Lemma 2.5. A0 ∩ B0 = .
Proof. We only need to show that if (u(0), w(0)) ∈ A0, then (u(0), w(0)) /∈ B0. This
is straightforward from the deﬁnitions of A0 and B0. 
Up to this point, we have shown that C0 = 0\(A0 ∩ B0) contains a continuum
extending from w = w∗ +
 to w = wr −
. Then any solutions with (u(0), w(0)) ∈ C0
will
1. either stay in  for all t  0,
2. or there exists a T1 > 0 such that w(T1) = wr − 
 and (u(t), w(t)) ∈ ¯ for
t ∈ [0, T1],
3. or there exists a T1 > 0 such that w(T1) = w∗ − 
 and (u(t), w(t)) ∈  for
t ∈ [0, T1].
Here we show that only the 3rd case can happen. Since there is no equilibrium
point with (u, w) in ¯, there can’t be solutions approaching to any of the points
with (u, w) in ¯ and the ﬁrst case can’t happen. There can’t be periodic or chaotic
solutions in  either, because z′(t) < 0 when (u(t), w(t)) ∈ ¯. For the same reason
and w(0) < wr − 
, the second case can’t happen either. This completes the proof of
the theorem. 
The remaining lemmas in this subsection are general properties of the solutions with
(u(0), w(0)) ∈ 0.
The following two lemmas will be used in the proof of Lemma 2.8. Lemma 2.8
is a property for the solutions with (u(0), w(0)) ∈ B0. The proof of Lemma 2.8 is
elementary and will be referred to often later in the proof.
Lemma 2.6. For ﬁxed v0 > 0, if ε > 0 is small enough and if v(T0) > v0,
u(T0) = h3(w(T0)) for some T0 > 0 and (u(t), w(t)) ∈  for t ∈ [0, T0], then (u(0),
w(0)) = B0.
Proof. We know that there exists an ε0 > 0 such that if ε < ε0, we have∣∣∣∣ dudw (T0)
∣∣∣∣ = ∣∣∣∣ v(T0)εz(T0)
∣∣∣∣ > ∣∣∣ v0εZ
∣∣∣ > M,
where M is deﬁned in (2.8). We can see that the solution will get to the region where
u > h3(w), i.e. v′(t) > 0. Once the solutions hit u = h3(w) again say at T ∗0 , we have
that v(T ∗0 ) > v(T0) and therefore∣∣∣∣ dudw (T ∗0 )
∣∣∣∣ = ∣∣∣∣ v(T ∗0 )εz(T ∗0 )
∣∣∣∣ > ∣∣∣∣ v(T0)εz(T0)
∣∣∣∣ > ∣∣∣ v0εZ
∣∣∣ > M.
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That is the solutions can no longer have u < h3(w) for t > T0 as long as w∗ − 
 <
w(t) < wr − 
. More speciﬁcally, they can no longer satisfy (ii) in the deﬁnition of
B0 while (iii) is true. This completes the proof of Lemma 2.6. 
The following lemma is a general simple result about C1 functions.
Lemma 2.7. If h(t) ∈ C1[0, t0], where t0 > 0, satisﬁes:
(i) h(t) does not change sign on [0, t0], say h(t) 0,
(ii) h(t0) = h(0)+ , for some  > 0, and
(iii) for a given B > 0, |h′(t)| < 1/B for t ∈ [0, t0].
then there exists a real number h0(, B) > 0 such that
∫ t0
0 h(t) dt > h0.
Proof. We can see that (ii) and (iii) requires that t0 > B. Then we have
∫ t0
0 h(t) dt >
1
2B
2
. This completes the proof of Lemma 2.7. 
Lemma 2.8. For any M0 > 0, if ε > 0 is small enough, then all solutions with
(u(0), w(0)) ∈ B0 have the property that
v(T1) < 0 and
∣∣∣∣ dudw (T1)
∣∣∣∣ > M0,
where T1 > 0 is deﬁned in the deﬁnition of B0.
Proof. For all w(0) ∈ (w∗ + 
, wr − 
), we consider the following cases:
Case 1: u(0) ∈ (h3(w(0))− , h3(w(0))− 2 ].
Since
X−3 = inf
1∈[ 2 , ]
−3 (1) > 0
and independent of ε, by the proof of Lemma 2.1, for small enough ε > 0, we have
limt→0+ dudw > M0.
In order to show that du
dw
(T1) > M0, we consider ddt
(
du
dw
)
. Suppose that there exists
a T ∗ > 0 such that du
dw
(T ∗) = M0, dudw > M0 for t ∈ [0, T ∗) and (u(t), w(t)) ∈ ¯ for
t ∈ [0, T ∗]. Then
d
dt
(
du
dw
)
 0 for t = T ∗,
i.e.
− 1
εz
[
ε2(w − u) v
εz
−
(
u− IW(u, w)
)]
 0 at t = T ∗.
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Since z < 0, ε2(w − u)M0 −
(
u − IW(u, w)) 0 at t = T ∗. But −u(T ∗) +
IW
(
u(T ∗), w(T ∗)
)
X−3 implies
ε2(w − u)M0 −
(
u− IW(u, w)
)
> 0 at t = T ∗ (2.14)
for small enough ε > 0, a contradiction.
Therefore we have ∣∣∣∣ dudw (T1)
∣∣∣∣ > M0.
Case 2: u(0) > h3(w(0))− 2 .
Case 2.1: v′(t) < 0 on t ∈ [0, T1].
We know that v′(T1) = −f
(
h3(w(T1))− , w(T1)
)
 − −3 ().
Case 2.1.1: v′(T1)− v′(0) − 12−3 ().
Then v′(0) − −3 ()+ 12−3 () = − 12−3 () and therefore limt→0
∣∣∣ dudw (t)∣∣∣ > M0 for
small enough ε > 0. Since f (u,w) is continuous, there has to be a continuous curve
u = h3(w)−L(w) on the (u,w) space, where L : R → R is a C1 positive continuous
function for w ∈ [w∗−
, wr−
] such that v′(t)− 12−3 () if u(t)h3(w(t))−L(w(t))
and (u(t), w(t)) ∈ . Hence u(0)h3(w(0))− L(w(0)). Since we still have
X∗−3 = inf
{
f (u,w)
∣∣u < h3(w)− L(w) and (u,w) ∈ } > 0
and independent of ε, similar to the proof in Case 1, the result follows.
Case 2.1.2: v′(T1)− v′(0) < − 12−3 ().
That is ∣∣∣f (u(T1), w(T1))− f (u(0), w(0))∣∣∣ > 12−3 ().
By continuity of f (u,w) in D, there exists an 
0() > 0 such that either
∣∣w(T1) −
w(0)
∣∣ > 
0() or ∣∣u(T1)− u(0)∣∣ > 
0().
Case 2.1.2.1:
∣∣w(T1)− w(0)∣∣ > 
0().
Then ∣∣∣∣ε ∫ T1
0
z(s) ds
∣∣∣∣ > 
0() or ε ∫ T1
0
z(s) ds < −
0().
The mean value theorem implies that |εT1z(˜t)| > 
0() for some t˜ ∈ [0, T1]. By
Proposition 2.1, z is bounded in D. T1 can be as large as we want by making ε > 0
small. All we need in the following proof is that T1 is greater than a ﬁxed positive
number (independent of ε) which will be determined a little later.
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We want to show that there exists a V0() > 0, independent of ε > 0 such that∣∣v(T1)∣∣ > V0() so that
∣∣∣ du
dw
(T1)
∣∣∣ > ∣∣∣V0()
εz
∣∣∣ > M0.
Integrating the second equation in system (2.1) from t = 0 to t = T1, we have
v(T1) =
∫ T1
0
[u(s)− IW (u(s), w(s))] ds.
Deﬁne h(s) ≡ v′(s) = u(s)− IW (u(s), w(s)), therefore ∣∣h(T1)− h(0)∣∣ > 12−3 ().
By Proposition 2.1 and since f (u,w) is in C1 for (u,w) ∈ D, there exists an A > 0
such that
|h′(s)| = |u′(s)− (IW)u(u(s), w(s))u′(s)− (IW)w(u(s), w(s))w′(s)| < 1/A.
By Lemma 2.7, in order for |v(T1)| > A 12 (−3 ())2/2, we have to have T1 > 12A−3 ().
Since T1 > 
0()ε|z(˜t)| >

0()
εZ >
1
2A
−
3 (), we can see that this can be achieved by choosing
ε <
2
0()
A−3 ()Z
.
Therefore as long as ε < 2
0()
A−3 ()Z
, |v(T1)| > A( 12−3 ())2/2. This means that smaller
ε > 0 doesn’t give smaller |v(T1)|.
Case 2.1.2.2: |u(T1)− u(0)| > 
0().
i.e.
∣∣∣ ∫ T10 v(t) dt∣∣∣ > 
0(), we consider the following two subcases:
Case 2.1.2.2.A: T1 < 12A
−
3 ().
Similar to case 2.1.2.1, we show that there exists a v0 > 0 independent of ε0 such
that |v(T1)| > v0. By mean value theorem,
∣∣∣ ∫ T10 v(t) dt∣∣∣ = T1∣∣v(T˜ )∣∣ > 
0() for some
T˜ ∈ [0, T1] and since v′(t) < 0 in (0, T1],
∣∣v(T1)| > ∣∣v(T˜ )∣∣ > 
0T1 .
Case 2.1.2.2.B: T1 12A
−
3 ().
The proof in Case 2.1.2.1 is applied.
Case 2.2: There exists a T0 > 0 such that v′(T0) = 0 and v′(t) < 0 in (T0, T1].
Then we have v′(T1)− v′(T0) = v′(T1) < −−3 ().
Case 2.2.1: v(t) < 0 for all t ∈ (0, T1].
The proof is the same as that of case 2.1.2 if we replace t = 0 by t = T0.
Case 2.2.2: v changes sign in (0, T1).
We ﬁrst show that v(T1) − v(T0) < −v1 for some v1 > 0 independent of ε. Since
v′(T1) − v′(T0) < −−3 (), the proof for case 2.1.2 after replacing t = 0 by t = T0
applies except when |u(T1) − u(T0)| > 
0() and (T1 − T0) < 12A−3 (). By mean
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value theorem,
(T1 − T0)|v(t˜)| =
∣∣∣ ∫ T1
T0
v(t) dt
∣∣∣ = |u(T1)− u(T0)| > 
0() for some t˜ ∈ [T0, T1].
Then |v(t˜)| > 
0()
T1−T0 . If v(t˜) > 0, then v(T0) > v(t˜). By Lemma 2.6, the corresponding
(u(0), w(0)) is not in B0. Therefore v(t˜) < 0 and so
∣∣v(T1)∣∣ > ∣∣v(t˜)∣∣ > 
0T1−T0 .
We consider the following two subcases.
Case 2.2.2.1: v(T0) V02 .
Then v(T1) < −V0 + v(T0) < −V02 .
Case 2.2.2.2: v(T0) > V02 .
By Lemma 2.6, it can’t happen.
Hence for small enough ε > 0, all solutions with (u(0), w(0)) ∈ B0 have the property
that
∣∣∣ du
dw
(T1)
∣∣∣ > M0.
This completes the proof of Lemma 2.8. 
The following two lemmas give general conditions under which the solutions must
cross u = h2(w).
Lemma 2.9. For any M0 > M and small 3 > 0, there exists an ε0 > 0 such that
if 0 < ε < ε0 and if there exists a t1 > 0 such that
∣∣∣ dudw (t1)∣∣∣ > M0, v(t1) 0
u(t1) = h3(w(t1))− 3, w(t1) ∈ [wl,wr ], then there exists a t2 > t1 such that u(t2) =
h2(w(t2)) and there exists a T > t2 and a 2 > 0 which is independent of ε such that
u(T ) < h2(w(T ))− 2,
∣∣∣ dudw (t)∣∣∣ > M0 and v(t) < 0 for all t ∈ [t1, T ].
Proof. We choose 0 < 3 < minw∈[wl,wr ]{(h3(w)− h2(w))/4} and consider ddt
(
du
dw
)
.
Similar to the proof of Lemma 2.8, Case 1,
∣∣∣ dudw ∣∣∣ > M0 as long as u(t) ∈ [h2(w(t))+
3, h3(w(t))− 3] for small enough ε > 0. Therefore, there exists a t∗ > t1 such that
u(t∗) = h2(w(t∗)) + 3 and v(t) < 0 for t ∈ (t1, t∗]. We know that there exists an

0(
3) > 0 such that distw∈[wl,wr ](u = h3(w) − 3, u = h2(w) + 3) > 
0(3). Then
|u(t1)− u(t∗)| > 
0(3).
Let
X23 = min{
∣∣f (u,w)∣∣|w ∈ [wl,wr ], u ∈ [h2(w)+ 3, h3(w)− 3]} > 0.
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Since
v2(t∗)
2
= v
2(t1)
2
+
∫ u(t∗)
u(t1)
[s − IW(s,w(t (s)))] ds,
there exists a v0(3) > 0 independent of ε such that |v(t∗)| > v0(3) > 0. Therefore,
for small enough ε > 0 and t > t∗ with u > h2(w), we have that
∣∣∣ du
dw
(t)
∣∣∣ = ∣∣∣ v(t)
εz(t)
∣∣∣ > ∣∣∣v(t∗)
εz(t)
∣∣∣ > ∣∣∣v0(3)
εZ
∣∣∣ > M0.
Therefore, there exists a t2 > t∗ such that u(t2) = h2(w(t2)) and |w(t1) − w(t)| <
(u(t1)− u(t))/M0 < U/M0 for all t ∈ [t1, t2].
Next we show that |v(t2)| is big enough to force the solutions reach u = h2(w)−2
for some 2 > 0 which is independent of ε. Since
v2(t2)
2
= v
2(t1)
2
+
∫ u(t2)
u(t1)
[
s − IW(s, w(s(t)))] ds
= v
2(t1)
2
+
∫ u(t2)
u(t1)
[
s − IW(s, w(t1))
]
ds
+
∫ u(t2)
u(t1)
[
IW(s, w(t1)− IW(s, w(s(t)))
]
ds,
we can see that for small enough ε > 0,
v2(t2)
2
>
1
2
∫ u(t2)
u(t1)
[
s − IW(s, w(t1))
]
ds > K > 0
for some constant K depending on f (u,w) for u ∈ [h2, h3− ] and w ∈ [wl,wr ]. For
all t > t2 with v(t) < 0, we have
v2(t)
2
= v
2(t2)
2
+
∫ u(t)
h2(w(t2))
[
s − IW(s, w(s(t)))] ds.
Before v(t) = 0, either there exists a T > t2 such that v(T ) = 1√2v(t2) < 0 or the
solution will cross u = h1(w) which implies the existence of 2. So
∫ u(T )
h2(w(t2))
[
s − IW(s, w(s(t)))] ds = −1
4
v2(t2) < −K2 .
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Since for small enough ε > 0,
∣∣ du
dw
∣∣ > ∣∣ v(t2)√
2εZ
∣∣ > M0 and so
|w(t1)− w(t)| < (u(t1)− u(t))/M0 < U
M0
for all t ∈ [t1, T ]. (2.15)
Since
∫ u(T )
h2(w(t2))
[
s − IW(s, w(t (s)))] ds
=
∫ u(T )
h2(w(t2))
[
s − IW(s, w(t2))
]
ds
+
∫ u(T )
h2(w(t2))
[
IW(s, w(t2))− IW(s, w(t (s)))
]
ds < −1
4
v2(t2) < −K2
and
∫ u(T )
h2(w(t2))
[
IW(s, w(t2)) − IW(s, w(t (s)))
]
ds is small for small enough ε > 0
because of (2.15), we have that
∫ u(T )
h2(w(t2))
[
s − IW(s, w(t2))
]
ds < −K
4
.
Therefore there exists a 2 > 0 depending on K and a T > t2 such that u(T ) <
h2(w(t)) − 2 and v(t) < 0 for t ∈ (t1, T ]. Hence there exists an ε0 > 0 such that if
0 < ε < ε0, we have that the result of this lemma is true. This completes the proof of
Lemma 2.9. 
Switching h1(w) by h3(w) and v < 0 by v > 0 in Lemma 2.9, we have the following
lemma.
Lemma 2.10. For any M0 > M and small 1 > 0, there exists a ε0 > 0 such that
if 0 < ε < ε0 and if there exists a t1 0 such that
∣∣∣ dudw (t1)∣∣∣ > M0, v(t1) 0 u(t1) =
h1(w(t1))+1, w(t1) ∈ [wl,wr ], then there exists a t2 > t1 such that u(t2) = h2(w(t2))
and there exists a T > t2 and a 2 > 0 which is independent of ε such that u(T ) >
h2(w(T ))+ 2,
∣∣∣ dudw (t)∣∣∣ > M0 and v(t) > 0 for all t ∈ [t1, T ].
Proof. The proof is similar to that of Lemma 2.9. 
The next lemma is again a property of solutions with (u(0), w(0)) ∈ B0.
Lemma 2.11. For small enough ε > 0, there exists a 0 > 0 which is independent of
ε such that all the solutions with (u(0), w(0)) ∈ B0 have that there exist T and T2
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with T > T2 > T1 such that u(T2) = h2(w(T2)), u(T ) < h2(w(T ))− 0 and v(t) < 0
for t ∈ (T1, T ].
Proof. By Lemma 2.8, for small enough ε > 0,
∣∣∣ du
dw
(T1)
∣∣∣ > M, v(T1) 0, u(T1) = h3(w(T1))− , and w(T1) ∈ [wl,wr ].
By Lemma 2.9 with 3 replaced by , 2 replaced by 0, t1 replaced by T1 and t2
replaced by T2, there exists a ε0 > 0 such that if 0 < ε < ε0, the result of this lemma
is true. This completes the proof of Lemma 2.11. 
The following lemma together with Lemma 2.10 gives more general conditions under
which the solutions must cross u = h2(w).
Lemma 2.12. For small enough 1 > 0 and any M0 > M , there exists an ε0 > 0
such that if 0 < ε < ε0 and if there exists a t0 0 with u(t0) = h1(w(t0)) + 1,
v(t0) 0 and w(t0) ∈ [wl,wr ], then there exists a t∗ > t0 such that | dudw (t∗)| > M0,
u(t) ∈ [h1(w(t))+ 12 , h1(w(t))+ 21] and v(t) 0 for all t ∈ [t0, t∗].
Proof. We choose 0 < 1 < minw∈[wl,wr ]{(h2(w) − h1(w))/4}. First we show that if
there exists a T ∗ > t0 such that u(T ∗) = h1(w(T ∗))+ 12 and h1(w(t))+ 
1
2 < u(t) <
h1(w(t)) + 21 for all t ∈ [t0, T ∗], then v(T ∗) > V0 > 0 for some V0 > 0 which is
independent of ε > 0.
Since for the choice of 1, we have
h1(w(t))+ 
1
2
 u(t)h2(w(t))− 1, for t ∈ [t0, T ∗],
X11 = min
w∈[wl,wr ]
{|f (u,w)|∣∣h1(w(t))+ 12  u(t)h2(w(t))− 1} > 0
i.e. u−IW(u,w)X11 for t ∈ [t0, T ∗]. dist(u = h1(w)+ 121, u = h1(w)+1) > 
0 for
some 
0 > 0 implies that there exists a 
1(
1) > 0 such that either |w(T ∗)−w(t0)| >

1(
1) or |u(T ∗)− u(t0)| > 
1(1). We consider these two cases separately:
Case 1: |u(T ∗)− u(t0)| 
1(1).
We have
v2(T ∗)
2
=
∫ u(T ∗)
u(t0)
[−s + IW(s,w(t (s)))] dsX11
1(1).
Case 2: |w(T ∗)− w(t0)| 
1(1).
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That is ε
∫ T ∗
t0
z(s)ds 
1(1). Then
T ∗ − t0 
1(
1)
εZ
and for small ε > 0
v(T ∗) = v(t0)+
∫ T ∗
t0
[u(s)− IW(u(s), w(s))] ds > 
1(
1)
εZ X11 >

1(
1)
Z X11.
Therefore | du
dw
(T ∗)| = | v(T ∗)
εz(T ∗) | > |V0εZ | > M0 > M > 0 for small enough ε > 0. By
Lemma 2.10, the solutions do not reach u = h1(w) before it reaches u = h2(w). If
the solution doesn’t reach u(t) = h1(w(t)) + 12 before reaching u = h2(w), by the
proof of Lemma 2.9. The result of the lemma is obtained. This completes the proof of
Lemma 2.12. 
Switching h1(w) by h3(w) and v < 0 by v > 0, we have the following lemma.
This lemma together with Lemma 2.9 also give more general conditions on which the
solutions must cross u = h2(w).
Lemma 2.13. For small enough 3 > 0 and any M0 > M , there exists an ε0 > 0
such that if 0 < ε < ε0 and if there exists a t0 0 with u(t0) = h3(w(t0)) − 3,
v(t0) < 0 and w(t0) ∈ [wl,wr ], then there exists a t∗ > t0 such that | dudw (t∗)| > M0,
u(t) ∈ [h3(w(t))− 23, h3(w(t))− 123] for all t ∈ [t0, t∗].
Proof. The proof is similar to that of Lemma 2.12. 
The following two lemmas are general properties which say that any solution with
(u(0), w(0)) ∈ 0 as long as they are between the branches u = h1(w) and u = h3(w)
and O(1)(as ε → 0) away from the two branches, the change of w and the change of
z are small as ε > 0 is small. The results for v(t) 0 are the same. We will not state
them as lemmas and simply refer to these lemmas when we need them.
Lemma 2.14. For any small number ∗ > 0, small enough 1 and 3, there exists an
ε0 > 0 such that if ε < ε0 and if t1 > 0 is such that u(t1) = h3(w(t1))− 3, v(t1) 0
and w(t1) ∈ [wl,wr ]. Then for t > t1 as long as
h1(w(t))+ 1 u(t)h3(w(t))− 3 and v(t) 0
we have
∣∣w(t)− w(t1)∣∣ < ∗.
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Proof. We choose 1 and 3 as in the proof of Lemmas 2.9 and 2.12. By Lemma
2.13 for small enough ε > 0, there exists a t∗ > t1 such that
∣∣∣ dudw (t∗)∣∣∣ > 2U∗ , u(t) ∈
[h3(w(t))−23, h3(w(t))− 32 ] for all t ∈ [t1, t∗]. Therefore v(t) < 0 for t ∈ (t1, t∗). By
Lemma 2.9, for small enough ε > 0, the solutions will reach u(t∗∗) = h2(w(t∗∗))− 2
with v(t) < 0 for all t ∈ (t1, t∗∗] for some 2 > 0 and
du
dw
(t) >
2U
∗
, for t ∈ [t∗, t∗∗].
And as long as
du
dw
(t) >
2U
∗
for t  t1
the total change of w satisﬁes
|w| < 
∗|u|
2U
<
∗
2
On the other hand, as long as
∣∣∣ du
dw
(t)
∣∣∣ = ∣∣∣ v(t)
εz(t)
∣∣∣ 2U
∗
. (2.16)
Then the change of v(t)
εz(t)
satisﬁes
∣∣∣( v
εz
)∣∣∣ ∣∣∣4U
∗
∣∣∣. (2.17)
We consider d2u
dw2
:
d2u
dw2
= d
dw
( v
εz
)
= 1
εz2
( dv
dw
z− dz
dw
v
)
= 1
εz2
( v′
εz
z− z
′
εz
v
)
= 1
ε2z2
(
v′ − z
′
z
v
)
.
By triangle inequality and (2.16)
∣∣∣ d
dw
( v
εz
)∣∣∣ 1
ε2z2
(
|v′| − |z
′|
|z| |v|
)
 1
ε2z2
(
|v′| − 2εU |z
′|
∗
)
. (2.18)
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By (2.18) and (2.17), the total change of w in this case satisﬁes
|w| ε
2z2
∣∣( v
εz
)∣∣
|v′| − 2εU |z′|∗

ε2z2 4U∗
|v′| − 2εU |z′|∗
.
Since this case can only happen for t ∈ [t1, t∗] such that h1(w(t))+ 1 u(t)h2(w
(t))− 2, let
X12 = min
w∈[wl,wr ]
{∣∣f (u, w)∣∣∣∣∣h1(w)+ 1 uh2(w)− 2 or h3(w)− 23 u
h3(w)− 
3
2
}
We have |v′(t)|X12 > 0. Therefore for small enough ε > 0
|v′| − 2εU |z
′|
∗
 1
2
X12
and so
|w|
2ε2z2 4U∗
X12
= 8ε
2z2U
∗X12
<
∗
2
.
Hence there exists an ε0 > 0 such that if 0 < ε < ε0, then |w(t)−w(t1)| ∗2 + 
∗
2 = ∗.
This completes the proof of Lemma 2.14. 
Lemma 2.15. For any small number ∗ > 0, small enough 1 and 3, there exists an
ε0 > 0 such that if ε < ε0 and if t1 > 0 is such that u(t1) = h3(w(t1))− 3, v(t1) 0
w(t1) ∈ [wl,wr ]. Then for t > t1 as long as
h1(w(t))+ 1 u(t)h3(w(t))− 3 and v(t) 0
we have ∣∣z(t)− z(t1)∣∣ < ∗.
Proof. First if z does not change sign from t1 to t , integrating the last two equations
in system (2.1) from t1 to t , we have
z2(t)
2
− z
2(t1)
2
=
∫ w(t)
w(t1)
[
s − u(t (s))] ds.
By Lemma 2.14, the result follows for small enough ε > 0.
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If z(t) changes sign, it can only change sign once say at t = t12 ∈ [t1, t], by the
proof of Lemma 2.14 and substitute (
∗)2
8(wr+U) for 
∗:
∣∣w(t12)− w(t1)∣∣ < ∗28(wr + U) and ∣∣w(t2)− w(t12)∣∣ < 
∗2
8(wr + U).
Since z(t12) = 0,
∣∣z(t1)− z(t12)∣∣2 = ∣∣z2(t1)− z2(t12)∣∣ 2 ∫ w(t12)
w(t1)
[
s − u(t (s))] ds
 2(wr + U)
∣∣w(t12)− w(t1)∣∣ ∗24 .
Similarly
∣∣z(t)− z(t12)∣∣2 ∗24 . Hence there exists an ε0 > 0 such that if 0 < ε < ε0,
then
∣∣z(t1)− z(t)∣∣ ∣∣z(t12)− z(t1)∣∣+ ∣∣z(t)− z(t12)∣∣ < ∗
This completes the proof of Lemma 2.15. 
Remark 2.2. By the above two lemmas, we have that |w(t1)−w(t)| = O(ε) as ε → 0,
where the t and t1 are the same as those in the above two lemmas.
The following lemma is a general property of system (2.1) which says that v(t)
will change sign after the solution crosses u = h2(w) if it starts from h2(w) + 3 <
u < h3(w) − 3, v = 0 and w ∈ [w∗ + 
0, wr − 
1] for some small 3, 
0, 
1 > 0
independent of ε >. Hypothesis (H3) is applied in the proof of this lemma.
Lemma 2.16. For ﬁxed small 1 > 0 and 3 > 0, there exists a ε0 > 0 such that if
0 < ε < ε0 and if v(T0) = 0, w(T0) ∈ [w∗ + 
0, wr − 
1], u(T0) = h3(w(T0))− 3 for
some T0 > 0, then there exists a T > T0 depending on the initial conditions such that
v(T ) = 0 f or some T > T0,
u(T ) > h1(w(T ))+ 1/2 and v(t) < 0 and t ∈ [T0, T ). (2.19)
Proof. By Lemmas 2.13 and 2.9, for small enough ε > 0, the solutions will reach
u(t∗) < h2(w(t∗)) − 2 and v(t) < 0 if t ∈ [T0, t∗) for some t∗ > T0 and 2 > 0
independent of ε. By (H3)
J (w) =
∫ h3(w)
h1(w)
[− s + IW(s,w)] ds < 0 if w ∈ (w∗, wr),
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and so for small 
0 > 0 and 
1 > 0, there exists a r such that
J (w) < −r if w ∈ [w∗ + 
0, wr − 
1].
Choose 1 > 0 and 3 > 0 small enough, we have
∫ h3(w)−3
h1(w)+1
[− s + IW(s,w)] ds < −r if w ∈ [w∗ + 
0, wr − 
1]. (2.20)
Suppose that there exists T ∗ > T0 such that u(T ∗) = h1(w(T ∗))+ 1/2 and v(t) < 0
for t ∈ [T0, T ∗). Then
v2(T ∗)
2
=
∫ h1(w(T ∗))+1/2
h3(w(T0))−3
[
s − IW(s,w(t (s)))] ds
=
∫ h3(w(T0))−3
h1(w(T ∗))+1/2
[− s + IW(s,w(t (s)))] ds.
We consider the following 2 cases:
Case 1: h1(w(T ∗)) > h1(w(T0)). Since for ﬁxed 1 > 0 and 3 > 0, by Lemma
2.14, |w(T ∗)−w(T0)| is small as ε > 0 small, we can assume that h1(w(T0))+ 1 >
h1(w(T ∗))+ 1/2 (Fig. 3). Then
v2(T ∗)
2
=
∫ h3(w(T0))−3
h1(w(T0))+1
[−s + IW(s,w(t (s)))] ds
+
∫ h1(w(T0))+1
h1(w(T ∗))+1/2
[−s + IW(s,w(t (s)))] ds
(u(T*), w(T*)) (u(T*), w(T*))
Case1 Case 2
1 0  (u(T ), w(T0 ))0
1 0  
u=h   (w)1
1  
u=h  (w)1
 
u=h  (w)+δ1  
(u(T ), w(T ))0 0
1
u=h  (w(T  ))+δ /2u=h  (w(T  ))+δ 
1/2
u=h  (w)+  δ 1 /2 1u=h  (w)+  δ 
1
 /2
1 u=h  (w)+δ1 1
Fig. 3. Cases h1(w(T ∗)) > h1(w0) and h1(w(T ∗)) < h1(w0).
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=
∫ h3(w(T0))−3
h1(w(T0))+1
[−s + IW(s,w(T0))] ds
+
∫ h3(w(T0))−3
h1(w(T0))+1
[IW(s,w(t (s)))− IW(s,w(T0)] ds
+
∫ h1(w(T0))+1
h1(w(T ∗))+1/2
[−s + IW(s,w(t (s)))] ds.
For 1 > 0 and 3 > 0 small, the third integral is small. Then we make ε > 0 small,
so that by Remark 2.2 |w(T ∗) − w(T0)| is small and therefore the second integral is
small. We can see that v
2(T ∗)
2 < − 12r for small enough 1 > 0, 3 > 0 and then
ε > 0, a contradiction.
Case 2: h1(w(T ∗))h1(w(T0)).
v2(T ∗)
2
=
∫ h3(w(T0))−3
h1(w(T0))+1
[−s + IW(s,w(t (s)))] ds
+
∫ h1(w(T0))+1
h1(w(T ∗))+1/2
[−s + IW(s,w(t (s)))] ds
=
∫ h3(w(T0))−3
h1(w(T0))+1
[−s + IW(s,w0)] ds
+
∫ h3(w(T0))−3
h1(w(T0))+1
[IW(s,w(t (s)))− IW(s,w(T0))] ds
+
∫ h1(w(T0))+1
h1(w(T ∗))+1/2
[−s + IW(s,w(t (s)))] ds.
As in the ﬁrst case, for small enough 1 > 0, 3 > 0 and then ε > 0, v
2(T ∗)
2 < − 12r ,
again a contradiction. That is T ∗ does not exist and therefore T > 0 exists. This
completes the proof of Lemma 2.16. 
2.3. Second preliminary theorem
Here we deﬁne regions G and G2 and the shooting sets A1 and B1, see Fig. 4, for
the second preliminary theorem of Theorem 2.1
G =
{
(u,w)
∣∣∣w ∈ (12 (w + wl),wr), u ∈ (h1(w)− , h1(w)+ )
}
,
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Ω0
w
u
w*
h1 (w)
h3 (w)
G
A1 B1
1C
Fig. 4. The sets A1 and B1.
G2 =
{
(u,w)
∣∣∣w ∈ (12 (w + wl),wr), u ∈ (h1(w)− 2, h1(w)+ 2)
}
,
A1 =
{
(u, w) ∈ B¯0
∣∣∣ There exists a T3 with T3 > T2 such that
v(T3) > 0, u(T3) > h1(w(T3))+ , w(T3) ∈
(
1
2
(w + wl),wr
)
and the solutions cross u = h2(w) only at t = T2 before T3
}
,
B1 =
{
(u, w) ∈ B¯0
∣∣∣ There exists a T3 with T3 > T2 such that
v(T3) < 0, u(T3) < h1(w(T3))− , w(T3) ∈
(
1
2
(w + wl),wr
)
and the solutions cross u = h2(w) only at t = T2 before T3
}
.
Theorem 2.3. For small enough ε > 0, C1 = B¯0\(A1 ∩ B1) contains a continuum
extending from w = w∗ + 
 to w = wr − 
 such that solutions with (u(0), w(0)) ∈ C1
will reach G2, and they
1. either leave G2 from w = wr ,
2. or leave G2 from w = 12 (w + wl),
3. or stay in G2 once they get there.
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Proof. Similar to the proof of the ﬁrst preliminary theorem, we need to show that
A1 and B1 are both open, each of them contains a continuum in B¯0 that extends from
w = w∗ + 
 to w = wr − 
 and their intersection is empty. Then applying Theorem A
to draw a conclusion. But the proof takes more effort than that for the ﬁrst preliminary
theorem. We will prove these results in Lemmas 2.17–2.23.
Lemma 2.17. For small enough ε > 0, A1 contains a continuum, say D1, from w =
w∗ + 
 to w = wr − 
.
Proof. Let 1 = 3 =  small and 
0 = 
1 = 
 so that (2.20) in the proof of Lemma
2.16 is satisﬁed. We choose D1 = {(u,w) ∈ B¯0|u = h3(w)− , w ∈ [w∗ + 
, wr − 
]}.
By Lemma 2.16, for small enough ε > 0, solutions with (u(0), w(0)) ∈ D1 have the
property that there exists a T > 0 such that (2.19) is satisﬁed with T0 = 0. Taking the
1 as /2 in Lemma 2.12 and taking the 1 as /2 in Lemma 2.14, then for small
enough  > 0 and then ε > 0, the T3 deﬁned in the deﬁnition of A1 exists. Therefore
D1 ⊂ A1. This completes the proof of Lemma 2.17. 
The following lemma will be used in the proof for the existence of multiple spikes.
Lemma 2.18. For small enough ε > 0, there exists a 0 > 0 which is independent of
ε such that all the solutions with (u(0), w(0)) ∈ A1 have that there exist T and T4
with T > T4 > T3 such that u(T4) = h2(w(T4)), u(T ) > h2(w(T ))+ 0 and v(t) > 0
for t ∈ (T3, T ].
Proof. The proof is similar to that of Lemma 2.11. 
Lemma 2.19. A1 is an open set.
Proof. This is obvious from the deﬁnition of A1. 
In order to show that B1 contains a continuum extending from w = w∗ + 
 to
w = wr − 
, we deﬁne the following sets:
11 = {(u,w) ∈ B¯0|w(T1) > w∗ −
1
2

},
12 = {(u,w) ∈ B¯0|w(T1) < w∗ −
3
4

}.
Lemma 2.20. For small enough ε > 0,
(i) 11 and 12 are open sets,
(ii) 11 ∩ 12 = ∅,
(iii) 11 contains a continuum extending from w = w∗ + 
 to w = wr − 
,
(iv) 12 contains a continuum extending from w = w∗ + 
 to w = wr − 
.
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Proof. (i) and (ii) are straightforward from the deﬁnitions of 11 and 12. For (iii),
take the continuum u(0) = h3(w(0))−  for (u(0), w(0)) ∈ 0. It is obvious that it is
in 11.
Proof of (iv). First we show that there is a continuum extending from w = w∗ + 
 to
w = wr − 
 such that if (u(0), w(0)) is in this continuum, then there exists a t∗ > 0
with u(t∗) = h3(w(t∗)) −  and w(t∗) = w∗ − 
. Let K be the boundaries of the
component B0cp of B¯0 containing D1 (which is deﬁned in the proof of Lemma 2.17).
Let p be an interior point of B0cp, and q be an interior point of the component of
0\B0cp. Applying Theorem B we get that K has a component separating p and q.
This component has to contain a continuum, say Kc, that extends from w = wr − 
 to
w = w∗ + 
. Kc can also be obtained by the proof of Theorem A. By continuity of
solutions in initial conditions, any solutions with (u(0), w(0)) ∈ Kc have the properties
stated at the beginning of the proof of this lemma.
Again by continuity of solutions in initial conditions, there is a neighborhood N (Kc)
of Kc such that for any solutions with (u(0), w(0)) ∈ N (Kc)∩B0, u(T1) = h3(w(T1))−
, w∗ − 
 < w(T1) < w∗ − 34
. This completes the proof
of Lemma 2.20. 
Lemma 2.21. For small ε > 0, B1 contains a continuum, say D2, from w = w∗ + 

to w = wr − 
.
Proof. By Lemma 2.20 and Theorem A, there exists a continuum D2 ⊂ B¯0\(11∪12)
extending from w = w∗ + 
 to w = wr − 
 such that if (u(0), w(0)) ∈ D2, then
w(T1) ∈ [w∗ − 34
, w∗ − 12
].
Next we show that D2 ⊂ B1. By (H3)
J (w) =
∫ h3(w)
h1(w)
[− s + IW(s,w)] ds > 0 for w ∈ (wl, w∗).
For simplicity, let l (
2) ≡ l (0, 
2), where l (
1, 
2) is deﬁned by (2.10). So J (w) >
l
( 

2
)
> 0 if w ∈ [wl, w∗ − 
2 ] and for small enough  > 0,
∫ h3(w)−
h1(w)+
[− s + IW(s,w)] ds > l (
2 ). (2.21)
As long as u is monotone, i.e. v does not change sign, we can integrate the ﬁrst
two equations in system (2.1). Since v(T1) < 0, f (u,w) ∈ C1 and the solutions
are C1 functions in t , v can only change sign a ﬁnite number of times, say at
t1, t2, . . . , tN , when (u(t), w(t)) ∈ ¯. By Lemma 2.11, there exists a T2 > T1 such that
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u(T2) = h2(w). Therefore for all t  T2 with v(t) 0, we have
v2(t)
2
=
∫ u(t)
u(tN )
[
s − IW(s,w(t (s)))] ds
=
∫ u(T1)
u(tN )
[
s − IW(s,w(t (s)))] ds + ∫ u(t)
u(T1)
[
s − IW(s,w(t (s)))] ds.
Next we show that there exists a T ∗ > T2 such that u(T ∗) = h1(w(T ∗))+ , v(t) < 0
for t ∈ [T1, T ∗] and v(T ∗)22 > l (
/2)2 . Suppose that there is a t∗ > T2 such that
v(t∗) = 0 and u(t∗) > h1(w(t∗))+ , i.e.
0 =
∫ u(T1)
u(tN )
[s − IW(s,w(t (s)))] ds +
∫ u(t∗)
u(T1)
[s − IW(s,w(t (s)))] ds. (2.22)
The ﬁrst integral in (2.22) can be as small as we want by making  > 0 small. Now
look at the second integral in (2.22).
∫ u(t∗)
u(T1)
[s − IW(s,w(t (s)))] ds
=
∫ u(t∗)
u(T1)
[s − IW(s,w(T1))] ds
+
∫ u(t∗)
u(T1)
[IW(s,w(T1))− IW(s,w(t (s)))] ds.
(2.23)
The second integral on the right-hand side of (2.23), by Lemma 2.14, can be made
as small as we want by making ε > 0 small. It contradicts (2.21). Then there exists
T ∗ > T2 such that u(T ∗) = h1(w(T ∗))+ , v(t) < 0 for t ∈ [T1, T ∗]. For t > T ∗ with
v(t) < 0, we have
v2(t)
2 =
∫ u(T1)
u(tN )
[s − IW(s,w(t (s)))] ds + ∫ u(T ∗)
u(T1)
[s − IW(s,w(t (s)))] ds
+ ∫ u(t)
u(T ∗)[s − IW(s,w(t (s)))] ds.
(2.24)
Similar to the proof of Lemma 2.16. We consider two cases.
Case 1: h1(w(T ∗)) > h1(w(T1)). See Fig. 3 in the proof of Lemma 2.16.
Then
v2(t)
2 =
∫ u(T1)
u(tN )
[s − IW(s,w(t (s)))] ds + ∫ u(T ∗)
u(T1)
[s − IW(s,w(T1))] ds
+ ∫ u(T ∗)
u(T1)
[IW(s,w(T1))− IW(s,w(t (s)))] ds
+ ∫ u(t)
u(T ∗)[s − IW(s,w(t (s)))] ds.
(2.25)
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Now consider the ﬁrst integral in (2.25). Since u(t) ∈ [h3(w(t)) − , h3(w(t)) + ],
for t ∈ [tN , T1], we can make the ﬁrst integral as small as we want by making  > 0
small and similarly for the last integral when u(t) ∈ (h1(w)− , h1(w)+ ).
Consider the second integral in (2.25)
∫ u(T ∗)
u(T1)
[s − IW(s,w(T1))] ds =
∫ h3(w(T1))−
h1(w(T ∗))+[−s + IW(s,w(T1))] ds
>
∫ h3(w(T1))−
h1(w(T1))+ [−s + IW(s,w(T1))] ds > l (


2 ).
(2.26)
For the third integral, for ﬁxed  > 0, we can choose small ε > 0 such that |w(t) −
w(T1)| is as small as we want for t ∈ [T1, T ∗].
Hence for small enough ε > 0, there exists a T ∗∗ > T ∗ such that v
2(T ∗∗)
2 >
l (
/2)
2 ,
i.e. v(T ∗∗) < −√l (
/2) and u(T ∗∗) < h1(w(T ∗∗))− .
Again for small enough ε > 0, we have
∣∣∣ du
dw
(T ∗∗)
∣∣∣ = ∣∣∣ v(T ∗∗)
εz(T ∗∗)
∣∣∣ > ∣∣∣v(T ∗∗)
εZ
∣∣∣ > M.
This gives that there exists a T3 > T ∗∗ as described in the deﬁnition of set B1.
Case 2: h1(w(T ∗))h1(w(T1)). See Fig. 3 in the proof of Lemma 2.17.
v2(t)
2
=
∫ u(T1)
u(T N )
[s − IW(s,w(t (s)))] ds +
∫ h1(w(T1))+
h3(w(T1))−
[s − IW(s,w(t (s)))] ds
+
∫ h1(w(T ∗))+
h1(w(T1))+
[s − IW(s,w(t (s)))] ds
+
∫ u(t)
u(T ∗)
[s − IW(s,w(t (s)))] ds
=
∫ u(T1)
u(T N )
[s − IW(s,w(t (s)))] ds +
∫ h1(w(T1))+
h3(w(T1))−
[s − IW(s,w(T1))] ds
+
∫ h1(w(T1))+
h3(w(T1))−
[IW(s,w(T1))− IW(s,w(t (s)))] ds
+
∫ h1(w(T ∗))+
h1(w(T1))+
[s − IW(s,w(t (s)))] ds +
∫ u(t)
u(T ∗)
[s − IW(s,w(t (s)))] ds.
For similar reasons to the ﬁrst case, the existence of T3 is obtained. This completes
the proof of Lemma 2.21. 
Lemma 2.22. B1 is an open set.
Proof. It follows directly from the deﬁnition of B1. 
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Lemma 2.23. A1 ∩ B1 = ∅.
Proof. Let (u0, w0) ∈ B1, by the proof of Lemmas 2.12 and Lemma 2.9, for all t > T3
deﬁned in B1, the solutions can’t touch u(t) = h1(w(t)) for w(t) ∈ [w, w¯]. Now let
(u0, w0) ∈ A1. By Lemmas 2.12 and 2.10, for all t > T3 deﬁned in A1, the solutions
can’t touch u(t) = h1(w(t)) before reaching u = h2(w). This completes the proof of
Lemma 2.23. 
Up to now we’ve proved that C1 = B¯0\(A1 ∪ B1) contains a continuum extending
from w = w∗ + 
 to w = wr − 
. To complete the proof of the theorem:
First we show that solutions with (u(0), w(0)) ∈ C1 will reach G. Since C1 ⊂ B¯0,
for small ε > 0,
∣∣w(T1)− w(t)∣∣ can be as small as we want, as long as v(t) 0 and
u(t)h1(w(t))+. This gives that the solutions either enter G, or there exists a T > T2,
where T2 > T1 is when u(T2) = h2(w(T2)), such that v(T ) = 0, u(T )h1(w(T ))+ 
and by the proof of Lemmas 2.12 and 2.10, (u(0), w(0)) ∈ A1.
Next we show that once the solutions with (u(0), w(0)) ∈ C1 enter G, they cannot
leave G2 from u = h1(w) − 2 or u = h1(w) + 2. We will show in the following
that whenever the solutions leave G2 from u = h1(w) + 2 or u = h1(w) − 2, their
corresponding (u(0), w(0)) are in A1 or B1, respectively.
Case 1: Solutions leave G2 from u = h1(w)+ 2.
Suppose T ∗∗ > T ∗ are such that u(T ∗) = h1(w(T ∗))+ , u(T ∗∗) = h1(w(T ∗∗))+ 
and (u(t), w(t)) ∈ G¯ for t ∈ [T ∗, T ∗∗], i.e. at T ∗ the solutions enter G and they leave
G at T ∗∗.
Case 1.1: v(T ∗∗) < 0.
We ﬁrst show that |v(T ∗∗)| < εZM . When z(T ∗∗) = 0, the solution can’t leave G2.
When z(T ∗∗) < 0, this can only happen when h′1(w(T ∗∗)) > 0 and for z(T ∗∗) > 0, this
can only happen when h′1(w(T ∗∗)) < 0. Therefore for both z(T ∗∗) < 0 and z(T ∗∗) > 0,
we have ∣∣∣ du
dw
(T ∗∗)
∣∣∣ = ∣∣∣ v(T ∗∗)
εz(T ∗∗)
∣∣∣ < M
and so |v(T ∗∗)| < εZM . Suppose at T ∗∗∗ > T ∗∗, u(T ∗∗∗) = h1(w(T ∗∗∗))+ 2. Let
X13 = min
w∈[wl,wr ]
{|f (u,w)|∣∣u ∈ [h1(w)+ , h1(w)+ 2]}.
Similar to the proof of Lemma 2.17, there exists an 
3 > 0 such that either
∣∣w(T ∗∗∗)−
w(T ∗∗)
∣∣ > 
3 or ∣∣u(T ∗∗∗)−u(T ∗∗)∣∣ > 
3. We want to show that v(T ∗∗∗)−v(T ∗∗) > v0
for some v0 > 0 independent of ε. We consider the two cases separately:
Case 1.1.1:
∣∣u(T ∗∗∗)− u(T ∗∗)∣∣ > 
3.
We have
v2(T ∗∗∗)
2
− v
2(T ∗∗)
2
>
∫ u(T ∗∗∗)
u(T ∗∗)
[s − IW(s,w(t (s)))] dsX13
3.
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Case 1.1.2:
∣∣w(T ∗∗∗)− w(T ∗∗)∣∣ > 
3, i.e. ε ∫ T ∗∗T ∗∗∗ z(s) ds 
3.
For small enough ε > 0, T ∗∗∗ − T ∗∗ > 1 and so we have
v(T ∗∗∗)− v(T ∗∗) >
∫ T ∗∗∗
T ∗∗
[u(s)− IW(u(s), w(s))] ds > ∣∣T ∗∗∗ − T ∗∗∣∣X13 > X13.
Hence v(T ∗∗∗) > v0/2 > 0 for some v0 independent of ε. Therefore (u(0), w(0)) ∈
A1.
Case 1.2: v(T ∗∗) > 0.
It follows from the above proof.
Case 2: Solutions leave G2 from u = h1(w)− 2.
Similar to Case 1, we can show that (u(0), w(0)) ∈ B1. This completes the proof of
Theorem 2.3. 
2.4. More lemmas and Proof of Theorem 2.2
Let w˜ = wl − 14 (wl − w), and so 12 (w + wl) < w˜ < wl , and let TC1 be such that
the solutions with (u(0), w(0)) ∈ C1 reach G¯ and stay in G2 until they leave G2
from w = wr or w = w˜ or stay in G2 for all t > TC1 . We deﬁne the last two sets in
Section 2:
A2 =
{
(u, w) ∈ C1
∣∣∣ As long as (u(t), w(t)) ∈ G2, w(t) > w˜ and
(i) EITHER there exists a T with T > TC1 such that w(T ) = wr
(ii) OR there exist t1, t2 with t2 > t1 > TC1 such that
z(t1) > 0 and z(t2) < 0 and
(
u(t), w(t)
) ∈ G2 for t ∈ [TC1 , t2]},
B2 =
{
(u, w) ∈ C1
∣∣∣ There exists a T with T > TC1 such that w(T ) = 12 (wl + w)
}
.
We will show that both A2 and B2 are open sets relative to C1, they are both
nonempty and their intersection is empty in the following 5 lemmas. Then we have
that C1\(A2 ∪ B2) is nonempty by the deﬁnition of a connected set (Fig. 5).
Lemma 2.24. For small enough ε > 0, all (u(0), w(0)) ∈ C1 with w(0) = w∗ + 
 are
in A2.
Proof. We consider
Gl =
∫ w∗
wl
[h1(s)− s] ds.
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Fig. 5. The sets A2 and B2.
Since h1(w) − w < 0 for w ∈ (wl, w∗), there exists 0 such that Gl < −0 and
therefore for w0w∗ + 
 with 
 > 0 small enough, we have
∫ w∗
wl
[h1(w)− w] dw +
∫ w(0)
w∗
[h3(w)− w] dw < −02
and so for a small 
∗j > 0, j = 1, 2, 3,
∫ w∗−
∗2
wl+
∗1
[h1(w)− w] dw +
∫ w(0)
w∗+
∗3
[h3(w)− w] dw < −02
i.e.
∫ w∗+
∗3
w0
[w − h3(w)] dw +
∫ wl+
∗1
w∗−
∗2
[w − h1(w)] dw < −02 . (2.27)
Let (u(0), w(0)) ∈ C1. We know that any solutions with (u(0), w(0)) ∈ C1 have that
for small enough  > 0, w(T1) ∈ (w∗ − 
2 , w∗ + 
2 ). Otherwise it would be in A1 or
B1 by the proof of Lemmas 2.17 and 2.21. So |w| = |w(T1) − w(0)| is at least 
2 .
Then z(t) < 0 when u(t) > h1(w(t))+  for small ε by Lemma 2.14. So we can view
u as a function of w when u(t)h1(w(t))+ .
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Integrating the last two equations in system (2.1), we have
z2(t)
2
=
∫ w(t)
w(0)
[s − u(t (s))] ds
=
∫ w(T1)
w(0)
[s − u(t (s))] ds +
∫ w(TC1 )
w(T1)
[s − u(t (s))] ds
+
∫ w(t)
w(TC1 )
[s − u(t (s))] ds
=
∫ w(T1)
w(0)
[h3(s)− u(t (s))] ds +
∫ w(t)
w(TC1 )
[h1(s)− u(t (s))] ds
+
∫ w(TC1 )
w(T1)
[s − u(t (s))] ds
+
∫ w(T1)
w(0)
[s − h3(s)] ds +
∫ w(t)
w(TC1 )
[s − h1(s)] ds, (2.28)
where TC1 > T1 are such that u(T1) = h3(w(T1)) −  and u(TC1) = h1(w(TC1)) + .
From the proof of Theorem 2.3, before the solution leaves G2:
u(t) ∈ [h3(w(t))− , h3(w(t))+ ] for t ∈ [0, T1],
u(t) ∈ [h1(w(t))+ , h3(w(t))− ] for t ∈ [T1, TC1 ],
u(t) ∈ [h1(w(t))− 2, h1(w(t))+ 2] for t > TC1 ,
and
w(t) ∈ (1
2
(wl + w),wr) for t > 0.
The ﬁrst two integrals in (2.28) are small when  is small. Say
∣∣∣ ∫ w(T1)
w(0)
[h3(s)− u(t (s))] ds
∣∣∣ < 016
and
∣∣∣ ∫ w(t)
w(TC1 )
[h1(s)− u(t (s))] ds
∣∣∣ < 016 .
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For the third integral in (2.28), when ε > 0 is small, by Lemma 2.14 |w(TC1)−w(T1)|
is small and so
∣∣∣ ∫ w(TC1 )
w(T1)
[− u(t (s))] ds
∣∣∣ < 016 .
Consider the last two integrals in (2.28), since w(T1) ∈ (w∗ − 
2 , w∗ + 
2 ), by Lemma
2.14, w(TC1) ∈ (w∗ − 
, w∗ + 
) for small enough ε > 0. Applying (2.27) we have
∫ w(T1)
w(0)
[s − h3(s)] ds +
∫ w(t)
w(TC1 )
[s − h3(s)] ds < −02 .
Therefore
z2(t)
2
< −0
2
+ 30
16
< −0
4
.
A contradiction. Hence there exists a T˜ > 0 such that z(T˜ ) 0 and z′(T˜ ) > 0. Since
the solution can’t leave G2 from u = h1+2 or u = h1−2 when w ∈ ( 12 (wl+w),wr),
z(t) > 0 for t > T˜ and before it leaves G2. Therefore there exists a T > T˜ such that
w(T ) = wr . From the above proof we can see that w(t) > wl > w˜ for all t > TC1 as
long as (u(t), w(t)) is in G2. This completes the proof of Lemma 2.24. 
Lemma 2.25. A2 is an open set.
Proof. For case (ii) in the deﬁnition of A2, it is obvious that if (u(0), w(0)) ∈ A2,
then N (u(0), w(0)) ⊂ A2. Now let (u(0), w(0)) ∈ A2 and satisfy (i). Since when
w(T ) = wr , z(T ) > 0, there exists a T ∗ > T such that w(T ∗) > wr while u(t) ∈
(h1(w(t)) − 2, h1(w(t)) + 2). By continuity, we have that a small neighborhood
N (u(0), w(0)) is in A2. This completes the proof of Lemma 2.25. 
Lemma 2.26. For small enough ε > 0, all (u(0), w(0)) ∈ C1 with w(0) = wr − 
 are
in B2.
Proof. By (H6), there exists a 1 > 0 such that
∫ w∗
wl
[h1(w)− w] dw +
∫ wr
w∗
[h3(w)− w] dw > 1
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and so for a small enough 
 > 0 and 
∗∗j > 0, j = 1, 2,
∫ w∗−
∗∗1
wl−

[h1(w)− w] dw +
∫ wr−

w∗+
∗∗2
[h3(w)− w] dw > 1. (2.29)
Similar to the proof of Lemma 2.24,
z2(t)
2
=
∫ w(T1)
w(0)
[h3(s)− u(t (s))] ds +
∫ w(t)
w(TC1 )
[h1(s)− u(t (s))] ds
+
∫ w(TC1 )
w(T1)
[s − u(t (s))] ds
+
∫ w(T1)
w(0)
[s − h3(s)] ds +
∫ w(t)
w(TC1 )
[s − h1(s)] ds. (2.30)
The ﬁrst two integrals are small when  is small. Say
∣∣∣ ∫ w(T1)
w(0)
[h3(s)− u(t (s))] ds
∣∣∣ < 116 ,
and
∣∣∣ ∫ w(t)
w(TC1 )
[h1(s)− u(t (s))] ds
∣∣∣ < 116 .
Similarly for the third integral, when ε > 0 is small,
∣∣∣ ∫ w(TC1 )
w(T1)
[− u(t (s))] ds
∣∣∣ < 116 .
Applying (2.29), we have that there exists a T ∗ > 0 such that z(T ∗)22 > 14 , w(T ∗) <
wl − 
, z(T ∗) < 0 and z′(T ∗) < 0. Since z′(t) < 0 while (u(t), w(t)) ∈ G2 with
t  T ∗, the solution will go down until w = 12 (wl + w). This completes the proof of
Lemma 2.26. 
Lemma 2.27. B2 is an open set.
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Proof. By the proof of the above lemma, w(T ) = 12 (wl+w), z(T ) 0 and z′(T ) < 0,
therefore by continuity of solutions in initial conditions, there exists a small neighbor-
hood N (u(0), w(0)) ∈ B2. This completes the proof of Lemma 2.27. 
Lemma 2.28. A2 ∩ B2 = ∅.
Proof. This is straightforward from the deﬁnitions of A2 and B2. 
Proof of Theorem 2.1. By Lemmas 2.24–2.28 and the deﬁnition of connectedness,
there exists a nonempty set C2 = C1\(A2 ∪ B2) such that if (u(0), w(0)) ∈ C2, then
the solutions will stay in G2 for all t  TC1 . Since any periodic solution or chaotic
solutions have the properties described in A2. It can only approach the equilibrium
point (ul, 0, wl, 0) in G2. For the solutions with (u(0), w(0)) ∈ C2, by the proof of
Lemma 2.24, there exists a  > 0, independent of ε, such that |w(0) − w(T1)| > .
Then Proposition 2.2 implies that T1 > P/ε, i.e. |u(t) − h3(w(t))| <  on [0, T1).
Theorem 2.1 is proved by choosing  =  and P = /Z. 
3. Existence of multiple spikes of Type I
3.1. Existence of a pulse and two spikes
3.1.1. Hypotheses and the main theorem
For the existence of multiple spikes in the standing waves, we assume f (u,w) ∈ C2
in D and make the following hypotheses in addition to (H1)–(H6):
(H7a) There exist w1, w2 such that wl < w1 < w2 < w∗ − 2
 and h′1(w) < 0 for
w ∈ [w1, w2];
∫ u
h1(w)
f (s,w)
w ds < 0 for w ∈ [w1, w2] and u ∈ [h1(w), h3(w)].
(H7b) There exist w3, w4 such that w∗ + 2
 < w3 < w4 < wr − 
 and h′3(w) > 0
for w ∈ [w3, w4];
∫ h3(w)
u
f (s,w)
w ds < 0 for w ∈ [w3, w4] and u ∈ [h1(w), h3(w)];∫ w∗
wl
(h1(w)− w) dw +
∫ w4
w∗ (h3(w)− w) dw < 0.
Note that the choice of w4 is to guarantee that the interval [w3, w4] is below the
(u(0), w(0)) where a homoclinic solution can start.
Now we are ready to state our main theorem for the existence of a stationary solution
with one pulse and two spikes.
Theorem 3.1 (Existence of two spikes and a pulse). Under hypotheses (H1)–(H6) and
either (H7a) or (H7b), for small enough ε > 0, system (2.1) has a symmetric pulse
solution that satisﬁes (2.2) and crosses u = h2(w) exactly 6 times.
Remark 3.1. The spikes in the standing wave solutions when (H7a) is satisﬁed is
shown in Fig. 6. We call them spikes of type I. They are attached to the branch
u = h1(w) for w2 < w < w∗ − 
. When (H7b) is satisﬁed, there appear spikes of type
II attaching to the branch u = h3(w) for w∗ + 
 < w < wr .
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Fig. 6. Spikes in the standing waves when (H7a) is satisﬁed.
In this section, we give a complete prove of Theorem 3.1 under hypotheses (H1)–
(H6) and (H7a). The proof of the theorem under hypothesis (H7b) is deferred to
Section 4.
For hypothesis (H7a), we deﬁne m in the (u,w)-space
m =
{
(u,w)
∣∣w ∈ (w∗ + 
m,wr − 
), u ∈ (h3(w)− , h3(w)+ )},
where 
m = wm − w∗ satisﬁes
∫ w∗
1
2 (w1+w2)
[h1(w)− w] dw +
∫ wm
w∗
[h3(w)− w] dw = 0. (3.1)
Note we choose 
 > 0 small enough such that 
m/2 > 
.
(H6) guarantees that 
m exists. Here we will use the notations B0, A2n−1, B2n−1
and C2n−1 for B0 ∩ m, A2n−1 ∩ m, B2n−1 ∩ m and C2n−1 ∩ m, n = 1, 2, . . . ,
respectively.
Let
A˜1 =
{
(u, w) ∈ A1
∣∣∣ there exists a T5 with T5 > T4 such that
v(T5) < 0, u(T5) < h3(w(T5))− , w(T5) ∈
(
1
2
(w + wl), wr
)
and the solutions cross u = h2(w) only at t = T2 and t = T4
before T5
}
.
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We prove Theorem 3.1 in Sections 3.1.2 and 3.1.3. In the proof, we consider solutions
with (u(0), w(0)) ∈ A˜1 and apply Theorem A similarly to the proof of Theorem 2.1.
3.1.2. Preliminary theorem
We deﬁne the following sets for a preliminary theorem of Theorem 3.1. The major
difﬁculty of proving Theorem 2.1 is in the proof of this theorem.
A3 =
{
(u, w) ∈ A˜1
∣∣∣ there exist T6, T7 with T7 > T6 > T5 such that
v(T7) > 0, u(T7) > h1(w(T7))+ , w(T7) ∈
(
1
2
(w + wl), wr
)
and the solutions cross u = h2(w) only at t = T2, t = T4 and
t = T6 before T7
}
,
and
B3 =
{
(u, w) ∈ A˜1
∣∣∣ there exist T6, T7 with T7 > T6 > T5 such that
v(T7) < 0, u(T7) < h1(w(T7))− , w(T7) ∈
(
1
2
(w + wl), wr
)
and the solutions cross u = h2(w) only at t = T2, t = T4 and
t = T6 before T7
}
.
Theorem 3.2. For small enough ε > 0, under hypotheses (H1)–(H6), and either (H7a)
or (H7b), C3 = A˜1\(A3 ∪ B3) contains a continuum extending from w = w∗ + 
m to
w = wr − 
.
We start with proving the following proposition.
Proposition 3.1. If there exist t2 and t1 with t2 > t1 0 such that |w(t1)−w(t2)| = 
and on [t1, t2], |hj (w) − u| < , j = 1 or 3 for some small  > 0, then there exists
t˜ ∈ [t1, t2] and a constant K independent of ε such that |u(t˜)− hj (w(t˜))| < Kε2.
Proof. Without loss of generality, let z(t) < 0 for t ∈ [t1, t2] and so  = w(t1)−w(t2).
Let t11, t22 ∈ (t1, t2) be such that w(t11) = w(t1)−/4 and w(t22) = w(t2)+/4. By
Proposition 2.2, t11 − t1 > 4εZ and t2 − t22 > 4εZ . Since the solutions are in C1, by
mean value theorem, there exists a t∗ ∈ [t1, t11] such that u(t11)−u(t1) =
∫ t11
t1
v(s) ds =
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(t11 − t1)v(t∗). So |v(t∗)| = |u(t11)− u(t1)|/(t11 − t1) < 4UεZ , where U is deﬁned in
(2.5). Similarly there exists a t∗∗ ∈ [t22, t2] such that |v(t∗∗)| < 4UεZ .
Since hj (w) j = 1, 3 is in C1, we can assume that dhj (w)/dw and v(t) do not
change signs for t ∈ [t1, t2]. Since |w(t∗∗) − w(t∗)| 2 and P1 = min{|h′j (w)|, w ∈
[w(t1), w(t2)]} > 0, for small enough  > 0, |u(t∗∗) − u(t∗)| > P12 . Therefore there
exists a t˜ ∈ [t∗, t∗∗] such that
v2(t∗∗)
2
− v
2(t∗)
2
=
∫ u(t∗∗)
u(t∗)
[s − IW(s,w(t (s)))] ds
= (u(t∗∗)− u(t∗))(u(t˜)− IW(u(t˜), w(t˜))).
This gives
|u(t˜)− IW(u(t˜), w(t˜))| =
∣∣∣(v2(t∗∗)2 − v2(t∗)2 )/(u(t∗∗)− u(t∗))
∣∣∣
< 32U2ε2Z2/(P13).
Since fuu(u,w) exists if |u − hj (w)| < , by Taylor theorem, there exists a u¯ such
that
u(t˜)− IW(u(t˜), w(t˜))
= −(fu(hj (w(t˜)), w(t˜))(u(t˜)− hj (w(t˜)))+ fuu(u¯, w(t˜))(u(t˜)− hj (w(t˜)))2/2),
j = 1, 3.
Let P2 = min{|fu(hj (w),w)|, w ∈ [wl,wr ]}. Then for small enough  > 0,
P2
2
> |fuu(u¯, w(t˜))(u(t˜)− hj (w(t˜)))/2|
and therefore
|u(t˜)− hj (w(t˜))| < 64U
2Z2
3P1P2
ε2.
Let K = 64U2Z2
3P1P2
. This completes the proof of the proposition. 
Proof of Theorem 3.2. Similar to the proof of the second preliminary theorem in
Section 2.3, we will show that A3 and B3 are both open sets, each of them contains
a continuum that extends from w = w∗ + 
m to w = wr − 
 and the intersection of
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them is empty. The difﬁculty is to prove that B3 is nonempty. These results will be
proved in Lemmas 2.18–3.9. Then applying Theorem A we conclude that C3 contains
a continuum that extends from w = w∗ + 
m to w = wr − 
.
Lemma 3.1. For small enough ε > 0, there exists a 0 > 0 which is independent of ε
such that all the solutions with (u(0), w(0)) ∈ A˜1 have that there exist T and T6 with
T > T6 > T5 such that u(T6) = h2(w(T6)), u(T ) < h2(w(T )) − 0 and v(t) < 0 for
t ∈ (T5, T ].
Proof. The proof is similar to that of Lemma 2.11. 
Lemma 3.2. For small enough ε > 0, there exists a continuum in A3 extending from
w = w∗ + 
m to w = wr − 
.
Proof. We choose the same continuum D1 as in the proof of Lemma 2.17, rename
the T in the proof of Lemma 2.17 as T 1 and continue the proof of Lemma 2.17. By
Lemma 2.18, for small enough ε > 0 there exists a T4 > T 1 and t∗ > T4 such that
u(T4) = h2(w(T4)), u(t∗) > h2(w(t∗)) and v(t) > 0 for t ∈ (T 1, t∗). Let w1(t (u))
and w2(t (u)) be w as functions of u when u is decreasing and increasing respectively
for t > T1. By Lemma 2.12, the proof of Lemma 2.9 and therefore the proof of
Lemma 2.10, u(t) > h1(w(t))+ /4 for t ∈ [0, t∗]. Then Remark 2.2 implies that for
u(t) ∈ [h1(w(t))+/4, h3(w(t))−/4], |w1(t (u))−w2(t (u))| = O(ε) as ε → 0. Since
h1(w) ∈ C1, as long as u(t) < u(0) and v(t) > 0, |w1(t (u)) − w2(t (u))| = O(ε). If
there is a t > T1 such that u(t) > u(0), then before v changes sign again
v2(t)
2
=
∫ u(T 1)
u(0)
[s − IW(s,w1(t (s)))] ds +
∫ u(t)
u(T 1)
[s − IW(s,w2(t (s)))] ds
=
∫ u(0)
u(T 1)
[IW(s,w1(t (s)))− IW(s,w2(t (s)))] ds
+
∫ u(t)
u(0)
[s − IW(s,w2(t (s)))] ds. (3.2)
By the above proof, |IW(s,w1(t (s))) − IW(s,w2(t (s)))| = O(ε). This gives that
the ﬁrst integral in (3.2) is of order O(ε). Now we look at the second integral
in (3.2):
∫ u(t)
u(0)
[s − IW(s,w2(t (s)))] ds =
∫ u(t)
u(0)
[s − IW(s,w2(t (u(0))))] ds
+
∫ u(t)
u(0)
[IW(s,w2(t (u(0))))− IW(s,w2(t (s)))] ds.
Fu Zhang / J. Differential Equations 205 (2004) 77–155 119
We know that when ε > 0 is small enough and h3(w2(t (u(0))))− 34 u(t)h3(w2(t (u
(0))))− 58 < h3(w(t))− /2, there exists a K0 > 0 independent of ε such that∫ u(t)
u(0)
[s − IW(s,w2(t (u(0))))] ds < −K0
and by Remark 2.2
∫ u(t)
u(0)
[IW(s,w2(t (u(0))))− IW(s,w2(t (s)))] ds = O(ε).
Therefore for small enough ε > 0, there exists a T 2 > T4 such that
v(T 2) = 0, u(T 2) < h3(w(T 2))− 2 and v(t) > 0 for t ∈ (T
1, T 2).
Taking /2 as 3 in Lemmas 2.13 and 2.9, for small enough ε > 0 there exists T5 > T4
as described in the deﬁnition of A˜1, i.e.
D1 ⊂ A˜1. (3.3)
By similar proof as in Lemma 2.17, there exists a T 3 > T6, where T6 has been
guaranteed exist by Lemma 3.1, such that
v(T 3) = 0 u(T 3) > h1(w(T 3))+ 4 and v(t) < 0 for t ∈ (T
2, T 3).
By Lemmas 2.12 and 2.10, for small enough ε > 0 there exists a T7 > T6 as described
in the deﬁnition of A3. This completes the proof of Lemma 3.2. 
Lemma 3.3. A3 is an open set.
Proof. It is straightforward from the deﬁnition of A3. 
In order to show that B3 is nonempty, we deﬁne the following two sets:
31 =
{
(u,w) ∈ A1|EITHER the solution has that
u(t) > h1(w(t))+ 2 for all t < T4
OR there exists a t31 with T2 < t31 < T4 such that
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v(t31 ) > 0, u(t31 ) = h1(w(t31 ))+ 2, w(t31 ) > w2 −
1
8
(w2 − w1)
and z(t) < 0 for all t ∈ (0, t31 ]
}
,
32 =
{
(u,w) ∈ A1| There exists a t32 with T2 < t32 < T4 such that
w(t32 )w2 −
1
4
(w2 − w1), u(t32 ) ∈ (h1(w(t32 )− 2, h1(w(t32 ))+ 2]
and z(t) < 0 for all t ∈ (0, t32 ]
}
.
We can see that 32 is close to C1. Lemmas 3.4–3.6 are used to prove Lemma 3.7.
Lemma 3.4. For small enough ε > 0,
(i) 31 and 32 are open sets,
(ii) 31 ∩ 32 = ∅,
(iii) 31 contains a continuum extending from w = w∗ + 
m to w = wr − 
,
(iv) 32 contains a continuum extending from w = w∗ + 
m to w = wr − 
.
Proof. (i) is straightforward from the deﬁnitions of 31 and 32. For (iii) we take
D1 deﬁned in the proof of Lemma 2.17 as the continuum. We have that it is in 31
according to the proof of Lemma 3.2.
Proof of (ii). Suppose (u(0), w(0)) ∈ 32. Then by Lemma 2.14 and Proposition 3.1
we know that the solution reaches the closure of G2 before T4 and t31 deﬁned in the
deﬁnition of 31 can’t exist. Now suppose (u(0), w(0)) ∈ 31. By Lemmas 2.12 and
2.14, |w(t31 )−w(T4)| < 116 (w2−w1) for small enough ε > 0. Then (u(0), w(0)) /∈ 32.
Proof of (iv). We use a similar proof to that of Lemma 2.20 part (iv). Let K be the
boundary of the component A1cp of A1 containing D1. Let p be an interior point of
A1cp and q be an interior point of the component of B0\A1cp containing a continuum
extending from w = w∗ + 
m to w = wr − 
 in C1. Applying Theorem B we get that
K has a component separating p and q. Then this component contain a continuum,
say Kc, that extends from w = wr − 
 to w = w∗ + 
m. This continuum can also
be obtained by the proof of Theorem A. By (H6), the choice of wm and the proof of
Lemma 2.24, for small enough  > 0 and then small enough ε > 0, any solution with
(u(0), w(0)) ∈ C1 has that there exists a T ∗ > TC1 such that
u(T ∗) ∈ (h1(w(T ∗))− 2, h1(w(T ∗))+ 2), w(T ∗) < w2 − 14 (w2 − w1)
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and
z(T ∗) < −z0 for some z0 > 0 and z(t) < 0 for all t ∈ (0, T ∗),
where z0 is independent of  and ε. By continuity of solutions in initial conditions,
there is a neighborhood N (Kc) of Kc such that for any solutions with (u(0), w(0)) ∈
N (Kc)∩A1, there exists a T with T > T2 such that u(T ) ∈ (h1(w(T ))−2, h1(w(T ))+
2) and w(T ) < w2− 14 (w2−w1), z(T ) < −z0 and z(t) < 0 for all t ∈ (0, T ). Taking
a continuum extending from w = w∗ + 
m to w = wr − 
 in N (Kc) ∩ A1, we have
that this continuum is in 32. This completes the proof of Lemma 3.4. 
Let C1m = A1\(31 ∪ 32). By Lemma 3.4 and Theorem A, for small enough ε > 0,
there exists a continuum in C1m extending from w = w∗ + 
m to w = wr − 
.
Lemma 3.5. For small enough ε > 0, there is a continuum in A1 extending from
w = w∗ + 
m to w = wr − 
 such that for the solutions with (u(0), w(0)) in this
continuum, there exists a tε > T2 and a constant K > 0 independent of ε such that
0 < u(tε)− h1(w(tε)) < Kε, v(tε) > 0, (3.4)
z(tε) < −z0 f or some z0 > 0 and w(tε) ∈ [w1, w2],
where z0 is independent of ε and .
Proof. If (u(0), w(0)) ∈ C1m, then there exists a t > T2 such that
w(t) ∈ (w2 − 14 (w2 − w1), w2 −
1
8
(w2 − w1)),
u(t) = h1(w(t))+ 2 and v(t) > 0. (3.5)
By the deﬁnition of 
m in (3.1), for a small 
 > 0, then small enough ε > 0, there exists
a z0 > 0 such that z(t) < −z0. We know that the solution reach G at, say tG < t,
because otherwise by Lemma 2.14, w(t) > w∗ − 
w2. Then w(tG) − w(t) >
1
8 (w2 −w1) as ε > 0 small and u(t) ∈ (h1(w(t))− 2, h1(w(t))+ 2) for t ∈ (tG, t).
By Proposition 3.1, there exists a t˜ ∈ (tG, t) such that |h1(w(t˜)) − u(t˜)| < Kε2 for
some K > 0. Since h′1(w) < 0 for w ∈ [w1, w2] and z < 0 for t ∈ (0, t), u(t˜) < u(t)
for small enough ε > 0. Especially, there exists a tε ∈ [t˜ , t] such that (3.4) is true.
This completes the proof of Lemma 3.5. 
Lemma 3.6. For each solution with (u(0), w(0)) in C1m, there exists a t0 > t such
that v(t0) = 0 and h3(w(t0))− u(t0) = 0 for some 0 > 0 independent of ε > 0.
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Proof. Since h′1(w) < 0 for w ∈ [w1, w2], we can assume that v(t) > 0 for t ∈ [tε, t].
Therefore there exists a t∗ ∈ [tG, t] such that v(t∗) = 0. Then before v(t) changes
sign,
v2(t)
2
=
∫ u(t)
u(t∗)
[s − IW(s,w(t (s)))] ds +
∫ u(t)
u(t)
[s − IW(s,w(t (s)))] ds.
By (H3), there exists a (
) > 0 such that
∫ h3(w)
h1(w)
[s − IW(s,w(t (s)))] ds < −(
) for w ∈ (wl + 
, w∗ − 
)
and therefore for small enough  > 0,
∫ u(t)
u(t∗) [s − IW(s,w(t (s)))] ds is small and
∫ h3(w)−
h1(w)+
[s − IW(s,w(t (s)))] ds < −(
) for w ∈ (wl + 
, w∗ − 
).
Similar to the proof of Lemma 2.16, t0 and 0 exist. This completes the proof of
Lemma 3.6. 
Lemma 3.7. Under hypotheses (H7a) and for small enough ε > 0, there exists a
continuum in B3 extending from w = w∗ + 
m to w = wr − 
.
Proof. We want to show that C1m ⊂ B3. We divide the proof into ﬁve steps. In step
1 we show that there exists a t∗ > t0 such that u(t) = u(t∗ ) and v(t) < 0 for
all t ∈ (t0, t∗ ]. In step 2 we show that |w(t) − w(t∗ )| > Kz0ε for some Kz0 > 0
independent of ε > 0. Then in the third step we show that
I0 =
∫ u(t0)
u(t)
[s − IW(s,w1(t (s)))] ds +
∫ u(t∗ )
u(t0)
[s − IW(s,w2(t (s)))] ds > K∗ε 32
for some K∗ > 0 independent of ε, where w1(t (s)) is the function w(t(u)) when
v(t) > 0, i.e. t ∈ [t, t0] and w2(t (s)) is the function w(t(u)) when v(t) < 0
i.e. t ∈ [t0, t∗ ]. In the step 4 we want to show that the solution reach u = h1(w)
with v < −K∗∗ε 34 for some K∗∗ > 0 independent of ε so that du
dw
= O(ε− 14 ). Fi-
nally in step 5 we show that the solution has to reach u = h1(w) − 2 with z < 0
and v < 0.
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Step 1: By Lemmas 3.6, 2.9 and 2.12, v < 0 u = h2(w). Then for t  t0 with
v(t) 0, we have
v2(t)
2
= v
2(tε)
2
+
∫ u(t)
u(tε)
[s − IW(s,w1(t (s)))] ds
+
∫ u(t0)
u(t)
[s − IW(s,w1(t (s)))] ds +
∫ u(t)
u(t0)
[s − IW(s,w2(t (s)))] ds.
Since u(t0) = h3(w(t0))−0 independent of ε, by Lemmas 2.14, 2.15 and Remark 2.2,
|w(t) − w(t)| = O(ε) for all t  t with u(t) > h1(w(t)) + 1 for any small 1 > 0
independent of ε. Since we also have
∫ u(t)
u(tε)
[s − IW(s,w1(t (s)))] ds = I for some
I > 0 independent of ε, for small enough ε > 0 there exists a t∗ > T6 such that
u(t∗ ) = u(t). Therefore for all t  t∗ with v(t) 0, we have
v2(t)
2
= v
2(tε)
2
+
∫ u(t)
u(tε)
[s − IW(s,w1(t (s)))] ds +
∫ u(t)
u(t)
[−s + IW(s,w2(t (s)))] ds
+
∫ u(t0)
u(t)
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds. (3.6)
Step 2: Since w(t∗ )−w(t) =
∫ t∗
t
εz(s) ds, z(s) < − 12z0, t∗− t = t for some t >
0 independent of ε. Therefore |w(t∗ )− w(t)| > Kz0ε for some Kz0 > 0 independent
of ε > 0.
Step 3: We consider the last integral of (3.6),
I0 =
∫ u(t0)
u(t)
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds.
For a given K > 0, let t−1 < t0 < t
+
1 be such that
u(t+1 ) = u(t−1 ) ∈ (u(t), u(t0)),
|w1(t−1 )− w1(t0)| = Kε
3
2 and |w2(t+1 )− w2(t0)|Kε
3
2 .
The moments t−1 , t
+
1 exist because w1(t0)−w2(t0) = 0 and |w1(t)−w2(t∗ )| > Kz0ε.
See Fig. 7. By mean value theorem,
w1(t−1 )− w(t0) =
∫ t0
t−1
εz(s) ds = εz(t˜)(t0 − t−1 ) for some t˜ ∈ (t−1 , t0).
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1 , . . . .
By Lemma 2.15 for small enough ε > 0, |z(t˜)| > 34 |z0|. We have that t0 − t−1 =
Kε
3
2 /ε|z(t˜)| < 4K√ε/3|z0|. Therefore,
|u(t+1 )− u(t0)| = |u(t−1 )− u(t0)| =
∣∣∣ ∫ t0
t−1
v(s) ds
∣∣∣ = (t0 − t−1 )v(˜˜t)
< 4KV
√
ε/3|z0| (3.7)
for some ˜˜t ∈ [t−1 , t0]. Then
∫ u(t0)
u(t+1 )
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds = O(√ε)O(ε 32 ) = O(ε2)
and so
I0 =
∫ u(t+1 )
u(t)
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds
+
∫ u(t0)
u(t+1 )
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds
=
∫ u(t+1 )
u(t)
[IW(s,w2(t (s)))− IW(s,w2(t+1 ))] ds
+
∫ u(t+1 )
u(t)
[IW(s,w2(t+1 ))− IW(s,w1(t−1 ))] ds
+
∫ u(t+1 )
u(t)
[IW(s,w1(t−1 ))− IW(s,w1(t (s)))] ds +O(ε2)
= I+1 + I1 + I−1 +O(ε2).
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Since 
2
f (s,w)
2w
exist for w ∈ I ∗ by (H7a), for each ﬁxed s, Taylor theorem gives,
IW(s,wII )− IW(s,wI ) = (wII − wI )IW(s,w
I )
w
+ (wII − wI )2 
2
IW(s, w˜)
2w
for some w˜ ∈ [wI ,wII ]. By (H7a),
K¯ = min
{∣∣∣ ∫ u
h1(w)
f (s,w)
w
ds
∣∣∣, w ∈ [w1, w2], u ∈ [h1(w), h3(w)]} > 0.
Then
I1 =
∫ u(t+1 )
u(t)
[IW(s,w2(t+1 ))− IW(s,w1(t−1 ))] ds
=
∫ u(t+1 )
u(t)
(w2(t+1 )− w1(t−1 ))
IW(s,w1(t−1 ))
w
ds
+
∫ u(t+1 )
u(t)
(w2(t+1 )− w1(t−1 ))2
2IW(s, w˜)
2w
ds
= (w2(t+1 )− w1(t−1 ))
∫ u(t+1 )
u(t)
IW(s,w1(t−1 ))
w
ds
+(w2(t+1 )− w1(t−1 ))2
∫ u(t+1 )
u(t)
2IW(s, w˜)
2w
ds
> KK¯ε
3
2 +O(ε3) as ε → 0.
Therefore we have,
I0 >
∫ u(t+1 )
u(t)
[IW(s,w2(t (s)))− IW(s,w2(t+1 ))] ds
+ ∫ u(t−1 )u(t) [IW(s,w1(t−1 ))− IW(s,w1(t (s)))] ds +K∗ε 32
= I+1 + I−1 +K∗ε
3
2
(3.8)
for some K∗ > 0 independent of ε > 0.
Now we consider the ﬁrst integral in (4.3), there exists a t+2 > t+1 such that w2(t+1 )−
w2(t+2 ) = Kε
3
2 and therefore |u(t+1 )− u(t+2 )| = O(
√
ε) as ε → 0 by (3.7). See Fig. 7.
I+1 =
∫ u(t+1 )
u(t)
[IW(s,w2(t (s)))− IW(s,w2(t+1 ))] ds
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=
∫ u(t+2 )
u(t)
[IW(s,w2(t (s)))− IW(s,w2(t+1 ))] ds
+
∫ u(t+1 )
u(t+2 )
[IW(s,w2(t (s)))− IW(s,w2(t+1 ))] ds
=
∫ u(t+2 )
u(t)
[IW(s,w2(t (s)))− IW(s,w2(t+2 ))] ds
+
∫ u(t+2 )
u(t)
[IW(s,w2(t+2 )− IW(s,w2(t+1 ))] ds +O(ε2)
>
∫ u(t+2 )
u(t)
[IW(s,w2(t (s)))− IW(s,w2(t+2 ))] ds +K+2 ε
3
2
= I+2 +K+2 ε
3
2
for some K+2 > 0.
We know that there exist an N+(ε) such that u(t+
N+) ∈ (h1(w)+ , h1(w)+ 2) and
u(t+
N+(ε)−1) > h1(w)+ 2 and so for small enough  > 0, by (H7a) h′1(w) < 0,
∫ u(t+
N+(ε))
u(t)
[IW(s,w2(t (s)))− IW(s,w2(t+
N+(ε)))] ds > 0
with w2(t+n−1)− w2(t+n ) = Kε
3
2 for all nN+(ε). Let
I+n =
∫ u(t+n )
u(t)
[IW(s,w2(t (s)))− IW(s,w2(t+n ))] ds.
Here we show by mathematical induction that for all nN+(ε),
I+n−1 > I
+
n +K+n ε
3
2 . (3.9)
Since we’ve proved that (4.4) is true for n = 1, now assume (4.4) is true for n = k.
We prove that (4.4) is also true for n = k + 1. Since u(t+
N+(ε))− u(t∗ ) > , the proof
is very similar to that for I+1 and I
+
2 . See Fig. 7.
Similarly, there exists an N−(ε) such that u(t−
N−) ∈ (h1(w) + , h1(w) + 2) and
u(t−
N−−1) > h1(w)+ 2 with w2(t−n−1)− w2(t−n ) = Kε
3
2 for all nN−(ε). Let
I−n =
∫ u(t−n )
u(t)
[IW(s,w1(t (s)))− IW(s,w1(t−n ))] ds.
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By exactly that same procedure for the ‘+’ case, we have that for all nN−(ε),
I−n−1 > I
−
n +K−n ε
3
2 .
Hence we have that I > K∗ε 32 .
Step 4: By (H4) and (H7a) h′1(w) < 0 for w ∈ (w1, w2), for small enough  > 0,
f (u,w)
w
< 0 i.e.
W(u,w)
w
< 0 for u ∈ (h1(w)− 2, h1(w)+ 2), w ∈ (w1, w2).
Since for all t > t∗ with u(t) ∈ (h1(w(t))−2, h1(w(t))+2), w ∈ (w1, w2), f (u,w)
is decreasing in w for ﬁxed u ∈ (h1(w) − 2, h1(w) + 2) and since z(t) < −z0,
w1(t (s)) > w2(t (s)) for all u ∈ (u(tε), u(t)) for small enough  > 0. We have that
IW(s,w2(t (s)))− IW(s,w1(t (s))) > 0 for all u ∈ (u(tε), u(t)). Then∫ u(t)
u(t)
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds > 0
for all t  t∗ with u ∈ (u(tε), u(t)).
We can see from (3.6) that if v(t00) = 0 for some t00 > t0, then u(t00) < u(tε) and
v′(t00) > 0. Let t∗ε > t0 be such that u(t∗ε ) = u(tε). Since by (H7a) h′1(w) < 0 for
w ∈ [w1, w2], for all t > t∗ε with u(t) > h1(w(t)) and z(t) < 0∫ u(tε)
u(t)
[−s + IW(s,w2(t (s)))] ds = O(ε2).
From (3.6)
v2(t)
2
>
v2(tε)
2
+
∫ u(tε)
u(t)
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds +KK¯ε 32 +O(ε2).
Therefore v(t) < −√K∗∗/2ε 34 . Before z < 0 changes sign, u can be think of a function
of w. Then
z2(t)
2
= z
2(t)
2
+
∫ w(t)
w(t)
(s − u(t (s))) ds
= z
2(t)
2
+
∫ w(t0)
w(t)
(s − u(t (s))) ds
+
∫ w(t∗ )
w(t0)
(s − u(t (s))) ds +
∫ w(t)
w(t∗ )
(s − u(t (s))) ds.
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Since z0 > 0 is independent of  > 0, by Remark 2.2, for small enough  > 0 and
then small enough ε > 0, z(t∗ε ) < −z0/2. Hence the solutions reach u = h1(w) at
some ﬁnite time tc with v(tc) < −√K∗∗/3ε 34 and dudw (tc) = O(ε−
1
4 ) as ε → 0.
Step 5: The only possibility that the solutions cannot reach u = h1(w) − 2 is
that z changes sign from negative to positive before u = h1(w) − 2. Let F =
maxw∈[w1,w2] 1/|h′1(w)|. Since z0 > 0 is independent of  > 0, we can choose  > 0
such that
∣∣∣ ∫ w
w+ 2
F
(s − h1(s)) ds
∣∣∣ < 116z20 for all w ∈ [w1, w2].
Then as long as |u(t (w))− h1(w)| < 2
∣∣∣ ∫ w
w+ 2
F
[s − h1(s)] ds
∣∣∣+ ∣∣∣ ∫ w
w+ 2
F
[u(t (s))− h1(s)] ds
∣∣∣ < 18z20 for all w ∈ [w1, w2].
In order for z < 0 to change sign,
|w| = |w(t∗ε )− w(t)| >
2
F
.
Therefore the solutions will reach u(t) < h1(w) − 2 with v < 0 before z changes
sign. The existence of T5 as described in the deﬁnition of A˜1 and the existence of
T7 > T6 as described in the deﬁnition of B3 are established. This completes the proof
of Lemma 3.7. 
Lemma 3.8. B3 is an open set.
Proof. It is straightforward from the deﬁnition of B3. 
Lemma 3.9. A3 ∩ B3 = ∅.
Proof. The proof is similar to that of Lemma 2.23. 
We know that by Lemmas 3.2–3.9 and Theorem A, C3 = A˜1\(A3 ∪ B3) contains a
continuum such that if (u(0), w(0)) is in this continuum, the solutions cross u = h2(w)
three times for t > 0 while w(t) > w2 − 18 (w2 − w1). Furthermore, let TC3 be such
that the solutions with (u(0), w(0)) ∈ C3 reach G¯ and stay in G2 until they leave G2
from w = wr or w = w˜ or stay in G2 for all t > TC3 . Therefore,
w(TC3) > w2 −
1
8
(w2 − w1)
for small enough ε > 0. This completes the proof of Theorem 3.2. 
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3.1.3. More lemmas and the Proof of Theorem 3.1
We deﬁne two more sets here
A4 =
{
(u, w) ∈ C3
∣∣∣ As long as (u(t), w(t)) ∈ G2, w(t) > w˜ and
EITHER there exists a T with T > TC3 such that w(T ) = wr
OR there exist t∗1 , t∗2 with t∗2 > t∗1 > TC3 such that
z(t∗1 ) > 0 and z(t∗2 ) < 0 and
(
u(t), w(t)
) ∈ G2 for t ∈ [TC3 , t∗2 ]},
B4 =
{
(u, w) ∈ C3
∣∣∣ There exists a T with T > TC3 such that w(T ) = 12 (wl + w)
}
.
We will show that A4 and B4 are open sets, they are nonempty and the intersection
of them is empty in the following 5 lemmas.
Lemma 3.10. For small enough ε > 0, all (u(0), w(0)) ∈ C3 with w(0) = w∗ + 
m
are in A4.
Proof. Most part of the proof follows from the proof of Lemma 2.24 except the extra
spike for t > 0. Let TC3 be the moment when the solutions with (u(0), w(0)) ∈ C3
reach G and either stay in G2 for all t > TC3 or stay in G2 until they leave G2 from
w = wr or w = 12 (w + wl). We know that the solutions cross u = h2(w) three times
when 0 < t < TC3 . We consider the following three cases corresponding to three types
of the extra spikes.
Case 1: The solutions ﬁrst leave  at w > w∗ + 
.
By (H3), for ﬁxed small  > 0 and then small enough ε > 0, we prove the following
two facts:
1. There exists a t0 > T2 such that v(t0) = 0 and u(t0) > h1(w(t0)) +  and
h1(w(t))+  < u(t) < h3(w(t))−  and v(t) < 0 for t ∈ (T1, t0):
Similar to (2.20) for small enough  > 0, we have that |v(T1)| is small and
∫ h3(w)−
h1(w)+
[− s + IW(s,w)] ds < −r (
, 
) if w ∈ [w∗ + 
, wr − 
].
Before v(t) changes sign,
v2(t)
2
= v
2(T1)
2
+
∫ u(t)
u(T1)
[s − IW(s,w(t (s)))] ds
similar to the proof of Lemma 2.16, the existence of t0 is established.
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2. There exists a t1 > t0 such that u(t1) = h3(w(t1)) − , v(t1) > 0 and w(t1) >
w∗ + 34
:
Since 
m > 
m/2 > 
, |w(T1) − w(0)| > 
m/2 = O(1) as ε → 0. By Proposition
3.1, there exists a t∗ > 0 such that u(t∗) = h3(w(t∗))− /2. Then Lemmas 2.14, 2.15
and Remark 2.2, as long as u(t) ∈ [h1(w(t)) + /4, h3(w(t)) − /4], |w(T1) − w(t)|
can be as small as we want by making ε small. This implies that the solution will
reach O(ε) neighborhood of u(t∗) = h3(w(t∗) − /2 in the (u,w) space. Therefore
such t1 exists.
Let t2 > t1 be such that u(t2) = h3(w(t2)) −  again. Since if w(t2) < w∗ − 
/2,
by the proof of Lemma 2.21, (u(0), w(0)) ∈ B3. On the other hand since for small
enough  > 0, v(t2) is small, if w(t2) > w∗ + 
/2, by the proof of Lemma 2.17,
(u(0), w(0)) ∈ A3. Then similar to the proof of Lemma 2.24, there exists t2 > t1 such
that u(t2) = h3(w(t2))− . v(t2) 0 and w(t2) ∈ (w∗ − 
/2, w∗ + 
/2).
We know that when z doesn’t change sign, w is monotone and we can think of u
as a function of w. Here z can change sign at most three times for t ∈ (0, TC3 ]. If z
has one or three sign changes for 0 < t < TC3 , then z(TC3) 0. Since z′(TC3) > 0,
(u(0), w(0)) ∈ A4.
Suppose z has no sign changes for 0 < t < TC3 . Since for t ∈ [0, T1] and t ∈ [t1, t2],|u(t) − h3(w(t))| <  and by the above proof, |w(T1) − w(t1)| is small for small
ε > 0,
z2(t)
2
=
∫ w(T1)
w(0)
[s − u(t (s))] ds +
∫ w(t0)
w(T1)
[s − u(t (s))] ds +
∫ w(t1)
w(t0)
[s − u(t (s))] ds
+
∫ w(t2)
w(t1)
[s − u(t (s))] ds +
∫ w(TC3 )
w(t2)
[s − u(t (s))] ds
+
∫ w(t)
w(TC3 )
[s − u(t (s))] ds
the second, the third and the ﬁfth integrals are small for small ε > 0. We choose the
same w0 as in the proof of Lemma 2.24 and by similar proof as in Lemma 2.24,
(u(0), w(0)) ∈ A4.
Suppose z has two sign changes, say at T ∗ and T ∗∗ before TC3 . We choose the same
w0 as in the proof of Lemma 2.24 and integrate the last two equations in system (2.1),
we have
z2(t)
2
=
∫ w(T1)
w(0)
[s−u(t (s))] ds+
∫ w(T ∗)
w(T1)
[s−u(t (s))] ds+
∫ w(T ∗∗)
w(T ∗)
[s−u(t (s))] ds
+
∫ w(t)
w(T ∗∗)
[s − u(t (s))] ds.
Fu Zhang / J. Differential Equations 205 (2004) 77–155 131
We can see that T ∗ ∈ (T1, t1), if T ∗∗ ∈ (t0, t1) or T ∗∗ ∈ (t2, TC3) by similar proof as
in Lemma 2.24, we have that (u(0), w(0)) ∈ A4, if T ∗∗ ∈ (t1, t2), then
z2(t)
2
=
∫ w(T1)
w(0)
[s − u(t (s))] ds +
∫ w(T ∗)
w(T1)
[s − u(t (s))] ds +
∫ w(t1)
w(T ∗)
[s − u(t (s))] ds
+
∫ w(T ∗∗)
w(t1)
[s − u(t (s))] ds +
∫ w(t2)
w(T ∗∗)
[s − u(t (s))] ds
+
∫ w(TC3 )
w(t2)
[s − u(t (s))] ds +
∫ w(t)
w(TC3 )
[s − u(t (s))] ds.
The second, the third and the sixth integrals are small when ε > 0 is small. Let
T1 < t3 < t4 < t1 be such that z′(t3) = z′(t4) = 0 and z′(t) > 0 for t ∈ (t3, t4). Then
z(t4) − z(t3) > 0 can be as small as we want by making ε > 0 small. Therefore the
fourth integral is small when ε > 0 is small. By a similar proof as in Lemma 2.24,
(u(0), w(0)) ∈ A4. This completes the proof of this case.
Case 2: The solutions ﬁrst leave  at ww∗ + 
 and w(TC3) < w∗ − 
.
By a similar proof, there exists t0 < TC3 such that v(t0) = 0, u(t0) < h3(w(t0))− ,
h1(w(t))+  < u(t) < h3(w(t))−  and v(t) < 0 for t ∈ (t0, TC3). And there exists a
t1 < t0 such that v(t1) > 0, u(t1) = h1(w(t1))+2, h1(w(t))+2 < u(t) < h3(w(t))−
and v(t) > 0 for t ∈ (t0, t1). We know that by Lemma 2.14, |w(t1) − w(TC3)| and|z(t1) − z(TC3)| small by making ε > 0 small. We know that the solutions ﬁrst reach
G¯ at t2 > T2 with w(t2) > w∗ − 
/2. We can see that the solutions stay in G2 for at
least |w| = 14
 and then leave G2 at t1 > t2. The rest of the proof is similar to that
of Case 1.
Case 3: The solutions ﬁrst leave  at ww∗ + 
 and w(TC3)w∗ − 
.
This case means that the extra pulse happens within w ∈ [w∗−
, w∗+
]. The proof
follows from the proof of Lemma 2.24. This completes the proof of Lemma 3.10. 
Lemma 3.11. A4 is an open set.
Proof. This is straightforward from the deﬁnition of A4. 
Lemma 3.12. For small enough ε > 0, all (u(0), w(0)) ∈ C3 with w(0) = wr − 
 are
in B4.
Proof. The proof is similar to that of Lemma 3.10 except for the extra spike. The
way to deal with the extra spike is similar to that of Lemma 3.10. 
Lemma 3.13. B4 is an open set.
Proof. This is straightforward from the deﬁnition of B4. 
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Lemma 3.14. A4 ∩ B4 = ∅.
Proof. This is straightforward from the deﬁnitions of A4 and B4. 
Proof of Theorem 3.1. By Lemmas 3.10–3.14 and the deﬁnition of connectedness,
there exists a nonempty set C4 = C3\(A4 ∪ B4) such that if (u(0), w(0)) ∈ C4, then
the solutions will stay in G2 for all t  TC3 . Since any periodic solutions or chaotic
solutions have the properties described in A4. It can only approach the equilibrium
point (ul, 0, wl, 0) in G2. This completes the proof of Theorem 3.1. 
3.2. Existence of a pulse and 2N spikes
Theorem 3.3 (Existence of 2n spikes and a Pulse). Under hypotheses (H1)–(H6) and
either (H7a) or (H7b), for any natural number N , there exists an ε(N) > 0 such that
if ε < ε(N), then for each nN , system (2.1) has a symmetric solution that satisﬁes
(2.2) and crosses u = h2(w) exactly 4n+ 2 times.
Proof of Theorem 3.3. Since in Lemmas 2.18 and 3.1–3.14 we’ve proved that Lemmas
3.15–3.29 are true and w(TC3) > w2− 18 (w2−w1). Now suppose that for n = k Lemmas
3.15–3.29 are true and
w(TC2n−1) > w2 −
1
8
(w2 − w1). (3.10)
Then we prove that they are also true for n = k + 1. For n = 2, . . . , N , we deﬁne
A˜2n−3 =
{
(u, w) ∈ A2n−3
∣∣∣ There exists a T4n−3 with T4n−3 > T4n−4 such that
v(T4n−3) < 0, u(T4n−3) < h3(w(T4n−3))− , w(T4n−3) ∈(
1
2
(w + wl), wr
)
and the solutions cross u = h2(w) only at
t = T2i , for i = 1, 2, . . . , 2(n− 1) before T4n−3
}
,
A2n−1 =
{
(u, w) ∈ A˜2n−3
∣∣∣ There exist T4n−2 and T4n−1
with T4n−1 > T4n−2 > T4n−3 such that
v(T4n−1) > 0, u(T4n−1) > h1(w(T4n−1))+ , w(T4n−1) ∈
(
1
2
(w + wl), wr
)
and the solutions cross u = h2(w) only at t = T2i ,
for i = 1, 2, . . . , 2n− 1 before T4n−1
}
,
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11(u(T ), w(T ))
Fig. 8. Deﬁnitions of the moments T1, T 1, . . . .
B2n−1 =
{
(u, w) ∈ A˜2n−3
∣∣∣ There exist T4n−2 and T4n−1
with T4n−1 > T4n−2 > T4n−3 such that
v(T4n−1) < 0, u(T4n−1) < h1(w(T4n−1))− , w(T4n−1) ∈
(
1
2
(w + wl), wr
)
and the solutions cross u = h2(w) only at t = T2i ,
for i = 1, 2, . . . , 2n− 1 before T4n−1
}
.
The deﬁnitions of Tks and T ls are shown in Fig. 8 for k = 1 . . . 9 and l = 1 . . . 4. For
k > 9 and l > 4 the positions of the Tk and T l are similarly deﬁned.
Lemma 3.15. For small enough ε > 0, there exists a 0 > 0 independent of ε such
that all the solutions with (u(0), w(0)) ∈ A2n−3 have that there exist T and T4n−4
with T > T4n−4 > T4n−5 such that u(T4n−4) = h2(w(T4n−4)), u(T ) > h2(w(T )) + 0
and v(t) > 0 for t ∈ (T4n−4, T ].
Proof. We don’t need the induction assumption for n = k to prove this
lemma. Actually, for any ﬁxed positive integer n the proof is similar to that of
Lemma 2.11. 
Lemma 3.16. For small enough ε > 0, there exists a 0 > 0 independent of ε such
that all the solutions with (u(0), w(0)) ∈ A˜2n−3 have that there exist T and T4n−2
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with T > T4n−2 > T4n−3 such that u(T4n−2) = h2(w(T4n−2)), u(T ) < h2(w(T )) − 0
and v(t) < 0 for t ∈ (T4n−3, T ].
Proof. The proof is similar to that of Lemma 3.16. 
Lemma 3.17. For small enough ε > 0, there exists a continuum in A2n−1 extending
from w = w∗ + 
m to w = wr − 
.
Proof. An independent mathematical induction is used to prove this lemma. We take
the same continuum as in the proof of Lemma 3.2 and continue the proof of Lemma
3.2. Suppose for n = k that
Tn1 exists for n1 4k − 1, T n2 exsits for n2 2k − 1,
v(T 2k−1) = 0, u(T 2k−1) > h1(w(T 2k−1))+ 2k
and v(t) < 0 for t ∈ (T 2k−2, T 2k−1).
(3.11)
Then similar proof as in Lemma 3.2 gives that there exists T 2k > T 2k−1 such that
v(T 2k) = 0, u(T 2k) < h3(w(T 2k))− 2k
and
v(t) > 0 for t ∈ (T 2k−1, T 2k).
Again similar proof as in Lemma 3.2, there exist T 2k+1 > T 2k such that
v(T 2k+1) = 0, u(T 2k+1) > h1(w(T 2k+1))+ 2k+1
and
v(t) < 0 for t ∈ (T 2k, T 2k+1).
That is (3.11) is true for n = k+1. By Lemmas 2.12 and 2.9, there exists T4(k+1)−1 >
T 2(k+1)−1 as described in the deﬁnition of A2(k+1)−1. This completes the proof of
Lemma 3.17. 
Remark 3.2. In the proof of that A2n−1 is nonempty, we use the same continuum D1
of initial values. This is because small enough ε > 0
D1 ⊂ ∩Nn=1{A2n−1} for some positive integer N.
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Lemma 3.18. A2n−1 is an open set.
Proof. This is straightforward from the deﬁnition of A2n−1. 
In order to prove that B2n−1 is nonempty, we deﬁne the following two sets and
prove Lemma 3.19.
2n−11 =
{
(u,w) ∈ A2n−3
∣∣∣ EITHER the solution has that
u(t) > h1(w(t))+ 2 for all t < T4(n−1)
OR there exists a t2n−11 with T4(n−1)−2 < t
2n−1
1 < T4(n−1) such that
v(t2n−11 ) > 0, u(t
2n−1
1 ) = h1(w(t2n1 ))+ 2, w(t2n−11 ) > w2 −
1
8
(w2 − w1)
and z(t) < 0 for all t ∈ (0, t2n−11 ]
}
,
2n−12 =
{
(u,w) ∈ A2n−3| There exists a t2n−12 with T4(n−1)−2 < t2n−12 < T4(n−1)
such that w(t2n−12 )w2 −
1
4
(w2 − w1), u(t2n−12 ) ∈
(h1(w(t
2n−1
2 ))− 2, h1(w(t2n−12 ))+ 2]
and z(t) < 0 for all t ∈ (0, t2n−12 ]
}
.
We can see that 2n−12 is in a small neighborhood of C2n−3. Therefore the solutions
with (u(0), w(0)) ∈ 2n−12 will cross u = h2(w) 2n− 3 times for t  0.
Lemma 3.19. For small enough ε > 0,
(i) 2n−11 and 2n−12 are open sets,
(ii) 2n−11 ∩ 2n−12 = ∅,
(iii) 2n−11 contains a continuum extending from w = w∗ + 
m to w = wr − 
,
(iv) 2n−12 contains a continuum extending from w = w∗ + 
m to w = wr − 
.
Proof. The proof of (i) does not need the induction assumption for n = k. For any
ﬁxed positive integer n, (i) is obvious from the deﬁnitions of 2n−11 and 2n−12 .
Proof of (ii). By induction assumption, we have relation (3.10) for n = k, the proof
will be very similar to that of Lemma 3.4(ii). Suppose (u(0), w(0)) ∈ 2(k+1)−12 .
Then by Lemma 2.14 and Proposition 3.1, the solution reaches the closure of G2
before T4k and therefore the t2(k+1)−11 deﬁned in the deﬁnition of 
2(k+1)−1
1 can’t exist.
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Now suppose (u(0), w(0)) ∈ 2(k+1)−11 . By Lemmas 2.12 and 2.14, |w(t2(k+1)−11 ) −
w(T4k)| < 116 (w2 − w1) for small enough ε > 0. Hence (u(0), w(0)) /∈ 2(k+1)−12 .
Proof of (iii). Take the continuum as in Lemma 2.17, for any ﬁxed positive integer
n > 0, by the proof of Lemmas 3.17 and 2.14, w(T4(n−1)−1) > w∗ − 
 for small
enough ε > 0. Therefore this continuum is in 2n−11 .
Proof of (iv). By induction assumption, for n = k, A2k−1 and C2k−1 exist. Similar to
the proof of Lemma 3.4(iv), let K be the boundaries of the component A(2k−1)cp of
A2k−1 containing D1. Let p be an interior point of A(2k−1)cp and q be an interior
point of the component of A2k−1\A(2k−1)cp containing a continuum extending from
w = wm to w = wr−
 in C2k−1. Applying Theorem B, we get that K has a component
separating p and q. This component has to contain a continuum, say Kc, that extends
from w = w∗ + 
m to w = wr − 
. An alternative way to obtain this continuum is by
the proof of Theorem A.
By the proof of Lemma 2.14, the proof of Lemma 3.6 and the proof of Lemma
3.10, for ﬁxed small enough  > 0, if the extra spikes happen above w > w∗ + 
 or
below w < w∗ − 
, the change of w and z can be as small as we want by making
ε > 0 small. Therefore for all the solutions with (u(0), w(0)) ∈ C2k−1, we still have
that there exists a T ∗ > TC2k−1 such that
u(T ∗) ∈ (h1(w(T ∗))− 2, h1(w(T ∗))+ 2) and w(T ∗) < w2 − 14 (w2 − w1),
z(T ∗) < −z0 with z0 > 0 independent of ε > 0 and  > 0 and
z(t) < 0 for all t ∈ (0, T ∗).
By induction assumption (3.10), w > w2− 116 (w2−w1) for t < TC2k−1 . Then continuity
of solutions in initial conditions implies that there is a neighborhood N (Kc) of Kc
such that for any solutions with (u(0), w(0)) ∈ N (Kc) ∩A2k−1, there exists a T with
T > T4k−2 such that u(T ) ∈ (h1(w(T )) − 2, h1(w(T )) + 2) and w(T ) < w2 − 14
(w2 − w1), z(T ) < −z0 and z(t) < 0 for all t ∈ (0, T ). This completes the proof of
Lemma 3.19. 
Lemma 3.20. There is a continuum C2n−1m extending from w = w∗+
m to w = wr−

in A2n−1 such that for the solutions with (u(0), w(0)) ∈ C2n−1m , there exists a tε and a
K > 0 such that
u(tε)− h1(w(tε)) < Kε as ε → 0, v(tε) > 0, (3.12)
z(tε) < −z0 f or some z0 > 0 and w(tε) ∈ [w1, w2].
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Proof. By Lemma 3.19, there exists a continuum C2(k+1)−1m such that when (u(0), w(0))
∈ C2(k+1)−1m , there exists a t > T4k−2 such that (3.5) is true. The rest of the proof is
very similar to that of Lemma 3.5. This completes the proof of Lemma 3.20. 
Lemma 3.21. For the solutions with (u(0), w(0)) in C2n−1m , we have that there exists
a t0 > t and a 0 > 0 independent of ε > 0 such that v(t0) = 0 and u(t0) − h3
(w(t0)) > 0.
Proof. Since this lemma only deals with one spike, the proof is the same as that of
Lemma 3.6. 
Lemma 3.22. Under hypotheses (H7a) and for small enough ε > 0, there exists a
continuum in B2n−1 extending from w = w∗ + 
m to w = wr − 
.
Proof. Again this lemma only deals with one spike, the proof is the same as that of
Lemma 3.7. 
Lemma 3.23. B2n−1 is an open set.
Proof. This is obvious from the deﬁnition of B2n−1. 
Lemma 3.24. A2n−1 ∩ B2n−1 = ∅.
Proof. The proof is similar to that of Lemma 2.23. 
By the above lemmas and Theorem A, we have shown that for small enough ε > 0,
C2n−1 = A˜2n−3\(A2n−1 ∪ B2n−1) contains a continuum extending from w = w∗ + 
m
to w = wr − 
 for n = k + 1.
Let TC2n−1 be such that the solutions with (u(0), w(0)) ∈ C2n−1 reach G¯ and stay in
G2 until they leave G2 from w = wr or w = w˜ or stay in G2 for all t > TC2n−1 . We
deﬁne the last two sets for the existence of one pulse and 2N spikes in the standing
waves
A2n =
{
(u, w) ∈ C2n−1
∣∣∣As long as (u(t), w(t)) ∈ G2, w(t) > w˜ and
EITHER there exists a T with T > TC2n−1 such that w(T ) = wr
OR there exist t1, t2 with t2 > t1 > TC2n−1 such that
z(t1) > 0 and z(t2) < 0 and
(
u(t), w(t)
) ∈ G2 for t ∈ [TC2n−1 , t2]},
B2n =
{
(u, w) ∈ C2n−1
∣∣∣There exists a T with T > TC2n−1 such that
w(T ) = 1
2
(wl + w)
}
.
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Lemma 3.25. For small enough ε > 0, all (u(0), w(0)) ∈ C2n−1 with w(0) = w∗ + 
m
are in A2n.
Proof. For any positive integer n such that C2n−1 exists, we know that each of the n
spikes of the solutions with (u(0), w(0)) ∈ C2n−1 for 0 t  TC2n−1 belongs to one of
the 3 cases in the proof of Lemma 3.10. Since N is ﬁnite, for ε > 0 small enough, by
the proof of Lemma 2.24, the result of the lemma follows. This completes the proof
of Lemma 3.25. 
Lemma 3.26. A2n is an open set.
Proof. This is obvious from the deﬁnition of A2n. 
Lemma 3.27. For small enough ε > 0, all (u(0), w(0)) ∈ C2n−1 with w(0) = wr − 

are in B2n.
Proof. The proof is similar to that of Lemma 3.25. 
Lemma 3.28. B2n is an open set.
Proof. This is obvious from the deﬁnition of B2n. 
Lemma 3.29. A2n ∩ B2n = ∅.
Proof. This is straightforward from the deﬁnitions of A2n and B2n. 
By mathematical induction, we know that for a given natural number N , when
ε > 0 is small enough, for any nN there exists a homoclinic solution to system (2.1)
that crosses u = h2(w) exactly 4n + 2 times. This completes the proof of
Theorem 3.3. 
4. Existence of multiple spikes of Type II
4.1. Existence of a pulse and two spikes
In this section, we prove Theorem 3.1 under hypothesis (H7b). The only difference of
proving Theorem 3.1 under (H7a) and (H7b) is the way to prove that B3 is nonempty.
For (H7b), we consider solutions with (u(0), w(0)) in the following set:
2m =
{
(u,w)
∣∣w ∈ (w∗ + 
2m,wr − 
), u ∈ (h3(w)− , h3(w)+ )},
where 
2m is chosen such that 
2m + w∗w4 where w4 is deﬁned in (H7b). For con-
venience we choose 
 so small that 
2m 
.
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We use a similar convention for Ai , Bi , i = 1, 2, . . . , 2N − 1 and denote Ai ∩ 2m
by Ai , etc.
Note that the way to choose 
2m is to guarantee that when the solutions start with
(u(0), w(0)) ∈ 2m, w(T1) ∈ [w3, w4 − 18 (w4 − w3)], z(T1) < −z0 for some z0 > 0
independent of ε and .
Now we deﬁne B˜1 for Theorem 4.1
B˜1 =
{
(u, w) ∈ A1
∣∣∣There exists a T5 with T5 > T4 such that
v(T5) > 0, u(T5) > h3(w(T5))+ , w(T5) ∈
(
1
2
(w + wl), wr
)
and the solutions cross u = h2(w) only at t = T2 and t = T4
before T5
}
.
Theorem 4.1. For small enough ε > 0, C˜1 = B¯0\(A˜1 ∪ B˜1) contains a continuum
extending from w = w∗ + 
2m to w = wr − 
.
Proof. Similar to the proof of the preliminary theorems in Section 3, we will prove
in Lemmas 4.1–4.8 that A˜1 and B˜1 are open sets, each of them contains a continuum
extending from w = w∗ +
2m to w = wr −
 and their intersection is empty then apply
Theorem A to draw a conclusion.
Lemma 4.1. For small enough ε > 0, there exists a continuum in A˜1 extending from
w = w∗ + 
2m to w = wr − 
.
Proof. Taking the continuum D1 as in the proof of Lemma 2.17. The result is proved
in the proof of Lemma 3.2. 
Lemma 4.2. A˜1 is an open set.
Proof. It is straightforward from the deﬁnition of A˜1. 
Similar to 31 and 32, here we deﬁne 33 and 34
33 = {(u,w) ∈ B¯0|w(T1) > w4 −
1
4
(w4 − w3)},
34 = {(u,w) ∈ B¯0|w(T1) < w4 −
3
4
(w4 − w3)}.
Lemma 4.3. For small enough ε > 0,
(i) 33 and 34 are open sets.
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(ii) 33 ∩ 34 = ∅.
(iii) 33 contains a continuum extending from w = w∗ + 
2m to w = wr − 
.
(iv) 34 contains a continuum extending from w = w∗ + 
2m to w = wr − 
.
Proof. (i) and (ii) are obvious from the deﬁnitions of 33 and 34.
Proof of (iii). We take the same continuum as in the proof of Lemma 2.17, using the
result of Lemma 2.14, we know that it is in 33.
Proof of (iv). It is the same as that of (iv) in Lemma 2.20 replacing w∗ − 12
 and
w∗ − 34
 in Lemma 2.20 by w4− 14 (w4−w3) and w4− 34 (w4−w3), respectively. This
completes the proof of Lemma 4.3. 
Lemma 4.4. There is a continuum in B¯0 extending from w = w∗ + 
2m to w = wr − 

such that for the solutions with (u(0), w(0)) in this continuum, there exists a tε < T1
and a constant K > 0 independent of ε such that
0 < h3(w(tε))− u(tε) < Kε, v(tε) < 0, (4.1)
z(tε) < −z0 f or some z0 > 0 and w(tε) ∈ [w3, w4].
Proof. By Lemma 4.3 and Theorem A, for small enough ε > 0, there exists a
continuum in C2m = B¯0\(33 ∪ 34) extending from w = w∗ + 
2m to w = wr − 

such that if (u(0), w(0)) ∈ C2m, w(T1) ∈ [w4 − 34 (w4 −w3), w4 − 14 (w4 −w3)]. By the
deﬁnition of 
2m, for a small  > 0, then small enough ε > 0, there exists a z0 > 0
such that z(T1) < −2z0, say. By Proposition 3.1, there exists a t˜ ∈ (0, T1) such that
|h3(w(t˜)) − u(t˜)| < Kε2 for some K > 0. Since h′3(w) > 0 for w ∈ [w3, w4] and
z < 0 for t ∈ (0, T1), u(t˜) > u(T1) for small enough ε > 0. Especially, there exists a
tε ∈ [t˜ , T1] such that (4.1) is true. This completes the proof of Lemma 4.4. 
Lemma 4.5. For each solution with (u(0), w(0)) in C2m, there exists a t0 > T2 such
that v(t0) = 0 and u(t0)− h1(w(t0)) = 0 for some 0 > 0 independent of ε > 0.
Proof. Since h′3(w) > 0 for w ∈ [w3, w4], we can assume that v(t) < 0 for t ∈ [tε, T1].
Let t∗ 0 be the last time v changes sign. Then while v(t) 0, we have
v2(t)
2
=
∫ u(t)
u(t∗)
[s − IW(s,w(t (s)))] ds +
∫ u(t)
u(t)
[s − IW(s,w(t (s)))] ds.
By (H3), there exists a (
) > 0 such that
∫ h3(w)
h1(w)
[s − IW(s,w(t (s)))] ds > (
) for w ∈ (w∗ + 
, wr − 
)
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and therefore for small enough  > 0,
∫ u(T1)
u(t∗) [s − IW(s,w(t (s)))] ds is small and
∫ h3(w)−
h1(w)+
[s − IW(s,w(t (s)))] ds > (
) for w ∈ (w∗ + 
, wr − 
).
Similar to the proof of Lemma 2.16, t0 and 0 exist. This completes the proof of
Lemma 4.5. 
Lemma 4.6. Under hypothesis (H7b) and for small enough ε > 0, there exists a
continuum in B˜1 extending from w = w∗ + 
2m to w = wr − 
.
Proof. Similar to the proof of Lemma 3.7, we want to show that C2m ⊂ B˜1. First
we show that there exists a T ∗1 > t0 such that u(T1) = u(T ∗1 ) and v(t) > 0 for all
t ∈ (t0, T ∗1 ]. Then we show that
∫ u(t0)
u(T1)
[s − IW(s,w1(t (s)))] ds +
∫ u(T ∗1 )
u(t0)
[s − IW(s,w2(t (s)))] ds > K∗ε 32
for some K∗ > 0 independent of ε, where w1(t (s)) is the function w(t(u)) when
v(t) < 0 i.e. t ∈ [T1, t0] and w2(t (s)) is the function w(t(u)) when v(t) > 0, i.e.
t ∈ [t0, T ∗1 ]. The third thing we want to show is that the solution reach u = h3(w)
with v < −K∗∗ε 34 for some K∗∗ > 0 independent of ε so that du
dw
= O(ε− 14 ). Last we
show that the solution has to reach u = h3(w)+  with z < 0 and v < 0.
From Lemmas 4.4, 2.10 and 2.12, v does not change sign before u = h2(w). Then
for t  t0 with v(t) 0, we have
v2(t)
2
= v
2(tε)
2
+
∫ u(T1)
u(tε)
[s − IW(s,w1(t (s)))] ds
+
∫ u(t0)
u(T1)
[s − IW(s,w1(t (s)))] ds +
∫ u(t)
u(t0)
[s − IW(s,w2(t (s)))] ds.
Since u(t0) = h1(w(t0))+O(1) as ε → 0, by Lemmas 2.14 and 2.15 |w(t)−w(T1)| =
O(ε) for all t  T1 with u(t) > h1(w(t)) + O(1) as ε → 0. Since we also have∫ u(T1)
u(tε)
[s − IW(s,w1(t (s)))] ds = O(1) as ε → 0, for small enough ε > 0 there exists
a T ∗1 > T6 such that u(T ∗1 ) = u(T1). Therefore for all t  T ∗1 with v(t) 0, we have
v2(t)
2
= v
2(tε)
2
+
∫ u(tε)
u(T1)
[−s + IW(s,w1(t (s)))] ds +
∫ u(t)
u(T1)
[s − IW(s,w2(t (s)))] ds
+
∫ u(t0)
u(T1)
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds. (4.2)
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We consider the last integral of (4.2),
I =
∫ u(t0)
u(T1)
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds.
For a given K > 0, let t−1 < t0 < t
+
1 be such that
u(t+1 ) = u(t−1 ) ∈ (u(T1), u(t0)),
|w1(t−1 )− w1(t0)| = Kε
3
2 and |w2(t+1 )− w2(t0)|Kε
3
2 .
These moments exist because w1(t0)− w2(t0) = 0 and |w1(T1)− w2(T ∗1 )| > K1ε for
some K1 > 0 independent of ε > 0. A similar picture as Fig. 7 can be drawn here,
but we refer to Fig. 7. We use exactly the same procedure as in the proof of Lemma
3.7 to get
I =
∫ u(t+1 )
u(T1)
[IW(s,w2(t (s)))− IW(s,w2(t+1 ))] ds
+
∫ u(t+1 )
u(T1)
[IW(s,w2(t+1 ))− IW(s,w1(t−1 ))] ds
+
∫ u(t+1 )
u(T1)
[IW(s,w1(t−1 ))− IW(s,w1(t (s)))] ds +O(ε2)
= I+1 + I1 + I−1 +O(ε2)
K¯ = min
{∣∣∣ ∫ h3(w)
u
f (s,w)
w
ds
∣∣∣, w ∈ [w1, w2], u ∈ [h1(w), h3(w)]} > 0.
Then similarly as in the proof of Lemma 3.7 using Taylor theorem
I1 > KK¯ε
3
2 +O(ε3) as ε → 0.
Therefore we have
I >
∫ u(t+1 )
u(T1)
[IW(s,w2(t (s)))− IW(s,w2(t+1 ))] ds
+ ∫ u(t−1 )u(T1) [IW(s,w1(t−1 ))− IW(s,w1(t (s)))] ds +K∗ε 32
= I+1 + I−1 +K∗ε
3
2
(4.3)
for some K∗ > 0 independent of ε > 0.
Fu Zhang / J. Differential Equations 205 (2004) 77–155 143
The same procedure as in the proof of Lemma 3.7 leads to
I+1 >
∫ u(t+2 )
u(T1)
[IW(s,w2(t (s)))− IW(s,w2(t+2 ))] ds +K+2 ε
3
2
= I+2 +K+2 ε
3
2
for some K+2 > 0.
Similar to the proof of Lemma 3.7, there exists an N+(ε) such that u(t+
N+) ∈
(h3(w)− 2, h3 − ) and u(t+N+(ε)−1) < h3 − 2 and so for small enough  > 0, since
by (H7b) h′3(w) > 0,
∫ u(t+
N+(ε))
u(T1)
[IW(s,w2(t (s)))− IW(s,w2(t+
N+(ε)))] ds > 0
with w2(t+n−1)− w2(t+n ) = Kε
3
2 for all nN+(ε). Let
I+n =
∫ u(t+n )
u(T1)
[IW(s,w2(t (s)))− IW(s,w2(t+n ))] ds.
Similar to the proof of Lemma 3.7, by mathematical induction for all nN+(ε),
I+n−1 > I
+
n +K+n ε
3
2 . (4.4)
Similarly, there exists an N−(ε) such that u(t−
N−) ∈ (h3(w) − 2, h3(w) + 2) and
u(t−
N−−1) < h3(w)− 2 with w2(t−n−1)− w2(t−n ) = Kε
3
2 for all nN−(ε). Let
I−n =
∫ u(t−n )
u(t)
[IW(s,w1(t (s)))− IW(s,w1(t−n ))] ds.
By exactly that same procedure for the ‘+’ case, we have that for all nN−(ε),
I−n−1 > I
−
n +K−n ε
3
2 .
Hence we have that I > K∗ε 32 .
By (H4) and (H7b) h′3(w) > 0 for w ∈ (w3, w4), for small enough  > 0,
f (u,w)
w
< 0, i.e.
W(u,w)
w
< 0 for u ∈ (h3(w)− 2, h3(w)+ 2),
w ∈ (w3, w4).
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Since for all t > T ∗1 with u(t) ∈ (h3(w(t))−2, h3(w(t))+2), w ∈ (w3, w4), f (u,w)
is increasing in w for ﬁxed u ∈ (h3(w) − 2, h3(w) + 2) and since z(T1) < −2z0,
w1(t (s)) > w2(t (s)) for all u ∈ (u(T1), u(tε)) for small enough  > 0. We have that
W(s,w2(t (s)))−W(s,w1(t (s))) > 0 for all u ∈ (u(T1), u(tε)). Then∫ u(T1)
u(t)
[IW(s,w2(t (s)))− IW(s,w1(t (s)))] ds > 0
for all t  T ∗1 with u ∈ (u(tε), u(T1)).
We can see that if v(t00) = 0 for some t00 > t0, then u(t00) > u(tε) and v′(t00) < 0.
Let t∗ε > t0 be such that u(t∗ε ) = u(tε). Then for all t > t∗ε with u(t) < h3(w(t)) and
z(t) < 0, we have ∫ u(tε)
u(t)
[−s + IW(s,w2(t (s)))] ds = O(ε2).
Therefore v(t) < −√K∗∗/2ε 34 . Since z′ < 0 for uh3(w) and w ∈ [w3, w4], by the
proof of Lemmas 3.7 and 2.15 for small enough ε > 0, z(t∗ε ) < z0. Hence the solutions
reach u = h3(w) at some ﬁnite time tc with v(tc) < −√K∗∗/3ε 34 .
Since z doesn’t change sign for uh3(w) and w ∈ [w3, w4], by the proof of Lemma
3.7, the solutions will reach u(t) > h3(w) + 2 with v < 0 and z < 0. The existence
of T5 as described in the deﬁnition of B˜1 is established. This completes the proof of
Lemma 4.6. 
Lemma 4.7. B˜1 is an open set.
Proof. The proof is obvious from the deﬁnition of B˜1. 
Lemma 4.8. B˜1 ∩ A˜1 = ∅.
Proof. The proof is similar to that of Lemma 2.23. 
This also completes the proof of Theorem 4.1. 
For the solutions with (u(0), w(0)) ∈ A1, let T˜1 > T4 be such that u(T˜1) =
h3(w(T˜1))−, w(T˜1) ∈ (w∗−
, wr−
) and v(T˜1) 0, if this T˜1 exists. For those solu-
tions with (u(0), w(0)) ∈ A1 that follow down close to u = h3(w) for |w| = w > 0
independent of ε for t > T4, by Proposition 3.1, this T˜1 exists.
To prove Lemma 4.10, similar to the proof of Lemma 2.21, we deﬁne the following
two sets and prove the following lemma:
23 = {(u,w) ∈ A˜1|w(T˜1) > w∗ −
1
2

},
24 = {(u,w) ∈ A˜1|w(T˜1) < w∗ −
3
4

}.
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Lemma 4.9. For small enough ε > 0,
(i) 23 and 24 are open sets
(ii) 23 ∩ 24 = ∅,
(iii) 23 contains a continuum extending from w = w∗ + 
2m to w = wr − 
,
(iv) 24 contains a continuum extending from w = w∗ + 
2m to w = wr − 
.
Proof. If (u(0), w(0)) ∈ C˜1, then the solutions will follow down along u = h3(w) for
|w| = O(1) as ε → 0 and there exist t∗∗ > t∗ > T4 such that
u(t∗) = h3(w(t∗))− , w(t∗) > w∗, v(t∗) > 0,
w(t∗∗) = 1
2
(w + wl) and u(t∗∗) ∈ [h3(w(t∗∗))− , h3(w(t∗∗))+ ]
and
u(t) ∈ (h3(w)− , h3(w)+ ), for t ∈ [t∗, t∗∗].
The rest of the proof is similar to that of Lemma 2.20 if we replace B0 by A˜1. 
Lemma 4.10. For small enough ε > 0, there exists a continuum in B3 extending from
w = w∗ + 
2m to w = wr − 
.
Proof. Lemma 4.9 and Theorem A implies that there is a continuum say D4 ⊂
A˜1\(23 ∩24) that extends from w = w∗ +
2m to w = wr −
. We show that D4 ⊂ B3.
The proof is similar to that of Lemma 2.21. 
4.2. Existence of a pulse and 2N Spikes
To prove Theorem 3.3 under hypothesis (H7b), similarly we prove that B2n−1 is
nonempty for n = 1, 2, . . . , N . Similar to Eq. (3.10), we assume for n = k that
w(T˜2n−3) > w4 − 18 (w4 − w3). (4.5)
For n = 2, . . . , N , we deﬁne B˜2n−3, 2n−13 , 2n−14 , 2n−23 and 2n−24 with A˜−1 = B0
and T˜−1 = T1
B˜2n−3 =
{
(u, w) ∈ A2n−3
∣∣∣There exists a T4n−3 > T4n−4 such that
v(T4n−3) > 0, u(T4n−3) > h3(w(T4n−3))+ , w(T4n−3) ∈
(
1
2
(w + wl), wr
)
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and the solutions cross u = h2(w) only at t = T2i ,
for i = 1, 2, . . . , 2(n− 1) before T4n−3
}
,
2n−13 = {(u,w) ∈ A˜2n−5|w(T˜2n−5) > w4 −
1
4
(w4 − w3)},
2n−14 = {(u,w) ∈ A˜2n−5|w(T˜2n−5) < w4 −
3
4
(w4 − w3)},
2n−23 = {(u,w) ∈ A˜2n−3|w(T˜2n−3) > w∗ −
1
2

},
2n−24 = {(u,w) ∈ A˜2n−3|w(T˜2n−3) < w∗ −
3
4

}.
Since we’ve proved Lemmas 4.11–4.20 for n = 2 in Lemma 4.1–4.10, assuming that
they are true for n = k, we will prove that they are also true for n = k + 1.
Lemma 4.11. For small enough ε > 0, there exists a continuum in A˜2n−3 extending
from w = w∗ + 
2m to w = wr − 
.
Proof. We take the same continuum as in the proof of Lemma 3.17. The proof is
similar to that of Lemma 3.17. 
Lemma 4.12. A˜2n−3 is an open set.
Proof. This is straightforward from the deﬁnition of A˜2n−3. 
Lemma 4.13. For small enough ε > 0,
(i) 2n−13 and 2n−14 are open sets,
(ii) 2n−13 ∩ 2n−14 = ∅,
(iii) 2n−13 contains a continuum extending from w = w∗ + 
2m to w = wr − 
,
(iv) 2n−14 contains a continuum extending from w = w∗ + 
2m to w = wr − 
.
Proof. By induction assumption, (3.10) is true and C˜2n−5( C˜1 = C0) exists for n = k,
results (i)–(iv) are true for n = k + 1 according to the proof of Lemma 4.3. 
Lemma 4.14. There is a continuum C2(2n−3)m extending from w = w∗ + 
2m to w =
wr − 
 in A˜2n−3 such that for the solutions with (u(0), w(0)) ∈ C2(2n−3)m , there exist a
tε < T4(n−1)+1 such that
0 < h3(w(tε))− u(tε) < Kε, v(tε) < 0, (4.6)
z(tε) < −z0 f or some z0 > 0 and w(tε) ∈ [w3, w4].
Fu Zhang / J. Differential Equations 205 (2004) 77–155 147
Proof. Because C˜2n−5 exists for n = k, the proof is similar to that of
Lemma 4.4. 
Lemma 4.15. For each solution with (u(0), w(0)) in C2(2n−3)m , there exists a t0 > T2n−2
such that v(t0) = 0 and u(t0)− h1(w(t0)) = 0 for some 0 > 0 independent of ε > 0.
Proof. The proof is similar to that of Lemma 4.5. 
Lemma 4.16. Under hypothesis (H7b) and for small enough ε > 0, there exists a
continuum in B˜2n−3 extending from w = w∗ + 
2m to w = wr − 
.
Proof. The proof is similar to that of Lemma 4.6. 
Lemma 4.17. B˜2n−3 is an open set.
Proof. The proof is obvious from the deﬁnition of B˜2n−3. 
Lemma 4.18. B˜2n−3 ∩ A˜2n−3 = ∅.
Proof. The proof is similar to that of Lemma 2.23. 
By the above lemmas and Theorem A, we have shown that for small enough ε > 0,
C˜2(2n−3) = A2n−3\(A˜2n−3∪ B˜2n−3) contains a continuum extending from w = w∗+
2m
to w = w∗ − 
 for n = k + 1.
Lemma 4.19. For small enough ε > 0,
(i) 2n−23 and 2n−24 are open sets,
(ii) 2n−23 ∩ 2n−24 = ∅,
(iii) 2n−23 contains a continuum extending from w = w∗ + 
2m to w = wr − 
,
(iv) 2n−24 contains a continuum extending from w = w∗ + 
2m to w = wr − 
.
Proof. Because C˜2n−3 exists for n = k, the proof is similar to that of
Lemma 4.9. 
Lemma 4.20. For small enough ε > 0, there exists a continuum in B2n−1 extending
from w = w∗ + 
2m to w = wr − 
.
Proof. The proof is similar to that of Lemma 4.10. 
5. Existence of multiple transition layers
5.1. Existence of 6 transition layers
In the proof of existence of a single pulse solution, it can be seen that there exist
two transition layers. For the existence of four extra transition layers, we make the
148 Fu Zhang / J. Differential Equations 205 (2004) 77–155
following hypotheses in addition to (H1)–(H6):
(H7c) h′1(w) < 0 for w ∈ [w∗−
, w∗+
];
∫ u
h1(w)
f (s,w)
w ds < 0 for w ∈ [w∗−
, w∗+
].
(H7d) h′3(w) > 0 for w ∈ [w∗−
, w∗+
];
∫ u
h1(w)
f (s,w)
w ds > 0 for w ∈ [w∗−
, w∗+

].
Theorem 5.1 (Existence of 6 transition layers). Under hypotheses (H1)–(H6) and
(H7c) or (H7d), for small enough ε > 0, system (2.1) has symmetric homoclinic orbits
with 6 transition layers.
Remark 5.1. We will see in the following proof that under hypothesis (H7c) or (H7d),
the pulse solution crosses u = h2(w) near w = w∗ 4 extra times and form six transition
layers altogether.
In this section, we assume hypotheses (H7c) and (H7d) and consider the solutions
with (u(0), w(0)) ∈ 0. The only difference in proving Theorem 3.1 from proving
Theorem 5.1 is the way to prove that B3 is nonempty. We will develop the proof in
the following preliminary theorem and lemmas. For the preliminary theorem, we deﬁne
the following sets:
S11 = {(u,w) ∈ A¯1|u(t) > h1(w(t))+  for all t ∈ (0, T4)},
S12 = {(u,w) ∈ A¯1| There exists a t∗ ∈ [T2, T4] such that v(t∗) 0,
u(t∗) = h1(w(t∗))+KS1ε2 for some KS1 > 0 independent of ε},
where A¯1 is the closure of A1.
Theorem 5.2. For a given K and a small ε > 0, there exists a continuum, say L1,
extending from w = w∗ + 
 to w = wr − 
 such that if (u(0), w(0)) ∈ L1, then there
exists a t0 ∈ [T2, T4] such that v(t0) = 0, u(t0) = h1(w(t0))+Kε.
Proof. We ﬁrst prove the following 5 lemmas and then apply Theorem A to draw a
conclusion.
Lemma 5.1. For small enough ε > 0, S11 contains a continuum extending from w =
w∗ + 
 to w = wr − 
.
Proof. Take continuum D1 as in the proof of Lemma 2.17. The proof is the same as
the ﬁrst part of that of Lemma 3.2. 
Lemma 5.2. S11 is an open set.
Proof. This is straightforward from the deﬁnition of S11 . 
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Lemma 5.3. For small enough ε > 0, S12 contains a continuum extending from w =
w∗ + 
 to w = wr − 
.
Proof. Take a continuum in C1m deﬁned in the proof of Lemma 3.5, from Proposition
3.1 and Lemma 2.14, we know that it is in S12 . This completes the proof of Lemma
5.3. 
Lemma 5.4. S12 is an open set.
Proof. This is straightforward from the deﬁnition of S12 . 
Lemma 5.5. S12 ∩ S11 = ∅.
Proof. This is straightforward from the deﬁnitions of S11 and S12 . 
By Lemmas 5.1–5.5 and Theorem A, L1 ⊂ A¯1\S11 ∪ S12 . This completes the proof
of Theorem 5.2. 
Lemma 5.6. For any solutions with (u(0), w(0)) ∈ L1, if K > 0 large enough, then
|w(T2)− w(T4)| → 0 as ε → 0.
Proof. Similar to the proof of Lemma 2.14, we will prove that for any given ∗ > 0,
when K > 0 is large enough, there exists an ε0 > 0 such that if ε < ε0, |w(T2) −
w(T4)| < ∗ for all solutions with (u(0), w(0)) ∈ L1. We know that when t is in a
small neighborhood of t0 where dudw (t0) = 0
du
dw
(t) <
2U
∗
(5.1)
and as long as (5.1) is true
∣∣∣( v
εz
)∣∣∣ ∣∣∣4U
∗
∣∣∣. (5.2)
Since
d2u
dw2
= d
dw
( v
εz
)
= 1
εz2
( dv
dw
z− dz
dw
v
)
= 1
εz2
( v′
εz
z− z
′
εz
v
)
= 1
ε2z2
(
v′ − z
′
z
v
)
.
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By triangle inequality and (5.2)
|w| ε
2z2
∣∣( v
εz
)∣∣
|v′| − 2εU |z′|∗

ε2z2 4U∗
|v′| − 2εU |z′|∗
. (5.3)
Since f (u,w) is a C1 function, by Taylor Theorem, v′(t) > K0ε > 0 for some K0 > 0
independent of ε as long as w(t) ∈ [wl,wr ] and u(t) ∈ [h1(w(t))+Kε, h2(w(t))− ].
We show that u(t) > h1(w(t)) + Kε/2 for all t ∈ [t0, T4] by showing that if there is
a t∗ ∈ [t0, T4] such that u(t∗) = h1(w(t∗))+Kε/2, then
∣∣ du
dw
(t∗)
∣∣ > M, (5.4)
where M is deﬁned in (2.8) and ∣∣ du
dw
(t)
∣∣ > M for all t ∈ [t∗, T4]. Since dist[u =
h1(w) + Kε/2, u = h1(w) + Kε] > 
1ε for some 
1 > 0 independent of ε, either
|u(t∗) − u(t0)| > 
0ε or |w(t∗) − w(t0)| > 
0ε for some 
0 > 0 independent of ε.
Now we consider the two cases separately for t ∈ [t0, T4]. The proof for t ∈ [T2, t0] is
similar.
Case 1: |u| = |u(t∗)− u(t0)| > 
0ε.
Then
v2(t∗)
2
=
∫ u(t∗)
u(t0)
[s − IW(s,w(t (s)))] ds
when u(t) ∈ [h1(w) + Kε/2, h2(w) − ], |u(t) − IW(u(t), w(t))| > K2ε for some
K2 > 0 independent of ε. Therefore v(t∗) > K3ε for some K3 > 0 independent of ε.
By Theorem 5.2, we can choose K > 0 with u(t0)− h1(w(t0)) > Kε large enough so
that K3 is large enough and
∣∣ du
dw
(t∗)
∣∣ > K3Z > M,
where M is deﬁned in (2.8).
Case 2: |w| = |w(t∗)− w(t0)| > 
0ε.
Then there is a t∗∗ > t0 such that |w| = |w(t∗∗)− w(t0)| = 
0ε
|w| =
∫ t∗
t0
ε|z(s)| ds
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Therefore,
t∗ − t0 > 
0Z
and so
v(t∗) =
∫ t∗
t0
[u(s)− IW(u(s), w(s))] ds > K4ε
for some K4 > 0 independent of ε. Again by Theorem 5.2, we can choose K > 0
large enough so that K4 is large enough to have
∣∣ du
dw
(t∗)
∣∣ > K4Z > M.
By a similar proof as in Lemma 2.8, Case 1,
∣∣ du
dw
(t)
∣∣ > M until u = h1(w) + . We
know that z′(t) = O(ε) when (u(t), w(t)) ∈ D. (5.3) implies that |w| < ∗/2 for
small enough ε > 0.
On the other hand, as long as du
dw
(t) > 2U∗ , we have |w| 
∗
2 . Hence for small
enough ε > 0
|w| = |w(t)− w(T2)| ∗ for all t ∈ [T2, T4].
This completes the proof of Lemma 5.6. 
Lemma 5.7. For any solutions with (u(0), w(0)) ∈ L1 and K > 0 large enough,
|w∗ − w(t0)| → 0 as ε → 0.
Proof. Suppose not, then there exists an 
0 > 0 independent of ε such that for some
(u(0), w(0)) ∈ L1,
|w(t0)− w∗| > 
0 for small ε > 0.
Then either w(t0) > w∗ + 
0 or w(t0) < w∗ − 
0 for some (u(0), w(0)) ∈ L1. If
w(t0) > w∗ + 
0, then for ﬁxed small  > 0 when ε > 0 is small enough, similar
to the proof of Lemma 2.21, the solutions have that u > h1(w) +  as t ∈ [0, T4]
a contradiction to Theorem 5.2. If w(t0) < w∗ − 
0, then by Lemmas 5.6 and 2.14,
w(T1) < w∗ − 
0/2. By the proof of Lemma 2.21, for small enough  > 0 and then
small enough ε > 0,(u(0), w(0)) ∈ B1, again a contradiction. This completes the proof
of Lemma 5.7. 
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Lemma 5.8. For the solutions with (u(0), w(0)) ∈ L1, there exists a t1 > T4 such that
u(t1)− h3(w(t1))→ 0 as ε → 0
Proof. Before v(t) > 0 changes sign, we have
v2(t)
2
=
∫ u(t)
u(t0)
[s − IW(s,w(t (s)))] ds
=
∫ u(t)
u(t0)
[s − IW(s,w∗)] ds +
∫ u(t)
u(t0)
[IW(s,w∗)− IW(s,w(t (s)))] ds
= I1(t)+ I2(t).
If the solutions only reach u = h3(w) − 3 for some 3 > 0 independent of ε, i.e.
there exists a t00 > t0 such that v(t00) = 0 and u(t00) = h3(w(t00)) − 3, then by
(H3), I1(t00) = 1 > 0 for some 1 > 0 independent of ε. But Lemma 5.7 implies that
I2(t00)→ 0 as ε → 0, a contradiction. This completes the proof of Lemma 5.8. 
Lemma 5.9. For small enough ε > 0 and under hypothesis (H7c) or (H7d), there is
a continuum in B3 extending from w = w∗ + 
 to w = wr − 
.
Proof. Now suppose (H7c) holds. We consider the following 3 cases separately:
Case 1: L1 ∩ A˜1 = ∅.
Then L1 ∈ B˜1 ∪ C˜1. It follows that Lemma 4.9 are true and therefore the result of
Lemma 4.10 holds.
Case 2: L1 ⊂ A˜1.
For any solutions with (u(0), w(0)) ∈ L1 and K > 0 large enough, only the following
two cases can happen:
(a) |w(T6)− w(T4)| → 0 as ε → 0, if T6 exists;
(b) It follows down along near u = h3(w) for |w| = w for some w > 0
independent of ε.
If case (a) happens, a similar proof as that of 3.7 lead to the result of this lemma.
If case (b) happens, then again L1 ⊂ B3. The proof is similar to that of Lemma
2.21.
Case 3: L1 ∩ A˜1 = ∅ and L1 ∩ (B˜1 ∪ C˜1) = ∅.
Then combining the proof of cases 1 and 2, by continuity, the result of this lemma
is proved.
Suppose (H7d) hold. Then by a similar proof of Lemma 4.6, L1 ⊂ B˜1. This completes
the proof of Lemma 5.9. 
This also completes the proof of Theorem 5.1. 
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5.2. Existence of 4N + 2 transition layers
Under hypotheses (H1)–(H6) and (H7c) or (H7d), for small enough ε > 0, system
(2.1) has symmetric homoclinic orbits with 6 transition layers.
Theorem 5.3 (Existence of 4N + 2 transition layers). Under hypotheses (H1)–(H6)
and (H7c) or (H7d), for a given natural number N there exists an ε(N) > 0 such that
if ε < ε(N) then for any nN system (2.1) has a symmetric homoclinic orbits with
4n+ 2 transition layers.
Similarly the difference in proving Theorem 3.3 by proving Theorem 5.3 is the way
to prove that B2n−1 is nonempty for n = 1, 2, . . . , N . In Theorem 5.2 and Lemmas
5.1–5.9 we’ve proved that Theorem 5.4 and Lemmas 5.10–5.18 for n = 2. Now suppose
that for n = k, Theorem 5.4 and Lemmas 5.10–5.18 are true. We prove that they are
also true for n = k + 1. We deﬁne the following sets for n = 1, 2, . . . , N :
S2n−11 = {(u,w) ∈ A¯2n−1|u(t) > h1(w(t))+ /2n for all t  T4n},
S2n−12 = {(u,w) ∈ A¯2n−1| There exists a t∗ ∈ [T4n−2, T4n] such that v(t∗) 0,
u(t∗) = h1(w(t∗))+KS2n−1ε2 for some KS2n−1 > 0}.
Theorem 5.4. For a given K and a small ε > 0, there exists a continuum, say L2n−1,
extending from w = w∗ + 
 to w = wr − 
 such that if (u(0), w(0)) ∈ L2n−1, then
there exists a t0 ∈ [T2n, T2n+2] such that v(t0) = 0, u(t0) = h1(w(t0))+Kε.
Lemma 5.10. For small enough ε > 0, S2n−11 contains a continuum extending from
w = w∗ + 
 to w = wr − 
.
Proof. Similar proof as that of Lemma 3.17 applies. 
Lemma 5.11. S2n−11 is an open set.
Proof. This is straightforward from the deﬁnition of S2n−11 . 
Lemma 5.12. For small enough ε > 0, S2n−12 contains a continuum extending from
w = w∗ + 
 to w = wr − 
.
Proof. The proof is similar to that of Lemma 5.3. 
Lemma 5.13. S2n−12 is an open set.
Proof. This is straightforward from the deﬁnition of S2n−12 . 
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Lemma 5.14. S2n−12 ∩ S2n−11 = ∅.
Proof. This is straightforward from the deﬁnitions of S2n−11 and S
2n−1
2 . 
By Lemmas 5.10–5.14 and Theorem A, there exists a continuum L2n−1 ⊂ A¯2n−1\
S2n−11 ∪ S2n−12 . This also completes the proof of Theorem 5.4. 
Lemma 5.15. For any solution with (u(0), w(0)) ∈ L2n−1, if K > 0 is large enough,
then |w(T4n−2)− w(T4n)| → 0 as ε → 0.
Proof. The proof is similar to that of Lemma 5.6. 
Lemma 5.16. For any solution with (u(0), w(0)) ∈ L2n−1 and K > 0 large enough,
|w∗ − w(t0)| → 0 as ε → 0.
Proof. The proof is similar to that of Lemma 5.7. 
Lemma 5.17. For the solutions with (u(0), w(0)) ∈ L2n−1, there exists a t1 > T4n
such that
u(t1)− h3(w(t1))→ 0 as ε → 0.
Proof. The proof is similar to that of Lemma 5.8. 
Lemma 5.18. For small enough ε > 0 and under hypothesis (H7c) or (H7d), there is
a continuum in B2n−1 extending from w = w∗ + 
 to w = wr − 
.
Proof. The proof is similar to that of Lemma 5.9. 
This also completes the proof of Theorem 5.3. 
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