Abstract: Non-parametric and semi-parametric 
Introduction
The main scientific objective of this study is to explain the processes causing variation in the yield of rice in West Godavari district of Andhra Pradesh. The data that are analyzed are the secondary data available for the years 1971 to 2006. A Bayesian model with non-linear functions of continuous covariates such as rainfall, rice irrigated area and total fertilizer consumption is considered. In particular the relationships between rice yield and the covariates are of interest.
We cannot assume, conditional on covariate effects, yield follows a normal distribution. The explanatory variables may have non-linear effects. The dependant variable 'yield' may be considered as categorical with categories normal and not normal. Now a semi parametric binary regression is needed that allows the simultaneous non-parametric modeling and estimation of non-linear effects of the covariates.
Let the metrical or spatially correlated covariates x 1 , x 2 ,…., x p say with unknown, possibly non-linear effects and a vector of further covariates whose influence on the predictor is assumed to be linear. Therefore an additive predictor  with random effects  to account for unobserved heterogeneity or correlation is given
Together with an exponential family observation model and a suitable link function equation (1.1) defines a Generalized Additive Mixed Model (GAMM). In this paper we consider a Bayesian approach via Markov Chain Monte Carlo (MCMC) sampling for inference in GAMM. The MCMC procedure provides samples from all posteriors of interest and permits the estimation of posterior means, medians, quantiles, confidence bands and predictive distribution (Woods, S.(2006) y ,x ,w ,s ), i=1,2,…,n; t=1,2,….,T. where s (1,2,..,S)
 is the location of individual i.
Cumulative Threshold Model:
Categorical response models may be motivated from the consideration of latent variables (Fahrmeir and Tutz, 2001 ). Let u be a latent variable given by
Where η is a predictor dependent on covariates and parameters and  be the error variable. It is postulated that y is a categorized version of u obtained through the threshold mechanism y=r if and only if 
IV. Markov Chain Monte Carlo Inference:
Full Bayesian inference is based on the entire posterior distribution 
Where η is the part of the predictor η that is associated with the remaining effects in the model and K j is the penalty matrix for p-splines. For example,
A Bayesian model for a crop yield in a district of Andhra Pradesh, India
www.iosrjournals.org 104 | Page
. .
For p-splines with a first order random-walk penalty.
c)
The full conditionals for the linear effects parameters  are Gaussian with mean and covariance matrix given by
The full conditionals for the variance parameters η=γ +f rainfall +f total fertilizer consumption +f riceirrigated area
The continuous covariates assumed to have a possibly non-linear effect on the response variable 'yield' and are therefore modeled non-parametrically (as p-splines with second order random walk prior).
Data of East Godavari and Andhra Pradesh are analyzed separately using BayesX program available in the public domain.
To assess the dependence of results on the hyper parameters a j and b j of variance components The results for the East Godavari are presented in table 5.1 to 5.6. It can be noticed from the results that the estimated non-linear functions are sensitive to the particular choice of the hyper parameters.
