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11Introduction
1. Introduction
1.1 Measurement of regional-economic impacts of tourism 
This thesis discusses the measurement of regional economic impacts of tourism. Tourism is defined 
by the UNWTO (2015) as “a social, cultural and economic phenomenon which entails the movement 
of people to countries or places outside their usual environment for personal or business/professional 
purposes.” These people- are termed visitors, and their activities imply tourism expenditure. 
A visitor is classified as a tourist or overnight visitor, if his / her trip includes an overnight stay, or as a 
same-day visitor or excursionist otherwise.
Tourism can have a broad range of impacts for the economy, for the natural and built environment, 
for the local population, and for visitors themselves (e.g. Archer et al., 2012; Cooper et al., 2005; 
Mathieson & Wall, 1982). This thesis discusses the measurement of economic impacts of tourism 
using economic impact analysis (EIA). The economic impact of tourism are well recognized (Baaijens 
et al., 1998). Tourism creates income for many regions, including those that have few other options 
for economic development or in which other industries are performing poorly (e.g. Szivas et al., 
2003; Vaugeois & Rollins, 2007; Zampoukos & Ioannides, 2011). Furthermore, tourism includes 
activities carried out in many industries (trade, transport, accommodations, catering, culture, sports 
and recreation, etc.) and requires intermediary supplies by many other industries such as agriculture 
and health care (Fletcher, 1989). Finally, tourism is relatively labour intensive (e.g. Kelliher, 1989; 
Surugiu et al., 2012) and thereby creates numerous employment opportunities for a tremendous 
variety of employees. 
Many tourism stakeholders can seek to know more about the economic impact of tourism, 
especially when changes in the quantity or quality of tourism opportunities or policy shifts are being 
considered or when there are exogenous changes in tourism demand (Dwyer et al., 2004; Stynes, 
1997). Some of the stakeholders are: 
• Policy makers, government treasuries monitoring spending on tourism projects, or local 
authorities who want to know the impacts of subsidies given to events, promotions, activities 
or facilities, or who want to compare impacts of tourism to those of an alternative resource 
allocation policy (Crompton, 2006; Stynes, 1997) 
• Project developers, event organizers, hotels, restaurants, and or other tourism businesses may 
be interested in the economic impacts of their activities. Although their primary interest lies with 
the impacts on their own organization, they may also be interested in economic impacts for 
other organizations and people, for two main reasons. First, it is important for them to have a 
good relationship with other tourism businesses, suppliers, customers, and residents, as tourism 
leads to activities that depend on and affect the entire community. Knowledge about economic 
impacts can help to demonstrate a positive contribution and create community support (Stynes, 
1997). Second, activities in tourism often require approval and/or support of public bodies 
(e.g. local tax, zoning or other policy decisions). Evidence of economic impacts can convince 
a public authority and/or can even be part of a formal requirement placed upon private actors 
(Crompton, 2006; Stynes, 1997). 
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• For the ‘tourism industry’ as a whole (including many private and semi-public actors), being able 
to show its economic significance can give the industry greater respect among the business 
community, public officials, and the public in general, leading to decisions that are favourable to 
tourism (Stynes, 1997).
This thesis focuses on the measurement of impacts on output, value added, and employment 
caused by the flow of currency into a destination’s economy as a result of visitor expenditure. This 
includes impacts in the industries supplying goods and services directly to these visitors – for example 
catering, accommodations, transport, and culture, sports, and recreation - and indirect impacts in 
these and other industries caused by the supply of intermediary products (e.g. Crompton, 2006; 
Fletcher, 1989; Frechtling, 1994a). The measurement of the direct impacts usually depends on 
establishing the number of visitors to a destination and their expenditure, e.g. via visitor surveys. 
The measurement of indirect impacts usually depends on the usage of models that represent the 
relationships within an economy (Frechtling, 1994a; Stynes, 1997). 
Two types of economic impact measurements are possible. In an economic impact analysis (EIA), 
information about changes in tourist spending (‘shocks to tourism demand’) is used to calculate 
the total economy-wide impacts (direct and indirect). Economic significance analysis involves the 
calculation of ‘the contribution that tourism-related spending makes to key economic variables such 
as GDP, household income, . . ., employment and so on’ (Dwyer et al., 2010). Although many of the 
insights generated in this thesis are also relevant for economic significance analyses, the focus is on 
EIAs.
Furthermore, this thesis concentrates on the measurement of regional-economic impacts for 
three reasons. First, large differences exist between regions regarding their economic dependence 
on tourism. Income of tourism can be of vital importance for some regions and can be a tool to 
decrease regional disparities in employment and income per capita (Baaijens et al., 1998; Fletcher, 
1989). Second, public and private decisions regarding tourism are increasingly made on a regional 
and a local level, increasing the importance of regional EIAs. Finally, tools to measure regional-
economic impacts are in need of further development. On the spatial scale of regions there is often 
a need to make the most out of limited data availability and to carry out EIAs within a relatively small 
budget and a limited amount of time, especially when analyses are carried out in a non-academic 
setting.
Finally, this research study focuses on the choice between models to calculate indirect economic 
impacts and the data-requirements, usage, and further development of one specific model, namely 
the Input-Output (I-O) model, which is commonly used in EIAs in tourism (Dwyer et al., 2004).
1.2 I-O models 
The starting point of an I-O model is final demand, i.e., the value of goods and services bought by 
final users for the direct fulfilment of their needs and wants (in contrast to goods and services used as 
an intermediary input). When the I-O model is applied to tourism, final demand refers to the value of 
the goods and services bought by visitors, termed visitor expenditure. 
Final demand brings about a chain of production. First, goods and services that are part of final 
demand need to be produced. This requires production factors (i.e., capital and labour) as well as 
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intermediate inputs. These intermediate inputs also need to be produced, again requiring production 
factors and a subsequent ‘level’ of intermediate inputs. This process continues for several rounds. 
Combining final demand and all ‘levels’ of intermediate inputs, an I-O model enables calculation of 
the output required to satisfy final demand. Moreover, output of an industry can be linked to the final 
demand of another industry, e.g., the amount of output from the industry ‘Agriculture’ due to final 
demand in the industry ‘Culture, Sports, and Recreation’.
Besides data on final demand, the I-O model requires an I-O table. I-O tables are part of the 
national accounts and give a detailed overview of interrelationships between industries, deliveries to 
final users, and use of production factors. I-O tables can be used to calculate I-O coefficients ai j, that 
show the use of intermediate input i to produce one unit of output of industry j. Matrix algebra is 
used to develop an I-O model (e.g. Fletcher, 1989; Horváth & Frechtling, 1999; Miller & Blair, 2009) 
whereby a technical operation is performed on the matrix containing the I-O coefficient ai j (A) to 
develop a ‘Leontief inverse matrix’ (L):
(1.1)
L is the Leontief inverse, I is the unity matrix and A is the matrix containing I-O coefficients ai j. 
Equation 1.2 shows that the Leontief inverse enables the calculation, for any level (Y) or change (∆Y) 
of final demand, of the required output in all industries of the economy (X or ∆X). Y and X are column 
vectors containing respectively final demand and output, per industry. ∆X and ∆Y are column vectors 
containing the change of final demand and output, per industry.
(1.2)
(1.3)
Using industry-specific ratios between value added and output, income and output, or 
employment and output, contained in the diagonal matrix v , the I-O model can also be used to 
calculate impacts on value added, income, or employment per industry, contained in the column 
vector V. Value added is the difference between the value of output and purchases of intermediate 
inputs. Alternatively, it is the money earned by employees, owners, and investors. Income concerns 
the part of value added that is paid to employees as salaries. Employment is the numbers of jobs or 
full time equivalents (FTEs). For value added and income, the ratios with output can be derived from 
the I-O table. Additional employment data is required to calculate ratios between employment and 
output. 
(1.4)
The I-O model was originally developed by Wassily Leontief, earning him a Nobel Prize in 
economics. Following upon earlier work of economists such as François Quesnay, Léon Walras, Karl 
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Marx and Jean Charles Léonard de Sismondi, Leontief was the first to use a matrix representation for 
the relationships between industries in a nation or region. Since the 1960s, the I-O model has been 
used extensively, by academics as well as practitioners \ within tourism and beyond. 
1.3 Advantages and disadvantages of I-O models 
The popularity of the I-O model can be explained by its advantages1:
1. The I-O model is relatively simple. Computations can be done in standard software such as 
MS Excel. The calculations and the outcomes can be explained to non-experts, including 
most clients. Nonetheless, they might struggle to understand consequences of underlying 
assumptions (e.g. Dwyer et al., 2004; Horváth & Frechtling, 1999; Zhang, 2002). 
2. I-O models are well known. The advantages, disadvantages, structure, and usage are extensively 
discussed in many publications (e.g. Dwyer et al., 2004; Horváth & Frechtling, 1999; Schaffer, 
1999). The extensive usage of I-O models implies that new applications can potentially be 
compared to applications in other regions, at other times, or for other final demand (changes) 
(Archer, 1995; Fletcher, 1989).
3. Data demands of I-O models are relatively modest. They require an I-O table, data on final 
demand per industry and, for calculation of employment impacts, ratios between employment 
and output per industry. When an I-O table is not available at the appropriate spatial scale 
methods are available to create such a table2. For some EIAs data on final demand can be 
derived from a Tourism Satellite Account3.
4. The level of detail of outcomes is relatively high. I-O models show impacts on output, value 
added, income, and employment, per industry. This can lead to valuable insights for clients and 
the organizations they want to inform or convince (e.g. Horváth & Frechtling, 1999; Loveridge, 
2004; West & Gamage, 2001).
5. An I-O model offers flexibility. It can be used for
• significance analysis, to calculate the indirect economic impacts related to (a part of) final 
demand (e.g. Liu et al. 2013; Martínez-Roget et al., 2013; Murillo et al., 2013);
• impact analyses, to calculate the indirect impact of a change of final demand (Barajas et 
al., 2014; Huang et al., 2014; Warnick et al., 2015);
• and/or linkage analysis, to calculate the strength of relationships between industries (e.g. 
Cai et al., 2006; Khanal et al., 2014; Robles Teigeiro & Díaz, 2014; Soulie & Valle, 2014).
1 Advantages and disadvantages of I-O models are discussed in more depth in chapter 2.
2 These methods are often categorized into non-survey methods (deriving RIOCs from the national I-O table, through 
mathematical procedures), survey methods (based solely on regional data, obtained from expert interviews, survey of 
industries and final consumers) and hybrid methods (non-survey methods combined with regional data) (Bonfiglio & Chelli, 
2008; Jensen, 1990). Chapter 3 explores the usage of one subcategory of non-survey methods, namely location quotients.
3 Tourism Satellite Accounts are discussed e.g. by Ahlert (2007), Frechtling (2010), and Heerschap et al. (2005). Combinations 
of I-O analyses and Tourism Satellite Accounts can be found e.g. in Munjal (2013), Smeral (2006), and Ünlüönen et al. (2011).
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An I-O model however also has some important disadvantages:
1. Determining the (change of) final demand is not part of the model. The researcher must 
determine how to collect and interpret the required data. This is difficult when dealing with 
future changes, as it involves estimating spending of future visitors. This estimation can be 
complex for present-day estimates as well, as one should only include the part of final demand 
which would not be in the region without the developments for which impacts are calculated 
(e.g. Crompton, 2006; Fletcher, 1989; Wagner, 1997).
2. For applications on the subnational level, I-O tables may be unavailable on the appropriate 
spatial scale, and any method to create such tables requires additional data and further 
assumptions. 
3. The model is built on strong assumptions. The most important assumption is ‘no scarcity of 
production factors’: It is assumed there is a reservoir of labour and capital from which, without 
any restriction, extra labour and capital can be extracted (or disposed). This implies that final 
demand changes do not lead to relative prices changes, input substitution and redistribution of 
production factors among industries (e.g. Briassoulis, 1991; Copeland, 1991; Dwyer et al., 2004). 
4. The assumption ‘no scarcity of production factors’ implies that an increase of output 
automatically leads to a linear increase in the usage of labour. Productivity changes are assumed 
to be absent. In reality, an increase in final demand can also lead to productivity increases, i.e. 
employees working longer, harder, or more efficiently (Sun, 2007).
5. An I-O model starts with exogenous (changes of) final demand. For analyses of different type 
of ‘shocks’ (e.g. changes of taxation or subsidies) I-O models are less or not appropriate (e.g. 
Archer, 1982; Blake et al., 2001; Fletcher, 1989).
6. The exogenous nature of final demand also implies there is no link between incomes earned and 
final demand (e.g. Batey & Rose, 1990; Loveridge, 2004; West, 1993). 
7. Spatial considerations are only partly included in I-O models as impacts are calculated for an 
entire region. Although the analysis shows the relationship of the region with the outside world 
(import and export) it does not show how impacts are distributed within the region (e.g. Batey 
& Rose, 1990; Loveridge, 2004; Oosterhaven & Polenske, 2009). For EIAs in tourism this can 
nonetheless be an important consideration, because tourism is often concentrated in certain 
specific locations (Briassoulis, 1991). 
8. Temporal considerations are only limitedly included in I-O models: For some EIAs in tourism 
the time dimension can nonetheless be very important: After a change of final demand some 
time may elapse before an economy has adapted and before all industries produce the right 
quantity of output. I-O models only show the difference in impacts between the old and the 
new equilibrium situation and do not give any insight into the dynamics and duration of the 
adjustment process (e.g. Briassoulis, 1991; Dwyer et al., 2004; Loveridge, 2004).
9. I-O models do not give any insight into social, environmental, and economic externalities (Dwyer 
et al., 2004). Results are limited to economic impacts related to final demand.
Table 1.1 shows, for each disadvantage of I-O models, which solutions exists to solve this problem. 
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Table 1.1 Disadvantages of I-O models and solutions
Disadvantages of I-O models Solutions
1 Relevant data on (change of ) final demand is not always 
readily available
Collect and interpret primary and secondary data, make 
assumptions
2 I-O table is not always available on the appropriate spatial 
scale
Create I-O table or use alternative model (not dependent on 
I-O table) e.g. a Multiplier model
3 Assumption of “no scarcity of production factors” needs to 
be accepted
Use alternative model: CGE, NLIO
4 Assumption of “no productivity changes” needs to be 
accepted
Use alternative model: CGE, NLIO
5 Only applicable to calculate impact of (changes of) final 
demand
Use alternative model: CGE, NLIO
6 No link between income and final demand Use alternative model: I-O model with endogenous 
consumption, SAM based model, CGE
7 No spatial dimension Use alternative model: Bi- or multi-regional I-O model, CGE 
or NLIO including spatial dimension
8 No temporal dimension Use alternative model: extended I-O model, CGE, NLIO 
including time
9 No social and environmental impacts and no economic 
externalities
Use alternative model: I-O or CGE, NLIO model with 
environmental impacts, 
When data on the (change of) final demand are not readily available, these data need to be 
collected. New primary data (e.g. visitor inquiries) or secondary data may be required. In many 
cases assumptions are required in the interpretation of the secondary data because, for example, 
information is required on the expenditure of a specific group of tourists, while expenditure data is 
only available for tourists in general. 
The absence of an I-O table implies that the I-O model cannot be applied. The researcher is then 
left with the choice to either create an I-O table (using the methods described later in this thesis) or 
to apply a model that does not depend on an I-O table, i.e. a multiplier model.
When the disadvantages 2 – 9 are a serious problem for an EIA, the researcher might be forced to 
use a different model than an I-O model. Possibilities are multiplier models, extended I-O models (I-O 
model with endogenous consumptions4, bi- or multiregional I-O models5, econometrically extended 
I-O models6, and I-O models with environmental impacts7), Social Accounting Matrix (SAM) based 
models, Computable General Equilibrium (CGE) models, and Non-Linear I-O (NLIO) models. 
4 I-O models with endogenous consumptions: Include relationships between income earned by households and their 
consumption (e.g. Bracalente et al., 2011; Polo & Valle, 2008)
5 Bi- or multiregional I-O models: Include relationships between the demand by industries in one region for imports from other 
regions and the output produced by industries in these other regions. Regional spillovers are taken into consideration (e.g. 
Freeman & Sultan, 1997; Manente, 1999; Soulie & Valle, 2014)
6 Econometrically extended I-O models: Relationships, that are assumed fixed or absent in the I-O model, are econometrically 
estimated (Bonn & Harrington, 2008; Israilevich & Hewings, 1996; Loveridge, 2004; Oosterhaven & Polenske, 2009; Rey, 2000; 
West, 1995). Can include a spatial (Batey & Rose, 1990; Loveridge, 2004) or temporal dimension (Loveridge, 2004; West, 
1993, 1995).
7 I-O models with environmental impacts: By establishing ratios between output and environmental impacts (e.g. CO2 
emissions), for each relevant industry, economic impacts calculated by the I-O model can be translated into environmental 
impacts (e.g. Collins et al., 2012; Jones, 2008; Sun & Pratt, 2014)
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Multiplier models8 are characterized by using a multiplier that is not based on an I-O table to go 
from direct to total impacts. Multipliers can be calculated using Export Base (e.g. Chang, 1981; Hora 
& Bond, 1977), Keynesian, Ad Hoc (e.g. Archer & Owen, 1972; Milne, 1987) or Proportional Multiplier 
models (e.g. Saayman & Saayman, 2006, 2010) or combinations (e.g. Pacaud et al., 2007). In some 
studies multipliers are based on an evaluation of multipliers used in earlier studies (e.g. Auld & 
McArthur, 2003; Song et al., 2012)9. 
SAM based models are similar in structure to I-O models, except that they are based on a SAM 
instead of an I-O table. Besides the information contained in an I-O table, a SAM reveals details about 
the transfer of money between industries and institutions and includes market and non-market 
financial flows. Thus, SAM-based multipliers account for income distributional consequences.
CGE models10 can be regarded as I-O models extended with explicit demand groups (e.g. 
households), markets for goods, services and production factors (each with its own set of economic 
rules), and links between markets. These models take into account that production factors 
are potentially scarce and that final demand changes can lead to relative price changes, input 
substitution, and redistribution of production factors between industries (Adams & Parmenter, 1995; 
Copeland, 1991; Narayan, 2004). Furthermore, final demand is endogenous, being dependent on 
earning and (re)distribution of income, and impacts can be calculated of different types of ‘shocks’, 
not just final demand changes (e.g. Blake, Gillham, & Sinclair, 2006; Dwyer, Forsyth, & Spurr, 2007; 
Loveridge, 2004; Narayan, 2004; Sugiyarto et al., 2002). Finally, CGE models can be extended to 
include productivity changes (Blake, Sinclair, & Soria, 2006), a spatial dimension (e.g. Dwyer et al., 
2003), and a temporal dimension (e.g. Blake, 2009), As shown in Table 1.1 CGE models offer a 
solution for many of the disadvantages of I-O models. However, CGE models also have disadvantages 
themselves. Besides an I-O table they require data on who earns income, income transfers, and 
how income is spent, i.e. a SAM. Furthermore, assumptions need to be made regarding behaviour 
of producers and consumers (Adams & Parmenter, 1995; Dwyer et al., 2004), the model is more 
complex (requiring specialized software and more economic and mathematical knowledge), and 
results may be less transparent and more difficult to explain to non-experts (Jansen, 2008; Sugiyarto 
et al., 2002; West & Gamage, 2001; Zhou et al., 1997).
NLIO models11 can be seen as a model ‘in between’ I-O and CGE. As in a CGE model production 
factors are potentially scarce, leading to relative price changes, input substitution, and redistribution 
of production factors between industries. Impact can be calculated of types of shocks beyond 
final demand changes. Integration of productivity changes, and including spatial and temporal 
dimensions, is possible. The main differences with a CGE model is that a NLIO does not require a SAM 
and that final demand is exogenous (West & Jackson, 2005).
Table 1.2 (presented at the end of this chapter) and Figure 1.1 show the usage of all of these 
models in scientific articles about economic impacts of tourism. The I-O model is dominant overall, 
57% of all applications have been based upon I-O or extended I-O models and I-O models have been 
8 Advantages and disadvantages of three of the multipliers models (Export Base, Keynesian and Ad Hoc) are discussed in more 
detail in chapter 2 
9 Var and Liu combine Ad Hoc and I-O Models (e.g. Liu et al., 1984; Liu & Var 1982; Var & Quayson1985).
10 CGE models and their advantages and disadvantages are discussed in more detail in chapter 2.
11 As discussed in chapter 5 different types of NLIO models are possible. Here we refer to NLIO modes in which the Leontief 
production function has been replaced by alternative production functions, resulting in price induced input substitution. The 
NLIO is discussed in much greater detail in chapter 6 and 7.
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used exclusively in eleven years. From 2000 onwards Multiplier, I-O, extended I-O, SAM based and CGE 
models are used simultaneously. The NLIO model is used only once.
Figure 1.1 Usage of economic impacts models in scientific articles
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1.4 Research objectives
The most important insights from the discussion so far are that: 
1. Researchers need to make a well informed choice which economic impact model to use in an 
EIA, given the advantages and disadvantages of these models, the questions underlying the EIA, 
and data availability.
2. The I-O model can be an appropriate choice for EIAs under certain conditions:
a. Relevant data exist on (the change of) final demand, i.e. visitors expenditure per industry.
b. There is an I-O table on the appropriate spatial scale.
c. The assumption of “no scarcity of production factors” is acceptable (which implies there 
are no relative prices changes, input substitution, or redistribution of production factors 
among industries).
d. The assumption of “no productivity changes” is acceptable.
e. Impacts are analysed of (a change in) final demand.
f. There is interest in indirect impacts on output, value added, income and/or employment 
per industry, while there is little interest in induced impacts12, spatial considerations, 
temporal consideration, social impacts, environmental impacts, and economic 
externalities.
However, not all EIAs in tourism are carried out within such a context. One can imagine situations 
where data on final demand is not readily available, there is no I-O table on the appropriate spatial 
scale, analysis is required of final demand changes that are likely to lead to redistribution of labour 
between industries or to increases of productivity, or there is an interest in induced impacts, spatial 
considerations, social impacts, environmental impacts, or economic externalities. This thesis aims to 
contribute to the measurement of regional economic impacts by establishing criteria based on which 
an appropriate model can be selected for an EIA and providing solutions for context in which one or 
more of the conditions b) to e) are not fulfilled. The ambition is to provide these solutions without 
introducing prohibitive complexity and data demands because, as was mentioned in section 1.1, EIAs 
on the regional level often need to make the most out of limited data and need to carried out within 
a relatively small budget and a limited amount of time13. This leads to the overall objective of this 
thesis: 
To improve the measurement of regional economic impacts of tourism by 
1. establishing criteria based on which an appropriate economic impact model can be selected 
for an EIA in tourism and;
12 Induced impacts: Changes in economic activity resulting from spending of incomes earned directly or indirectly as a result of 
visitor expenditure (Stynes, 1997)
13 Furthermore, the commissioners of this research have stated this as an explicit requirement.
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2. providing solutions for those situations where
• an Input Output table on the appropriate spatial scale is not available;
• and/or analysis is required of different ‘shocks’ than final demand changes;
• and/or the assumption ‘no scarcity of production factors’ cannot be accepted (which 
implies that there can be relative prices changes, input substitution and/or redistribution 
of production factors among industries);
• and/or the assumption ‘no productivity changes’ cannot be accepted
without introducing prohibitive complexity and data demands to an I-O model.
This overall objective is subdivided into the following specific objectives:
1. Provide an overview and evaluation of the criteria for the selection of economic impact models. 
2. Provide an explanation for the sign of the difference between regional I-O coefficients calculated 
between two alternative LQ methods, for all combinations of demanding and supplying 
industries.
3. To analyze medical tourism’s state-level economic impacts in Malaysia. 
4. Address the limitations of I-O models and ‘upgrade’ the I-O model, without introducing the 
complexity and data collection costs associated with a full CGE model.
5. To include labour productivity changes, caused by a change in final demand in the tourism 
industries, into a non-linear I-O model.
Below each specific objective is discussed, including the methodology, data, and study area (where 
relevant). Each specific objective is the subject of a separate chapter (chapters 2 to 6).
Note that our chosen delimitation implies that this thesis does not provide solutions for situations 
where there is interest in induced impacts, spatial considerations, temporal consideration, social 
impacts, environmental impacts, and economic externalities (condition f). Furthermore, the focus 
in this thesis is not on how to deal with a situation where data are lacking and data on final demand 
is not readily available (condition a). Although this thesis mentions this problem by discussing the 
problems related to missing data for the case studies (chapters 4 and 5), it does not contain a 
structured and integral discussion of all questions, problems and solutions related to the search 
for relevant data and more specifically data on final demand. Finally, this thesis aims to provide 
contributions and is certainly not the final answer to the research questions raised.
Criteria for the selection of economic impact models of tourism
A researcher who wishes to carry out an EIA in tourism has to choose which economic impact 
model to use. This first specific objective determines the criteria based on which this choice can be 
made. First, a literature review is used to uncover potential criteria. Second, interviews are held with 
experts in tourism and/or EIA, including both practitioners and academics, in which all of the potential 
criteria are evaluated. Third, based on an analysis of the interview results two levels of ‘essential 
criteria’ are determined (1) criteria considered ‘important’ or ‘essential’ by at least 75% of experts 
(2) criteria for which there is a statistically significant difference in opinion between academics 
and practitioners. Finally, the resulting essential criteria are used to evaluate and compare the five 
economic impact models that are most used in EIAs in tourism: Export base, Keynesian, ad hoc, 
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I-O and CGE models. A literature review is used to ‘measure’, based on arguments given by other 
scholars, how well these models ‘perform’ on each essential criterion.
Difference between regional I-O coefficients calculated by alternative location quotient 
methods
When an I-O table does not exist on the appropriate spatial scale such a table needs to be created. 
One method to do this is based upon location quotients (LQs). LQs use information about relative 
size of industries on the level for which an I-O table is available compared to the level for which 
it is required (e.g. Bonfiglio & Chelli, 2008). The four most used LQ methods are Simple Location 
Quotient (SLQ), Cross industry Location Quotient (CILQ), Round’s Location Quotient (RLQ), and Flegg’s 
Location Quotient (FLQ) (Flegg & Tohmo, 2013). To choose between the LQ methods it is important 
to understand the differences. This second specific objective is formulated to enable researchers to 
make a more informed choice between these LQ methods, when there is a need to create a regional 
I-O table.
Formulas are derived for the differences between the LQs generated by these four methods. These 
formulas are used to determine a ranking in size of the LQs, trade coefficients, and regional I-O 
coefficients (RIOCs) for any combination of demanding and supplying industries. Based on the ranking 
it can be determined under what conditions LQs, trade coefficients, and RIOCs increase or decrease 
when changing between LQ methods. Conditions are established under which the ranking of LQ 
methods, based on RIOCs, is equal to the ranking based on total output multipliers. The conditions 
are illustrated for a hypothetical and empirical case study. The empirical case study is the region of 
Antwerp in Belgium. 
Medical tourism’s state-level economic impacts in Malaysia 
The third specific objective is formulated to demonstrate the application of the (traditional) I-O 
model. This is important as the I-O model is commonly used in EIAs in tourism (Dwyer et al., 2004) 
and is the starting point of the development of the Non-Linear I-O model (in chapters 5 and 6). 
Furthermore, the chapter illustrates which problems can exist in relation to the collection of data on 
final demand and possible solutions. Data sources are combined and assumptions are made that 
provide a solution in the specific context of this case study.
This case study is an analysis of economic impacts of medical tourism in Malaysia, at the state 
level. Medical tourism is “a growing industry that involves patients intentionally travelling abroad for 
non-emergency medical services” (Snyder et al., 2011, p. 530) and Malaysia is ranked among the 
most recognized international medical tourism destinations (Ormond, 2013b). A state level analysis 
is relevant because each of Malaysia’s states has a different tourism and economic profile and there 
are differences between states in the numbers, origins and types of medical tourists they receive 
(Association of Private Hospitals of Malaysia, 2008). 
Nine regional I-O models are developed for nine Malaysian states. The required RIOCs are derived 
from the national I-O table, using FLQ. Several data sources need to be combined and several 
assumptions have to be made to estimate final demand by the relevant visitor group, i.e. medical 
tourists. The regional I-O models are used to calculate the state-level significance of medical tourism 
on output, value added, and employment.
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‘Upgrading’ the I-O model to a Non-linear I-O model
This specific objective focuses on the situation where the assumption ‘no scarcity of production 
factors’ cannot be accepted. A literature review is used to determine the best way to integrate 
relative price changes, input substitution and redistribution into I-O analysis, from a theoretical and 
empirical point of view. The decision was made to replace the Leontief production function of the 
I-O model by a Constant Elasticity of Substitution (CES) production function, creating a NLIO model. 
This model is applied to analyze regional economic impacts of tourism in the province of Zeeland 
in the Netherlands, based on three scenarios and three alternative versions of the NLIO (different 
assumptions regarding capacity constraints and factor mobility). By comparing the results of the 
three versions of the model in the three scenarios, conclusions are drawn regarding the added value 
of the NLIO model compared to the I-O model. A sensitivity analysis is used to determine to what 
degree the conclusion regarding the added value depends on the chosen parameters of the NLIO 
model.
Including labour productivity changes into a non-linear I-O model
This final specific objective focuses on the situation where the ‘no productivity changes’ 
assumption cannot be accepted. A literature review is used to identify which labour productivity 
changes can be expected as a consequence of a final demand change, whereby labour productivity 
is defined as output divided by the number of labour inputs (e.g. Blake et al., 2006; Botti & Briec, 
2010; Hadad et al., 2012). A division is made between quasi-productivity changes (substitution of 
labour by other inputs which automatically leads to higher labour productivity) and real productivity 
changes (changes that enable the production of more output per unit of labour). Furthermore, a 
differentiation is made between productivity increases for core and peripheral labour. Core labour is 
the central and foundational group of full-time and/or permanent employees providing skills essential 
to the survival and growth of an organization. Peripheral labour includes part-time and/or temporary 
employees, undertaking important but non-vital day-to-day activities, that are dispensed of in less 
affluent times or when demand is lower (e.g. Johnson, 1985; Krakover, 2000; Zampoukos & Ioannides, 
2011).
Real productivity changes are integrated into the NLIO model by introducing Factor Augmenting 
Technical Change (FATC), for which an endogenous specification is used. Quasi-productivity changes 
are already integrated into the NLIO because of the CES production function. The differentiation 
between core and peripheral labour is translated into the NLIO model in the form of smaller ranges 
of FATC for peripheral labour, which implies that there is less room for productivity increases. The 
consequences of accounting for productivity changes are analysed by using the NLIO model with and 
without FATC to calculate regional economic impacts of a specific final demand change (10% change 
in expenditure in tourism in the province of Zeeland in the Netherlands). By comparing the results of 
the two models conclusions are drawn regarding the added value of including productivity changes.
Finally, this thesis provides a critical reflection on the research and the main conclusions.
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2. Criteria for the selection of 
economic impact models of 
tourism15
2.1 Introduction
Visitors to a tourism destination spend money on buying goods and services, creating economic 
impacts. The resulting flow of currency into a destination’s economy impacts value added, profit, 
income, tax income, employment and other output indicators – both directly and through secondary 
impacts (for example, Archer, 1982; Hórvath & Frechtling, 1999; Tyrell & Johnston, 2006). Several 
models are used to analyse these economic impacts of tourism. There are substantial differences 
between these models in the nature and precision of results, data demands, complexity and 
underlying assumptions. Models are, however, often selected without consideration of these 
differences (for example, Crompton, 2006; Dwyer et al., 2004; Sinclair & Sutcliffe, 1988). Clients (for 
example, policy makers or policy advisers), hiring experts to carry out analysis, may not be aware of 
these differences. Experts themselves (such as academics or consultants) often prefer working with a 
particular type of model, not taking full account of its appropriateness. The goal of this chapter is to 
provide an overview and evaluation of criteria that can be used to evaluate, compare and ultimately 
select a model (hereinafter ‘criteria’).
Specifically, we discuss criteria to select models for use in tourism economic impact analyses (EIAs). 
In an EIA, information about changes in tourist spending (‘shocks to tourism demand’) is used to 
calculate the total economy-wide impacts (direct and secondary). Dwyer et al. (2010) explain that 
a different type of analysis also exists: analysis of economic significance – ‘the contribution that 
tourism-related spending makes to key economic variables such as GDP, household income, . . ., 
employment and so on’. Although both EIAs and significance analyses can contain a calculation of 
tourism’s total economy-wide impacts, the focus of EIAs on impacts caused by changes in tourist 
spending makes it important to define criteria specifically for EIAs.
We begin by reviewing the relevant literature to generate a list of potentially relevant criteria. As 
described in the methodology section, the resulting list was presented to 34 experts, who were asked 
to judge the importance of each criterion. This enabled a prioritization and a list of ‘essential criteria’ 
to be established. These essential criteria are considered vital when choosing between models for 
EIAs. To illustrate the usage of the essential criteria they are applied to five models. The results of the 
expert interviews and the evaluation of the models are presented in the analysis and discussion. In the 
conclusions the main findings are summarized and recommendations are formulated.
15 Published as Klijs, J., W.J.M. Heijman, D. Korteweg Maris, & J. Bryon. (2012). Criteria for Comparing Economic Impact Models of 
Tourism. Tourism Economics, 18(6), 1175-1202.
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2.2 Literature review
In the literature very few explicit references to criteria can be found. An exception is Frechtling 
(1994a) who gives five broadly defined criteria: relevance, coverage, efficiency, accuracy and 
transferability. Another exception, Jansen (2008), mentions the criteria complexity, familiarity, 
relevance, reliability, level of details and completeness, costs, descriptive/predictive, and efficiency. 
The author specifies, with somewhat more detail, how these criteria can be implemented and used 
to select a model. Stynes (1997) does not explicitly mention criteria, but he does give a number 
of questions that can be asked to assess the quality of an EIA. Some of these questions can be 
interpreted as criteria when they relate to the selection of an appropriate model. Most of the 
questions, however, do not relate to the selection of a model but to the quality of its application (for 
example, making use of reliable and relevant data).
Textbooks about tourism economics such as The Economics of Tourism Destinations (Vanhove, 
2011), Tourism Economics and Policy (Dwyer et al., 2010) and more general textbooks, such as 
Tourism Principles and Practice (Cooper et al., 2005), discuss reasons why economic impact models 
are (more or less) appropriate for specific applications. These reasons can be interpreted as criteria. 
There are also a limited number of articles in which two or more models for EIAs in tourism are 
described and compared. Bonn and Harrington (2008), Gasparino et al. (2008), Dwyer et al. (2004), 
Jansen (2008), Stynes (1997) and Zhou et al. (1997) are examples. As in the above mentioned 
books, these articles do not explicitly specify criteria, but the characteristics on which the models are 
compared can be considered as such. Lastly, there are many articles that give one or more reasons 
why models should be (further) developed (for example, Milne, 1987; Daniels, 2004; Daniels et al., 
2004; Sinclair & Sutcliffe, 1982, 1988). These reasons, often formulated as criticisms of existing 
models, can also be interpreted as criteria. The conclusion is that there are many sources that 
contain – often implicitly – one or more criteria. In almost all cases, however, the emphasis is on the 
application of criteria. Sources of criteria are generally not specified or based on anecdotal evidence. 
This article extends the literature by focusing on establishing criteria and the assessment of their 
relative importance.
As a starting point, articles about EIAs, published in the past 10 years in the journals Annals of 
Tourism Research, Journal of Travel Research, Tourism Management and Tourism Economics, were 
checked for criteria. Next, references in these articles were used to find other relevant articles about 
EIAs (not limited to tourism). These articles were also checked. Lastly, other types of sources, such as 
textbooks, working papers and consultancy reports, were reviewed. This method does not guarantee 
a 100% complete list of criteria. Nonetheless, all efforts were made to arrive at a representative list.
Table 2.1 shows the criteria that were found, with a brief description of each criterion and 
references to the literature. Ten groups of criteria can be identified:
1. Efficiency: How much time and money is required to apply a model and can efficient use be 
made of existing data?
2. Data used as input into models: Are data consistent, reliable and up-to- date?
3. Comparability: Standardization (3A) of models (for example, assumptions, formulas) and 
definitions regarding input and results (for example, types of spending to include and definitions 
of output indicators such as income and employment) is a condition for comparability. The last 
two criteria in this group demand, to counterbalance standardization, an appropriate model (3F) 
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and appropriate definitions (3E) regarding input and output for the question and context of an 
EIA.
4. Transparency and simplicity.
5. Trust in models and their application. Validation (5C) and familiarity (5D) can be seen as ways to 
increase trust. 
6. Sensitivity analyses.
7. Underlying assumptions.
8. Types of visitor spending of which models should enable a calculation of impacts.
9. Output-indicators and level of detail of results.
10. Externalities.
Many of the criteria are mentioned in more than one source: 36 are mentioned in at least four. 
Although this is a subjective delineation, the 16 remaining criteria, mentioned in three or fewer 
sources and marked with an ‘X’ in the final column of Table 2.1, can be considered less well-
established in the literature. Standardization (3A), compare tourism destinations (3B), compare 
geographical levels (3C), and temporal comparison (3D) are mentioned in only two sources – 
Interprovinciaal Overleg (2009) and Tourism South East (2008). The explanation is that these two 
documents do not explicitly distinguish between criteria relevant for EIAs and criteria relevant for 
significance analyses. It can be expected that comparability is more relevant for significance analysis, 
where a temporal or geographical comparison is often required to arrive at meaningful conclusions. 
There are three sources – Jansen (2008), Stynes (1997), and Tyrell and Johnston (2006) – that 
mention the criteria transparent question and context (4A), transparent model and application (4D), 
transparent results (4E) and model understood by clients (4F). In contrast to many other sources, 
these publications focus on the application of EIAs in practical situations and the interpretation and 
usage of the results by clients. The criterion Model applied by non-experts (4G) is mentioned in 
only one source, Jansen (2008). The literature is, however, almost unanimous in saying this is not a 
desirable criterion; models should be applied by people who understand the (technical) details. Trust 
in model (5A) is mentioned in three sources – Jansen (2008), Tyrell and Johnston (2006) and Tourism 
South East (2008). The authors explain trust is a prerequisite for clients’ acceptance of results of any 
(economic) analysis. Validation (5C), mentioned only in Tourism South East (2008), and Familiarity 
(5D), mentioned only in Jansen (2008), can be seen as ways to increase trust. Many other sources 
(for example, Crompton, 2006), however, criticize the selection of models only because they are 
familiar or have been validated. Crompton et al. (2001), Stynes (1997) and Tourism South East (2008) 
advocate taking spending on durable goods (8C) and spending by friends and relatives (8D) into 
consideration when these are relevant for a specific EIA (for example, when data or previous research 
have demonstrated their importance). Lastly, Loveridge (2004), Schaffer (1999) and Zhang (2002) 
mention the ability of models to show the spatial distribution of impacts (9N) as a relevant model 
characteristic, at least in certain applications of EIAs.
A final note regarding Table 2.1: Not all criteria can be used directly to select a model; some are 
related to the manner in which models are applied – for instance, based on reliable data (2B) or how 
reporting is being done – for instance, with transparent definitions (4B). These criteria (in italics) were 
kept in the list because their importance is strongly emphasized in the literature. The quality of an EIA 
not only depends on the selection of a model, but also on the quality of its application. 
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Table 2.1 Criteria identified from the literature 
Nr. Criteria Description Sources ≤3 
1A Cost-efficiency The model should enable a cost-efficient 
EIA to be carried out
(e.g.) Blake, Gillham, & Sinclair, 2006; 
Dwyer et al., 2004; Egan and Nield, 2003 
1B Time-efficiency The model should enable a time-efficient 
EIA to be carried out 
(e.g.) Baaijens et al., 1998; Fletcher, 1989; 
Jansen, 2008
1C Data-efficiency The model should enable a data-efficient 
EIA to be carried out (optimal use of 
existing data) 
(e.g.) Archer and Owen, 1972; Briassoulis, 
1991; Zhou et al., 1997 
2A Consistent data The data (used as input into the model) 
should be consistent with the definitions 
and delineations used in the EIA, and the 
structure of the model
(e.g.) Interprovinciaal Overleg, 2009; 
Loveridge, 2004; Tyrell and Johnston, 
2006 
2B Reliable of data The data (used as input into the model) 
should be reliable
(e.g.) Interprovinciaal Overleg, 2009; 
Mathieson and Wall, 1982; Tyrell and 
Johnston, 2006 
2C Up-to-date data The data (used as input into the model) 
should be of a recent date
(e.g.) Frechtling, 1994a; Jansen, 2008; 
Tyrell and Johnston, 2006 
3A Standardisation The structure of the model and the 
definitions and delineations used in the 
EIA should be standardised
Interprovinciaal Overleg, 2009; Tourism 
South East, 2008
X
3B Compare tourism 
destinations
The model should enable a comparison 
of the results of an EIA with the results 
of EIAs carried out for other tourism 
destinations 
Interprovinciaal Overleg, 2009; Tourism 
South East, 2008
X
3C Compare geographical 
levels
The model should enable a comparison 
of the results of an EIA with the results of 
EIAs carried out on other geographical 
levels (local, regional, national) 
Interprovinciaal Overleg, 2009; Tourism 
South East, 2008
X
3D Temporal Comparison The model should enable a comparison 
of the results of an EIA with the results of 
EIAs carried out for other time periods 
Interprovinciaal Overleg, 2009; Tourism 
South East, 2008
X
3E Appropriate definitions The definitions and delineations used 
in the EIA should be appropriate for the 
question and context underlying the EIA
(e.g.) Blake, Gillham, & Sinclair, 2006; IP, 
2009; Sinclair and Sutcliffe, 1982 
3F Appropriate model The structure of the model should be 
appropriate for the question and context 
underlying the EIA
(e.g.) Blake et al., 2001; Fletcher, 1989; 
Tyrell and Johnston, 2006
4A Transparent question / 
context
The question and context underlying the 
EIA should be explained
Jansen, 2008; Stynes, 1997; Tyrell and 
Johnston, 2006
X
4B Transparent definitions The definitions and delineations used in 
the EIA, should be explained 
(e.g.) Crompton, 2006; Stynes, 1997; 
Tyrell and Johnston, 2006 
4C Transparent choice of 
model
The choice of the model should be 
explained 
(e.g.) Daniels et al., 2004; Sinclair and 
Sutcliffe, 1988; Tyrell and Johnston, 2006
4D Transparent model and 
application
The technical details of the model and 
its application should be made publicly 
available
Jansen, 2008; Stynes, 1997; Tyrell and 
Johnston, 2006
X
4E Transparent results The model should produce results that 
can be explained to and understood by 
clients
Jansen, 2008; Stynes, 1997; Tyrell and 
Johnston, 2006
X
4F Understood by clients The structure of the model should be 
simple enough to be explained to and 
understood by clients (non-experts)
Jansen, 2008; Stynes, 1997; Tyrell and 
Johnston, 2006
X
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Nr. Criteria Description Sources ≤3 
4G Applied by non-experts The model should be simple enough 
to be applied by organisations/ persons 
not familiar with the technical details 
(non-experts)
Jansen, 2008 X
5A Trust in model Client should trust the model Jansen, 2008; Tourism South East, 2008; 
Tyrell and Johnston, 2006
X
5G Trust in application Clients should trust the way the model 
is applied by the organisation / persons 
carrying out the EIA
(e.g.) Interprovinciaal Overleg; Loveridge, 
2004; Tyrell and Johnston, 2006 
5C Validation The model should be scientifically / 
independently validated 
Tourism South East, 2008 X
5D Familiarity Clients should be familiar with the model, 
because it has been applied (many times) 
before 
Jansen, 2008 X
6A Sensitivity analysis of 
definitions
The model should enable a sensitivity 
analysis to be carried out, to show the 
consequences of varying the definitions 
and delineations used in the EIA
Stynes, 1997 X
6B Sensitivity analysis of 
model
The model should enable a sensitivity 
analysis to be carried out, to show the 
consequences of varying the structure of 
the model
(e.g.) Blake et al., 2003; Dwyer et al., 
2004; Zhou et al., 1997 
7A Production factors In the calculations in the model it 
should be taken into account there 
can restrictions to the availability 
of production factors and there are 
(opportunity) costs related to their usage
(e.g.) Burgan and Mules, 2001; Crompton 
et al., 2001; Frechtling, 1994c
7B Prices In the calculations in the model it should 
be taken into account prices can respond 
to shocks (flexible prices)
(e.g.) Copeland, 1991; Sugiyarto et al., 
2003; Zhang, 2002 
7C Dynamics In the calculations in the model it should 
be taken into account not all impacts 
manifest themselves immediately. 
Calculation of impacts over time should 
be possible
(e.g.) Blake, 2006; Loveridge, 2004; 
Narayan, 2004 
7D Disequilibrium / Market 
imperfections
In the calculations in the models it should 
be taken into account There can be 
disequilibrium on markets and market 
imperfections can have an influence on 
impacts
(e.g.) Blake, Gillham, & Sinclair, 2006; 
Briassoulis, 1991; Copeland, 1991
7E Scale economics In the calculations in the models it should 
be taken into account (dis)economies of 
scale can have an influence on impacts
(e.g.) Briassoulis, 1991; Copeland, 1991; 
Sugiyarto et al., 2003 
8A Spending in traditional 
tourism Ind.
The model should enable a calculation 
of the impacts of visitor spending in 
‘traditional tourism industries’ (e.g. 
restaurants and hotels) 
(e.g.) Archer and Owen, 1972; Cai et al., 
2006; Crompton et al., 2001 
8B Spending in all industries The model should enable a calculation 
of the impacts of visitor spending in all 
industries selling to visitors (also outside 
of ‘traditional tourism industries’) 
(e.g.) Cai et al., 2006; Crompton et al., 
2001; Pao, 2005 
8C Spending on durable 
goods
The model should enable a calculation of 
the impacts of visitor spending on durable 
goods (e.g. a holiday caravan or second 
home)
Crompton et al., 2001; Stynes, 1997; 
Tourism South East, 2008
X
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Nr. Criteria Description Sources ≤3 
8D Spending by friends and 
relatives
The model should enable a calculation 
of the impacts of spending by friends 
and relatives, done to cater for needs of 
visitors staying with them 
Crompton et al., 2001; Stynes, 1997; 
Tourism South East, 2008
X
8E Import substitution The model should enable a calculation 
of the impacts of inhabitants’ spending 
that, without the presence of tourism 
facilities, would have taken place outside 
the tourism destination 
(e.g.) Crompton, 2001; Dwyer, Forsyth, & 
Spurr, 2006; West and Gamage, 2001 
8F Crowding out The model should enable a calculation 
of the impacts of inhabitants’ spending 
‘crowded out’ of the tourism destination 
as a consequence of tourism 
(e.g.) Crompton et al., 2001; Dwyer, 
Forsyth, & Spurr, 2006; West and Gamage, 
2001 
9A Impact on production The model should enable a calculation 
of the impact of visitor spending on 
production (output) 
(e.g.) Bonn and Harrington, 2008; 
Copeland, 1991; Sugiyarto et al., 2003 
9B Impact on value added The model should enable a calculation of 
the impacts of visitor spending on value 
added
(e.g.) Dwyer, Forsyth, and Spurr, 2005; 
Heng and Low, 1990; West and Gamage, 
2001 
9C Impact on income The model should enable a calculation 
of the impacts of visitor spending on 
inhabitants’ personal income 
(e.g.) Bonn and Harrington, 2008; 
Crompton, 2006; Stynes, 1997 
9D Impact on profit The model should enable a calculation 
of the impacts of visitor spending on 
proprietors’ income and profit 
(e.g.) Copeland, 1991; Frechtling, 1994a, 
Jansen, 2008 
9E Impact on tax income The model should enable a calculation 
of the impacts of visitor spending on 
government’s tax income 
(e.g.) Blake et al., 2001; Loveridge, 2004; 
Milne, 1987 
9F Impact on employed 
persons
The model should enable a calculation 
of the impacts of visitor spending on the 
number of employed persons 
(e.g.) Archer, 1984; Heng and Low, 1990; 
Sugiyarto et al., 2003 
9G Impact on employed FTEs The model should enable a calculation 
of the impacts of visitor spending on 
the number of employed FTEs and self-
employed persons 
(e.g.) Crompton et al., 2001; Daniels et 
al., 2004; Milne, 1987 
9H Impact on job types The (results of the) model should give 
insight into types of jobs created (e.g. 
different skill and wage levels) 
(e.g.) Daniels et al., 2004; Loveridge, 
2004; Zhang, 2002
9I Direct impacts The model should enable a calculation 
of impacts resulting directly from visitor 
spending (direct impacts)
(e.g.) Archer, 1982; Baaijens et al., 1998; 
Egan and Nield, 2003 
9J Indirect impacts The model should enable a calculation 
of indirect impacts: Industries selling 
to tourists buy intermediary goods and 
production factors, which generates 
indirect impacts
(e.g.) Archer, 1982; Dwyer et al., 2007; 
Egan and Nield, 2003 
9K Induced impacts The model should enable a calculation of 
induced impacts: Visitor spending leads 
to increased income of households. This 
increases their spending, which generates 
induced impacts 
(e.g.) Baaijens et al., 1998; Heng and Low, 
1990; Milne, 1987 
9L Impact per visitor 
category
The model should enable a calculation 
of the impact of visitor spending per 
category of visitors (e.g. different 
nationalities) 
(e.g.) Archer, 1972; Bonn and Harrington, 
2008; West and Gamage, 2001 
9M Impact per industry The model should enable a calculation 
of the impact of visitor spending per 
industry (e.g. agriculture, industry) 
(e.g.) Bonn and Harrington, 2008; Daniels 
et al., 2004; Loveridge, 2004 
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Nr. Criteria Description Sources ≤3 
9N Spatial distribution of 
impacts
The (results of the) model should give 
insight into the spatial distribution 
of impacts throughout the tourism 
destination 
Loveridge, 2004; Schaffer, 1999; Zhou et 
al., 1997
X
10A Positive externalities The (results of the) model should give 
insight into positive externalities: Tourism 
can e.g. lead to a wider array of goods 
and services to become available in a 
destination
(e.g.) Archer and Fletcher, 1996; Burgan 
and Mules, 2001; Dwyer et al., 2006 
10B Negative externalities The (results of the) model should give 
insight into negative externalities: Tourism 
can e.g. create congestion and pollution 
(e.g.) Burgan and Mules, 2001; Copeland, 
1991; Mathieson and Wall, 1982 
2.3 Methodology
Ideally, before selecting a model to be applied in an EIA, criteria are explicitly considered according 
to context. As a step towards this ideal, this chapter offers insights into the relative importance of 
the criteria. The list in Table 2.1 was presented to experts. They were asked to judge the importance 
of each criterion on a five-point Likert scale, with the options: –2: Irrelevant; –1: Not important; 0: 
Neutral (nice to have, but not vitally important); +1: Important; +2: Essential. As the interviews were 
carried out face-to-face or by telephone, experts had the opportunity to explain their choices. This 
enabled them to give, for example, more than one reason to judge the same criterion as ‘essential’, 
to describe relationships and trade-offs, to indicate in which situations criteria are more or less 
important, and to explain why they might think differently about the importance of criteria compared 
to the clients they are working for. At the start of the interview the open-ended question was asked 
about which criteria experts consider important and, at the end of the interview, which criteria 
should be added to the list. The objective of these questions was to check for any missing criteria. 
The choice was made to include experts from different backgrounds and different contexts of EIA 
application. This enables an analysis of differences in perspectives on criteria between different types 
of experts, based on the explanations they gave for their judgements. 
The first round selection of experts was based on suggestions made by partners of the European 
SusTRIP programme. In SusTRIP (Sustainable Tourism Research Intelligence Partnership), partners 
from four countries worked together to strengthen the tourism industry through research. These 
partners were Visit Kent (UK), Comité Régional de Tourisme Nord-Pas de Calais (France), Westtoer 
(Belgium), NHTV University of Applied Sciences (Netherlands) and HZ University of Applied Sciences 
(Netherlands). Each partner was asked to name experts in the domain of tourism EIAs, who were 
contacted and interviewed. Next, each expert was asked to recommend other experts, who were 
interviewed in the second round.
In total 34 experts were interviewed. In the first round 35 experts were contacted, 26 of whom 
(74%) agreed to an interview. In the second round 19 experts were contacted, 8 of whom (42%) took 
part. Their nationalities were: Dutch, 17 (50%), British, 6 (18%), Belgian, 6 (18%), French, 3 (8%), Irish, 
1 (3%) and Australian, 1 (3%). The experts were working for consultancy firms (11 experts, 32%), 
tourist marketing organizations (7 experts; 24%), universities (7 experts; 21%), scientific research 
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institutes (4 experts; 12%), national statistical institutes (3 experts; 8%), development corporations 
(1 expert; 3%) and regional governments (1 expert; 3%). 14 (41%) experts were categorized as 
academics; they were working for a university, scientific research institute, or national statistical 
institute. The other 20 experts (59%) were categorized as practitioners; they were working for a 
consultancy firm, tourist marketing organization, development corporation, or regional government16. 
7 experts (21%) used EIAs to make policy decisions, 12 (35%) commission EIAs to be carried out, 13 
(38%) study the phenomenon of EIAs, 25 (74%) produce EIAs themselves and 26 (77%) used EIAs to 
give advice (many experts fall into more than one category). 
It is important to establish that the ‘experts’ were indeed qualified as such. 11 experts (including all 
experts working for universities) have published one or more scientific (internationally peer-reviewed) 
articles about impact analysis (not necessarily related to tourism) and/or economic aspects of tourism 
(not necessarily EIAs). Experts that did not fulfil this ‘criterion’ showed their expertise in other ways. 
Experts working for scientific research institutes had participated in at least three EIAs in tourism; 
experts working for a national statistical institute had participated in the creation of tourism specific 
statistics (such as a Tourism Satellite Account); experts working for a tourist marketing organization, 
development corporation or regional government had all participated in and/or commissioned at 
least three tourism EIAs. 
Based on an analysis of the interview results, two levels of ‘essential criteria’ were determined. 
The first level contains criteria considered ‘important’ or ‘essential’ by at least 75% of experts. A 
majority of 75% provides sufficient evidence that a criterion is important in many (types of) EIAs. 
The second level contains criteria for which there is a statistically significant difference in opinion 
between academics and practitioners. Differences in opinion between experts can be regarded 
as equally important as agreement. Conflicting arguments given by (different types of) experts to 
consider criteria more or less important can be very useful when selecting criteria for a specific EIA. 
Therefore a choice was made not to aim for consensus among experts (for example, by applying a 
Delphi technique). In this chapter the analysis of differences in opinion is limited to the comparison of 
academics and practitioners, but the data would also enable comparisons to be made between other 
groups of experts. 
The essential criteria were used to compare five models. Because this is meant as an illustration of 
the usage of criteria, five models were chosen that are often discussed in the literature: Export Base, 
Keynesian, Ad Hoc, Input–Output (I-O) and Computable General Equilibrium (CGE) models. Tourism 
satellite accounts and cost-benefit analyses were not included because they are distinctly different 
in both form and application (Dwyer et al., 2007). A tourism satellite accounts is a model used in 
tourism significance analysis. A cost-benefit analysis is broader than an EIA. In a cost-benefit analysis 
all impacts of a certain development are analysed, including social and environmental impacts. A 
second literature review was used to ‘measure’, based on arguments of other scholars, how well 
the five models ‘perform’ on the essential criteria. This should not be seen as a complete and final 
analysis of the models. It is, for example, based on only a subset of criteria. Also, models are evaluated 
in their most basic form and arguments of other scholars might depend on the specific type of EIA 
16 Tourism marketing organizations conduct research, give advice and/or implement tourism marketing strategies. Scientific 
research institutes are closely related to a university, and often carry out commercially funded research. Development 
corporations support entrepreneurs of a region by influencing policy making, lobbying for funds, knowledge development 
and knowledge dissemination.
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they consider (for example, an EIA on a specific spatial scale). The analysis still supports some useful 
conclusions about the overall usability of these models in EIAs of tourism.
2.4 Analysis and discussion
2.4.1 Results of the expert interviews
Table 2.2 shows experts’ judgments of the criteria, only including criteria considered ‘essential’ or 
‘important’ by at least 75% of the experts The criteria are ordered based on the fifth column; the 
sum of the percentage scores ‘essential’ and ‘important’. Below, the motivation the experts provided 
for their judgements are briefly discussed, separately for each of the 10 groups of criteria:
1. Data efficiency (1C) scores highest of the three types of efficiency. Collecting primary EIA data 
consumes time and money. Models should therefore make optimal use of existing data.
2. All criteria from group 2, even though not directly useable to select a model, are included in 
Table 2.2. Using consistent (2A), reliable (2B) and up- to-date (2C) data is considered a basic 
condition for quality of EIAs.
3. The experts confirmed that comparability is vital for significance analysis, but usually somewhat 
less important for EIAs. Exceptions are, for example, EIAs used to compare alternative 
investment proposals. Some experts advocated standardization (3A), as a requirement for 
both comparability and efficiency. However, if standardized definitions and models are not 
appropriate for the specific context and question, it is necessary to make adjustments and work 
towards appropriate definitions (3E) and an appropriate model (3F).
4. Experts argued that the model should produce transparent results (4E) but also the model 
itself should not be unnecessarily complex. It should be accepted that a model is always a 
simplification and complex models easily lead to mistakes. Some experts emphasized that 
limiting complexity is not more important than arriving at appropriate results. No matter how 
simple or complex the analysis, being – to a certain degree – transparent about the models 
and its application (4D) is important. When clients understand the model, it can lead to better 
decisions.
5. Trust in the model (5A) and its application (5B) are important preconditions for clients’ 
acceptance and usage of results, whereby long-term trust in organizations/people applying 
models can persist only if they are known to carry out objective analyses.
6. Although sensitivity analysis can be important when developing new models, experts were 
generally not in favour of carrying these out for individual EIAs. There can be exceptions, such as 
EIAs that are based on two almost equally valid assumptions, but clients usually prefer to get one 
single outcome, not a range of possibilities. 
7. Criteria from group 7, related to assumptions, are not included in the important criteria in Table 
2.2. Experts explained that whether assumptions can or cannot be justified depends on the 
context underlying a specific EIA. A general comment from the experts is that increasing realism 
introduces more complexities and data demands.
8. Of the experts, 97% considered it important or essential that models enable calculation of 
impacts of spending in traditional tourism industries (8A). The possibility of calculating impacts 
of spending in all industries (8B) did not score much lower – 89%.
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9. Employment – both measured in employed persons (9F) and FTEs (9G) – was an output-
indicator that is ‘top-of-mind’ for policy makers. Also impact on value added (9B) was considered 
important, even though the concept can be confusing for non-experts. The ability of models to 
show impact on tax- income (9E) can be a strong argument towards the public sector. Ninety- 
four per cent of experts considered it essential that models enable calculation of direct impacts 
(9I), followed (at some length) by indirect impacts (9J) and induced impacts (9K). The concepts 
induced, and to a lesser degree, indirect impacts can be difficult to understand for non-experts 
and calculations can quickly become complex. Furthermore, mistakes made in the calculation 
of the direct impacts are multiplied in the calculation of indirect and induced impacts, making 
it vital that the first calculation is correct. The subdivision of impacts per visitor category (9L) is 
relevant information for many policy decisions.
10. Lastly, in many EIAs it is important to mention externalities but it is, according to many experts, 
sufficient when this is done in a qualitative way (‘outside the model’). Some experts, however, 
were of the opinion that increasing interest in externalities makes it more important to quantify 
them, to avoid over- or underestimation.
A Mann–Whitney U test17 was used to determine for which criteria significantly (α < 0.05) different 
judgments were given by academics and practitioners (Table 2.3). Criteria with high U-values are 
valued differently by academics and practitioners. Experts provided explanations for the differences:
Efficiency (group 1) is very relevant in a practical setting. In an academic setting more time and 
money might be available to do research, enabling more sophisticated analysis.
For practitioners, comparability and standardization (group 3) are often strong requirements. 
Standardization was seen as a way to achieve comparability, efficiency and to increase trust of clients. 
Many academics were critical of possibilities to compare results, when, for example, under- lying 
tourism statistics are inconsistent. They often were more concerned with conducting EIAs in the most 
appropriate way at a particular location and at a particular moment, independent of how other EIAs 
had been carried out.
Differences in opinion about transparency (group 4) were not easily explained based on the 
explanations of the experts.
The differences in valuation of disequilibrium and market imperfections (7D) and negative 
externalities (10B) can be explained, however. These considerations are academically challenging 
and increase realism. Practitioners were less in favour, given the additional complexities and data 
demands.
Clients of EIAs often prefer a single outcome. This explains why practitioners were less interested in 
sensitivity analysis (group 6). For academics, sensitivity analyses were an important tool to determine 
robustness of models.
Impact on employed FTEs (9G) and impact per visitor category (9L) score highly among all experts 
(see Table 2.2); practitioners valued these even higher than academics because it is information often 
explicitly requested by policy makers.
17 A non-parametric test was used because the dependent variable (importance of criteria as judged by experts) is ordinal and 
the dataset is not big enough to assume a normal distribution. Because the data contains many ‘ties’ (experts that assign the 
same value to criteria) a correction was made to the standard formulas of the Mann–Whitney U test.
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Table 2.2 Criteria judged ‘Essential’ or ‘Important’ by at least 75% of experts
 Rank  Criteria Essential Important Sum
1 Direct impacts (9I) 94% 6% 100%
2 Transparent results (4E) 88% 12% 100%
3 Spending in traditional tourism industries (8A) 91% 6% 97%
4 Reliable data (2B) 85% 12% 97%
5 Impact on value added (9B) 79% 18% 97%
6 Impact on employed persons (9F) 85% 9% 94%
7 Transparent definitions (4B) 76% 18% 94%
8 Impact per visitor category (9L) 79% 12% 91%
9 Transparent question / context (4A) 76% 15% 91%
10 Consistent data (2A) 65% 26% 91%
11 Spending in all industries (8B) 74% 15% 89%
12 Impact on employed FTEs (9G) 79% 9% 88%
13 Trust in application (5B) 45% 42% 87%
14 Data-efficiency (1C) 62% 24% 86%
15 Trust in model (5A) 39% 45% 84%
16 Transparency choice of model (4C) 62% 21% 83%
17 Appropriate definitions (3E) 50% 32% 82%
18 Up-to-date data (2C) 44% 38% 82%
19 Impact on tax income (9E) 41% 41% 82%
20 Transparent model and application (4D) 48% 33% 81%
21 Compare tourism destinations (3B) 56% 24% 80%
22 Impact on production (9A) 50% 29% 79%
23 Cost-efficiency (1A) 47% 32% 79%
24 Appropriate model (3F) 32% 47% 79%
25 Temporal comparison (3D) 65% 13% 78%
26 Time-efficiency (1B) 45% 33% 78%
27 Indirect impacts (9J) 53% 24% 77%
28 Standardisation (3A) 50% 26% 76%
Source: Own calculations
The expert interviews were used to check the completeness of Table 2.1. The experts were asked, 
at the start of the interview, what criteria they could mention themselves and, at the end of the 
interview, to suggest additional criteria. When comparing their answers to the second column of 
Table 2.1, all but five criteria in this Table were mentioned by at least one expert. The exceptions were 
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applied by non-experts (4G), disequilibrium/market imperfections (7D), scale economics (7E), import 
substitution (8E) and impact on job types (9H). Apparently, these criteria are not ‘top-of-mind’ for 
experts. Some experts suggested criteria not yet included in the list. First, in group 5 (trust) some 
experts said that, although objectivity remains a condition for long-term trust, clients sometimes use 
as an (implicit or explicit) criterion that model results should not harm their interests. EIAs are often 
used to convince other people (for example, the government) of the value of tourism. Thus, clients 
have an interest in presenting significant economic impacts. Second, in group 7, some experts added 
that models should take into account both the demand and supply side of tourism (for example 
by taking appropriate account of the possibility of increasing occupancy rates to accommodate 
an increase in tourism demand). Third, in group 10, experts mentioned some additional output 
indicators: impact on sales (not the same as production), balance of payments, wellbeing and 
entrepreneurship. Lastly, some experts mentioned the need for models to enable insight into the 
spatial distribution of impacts inside and outside the region: Which positive and negative impacts 
remain in the relevant region and which impacts ‘leak out’? The overall conclusion is that (as 
expected) additional criteria can be added to Table 2.1. This creates opportunities for additional 
research. Still, almost all of the criteria in Table 2.1 were mentioned by the experts in the open-ended 
question at the start of the interview and the limited number of additional criteria proposed suggests 
Table 2.1 contains the most essential criteria.
Table 2.3 Differences in opinion between practitioners and academics
Criteria Valued highest by U Z α
Impact on employed FTEs (9G) Practitioners 88,500 -2.555 0.011
Compare tourism destinations (3B) Practitioners 88,000 -2.022 0.043
Impact per visitor category (9L) Practitioners 85,500 -2.703 0.007
Compare geographical levels (3C) Practitioners 84,500 -2.187 0.029
Sensitivity analysis of definitions (6A) Academics 83,500 -2.054 0.040
Disequilibrium / market imperfections (7D) Academics 84,000 -2.049 0.040
Transparent question / context (4A) Academics 84,000 -2.644 0.008
Standardisation (3A) Practitioners 83,000 -2.159 0.031
Transparent model and application (4D) Practitioners 80,500 -1.980 0.048
Negative externalities (10B) Academics 80,000 -2.180 0.029
Sensitivity analysis of model (6B) Academics 76,500 -2.283 0.022
Cost-efficiency (1A) Practitioners 71,500 -2.589 0.010
Time-efficiency (1B) Practitioners 71,000 -2.339 0.019
Temporal comparison (3D) Practitioners 57,000 -2.814 0.005
Source: Own calculations
45Criteria for the selection of economic impact models of tourism
2.4.2 Essential criteria
Table 2.4 includes criteria considered ‘essential’ or ‘important’ by at least 75% of experts (Table 
2.2) and criteria over which there are significant differences in opinion between academics and 
practitioners (Table 2.3). Criteria that belong to both groups are included only once. Some of 
the criteria, included in italics in Table 2.1, cannot directly be used to compare models. These are 
excluded from Table 2.4. The remaining 24 criteria are called ‘essential criteria’ from now on. They 
are considered most vital.
Table 2.4 Essential criteria
Rank Criteria Rank
1 Direct impacts (9I) 13 Impact on production (9A)
2 Transparent results (4E) 14 Cost-efficiency (1A)
3 Spending in traditional tourism industries (8A) 15 Appropriate model (3F)
4 Impact on value added (9B) 16 Temporal comparison (3D)
5 Impact on employed persons (9F) 17 Time-efficiency (1B)
6 Impact per visitor category (9L) 18 Indirect impacts (9J)
7 Spending in all industries (8B) 19 Standardisation (3A)
8 Impact on employed FTEs (9G) 20 Compare geographical levels (3C)
9 Data-efficiency (1C) 21 Negative externalities (10B)
10 Trust in model (5A) 22 Sensitivity analysis of model (6B)
11 Impact on tax income (9E) 23 Sensitivity analysis of definitions (6A)
12 Compare tourism destinations (3B) 24 Disequilibrium / market imperfections (7D)
Source: Own calculations
When Table 2.4 is compared to Table 2.1, it can be noted that of the 16 criteria that were 
considered less well established in the literature (marked with an X in the final column of Table 
2.1) there were seven that were nonetheless included in the essential criteria: standardization 
(3A), compare tourism destinations (3B), temporal comparison (3D), transparent question/ context 
(4A), transparent model and application (4D), transparent results (4E) and trust in model (5A). This 
confirms the earlier conclusion that, although standardization and comparability are regarded as 
more important for significance analysis, practitioners in particular still value these criteria. Even 
though transparency of models and their application is not emphasized in the literature, it is 
regarded as very important by experts (both practitioners and academics). As can be seen in Table 
2.2, transparent results (4E) is indeed the second highest ranked criteria overall (only topped by direct 
impacts). Transparency is vital when the results are used to make or influence policy decisions. The 
importance of trust in model (5A) can be seen in the same light.
To illustrate the usage of the 24 essential criteria they will be applied to five well-known models, 
which are introduced in the section below.
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2.5 Models
In the literature on EIAs in tourism, five models are often discussed: export base models, Keynesian 
models, ad hoc models, I-O and CGE models. As is also discussed below, many different variants of 
these models have been developed and applied. The goal here, however, is to illustrate how the 
essential criteria may be applied. Therefore we apply the criteria to the models in their most basic 
form. The essential criteria could of course also be used to evaluate further developed models.
2.5.1 Export base models
When applying an export base model, industries in the economy are divided into basic and non-
basic. Basic industries produce for markets outside the region and bring in new money. Non-basic 
activities produce for local markets and redistribute money throughout the region. New income 
from basic activities generates a multiplying process through basic activities. The tourism industry is 
thereby considered to be basic (for example, Archer, 1982; Egan & Nield, 2003; Loveridge, 2004). An 
important assumption underlying export base models is that there are no resource limitations; ‘no 
scarcity of production factors’. This means that increases in visitors’ spending always lead to positive 
economic impacts. There are no negative feedback effects caused by redistribution of production 
factors and price changes (Copeland, 1991; Egan & Nield, 2003; Dwyer et al., 2004). In addition 
to ‘no scarcity of production factors’, export base models also assume that: (1) Basic sales have 
the same multiplier effect regardless of industry source (Cooper et al., 2005; Heijman et al., 2002; 
Loveridge, 2004); (2) Economic growth is attributable solely to export (Schaffer, 1999). Applying 
export base models to calculate impacts of tourism involves the following steps (Schaffer, 1999; 
Loveridge, 2004):
• Determine how output (or for example, income, employment) is divided between basic and 
non-basic.
• Develop a ratio of total to basic output to estimate an export base multiplier.
• Calculate tourism’s output.
• Apply the multiplier to tourism’s output to obtain total impacts.
In some applications of export base models, the proportion of each industry that can be 
considered basic is determined based on location quotients. In other applications, econometric 
estimates of relationships between basic and non-basic industries are made (Schaffer, 1999; 
Loveridge, 2004).
2.5.2 Keynesian models
A Keynesian model can be used to analyse impacts of inflows of money into a tourism destination. 
The reasoning is that inflows lead to income for inhabitants and companies. These inhabitants and 
companies then increase consumption and savings (Schaffer, 1999). Consumption leads to a second 
round increase in income, which translates again into saving and consumption. This process continues 
in successive rounds. In each round, leakages (money that is saved, paid as taxes or spent on imports) 
decrease effects. The sum of partial effects is (Archer, 1982; Schaffer, 1999; Pao, 2005)
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(2.1)
where ∆Y is the shock to output, C is the marginal propensity to consume, T is the tax rate, M is the 
share of income spent on foreign goods, and (1 - L) is the capture rate. Applying basic Keynesian 
models to calculate impacts of tourism involves the following steps (Schaffer, 1999):
• Determine the values for L, C, M, and T and calculate the multiplier.
• Calculate tourism’s output.
• Apply the multiplier to tourism’s output to obtain total impact on output. 
Keynesian models can be brought closer to reality, for example, by modelling first round leakages 
tailored to the nature of the initial shock and including propensity values that are different for the 
short and long term (Gasparino et al., 2008; Sinclair & Sutcliffe, 1982, 1988).
2.5.3 I-O models
In I-O models, which are in essence Keynesian systems incorporating production of intermediary 
goods (Zhang, 2002), I-O tables are used to describe inter-industry relationships among industries. 
By tracing flows of spending associated with final sales back through these industries, the I-O model 
allows the direct and secondary impacts to be estimated.
Besides the assumption ‘no scarcity of production factors’, there are additional assumptions 
underlying I-O models (for example, Bonn & Harrington, 2008; Briassoulis, 1991; Fletcher, 1989). On 
the consumption side, households must maintain the same division between types of goods they 
buy and, on the production side, linearity and homogeneity are assumed. Linearity means firms can 
only change production levels by buying inputs from the same suppliers in the same proportion. 
Homogeneity means that firms cannot increase output of one product unless they proportionally 
increase output of all other products. I-O models also assume firms in each industry employ the same 
technology to produce identical products. In most applications the functioning of labour markets 
is also simplified (for example, Crompton et al., 2001; Daniels, 2004; Dwyer et al., 2004). All jobs 
created are new jobs and there are no productivity changes, wages are fixed, no commuters from 
outside the region are hired, there is no seasonality, and there are no differences between skilled/
unskilled work and no people holding multiple jobs. Applying an I-O model to calculate impacts of 
tourism involves the following steps (for example, Fletcher, 1989; Hórvath & Frechtling, 1999; Miller & 
Blair, 2009):
• Use an I-O table to calculate the output multipliers18 contained in a Leontief inverse matrix.
18 Based on an input–output (IO) table, different types of multipliers can be calculated: Keynesian multipliers (to be multiplied 
by visitor spending), ratio multipliers (to be multiplied by direct impacts), transactions, output, income, employment and tax 
income multipliers and multipliers including or excluding induced impacts (for example, Miller & Blair, 2009).
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• Calculate tourism’s output: An (n x 1) vector of ‘final tourist demand (direct output)’, with n 
equal to the number of industries in which visitors spend their money.
• Multiply the Leontief inverse matrix with the matrix of ‘final tourist demand’ to obtain total 
impacts on output.
It is possible, through adjustment and extensions, to relax some of the assumptions. Wanhill (1988) 
and Fletcher (1989) show, for example, that capacity constraints can be included in the analysis; 
Daniels (2004) and Daniels et al. (2004) extend I-O models with occupation based modelling, West 
and Gamage (2001) develop a non-linear I-O model and Cai et al. (2006) extend I-O model with 
linkage analysis. In the literature (for example, Wagner, 1997; Dwyer et al., 2010) models are also 
discussed that, although similar in structure to I-O models, are based on Social Accounting Matrices 
(SAMs) instead of I-O tables. Besides the information contained in an I-O table, a SAM also reveals 
details about the transfer of money between industries and institutions and includes market and non-
market financial flows. Thus, multipliers based on a SAM account for the distributional consequences 
of ‘shocks to final demand’ and allow for a more detailed calculation of secondary impacts. Although 
these adjustments and extensions do not give I-O models the same level of sophistication as CGE-
models (Dwyer, Forsyth, & Spurr, 2006), they bring them closer to reality.
2.5.4 Archer’s ad hoc model 
As a solution to high data demand of I-O models, Archer and Owen (1972) developed a model, 
based on a combination of Keynesian theory and a limited I-O model, focusing on industries 
considered most relevant to tourism. The basic ad hoc model has since been reworked, improved, 
tested and applied on many occasions, and is well documented in the literature (for example, Milne, 
1987).
2.5.5 CGE models
In general eqilibrium (GE) models the assumption ‘no scarcity of production factors’ underlying the 
four previous models is removed. As a result, some output gains – potentially induced by multiplier 
effects – are dampened by price increases. Furthermore, production factors may reallocate across 
industries. Economies are considered integrated wholes, in which many feedback mechanisms 
operate (for example, Adams & Parmenter, 1995; Copeland, 1991; Dwyer et al., 2004):
• Price changes make goods, services and production factors more or less expensive to buy.
• Making production factors available for an activity means that alternative activities have fewer 
resources.
• When consumers spend on new activities they divert spending away from other goods.
• Governments can spend money, but to do so they must raise taxes (or debt) meaning that other 
actors in the economy can spend less.
• Markets may not perform well; market imperfections can, for example, lead to unemployment.
Underlying GE models is reasoning that, because of feedback effects, a change in final demand 
results in a change in the pattern of economic activity that may or may not be accompanied by an 
increase in overall economic activity (Dwyer et al., 2004).
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GE-models come in many forms, differing in model structure, complexity, and assumptions. In 
general, however, they can be seen as extended I-O models, with explicit demand groups (such as 
households), markets for goods, services and production factors (each with its own set of economic 
rules) and links between markets (for example, Blake et al., 2001; Pao, 2005; Zhang, 2002). 
Increasingly, computable general equilibrium (CGE) models are also available. These models can be 
used to simulate and calculate economy-wide impacts of shocks such as tax changes or exogenous 
demand changes (for example, Dwyer et al., 2007; Narayan, 2004).
2.6 Scores of models on the essential criteria
In Table 2.5 arguments given by other scholars are used to compare the models regarding each of 
the 24 essential criteria. Some closely related essential criteria (such as direct and indirect impacts) 
are discussed under one header. In Table 2.6 arguments from Table 2.5 are used to determine, for 
each criterion separately, which model is the first or second choice preference. 
An important consideration is that some advantages and disadvantages, as presented in general 
terms in Table 2.5, in reality depend on the context. Low data-efficiency (1C) of CGE-models, for 
example, can be exaggerated at a regional or local level, because more of the data needed is not 
available in these contexts; the scores of models on comparability and appropriateness depend on 
which models are applied in EIAs to which the results will be compared, and the structure of the local 
economy respectively.
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Table 2.5 Scores of models on essential criteria
Efficiency: data, time, cost (Group 1)
All models Time- and cost-efficiency depend, to a large degree, on the amount of data-collection needed (data-
efficiency).
Ex. base Less data is required than for the other models and the data needed to calculate the export base multiplier 
is usually available in existing statistics. The change in visitor spending needs to be known (Loveridge, 2004; 
Schaffer, 1999).
Keynes A substantial amount of data is needed, but still less than for I-O / CGE models. The change in visitor 
spending needs to be known (Gasparino et al., 2008; Sinclair & Sutcliffe, 1982).
Ad hoc A substantial amount of data is needed, but still less than for I-O / CGE models. The change in visitor 
spending needs to be known (e.g. Archer & Owen, 1972; Baaijens et al., 1998; Milne, 1987).
I-O Creating an I-O table is cost- and time-consuming. The change in visitor spending needs to be known, 
subdivided per industry (e.g. Fletcher, 1989; Hórvath & Frechtling, 1999; Wagner, 1997).
CGE Creating a SAM, the basis of a CGE-model, is cost- and time-consuming. When a CGE and I-O model are 
both available time, money and data demands of applying them are much the same. The change in visitor 
spending needs to be known, subdivided per industry (e.g. Dwyer et al., 2004; Sugiyarto et al., 2003; Zhou 
et al., 1997).
Standardisation and comparability (Group 3)
Ex. Base / Keynes / 
Ad hoc / I-O
The basic structures of these models are well established and can be seen as standardised. Different variants 
of the basic models have been developed, which reduces comparability (e.g. Briassoulis, 1991; Milne, 1987; 
Sinclair & Sutcliffe, 1982).
Ex. Base / Ad hoc Subjective choices need to be made about which industries to include as basic, reducing standardisation and 
comparability (Loveridge, 2004).
I-O / Ad hoc I-O models and Ad hoc models are the predominant models used in EIAs in tourism. The chance that results 
of EIAs can be compared to those of other EIAs increases if one of these models is applied (e.g. Archer, 
1995; Dwyer et al., 2004; Fletcher, 1989).
CGE CGE-models are extensively used to estimate impacts, in applications across many industries. In tourism CGE 
models are also used, but until now to a lesser degree. CGE-models are not standardised; they come in many 
shapes, differing substantially in e.g. model structure, complexity, and assumptions (e.g. Blake et al., 2003; 
Copeland, 1991; Dwyer et al., 2004).
Appropriateness of model (Group 3)
Ex. Base / Keynes 
/ Ad hoc / I-O
These models are appropriate to trace the impacts of specific ‘economic shocks’, in a one-way deterministic 
system. They show short-run impacts in certain industries, and they are based on strong assumptions. 
Through adjustments and extensions some assumptions can be relaxed (e.g. Archer, 1982; Blake et al., 2001; 
Fletcher, 1989).
CGE CGE-models can be used for ‘what if’ simulations: Initial ‘economic shocks’ can originate anywhere in the 
economy and can be anything that occurs in an economy (e.g. population growth, demand and policy 
changes). CGE-models are appropriate in many situations; the structure and assumptions can be adjusted to 
the question and context underlying the EIA (e.g. Blake et al., 2006; Loveridge, 2004; Sugiyarto et al., 2003).
Transparent results (Group 4)
Export base / 
Keynes / Ad hoc 
/ I-O
Predictable results: Increases in visitor spending lead to positive impacts. The technical details and limitations 
of these models are not always completely understood, which can lead to wrong interpretations (e.g. Archer, 
1982; Dwyer et al., 2004; Hórvath & Frechtling, 1999).
CGE Unpredictable results: Increases in visitor spending do not necessarily lead to positive impacts. Results are 
not always what clients expect or are hoping for. The results can be less transparent and difficult to explain 
(e.g. Dwyer et al., 2004; Jansen, 2008; Sugiyarto et al., 2003).
Trust in model (Group 5)
Ex. Base / Keynes 
/ Ad hoc / I-O
Development and applications of these models are well documented in the literature (Schaffer, 1999; 
Sinclair & Sutcliffe, 1982).
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Ad hoc / I-O Ad hoc and I-O models have been applied many times (in general and specifically in tourism) and score high 
on familiarity, which contributes to trust (e.g. Archer, 1995; Horváth & Frechtling, 1999; Zhang, 2002).
CGE CGE-models are still a relatively new development in tourism (Sugiyarto et al., 2003).
Sensitivity analysis of model and definitions (Group 6)
All models All models offer possibilities for sensitivity analysis. The consequences of changing the definitions and 
delineations used in the EIA can be shown, e.g. the consequences of including (or not) certain types of 
visitor spending. I-O and especially CGE-models are more flexible; they offer most possibilities for sensitivity 
analysis. 
Ex. Base / Keynes 
/ Ad hoc / I-O
The (implicit) assumptions of these models are highly stylized. The possibilities for sensitivity analyses 
regarding the structure of the model are limited (Dwyer et al., 2004; Dwyer et al., 2005; Dwyer, Forsyth, & 
Spurr, 2006).
CGE Compared to the other models CGE-models are most comprehensive, hence more assumptions must 
be (explicitly) made: Behavioural assumptions (e.g. elasticities) and production assumptions (e.g. scale 
economies). These assumptions can however be made transparent and sensitivity can be tested (e.g. Adams 
& Parmenter, 1995; Blake et al., 2003; Dwyer et al., 2004).
Disequilibrium / market imperfections (Group 7)
Ex. Base / Keynes 
/ Ad hoc / I-O
These models typically assume equilibrium between demand and supply of goods and services and perfect 
competition (e.g. Archer, 1982; Jansen, 2008; Schaffer, 1999).
CGE CGE-models enable disequilibrium and market imperfections to be taken into consideration. Most CGE-
models however assume equilibrium of supply and demand on all markets (e.g. Copeland, 1991; Sugiyarto 
et al., 2003; Zhou et al., 1997).
Spending in traditional tourism industries / in all industries (Group 8)
Keynes In (basic) Keynesian models industries are not explicitly recognised (Schaffer, 1999).
Ex Base / Ad hoc Export base and ad hoc models are based on an average multiplier for a selection of industries. If visitor 
spending takes place in industries outside the traditional tourism industries, it might therefore be impossible 
to calculate the impacts (Baaijens et al., 1998; Milne, 1987).
I-O If the distribution of visitor spending over industries is known, no matter if these industries belong to 
traditional tourism industries or not, an I-O model can be used to calculate the impacts. The impacts can be 
shown per industry (Fletcher, 1989; West and Gamage, 2001).
CGE CGE-models can be used to calculate the impacts of ‘shocks’ originating anywhere in the economy, inside 
or outside traditional tourism industries. Impacts can be shown per industry (Blake et al., 2001; Dwyer et al., 
2007; Narayan, 2004).
Direct and indirect impacts (Group 9)
All models The purpose of all five models is to calculate the total of direct and secondary impacts. If interest is only in 
direct impacts it is not necessary to apply them (Frechtling, 1994a)
Ex. Base / Keynes 
/ Ad hoc
These models enable a calculation of indirect impacts. The realism of the results is however doubtful, 
because inter-industry linkages are not explicitly modelled (e.g. Archer & Owen, 1972; Heijman et al., 2002; 
Milne, 1987).
I-O I-O models are based on explicit inter-industry linkages, leading to more realistic results and a deeper 
understanding. Indirect impacts can be shown per industry (e.g. Archer & Fletcher, 1996; Hórvath & 
Frechtling, 1999; Loveridge, 2004).
CGE CGE-models produce detailed and realistic results. Indirect impacts are however not calculated separately. 
They are included among the total impacts. A CGE-model is capable of showing that industries directly or 
indirectly affected by tourism gain from increased visitor spending while other industries reduce output (e.g. 
Adams & Parmenter, 1995; Copeland, 1991; Narayan, 2004).
Impact on employment (Group 9)
All models For all five models an accurate / realistic assessment of employment impacts can be difficult because of 
issues such as seasonality, part-time jobs, and people holding multiple jobs (Briassoulis, 1991; Dwyer et al., 
2005; Dwyer, Forsyth, & Spurr, 2006).
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Ex. Base / Keynes 
/ Ad hoc
These models enable a calculation of direct and secondary impacts on employment (persons / FTE). 
Additional structures, with additional assumptions, complexities, and data demands, might be needed 
(Frechtling, 1994b; Horváth & Frechtling, 1999; Schaffer, 1999).
I-O I-O models enable a calculation of direct and secondary impacts on employment (persons / FTE). These 
impacts can be shown per industry. In (basic) I-O models the labour market is presented in a simplified 
manner (e.g. Archer & Fletcher, 1996; Daniels, 2004; Heng & Low, 1990)
CGE CGE-models enable a calculation of direct and secondary impacts on employment (persons / FTE). These 
impacts can be shown per industry. In CGE-models more realistic assumptions can be used regarding the 
functioning of the labour market (e.g. Tourism South East, 2008; Zhang, 2002; Zhou et al., 1997).
Impact on value added, tax income and production (Group 9)
Ex. Base / Keynes 
/ Ad hoc
These models enable a calculation of direct and secondary impacts on value added, tax income, and 
production. Additional structures might be needed (Frechtling, 1994b; Schaffer, 1999).
I-O I-O models enable a calculation of direct and secondary impacts on value added, tax income, and 
production. The results can be shown per industry (e.g. Archer & Fletcher, 1996; Heng & Low, 1990; Hórvath 
& Frechtling, 1999).
CGE CGE-models enable a calculation of direct and secondary impacts on value added, tax income, and 
production. The results can be shown per industry. More realistic assumptions can be used (e.g. Blake et al., 
2003; Schaffer, 1999; Zhou et al., 1997).
Impact per visitor category (Group 9)
All models All five models enable a calculation of impacts per visitor category; under the condition information is 
available on spending per visitor category.
I-O / CGE I-O- and CGE-models enable the distribution of visitor spending over industries, which might be different per 
category of visitors, to be fed directly into the models. This enables a more detailed analysis of the impacts 
per visitor category (Briassoulis, 1991; Frechtling, 1994b; Heng & Low, 1990).
Negative externalities (Group 10)
All models In their basic form none of the models give insight into negative externalities. In the literature some further 
developed (I-O / CGE) models are described which are suited for this (Gasparino et al., 2008; Sugiyarto et al., 
2003).
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Table 2.6 Scores of models on essential criteria
Rank Criteria Export 
base
Keynes Ad 
hoc
I-O CGE
1 Direct impacts (9I)
2 Transparent results (4E) 1st 1st 1st 2nd
3 Spending in traditional tourism industries (8A) 2nd 1st
4 Impact on value added (9B) 2nd 1st
5 Impact on employed persons (9F) 2nd 1st
6 Impact per visitor category (9L) 2nd 1st
7 Spending in all industries (8B) 2nd 1st
8 Impact on employed FTEs (9G) 2nd 1st
9 Data-efficiency (1C) 1st 2nd 2nd
10 Trust in model (5A) 2nd 2nd 1st 1st
11 Impact on tax income (9E) 2nd 1st
12 Compare tourism destinations (3B) 2nd 1st
13 Impact on production (9A) 2nd 1st
14 Cost-efficiency (1A) 1st 2nd 2nd
15 Appropriate model (3F) 2nd 1st
16 Temporal comparison (3D) 2nd 1st
17 Time-efficiency (1B) 1st 2nd 2nd
18 Indirect impacts (9J) 2nd 2nd 2nd 1st
19 Standardisation (3A) 2nd 1st 2nd 1st
20 Compare geographical levels (3C) 2nd 1st
21 Negative externalities (10B)
22 Sensitivity analysis of model (6B) 2nd 1st
23 Sensitivity analysis of definitions (6A) 2nd 1st
24 Disequilibrium / market imperfections (7D) 1st
1st: The model is the 1st choice preference on this criterion
2nd: The model is the 2nd choice preference on this criterion
Blank cell: A model is not the 1st of 2nd choice preference on this criterion
In Table 2.6 it can be seen that, if interest is only in a calculation of direct impacts (9I) – the 
number one criterion – none of these five models is preferred. Although the information contained in 
an I-O or SAM table can be useful, calculation of direct impact only does not require the application 
of any of the five models. Correctly estimating the change in visitor spending, and then making 
the translation to direct impacts in terms of changes in value added, profit, (tax) income, and 
employment, is nonetheless a very important first step in impact analysis. There is no preferred 
choice of a model on the criterion of negative externalities (10B). Although it is not impossible, with 
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additional structures, to use the models (for example, I-O or CGE) to calculate negative externalities, 
this does not apply to the models in their basic form.
Table 2.6 also shows that, because of their more realistic assumptions, CGE- models are the 
preferred choice according to many criteria. However, they do not ‘score’ high on transparency, 
efficiency and comparability. Keynesian, export base and ad hoc models offer advantages for 
these criteria, but the realism of their results is limited. For many of the criteria, I-O models are an 
‘in-between’ option. From this the conclusion can be drawn that, with awareness of their obvious 
shortcomings, I-O models seem to offer good potential for application in a tourism context. 
Extensions to I-O models, to relax some of their strong assumptions and bring them closer to reality, 
could make them even more ‘ideal’ for application to EIAs in tourism. Developing I-O models in the 
direction of CGE-models by, for example, introducing price effects, substitution effects or limited 
budgets thus shows promise. The challenge is, however, to maintain a balance between the added 
value in terms of more realism and detail of results and additional complexities and inefficiencies 
(data, time, money) that are introduced. An ‘ideal model’ for many applications of EIAs in tourism 
could be found somewhere in between I-O- and CGE-models.
2.7 Conclusions
This chapter provides an overview and evaluation of criteria that can be used to evaluate, compare 
and select an appropriate model for EIAs in tourism. Of the list of 52 potentially relevant criteria that 
were found in the review of the literature, 24 are seen as essential criteria. This selection includes 
criteria that are considered ‘essential’ or ‘important’ by at least 75% of experts and criteria on which 
there are significant differences in opinion between academics and practitioners. The essential 
criteria were used to compare five models. CGE- models offer realistic results, but are not preferred 
on criteria related to transparency, efficiency and comparability. Export base, Keynesian and ad hoc 
models score high on these criteria, but their results do not represent the true functioning of the 
economy. For many essential criteria I-O models are the compromise. This leads to the conclusion 
that I-O models offer potential to be applied in a tourism context, especially if extensions can bring 
them closer to reality without making them too complex and (cost, time and data) inefficient.
Important advice to clients when hiring experts to carry out EIAs and to experts themselves is that 
the choice of a model needs to be based on a context- specific set of criteria. The essential criteria 
can be the starting point, adding or taking out criteria dependent on the specific question and 
context. Conscious choices also need to be made about the weighing of criteria. Is improving realism 
important enough to justify investing additional time and money? This selection process could 
lead to the application of one of the five models discussed above, but the questions and context 
underlying an EIA could also require application of a different model.
Some limitations are introduced by the methodology. First, there is no guarantee the list of 52 
criteria is complete. As the expert interviews demonstrated, it is possible to come up with additional 
criteria. Besides the suggestions of the experts, other examples of additional criteria are ‘Ability 
of models to calculate impacts of (changes in) outbound/domestic tourism’, ‘Ability of models to 
calculate impacts on the balance of payment’, and ‘Ability of models to show impacts on the long-
term growth trajectory of the economy’. Second, a pragmatic choice had to be made when to stop 
contacting new experts. The second round of expert interviews could have led to a third round, 
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and a fourth, and so on. The inclusion of more experts could have led to different scores of criteria, 
different motivations or additional criteria. Lastly, there are limitations related to the comparison 
of these models. Other models that could have been analysed are for example, variants of the 
five ‘basic’ models. Furthermore, instead of using literature to compare models, a useful direction 
for future research would be to apply different models to the same case study. By evaluating and 
comparing the results, conclusions could be drawn about the appropriateness and realism of the 
models.
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3. Location quotient methods19
3.1 Introduction
Input-Output (I-O) analysis is a method to calculate the output required per industry to satisfy 
(a change of) final demand. In spite of the gradual increase of the usage of Computable General 
Equilibrium (CGE) models (Dwyer et al., 2004) I-O analysis is still commonly applied in impact 
studies in tourism, for reasons of data availability, comparability, and simplicity (Sun & Wong, 2014). 
Applications can be found in many scientific studies (e.g. Çela, et al., 2009; Hanly, 2012; Kashian 
& Pfeifer-Luckett, 2011) and also among consultancy firms it is a popular tool. I-O analysis requires 
the existence of I-O coefficients20, that show the intermediate delivery of supplying industry i to 
demanding industry j for the production of one unit of output by demanding industry j. These I-O 
coefficients can be derived from an I-O table. To carry out I-O analysis on a regional level, which is 
often the case for impact studies in tourism, the I-O table should be specific for this spatial scale 
(Richardson, 1985). When a regional I-O table (RIOT) does not exist several methods exist to create 
such a table. 
These methods are often categorized into non-survey methods (deriving regional I-O coefficients 
(RIOCs) from the national I-O table, through mathematical procedures), survey methods (based 
solely on regional data, obtained from expert interviews, survey of industries and final consumers) 
and hybrid methods (non-survey methods combined with regional data) (Bonfiglio & Chelli, 2008; 
Jensen, 1990)21. Although non-survey methods are sometimes criticised as being highly pragmatic 
in style, and lacking theoretical and empirical support and logical consistency, there are many 
(empirical) studies for which time, money, data or knowledge limitations rule out survey and hybrid 
methods (e.g. Flegg & Tohmo, 2011). Within the non-survey methods there are three subcategories: 
Commodity Balance methods, Location Quotient (LQ) methods, and Iterative Balance methods 
(Kowalewski, 2012; Kronenberg, 2009; Round, 1983). In a Commodity Balance Method (Isard, 1953) 
estimated regional commodity demand (based on the national I-O table) is matched with regional 
commodity supplies to determine RIOCs (Flegg & Tohmo, n.d.; Kronenberg, 2009). LQ methods use 
information about relative industry sizes (on national and regional level) to determine export and 
import orientation of industries and RIOCs. In Iterative Balance Methods technical procedures, such 
as RAS or entropy-maximising techniques, are used to adjust first-round estimates of RIOCs to satisfy 
certain known constraints (e.g. total intermediate sales in a region). 
This chapter deals with the subcategory of LQ methods. When the choice is made to apply 
a LQ method, the researcher has to decide which LQ method to use, since several alternatives 
are available. The four LQ methods most often discussed in the literature and used in empirical 
19 Accepted for publication as a chapter in the book ‘Advances in Tourism Economics’ (Springer Series, Edited by Nijkamp, 
Matias, and Romão)
20 Also for CGE Models, that can be seen as extension of I-O models, an I-O table is required as part of the Social Accounting 
Matrix (Zhou et al., 1997).
21 Boundaries between categories are, to some degree, arbitrary (Richardson, 1985): Mathematical procedures applied in 
non-survey methods require some regional-level data (Morrison & Smith, 1974; Round, 1983) and survey method are based 
to some degree on mathematical procedures and professional judgment, because some data will inevitably be unavailable 
(Jensen, 1990).
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applications (Flegg & Tohmo, 2013) are Simple Location Quotient (SLQ), Cross Industry Location 
Quotient (CILQ), Round’s Location Quotient (RLQ), and Flegg’s Location Quotient (FLQ). Several earlier 
studies have compared two or more of these LQ methods, attempting to measure which one comes 
closest to replicating ‘true values’ of RIOCs and to give insight into the ‘bias’ of the results. Overviews 
are given in Bonfiglio & Chelli (2008) and Round (1983). Most of these studies apply the same 
methodology. RIOC are derived from a national I-O table by applying different LQ methods. These 
RIOCs are then compared to ‘true’ (survey based) RIOCs (e.g. Harrigan et al., 1980; Harris & Liu, 1998; 
Morrison & Smith, 1974; Schaffer & Chu, 1969; Stevens et al., 1989). Bonfiglio and Chelli (2008) have 
the same objective but apply a different methodology. They use Monte Carlo simulations to generate 
random RIOTs (‘true RIOTs’), aggregate these to national I-O tables, apply different LQ methods to 
generate RIOTs, derive output multipliers and, finally, compare output multipliers based on the ‘true 
RIOTs’ to the ones based on the LQ methods, to determine which LQ methods comes closest to 
replicating ‘true’ output multipliers. 
In this chapter we have a different objective and methodology. Our objective is to provide an 
explanation for the sign of the difference between RIOCs calculated between two alternative 
LQ methods, for all combinations of demanding and supplying industries. Although the existing 
literature discusses differences between LQ methods and provides some explanations for ‘bias’ 
(e.g. explanations why FLQ is likely to lead to smaller RIOCs than the other three LQ methods for 
most combinations between demanding and supplying industries and why SLQ is likely to lead to 
overestimated RIOCs) a structured and complete analysis of the differences was missing. To achieve 
this objective we use the formulas of the LQ methods to determine a ranking in size of the RIOCs, 
generated by the LQ methods, for all possible combinations of demanding and supplying industries. 
Furthermore, we derive and discuss the differences in ranking of the size of total output multipliers. 
The chapter can help a researcher to choose the most appropriate LQ method to generate a RIOT for 
regional I-O analysis.
The remainder of this chapter is organised as follows. In section 2 we describe the four LQ 
methods. In section 3 we determine the ranking in size of RIOCs. Section 4 discussed the implications 
for the ranking in size of total output multipliers. In section 5 RIOCs and total output multipliers are 
calculated for the region of Antwerp (Belgium). Section 6 draws conclusions.
3.2 Location quotient methods
3.2.1 Simple Location Quotient
The SLQ is given by equation 3.1:
(3.1)
SLQi is the SLQ of the intermediate supply of supplying industry i to demanding industry j, x is output, 
R and N refer to the region and the nation, I is the output of supplying industry i on the regional level 
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(ex luding imports), ti j are trade coefficients (Round, 1983) equalling th share of within region 
supply in total upply of in ermediate i p t i, and ai j are RIOCs. 
When SLQi > 1 it is assume  that supplying industry i is sufficiently present i   region to fulfil the 
needs of all demanding industries, which implies that the trade coefficients equal one and the RIOC
and natio al I-O coefficients ar  equal (Flegg & Tohmo, 2011; Flegg & Webber, 1997; Round, 1983). 
When SLQi < 1 it is assumed that s pplying industry i is not sufficiently present at the regional level 
to fulfil he n eds of demanding industries and import from other regions is required. The trade 
coefficien  is then equal to SLQi and th  RIOC is smaller t a the national I-O coefficien . 
This rocedure implies that SLQ is based on maximal intraregional trade and mi imal interregional 
trade (Buyst & Bilsen, 2000; Flegg & Tohmo, n.d., 2011, 2013; Kronenberg, 2009). When SLQi > 1 
supplying indust y i sells to ind stries in the region and expo t  any surplus. When SLQi < 1 
supplying industry i sells to demanding industries in the region and the re ai er is impo t d f om 
other egions. In both cases there is no cross-hauling (simult neous exporting and importi  of 
commodities produced by the s me supplying indu try). In reality cross-hauling can exist because 
of the heterogeneity of a product. Supplying industries can produce different varieties of a product 
and demanding industries are not necessarily indifferent for the differences in varieties (Kronenberg, 
2009). Not taking into account cross-hauling, which can lead to overestimated RIOCs, might be 
particularly problematic in smaller regions, where cross-hauling is likely to be a particularly important 
feature (Harris & Liu, 1998). 
An important assumption underlying SLQ is that the production structures of demanding 
industries are equal on the national and the regional level. SLQ only corrects for the fact that some 
commodities are supplied from outside the region. This assumption is not specific for SLQ; it is used 
by all four LQ methods (Bonfiglio & Chelli, 2008; Flegg & Webber, 1997; Round, 1983; Stoeckl, 2010).
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3.2.2 Cross Industry Location Quotient
The CILQ, attributed by Schaffer and Chu (1969) to Charles Leven, is given by
(3.5)
(3.6)
where CILQi j is the CILQ of the intermediate supply from supplying industry i to demanding industry j 
and J is the output of demanding industry j on the regional level relative to the output of demanding 
industry j on the national level (
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3.2.2 Cross Industry Location Quotient 
 
The CILQ, attributed by Schaffer and Chu (1969) to Charles Leven, is given by: 
 
 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶%& =
𝑆𝑆𝐶𝐶𝐶𝐶%
𝑆𝑆𝐶𝐶𝐶𝐶&
=
𝑥𝑥%
* 𝑥𝑥%
+
𝑥𝑥* 𝑥𝑥+
𝑥𝑥&
* 𝑥𝑥&
+
𝑥𝑥* 𝑥𝑥+
=
𝐶𝐶
𝑆𝑆
𝐽𝐽
𝑆𝑆
=
𝐶𝐶
𝐽𝐽
 
(3.5) 
 𝑡𝑡%& =
𝑖𝑖𝑖𝑖	𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶%& ≥ 1, 𝑡𝑡%& = 1
𝑖𝑖𝑖𝑖	𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶%& < 1, 𝑡𝑡%& = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶%&
 
(3.6) 
 
Where 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶%& is the CILQ of the intermediate supply from supplying industry 𝑖𝑖 to demanding industry 𝑗𝑗	and 𝐽𝐽 is the outp t 
of demanding industry 𝑗𝑗 on the regional level relative to the output of demanding i stry 𝑗𝑗  i l l 𝑥𝑥&
* 𝑥𝑥&
+  
29. The amount of intra- and interregional trade is determined by the ratio of 𝐶𝐶 and 𝐽𝐽. When applying SLQ to a supplying 
industry 𝑖𝑖	for which 𝑆𝑆𝐶𝐶𝐶𝐶% < 1  it assumed that this supplying industry is unable to fulfil the demand of any demanding 
industry, leading to imports. When applying CILQ to the same supplying industry less or even no imports are assumed to be 
required, when this supplying industries is confronted with a demanding industry for which 𝑆𝑆𝐶𝐶𝐶𝐶& < 1. In these cases the 
application of SLQ might lead to an underestimation of the RIOCs, which is avoided by CILQ. CILQ also leaves open the 
possibility of cross-hauling. Even when a supplying industry is well represented in the region (𝑆𝑆𝐶𝐶𝐶𝐶% > 1) commodities 
supplied by this industry are still imported when 𝑆𝑆𝐶𝐶𝐶𝐶& > 𝑆𝑆𝐶𝐶𝐶𝐶% (Flegg & Webber, 1997). Finally, note that CILQ does not take 
into account regional size (the factors 𝑆𝑆 in the nominator and denominator cancel out).  
 
3.2.3 Round’s Location Quotient 
 
According to Round (1978) LQ methods should take into account both the size of supplying and demanding industries and 
regional size. This criterion is fulfilled by neither SLQ nor CILQ. Round (1978) has therefore developed an alternative, called 
RLQ: 
 
 
𝑅𝑅𝐶𝐶𝐶𝐶%& =
𝑆𝑆𝐶𝐶𝐶𝐶%
𝐶𝐶𝐿𝐿𝐿𝐿<(1 + 𝑆𝑆𝐶𝐶𝐶𝐶&)
=
𝑥𝑥%
* 𝑥𝑥%
+
𝑥𝑥* 𝑥𝑥+
𝐶𝐶𝐿𝐿𝐿𝐿<(1 +
𝑥𝑥&
* 𝑥𝑥&
+
𝑥𝑥* 𝑥𝑥+)
=
𝐶𝐶 𝑆𝑆
𝐶𝐶𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
 
(3.7) 
 𝑡𝑡%& =
𝑖𝑖𝑖𝑖	𝑅𝑅𝐶𝐶𝐶𝐶%& ≥ 1, 𝑡𝑡%& = 1
𝑖𝑖𝑖𝑖	𝑅𝑅𝐶𝐶𝐶𝐶% < 1, 𝑡𝑡%& = 𝑅𝑅𝐶𝐶𝐶𝐶%&
 
(3.8) 
 
                                                       
 
29 Morrison and Smith (1974) have suggested a modification to CILQBC. They proposed that CILQBC should be replaced with SLQB along the primary 
axis (when i = j). The original formula namely implies that supplying sector i can always meet the demand for its commodities from its own industries 
(internal deliveries from and to sector i), independently of sector size. In this chapter we use the originalCILQBC.
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When applying CILQ to the a  supplying industry less or even no imports are assumed to be 
requ red, when this supplying industries is confronted with a demanding industry for which SLQj > 1. 
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represented in the region (SLQi < 1) commodities supplied by this industry are still imported when 
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3.2.3 Round’s Location Quotient
According to Rou  (1978) LQ methods should take into account both the size of supplying and 
d man ing industries and regional size. This criterion is fulfilled by neither SLQ nor CILQ. Round 
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22 Morrison and Smith (1974) have suggested a modification to CILQ. They proposed that CILQ  should be replaced with SLQ 
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RLQi j is RLQ of the intermediate supply from supplying industry i to demanding industry j. Regional 
size is taken into account because of the logistic transformation, which implies that the factors S in 
the nominator and denominator do not cancel out. RLQ was developed in such a way to produce a 
LQ that is ‘in between’ SLQ and CILQ.
3.2.4 Flegg’s Location Quotient
The final LQ method, FLQ, is based on the idea that, even though CILQ allows for cross-hauling, 
the phenomenon is underestimated and no account is taken of the role of regional size. Flegg et al 
(1995) base their own LQ method on the hypothesis that there is an inverse relationship between 
regional size on the one hand and heterogeneity and cross-hauling on the other hand. In a larger 
region supplying industries are likely to produce more heterogeneous commodities, making it easier 
for supplying industries to accommodate demand, and cross-hauling is less likely to occur23. 
(3.9)
(3.10)
(3.11)
FLQi j is FLQ of the intermediate supply from supplying industry i to demanding industry j. CILQi j is 
decreased by the regional scalar λβ, which is inversely related to regional size.
Responding the criticism by Brand (1997) Flegg and Webber (1997) have later developed a 
modified function for the regional scalar λ*, which replaces λβ in (3.10).
(3.12)
δ is a weighting parameter for the size of the region. The new regional scalar is more sensitive for 
changes in S. Our analysis is based on this modified formula. 
Flegg and Webber (1997) present the FLQ as an improvement on all three earlier LQ methods. 
In SLQ cross-hauling is not possible and regional size is included in a manner Flegg and Webber 
(1997) deem to be counter-intuitive, as for a given I and J the smaller the region (S) the smaller 
the allowance for imports. CILQ does allow for cross-hauling, but not enough corrections are made 
and regional size does not enter the equation. RLQ allows for cross-hauling and takes into accounts 
regional size, but Flegg and Webber (1997) are critical on the ‘implicit and obscure’ way this enters 
the equation (via the logistic transformation). More importantly, RLQ suffers from the same weakness 
23 Questions can be raised regarding the manner in which Flegg et al (1995) have included this relationship in the FLQ formula: 
Do heterogeneity of supply and cross-hauling only depend on regional size (as assumed by FLQ)? Or does this (partly) depend 
on the size of supplying industries? (Kowalewski, 2012) Or are there other intervening factors?
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as SLQ in that bigger regional imports are allowed in a larger region than in a smaller one that is 
equivalent in all other aspects.
3.3 Ranking in size of regional I-O coefficients
In this section we determined the ranking in size of the RIOCs generated by the four LQ methods, 
for any combination between demanding and supplying industries. This requires, however, that we 
first establish the ranking in size of LQs and trade coefficients.
3.3.1 Location quotients
Equation 3.13 calculates the difference between two LQs:
(3.13)
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Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
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'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we can determine the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Difference between location quotients and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
     
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁. 𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝐿𝐿𝐿𝐿< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
Based on these conditions we conclude that the sign of the difference between the LQ for any combination between 
demanding and supplying industry depends on 𝐽𝐽 (output of demanding industry	𝑗𝑗	on the regional level relative to the output 
of demanding industry 𝑗𝑗 on the national level), relative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. Table 3.2 show this ranking in size, for all values of 
𝐽𝐽, and figure 3.1 provides a graphical illustration. When 𝐽𝐽 = 𝑆𝑆 then SLQ = CILQ = RLQ. When 𝐽𝐽 < 𝑆𝑆 then CILQ is larger than 
SLQ and when 𝐽𝐽 > 𝑆𝑆	then CILQ is smaller than SLQ. The explanation is that CILQ decreases when 𝐽𝐽 increases, while SLQ is 
independent of 𝐽𝐽. As mentioned in the previous section, RLQ produces LQs that are ‘in between’ SLQ and CILQ. When 𝐽𝐽 < 𝑆𝑆 
the ranking in size is CILQ > RLQ > SLQ and when 𝐽𝐽 > 𝑆𝑆 the ranking in size is reversed. To generate FLQs values of CILQs are 
lowered by a factor  𝜆𝜆∗, to account for cross-hauling and avoid overestimation of RIOCs. FLQ produces the smallest LQs when 
𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. When 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ then SLQ is smaller and when 𝐽𝐽 < 𝑍𝑍∗ both SLQ and RLQ are smaller. 
 
Table 3.2 Ranking in size of location quotients 
𝐽𝐽 < 𝑍𝑍∗ 𝐽𝐽 = 𝑍𝑍∗ 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
CILQ CILQ CILQ CILQ CILQ 
CILQ = RLQ = SLQ 
SLQ 
FLQ 
FLQ = RLQ 
RLQ RLQ RLQ RLQ 
RLQ FLQ 
FLQ = SLQ 
SLQ CILQ 
SLQ SLQ SLQ FLQ FLQ FLQ 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
   f r l i  i tr  i a  a i  i str  j, 
generated by LQ methods A and B. The third column of Table 3.1 shows the results for 
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RLQ SLQ 
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𝐼𝐼
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𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
     
RLQ CILQ 
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𝐼𝐼
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1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
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FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
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−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁. 𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
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𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
Bas d  th s  cond tions we c ncl de that the sign of the difference between the LQ for any combination between 
demanding and supplying industry depends on 𝐽𝐽 (output of demanding industry	𝑗𝑗	on the regional level relative to the output 
of demanding i dustry 𝑗𝑗 on the national level), relative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. Table 3.2 show this ranking in size, for all values of 
𝐽𝐽, and figure 3.1 provides a graphical illustration. When 𝐽𝐽 = 𝑆𝑆 then SLQ = CILQ = RLQ. When 𝐽𝐽 < 𝑆𝑆 then CILQ is larger than 
SLQ and when 𝐽𝐽 > 𝑆𝑆	then CILQ is smaller than SLQ. The explanation is that CILQ decreases when 𝐽𝐽 increases, while SLQ is 
independent of 𝐽𝐽. As mentioned in the previous section, RLQ produces LQs that are ‘in between’ SLQ and CILQ. When 𝐽𝐽 < 𝑆𝑆 
the ranking in ize is CILQ > RLQ > SLQ and when 𝐽𝐽 > 𝑆𝑆 the ranking in size is reversed. To generate FLQs values of CILQs are 
lower d by a factor  𝜆𝜆∗, to account for cross-hauling and avoid overestimation of RIOCs. FLQ produces the smallest LQs when 
𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. When 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ then SLQ is smaller and when 𝐽𝐽 < 𝑍𝑍∗ both SLQ and RLQ are smaller. 
 
Table 3.2 Ranking in size of location quotients 
𝐽𝐽 < 𝑍𝑍∗ 𝐽𝐽 = 𝑍𝑍∗ 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
CIL  CILQ CILQ CILQ CILQ 
CILQ = RLQ = SLQ 
SLQ 
FLQ 
FLQ = RLQ 
RL  RLQ RLQ RLQ 
RL  FL  
FLQ = SLQ 
SLQ CILQ 
SLQ SLQ SLQ FLQ FLQ FLQ 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
. 
Note that 
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In this ection e deter ined the ranking in size of the RIOCs generated by th  four LQ ethods, for any combination 
between demanding and supplyi g i dustries. This requires, however, that we first stablish h  ranking in size of LQs and 
trade coeffici nts. 
 
. .1 Location quotien s 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the ifference between the LQs for supplying industry 𝑖𝑖 and d manding ndustry 𝑗𝑗, generated by LQ 
methods A and B. The third column of Table 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we can determine the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positiv  and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Difference between location quotients and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CI SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
     
RL  CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁. 𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝐿𝐿𝐿𝐿< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
Based on hese conditions we conclude that he sign of the difference between t e LQ for any combin tion b tw en 
d manding and supplying industry depends on 𝐽𝐽 (output of demanding industry	𝑗𝑗	on the r gional level r la ive o the output 
of demanding industry 𝑗𝑗 on the n tional lev l), re tive to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. T ble 3.2 show this ranking in size, for al  values of 
𝐽𝐽, and figure 3.1 provides a graph cal illus ration. When 𝐽𝐽 = 𝑆𝑆 then SLQ = CILQ = RLQ. When 𝐽𝐽 < 𝑆𝑆 then CILQ is larger than 
SLQ and when 𝐽𝐽 > 𝑆𝑆	then CILQ is smaller than SLQ. The explanation is that CILQ decreases when 𝐽𝐽 increases, while SLQ is 
independent of 𝐽𝐽. As mentioned in the previous secti n, RLQ produces LQs that are ‘in between’ SLQ and CILQ. Whe  𝐽𝐽 < 𝑆𝑆 
the ranking in size is CILQ > RLQ > SLQ and when 𝐽𝐽 > 𝑆𝑆 the ranking in size is revers . To generate FLQs values o  CILQs are 
lowered by a factor  𝜆𝜆∗, to account for cross-hauling and avoid overestimation of RIOCs. FLQ produces the smallest LQs when 
𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. When 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ then SLQ is smaller and when 𝐽𝐽 < 𝑍𝑍∗ both SLQ and RLQ are smaller. 
 
Table 3.2 Ranking in size of location quotients 
𝐽𝐽 < 𝑍𝑍∗ 𝐽𝐽 = 𝑍𝑍∗ 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
CILQ CILQ CILQ CILQ CILQ 
CILQ = RLQ = SLQ 
SLQ 
FLQ 
FLQ = RLQ 
RLQ RLQ RLQ RLQ 
RLQ FLQ 
FLQ = SLQ 
SLQ CILQ 
SLQ SLQ SLQ FLQ FLQ FLQ 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
equal to -
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In this s ction we determin d the ranking in size of the RIOCs g erat d by the four LQ etho s, for any combination 
betw en demanding and su plying industries. This requir s, however, t at we first establish the ranking in size of LQs and 
trade co fficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 cal ulates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Wh  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the diff rence between the LQ  for supplying i ustry 𝑖𝑖 and ma ding industry 𝑗𝑗, generated by LQ 
me o s A and B. The third column of Table 3.1 shows the results f r 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Star ng from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) w a  etermi e the co diti ns u der which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (fin l c lumn).  
 
Table 3.1 Difference be ween location quotients and condit ons for a positive difference be ween location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
     
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁. 𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝐿𝐿𝐿𝐿< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sour es: Own calculations
 
Based  th s  condi ons we conclude that the sign of th  diff e ce between the LQ for any combination between 
demanding and su plying industry depends on 𝐽𝐽 (output f i  in str 	𝑗𝑗	 r gi l l l relative to the output 
of de anding industry 𝑗𝑗 on the national level), relative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. T ble 3.2 show this ranking in size, for all values of 
𝐽𝐽, and figure 3.1 provides a graphical illustration. Wh n 𝐽𝐽 = 𝑆𝑆 then = CILQ = RLQ. When 𝐽𝐽 < 𝑆𝑆 e CILQ is larger th n 
SLQ and when 𝐽𝐽 > 𝑆𝑆	then CI  is smaller than SLQ. The explanation is that CILQ decrea es wh n 𝐽𝐽 increa es, while S is 
independent of 𝐽𝐽. As me tion d n th  previ us s ction, RLQ produc s LQs that r  ‘in bet ee ’ SLQ and CILQ. W n 𝐽𝐽 < 𝑆𝑆 
the ranking in size is CILQ > RLQ > SLQ and when 𝐽𝐽 > 𝑆𝑆 th  ranking in size is reversed. T  generate FLQs values of CILQs are 
lowered by a factor  𝜆𝜆∗, to ccount for cross-hauling and av id overestimati n of RIOCs. FLQ produces the small st LQs when 
𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. Whe  𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ then SLQ is smaller and when 𝐽𝐽 < 𝑍𝑍∗ both SLQ and RLQ are smaller. 
 
Tabl 3.2 R nki g in size of location quotients 
𝐽𝐽 < 𝑍𝑍∗ 𝐽𝐽 = 𝑍𝑍∗ 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
CILQ CILQ CILQ CILQ CILQ 
CILQ = RLQ = SLQ 
SLQ 
FLQ 
FLQ = RLQ 
RLQ RLQ RLQ RLQ 
RLQ FLQ 
FLQ = SLQ 
SL  CILQ 
SLQ SLQ SLQ FLQ FLQ 
                           
 
31 B th λ∗ and Z∗ depend on S nd δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
m thematical ex rcise. Table 3A.1, however, shows values of Z* for ifferent values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 ne r the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
. Starting from e condit ons unde  which 
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In this s cti n we d termined the ranking in s ze of the RIOCs generated by the four LQ m thods, for any combi ation 
betw en mand ng and supplying industries. This requires, however, that we first establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference betwe  the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B. The third column f Table 3 1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is qual to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditi s under whic  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we can determine the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Diff rence be w en location quotients and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
     
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁. 𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝐿𝐿𝐿𝐿< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Ow  calculations 
 
Based n the e conditions we conclude that the sign of the diff rence between the LQ for any combi tion between
demanding and supply ng indust y depe ds on 𝐽𝐽 (output of demanding industry	𝑗𝑗	on the regi nal level relative to the output 
of d manding indust y 𝑗𝑗 o  th  national leve ), rel ve to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. Table 3.2 show this ranking in siz , for all values of 
𝐽𝐽, a d figure 3.1 provides a graphical illu tr tion. When 𝐽𝐽 = 𝑆𝑆 th n SLQ = CILQ = RLQ. When 𝐽𝐽 < 𝑆𝑆 t  CILQ is larger than 
SLQ and wh n 𝐽𝐽 > 𝑆𝑆	then CILQ is smaller t a SLQ. The expla ation is that CILQ decreases when 𝐽𝐽 increases, while SLQ is 
independent of 𝐽𝐽. As m tioned in th pr vious sectio , RLQ produces LQs that are ‘in between’ SLQ and CILQ. Wh n 𝐽𝐽 < 𝑆𝑆 
the ranking in size i  CILQ > RLQ > SLQ a d when 𝐽𝐽 > 𝑆𝑆 th  ranking in siz  is reversed. To generate FLQs values of CILQs are 
lowered by a factor  𝜆𝜆∗,  ac ount for cros -ha ling a d avoid overestima ion of RIOCs. FLQ produces the smallest LQs when 
𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. When 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ then SLQ is smaller and when 𝐽𝐽 < 𝑍𝑍∗ both SLQ and RLQ are smaller. 
 
Table 3.2 Ranking in size of location quotients 
𝐽𝐽 < 𝑍𝑍∗ 𝐽𝐽 = 𝑍𝑍∗ 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
CILQ CILQ CILQ CILQ CILQ 
CILQ = RLQ = SLQ 
SLQ 
FLQ 
FLQ = RLQ 
RLQ RLQ RLQ RLQ 
RLQ FLQ 
FLQ = SLQ 
SLQ CILQ 
SLQ SLQ SLQ FLQ FLQ FLQ 
                                                       
 
31 Both λ∗ and Z∗ depend on S nd δ. In (3.12 we est blishe that 𝜆𝜆∗ = [𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, h wever, shows s of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
 = 0 (f urth 
column) w can eter ine the conditions unde  which 
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In this sect on w  d termined the ranking  size of the RIOCs generated by the four LQ metho s, for any combination 
between demanding and supplying industries. This requires, however, that we first establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the differ nce betw en the LQs f r supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generate  by LQ 
methods A and B. The third col mn of Table 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. N t  that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions und r wh ch 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (f urth column) we can determine the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Difference between location quotients and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
     
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁. 𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝐿𝐿𝐿𝐿< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sourc s: Own calculations 
 
Based on these conditio s we c nclude at the sig  of he diff rence b tween he LQ for any combination twe n 
dem ding and supplying indu try depends on 𝐽𝐽 ( u put of demanding industry	𝑗𝑗	on the regional level relative to the output 
f dema ding indus ry 𝑗𝑗 on the natio al lev l), r lative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ nd 𝑍𝑍∗. Table 3.2 show this ranking in size, for all v lues of 
𝐽𝐽, and figure 3.1 pr vides a graphical illustra ion. Wh n 𝐽𝐽 = 𝑆𝑆 then SLQ = CILQ = RLQ. Whe  𝐽𝐽 < 𝑆𝑆 then CILQ is l ger than
SLQ and w n 𝐽𝐽 > 𝑆𝑆	th n CILQ is sm ller than SLQ. Th xplana ion is that CILQ decreases when 𝐽𝐽 increases, whil  SLQ is
independen  of 𝐽𝐽. As mention d i  the pr vious section, RLQ produces LQs t t ar ‘i  between’ SLQ and CILQ. Wh  𝐽𝐽 < 𝑆𝑆 
the ranki g in s ze is CILQ > RLQ > SLQ nd when 𝐽𝐽 > 𝑆𝑆 the ranking in size is r versed. T generate FLQs values of CILQs are 
low red by a factor  𝜆𝜆∗, to account for cross-hauli g and void overestimation of RIOCs. FLQ produces the smallest LQs when 
𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. When 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ then SLQ is smaller a d when 𝐽𝐽 < 𝑍𝑍∗ b th SLQ a d RLQ are smaller. 
 
Table 3.2 Ranking in size of location quotients 
𝐽𝐽 < 𝑍𝑍∗ 𝐽𝐽 = 𝑍𝑍∗ 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
CI CILQ CILQ CILQ CILQ 
CILQ = RLQ = SLQ 
SLQ 
FLQ 
FL  = RLQ 
RLQ RLQ RLQ RLQ 
RLQ FLQ 
FLQ = SLQ 
SLQ CILQ 
SLQ SLQ SLQ FLQ FLQ FLQ 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
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In this section w  determined the ranking in size of the RIOCs generated by the four LQ methods, for any combination 
betw en demand ng and supplying i dustrie . This r quir s, however, that we first establish the ranking in size of LQs and 
rade coefficients. 
 
3.3.1 Location qu tie ts 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference between the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
meth ds A and B. Th  ird column of Table 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from th  condit ons un er wh ch 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourt  column) we can determine the conditio s under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positi  𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
' (final column). 
 
Table 3.1 D fference between locatio  qu tients and conditions for  positive differen e between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
     
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆
𝐽𝐽
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁. 𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝐿𝐿𝐿𝐿< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
Bas d on thes  condition  we conclude that the sign of the difference between the LQ for any combination between 
dema ding and supplying industry d p nds on 𝐽𝐽 ( utput of demanding industry	𝑗𝑗	on the gional lev l relative to the output 
of demanding i dustry 𝑗𝑗 t  n tio al lev l), relat ve t  𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. Table 3.2 show this ra king in size, for all values of 
𝐽𝐽, a d figure 3.1 provides a gr phical illustrat on. Wh n 𝐽𝐽 = 𝑆𝑆 t n SLQ = CILQ = RLQ. When 𝐽𝐽 < 𝑆𝑆 the CILQ i  larger than 
SLQ and when 𝐽𝐽 > 𝑆𝑆	then CILQ is smaller th SLQ. The xplanation is tha  CILQ d cr as  when 𝐽𝐽 increases, while SLQ is
independen f 𝐽𝐽. As mention d i  t p vious s ctio , RLQ pr duc s LQs that are ‘in between’ SLQ and CILQ. When 𝐽𝐽 < 𝑆𝑆 
t a king i s z  i  CILQ > RLQ > SLQ and wh 𝐽𝐽 > 𝑆𝑆 the ranking in siz is reversed. To generate FLQs v lu s of CILQs are 
low d by a fa tor  𝜆𝜆∗, to account for cross-hauling and avoid over s imation of RIOCs. F  produc s th  mall t LQs wh n 
𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. When 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ the  SLQ smaller a d when 𝐽𝐽 < 𝑍𝑍∗ b th SLQ and RLQ ar small r. 
 
Table 3.2 Ranking in size of l cati n quotients 
𝐽𝐽 < 𝑍𝑍∗ 𝐽𝐽 = 𝑍𝑍∗ 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
CILQ CILQ CILQ CILQ CILQ 
CILQ = RLQ = SLQ 
SLQ 
FLQ 
FLQ = RLQ 
RLQ RLQ RLQ RLQ 
RLQ FLQ 
FLQ = SLQ 
SLQ CILQ 
SLQ SLQ SLQ FLQ FLQ FLQ 
                                                      
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝐿𝐿𝐿𝐿< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
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column). 
Table 3.1 Difference between location quotients and conditions for a positive difference between 
location quotients
LQi jA LQi jB DLQi jAB DLQi jAB  = 0 DLQi jAB  > 0
CILQ SLQ
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In this section we determined the ranking in size of the RIOCs generated by the four LQ methods, for any combination 
between demanding and supplyin  industries. This requires, owever, that we first establish the ranking in size of LQs and 
trade coeffici nts. 
 
3.3.1 Location quoti nts 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference between the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B. The third column of Table 3.1 shows the re lts for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note tha  𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is eq al to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under w ich 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we can determine he conditions under w ich 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (fi al column).  
 
Table 3.1 Difference between locati  qu tients and conditions for a positive differ nce betwee l cation quotients
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
J = S J < S
RLQ SLQ
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In this section we determined the ranking in size of the RIOCs generated by the four LQ methods, for any combination 
between demanding and supplying industries. This requires, however, that we first establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Locatio  quotients 
 
Equation 3.13 calculat s the diff rence between two LQ :
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the differen e between the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B. The third column of Table 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we ca  determine the co ditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Diff n e be we n location quotien s a d condi i n  for a positive differ ce betwee  location quoti s 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
& > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
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In this section we determin d the ranking in size of the RIOCs generated by th  four LQ methods, for any c mbination 
between dema ding and supplying industries. This requires, however, that we firs establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Lo ation qu tients
 
Equation 3.13 lculates the ifference betwe n two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference betwe n he LQs for supplying industry 𝑖𝑖 and demandi g industry 𝑗𝑗, generated by LQ 
methods A and B. The third column of Table 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth col mn) we ca  determin  the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$
'  (final column).  
 
Table 3.1 Differenc  betwe  location quotie ts and conditions fo  a p si iv  diff re ce b twe n locatio  quoti ts 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
                                           
 
31 Both λ∗ and Z∗ depend on S a  δ. In (3.12 we established hat 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforw rd 
mathematical exercise. Table 3A.1, however shows values of Z* for different valu s of 𝑆𝑆 and δ	,for values f 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
J < S
RLQ CILQ
  
INTRODUCTION 55 
 
In this section we determined the ranking in size of the RIOCs generated by the four LQ methods, for any combination 
between demanding and supplying industries. This requires, however, that we first establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference between the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B. The third column of Table 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we can determine the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Difference between location quotients and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
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In this sectio  we d termined the ranking in size of the RIOCs gen rated by th  four LQ m thods, for any combination 
between demanding and supplying ind stries. This requires, owever, that  first establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 c lculates the differ nce betwe  two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference betwe  the LQs for supplying ind stry 𝑖𝑖 and demandi g industry 𝑗𝑗, genera ed by LQ 
methods A and B. The thir column of Tab e 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'.
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we an determine th  conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Difference betwe  location quotien s and condi ions for a positive difference betwe  location quotien s 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷 $%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆  𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CIL  
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗
Sources: Own calculations
 
                               
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the for ula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, howev r, shows values of Z* for diff rent values o  𝑆𝑆 and δ	,for values of 𝛿𝛿 near th  recommend d value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
J > S
FLQ SLQ
  
INTRODUCTION 55 
 
In this section we determined the ranking in size of the RIOCs generated by the four LQ methods, for any combination 
between demanding and supplying industries. This requires, however, that we first establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference between the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B. The third column of Table 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we can determine the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Difference between location quotients and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
0 𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
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In this section we determin d the ranking in size of the RIOCs generated by the four LQ methods, for any c mbination 
between dema ding  supplying industries. This requires, how ver, that we firs establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Location qu tients 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference between the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B. The third column of Table 3.1 shows the re ults for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth col mn) we can d termin  the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	posit ve and 𝐷𝐷𝐷𝐷$%
& > '  (final column).  
 
Table 3.1 Difference between location quotients and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CIL  
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculations 
 
          
 
31 Both λ∗ and Z∗ depend on S a δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforw rd 
mathematical xerc se. Table 3A.1, however, shows values of Z* for di ferent values of 𝑆𝑆 and δ	,for values f 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
J < S ∙λ*
FLQ CILQ
  
INTRODUCTION 55 
 
In this section we determined the ranking in size of the RIOCs generated by the four LQ methods, for any combination 
between demanding and supplying industries. This requires, however, that we first establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 calculates the diff rence between wo LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference between the LQs for supplying industry 𝑖𝑖 and de anding industry 𝑗𝑗, generated by LQ 
methods A and B. The third column of Tabl  3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the conditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we can determine the conditions under which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positiv  and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
 
Table 3.1 Difference between location quotients and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$% = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Ow  calculations 
 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
  
INTRODUCTION 55 
 
In this section we determined he ranking in size of the RIOCs g nerated by the four LQ methods, for any combination 
between d manding and supplying industries. Thi  requires, howev r that w  first establ sh the ranking in size of LQ  and 
trade coefficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 calculates the diff rence betw en two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷 − 𝐷𝐷 $%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference between the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, gene ated by LQ 
methods A and B. The third column f Table 3.1 shows esults for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal t  -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from the c ndi ions u er which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth column) we ca  det rmi e th  co di ions u r which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
' (final colum ).  
 
Table 3.1 Diff rence between l cation quotien s and conditions for a positive difference between location quotients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ S  
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ 1 0 𝑁𝑁. 𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own alculations 
 
             
 
31 Both λ∗ and Z∗ depe  on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining th  formula for 𝑍𝑍∗ is a less stra ghtforwa d 
mathematical ex rcise. Tabl  3A.1, how ver, shows values f Z* for different values of 𝑆𝑆 and δ	,for values o  𝛿𝛿 near the recommend d value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
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In this section we determined the ranking in size of the RIOCs generated by the four LQ methods, for any combination 
between demanding and supplying industries. This requires, however, that we first establish the ranking in size of LQs and 
trade coefficients. 
 
3.3.1 Location quotients 
 
Equation 3.13 calculates the difference between two LQs: 
 
 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 𝐷𝐷𝐷𝐷$%
& − 𝐷𝐷𝐷𝐷$%
'  
(3.13) 
 
Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the difference between the LQs for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, ge erated by LQ 
methods A and B. Th  th rd column of Table 3.1 shows the results for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. N that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal t  -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starti g fro  he co ditions under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourt  colum ) we ca  de ermi e the condit ons und r which 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	pos tive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final colum ).  
 
Table 3.1 Difference be we  location quo ients and conditions for a p sitive difference between location otients 
𝐷𝐷𝐷𝐷$%
&  𝐷𝐷𝐷𝐷$%
'  𝐷𝐷𝐷𝐷𝐷𝐷$%
&' 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' > 0 
CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SLQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RL  CILQ 
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝐽𝐽
 
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ SLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 ⟹ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FL  CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ RLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Ow  calculatio s 
 
                                                       
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Table 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,for values of 𝛿𝛿 near the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
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In this section we determin d th  ranking in size of the RIOCs generated by the four LQ methods, for any combination 
between demandi g and supplying industries. This requires, however, that we firs  establish th  r nking in size of LQs and
trade coefficients. 
 
3.3.1 Location quo e ts 
 
Equation 3.13 calculates the differenc  between two LQs: 
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Where 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' is the differe c  between the LQs for supplying industry 𝑖𝑖 a  demanding industry 𝑗𝑗, generated by LQ 
methods A and B. The thir  column of Tabl 3.1 shows th result for 𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. Note that 𝐷𝐷𝐷𝐷𝐷𝐷$%
'& is equal to -𝐷𝐷𝐷𝐷𝐷𝐷$%
&'. 
Starting from th  c ditio s under which 𝐷𝐷𝐷𝐷𝐷𝐷$%
&' = 0 (fourth col mn) we can deter ine the conditions under hich 
𝐷𝐷𝐷𝐷𝐷𝐷$%
&'	is	positive and 𝐷𝐷𝐷𝐷$%
& > 𝐷𝐷𝐷𝐷$%
'  (final column).  
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&' = 0 𝐷𝐷𝐷𝐷𝐷𝐷$%
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CILQ SLQ 
𝐼𝐼
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ SL  
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
−
𝐼𝐼
𝑆𝑆
 
𝐼𝐼
𝑆𝑆
∙
1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
− 1 = 0 ⇒ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 < 𝑆𝑆 
RLQ CILQ 
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1
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
=
𝑆𝑆
𝐽𝐽
⟹ 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
FLQ S
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
 𝐼𝐼 ∙
𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝑆𝑆
= 0 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 
FLQ CILQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼
𝐽𝐽
 
𝐼𝐼
𝐽𝐽
∙ 𝜆𝜆∗ − 1 = 0 ⟹ 𝑁𝑁.𝐴𝐴. N.A. 
FLQ R
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
−
𝐼𝐼 𝑆𝑆
𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝐽𝐽 𝑆𝑆
 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ ∙ 𝐷𝐷𝑂𝑂𝐺𝐺< 1 +
𝐽𝐽
𝑆𝑆
⇒ 𝐽𝐽 = 𝑍𝑍∗31 𝐽𝐽 < 𝑍𝑍∗ 
Sources: Own calculatio s 
 
               
 
31 Both λ∗ and Z∗ depend on S and δ. In (3.12 we established that 𝜆𝜆∗ = [𝐷𝐷𝑂𝑂𝐺𝐺< 1 + 𝑆𝑆 ]
L . Determining the formula for 𝑍𝑍∗ is a less straightforward 
mathematical exercise. Tabl 3A.1, however, shows values of Z* for different values of 𝑆𝑆 and δ	,f r values of 𝛿𝛿 ne r the recommended value of 𝛿𝛿 =
0.25 (Flegg & Tohmo, 2011).  
 
a J < Z*
Sources: Own c lcul tions
a Both λ* and Z* depend on S and �. In Equation 3.12 we established that λ*=[LOG2 (1+S) ]�. Determining the formula for Z* 
is a less straightforward mathematical exercise. Table 3A.1, however, shows values of Z* for different values of S and �, for 
values of � near the recommended valu  of �=0.25 (Fl gg & Toh o, 2011).
63Location quotient methods
Based on these conditions we conclude that the sign of the difference between the LQ for any 
combination between demanding and supplying industry depends on J (output of demanding 
industry j on the regional level relative to the output of demanding industry j on the national 
level), relative to S, S ∙ λ* and Z*. Table 3.2 show this ranking in size, for all values of J, and figure 3.1 
provides a graphical illustration. When J = S then SLQ = CILQ = RLQ. When J < S then CILQ is larger 
than SLQ and when J > S then CILQ is smaller than SLQ. The explanation is that CILQ decreases when J 
increases, while SLQ is independent of J. As mentioned in the previous section, RLQ produces LQs that 
are ‘in between’ SLQ and CILQ. When J < S the ranking in size is CILQ > RLQ > SLQ and when J > S the 
ranking in size is reversed. To generate FLQs values of CILQs are lowered by a factor λ*, to account for 
cross-hauling and avoid overestimation of RIOCs. FLQ produces the smallest LQs when J > S ∙ λ*. When 
J < S ∙ λ* then SLQ is smaller and when J < Z* both SLQ and RLQ are smaller.
Table 3.2 Ranking in size of location quotients
J < Z* J = Z* Z* < J < S ∙ λ* J = S ∙ λ* S ∙ λ* < J < S J = S J > S
CILQ CILQ CILQ CILQ CILQ
CILQ = RLQ = SLQ
SLQ
FLQ
FLQ = RLQ
RLQ RLQ RLQ RLQ
RLQ FLQ
FLQ = SLQ
SLQ CILQ
SLQ SLQ SLQ FLQ FLQ FLQ
Sources: Own calculations
Figure 3.1 Size of LQs
64 tourism, income, and jobs
3.3.2	 Trade	coefficients
Equation 3.14 calculates the difference between two trade coefficients:
(3.14)
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RLQ RLQ RLQ RLQ 
RLQ FLQ 
FLQ = SLQ 
SLQ CILQ 
SLQ SLQ SLQ FLQ FLQ FLQ 
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3.3.2 Trade coefficients 
 
Equation 3.14 calculates the difference b tween two trade c effici nts: 
 
 𝐷𝐷𝐷𝐷./
01 = 𝑡𝑡./
0 − 𝑡𝑡./
1  
(3.14) 
 
Where 𝐷𝐷𝐷𝐷./
01 is the difference between trade coefficients for supplying industry	𝑖𝑖	and demanding industry 𝑗𝑗, generated by 
LQ methods A and B,	𝑡𝑡./
0  is the trade coefficient for supplying industry i and demanding industry j, generated by LQ method 
A, and LC78
9 is the trade coefficient for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method B.  
 
Table 3.3 Conditions for a positive and negative sign of the difference between trade coefficients 
𝑡𝑡./
0  𝑡𝑡./
1  𝐿𝐿𝑄𝑄./
0 < 1, 𝐿𝐿𝑄𝑄./
1 < 1 𝐿𝐿𝑄𝑄./
0 > 1, 𝐿𝐿𝑄𝑄./
1 < 1 𝐿𝐿𝑄𝑄./
0 < 1, 𝐿𝐿𝑄𝑄./
1 > 1 𝐿𝐿𝑄𝑄./
0 > 1, 𝐿𝐿𝑄𝑄./
1 > 1 
CILQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 Positive Negative Zero 
LQ
J
SLQ
RLQ
CILQ
FLQ
J	=	SJ	=	S	 ?*J	=	Z* .
 is t  iff r  t   fi i  i  j
generated by LQ methods A and B, 
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3.3.2 Trade coefficients 
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1  
(3.14) 
 
Where 𝐷𝐷𝐷𝐷./
01 is the diff rence b tween trade coefficien s for supplying industry	𝑖𝑖	and demanding industry 𝑗𝑗, generated by 
t s   ,	𝑡𝑡./
0  is the trade coefficient for supplying industry i and demanding industry j, generated by LQ method 
A, and LC78
9 is the trade coefficient for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method B.  
 
Table 3.3 Conditions for a positive and negative sign of the diff rence b tween trade coefficients 
𝑡𝑡./
0  𝑡𝑡./
1  𝐿𝐿𝑄𝑄./
0 < 1, 𝐿𝐿𝑄𝑄./
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CILQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 Positive Negative Zero 
LQ
J
SLQ
RLQ
CILQ
FLQ
J	=	SJ	=	S	 ?*J	=	Z* .
fi l i i
industry j, gen rate  by LQ m tho  A, and LCi jB is the trade coefficient for supplyi g industr i and 
demanding industry j, generated by LQ method B. 
Table 3.3 Conditions for a positive and negative sign of the difference between trade coefficients
ti jA ti jB LQi jA < 1, LQi jB  < 1 LQi jA > 1, LQi jB  < 1 LQi jA < 1, LQi jB  > 1 LQi jA > 1, LQi jB  > 1
CILQ SLQ Positive when J < S Positive Negative Zero
Negative when J > S
RLQ SLQ Positive when J < S Positive Negative Zero
Negative when J > S
RLQ CILQ Positive when J > S Positive Negative Zero
Negative when J < S
FLQ SLQ Positive when J < S ∙ λ* Positive Negative Zero
Negative when J > S ∙ λ*
FLQ CILQ Negative N.A. Negative Zero
FLQ RLQ Positive when J < Z* Positive Negative Zero
Negative when J > Z*
Sources: Own calculations
Table 3.3 shows the conditions for a positive and negative 
  
56 TOURISM, INCOME AND JOBS 
 
Based on these conditions we conclude that the sign of the difference between the LQ for any combination between 
demanding and supplying industry depends on 𝐽𝐽 (output of demanding industry	𝑗𝑗	on the regional level relative to the output 
of demanding industry 𝑗𝑗 on the national level), relative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. Table 3.2 show this ranking in size, for all values of 
𝐽𝐽, and figure 3.1 provides a graphical illustration. When 𝐽𝐽 = 𝑆𝑆 then SLQ = CILQ = RLQ. When 𝐽𝐽 < 𝑆𝑆 then CILQ is larger than 
SLQ and when 𝐽𝐽 > 𝑆𝑆	then CILQ is smaller than SLQ. The explanation is that CILQ decreases when 𝐽𝐽 increases, while SLQ is 
independent of 𝐽𝐽. As mentioned in the previous section, RLQ produces LQs that are ‘in between’ SLQ and CILQ. When 𝐽𝐽 < 𝑆𝑆 
the ranking in size is CILQ > RLQ > SLQ and when 𝐽𝐽 > 𝑆𝑆 the ranking in size is reversed. To generate FLQs values of CILQs are 
lowered by a factor  𝜆𝜆∗, to account for cross-hauling and avoid overestimation of RIOCs. FLQ produces the smallest LQs when 
𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. When 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ then SLQ is smaller and when 𝐽𝐽 < 𝑍𝑍∗ both SLQ and RLQ are smaller. 
 
Table 3.2 Ranking in size of location quotients 
𝐽𝐽 < 𝑍𝑍∗ 𝐽𝐽 = 𝑍𝑍∗ 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 = 𝑆𝑆 ∙ 𝜆𝜆∗ 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 𝐽𝐽 = 𝑆𝑆 𝐽𝐽 > 𝑆𝑆 
CILQ CILQ CILQ CILQ CILQ 
CILQ = RLQ = SLQ 
SLQ 
FLQ 
FLQ = RLQ 
RLQ RLQ RLQ RLQ 
RLQ FLQ 
FLQ = SLQ 
SLQ CILQ 
SLQ SLQ SLQ FLQ FLQ FLQ 
Source: Own calculations 
 
Figure 3.1 Size of LQs 
 
 
3.3.2 Trade coefficients 
 
Equation 3.14 calculates the difference between two trade coefficients: 
 
 𝐷𝐷𝐷𝐷./
01 = 𝑡𝑡./
0 − 𝑡𝑡./
1  
(3.14) 
 
Wher 𝐷𝐷𝐷𝐷./
01 is the difference between trade coefficients for supplying industry	𝑖𝑖	and demanding industry 𝑗𝑗, generated by 
LQ methods A and B,	𝑡𝑡./
0  is the trade coefficient for supplying industry i and demanding industry j, generated by LQ method 
A, and LC78
9 is the trade coefficient for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method B.  
 
Table 3.3 Conditions for a positive and negative sign of the difference between trade coefficients 
𝑡𝑡./
0  𝑡𝑡./
1  𝐿𝐿𝑄𝑄./
0 < 1, 𝐿𝐿𝑄𝑄./
1 < 1 𝐿𝐿𝑄𝑄./
0 > 1, 𝐿𝐿𝑄𝑄./
1 < 1 𝐿𝐿𝑄𝑄./
0 < 1, 𝐿𝐿𝑄𝑄./
1 > 1 𝐿𝐿𝑄𝑄./
0 > 1, 𝐿𝐿𝑄𝑄./
1 > 1 
CILQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 Positive Negative Zero 
LQ
J
SLQ
RLQ
CILQ
FLQ
J	=	SJ	=	S	 ?*J	=	Z* .
. We conclude that the sign of the 
difference between trade coefficients depends on whether or not LQs are larger an on and, when 
both LQs are smaller than one, on the value of J relative to S, S ∙ λ*, and Z*. When both LQs are smaller
than one trade coefficients are equal to LQs and the conditions for a positive difference between 
trade coefficients are the same as the conditions for a positive difference between LQs (final column 
of Table 3.1). When LQ A is larger than one and LQ B is smaller than one the difference between 
trade coefficients must be positive. When LQ A is smaller than one and LQ B is larger than one the 
difference between trade coefficients must be negative. When both LQs are larger than one both 
trade coefficients equal one and the difference is zero. Table 3.4 presents the conditions under which 
LQs are larger than one.
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Table 3.4 Conditions under which location quotients are larger than one
LQi j Condition for LQi j > 1
SLQ
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  Negative when 𝐽𝐽 > 𝑆𝑆    
RLQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑆𝑆    
RLQ CILQ Positive when 𝐽𝐽 > 𝑆𝑆 Positive Negative Zero 
  Negative when 𝐽𝐽 < 𝑆𝑆    
FLQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗    
FLQ CILQ Negative N.A. Negative Zero 
FLQ RLQ Positive when 𝐽𝐽 < 𝑍𝑍∗ Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑍𝑍∗    
Source: Own calculations 
 
Table 3.3 shows the conditions for a positive and negative 𝐷𝐷𝐷𝐷+,
-.. We conclude that the sign of the difference between 
trade coefficients depends on whether or not LQs are larger than one and, when both LQs are smaller than one, on the value 
of 𝐽𝐽 relative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. When both LQs are smaller than one trade coefficients are equal to LQs and the conditions 
for a positive difference between trade coefficients are the same as the conditions for a positive difference between LQs 
(final column of Table 3.1). When LQ A is larger than one and LQ B is smaller than one the difference between trade 
coefficients must be positive. When LQ A is smaller than one and LQ B is larger than one the difference between trade 
coefficients must be negative. When both LQs are larger than one both trade coefficients equal one and the difference is 
zero. Table 3.4 presents the conditions under which LQs are larger than one. 
 
Table 3.4 Conditions under which location quotients are larger than one 
LQ12 Condition for 𝐿𝐿𝐿𝐿+, > 1 
SLQ 𝐼𝐼
𝑆𝑆
> 1 ⇒ 𝐼𝐼 > 𝑆𝑆 
CILQ 
𝐼𝐼
𝐽𝐽
> 1 ⟹ 𝐼𝐼 > 𝐽𝐽 
RLQ 
𝐼𝐼 𝑆𝑆
𝐿𝐿𝐿𝐿𝐿𝐿;(1 + 𝐽𝐽 𝑆𝑆)
> 1 ⟹ 𝐼𝐼 > 𝑆𝑆 ∙ 𝐿𝐿𝐿𝐿𝐿𝐿; 1 +
𝐼𝐼
𝑆𝑆
 
FLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
> 1 ⟹ 𝐼𝐼 >
𝐽𝐽
𝜆𝜆∗
 
Source: Own calculations 
 
For CILQ > 1 and SLQ < 1, and the difference between trade coefficients to be positive (first row and third column of Table 
3.3) the conditions in Table 3.4 imply that 𝐽𝐽 < 𝑆𝑆. This implies that the overall condition for a positive difference between the 
trade coefficients of CILQ and SLQ is 𝐽𝐽 < 𝑆𝑆, independent of whether or not CILQ is larger than one. Via the same line of 
reasoning we can establish that the only condition for a negative difference is 𝐽𝐽 > 𝑆𝑆. Equivalent conclusions can be reached 
for all six comparisons between trade coefficients.  The implication is that the ranking in size of LQs, as established in Table 
3.2, also applies to trade coefficients. The only exception is that, independent of the value of 𝐽𝐽, there is equality between 
trade coefficients when both LQs are larger than one (see conditions in Table 3.4). In that case both trade coefficients are 
one, and the difference is zero. 
 
CILQ
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  Negative when 𝐽𝐽 > 𝑆𝑆    
RLQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑆𝑆    
RLQ CILQ Positive when 𝐽𝐽 > 𝑆𝑆 Positive Negative Zero 
  Negative when 𝐽𝐽 < 𝑆𝑆    
FLQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗    
FLQ CILQ Negative N.A. Negative Zero 
FLQ RLQ Positive when 𝐽𝐽 < 𝑍𝑍∗ Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑍𝑍∗    
Source: Own calculations 
 
Table 3.3 shows the conditions for a positive and negative 𝐷𝐷𝐷𝐷+,
-.. We conclude that the sign of the difference between 
trade coefficients depends on whether or not LQs are larger than one and, when both LQs are smaller than one, on the value 
of 𝐽𝐽 relative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. When both LQs are smaller than one trade coefficients are equal to LQs and the conditions 
for a positive difference between trade coefficients are the same as the conditions for a positive difference between LQs 
(final column of Table 3.1). When LQ A is larger than one and LQ B is smaller than one the difference between trade 
coefficients must be positive. When LQ A is smaller than one and LQ B is larger than one the difference between trade 
coefficients must be negative. When both LQs are larger than one both trade coefficients equal one and the difference is 
zero. Table 3.4 presents the conditions under which LQs are larger than one. 
 
Table 3.4 Conditions under which location quotients are larger than one 
LQ12 Condition for 𝐿𝐿𝐿𝐿+, > 1 
SLQ 𝐼𝐼
𝑆𝑆
> 1 ⇒ 𝐼𝐼 > 𝑆𝑆 
CILQ 
𝐼𝐼
𝐽𝐽
> 1 ⟹ 𝐼𝐼 > 𝐽𝐽 
RLQ 
𝐼𝐼 𝑆𝑆
𝐿𝐿𝐿𝐿𝐿𝐿;(1 + 𝐽𝐽 𝑆𝑆)
> 1 ⟹ 𝐼𝐼 > 𝑆𝑆 ∙ 𝐿𝐿𝐿𝐿𝐿𝐿; 1 +
𝐼𝐼
𝑆𝑆
 
FLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
> 1 ⟹ 𝐼𝐼 >
𝐽𝐽
𝜆𝜆∗
 
Source: Own calculations 
 
For CILQ > 1 and SLQ < 1, and the difference between trade coefficients to be positive (first row and third column of Table 
3.3) the conditions in Table 3.4 imply that 𝐽𝐽 < 𝑆𝑆. This implies that the overall condition for a positive difference between the 
trade coefficients of CILQ and SLQ is 𝐽𝐽 < 𝑆𝑆, independent of whether or not CILQ is larger than one. Via the same line of 
reasoning we can establish that the only condition for a negative difference is 𝐽𝐽 > 𝑆𝑆. Equivalent conclusions can be reached 
for all six comparisons between trade coefficients.  The implication is that the ranking in size of LQs, as established in Table 
3.2, also applies to trade coefficients. The only exception is that, independent of the value of 𝐽𝐽, there is equality between 
trade coefficients when both LQs are larger than one (see conditions in Table 3.4). In that case both trade coefficients are 
one, and the difference is zero. 
 
RLQ
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  Negative when 𝐽𝐽 > 𝑆𝑆    
RLQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑆𝑆    
RLQ CILQ Positive when 𝐽𝐽 > 𝑆𝑆 Positive Negative Zero 
  Negative when 𝐽𝐽 < 𝑆𝑆    
FLQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗    
FLQ CILQ Negative N.A. Negative Zero 
FLQ RLQ Positive when 𝐽𝐽 < 𝑍𝑍∗ Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑍𝑍∗    
Source: Own calculations 
 
Table 3.3 hows the conditi ns for a positive and negative 𝐷𝐷𝐷𝐷+,
-.. We conclude th t the sign of the difference between 
trade coefficients d pends on wh ther or not LQs are l rger than o e and, when both LQs are smaller than one, on the value 
of 𝐽𝐽 relative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. When both LQs are smaller than one tr de coefficients are equal to LQs and the conditions 
for a positive difference betw en trade coefficients are the same as the conditions for a positive difference between LQs 
(final c lumn of Table 3.1). When LQ A is larger than one and LQ B is smaller than o e th  diff rence between trade 
coefficients must be positive. When LQ A is small r than one and LQ B is larger than one the difference between trade 
coefficients must be egative. When both LQs ar  larger than one both trade coefficients equal one and the difference is 
zero. Table 3.4 presents the conditions under which LQs are larger than one. 
 
Table 3.4 Conditions under which location quotients are larger than one 
LQ12 Condition for 𝐿𝐿𝐿𝐿+, > 1 
SLQ 𝐼𝐼
𝑆𝑆
> 1 ⇒ 𝐼𝐼 > 𝑆𝑆 
CILQ 
𝐼𝐼
𝐽𝐽
> 1 ⟹ 𝐼𝐼 > 𝐽𝐽 
RLQ 
𝐼𝐼 𝑆𝑆
𝐿𝐿𝐿𝐿𝐿𝐿;(1 + 𝐽𝐽 𝑆𝑆)
> 1 ⟹ 𝐼𝐼 > 𝑆𝑆 ∙ 𝐿𝐿𝐿𝐿𝐿𝐿; 1 +
𝐼𝐼
𝑆𝑆
 
FLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
> 1 ⟹ 𝐼𝐼 >
𝐽𝐽
𝜆𝜆∗
 
Source: Own calculations 
 
For CILQ > 1 and SLQ < 1, and the differenc  between trade coefficients to be positive (first row and third column of Table 
3.3) the co itions in Table 3.4 imply that 𝐽𝐽 < 𝑆𝑆. This implies that the over ll condition for a positiv  difference between the 
trade coefficients of CILQ a  SLQ is 𝐽𝐽 < 𝑆𝑆, independ nt of whether or not CILQ is larger than one. Via t  same line of 
reasoning e can establish that the only conditi  for a negative difference is 𝐽𝐽 > 𝑆𝑆. Equivalent conclusions can be reached 
for all six mparisons between trade coefficients.  The implication is that the ranking in size of LQs, as established in Table 
3.2, also applies to trade coefficients. Th  only exception is that, independent of the v lue of 𝐽𝐽, th re is equality between 
trade coefficients when both LQs are larger than one (see conditions in Table 3.4). In that case both trade coefficients are 
one, and the difference is zero. 
 
FLQ
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  Negative when 𝐽𝐽 > 𝑆𝑆    
RLQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑆𝑆    
RLQ CILQ Positive when 𝐽𝐽 > 𝑆𝑆 Positive Negative Zero 
  Negative when 𝐽𝐽 < 𝑆𝑆    
FLQ SLQ Positive when 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗    
FLQ CILQ Negative N.A. Negative Zero 
FLQ RLQ Positive when 𝐽𝐽 < 𝑍𝑍∗ Positive Negative Zero 
  Negative when 𝐽𝐽 > 𝑍𝑍∗    
Source: Own calculations 
 
Table 3.3 shows the conditions for a positive and negative 𝐷𝐷𝐷𝐷+,
-.. We conclude that the sign of the differe ce be ween 
trade coefficients depends on whether or not LQ  are larger than one and, when both LQs are smaller than one, on the value 
of 𝐽𝐽 relative to 𝑆𝑆, 𝑆𝑆 ∙ 𝜆𝜆∗ and 𝑍𝑍∗. Wh n both LQs are smaller than one trade c efficients are equal to LQs and the conditions 
for a positive difference between trade co fficie ts are the same as the conditi s for a positive diff rence between LQs 
( inal colu n of Table 3.1). hen L  A is larger than one and LQ B is smaller than one the di ference bet een trade 
coefficients must b  positive. When LQ A is sma ler than o e and LQ B is larger than one the diff re ce b twe n trade 
coeffici nts must be negative. When both LQs are larger than one both trade coefficients equal one nd the differenc  is 
zero. Table 3.4 presents the conditions under which LQs are larger than one. 
 
Table 3.4 Conditions under which location quotients are larger than one 
LQ12 Condition for 𝐿𝐿𝐿𝐿+, > 1 
SLQ 𝐼𝐼
𝑆𝑆
> 1 ⇒ 𝐼𝐼 > 𝑆𝑆 
CILQ 
𝐼𝐼
𝐽𝐽
> 1 ⟹ 𝐼𝐼 > 𝐽𝐽 
RLQ 
𝐼𝐼 𝑆𝑆
𝐿𝐿𝐿𝐿𝐿𝐿;(1 + 𝐽𝐽 𝑆𝑆)
> 1 ⟹ 𝐼𝐼 > 𝑆𝑆 ∙ 𝐿𝐿𝐿𝐿𝐿𝐿; 1 +
𝐼𝐼
𝑆𝑆
 
FLQ 
𝐼𝐼 ∙ 𝜆𝜆∗
𝐽𝐽
> 1 ⟹ 𝐼𝐼 >
𝐽𝐽
𝜆𝜆∗
 
Source: Own calculations 
 
For CILQ > 1 a d SLQ < 1, and the difference between trade coefficients to be positive (first row an  third olumn of Tabl
3.3) the onditi ns in T ble 3.4 mply that 𝐽𝐽 < 𝑆𝑆. This implies that the overall condition for a posit ve difference between the 
trade coefficient  of CILQ and SLQ is 𝐽𝐽 < 𝑆𝑆, independent of wheth  or not CILQ is larger than e. Via the sam line of 
rea oning we can establish that the nly o dition for a negative difference is 𝐽𝐽 > 𝑆𝑆. Equivalent conclusion  can be reached 
for all six comparisons between trade coefficients.  The implication is that he ranking in size of LQs, as established in Table 
3.2, also applies to trade coeffici nts. The only exception is that, independent of the value of 𝐽𝐽, there is equality between 
trade co fficients when both LQs are larger than one (see conditions in Table 3.4). In that case both trade coefficients are 
one, and the difference is zero. 
 
Sources: Own calculations
For CILQ > 1 and SLQ < 1, and the difference between trade coefficients to be positive (first row 
and third column of Table 3.3) the conditions in Table 3.4 imply that J < S. This implies that the 
overall condition for a positive difference between the trade coefficients of CILQ and SLQ is J < S, 
independent of whether or not CILQ is larger than one. Via the same line of reasoning we can 
establish that the only condition for a negative difference is J > S . Equivalent conclusions can be 
reached for all six comparisons between trade coefficients. The implication is that the ranking in 
size of LQs, as established in Table 3.2, also applies to trade coefficients. The only exception is that, 
independent of the value of J, there is equality between trade coefficients when both LQs are larger 
than one (see conditions in Table 3.4). In that case both trade coefficients are one, and the difference 
is zero.
3.3.3	 Regional	I-O	coefficients
Equation 3.15 calculates the difference between two RIOCs:
(3.15)
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3.3.3 Regional I-O coefficients 
 
Equation 3.15 calculates the difference b tween two RIOCs: 
 
 𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
&  
(3.15) 
 
Where 𝐷𝐷𝐷𝐷#$
%& is the difference between the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B, 𝑎𝑎#$
%  is the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method A, and 𝑎𝑎#$
&  is 
the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method B. Equation 3.16 shows that the sign 
of 𝐷𝐷𝐷𝐷#$
%& must be equal to the sign of 𝐷𝐷𝐷𝐷#$
%&. The only exception is the situation where 𝑎𝑎#$
- = 0. In that case, both RIOCs 
equal zero and 𝐷𝐷𝐷𝐷#$
%& will be zero as well. 
 
 
𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
& = 𝑡𝑡#$
% ∙ 𝑎𝑎#$
- − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
- = 𝑡𝑡#$
% − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
-
= 𝐷𝐷𝐷𝐷#$
%& ∙ 𝑎𝑎#$
-  
(3.16) 
 
The conclusion is that the same ranking in size applies to LQs, trade coefficients, and RIOCs, generated by alternative LQ 
methods (Table 3.2). The sign f the difference between LQs, trade coefficients, and RIOCs calculated between two 
alternative LQ methods depends on the 𝐽𝐽-value of the demanding industry, relative 𝑆𝑆, 𝜆𝜆∗ and 𝑍𝑍∗. The only exceptions are 
situations where the LQs generated by two LQ methods are larger than one (conditions presented in Table 3.4) or when 
𝑎𝑎#$
- = 0. In those situations the RIOCs generated by two LQ methods are equal.  
Table 3.5 shows the calculation of LQs, trade coefficients, and RIOCs for a hypothetical four industry regional economy, 
providing an illustration of these conclusions.  
 
Table 3.5 Location quotients, trade coefficients, and regional I-O coefficients for a hypothetical four industry region 
         
Parameters  𝜆𝜆
∗, 𝑆𝑆 ∙ 𝜆𝜆∗ and 
𝑍𝑍∗ 
 Demanding 
industry 𝐽𝐽 a78
9  
𝑆𝑆 0.050  𝜆𝜆∗ 0.880  A 0.020 0.015 
𝛿𝛿 0.050  𝑆𝑆 ∙ 𝜆𝜆∗ 0.048  B 0.030 0.000 
   𝑍𝑍∗ 0.028  C 0.045 0.015 
      D 0.060 0.015 
         
LQs (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Conditions Ranking in size 
A 0.600 1.500 1.236 1.314  𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876  𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584  𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438  𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
         
Trade coefficients (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.600 1.000 1.000 1.000 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.600 1.000 0.885 0.876   CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584   CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438   SLQ > RLQ > CILQ > FLQ 
         
RIOCs (for supplying industry B) 
i  i  t  t  I  f r s lyin  i str  i and de anding industry j, 
generated by LQ m thods A and B, 
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3.3.3 R gional I-O coefficients 
 
Equation 3.15 calculat s he difference between two RIOCs: 
 
 𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
&  
(3.15) 
 
Where 𝐷𝐷𝐷𝐷#$
%& is difference between the RIOC for supplying industry 𝑖𝑖 and dem n ing industry 𝑗𝑗, generated by LQ 
   , 𝑎𝑎#$
%  is the RIOC for supplying industry 𝑖𝑖 and dem n ing industry 𝑗𝑗, generated by LQ method A, and 𝑎𝑎#$
&  is 
the RIOC for supplying industry 𝑖𝑖 and dem n ing industry 𝑗𝑗, generated by LQ method B. Equation 3.16 shows that the sign 
of 𝐷𝐷𝐷𝐷#$
%& must be equal t  the sign of 𝐷𝐷𝐷𝐷#$
%&. The only exception is the situation where 𝑎𝑎#$
- = 0. In that case, both RIOCs 
equal zero and 𝐷𝐷𝐷𝐷#$
%& will be zero as well. 
 
 
𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎% − 𝑎𝑎#$
& = 𝑡𝑡# ∙ 𝑎𝑎#$
- − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
- = 𝑡𝑡#$
% − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
-
= 𝐷𝐷𝐷𝐷#$
%& ∙ 𝑎𝑎#$
-  
(3.16) 
 
The conclusion is that the same ranking in size applies to LQs, trade coeffici nts, and RIOCs, generated by alternative LQ 
methods (Table 3.2). The sign of the differenc  between LQs, trade coefficients, and RIOCs calculated between two 
alter ative LQ methods depen s on the 𝐽𝐽-value of the demanding industry, relativ  𝑆𝑆, 𝜆𝜆∗ a d 𝑍𝑍∗. The only exceptions are 
situations where the LQs generated by two LQ methods are larger than one (conditions presented in Table 3.4) or when 
𝑎𝑎#$
- = 0. In those situations he RIOCs generated by two LQ methods are equal.  
Table 3.5 shows th  alculation of LQs, trade coefficients, and RIOCs for a hypothetical four industry regional economy, 
providing a  illustration of these conclusions.  
 
Table 3.5 Location quotients, trade coeffici nts, and regional I-O coefficients for a hypothetical four industry region 
         
Parameters  𝜆𝜆
∗, 𝑆𝑆 ∙ 𝜆𝜆∗ and 
𝑍𝑍∗ 
 Demanding 
industry 𝐽𝐽 a78
9  
𝑆𝑆 0.05   𝜆𝜆∗ 0.880  A 0.020 0.015 
𝛿𝛿 0.05   𝑆𝑆 ∙ 𝜆𝜆∗ 0.048  B 0.030 0.000 
   𝑍𝑍∗ 0.028  C 0.045 0.015 
      D 0.060 0.015 
         
LQs (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Co ditions Ranking in size 
A 0.600 1.500 1.236 1.314  𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.60  1.000 0.885 0.876  𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.60  0.667 0.648 0.584  𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.60  0.500 0.527 0.438  𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
         
Trade coefficien s (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A .600 1.000 1.000 1.000 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.60  1.000 0.885 0.876   CILQ > RLQ > FLQ > SLQ 
C 0.60  0.667 0.648 0.584   CILQ > RLQ > SLQ > FLQ 
D 0.60  0.500 0.527 0.438   SLQ > RLQ > CILQ > FLQ 
         
RIOCs (for supplying industry B) 
i d j, 
generated by LQ m thod A, an  
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3.3.3 Regional I-O coefficients 
 
Equation 3.15 calculates the difference between two RIOCs: 
 
 𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
&  
(3.15) 
 
Where 𝐷𝐷𝐷𝐷#$
%& is the difference between the RIOC for supplying industry 𝑖𝑖 and d mandi g i ustr 𝑗𝑗, generated by LQ
methods A and B, 𝑎𝑎#$
%  is the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗,    t , d 𝑎𝑎#$
&  s 
the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method B. Equation 3.16 shows that he sign 
of 𝐷𝐷𝐷𝐷#$
%& must be equal to the sign of 𝐷𝐷𝐷𝐷#$
%&. The only exception is the situation where 𝑎𝑎#$
- = 0. In that case, both RIOCs 
equal zero and 𝐷𝐷𝐷𝐷#$
%& will be zero as well. 
 
 
𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
& = 𝑡𝑡#$
% ∙ 𝑎𝑎#$
- − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
- = 𝑡𝑡#$
% − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
-
= 𝐷𝐷𝐷𝐷#$
%& ∙ 𝑎𝑎#$
-  
(3.16) 
 
The conclusion is that the same ranking in size applies to LQs, trade coefficients, and RIOCs, generated by alternative LQ 
methods (Table 3.2). The sign of the difference between LQs, trade coefficients, and RIOCs calculated b tween two 
alternative LQ methods depends on the 𝐽𝐽-value of the demanding industry, relative 𝑆𝑆, 𝜆𝜆∗ and 𝑍𝑍∗. The only exc ptions are 
situations where the LQs generated by two LQ methods are larger than one (conditions presented in Table 3.4) or wh n 
𝑎𝑎#$
- = 0. In those situations the RIOCs generated by two LQ methods are equal.  
Table 3.5 shows the calculation of LQs, trade coefficients, and RIOCs for a hypothetical four industry regional economy, 
providing an illustration of these conclusions.  
 
Table 3.5 Location quotients, trade coefficients, and regional I-O coefficients for a hypothetical four industry region 
         
Parameters  𝜆𝜆
∗, 𝑆𝑆 ∙ 𝜆𝜆∗ and 
𝑍𝑍∗ 
 Demanding 
industry 𝐽𝐽 a78
9  
𝑆𝑆 0.050  𝜆𝜆∗ 0.880  A 0.020 0.015 
𝛿𝛿 0.050  𝑆𝑆 ∙ 𝜆𝜆∗ 0.048  B 0.030 0.000 
   𝑍𝑍∗ 0.028  C 0.045 0.015 
      D 0.060 0.015 
         
LQs (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Conditions Ranking in size 
A 0.600 1.500 1.236 1.314  𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876  𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584  𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438  𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
         
Trade coefficients (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.600 1.000 1.000 1.000 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.600 1.000 0.885 0.876   CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584   CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438   SLQ > RLQ > CILQ > FLQ 
         
RIOCs (for supplying industry B) 
the RIOC for supplying industry i and demanding industry j, 
generated by LQ method B. Equation 3.16 show  that the sign of 
  
58 TOURISM, INCOME AND JOBS 
 
3.3.3 Regional I-O coefficients 
 
Equation 3.15 calculates the difference between two RIOCs: 
 
𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
&  
(3.15) 
 
W re 𝐷𝐷𝐷𝐷#$
%& is t  difference be ween t  RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B, 𝑎𝑎#$
%  is the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method A, and 𝑎𝑎#$
&  is 
the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method B. Equation 3.16 shows that the sign 
of 𝐷𝐷𝐷𝐷#$
%& must be equal to the sign of 𝐷𝐷𝐷𝐷#$
%&. The only exception is the situation where 𝑎𝑎#$
- = 0. In that case, both RIOCs 
equal zero and 𝐷𝐷𝐷𝐷#$
%& will be zero as well. 
 
 
𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
& = 𝑡𝑡#$
% ∙ 𝑎𝑎#$
- − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
- = 𝑡𝑡#$
% − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
-
= 𝐷𝐷𝐷𝐷#$
%& ∙ 𝑎𝑎#$
-  
(3.16) 
 
The conclusi is th t th  sam  ra king in size appli s to LQs, trade coefficients, and RIOCs, generated by alternative LQ 
methods (T ble 3.2). T e sign of the difference between LQs, trade coefficients, and RIOCs calculated between two 
lt rnative LQ methods depends on the 𝐽𝐽-value of the demanding industry, relative 𝑆𝑆, 𝜆𝜆∗ and 𝑍𝑍∗. The only exceptions are 
situations where the LQs generated by two LQ methods are larger than one (conditions presented in Table 3.4) or when 
𝑎𝑎#$
- = 0. In those situations the RIOCs generated by two LQ methods are equal.  
Table 3.5 shows the calculation f LQs, trade c efficients, and RIOCs for a hypothetical four industry regional economy, 
providing an illustration of these conclusions.  
 
Table 3.5 Location quotients, trade coefficients, nd regional I-O coefficients for a hypothetical four industry region 
         
Parameters  𝜆𝜆
∗, 𝑆𝑆 ∙ 𝜆𝜆∗ and 
𝑍𝑍∗ 
 Demanding 
industry 𝐽𝐽 a78
9  
𝑆𝑆 0.050  𝜆𝜆∗ 0.880  A 0.020 0.015 
𝛿𝛿 0.050  𝑆𝑆 ∙ 𝜆𝜆∗ 0.048  B 0.030 0.000 
   𝑍𝑍∗ 0.028  C 0.045 0.015 
      D 0.060 0.015 
         
LQs (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Conditions Ranking in size 
A 0.600 1.500 1.236 1.314  𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876  𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584  𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438  𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
         
Trade coefficients (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.600 1.000 1.000 1.000 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.600 1.000 0.885 0.876   CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584   CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438   SLQ > RLQ > CILQ > FLQ 
         
RIOCs (for supplying industry B) 
must be equal to he sig
of 
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3.3.3 Regional I-O coefficients 
 
Equation 3.15 calculates the difference between two RIOCs: 
 
 𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
&  
(3.15) 
 
Where 𝐷𝐷𝐷𝐷#$
%& is the difference betwe the RIOC for supplying ind stry 𝑖𝑖 and mandi g industry 𝑗𝑗, e era ed by LQ 
methods A and B, 𝑎𝑎#$
%  is the RIOC for supplying industry 𝑖𝑖 an demanding industry 𝑗𝑗, ge erat d by LQ method A, and 𝑎𝑎#$
&  is 
the RIOC for supplying industry 𝑖𝑖 an  deman ng industry 𝑗𝑗, generat d by LQ method B. Equatio  3.16 sh ws tha  th  sign 
of 𝐷𝐷𝐷𝐷#$
%& must be equal to he sign 𝐷𝐷𝐷𝐷#$
%&. The only exc pti n is the situation wh e 𝑎𝑎#$
- = 0. In that case, both RIOCs 
equal zero and 𝐷𝐷𝐷𝐷#$
%& will be zero as well. 
 
 
𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
& = 𝑡𝑡#$
% ∙ 𝑎𝑎#$
- − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
- = 𝑡𝑡#$
% − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
-
= 𝐷𝐷𝐷𝐷#$
%& ∙ 𝑎𝑎#$
-  
(3.16) 
 
The conclusion is that the sa ranking in size applies to LQs, trade coeffi ient , a d RIOCs, g nerated by alter ative LQ 
methods (Table 3.2). The sign of the difference between LQ , trade coefficients, a  RIOCs calculat d betwe n two 
alternative LQ method  dep nds on the 𝐽𝐽-value of the dem ding industry, relativ  𝑆𝑆, 𝜆𝜆∗ nd 𝑍𝑍∗. The only exceptions are 
si uations wher  the LQs generated by tw  LQ meth d  ar larger t a  on  (conditions pr s ted in Table 3.4) or when 
𝑎𝑎#$
- = 0. In those situ tions the RIOCs generated by two LQ met ds re equal.  
Tabl  3.5 shows the calculati n of LQs, trade coeffici n s, nd RIOCs f r a hypothetical four indu try regional conomy, 
providing an illustration of these conclusions.  
 
Table 3.5 Location quotients, t ade coefficients, and regional I-O coefficients for a hypothetical four industry region 
         
Parameters  𝜆𝜆
∗, 𝑆𝑆 ∙ 𝜆𝜆∗ and 
𝑍𝑍∗ 
 Demanding 
industry 𝐽𝐽 a78
9  
𝑆𝑆 0.050  𝜆𝜆∗ 0.880  A 0.020 0.015 
𝛿𝛿 0.050  𝑆𝑆 ∙ 𝜆𝜆∗ 0.048  B 0.030 0.000 
   𝑍𝑍∗ 0.028  C 0.045 0.015 
      D 0.060 0.015 
         
LQs (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Conditions Ranking in size 
A 0.600 1.500 1.236 1.314  𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876  𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584  𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438  𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
         
Trade coefficients (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.600 1.000 1.000 1.000 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.600 1.000 0.885 0.876   CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584   CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438   SLQ > RLQ > CILQ > FLQ 
         
RIOCs (for supplying industry B) 
 
I , I
i l l i I
𝐷𝐷𝐷𝐷 𝑎𝑎 𝑎𝑎
𝐷𝐷𝐷𝐷 i i I l i i 𝑖𝑖 i i 𝑗𝑗 n
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.  , equal ze o and 
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3.3.3 Regional I-O coefficients 
 
Equation 3.15 calculates the difference between two RIOCs: 
 
 𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
&  
(3.15) 
 
Where 𝐷𝐷𝐷𝐷#$
%& is the difference between the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, gen rated by LQ 
methods A and B, 𝑎𝑎#$
%  is the RIOC for supplying industry 𝑖𝑖 and demanding ind ry 𝑗𝑗, generated by LQ method A, and 𝑎𝑎#$
&  is 
the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method B. Equation 3.16 shows that the sign 
of 𝐷𝐷𝐷𝐷#$
%& must be equal to the sign of 𝐷𝐷𝐷𝐷#$
%&. The only exception is the situation where 𝑎𝑎#$ = 0. In that case, both RIOCs 
equal zero and 𝐷𝐷𝐷𝐷#$
%& will be zero as well. 
 
 
𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
& = 𝑡𝑡#$
% ∙ 𝑎𝑎#$
- − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
- = 𝑡𝑡#$
% − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
-
= 𝐷𝐷𝐷𝐷#$
%& ∙ 𝑎𝑎#$
-  
(3.16) 
 
he conclusi n is that the same ranking in size applies to LQs, trade c eff c ents, and RIOCs, g erated by alternative LQ 
methods (Tab e 3.2). Th  s g  of the difference be w en LQs, tra e coefficie ts, and RIOCs calculated bet een two 
alt rnative LQ methods depends on the 𝐽𝐽-value of the demanding industry, relative 𝑆𝑆, 𝜆𝜆∗ a d 𝑍𝑍∗. The only exceptions are
situations where the LQs generate  by tw  LQ methods are larger than one (conditions presented in Table 3.4) r when 
𝑎𝑎#$
- = 0. In those situations the RIOCs generated by two LQ methods are equal.  
Table 3.5 shows the calculation of LQs, trade coefficients, and RIOCs for a hypothetical four industry regional economy, 
providing an illustration of these conclusions.  
 
Table 3.5 Location quotients, trade coefficients, and regional I-O coefficients for a hypothetical four industry region 
         
Parameters  𝜆𝜆
∗, 𝑆𝑆 ∙ 𝜆𝜆∗ and 
𝑍𝑍∗ 
 Demanding 
industry 𝐽𝐽 a78
9  
𝑆𝑆 0.050  𝜆𝜆∗ 0.880  A 0.020 0.015 
𝛿𝛿 0.050  𝑆𝑆 ∙ 𝜆𝜆∗ 0.048  B 0.030 0.000 
   𝑍𝑍∗ 0.028   0.045 0.015 
      D 0.060 0.015 
         
LQs (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Conditions Ranking in size 
A 0.600 1.500 1.236 1.314  𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876  𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584  𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438  𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
         
Trade coefficients (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.600 1.000 1.000 1.000 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.600 1.000 0.885 0.876   CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584   CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438   SLQ > RLQ > CILQ > FLQ 
         
RIOCs (for supplying industry B) 
will be zero as well.
66 tourism, income, and jobs
Table 3.5 Location quotients, trade coefficients, and regional I-O coefficients for a hypothetical four 
industry region
Parameters λ*, S ∙ λ* and Z* 
Demanding 
industry
J aBjN
S 0.050 λ* 0.880 A 0.020 0.015
δ 0.050 S ∙ λ* 0.048 B 0.030 0.000
Z* 0.028 C 0.045 0.015
D 0.060 0.015
LQs (for supplying industry B)
Demanding 
industry
SLQ CILQ RLQ FLQ Conditions Ranking in size
A 0.600 1.500 1.236 1.314 J < Z CILQ > FLQ > RLQ > SLQ
B 0.600 1.000 0.885 0.876 Z < J < S ∙ λ* CILQ > RLQ > FLQ > SLQ
C 0.600 0.667 0.648 0.584 S ∙ λ* < J < S CILQ > RLQ > SLQ > FLQ
D 0.600 0.500 0.527 0.438 J > S SLQ > RLQ > CILQ > FLQ
Trade coefficients (for supplying industry B)
Demanding 
industry
SLQ CILQ RLQ FLQ Equality 
conditions
Ranking in size
A 0.600 1.000 1.000 1.000 CILQ, RLQ, FLQ 
> 1
CILQ = FLQ = RLQ > SLQ
B 0.600 1.000 0.885 0.876 CILQ > RLQ > FLQ > SLQ
C 0.600 0.667 0.648 0.584 CILQ > RLQ > SLQ > FLQ
D 0.600 0.500 0.527 0.438 SLQ > RLQ > CILQ > FLQ
RIOCs (for supplying industry B)
Demanding 
industry
SLQ CILQ RLQ FLQ Equality 
conditions
Ranking in size
A 0.090 0.150 0.150 0.150 CILQ, RLQ, FLQ 
> 1
CILQ = FLQ = RLQ > SLQ
B 0.000 0.000 0.000 0.000
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CIL , RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000  𝑎𝑎++
, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form the basis of a regional I-O model. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables the calculation, for any level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called output multipliers 𝐿𝐿<=  showing the output in supplying industry 𝑖𝑖	required to 
produce one unit of final demand of industry 𝑗𝑗. The sum of the output multipliers for demanding industry 𝑗𝑗 (column total), 
i.e. the total output multiplier 𝐿𝐿= , shows the output required to produce one unit of final demand of industry 𝑗𝑗. As 
established in the previous sections the same ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not necessarily the case that the same ranking in size also applies to total output multipliers. This is caused by 
the mathematics involved in the calculation of the Leontief inverse, whereby the value of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Dependent on the ranking in size of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outcomes 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for comparisons including FLQ) choice of δ determine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand for products 
of sector	𝑗𝑗 (2) intermediary deliveries of supplying sector 𝑖𝑖 to all demanding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  between any two supplying and demanding industries can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
which there is at least one 𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demanding industries for which all aLM
N = 0, implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
  0. 0
CILQ = RLQ = FLQ = SLQ
C 0. 90 .100 0.097 0.088 CILQ > RLQ > SLQ > FL
D 0. 90 0.075 0.079 0.066 SLQ > RLQ > CILQ > FLQ
Sources: Own calculations
67Location quotient methods
(3.16)
The conclusion is that the same ranking in size applies to LQs, trade coefficients, and RIOCs, 
generated by alternative LQ methods (Table 3.2). The sign of the difference between LQs, trade 
coefficients, and RIOCs calculated between two alternative LQ methods depends on the J-value of 
the demanding industry, relative to S, λ*, and Z*. The only exceptions are situations where the LQs 
generated by two LQ methods are larger than one (conditions presented in Table 3.4) or when 
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3.3.3 Regional I-O coefficients 
 
Equation 3.15 calculates the difference between two RIOCs: 
 
 𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
&  
(3.15) 
 
Where 𝐷𝐷𝐷𝐷#$
%& is the difference between the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ 
methods A and B, 𝑎𝑎#$
%  is the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generat d by LQ method A, and 𝑎𝑎#$
&  is 
the RIOC for supplying industry 𝑖𝑖 and demanding industry 𝑗𝑗, generated by LQ method B. Equ ion 3.16 shows that the sign 
of 𝐷𝐷𝐷𝐷#$
%& must be equal to the sign of 𝐷𝐷𝐷𝐷#$
%&. The only exception is the situation where 𝑎𝑎#$
- = 0. In that case, both RIOCs 
equal zero and 𝐷𝐷𝐷𝐷#$
%& will be zero as well. 
 
 
𝐷𝐷𝐷𝐷#$
%& = 𝑎𝑎#$
% − 𝑎𝑎#$
& = 𝑡𝑡#$
% ∙ 𝑎𝑎#$
- − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
- = 𝑡𝑡#$
% − 𝑡𝑡#$
& ∙ 𝑎𝑎#$
-
= 𝐷𝐷𝐷𝐷#$
%& ∙ 𝑎𝑎#$
-  
(3.16) 
 
The conclusion is that the same ranking in size applies to LQs, trade coefficients, and RIOCs, generated by alternative LQ 
methods (Table 3.2). The sign of the difference between LQs, trade coefficients, and RIOCs calculated between two 
alternative LQ methods depends on the 𝐽𝐽-value of the demanding industry, relative 𝑆𝑆, 𝜆𝜆∗ and 𝑍𝑍∗. The only exceptions are 
situations where the LQs generated by two LQ methods are larger than one (conditions presented in Table 3.4) or when 
𝑎𝑎#$
- = 0. In those situations the RIOCs generated by two LQ methods are equal.  
Table 3.5 shows the calculation of LQs, trade coefficients, and RIOCs for a hypothetical four industry regional economy, 
providing an illustration of these conclusions.  
 
Table 3.5 Location quotients, trade coefficients, and regional I-O coefficients for a hypothetical four industry region 
         
Parameters  𝜆𝜆
∗, 𝑆𝑆 ∙ 𝜆𝜆∗ and 
𝑍𝑍∗ 
 Demanding 
industry 𝐽𝐽 a78
9  
𝑆𝑆 0.050  𝜆𝜆∗ 0.880  A 0.020 0.015 
𝛿𝛿 0.050  𝑆𝑆 ∙ 𝜆𝜆∗ 0.048  B 0.030 0.000 
   𝑍𝑍∗ 0.028  C 0.045 0.015 
      D 0.060 0.015 
         
LQs (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Conditions Ranking in size 
A 0.600 1.500 1.236 1.314  𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876  𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584  𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438  𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
         
Trade coefficients (for supplying industry B) 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.600 1.000 1.000 1.000 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.600 1.000 0.885 0.876   CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584   CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438   SLQ > RLQ > CILQ > FLQ 
         
RIOCs (for supplying industry B) 
ose situations the RIOCs generated by two LQ methods are equal. 
Table 3.5 shows the calculation of LQs, trade coefficients, and RIOCs for a hypothetical four industry 
regional economy, providing an illustration of these conclusions.
3.4 Ranking in size of total output multipliers
RIOCs (contained in the matrix A) form the basis of a regional I-O model. A technical operation on 
the A-matrix (Miller & Blair, 2009) leads to the Leontief inverse matrix (L)
(3.17)
where L is the Leontief inverse matrix and I is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables the calculation, for any level of final demand (Y) or change of final demand 
(∆Y), of the required level (X) or change (∆X) in output in all industries of the regional economy:
(3.18)
(3.19)
Elements of the matrix L are so-called output multipliers (Li j) showing the output in supplying 
industry i required to produce one unit of final demand of industry j. The sum of the output 
multipliers for demanding industry j (column total), i.e. the total output multiplier (Lj), shows the 
output required to produce one unit of final demand of industry j. As established in the previous 
sections the same ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
industry j. It is not necessarily the case that the same ranking in size also applies to total output 
multipliers. This is caused by the mathematics involved in the calculation of the Leontief inverse, 
whereby the value of each Li j depends on all RIOCs ai j. Dependent on the ranking in size of LQs of LQ 
methods A and B 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000  𝑎𝑎++
, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form the basis of a regional I-O model. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief i verse matrix and 𝐼𝐼 is the unity mat ix. Equations 3.18 and 3.19 show that the 
Leonti f inverse enables the calculation, for a y l vel of final demand  𝑌𝑌  or change of fin l demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called output ultipliers 𝐿𝐿<=  showing the ou put in s pplying industry 𝑖𝑖	required to 
produce one unit of final demand of industry 𝑗𝑗. The sum of the utput multipliers for demanding industry 𝑗𝑗 (column total), 
i.e. the total output multiplier 𝐿𝐿= , shows the output required to produce one unit of final demand of industry 𝑗𝑗. As 
established in the previous sections the same ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not necessarily the case that the same ranking in size also appli s to total output multipliers. This is caused by 
the mathematics involved in the calculation of the L on ief inverse, whereby the value of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Dependent on the ranking in size of LQs of LQ (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outcomes 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for comparisons including FLQ) choice of δ determine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                      
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand for products 
of sector	𝑗𝑗 (2) intermediary deliveries of supplying sector 𝑖𝑖 to all demanding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  between any two supplying and demanding industries can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
which there is at least one 𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demanding industries for which all aLM
N = 0, implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
 and 
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e a i  
i stry SL  IL  RL  FL  
 E ality c iti s Ra ki  i  size 
 .  .  .  .  
 I , ,
 
IL  = FL  = RL  > SL  
B .  .  .  .   𝑎𝑎++ .  IL  = RL  = FL  = SL  
 .  .  .  .    IL  > RL  > SL  > FL  
 .  .  .  .    SL  > RL  > IL  > FL  
         
Source: n calculations 
 
.  i  i  i  f t t l t t lti li r  
 
RI s (contained in the atrix 𝐴𝐴) for  the basis of a regional I-  odel.  technical operation on the 𝐴𝐴- atrix ( il er  Blair, 
2009) leads to the Leontief inverse atrix (𝐿𝐿): 
 
 𝐿𝐿 𝐼𝐼 𝐴𝐴 7 
(3.17) 
r  𝐿𝐿 is t  ti f i v rs  rix  𝐼𝐼 is t  ity t ix. ti s .   .  s  t t t  
tief i v r  l s t  c lc l ti , f r y lev l f fi l   𝑌𝑌  r c  f fi l  
( 𝑌𝑌), t  r ir  l v l 𝑋𝑋  r c  ( 𝑋𝑋) i  t t i  l  i stri s f t  r i l c y: 
 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
(3.19) 
 
Ele ents of the atrix 𝐿𝐿 are so-cal ed output multipliers 𝐿𝐿<=  sho ing the o tput in supplying industry 𝑖𝑖	required to 
produce one unit of final de and of industry 𝑗𝑗. The su  of the output ultipliers for de anding industry 𝑗𝑗 (colu n to l), 
i.e. the total output ultiplier 𝐿𝐿= , sho s the output required to produce one unit of final de an  of industry 𝑗𝑗. s 
established in the previous sections the sa e ra king in size applies to L s, trade co fficients, and RI s, for a de nding 
industry 𝑗𝑗. It is not necessarily the case that the sa e ranking in size also appli s to total output ultipliers. This is caused by 
the athe atics involved in the calculation of the L ontief inverse, hereby the value of each 𝐿𝐿<= depends on al  RI s 𝑎𝑎<=. 
ependent on the ranking in size of L s of L  t     (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outco es 
regarding the ranking in size of total output ultipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. hen al  𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B 𝑎𝑎<=
+ , then 𝐿𝐿=
B 𝐿𝐿=
+ for al  de anding industries.32 
2. hen 𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+  in so e de anding industries and 𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+  in other de anding industries, then 𝐿𝐿=
B 𝐿𝐿=
+. The 
e pirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for co parisons including FL ) choice of δ deter ine hether or not the sa e ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each de anding industry. 
3. hen al  𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+  and/or hen al  𝑎𝑎<=
B 𝑎𝑎<=
+ , then 𝐿𝐿=
B 𝐿𝐿=
+ for al  de anding industries. 
 
                                                    
 
32 utput ultipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; inter ediate delivery of supplying sector	𝑖𝑖	to de anding sector 𝑗𝑗, caused by the final de and for products 
of sector	𝑗𝑗 (2) inter ediary deliveries of supplying sector 𝑖𝑖 to al  de anding industries, caused by final de and for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  bet een any t o supplying and de anding industries can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿< ) one is added, to account for direct output (Schaf er, 1999). e find 𝐿𝐿=
B 𝐿𝐿=
+  for de anding sector in 
hich there is at least one 𝐿𝐿<=  for hich 𝑎𝑎<=
B 𝑎𝑎<=
+  (factor one) and/or for hich factor t o is higher for L  ethod A. e find 𝐿𝐿=
B 𝐿𝐿=
+  in (1) 
de anding industries for hich al  aLM
N 0, i plying that al  𝑎𝑎<=
B 𝑎𝑎<=
+ 0 and 𝐿𝐿=
B 𝐿𝐿=
+ 1 (2) de anding industries for hich al  LQLM
O, LQLM
P 1 or al  
𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+ , i plying that al  𝑎𝑎<=
B 𝑎𝑎<=
+ , and for hich for there is no 𝐿𝐿<=  for hich factor 2 is higher for L  ethod A (no intersectoral relationships 
bet een industries in hich 𝑎𝑎<=
B 𝑎𝑎<=
+  and sector 𝑗𝑗). 
m  regarding the ranking in size of 
tota  output multipliers 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A .090 .15  0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B .000 .00  0.000 0.000  𝑎𝑎++
, = 0.000 CILQ = RLQ = FLQ = SLQ 
C .090 0.10  0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   S R > CILQ > FLQ 
         
So rce: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (cont ined in the matrix 𝐴𝐴) form the b sis of a regional I-O model. A technical operation on th  𝐴𝐴-m t ix (Miller & Blair, 
2009) leads to the Leon ief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief ve se ma rix d 𝐼𝐼 is he u ity matrix. Equ tions 3.18 and 3.19 show that the 
Leo tief inverse enables the calculation, for a y level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in outpu  n all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the m trix 𝐿𝐿 are so-called output multipl ers 𝐿𝐿<=  how g the output in upplying n ustry 𝑖𝑖	requir d to 
produce on  unit of inal demand of industry 𝑗𝑗. The s m of he output multipliers for demanding industry 𝑗𝑗 (column total), 
i.e. he tota  output multiplier 𝐿𝐿= , shows th  output required to produce on  unit of inal demand of industry 𝑗𝑗. As 
established in the previous sectio s the sam ranki g in ize applies to LQs, trade coefficie ts, nd RIOCs, for a demanding 
industry 𝑗𝑗. It s not nec ssarily the cas that t e sam ranking in ize also pplies t  tota  output multipli rs. This is caused by 
the mathema ics involved i the calculation of th Leontief invers , whereby t e valu  of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Depende t o  th ranking in size of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there ar three po sible outcom s 
regarding th ranking in size of 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least on  𝑎𝑎< > 𝑎𝑎<= , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. Whe 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demandi g industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, t n 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for omparisons including FLQ) choice of δ determi e w ther o  not the same ranking 
i  size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B an  𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎< 𝑎𝑎<= , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                     
 
32 Output multipliers 𝐿𝐿<= consist of (1) 𝑎𝑎<= ; intermediate deliv ry of supplying sector	𝑖𝑖	  dem nding sector 𝑗𝑗, caused by the final demand for products 
of s ctor	𝑗𝑗 (2) int rmediary deliveries of supplying sector 𝑖𝑖 to all d manding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decr ase) of 𝑎𝑎<=  betwee  any two supplying and d mand g industri s c n increase (decr ase) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the d agonal (𝐿𝐿<<) one is adde , to acco nt for dir ct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
which there is at least one 𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) nd/or f r w c  factor two is igher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
d manding industries for which all aLM
N = 0, implying that all 𝑎𝑎< 𝑎𝑎<= 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) d manding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which there is no 𝐿𝐿<=  for w ich actor 2 is igher f r LQ m th d A (no ntersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
 and 
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S r :  l l ti s 
 
.  i i  i   l  l i li  
 
I s ( t i  i  t  trix 𝐴𝐴) f r  t  sis f  r i l I-  l.  t i l r ti   t  𝐴𝐴- atrix ( il r  l ir, 
) l s t  t  L i f i v rs  trix (𝐿𝐿): 
 
 𝐿𝐿 𝐼𝐼 𝐴𝐴 7 
( . ) 
 
r  𝐿𝐿  t  ti f in r  ri a 𝐼𝐼 i t  nit  tri . ti  .   .   t t t  
ti f i r  l  t l l ti , f r n  l f fi l   𝑌𝑌  r  f fi l  
( 𝑌𝑌), t  r ir l l 𝑋𝑋  r  ( 𝑋𝑋) i t   ll i tri  f t  r i l : 
 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
( . ) 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
( . ) 
 
l ts f t  trix 𝐿𝐿 r  s -  t t lti li rs 𝐿𝐿<=  s i  t  t t i  lyi  i d stry 𝑖𝑖	r ir  t  
r   it f fi l  f i stry 𝑗𝑗.  su  f t  t t lti li rs f r i  i stry 𝑗𝑗 ( l  t t l), 
i. . t  t l t t lti li r 𝐿𝐿= , s s t e t t r r  t  r   it f fi l  f i stry 𝑗𝑗. s 
st lis  i  t  r vi  s ti s t  s r k i si  li s t L s, r  ffi i ts,  I s, f r  i  
i stry 𝑗𝑗. It s t ss rily t  s t t th  s r ki  i  i ls  a li s t  t l t t lti li rs. is is s  y 
t  t ti s i v lv  in t  l l ti  f t  L ti f i v rse, r y t  v l  f  𝐿𝐿<= s  l  I s 𝑎𝑎<=. 
t t r ki  i  si  f L s f L  t s    (𝐿𝐿𝐿𝐿<=	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=) t r  r  t r  s i l  t s 
r i t r ki i  si  f t l t t lti li rs 𝐿𝐿= 	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿= : 
 
. l  𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<=  t l st  𝑎𝑎<
B 𝑎𝑎< , t  𝐿𝐿= 𝐿𝐿=  f r l  i  i stri s.
32 
. n 𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= i  s  i i stri s  𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= i  t r i  i stri s, t e  𝐿𝐿= 𝐿𝐿= .  
iri l t  (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=)  (f r ris s i l i FL ) i  f  t r i  t r r t t  s  r ki  
in si  f 𝐿𝐿𝐿𝐿<=  𝐿𝐿𝐿𝐿<= li s t 𝐿𝐿=   𝐿𝐿= , f r  i  i stry. 
.  l  𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= / r  l  𝑎𝑎<
B = 𝑎𝑎< , t  𝐿𝐿= 𝐿𝐿=  f r l  i  i stri s.  
 
                  
 
32 utput ultipliers 𝐿𝐿<  consist of (1) 𝑎𝑎<= ; inter ediate deliv ry f supplying sector	𝑖𝑖	t  de nding sector 𝑗𝑗, caused by the final de and for products 
of s cto 	𝑗𝑗 (2) int r ediary deliveries f supplying sector 𝑖𝑖 to al  d anding industries, caused by final de and for products of sect r 𝑗𝑗, in addition to 
𝑎𝑎<=. n increase (decr ase) of 𝑎𝑎<=  bet ee  any t o supplying and d andi g industri s can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  long the diagonal (𝐿𝐿< ) one is adde , to accoun for dir ct output (Schaffer, 1999). e find 𝐿𝐿=
B 𝐿𝐿=
+  for de anding sector in 
hich there is at least one 𝐿𝐿<=  for hich 𝑎𝑎<=
B 𝑎𝑎<=
+  (factor one) nd/or for c  fact r t o is igher for L  ethod . e find 𝐿𝐿=
B 𝐿𝐿=
+  in (1) 
d anding industries for hich al  aLM
N , i plying that l  𝑎𝑎<
B = 𝑎𝑎< and 𝐿𝐿=
B 𝐿𝐿=
+  (2) d anding industries for hich al L LM
O, L LM
P  or al  
𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+ , i plying that al  𝑎𝑎<=
B 𝑎𝑎<=
+ , and for hich f r there is no 𝐿𝐿<=  for hich actor 2 is igher for L  th d  (no intersectoral relationships 
bet een industries in hich 𝑎𝑎<=
B 𝑎𝑎<=
+  and sector 𝑗𝑗). 
68 tourism, income, and jobs
1. When all 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000  𝑎𝑎++
, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form the basis of a regional I-O model. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables the calculation, for any level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called output multipliers 𝐿𝐿<=  showing the output in supplying industry 𝑖𝑖	required to 
produce one unit of final demand of industry 𝑗𝑗. The sum of the output multipliers for demanding industry 𝑗𝑗 (column total), 
i.e. the total output multiplier 𝐿𝐿= , shows the output required to produce one unit of final demand of industry 𝑗𝑗. As 
established in the previous sections the same ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not necessarily the case that the same ranking in size also applies to total output multipliers. This is caused by 
the mathematics involved in the calculation of the Leontief inverse, whereby the value of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Dependent on the ranking in size of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outcomes 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
.  ll 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for comparisons including FLQ) choice of δ determine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand for products 
of sector	𝑗𝑗 (2) intermediary deliveries of supplying sector 𝑖𝑖 to all demanding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  between any two supplying and demanding industries can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
which there is at least one 𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demanding industries for which all aLM
N = 0, implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
   l   
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S rce:  calc lati s 
 
.  i  i  i  f t t l t t lti li  
 
RI s (c tai e  i  t e atrix 𝐴𝐴) f r  t e asis f a re i al I-  el.  tec ical erati   t e 𝐴𝐴- atrix ( i ler  Blair, 
) lea s t  t e Le tief i verse atrix (𝐿𝐿): 
 
 𝐿𝐿 𝐼𝐼 𝐴𝐴 7 
( . ) 
 
r  𝐿𝐿 i  t  ti f i r  tri   𝐼𝐼 i  t  it  tri . ti  .   .   t t t  
ti f i r  l  t  l l ti , f r  l l f fi l   𝑌𝑌  r  f fi l  
( 𝑌𝑌), t  r ir  l l 𝑋𝑋  r  ( 𝑋𝑋) i  t t i  l i tri  f t  r i l : 
 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
( . ) 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
( . ) 
 
Ele e ts f t e atrix 𝐿𝐿 are s -ca le  t t lti liers 𝐿𝐿<=  s i  t e t t i  s lyi  i stry 𝑖𝑖	re ire  t  
r ce e it f fi al e a  f i stry 𝑗𝑗. T e s  f t e t t lti liers f r e a i  i stry 𝑗𝑗 (c l  t tal), 
i.e. t e t tal t t lti lier 𝐿𝐿= , s s t e t t re ire  t  r ce e it f fi al e a  f i stry 𝑗𝑗. s 
esta lis e  i  t e revi s secti s t e sa e ra ki  i  size a lies t  L s, tra e c efficie ts, a  RI s, f r a e a i  
i stry 𝑗𝑗. It is t ecessarily t e case t at t e sa e ra ki  i  size als  a lies t  t tal t t lti liers. T is is ca se  y 
t e at e atics i v lve  i  t e calc lati  f t e Le tief i verse, ere y t e val e f eac  𝐿𝐿<= e e s  a l RI s 𝑎𝑎<=. 
e e e t  t e ra ki  i  size f L s f L  et s  a  B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) t ere are t ree ssi le tc es 
re ar i  t e ra ki  i  size f t tal t t lti liers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When a l 𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+ a at least e 𝑎𝑎<=
B 𝑎𝑎<=
+ , t e  𝐿𝐿=
B 𝐿𝐿=
+ f r a l e a i  i stries.32 
. e  𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+  i  s e e a i  i stries a  𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+  i  t er e a i  i stries, t e  𝐿𝐿=
B 𝐿𝐿=
+. T e 
e irical ata (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=) a  (f r c aris s i cl i  FL ) c ice f  eter i e et er r t t e sa e ra ki  
i  size f 𝐿𝐿𝐿𝐿<=
B  a  𝐿𝐿𝐿𝐿<=
+  a lies t  𝐿𝐿=
B a  𝐿𝐿=
+, f r eac  e a i  i stry. 
. e  a l 𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+  a / r e  a l 𝑎𝑎<=
B 𝑎𝑎<=
+ , t e  𝐿𝐿=
B 𝐿𝐿=
+ f r a l e a i  i stries.  
 
                                                    
 
32 utput ultipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; inter ediate delivery of supplying sector	𝑖𝑖	to de anding sector 𝑗𝑗, caused by the final de and for products 
of sector	𝑗𝑗 (2) inter ediary deliveries of supplying sector 𝑖𝑖 to a l de anding industries, caused by final de and for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  bet een any t o supplying and de anding industries can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿 <) one is added, to account for direct output (Scha fer, 1999). e find 𝐿𝐿=
B 𝐿𝐿=
+  for de anding sector in 
hich there is at least one 𝐿𝐿<=  for hich 𝑎𝑎<=
B 𝑎𝑎<=
+  (factor one) and/or for hich factor t o is higher for L  ethod A. e find 𝐿𝐿=
B 𝐿𝐿=
+  in (1) 
de anding industries for hich a l aLM
N 0, i plying that a l 𝑎𝑎<=
B 𝑎𝑎<=
+ 0 and 𝐿𝐿=
B 𝐿𝐿=
+ 1 (2) de anding industries for hich a l L LM
O, L LM
P 1 or a l 
𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+ , i plying that a l 𝑎𝑎<=
B 𝑎𝑎<=
+ , and for hich for there is no 𝐿𝐿<=  for hich factor 2 is higher for L  ethod A (no intersectoral relationships 
bet een industries in hich 𝑎𝑎<=
B 𝑎𝑎<=
+  and sector 𝑗𝑗). 
l
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I  ( t i  i  t  tri  𝐴𝐴) f r  t  i  f  r i l I-  l.  t i l r ti   t  𝐴𝐴- tri  ( ill r  l ir, 
) l  t  t  ti f i r  tri  𝐿𝐿 : 
 
 𝐿𝐿 𝐼𝐼 𝐴𝐴  
( . ) 
 
 𝐿𝐿 i  t  ti f i  t i   𝐼𝐼 i  t  it  t i . ti  .   .   t t t  
ti f i  l  t  l l ti , f   l l f fi l  𝑌𝑌    f fi l  
𝑌𝑌 , t  i  l l 𝑋𝑋    𝑋𝑋  i  t t i  l  i t i  f t  i l : 
 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
( . ) 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
( . ) 
 
l t  f t  tri  𝐿𝐿 r  - ll  t t lti li r  𝐿𝐿<=  i  t  t t i  l i  i tr  𝑖𝑖	r ir  t  
r   it f fi l  f i tr  𝑗𝑗.   f t  t t lti li r  f r i  i tr  𝑗𝑗 ( l  t t l), 
i. . t  t t l t t lti li r 𝐿𝐿= ,  t  t t r ir  t  r   it f fi l  f i tr  𝑗𝑗.  
t li  i  t  r i  ti  t   r i  i  i  li  t  , tr  f i i t ,  I , f r  i  
i tr  𝑗𝑗. It i  t ril  t   t t t   r i  i  i  l  li  t  t t l t t lti li r . i  i    
t  t ti  i l  i  t  l l ti  f t  ti f i r , r  t  l  f  𝐿𝐿<=   ll I  𝑎𝑎<=. 
t  t  r i  i  i  f  f  t     (𝐿𝐿𝐿𝐿<=	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=) t r  r  t r  i l  t  
r r i  t  r i  i  i  f t t l t t lti li r  𝐿𝐿= 	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿= : 
 
. 𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<=  t l t  𝑎𝑎<= 𝑎𝑎<= , t  𝐿𝐿= 𝐿𝐿=  f r ll i  i tri .
32 
𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= i   i  i tri   𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= i  t r i  i tri , t  𝐿𝐿= 𝐿𝐿= .  
iri l t  𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=   (f r ri  i l i  ) i  f  t r i  t r r t t   r i  
i  i  f 𝐿𝐿𝐿𝐿<=  𝐿𝐿𝐿𝐿<= li  t  𝐿𝐿=   𝐿𝐿= , f r  i  i tr . 
.  ll 𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= / r  ll 𝑎𝑎<= 𝑎𝑎<= , t  𝐿𝐿= 𝐿𝐿=  f r ll i  i tri . 
 
 
 
32 t t lti li rs 𝐿𝐿<=  sist f ( ) 𝑎𝑎<= ; i t r i t  liv ry f s lyi  s t r	𝑖𝑖	t  i  s t r 𝑗𝑗, s  y t  fi l  f r r ts 
f s t r	𝑗𝑗 ( ) i t r i ry liv ri s f s lyi  s t r 𝑖𝑖 t  l  i  i stri s, s  y fi l  f r r ts f s t r 𝑗𝑗, i  iti  t  
𝑎𝑎<=.  i r s  ( r s ) f 𝑎𝑎<=  t  y t  s lyi   i  i stri s  i r s  ( r s ) f t r, vi  t  i t rs t r l 
r l ti s i s ( ) F r 𝐿𝐿<=  l  t  i l (𝐿𝐿<<)  is , t  t f r ir t t t ( f r, ).  fi  𝐿𝐿=
B 𝐿𝐿=  f r i  s t r i  
i  t r  is t l st  𝐿𝐿<=  f r i  𝑎𝑎<=
B 𝑎𝑎<=  (f t r ) / r f r i  f t r t  is i r f r L  t  .  fi  𝐿𝐿=
B 𝐿𝐿=  i  ( ) 
i  i stri s f r i  l  LM , i lyi  t t l  𝑎𝑎<=
B 𝑎𝑎<=   𝐿𝐿=
B 𝐿𝐿=  ( ) i  i stri s f r i  l  LM, LM  r l  
𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<= , i lyi  t t l  𝑎𝑎<=
B 𝑎𝑎<= ,  f r i  f r t r  is  𝐿𝐿<=  f r i  f t r  is i r f r L  t   (  i t rs t r l r l ti s i s 
t  i stri s i  i  𝑎𝑎<=
B 𝑎𝑎<=   s t r 𝑗𝑗). 
s s s
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e an n
n ust y SL L RL FL E ua ty con t ons Rank n n s ze
L = FL = RL > SL
B 𝑎𝑎++ L = RL = FL = SL
L > RL > SL > FL
SL > RL > L > FL
Sou ce n calcula ions
.  i  i  i  f t t l t t lti li r  
RI Cs con ained in he a ix 𝐴𝐴 o he basis o a egional I odel A echnical ope a ion on he 𝐴𝐴 a ix il e Blai
2009 leads o he Leon ie inve se a ix (𝐿𝐿)
𝐿𝐿 𝐼𝐼 𝐴𝐴 67
3 17
r 𝐿𝐿 s v rs r x 𝐼𝐼 s y r x s s
v rs s c c r y v 𝑌𝑌 r c
( 𝑌𝑌) r r v 𝑋𝑋 r c ( 𝑋𝑋) s r s r c y
𝑋𝑋 𝐿𝐿 𝑌𝑌
3 18
𝑋𝑋 𝐿𝐿 𝑌𝑌
3 19
Ele en s o he a ix 𝐿𝐿 a e so cal ed ou pu ul iplie s 𝐿𝐿 sho ing he ou pu in supplying indus y 𝑖𝑖	 equi ed o
p oduce one uni o inal de and o indus y 𝑗𝑗 The su o he ou pu ul iplie s o de anding indus y 𝑗𝑗 colu n o al
i e he o al ou pu ul iplie 𝐿𝐿 sho s he ou pu equi ed o p oduce one uni o inal de and o indus y 𝑗𝑗 As
es ablished in he p evious sec ions he sa e anking in size applies o L s ade coe icien s and RI Cs o a de anding
indus y 𝑗𝑗 I is no neces a ily he case ha he sa e anking in size also applies o o al ou pu ul iplie s This is caused by
he a he a ics involved in he calcula ion o he Leon ie inve se he eby he value o each 𝐿𝐿 depends on al RI Cs 𝑎𝑎
ependen on he anking in size o L s o L e hods A and B 𝐿𝐿𝐿𝐿B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿+ he e a e h e pos ible ou co es
ega ding he anking in size o o al ou pu ul iplie s 𝐿𝐿B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿+
l 𝐿𝐿𝐿𝐿B 𝐿𝐿𝐿𝐿+ and a leas one 𝑎𝑎B 𝑎𝑎+ hen 𝐿𝐿B 𝐿𝐿+ o al de anding indus ies
2 hen 𝐿𝐿𝐿𝐿B 𝐿𝐿𝐿𝐿+ in o e de anding indu ie and 𝐿𝐿𝐿𝐿B 𝐿𝐿𝐿𝐿+ in o he de anding indus ies hen 𝐿𝐿B 𝐿𝐿+ The
e pi ical da a (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎,) and o co pa isons including FL choice o δ de e ine he he o no he sa e anking
in size o 𝐿𝐿𝐿𝐿B and 𝐿𝐿𝐿𝐿+ applies o 𝐿𝐿B and 𝐿𝐿+ o each de anding indus y
3 hen al 𝐿𝐿𝐿𝐿B 𝐿𝐿𝐿𝐿+ and o hen al 𝑎𝑎B 𝑎𝑎+ hen 𝐿𝐿B 𝐿𝐿+ o al de anding indus ies
 Ou pu  ul iplie  𝐿𝐿<  con i  o  1  𝑎𝑎< ; in e edia e deli e  o  up l ing ec o 	𝑖𝑖	 o de anding ec o  𝑗𝑗, cau ed b  he inal de and o  p oduc  
o  ec o 	𝑗𝑗 2  in e edia  deli e ie  o  up l ing ec o  𝑖𝑖 o al  de anding indu ie , cau ed b  inal de and o  p oduc  o  ec o  𝑗𝑗, in ad i ion o 
𝑎𝑎< . An inc ea e dec ea e  o  𝑎𝑎<  be we n an  wo up l ing and de anding indu ie  can inc ea e dec ea e  ac o , ia he in e ec o al 
ela ion hip  3  o  𝐿𝐿<  along he diagonal 𝐿𝐿<  one i  ad ed, o ac oun  o  di ec  ou pu  Scha e , 19 . e ind 𝐿𝐿 𝐿𝐿
+  o  de anding ec o  in 
which he e i  a  lea  one 𝐿𝐿<  o  which 𝑎𝑎< 𝑎𝑎<
+  ac o  one  and o  o  which ac o  wo i  highe  o  Q e hod A. e ind 𝐿𝐿 𝐿𝐿+  in 1  
de anding indu ie  o  which al  aLM
N 0, i pl ing ha  al  𝑎𝑎< 𝑎𝑎<
+ 0 and 𝐿𝐿 𝐿𝐿+ 1 2  de anding indu ie  o  which al  LQLM
O, LQLM
P 1 o  al  
𝐿𝐿𝐿𝐿< 𝐿𝐿𝐿𝐿<
+ , i pl ing ha  al  𝑎𝑎< 𝑎𝑎<
+ , and o  which o  he e i  no 𝐿𝐿<  o  which ac o  2 i  highe  o  Q e hod A no in e ec o al ela ion hip  
be we n indu ie  in which 𝑎𝑎< 𝑎𝑎<
+  and ec o  𝑗𝑗 . 
industries, then 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000  𝑎𝑎++
, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form the basis of a regional I-O model. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables the calculation, for any level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called output multipliers 𝐿𝐿<=  showing the output in su plying industry 𝑖𝑖	requ red to 
produce one unit of final demand of industry 𝑗𝑗. The sum of the output multipliers for demanding industry 𝑗𝑗 (column total), 
i.e. the total output multiplier 𝐿𝐿= , shows the output required to produce one unit of final deman of industry 𝑗𝑗. A  
established in the previous sections the same ranking in size applies to LQs, trade coeffic ent , and RIOCs, for a demanding
industry 𝑗𝑗. It is not necessarily the case that the same ranking in size also applies to total output multipl ers. This is caus d by 
the mathematics involved in the calculation of the Leontief inverse, whereby the value of ach 𝐿𝐿<= depends o  all RIOC  𝑎𝑎<=. 
Dependent on the ranking in size of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there a  th ee possible outcomes 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for comparisons including FLQ) choice of δ determine whether r not the same r nking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand for products 
of sector	𝑗𝑗 (2) intermediary deliveries of supplying sector 𝑖𝑖 to all demanding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  between any two supplying and demanding industries can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
which there is at least one 𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demanding industries for which all aLM
N = 0, implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
empiri al d ta (J, I, S, a
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Demanding 
industry S Q CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 .000  𝑎𝑎++
, 0.000 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066  SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (con ained n the matrix 𝐴𝐴) for  th  basis of a regional I-O model. A techn cal op ation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) le ds to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Wh e 𝐿𝐿 is he Leont ef inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables the calculation, for any level of fi al demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements f he matrix 𝐿𝐿 a e so-called output m l ipliers 𝐿𝐿<=  showing the outp t in supplying industry 𝑖𝑖	required to 
pro uce one unit of final demand f industry 𝑗𝑗. Th  um of the output mul ipliers for dem nding industry 𝑗𝑗 (column total), 
i.e. the total output m l iplier 𝐿𝐿= , shows th utput requ red to pro uce one unit of final demand of industry 𝑗𝑗. As 
s ablis d in the previous ections the same ranking in size applies to LQs, trade co fficie ts, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not nec ss rily the cas  that the same ranking in size also applies to tot l output multipliers. This is caused by 
m thematics involv d in the calculation of the Leonti f inverse, wh reby the v ue of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Dep ndent n the ranking in size of LQs of LQ methods A nd B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) ther are three possible outcomes 
regarding the ranking n ize of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿 ≥ 𝐿𝐿𝐿𝐿<=
+  a d at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. Whe  𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding indust ies and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empi i al dat  (𝐽𝐽 𝐼𝐼 𝑆𝑆 𝑎𝑎<=
,) and (for mparisons including FLQ) ch ice f δ determine whether or not the same ranking 
n size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B a  𝐿𝐿=
+, for each demanding industry. 
3. W 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  a d/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                       
 
32 Output multipl ers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediat  delivery of supplying sector	𝑖𝑖	 o demanding sect 𝑗𝑗, ca sed by the final demand for products 
of sector	𝑗𝑗 (2) int rmediary deliveries of supplying e tor 𝑖𝑖 to all demandi g indust ies, aused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  betwee a y two supply g and demanding industries can i crease (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿<<) ne is added, to account for direct output (Schaffer, 1999). We f d 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
w i  there is at least  𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+  (fact r one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demand ng industries for which all aLM
N = 0, implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for t er  is n 𝐿𝐿<=  for which factor 2 i  higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
 a  (for o parisons includi g FL ) 
cho c δ determine wheth r or n t the same anking in size of 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0. 90 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B .0  0.000 0.000 0. 00  𝑎𝑎++
, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0. 90 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0. 90 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contain d in the m trix 𝐴𝐴) form the basis of a regi nal I-O m del. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief nverse m trix and 𝐼𝐼 is the uni y matrix. Equations 3.18 and 3.19 show that the 
Leonti f inverse enables th  cal ul tion, for any l vel of final dema d 𝑌𝑌  or change of final demand 
(∆𝑌𝑌), he required l vel 𝑋𝑋  o ch nge (∆𝑋𝑋) in u put in all industries of the regional economy: 
 
𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are o-ca ed outpu  multiplie s 𝐿𝐿<=  showi g the output in supplying industry 𝑖𝑖	required to 
produce o e unit of f nal demand of i dus ry 𝑗𝑗. The sum of the output m ltipliers for demanding industry 𝑗𝑗 (column total), 
.e. the otal o put m ltipli r 𝐿𝐿= , shows the outpu  required to produce o e unit of final demand of industry 𝑗𝑗. As 
establish d in th prev ous s ctions h  same ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
ndustry 𝑗𝑗. It is not nec sarily the case h t he same ranking in size also a plies to total output multipliers. This is caused by 
he math matics involv d i  the c l ulation of the L ontief inverse, whereby the value of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Dependent on the ranking in siz  of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outcomes 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  a d at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿B < 𝐿𝐿𝐿𝐿<=
+ n some demanding dustries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  n o r demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empiri al dat (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) a d (for comparisons including FLQ) choice of δ d ter ine whether or not the same ranking 
i  i   𝐿𝐿𝐿𝐿<=
B and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿<=
+  and/or wh n all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                        
 
32 Output multipliers 𝐿𝐿<=  cons st of (1) 𝑎𝑎<= ; int rmediat delivery of upplying se or	𝑖𝑖	to deman ing sector 𝑗𝑗, caused by the final demand for products 
of sector	𝑗𝑗 (2) int rmediary de v ries of supplying sector 𝑖𝑖 to all dema ing ndustries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An crease (d cre se) of 𝑎𝑎<= b tw n any tw supplying and dem nding industries can incr a  (decrease) factor, via the intersectoral 
rel ti ships (3) For 𝐿𝐿<= along the diagonal (𝐿𝐿<<) one is added, to accou t for di ect output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
which t ere is a leas one 𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+ (factor one) and/or for whic  factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demandi g industries for which ll aLM
N = 0, implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 a  𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿 B 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎+ , and f r whi h for th re is no 𝐿𝐿<=  for w ich fact r 2 is higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
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𝑋𝑋 𝐿𝐿 𝑌𝑌
 
 
l    i  𝐿𝐿   l i li  𝐿𝐿     i  l i  i  𝑖𝑖	 i   
 n  i  l   t  𝑗𝑗       l i li   i  i  𝑗𝑗 l  l , 
 t l  l li 𝐿𝐿 ,  t i    n  i  i l   i  𝑗𝑗   
li i  i  t   i  i  i  li  ,  i i ,  I ,   i  
i 𝑗𝑗  I i   e il   t    i  i  i l  li   l  l i li  i  i    
 i  i l  i  l l i   e i  i ,   l    𝐿𝐿    ll I  𝑎𝑎  
  i  i  i        𝐿𝐿𝐿𝐿 	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿     i l   
i   i  i  i   l  l i li  𝐿𝐿 	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿  
 
 ll 𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿  n   l   𝑎𝑎 𝑎𝑎 , 𝐿𝐿 𝐿𝐿  ll i  i i  
 𝐿𝐿𝐿𝐿   i i   𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿  i   i  i i ,  𝐿𝐿 𝐿𝐿   
i i l  𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎  n  i  i l i  i   i       i  
in ize o  𝐿𝐿𝐿𝐿  𝐿𝐿𝐿𝐿  li   𝐿𝐿   𝐿𝐿 ,   i  i  
ll 𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿   ll 𝑎𝑎 𝑎𝑎 , 𝐿𝐿 𝐿𝐿   ll i  i i   
 
 l i li  𝐿𝐿<  i f ( ) 𝑎𝑎< ; i i li  f l i  	𝑖𝑖	  i   𝑗𝑗,    fi l  f   
f 	𝑗𝑗 ( ) i i l i  f l i  𝑖𝑖 ll n i  i ,   fi l  f   f  𝑗𝑗, i  i i   
𝑎𝑎< .  i  ( a ) f 𝑎𝑎< e   o l i   i  i i   i s  ( ) f , i   i l 
l i i  ( )  𝐿𝐿< l   i l 𝐿𝐿<<   i  ,   f  i  ( ff , ).  fi  𝐿𝐿 𝐿𝐿  f  i   i  
i  i  t l  𝐿𝐿<  f  i  𝑎𝑎< 𝑎𝑎< (f ) f i h f   i  i  f    .  fi  𝐿𝐿 𝐿𝐿  i  ( ) 
in  i i  f  i  ll LM , i l i   ll 𝑎𝑎< 𝑎𝑎<  𝐿𝐿 𝐿𝐿  ( ) i  i i f  i  ll LM, LM   ll 
𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿< , i l i   ll 𝑎𝑎< 𝑎𝑎< ,  f i  f  i   𝐿𝐿<  f  i  f   i  i  f     (  i l l i i  
i i  i  i  𝑎𝑎< 𝑎𝑎<    𝑗𝑗). 
 
and 
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Demanding
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.0 0 0.000 0.000 0.000  𝑎𝑎++
, = 0.0  CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088  CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066  SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) f rm the basis of a regional I-O model. A technical opera ion on th 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enabl s the calculation, for any level of fi al demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or chan e (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of t e matrix 𝐿𝐿 are so-called output m ltipliers 𝐿𝐿<=  sh wi g th utp t in supplying in stry 𝑖𝑖	required to 
produce on  unit of final demand of indus ry 𝑗𝑗. The sum of the ou put multipliers for demanding in ustry 𝑗𝑗 (col mn total), 
i.e. the total output multiplier 𝐿𝐿= , shows the outpu  r quired to produce one unit of fi al demand of ndus ry 𝑗𝑗. As 
establish d in the previous sections the same ranking in siz  appl es o LQ , trade c fficients, and RIOCs, for a dem nding 
industry 𝑗𝑗. It is not necessarily he case that the same ra king n s ze also applies  to al output multipli rs. This is caus d by
the mathematics involved in the calculation of th  L ontief inverse, wh reby he value of each 𝐿𝐿<= ep d n all RIOCs 𝑎𝑎<=. 
Depende t on the ranking in size of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) here are thr  possible outco es 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿B ≥ 𝐿𝐿=
+ for all demand g indu tries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+ in some demanding industries d 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+ in ther em nding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. Th  
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for comparis ns including FLQ) cho ce f δ det rmin  whet er or t the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B 𝐿𝐿=
+, for each demanding industry.
3. When all 𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Outp t multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplyi g sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand for products 
of sector	𝑗𝑗 (2) intermediary deliveries of supplying secto  𝑖𝑖 to all demanding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decreas ) of 𝑎𝑎<=  betw en any two supplying and demanding industries can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿<<) one s added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
which there is at least ne 𝐿𝐿<=  for w ich 𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demanding industries for which all aLM
N = 0, implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
3. When all 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000  𝑎𝑎++
, = 0. 0  CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066  SLQ > RLQ > CILQ > FLQ 
        
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form e b sis of  r gi al I-O model. A technica  op ration on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Whe e 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse e bles the calculation, for any level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matr x 𝐿𝐿 ar  so-called o tput multi liers 𝐿𝐿<=  showing th  output in supplying industry 𝑖𝑖	r quired to
produce e unit of ina  demand of indu try 𝑗𝑗. The sum of t e u put multipli rs for dem nding industry 𝑗𝑗 (column total), 
i.e. the total outp t multipli r 𝐿𝐿= , s ows th output r quired to produc one unit o  inal demand of industry 𝑗𝑗. As 
st blished in the p vious s c i ns th s me ra king in size appl es o LQs, tr de coeff ci n s, and RIOCs, for a dem nding 
industry 𝑗𝑗. It is not eces arily the c se th t the s m  ra king in ize lso appli s to to al outp t multi liers. This is caus d by
th  mathematics involved i  the calculati of th  L ontief i verse, whereby the valu  of ach 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
D penden  on the ranking in size of LQs of LQ method A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three ossible outcomes 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1 all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+ and at l ast one 𝑎𝑎<=
B > 𝑎𝑎<= , h n =
B ≥ 𝐿𝐿=
+ for all demanding i ustr es.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some d anding industries an  𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  n ther d manding indust ies, the 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical da a (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) a d (f r comparisons including FLQ) cho ce of δ det rmine whether or not the s me ranki g 
in size o  an  𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding in ustry. 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or wh n all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , h n 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Output multipliers 𝐿𝐿<=  consist f (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand for products 
of sector	𝑗𝑗 (2) in ermediary deliveries of supplying sector 𝑖𝑖 to ll emanding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  between any two supplying and demanding indus ries an increase (decrease) factor, via the intersectoral 
relationships (3) F r 𝐿𝐿<=  along the diag nal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
whic  there is at least one 𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demand ng industries for which all aLM
N 0, implying th t all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , imply ng that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which f r there is n  𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
e
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𝐿𝐿 𝑎𝑎𝑎𝑎𝑎𝑎 𝐿𝐿𝐿𝐿
𝐿𝐿 𝑎𝑎𝑎𝑎𝑎𝑎 𝐿𝐿
𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿 𝑎𝑎 𝑎𝑎+ 𝐿𝐿 𝐿𝐿 nd
𝐿𝐿𝐿𝐿 𝐿𝐿 𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿  e  𝐿𝐿 𝐿𝐿
t 𝐽𝐽 𝐼𝐼 𝑆𝑆 𝑎𝑎  
𝐿𝐿𝐿𝐿 𝐿𝐿 𝐿𝐿
ll 𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿 𝑎𝑎 𝑎𝑎 𝐿𝐿 𝐿𝐿
l i li 𝐿𝐿 i  𝑎𝑎 ; i i li l i 	𝑖𝑖	 i 𝑗𝑗, i l
	𝑗𝑗 i i l i l i 𝑖𝑖 ll i i i , i l 𝑗𝑗, i i i
𝑎𝑎 i 𝑎𝑎 l i i i t i i , i i l
l i i 𝐿𝐿 l i l 𝐿𝐿 i , i , i 𝐿𝐿 𝐿𝐿 i i
i h i l 𝐿𝐿 i 𝑎𝑎 𝑎𝑎 i i i i 𝐿𝐿 𝐿𝐿 i
i i i ll LM , i l i ll 𝑎𝑎 𝑎𝑎 𝐿𝐿 𝐿𝐿 i i i i ll LM, LM ll
𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿 , i l ll 𝑎𝑎 𝑎𝑎 , i i o 𝐿𝐿 i i i i l l i i
i i i i 𝑎𝑎 𝑎𝑎 𝑗𝑗
When we combine these outcomes with the ranking in size in Table 3.2 and the fact that a region 
necessarily consists of some demanding industries for which  J < S and some demanding industries for 
which J > S 25 we know that outcome 2 must apply for any comparison between SLQ, RLQ, and FLQ. 
This is because the ranking in size is CILQ > RLQ > SLQ for demanding industries for which J < S and 
CILQ < RLQ < SLQ for the d manding indus ries for which J > S. Outcome 1 applies for co parisons 
betw en FLQ n  any of th  o h r thre  LQ meth ds, whe  all demanding industr es have J > S ∙ λ*. 
Based on Table 3.2 we know this implies that FLQ leads to LQs equal or smaller than LQs of any other 
LQ method. When there are de anding industries for which J < S ∙ λ*(demanding industries that are 
relatively poor  represented on the regional level), SLQ and/or RLQ produce LQs equal or smalle  
than FLQ, for th  demanding industries w  then face utcome 2. Outc me 3 is not relevant for 
comparisons between the four LQ methods26. The implication is that the ranking in size of total 
output multipliers is not necessarily the same as the ranking in size of LQs. The exception is the 
comparison between FLQ and any other LQ method, when all demanding industries have J > S ∙ λ*.
This is illustrated in Table 3.6, which is a continuation of the calculations from Table 3.5. The Table 
shows the ranking in size of LQs, RIOCs, and total output multipliers. Although the ranking in size of 
total output multipliers is very similar to LQs we find a different ranking in size for the comparison 
between FLQ and SLQ in demanding industry C27. The conclusion is that, although the ranking in size 
based on Table 3.2, which applies for LQs, trade coefficients, and RIOCs, can apply for total output 
multipliers in many demanding industries, there is no guarantee it applies to all. This is dependent on 
the empirical data (J, I, S, a
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D m ndi g 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000  𝑎𝑎++
, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form the basis of a regional I-O model. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
L onti f i verse enables the calcul tio , for any level of fin l and  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the r quired lev l 𝑋𝑋  or change (∆𝑋𝑋) i  output i  ll industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 𝐿𝐿 ∙ ∆𝑌𝑌
(3.19) 
 
Elements of the matrix 𝐿𝐿 r  so-calle  output mul ipli r < showing the output in supplyi g industry 𝑖𝑖	requir d to 
pr duce one u it of final dema d of industry 𝑗𝑗. The sum f he utput multip iers fo  demanding industry 𝑗𝑗 ( olumn tal), 
i.e. the total output mul iplier 𝐿𝐿= , shows the output required to produc  o e unit of final demand of industry 𝑗𝑗. As 
established in th  previ us sections the same ranking in size applies t  L s, trade co fficients, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not n cessarily the case that the same ranki g in size also applies to total output multipliers. This is caused by 
the mathematics involved in the calculation of the Leontief inverse, whereby the value of eac  𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Dependent on the ra king in size of LQ  of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outcomes 
regarding the ranking in size of tota  output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. Whe all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other deman ing i us ries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽 𝐼𝐼 𝑆𝑆 𝑎𝑎<=
,) and (for comparisons including FLQ) choice of δ determine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand for products 
of sector	𝑗𝑗 (2) intermediary deliveries of supplying sector 𝑖𝑖 to all demanding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 
𝑎𝑎<=. An increase (decrease) of 𝑎𝑎<=  between any two supplying and demanding industries can increase (decrease) factor, via the intersectoral 
relationships (3) For 𝐿𝐿<=  along the diagonal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in 
which there is at least one 𝐿𝐿<=  for which 𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) 
demanding industries for which all aLM
N = 0, implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 
𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships 
between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
 and choice of �.
24 Output multipliers Li j consist of (1) ai j; intermediate delivery of supplying sector i to demanding sector j, caused by the final 
demand for products of sector j (2) intermediary deliveries of supplying sector i to all demanding industries, caused by final 
demand for products of sector j, in addition to ai j. An increase (decrease) of ai j between any two supplying and demanding 
industries can increase (decrease) this factor, via the intersectoral relationships (3). For Li j  along the diagonal (Li i ) one is 
added, to account for direct output (Schaffer, 1999). We find 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000  𝑎𝑎++, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
        
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form the basis of a regional I-O model. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables the calculation, for any level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
Elements of the matrix 𝐿𝐿 are so-called output multipliers 𝐿𝐿<=  showing the output in supplying industry 𝑖𝑖	required to 
produce one unit of final demand of industry 𝑗𝑗. The sum of the output multipliers for demanding industry 𝑗𝑗 (column total), 
i.e. the total output multiplier 𝐿𝐿= , shows the output required to produce one unit of final demand of industry 𝑗𝑗. As 
established in the previous sections the same ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not ecessarily the case that the same ranking in size also app e to t al output multipliers. This is cause  by 
 mathematics i volved in the calculat on of he Le ti f inverse, whereby th  val e of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Dependent on the ranking in size of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outcomes 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for comparisons including FLQ) choice of δ determine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                 
 
32 Output multipliers 𝐿𝐿<=  co sist of (1) 𝑎𝑎<= ; intermediate delivery of supplying s ctor	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final deman for products of sector	𝑗𝑗 
(2) intermediary deliveries of supplying sect r 𝑖𝑖 to all demanding industries, caused by final d mand for products of sector 𝑗𝑗,  addition to 𝑎𝑎<= . An increase 
(decrease) of 𝑎𝑎<=  between any two supplying and demanding industries ca  increase (decrease) factor, via the intersectoral relationships (3) For 𝐿𝐿<=  along the 
diagonal (𝐿𝐿<<) one is added, t  acc unt f r ir t t t ( ff r fi 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in which there is at least one 𝐿𝐿<=  for which 
𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) demanding industries for which all aLM
N = 0, implying that all 
𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 
𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
industr es in w ich there is at least one 
Li j for which 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0. 90 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0. 0  0.000 0.000 0.000  𝑎𝑎++, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0. 9  0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0. 9  0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
       
Source: Own calculation  
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (c ntain d in the matrix 𝐴𝐴) form the basis of a regional I-O model. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inv rse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables th  calculation, for y level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or ch nge (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called utput multipliers 𝐿𝐿<=  showing the output in supplying industry 𝑖𝑖	required to 
produce o e nit of final de and of industry 𝑗𝑗. The sum of the output multipliers f r demanding industry 𝑗𝑗 (column total), 
i. . the total output multipli r 𝐿𝐿= , shows the output required to produce o e nit of final demand of industry 𝑗𝑗. As 
established in the previous sections the ame ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
industry 𝑗𝑗. I  is not eces arily the case th t the s me ranking in size also a pli s to otal o tpu  ultipliers. This is caused by 
the m thematics involved i  the calcul ti n f t e Leonti f inv rse, wher by t e value of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Depe dent n the ranking in size of LQs f LQ met ods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outcomes 
r garding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<= and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in ome demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) a d (for comparisons including FLQ) c oice of δ deter ine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  appli s to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, ca sed by the final demand for products of sector	𝑗𝑗 
(2) int rmediary deliveries of supplying se tor 𝑖𝑖 to all demanding industries, caused by final demand for products of sector 𝑗𝑗, in addition to 𝑎𝑎<= . An increase 
(decrease) of 𝑎𝑎<=  between a y two supplyi g and demanding industries can i crease (decre se) factor, via the intersectoral relationships (3) For 𝐿𝐿<=  along the 
diagonal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for dem nding sector in which there is at least one 𝐿𝐿<=  for which 
𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ metho  A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) demanding industries for which all aLM
N = 0, implying that all 
𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 
𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
 (f t r ) a / r for hich factor t o is higher for LQ thod A. e find 
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. i  i  i  f t t l t t lti li  
 
I s (c tai e  i  t  atrix 𝐴𝐴) f r  t  asis f a r i al I-  l.  t c ical rati   t  𝐴𝐴- atrix ( il r  lair, 
) l a s t  t  L ti f i v rs  atrix (𝐿𝐿): 
 
 𝐿𝐿 𝐼𝐼 𝐴𝐴 7 
( . ) 
 
r  𝐿𝐿 i  t  ti f i r  tri   𝐼𝐼 i  t  it  tri . ti  .   .   t t t  
ti f i r  l  t e l l ti , f r  l l f fi l   𝑌𝑌  r  f fi l  
( 𝑌𝑌), t  r ir  l l 𝑋𝑋  r a  ( 𝑋𝑋) i  t t i  ll i tri  f t  r i l : 
 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
( . ) 
 𝑋𝑋 𝐿𝐿 ∙ 𝑌𝑌 
( . ) 
El ts f t  atrix 𝐿𝐿 ar  -cal  t t lti li rs 𝐿𝐿<=  s i  t  t t i  s lyi  i stry 𝑖𝑖	r ir  t  
r c  n  it f fi al a  f i stry 𝑗𝑗.  s  f t  t t lti li rs f r a i  i stry 𝑗𝑗 (c l  t tal), 
i. . t  t tal t t lti lier 𝐿𝐿= , s s t  t t r ir  t  r c  n  it f fi al a  f i stry 𝑗𝑗. s 
sta lis  i  t  r vi s s cti s t  sa  ra ki  i  si  a li s t  L s, tra  c ffici ts, a  I s, f r a a i  
i stry 𝑗𝑗. I  is t c ssarily t  c s  t t  sa ra ki  i  si  als  ap lie  t t tal t  lti li rs. is is ca s  y 
t  t atic  i v lv  in t  calc l tio  f h L ti f i vers , re y t  val  f ac  𝐿𝐿<= s  al  I s 𝑎𝑎<=. 
n t  t  ra ki  i  si  f L s of L  t s  a   (𝐿𝐿𝐿𝐿<=	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=) t r  ar  t r  ssi l  tc s 
r ar i  t  ra ki  i  si  f t tal t t lti li rs 𝐿𝐿= 	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿= : 
 
.  al  𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<  a  at l ast  𝑎𝑎<= 𝑎𝑎<= , t  𝐿𝐿= 𝐿𝐿=  f r al  a i  i stri s.
32 
.  𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= i  s  a i  i stri s a  𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= i  t r a i  i stri s, t  𝐿𝐿= 𝐿𝐿= .  
irical ata (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=) an  (f r c aris s i cl i  FL ) c ic  f  t rmi  t r r t t  sa  ra ki  
i  si  f 𝐿𝐿𝐿𝐿<= a  𝐿𝐿𝐿𝐿<= lies t  𝐿𝐿=  a  𝐿𝐿= , f r ac  a i  i stry. 
.  al  𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= a / r  al  𝑎𝑎<= 𝑎𝑎<= , t  𝐿𝐿= 𝐿𝐿=  f r al  a i  i stri s.  
 
                                                    
 
32 utput ultipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; inter ediate delivery of supplying sector	𝑖𝑖	to de anding sect r 𝑗𝑗, ca sed by the final de and for products of sector	𝑗𝑗 
(2) int r ediary deliveries of supplying sector 𝑖𝑖 to al  de anding industries, aused by final de and for products of sector 𝑗𝑗, in addition to 𝑎𝑎<= . An increase 
(decrease) of 𝑎𝑎<=  bet ee  any t o supplying and de anding industries can i crease (decr ase) factor, via the intersectoral relationships (3) For 𝐿𝐿<=  along the 
diagonal (𝐿𝐿< ) one is added, to account for direct output (Schaf er, 1999). e find 𝐿𝐿=
B 𝐿𝐿=
+  for d nding sector in i  there is at least one 𝐿𝐿<=  for hich 
𝑎𝑎<=
B 𝑎𝑎<=
+ ac one nd o  fi  𝐿𝐿=
B 𝐿𝐿=
+  in (1) de anding industries for hich al  aLM
N 0, i plying that al  
𝑎𝑎<=
B 𝑎𝑎<=
+ 0 and 𝐿𝐿=
B 𝐿𝐿=
+ 1 (2) de anding industries for hich al  L LM
O, L LM
P 1 or al  𝐿𝐿𝐿𝐿<=
B 𝐿𝐿𝐿𝐿<=
+ , i plying that al  𝑎𝑎<=
B 𝑎𝑎<=
+ , and for hich for there is no 
𝐿𝐿<=  for hich factor 2 is higher for L  ethod A (no intersectoral relationships bet een industries in hich 𝑎𝑎<=
B 𝑎𝑎<=
+  and sector 𝑗𝑗). 
industries for which all 
  
INTRODUCTION 59 
 
Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000  𝑎𝑎++, = 0.000 CILQ = R Q = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CI > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form the basis of a regional I-O model. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that t  
Leontief inverse enables the calculation, for any level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called output multipliers 𝐿𝐿<=  showing the output in supplying industry 𝑖𝑖	required to 
produce one unit of final demand of industry 𝑗𝑗. The sum of the output multipliers for demanding ndustry 𝑗𝑗 (column total), 
i.e. the total output multiplier 𝐿𝐿= , shows the outp t requir d to produce o e uni  of fin l demand of indu try 𝑗𝑗. As 
established in the previous sections the same ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not necessarily the case that the same ranking in size also applies to total output multipliers. This is caused by 
the mathematics involved in the calculation of the Leontief inverse, whereby the valu  of each 𝐿𝐿<= d pends on RIOCs 𝑎𝑎<=. 
Depen ent on the ranking in size of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) ther  are three possib e outcomes 
regarding the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for comparisons including FLQ) choice of δ deter ine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand fo  products of sector	𝑗𝑗 
(2) intermediary deliveries of supplying sector 𝑖𝑖 to all demanding industries, caused by final demand for products of sector 𝑗𝑗, in addition t 𝑎𝑎 . An increase 
(decrease) of 𝑎𝑎<=  between any two supplying and demanding industries can increase (decrease) factor, via the intersectoral relationships (3) For 𝐿𝐿<=  along the 
diagonal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in which there is at least one 𝐿𝐿<=  for which 
𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) demanding ll aLM
N = 0, implying that all 
𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for t er  is no 
𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0. 90 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B 0.  0.000 0.000 0.000  𝑎𝑎++, = 0.000 CILQ = RLQ = FLQ = SLQ 
C 0. 90 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0. 90 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
        
Source: Ow  calcul tio s 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) form the basis of a regi nal I-O m del. A technical operation on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables th  calculation, for any level of final dema d  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or ch nge (∆𝑋𝑋) in utput in all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called output multi liers 𝐿𝐿<=  showi g the output in supplying industry 𝑖𝑖	required to 
produce o e unit of final demand of industry 𝑗𝑗. The sum of the output m ltipliers for demanding industry 𝑗𝑗 (column total), 
i.e. the total output multiplier 𝐿𝐿= , shows the output required to produce o e unit of final demand of industry 𝑗𝑗. As 
established in th  previous sections th  same ranking in size applies to LQs, trade coefficients, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not necessarily the case th t the same ranking in size also applies to total output multipliers. This is caused by 
th  m th matics nvolv d i the calculati n of th  L onti f i verse, whe eby the value of each 𝐿𝐿<= depends n all RIOCs 𝑎𝑎<=. 
D pend nt on the ranking in size of LQs of L  thods A and B (𝐿𝐿𝐿𝐿<
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) there are three possible outcomes 
regardin  the ranking in size of total output multipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in so e demanding i dustries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in ot r demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical dat  (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) a d (for omparisons includi g FLQ) choice of δ d ter ine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                                       
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to demanding sector 𝑗𝑗, caused by the final demand for products of sector	𝑗𝑗 
(2) intermediary deliveries of supplying sector 𝑖𝑖 to all demandi g industries, caused by final demand f r products of sector 𝑗𝑗, in addition to 𝑎𝑎<= . An increase 
(decrease) of 𝑎𝑎<=  between any two supplying and emanding industries can increase (decrease) factor, via the intersectoral relationships (3) For 𝐿𝐿<=  along the 
diagonal (𝐿𝐿<<) ne is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demandi g sect r in which there is at least one 𝐿𝐿<=  for which 
𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for w ich factor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) demanding industries for which all aLM
N = 0, implying that all 
𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying t at all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 
𝐿𝐿<=  for which factor 2 is higher for LQ method A (no i tersectoral relationships between industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
0
0 𝑎𝑎
0
0
𝐿𝐿
𝐼𝐼
𝐼𝐼
𝐿𝐿 𝐿𝐿 𝑖𝑖
n 𝑗𝑗 𝑗𝑗
𝐿𝐿 n 𝑗𝑗
𝑗𝑗
e i o e 𝐿𝐿  𝑎𝑎
 𝐿𝐿 𝑎𝑎 𝐿𝐿
g 𝐿𝐿 𝑎𝑎 𝐿𝐿
𝐿𝐿 𝐿𝐿 𝑎𝑎 𝑎𝑎 𝐿𝐿 𝐿𝐿
𝐿𝐿 𝐿𝐿 𝐿𝐿 𝐿𝐿 𝐿𝐿 𝐿𝐿
𝐽𝐽 𝐼𝐼 𝑆𝑆 𝑎𝑎 n
𝐿𝐿 𝐿𝐿 𝐿𝐿 𝐿𝐿
𝐿𝐿 𝐿𝐿 𝑎𝑎 𝑎𝑎 𝐿𝐿 𝐿𝐿
𝐿𝐿 𝑎𝑎 𝑖𝑖 𝑗𝑗 𝑗𝑗
𝑖𝑖 n 𝑗𝑗 𝑎𝑎
𝑎𝑎 𝐿𝐿
𝐿𝐿 𝐿𝐿 𝐿𝐿 𝐿𝐿
𝑎𝑎 𝑎𝑎 𝐿𝐿 𝐿𝐿
𝑎𝑎 𝑎𝑎 𝐿𝐿 𝐿𝐿 𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿 𝑎𝑎 𝑎𝑎
𝐿𝐿 𝑎𝑎 𝑎𝑎 𝑗𝑗
  i  i i  i
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0. 90 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1 
CILQ = FLQ = RLQ > SLQ 
B . 00 0.000 0. 0.000  𝑎𝑎++, = 0.000 CILQ = RLQ = FLQ = SLQ
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) f rm the basis of a regional I-O model. A echnical oper tion on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Wh re 𝐿𝐿 is the Leon ief inverse matrix and 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show that the 
Leontief inverse enables the calculation, for any level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the required level 𝑋𝑋  or change (∆𝑋𝑋) in output i  all industries of the regional economy: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called output m ltipliers 𝐿𝐿<=  showing th  output in supplying industry 𝑖𝑖	required to 
pr duce one unit of final demand of ind s ry 𝑗𝑗. The sum of the outp t multipliers for de an ing industry 𝑗𝑗 (column o al), 
i.e. t e to al output multipli r 𝐿𝐿 , shows th output req ir d to pr uce one unit of final demand of ind stry 𝑗𝑗. A  
established in the previous section  the same ranking in size applies to LQs, tra  coeffici nts, and RIOCs, for a demandi g 
industry 𝑗𝑗. I  is not necessarily the case that the same ranki g in size also applies to total output multipliers. This is caused by 
the m hematics inv lved in the calculation of the L onti f inver e, whereby the value of each 𝐿𝐿<= depends on ll RIOCs 𝑎𝑎< . 
Dependent on the ra ki g in size of LQs of LQ metho s A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) ther  are thr e p ssibl  outcomes 
regarding h  ranking in size of total output multi liers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿<=
B ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demanding industries.32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding industries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for comparisons including FLQ) choice of δ determine whether or not the same ranking 
in size of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B and 𝐿𝐿=
+, for each demanding industry. 
3. When all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+  and/or when all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demanding industries.  
 
                                             
 
32 Output multipliers 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to deman ing s ctor 𝑗𝑗, caused by the final demand for pro ucts of sector	𝑗𝑗 
(2) interme iary deliveries of supplying sector 𝑖𝑖 to all demanding indu trie , aused by fin l demand for products of sector 𝑗𝑗, i  addition to 𝑎𝑎<= . An i crease 
(decrease) of 𝑎𝑎<=  between any two supplying and demanding industries can increase (decrease) factor, via the intersectoral rel tionships (3) For 𝐿𝐿<=  along the 
diagonal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for demanding sector in which there is at least one 𝐿𝐿<=  for which 
𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which actor two is higher for LQ method A. We find 𝐿𝐿=
B = 𝐿𝐿=
+  in (1) de anding industries for which all aLM
N = 0, implying that all 
𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and f which for there is no 
𝐿𝐿<=  for which factor 2 is higher for LQ method A (no intersectoral relationships b tween industries in which 𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). 
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32 t t lti li r  𝐿𝐿<=  i t f ( ) 𝑎𝑎<= ; i t r i t  li r  f l i  t r	𝑖𝑖	t  i  t r 𝑗𝑗,   t  fi l  f r r d t  f t r	𝑗𝑗 
( ) i r i r  li ri  f l i  t r 𝑖𝑖 t  ll i  i tri ,   fi l  f r r t  f t r 𝑗𝑗, i  iti t  𝑎𝑎<= .  i r  
( r ) f 𝑎𝑎<=  t   t  l i   i  i tri   i r  ( r ) f t r, i  t  i t r t r l r lati i  ( ) r 𝐿𝐿<= l  t  
i l 𝐿𝐿<<   i  , t  t f r ir t t t ( ff r, ).  fi  𝐿𝐿= 𝐿𝐿=  f r i  t r i  i  t r  i  t l t  𝐿𝐿<=  f r i  
𝑎𝑎<= 𝑎𝑎<=  (f t  ) / r f r i  t r t  i  i r f r  t  .  fi  𝐿𝐿 𝐿𝐿=  i  ( ) m i  i tri  f r i  ll LM , i l i  t t ll 
𝑎𝑎<= 𝑎𝑎<=   𝐿𝐿= 𝐿𝐿=  ( ) i  i tri  f r i  ll LM, LM  r ll 𝐿𝐿𝐿𝐿<= 𝐿𝐿𝐿𝐿<= , i l i  t t ll 𝑎𝑎<= 𝑎𝑎<= ,  f r i  f r t r  i   
𝐿𝐿<=  f r i  f t r  i  i r f r  t   (  i t r t r l r l ti i  t  i tri  i  i  𝑎𝑎<= 𝑎𝑎<=   t r 𝑗𝑗). 
 
r      
      
 .  .  .  .  
 I
 
       
 .  . . .     
 .  .  .  .           
 .  .  .  .           
        
r t s
s ( t t tr ) f r t s s f r - r t t - tr ( r r
) s t t t f rs tr
  
( )
   t  f  t     t  t  t . t  .  .   t t t  
t f   t  t , f  f f      f f   
, t         t t   t  f t   : 
 ∙  
( )
 ∙  
( )
ts f t tr r s - t t t rs = s t t s str 𝑖𝑖 r r t
r t f f f s r 𝑗𝑗 s f t t t t rs f r str 𝑗𝑗 ( )
t t t t t r s s t t t r r t r t f f f str 𝑗𝑗
t s t r s s t t s r s s t s tr d ff ts s f r
str 𝑗𝑗 s t ss r t s t t t s r s s s t t t t t t rs s s s
t t t s t t  f t t f r r t f = s s
t t r n s f s f t s ( = =) t r r t r ss e t s
r r r s f t t t t t rs = =
 = = t st = = t = = f r str s
32
 = =  s str s = = t r str s t = =
r t 𝐽𝐽 𝐼𝐼 = (f r r s s ) f t r t r r t t s r
s f = = s t = = f r str
 = = / r = = t = = f r str s
                                          
 
s c s s a v y s y s c 𝑖𝑖 a s c 𝑗𝑗 ca s y a a c s s c 𝑗𝑗
a y v s s y s c 𝑖𝑖 a a a s y a c s s c 𝑗𝑗 n a  nc as
c as a y s y a s s ca c as c a ac v s c a s s F a
a a ( ) s a acc c Sc a B + a s c c s a as c
B + ac a c fac s L B + a s s c y a a
B + a B + a s s c a a B + y a a B + a o c s
c ac s L s c a a s s s s c B + a s c 𝑗𝑗
Li j  for which factor 2 is higher for 
LQ method A (no i ter ectoral relationships between industries in which 
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Demanding 
industry SLQ CILQ RLQ FLQ 
 Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 
 CILQ, RLQ, FLQ
> 1
CILQ = FLQ = RLQ > SLQ 
B 0.0  0.000 0.000 0.000  𝑎𝑎++, 0.000 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088   CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066   SLQ > RLQ > CILQ > FLQ 
         
Source: Own calculations 
 
3.5 Ranking in size of total output multipliers 
 
RIOCs (contained in the matrix 𝐴𝐴) for  the basis of a regi nal I-O model. A technical op ration on the 𝐴𝐴-matrix (Miller & Blair, 
2009) leads to the Leontief inverse matrix (𝐿𝐿): 
 
 𝐿𝐿 = 𝐼𝐼 − 𝐴𝐴 67 
(3.17) 
 
Where 𝐿𝐿 is the Leontief inverse matrix nd 𝐼𝐼 is the unity matrix. Equations 3.18 and 3.19 show tha  the 
Leo tief inverse e ables the calculation, for any level of final demand  𝑌𝑌  or change of final demand 
(∆𝑌𝑌), the requir d level 𝑋𝑋  or change (∆𝑋𝑋) in output i  all industri  of the regional cono y: 
 
 𝑋𝑋 = 𝐿𝐿 ∙ 𝑌𝑌 
(3.18) 
 ∆𝑋𝑋 = 𝐿𝐿 ∙ ∆𝑌𝑌 
(3.19) 
 
Elements of the matrix 𝐿𝐿 are so-called output multi liers 𝐿𝐿<=  showi g the output in supplying industry 𝑖𝑖	required to
produce one unit of final de and of ind stry 𝑗𝑗. Th  sum of the output multipliers for de anding industry 𝑗𝑗 (colum  total), 
i.e. the total output multiplier 𝐿𝐿= , shows th  utp t r q ired to pr uce on  u it of fi al d nd of industry 𝑗𝑗. As 
stabli hed in the previ us cti ns the s me ranking in ize appli s to LQs, trad  c fficients, and RIOCs, for  demanding 
industry 𝑗𝑗. It is not necessarily the ca e that the same ranking in size also applies to total output multipliers. This is caused by 
the m thematics involved in the calculation of the Leonti f i verse, wh reby the value of each 𝐿𝐿<= depends on all RIOCs 𝑎𝑎<=. 
Dep ndent on the ranking i  ize f LQs of LQ m th ds A and B (𝐿𝐿𝐿𝐿<=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿<=
+ ) ther are thre  p s bl outcom s 
re arding the ranking in size o  total output ultipliers 𝐿𝐿=
B	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿=
+ : 
 
1. When all 𝐿𝐿𝐿𝐿< ≥ 𝐿𝐿𝐿𝐿<=
+  and at least one 𝑎𝑎<=
B > 𝑎𝑎<=
+ , then 𝐿𝐿=
B ≥ 𝐿𝐿=
+ for all demandi g industrie 32 
2. When 𝐿𝐿𝐿𝐿<=
B < 𝐿𝐿𝐿𝐿<=
+  in some demanding industries and 𝐿𝐿𝐿𝐿<=
B > 𝐿𝐿𝐿𝐿<=
+  in other demanding dustries, then 𝐿𝐿=
B ⋛ 𝐿𝐿=
+. The 
empirical dat  (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎<=
,) and (for ompar sons inc udi g FLQ) c oice f δ det rmine wh ther or not the s me ranking 
in ize of 𝐿𝐿𝐿𝐿<=
B  and 𝐿𝐿𝐿𝐿<=
+  applies to 𝐿𝐿=
B a  𝐿𝐿=
+, for each demanding indu try. 
3. When all 𝐿𝐿𝐿𝐿<
B 𝐿𝐿𝐿𝐿<=
+  a d/or when al  𝑎𝑎<=
B = 𝑎𝑎<=
+ , then 𝐿𝐿=
B = 𝐿𝐿=
+ for all demandi g industries.  
 
                                                       
 
32 Output multipli rs 𝐿𝐿<=  consist of (1) 𝑎𝑎<= ; intermediate delivery of supplying sector	𝑖𝑖	to d anding s ctor 𝑗𝑗, caused b  the final demand for products of sector	𝑗𝑗 
(2) intermediary liveries of supplying sector 𝑖𝑖 to all demanding industries, caus d by fin l demand f r products of sector 𝑗𝑗, i  addition to 𝑎𝑎<= . An increase 
(decrease) of 𝑎𝑎<=  between any two supplying nd manding industries can incr ase (decrease) factor, via the intersectoral relationships (3) For 𝐿𝐿<=  along the 
diag nal (𝐿𝐿<<) one is added, to account for direct output (Schaffer, 1999). We find 𝐿𝐿=
B > 𝐿𝐿=
+  for dem ndi g sect r in which there is at least one 𝐿𝐿<=  for which 
𝑎𝑎<=
B > 𝑎𝑎<=
+  (factor one) and/or for which factor two is higher for LQ ethod A. We find 𝐿𝐿=
B = 𝐿𝐿+  in (1) demanding industries for which all aLM
N = 0, implying that all 
𝑎𝑎<=
B = 𝑎𝑎<=
+ = 0 and 𝐿𝐿=
B = 𝐿𝐿=
+ = 1 (2) demanding industries for which all LQLM
O, LQLM
P > 1 or all 𝐿𝐿𝐿𝐿<=
B = 𝐿𝐿𝐿𝐿<=
+ , implying that all 𝑎𝑎<=
B = 𝑎𝑎<=
+ , and for which for there is no 
𝐿𝐿<=  for which factor 2 is higher for  n s l i i  i i  i  i  𝑎𝑎<=
B > 𝑎𝑎<=
+  and sector 𝑗𝑗). industry j).
25 
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When we combine thes  outcomes with the ranking in size in Table 3.2 and the fac  that a region necessaril  consists of 
som demandi g industries for which 𝐽𝐽 < 𝑆𝑆 and some demanding industries for which 𝐽𝐽 > 𝑆𝑆33 we know that outcome 2 
must apply for any comparison between SLQ, RLQ, and FLQ. This is because the ranking in size is CILQ > RLQ > SLQ for 
demanding industries for which 𝐽𝐽 < 𝑆𝑆 and CILQ < RLQ < SLQ for the demanding industries for which 𝐽𝐽 > 𝑆𝑆. Outcome 1 
applies for comparisons between FLQ and any of the other three LQ Methods, when all demanding industries have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
Based n Table 3.2 we know this implies that FLQ leads to LQs equal or smaller than LQs of any other LQ method. When 
there are demanding industries for which 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ (demanding industries that are relatively poorly represented on the 
regional level), SLQ and/or RLQ produce LQs equal or smaller than FLQ, for these demanding industries we then face 
outcome 2. Outcome 3 is not relevant for comparisons between the f ur LQ methods34. The implication is that the ranking 
in siz  of total output multipliers is not necessarily the same as the ranking in size of LQs. The exception is the comparison 
between FLQ and any other LQ method, when all de anding industries have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
This is illustrated in Table 3.6, which is a contin ation of he calculations from Table 3.5. The Table shows the ranking in size 
of LQs, RIOCs, and total output multipliers. Although the ranking in size of total output multipliers is very similar to LQs we 
find a different ranking in size for the comparison between FLQ and SLQ in demanding industry C35. The conclusion is that, 
alth ugh the ranking in size based on Table 3.2, which ppl es f r LQs, rade oefficients, and RIOCs, can apply for tot l 
output multipliers in a y demanding industries, there is no guarantee it applies to all. This is dependent on the empirical 
d ta (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎+,
-) a d choice of 𝛿𝛿. 
 
Tabl  3.6 Location quotients, r gio al I-O coeffici nts, output multipliers, and tot l output m l ipliers for a hypothetical 
four industry region 
    
Location quotients (for supplyi g i dustry B) 
Demanding industry SLQ CILQ RLQ FLQ Conditions Ra king in size 
A 0.600 1.500 1.236 1.314 𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438 𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
      
National I-O coefficients 
 Supplying industry   
Demanding 
industry A B C D   
A 0.200 0.150 0.100 0.050   
B 0.000 0.000 0.000 0.000   
C 0.200 0.150 0.100 0.050   
D 0.200 0.150 0.100 0.050   
       
Regional I-O coefficients (for supplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 CILQ, RLQ, FLQ > 1 CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000 𝑎𝑎88- = 0 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088  CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066  SLQ > RLQ > CILQ > FLQ 
       
                                                
 
33 𝑆𝑆 =
;<
;=
=
>?
<?@A
?@B
>?
=?@A
?@B
 and 𝐽𝐽 =
>?
<
>?
=. When all 𝐽𝐽 > 𝑆𝑆 then 
CD
ED@F
D@B
CD
GD@F
D@B
> 𝑆𝑆 which conflicts the definition of 𝑆𝑆. An equivalent conflict is found when all 𝐽𝐽 < 𝑆𝑆. A region 
necessarily consists of i dustries with 𝐽𝐽 < 𝑆𝑆 and s ctor with 𝐽𝐽 > 𝑆𝑆, except when 𝐽𝐽 = 𝑆𝑆 for all industri s. 
34 There are three scenarios to find 𝐿𝐿𝐿𝐿+,
J = 𝐿𝐿𝐿𝐿+,
8  and/  all 𝑎𝑎+,
J = 𝑎𝑎+,
8 : (1) All 𝑎𝑎+,
- = 0 (2) J = S, for all industries (3) 𝐿𝐿𝐿𝐿J
+,, 𝐿𝐿𝐿𝐿8
+, > 1 or 𝐿𝐿𝐿𝐿J
+, = 𝐿𝐿𝐿𝐿8
+,  for all 
combinations between demanding and supplying industries. Formulas of SLQ, CILQ, RLQ, and FLQ and the presence of some demanding industries for which J < 
S and some demanding industries for which J > S imply the last scenario is impossible. The first two scenarios are (highly) unrealistic. 
35 The ranking in size of total output multipliers of CILQ, FLQ, and RLQ in sector A changes back from equality (RIOCs) to the inequality of LQs. Differences 
between RIOCs of CILQ, FLQ, and RLQ for other combinations between industries lead to inequality between total output multipliers. In sector B aLM
N = 0 and 
𝑎𝑎+8 = 0. Production of output by sector j does not lead to any intermediary supplies. Total output multiplier are then equal to one. 
  
 T IS , I E  J S 
 
 i t se t s it  t  r ki i  si  i  l  .   t f  t  r i ss ril  sis s f 
s e i  i stri s f r i  𝐽𝐽 𝑆𝑆  s  i  i stri s f r i  𝐽𝐽 𝑆𝑆33  k  t t t   
st ly f r y ris  t  L , L ,  FL . is is s  t  r ki  i  si  is IL   L   L  f r 
i  i stri s f r i  𝐽𝐽 𝑆𝑆  IL   L   L  f r t  i  i stri s f r i  𝐽𝐽 𝑆𝑆. t   
li s f r ris s t  FL   y f t  t r t r  L  t s,  ll i  i stri s v  𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗. 
s  o l  .   k  t is i li s t t FL  l s t  L s l r s ll r t  L s f y t r L  t .  
t r  r  i  i stri s f r i  𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗ ( i  i stri s t t r  r l tiv ly rly r r s t   t  
r i l l v l), L  / r L  r  L s l r s ll r t  FL , f r t s  i  i stri s  t  f  
t  . t   is t r l v t f r ris s t  t  fo r L  t s34.  i li ti  is t t  r ki  
i  si  f t l t t lti li rs is  s rily t  s  s  r ki  i  i  f L s.  x ti  is t  ris  
t  FL   y t  L  t ,  ll i  i stri s v  𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗. 
is is ill str t  i  l . , i  i   ti u ti  f t  l l ti  fr  l  . .  l  s s t  r ki  i  si  
f L s, I s,  t t l t t l i li rs. lt  t  r ki  i  i  f t t l t t lti li rs is v y si il r t  L s  
fi   iff r t r ki  i  si  f r t  ris   FL   L  i  i  i stry 35.  l si  i  t t, 
lt  t  r ki  i  i  s   l  . , i  li s for L s, tr  c ffi i ts,  I s,  ly f r t tal 
t t lti li rs i  ny i  i stri s, t r  is  r t  it li s t  ll. is is t  t  iri l 
a  (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎+,) n  i  f 𝛿𝛿. 
 
l  . L ti  ti ts, r i l I-  ffi ie ts, t t lti li rs,  t t l t t ul i li rs f r  y t ti l 
f r i stry r i  
       
L ti  ti ts (f r s lyi  i stry ) 
i  i stry L  IL  L  FL  iti s ki  i  si  
 .  .  .  .  𝐽𝐽 𝑍𝑍∗ IL   L   L   L  
.  .  .  .  𝑍𝑍∗ 𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗ IL   L   L   L  
 .  .  .  .  𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 𝑆𝑆 IL   L   L   L  
 .  .  .  .  𝐽𝐽 𝑆𝑆 L   L   IL   L  
     
ti l I-  ffi i ts   
l i i str   
i  
i str      
 .  .  .  .    
 .  .  .  .    
 .  .  .  .    
.  .  .  .    
       
i l I-  ffi i ts (f r s lyi  i stry ) 
i  i stry L  IL  L  FL  lity iti s i  i  si  
 . . . .  I , ,  IL   L   L   L  
 .  .  .  . 𝑎𝑎  IL   L   L   L
 .  .  .  .   IL   L   L   L  
 .  .  .  .  L  L   IL   L  
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𝑆𝑆 hich conflicts the definition of 𝑆𝑆. An equivalent conflict is found hen all 𝐽𝐽 𝑆𝑆. A region 
necessarily consists of i dustries ith 𝐽𝐽 𝑆𝑆 and s ctor ith 𝐽𝐽 𝑆𝑆, except hen 𝐽𝐽 𝑆𝑆 for all industries. 
34 There are three scenarios to find 𝐿𝐿𝐿𝐿+,
J 𝐿𝐿𝐿𝐿+,
8  and/ r all 𝑎𝑎+,
J 𝑎𝑎+,
8 : (1) All 𝑎𝑎+,
- 0 (2) J = S, for all industries (3) 𝐿𝐿𝐿𝐿J
+,, 𝐿𝐿𝐿𝐿8
+, 1 or 𝐿𝐿𝐿𝐿J
+, 𝐿𝐿𝐿𝐿8
+,  for all 
co binations bet een de anding and supplying industries. For ulas of SL , CIL , RL , and FL  and the presence of so e de anding industries for hich J < 
S and so e de anding industries for hich J > S i ply the last scenario is i possible. The first t o scenarios are (highly) unrealistic. 
35 The ranking i  size of total output ultipliers of CIL , FL , and RL  in sector A ch nges back fro  equality (RI Cs) to the inequality of L s. ifferences 
b t een RI Cs of CIL , FL , and RL  for other co binations bet een industries lead to inequality bet een total output ultipliers. In sector B aLM
N 0 and 
𝑎𝑎+8 0. Production of output by sector j does not lead to any inter ediary supplies. Total output ultiplier are then equal to one. 
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i. . the otal output multiplier 𝐿𝐿" , s ows the ou put r quir d  produce on  unit f f nal d mand of indus ry 𝑗𝑗. As 
established in the previous secti s the same ranking in size applie  to LQs, trade coefficients, and RIOCs, for a demanding 
industry 𝑗𝑗. It is not neces arily t e case that the same ranking in size also applies to total output multipliers. This is caus d by 
the mathematics involved in the calculatio  of the Leontief invers , whereby the valu  of each 𝐿𝐿$" depe s on all RIOCs 𝑎𝑎$". 
Dependent on th  ranking i  size of LQs of LQ methods A and B (𝐿𝐿𝐿𝐿$"
'	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿𝐿𝐿$"
+ ) there are three possible outcomes 
regarding the ranki g in s ze of total output multipliers 𝐿𝐿"
'	𝑎𝑎𝑎𝑎𝑎𝑎	𝐿𝐿"
+ : 
 
1. When all 𝐿𝐿𝐿𝐿$"
' ≥ 𝐿𝐿𝐿𝐿$"
+  nd a l ast ne 𝑎𝑎$"
' > 𝑎𝑎$"
+ , then 𝐿𝐿"
' ≥ 𝐿𝐿"
+ for all demanding industries.32 
2. Wh n 𝐿𝐿𝐿𝐿$"
' < 𝐿𝐿𝐿𝐿$"
+  in so e ema ing industrie  and 𝐿𝐿𝐿𝐿$"
' > 𝐿𝐿𝐿𝐿$"
+  in her demanding i dustri s, hen 𝐿𝐿"
' ⋛ 𝐿𝐿"
+. The 
mpiric l da a (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎$"
5) and (for compa isons including FLQ) ch i f δ determine wh ther or n t the same ranking 
in z  of 𝐿𝐿𝐿𝐿$"
'  a d 𝐿𝐿𝐿𝐿$"
+ applie  o 𝐿𝐿"
' d 𝐿𝐿"
+, for each d manding indus y. 
3. When all 𝐿𝐿𝐿𝐿$"
' = 𝐿𝐿𝐿𝐿$"
+  nd/or when ll 𝑎𝑎$"
' = 𝑎𝑎$"
+ , t e  𝐿𝐿"
' = 𝐿𝐿"
+ for ll i industries.  
 
W n we combi  these outcom  with the ranking i  iz  i  Tabl  3.2 and th fact that a region necessarily nsi ts f 
some manding ndustries for which 𝐽𝐽 < 𝑆𝑆 and som  dema ing ind stries for w ich 𝐽𝐽 > 𝑆𝑆33 we know that utcome 2 
must apply for ny comparison between SLQ, RLQ, nd FLQ. This is because the ranking i  size is CILQ > RLQ > SLQ for 
demanding industries for which 𝐽𝐽 < 𝑆𝑆 a d CILQ < RLQ < SLQ for t  dem nding industries for which 𝐽𝐽 > 𝑆𝑆. Outcome 1 
appli s for comparisons betw en FLQ  y of the other three LQ Meth ds, whe  all mandi g indus ri s have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
Based on Table 3.2 we know this implies th t FLQ leads to LQs qual or s aller than LQs of any o  LQ m od. When 
th re are d ma ding i ustries for which 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ (dem ding industri s th are r latively poorly represent d on th  
regional l vel), SLQ a d/or RLQ r duc  LQ  equal or sm ller than FLQ, for th se demanding industries we the  face 
outcome 2. Outcome 3 is not rel vant for comparisons b tween the ur LQ etho s34. The implication is that the ranking 
in size of total output multipliers is not necessarily the same as the ranking in size of LQs. The exception is the comparison 
betwe  FLQ and a y other LQ method, w n all demanding industri s have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
This is illustrated in Table 3.6, which is a continuation of the calculations from Table 3.5. The Tabl  shows the ranking in size 
of LQ , RIOCs, and total output multiplier . Altho g  the ranki g in size of otal output multipliers is very similar to LQs we 
fin  a di fer nt ranking i siz  for he co ri o  b we n FLQ a d SLQ in ema ding industry C35. T  conclusion is that, 
altho gh the ranking in size base   Tabl  3.2, whic  applies for LQs, tra  c efficien s, a  RIOCs, can apply for t tal 
utput multiplier in ma y demanding i dustri s, there is no guar te  it applies to all. This is dependent on the empirical 
dat  (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎$"
5) and choice of 𝛿𝛿.
Table 3.6 L cat on quotients, regional I-O o fici nts, ou put mult pliers, and total ut ut multiplie s fo  a hypothe ical 
four i dustry r gion 
       
Loc tion quoti nts (for upplying i dustry B) 
Dem nd g industry SLQ CILQ RLQ FLQ Conditions Ranking in size 
A 0.600 1.500 1.236 1.314 𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
                   
 
32 Output multipliers 𝐿𝐿$"  consis  of (1) 𝑎𝑎$" ; i termediate delivery of supplying sect r	𝑖𝑖	to demanding s ctor 𝑗𝑗, c used by the final d ma d for pro ucts 
of sector	𝑗𝑗 (2) intermediary eliveri s of supplyi g sector 𝑖𝑖 to all dem n i g i dustries, caused by final cts of sector 𝑗𝑗, in a dition to 
𝑎𝑎$". An increase (decrease) f 𝑎𝑎$"  t o u plying n  manding industries c n increas  (decre se) factor, v a he in e sectoral 
relationships (3) For 𝐿𝐿$"  ong the d agonal (𝐿𝐿$$) one is added, to account for di ect output (Schaffer, 1999). We find 𝐿𝐿"
' > 𝐿𝐿"
+  for demanding sector i  
which there is at least one 𝐿𝐿$"  f which 𝑎𝑎$"
' > 𝑎𝑎$"
+  (factor on ) and/ r fo which factor two is higher for LQ method A. We fin  𝐿𝐿"
' = 𝐿𝐿"
+  in (1) 
deman ing industries for which all 𝑎𝑎$"
5 0, implying th t all 𝑎𝑎$"
' = 𝑎𝑎$"
+ 0 and 𝐿𝐿"
' = 𝐿𝐿"
+ = 1 (2) dem nding industries for whic l 𝐿𝐿𝐿𝐿$"
' , 𝐿𝐿𝐿𝐿$"
+ > 1 r 
all 𝐿𝐿𝐿𝐿$"
' = 𝐿𝐿𝐿𝐿$"
+ , implying t at all 𝑎𝑎$"
' = 𝑎𝑎$"
+ , and for which f r ther s no 𝐿𝐿$"  for whic  factor 2 is higher for LQ met od A (no intersectoral relationships 
between industri s in which 𝑎𝑎$"
' > 𝑎𝑎$"
+  and s ctor 𝑗𝑗). 
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𝑆𝑆 which conflicts the definition of 𝑆𝑆. An equivalent conflict is found when all 𝐽𝐽 < 𝑆𝑆. A 
region necessarily consists of industries with 𝐽𝐽 < 𝑆𝑆 and sector with 𝐽𝐽 > 𝑆𝑆, except when 𝐽𝐽 = 𝑆𝑆 for all industries. 
34 There are three scenarios to find 𝐿𝐿𝐿𝐿$"
' = 𝐿𝐿𝐿𝐿$"
+  and/or all 𝑎𝑎$"
' = 𝑎𝑎$": (1) All 𝑎𝑎$"
5 = 0 (2) J = S, for all industries (3) 𝐿𝐿𝐿𝐿'
$", 𝐿𝐿𝐿𝐿+
$" > 1 or 𝐿𝐿𝐿𝐿'
$" = 𝐿𝐿𝐿𝐿+
$"  for all 
combinatio s between demanding and supplying industries. Formulas of SLQ, CILQ, RLQ, and FLQ and the presenc  of some demanding industries for 
which J < S and some demanding industries for which J > S imply the last scenario is impossible. The first two scenarios are (highly) unrealistic. 
35 The ranking in size of total output multipliers of CILQ, FLQ, and RLQ in sector A changes back from equality (RIOCs) to the inequality of LQs. 
Differences between RIOCs of CILQ, FLQ, and RLQ for other combinations between industries lead to inequality between total output multipliers. In 
sector B aJK
L = 0 and 𝑎𝑎$+ = 0. Production of output by sector j does not lead to any intermediary supplies. Total output multiplier are then equal to 
one. 
i  conflicts the definition of S. An equivalent conflict is 
found when all J < S. A region necessarily consists of industries with J < S and industries with J > S, except when J = S for all 
industries.
26 There are three scenarios to find 
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When we combin  these outcomes with the ranking in size in Table 3.2 and the fact t at a region necessarily consists of 
some demanding industries f r which 𝐽𝐽 < 𝑆𝑆 and some demanding industri s for which 𝐽𝐽 > 𝑆𝑆33 we know that outcome 2 
must apply for any comparison between SLQ, RLQ, and FLQ. This is because the ranking in size is CILQ > RLQ > SLQ for 
demanding industries for which 𝐽𝐽 < 𝑆𝑆  CILQ < RLQ < SLQ for the deman ing industries for which 𝐽𝐽 𝑆𝑆. Outcome 1 
appli s for c mparisons bet een FLQ and any of the other thre  LQ Methods, w e  all dem ding industri s have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
Based on Table 3.2 we know this implies that FLQ lea s to LQs equal or smaller than LQs of any other LQ m tho . When 
there are demanding industries for which 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ (demanding industries t at are relatively poorly r presented on the 
r i l level), SLQ nd/ r RLQ produce LQs equal or smaller tha  FLQ, for these demanding indust ies we then fac  
outcome 2. Outcome 3 is not relevant for omparisons between the four LQ meth ds34. The implicati  is t at the r nking 
in size of total output multipliers is not necessarily the same as the ranking in size of LQs. The exception is the comparison 
between FLQ and any oth r LQ method, when all demand ng nd stries have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
This is illustrated in Table 3.6, which is a continuation of the calculations from Table 3.5. The Table shows the ranking in size 
of LQs, RIOCs, and total output multipliers. Alth ugh the ranking i  size of total output multipliers is very similar t  LQs we 
fi d a differ t r nking i  size f r the comp rison between FLQ and SLQ i  emanding industry C35. The conclusi n is that, 
altho gh the ranking in siz  based o  Table 3.2, which applies for LQs, trade co fficients, and RIOCs, can apply for total 
output multipliers in many demandi g industries, there is o guarantee it ppli s to all. This is dependent on the empirical 
data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎+,
-) and choice of 𝛿𝛿. 
 
Table 3.6 Location quotients, regional I-O coefficients, output multipliers, and total output multipliers for a hypothetical 
four industry r gio  
      
Locat on quoti t  (for upplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Conditions Ranking in size
A .  .5  1.236 1.314 𝐽𝐽 < 𝑍𝑍∗ IL   FL  > RL   SL  
B .  1.000 .885 .876 𝑍𝑍∗ < 𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗ IL   L   FL  > SL  
C .  .667 .648 .584 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CI > R > SL   FL  
D 0.600 0.500 0.527 0.438 𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
       
Nati nal I-O oefficie ts   
 Supplying industry   
D manding
industry A B C D   
A .2  .15  .1  . 5    
B .0  .00  .0  . 0    
C .  .  . .   
D 0.200 0.150 0.100 0.050   
      
Regional I-O coefficients (for supplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Equality conditions Ranking in size 
A . 9  .15  .15  .15  CILQ, RLQ, FLQ > 1 IL   FL  = RL  > SL  
B . 0  .0  . 00 . 00 𝑎𝑎88- = 0 IL  = L  = FL  = SL  
C .  .100 . 97 . 88  CI > R > SL   FL  
D 0.090 0.075 0.079 0.066  SLQ > RLQ > CILQ > FLQ 
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> 𝑆𝑆 which conflicts the definition of 𝑆𝑆. An equivalent conflict is found when all 𝐽𝐽 < 𝑆𝑆. A region 
necessarily consists of industries with 𝐽𝐽 < 𝑆𝑆 and sector with 𝐽𝐽 > 𝑆𝑆, except when 𝐽𝐽 = 𝑆𝑆 for all industries. 
34    i   fi  𝐿𝐿𝐿𝐿+,
J = 𝐿𝐿𝐿𝐿+,
8  and/or all 𝑎𝑎+,
J 𝑎𝑎+,
8 : (1) All 𝑎𝑎+,
- = 0 (2) J = S, for all industries (3) 𝐿𝐿𝐿𝐿J
+,, 𝐿𝐿𝐿𝐿8
+, > 1 or 𝐿𝐿𝐿𝐿J
+, = 𝐿𝐿𝐿𝐿8
+,  for all 
combin tio s betwe n dem nding and su plying industries. Formulas of SLQ, CILQ, RLQ, and FLQ and the presence of som d manding industries for which J < 
S and some demanding industries for which J > S imply the last scenario is impossible. The first two scenarios are (highly) unrealistic. 
35 The ranking in size of total output multipliers of CILQ, FLQ, and RLQ in sector A changes back from equality (RIOCs) to the inequality of LQs. Differences 
between RIOCs of CILQ, FLQ, and RLQ for other combinations between industries lead to inequality between total output multipliers. In sector B aLM
N = 0 and 
𝑎𝑎+8 = 0. Production of output by sector j does not lead to any intermediary supplies. Total output multiplier are then equal to one. 
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 i  i ri  for i  𝐽𝐽 𝑆𝑆   i  i rie  f r i  𝐽𝐽 𝑆𝑆33      
 l  f r  ri   , ,  . i  i    r i  i  i  i  I      f r 
i  i ri  f r i  𝐽𝐽 𝑆𝑆  I     f r  i  i ri  f r i  𝐽𝐽 𝑆𝑆.   
lie  f r ri  w    f  r r e  ,  ll an i  i ri   𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆 . 
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 .   i   r l  f r c ri    f r  34.  i li ion i  h   r i  
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f , I ,  l  l i li r . l   r i  i  i  f l  l i li r  i  r  i il r    
fi   iff r r i  in i  for  ri     i  i  r 35.  l io  i  , 
l   r i  i i   l  . , i  li  f r , r  effi i ,  I ,  l  f r l 
 l i li r  i   i i ri , r i   r  i  a lie   ll. i  i     iri l 
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𝑆𝑆 i  fli ts t  i iti  f 𝑆𝑆.  i l t fli t is f   l 𝐽𝐽 𝑆𝑆.  r i  
ss il  sists f i stri s it  𝐽𝐽 𝑆𝑆  s t r it  𝐽𝐽 𝑆𝑆, x t  𝐽𝐽 𝑆𝑆 f r l i stri s. 
34   t r  sc ari s to find 𝐿𝐿𝐿𝐿+, 𝐿𝐿𝐿𝐿+,  / r l 𝑎𝑎+, = 𝑎𝑎+, : ( ) l 𝑎𝑎+,  ( ) J  , f r l i stri s ( ) 𝐿𝐿𝐿𝐿
+,, 𝐿𝐿𝐿𝐿+,  r 𝐿𝐿𝐿𝐿+, 𝐿𝐿𝐿𝐿+,  f r l 
i ti s t e  a i   s l i  i stri s. r l s f L , IL , L ,  L   t  r s  f s  i  i stri s f r i  J  
  s  i  i stri s f r i  J   i l  t  l st s ri  is i ssi l .  first t  s ri s r  ( i l ) r listi . 
35  r i  i  si  f t t l t t lti li rs f IL , L ,  L  i  s t r  s  fr  lit  ( I s) t  t  i lit  f L s. iff r s 
t  I s f IL , L ,  L  f r t r i ti s t  i stri s l  t  i lit  t  t t l t t lti li rs. I  s t r  L   
𝑎𝑎+ . r ti  f t t  s t r j s t l  t   i t r i r  s li s. t l t t lti li r r  t  l t  . 
:  ll 
  
60 TOURISM, INCOME AND JOBS 
 
hen we co bin  these outco es with the ranking in size i  Table 3.2 and the fact t at a region necessarily consists of 
so e de anding industries f r which 𝐽𝐽 𝑆𝑆 and so e de anding industri s for which 𝐽𝐽 𝑆𝑆 3 we know that outco e 2 
ust apply for any co parison betwee  SLQ, RLQ, and FLQ. This is because the ranking in size is CILQ  RLQ > SLQ for 
de anding industries for which 𝐽𝐽 𝑆𝑆 and CILQ < RLQ < SLQ for the de an ing industries for which 𝐽𝐽 𝑆𝑆. Outco e 1 
appli s for co parisons bet een FLQ and any of the other thr  LQ ethods, w e  a l de ding industri s have 𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗. 
Based on Table 3.2 we know this i plies that FLQ lea s to LQs equal or s a ler than LQs of any ther LQ ethod. hen 
there re d anding industries f r which 𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗ (de anding industries t at ar  relatively poorly r pr sented on the 
reg onal level), SLQ and/ r RLQ produce LQs qu l or s a ler tha  FLQ, for these de anding industries we then fac  
outco 2. Outco e 3 is not relevant for o parisons between the four LQ ethods34.  i plicati  is t at the ranki g 
in siz  of total output ultipliers is n t necessarily the sa e as the ranking in size of LQs. The exception is the co parison 
betwee  FLQ and any other LQ e hod, whe  a l de anding ind stries have 𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗. 
This is i lustrated in Table 3.6, which is a continuation of the calculations fro  Table 3.5. The Table shows the ranking in size 
of LQs, RIOCs, and total output ultipliers. Alth ugh th  ranking i  size of total output ultipliers is very si ilar to LQs we 
f nd a di fer nt ranking i  size f r the co p rison between FLQ and SLQ i  de anding ndustry C35. The conclusi n is that, 
although the ranki g in siz  based on Table 3.2, w ich applies for LQs, trade co ficients, and RIOCs, ca  apply for total 
output ultipliers in a y de andi g industries, th re is no guarantee it ppli s to a l. This is dependent on the e pirical 
data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎+,
-) and choice of 𝛿𝛿. 
 
Table 3.6 Location quotients, regional I-O coe ficients, output ultipliers, and total utput ultipliers for a hypothetical 
four industry r gion 
Location qu ti nts (for supplying indus ry B)
De anding industry SLQ CILQ RLQ FLQ Conditions Ranking in size 
A 5 1 236 1 314 𝐽𝐽 𝑍𝑍∗ F   R
B 1 000 885 876 𝑍𝑍∗ 𝐽𝐽 𝑆𝑆 ∙ 𝜆𝜆∗ F S
C 667 648 584 𝑆𝑆 ∙ 𝜆𝜆∗ 𝐽𝐽 𝑆𝑆 CI  > R  > S
 0.600 0.500 0.527 0.438 𝐽𝐽 𝑆𝑆 SL  > RL  > CIL  > FL  
     
Nati nal I-  c ficient  
 Supplying industry   
and n  
industry A B C    
A 2 15 1 5
B 0 00 0 0
C
 0.200 0.150 0.100 0.050   
       
R gio al I-O coe ficients (for supplying industry B) 
De anding industry SLQ CILQ RLQ FLQ Equality conditions Ranking in size 
A 9 15 15 15  CIL , RL , FL 1 F   R >  
B 0 0 00 00 𝑎𝑎88- 0 = = F = S
C 00 97 88 CI  > R  > S
 0.090 0.075 0.079 0.066  SL  > RL  > CIL  > FL  
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> 𝑆𝑆 whi h conflicts the definitio  of 𝑆𝑆. An equivalent co flict is found when a l 𝐽𝐽 < 𝑆𝑆. A regio  
nece a ly consists of industries with 𝐽𝐽 < 𝑆𝑆 and sector with 𝐽𝐽 > 𝑆𝑆, except when 𝐽𝐽 = 𝑆𝑆 for a l industries. 
34 There ar  three sce arios t  fi  𝐿𝐿𝐿𝐿+,
J = 𝐿𝐿𝐿𝐿+,
8  and/or a l 𝑎𝑎+,
J 𝑎𝑎+,
8 : (1) A l 𝑎𝑎+,
- = 0 (2) J = S, for a l industries (3) 𝐿𝐿𝐿𝐿J
+,, 𝐿𝐿𝐿𝐿8
+, > 1 or 𝐿𝐿𝐿𝐿J
+, = 𝐿𝐿𝐿𝐿8
+,  for a l 
combin tio s betw n demanding and su plying industries. Formulas of SLQ, CILQ, RLQ, and FLQ and the presence of some d m nding industries for which J < 
S and some demanding industries for which J > S imply the last scenario is impo sible. The first two scenarios are (highly) unrealistic. 
35 The ranking in size of total output multipliers of CILQ, FLQ, and RLQ in sector A changes back from equality (RIOCs) to the inequality of LQs. Di ferences 
between RIOCs of CILQ, FLQ, and RLQ for other combinations between industries lead to inequality between total output multipliers. In sector B aLM
N = 0 and 
𝑎𝑎+8 = 0. Production of output by sector j does not lead to any intermediary supplies. Total output multiplier are then equal to one. 
 ( ) J  , f r ll i tri  ( ) 
  
60 T URIS , INC E AN  J BS 
 
Wh n e combine these outcomes ith the ranking in size i  Table 3.2 and the fact that a region ece sarily consists of 
some demanding industrie  for hich 𝐽𝐽 < 𝑆𝑆 and some demanding industries fo  hich 𝐽𝐽 > 𝑆𝑆 3 e kno  that outcome 2 
must a ply for any comparison bet e  SL , RL , and F . This is because the ranking in size is CIL  > RL  > SL  for 
demanding industries for hich 𝐽𝐽 < 𝑆𝑆 and CIL  < RL  < SL  for the d manding industries for hich 𝐽𝐽 > 𝑆𝑆. utcome 1 
a plies for comparisons be w en FL  and ny of the other thr e L  Methods, hen a l demanding industries have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
Bas d on Table 3.2 e kno  this implies that FL  leads to L s equal or sma ler than L s of any ther L  method. W n 
there re d manding industries f r hich 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ (demanding industries that are relatively p orly repr sented on the 
regi na  level), SL  and/or RL  produce L s qual or sm ler th n FL , for thes  demanding industries e en face 
outcom  2. utcome 3 is not elevant for comparisons bet en the four L  m thods34.  implication is that the ranki g 
in size of total output multipliers is n t nec s rily the same as the anking in size of L s. The exception is the comparison 
bet en FL  and any other L  method, he  a l demanding industrie  have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
This is i lustrated in T ble 3.6, hich is a continuation of the calculations rom Table 3.5. The Table sho  the anking in size 
of L s, RI Cs, and total output multipliers. Although th  ranking in size of total output multipliers is very similar to L s e 
find a di f rent ra king in size f r the comparison bet en FL  nd SL  in demanding industry C35. The conclusion is that, 
although the ranki g in size base  on Table 3.2, ich a plies for L s, trade coe ficients, and RI Cs, can a ply for total 
output multipliers in many demanding industries, there s no guarant e it a plies to a l. This is dependent on the empirical 
data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎+,
-) and choice of 𝛿𝛿. 
 
Table 3.6 Loc tion quotients, regional I-  coe ficients, outp t multipli rs, and total utput multipliers for a hypothetical 
four industry region 
      
Location qu ti ts (for su plying i dustry B) 
emanding industry SL  CIL  RL  FL  Conditions Ranking in size 
 0.600 1. 00 .  .  𝐽𝐽 < 𝑍𝑍∗ CI Q > F R Q > S Q 
B 0.600 .  0.  0.  𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CI Q > R Q > F  > S Q 
0.600 0.  0.  0.  𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 ILQ > RLQ > S Q > F Q 
D .  .  .  .  𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > ILQ > FLQ 
      
atio al I-O e fici t  
 S lyi  i stry   
Dema
i stry  B  D   
 0. 00 0. 0 0. 00 0.0 0   
B 0. 00 0. 0 0. 00 0. 0   
0.200 0.150 0.100 0.050   
D .  .  .  .    
       
R gio al I-  coe ficients (for su plying industry B) 
emanding industry SL  CIL  RL  FL  Equality conditions Ra ki  i size 
 0.0 0 0. 0 0. 0 0. 0 I Q, Q, Q >  CI Q = F R Q > S Q 
B 0. 0 0. 00 0.  0.  𝑎𝑎 8- = 0 CI Q = R Q = F  = S Q 
0.090 0.  0.0  0.0  ILQ > RLQ > S Q > F Q 
D .  .  .  .   SLQ > RLQ > ILQ > FLQ 
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𝑆𝑆 whi h conflicts the defin io  of 𝑆𝑆. An equivalent conflict is found wh n a l 𝐽𝐽 𝑆𝑆. A regio  
nece sarily con ists of industries with 𝐽𝐽 𝑆𝑆 and sector with 𝐽𝐽 𝑆𝑆, except when 𝐽𝐽 𝑆𝑆 for a l industries. 
34 There are thr e scenarios to find 𝐿𝐿𝐿𝐿+,
J 𝐿𝐿𝐿𝐿+,
8  and/or a l 𝑎𝑎+,
J = 𝑎𝑎+,
8 : (1) A l 𝑎𝑎+,
- 0 (2) J = S, for a l industries (3) 𝐿𝐿𝐿𝐿J
+,, 𝐿𝐿𝐿𝐿8
+, 1 or 𝐿𝐿𝐿𝐿J
+, 𝐿𝐿𝐿𝐿8
+,  for a l 
co binations betw en de anding and su plying industries. For ulas of SLQ, CILQ, RLQ, and FLQ and the presence of so e de nding industri s for which J < 
S and so e de anding industries for which J > S i ply the last scenario is i po sible. The firs  two scenarios are (highly) unrealistic. 
35 The ranking in size of total output ultipliers of CILQ, FLQ, and RLQ in sector A changes back fro  equality (RIOCs) to the inequality of LQs. Di ferences 
betw en RIOCs of CILQ, FLQ, and RLQ for other co binations betw en industries lead to inequality betw en total output ultipliers. In sector B aLM
N 0 and 
𝑎𝑎+8 0. Production of output by sector j does not lead to any inter ediary su plies. Total output ultiplier are then equal to one. 
r 
  
60 TOURISM, INCOME AND JOBS 
 
When we combine these outcomes with the ranking in size in Table 3.2 and the fact that a region nec ssarily consists of 
some demanding industries for which 𝐽𝐽 < 𝑆𝑆 and some demanding industries for which 𝐽𝐽 > 𝑆𝑆33 we know that outcome 2 
must apply for any comparison between SLQ, RLQ, and FLQ. This is because the ranking in size is CILQ > RLQ > SLQ for 
demanding industries for which 𝐽𝐽 < 𝑆𝑆 and CILQ < RLQ < SLQ for the demanding industries for which 𝐽𝐽 > 𝑆𝑆. Outcome 1 
applies for comparisons between FLQ and any of the other three LQ Methods, when all demanding indus ri s have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
Based on Table 3.2 we know this implies that FLQ leads to LQs equal or smaller than LQs of any other LQ method. When 
there are demanding industries for which 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ (demanding industries that are relatively poorly r present d on the 
regional lev l), SLQ and/or RLQ produce LQs eq al or smaller than FLQ, f r these demanding industri s we the face
outcome 2. Outcome 3 is not relevant for comparisons b tween the f ur LQ ethods34. The implica ion is tha  the rank ng 
in size of total utput m ltipliers is not necessarily the sam  as the r nking in siz  f LQs. The excep on is he comparison 
between FLQ an  a y other LQ method, when all d manding industries ave 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
This is illustrated in Table 3.6, which is a continu ion of th  c lculation  from Table 3.5. The Tabl shows the ranking in size
of LQs, RIOCs, and total output multipliers. Although the ranki g in size of total output multipliers is very si ilar to LQ  we
find a different ranki g in size for the compari on betw en FLQ and SLQ in dema ding industry C35. The conclusi is hat,
although the ranking in size based on Table 3.2, which a plies for LQs, tr de coeffici nts, and RIOCs, can apply for total
output multipliers in many demanding industries, there is no guarantee it applies to all. This is pende t on the empi ical
data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎+,
-) and choice of 𝛿𝛿. 
 
Table 3.6 Location quotients, regional I-O coefficients, output ultipliers, and total output ultipli rs for a h pothetical 
four industry region 
       
Location quotients (for supplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Conditions Ranking in size 
A 0.600 1.500 1.236 1.314 𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438 𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
      
National I-O coefficients   
 Supplying industry   
Demanding 
industry A B C D   
A 0.200 0.150 0.100 0.050   
B 0.000 0.000 0.000 0.000   
C 0.200 0.150 0.100 0.050   
D 0.200 0.150 0.100 0.050   
       
Regional I-O coefficients (for supplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Equality conditions Ranking in size 
A 0.090 0.150 0.150 0.150 CILQ, RLQ, FLQ > 1 CILQ = FLQ = RLQ > SLQ 
B 0.000 0.000 0.000 0.000 𝑎𝑎88- = 0 CILQ = RLQ = FLQ = SLQ
C 0.090 0. 00 0.097 0.088  CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066  SLQ > RLQ > CILQ > FLQ 
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> 𝑆𝑆 which conflicts the definition of 𝑆𝑆. An equivalent conflict is found when all 𝐽𝐽 < 𝑆𝑆. A region 
necessarily consists of industries with 𝐽𝐽 < 𝑆𝑆 and sector with 𝐽𝐽 > 𝑆𝑆, except when 𝐽𝐽 = 𝑆𝑆 for all industries. 
34 There are three scenarios to find 𝐿𝐿𝐿𝐿+,
J = 𝐿𝐿𝐿𝐿+,
8  and/or all 𝑎𝑎+,
J = 𝑎𝑎+,
8 : (1) All 𝑎𝑎+,
- = 0 (2) J = S, for all industries (3) 𝐿𝐿𝐿𝐿J
+,, 𝐿𝐿𝐿𝐿8
+, > 1 r 𝐿𝐿𝐿𝐿J
+, = 𝐿𝐿𝐿𝐿8
+,  for all
combinations between demanding and supplying industries. Formulas of SLQ, CILQ, RLQ, and FLQ and the presence of some dema i g industries for which J < 
S and some demanding industries for which J > S imply the last scenario is impossible. The first two scenarios are (highly) unrealistic. 
35 The ranking in size of total output multipliers of CILQ, FLQ, and RLQ in sector A changes back from equality (RIOCs) to the inequality of LQ . Differences 
between RIOCs of CILQ, FLQ, and RLQ for other combinations between industries lead to inequality between total output multipliers. In sector B aLM
N = 0 and 
𝑎𝑎+8 = 0. Production of output by sector j does not lead to any intermediary supplies. Total output multiplier are then equal to one. 
 c binations be we n demanding and s pplying industries. Formulas of SLQ, CILQ, RLQ, and FLQ an  
the presence f some dem ing i ustries for which J < S and some demanding industri s for which J > S imply the last 
scenario is impossible. The first two scenario  are (highly) unrealistic.
27 The ranking in size of total output multipliers of CILQ, FLQ, and RLQ in sector A changes back from equality (RIOCs) to the 
inequality of LQs. Differences between RIOCs of CILQ, FLQ, and RLQ for other combinations between industries lead to 
inequality between total output multipliers. In sector B 
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When we combine these outcomes with the ranking in size in Table 3.2 the fact hat  egion necess rily consists of 
some demanding industries for which 𝐽𝐽 < 𝑆𝑆 and some demanding industries for which 𝐽𝐽 > 𝑆𝑆33  k ow that outc me 2
must apply for any comparison between SLQ, RLQ, and FLQ. This is b cause the ranking i  size is CILQ > RLQ > SLQ f r
demanding industries f r which 𝐽𝐽 < 𝑆𝑆 and CILQ < RLQ < SLQ for the demanding i dustrie  for h ch 𝐽𝐽 > 𝑆𝑆. Outcome 1 
applies for comparisons between FLQ and any of the other three LQ Methods, when all demanding industries have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
Based on Table 3.2 we know this implies that FLQ leads to LQs equal or smaller than L s of a y h r LQ method. When 
ther  are demanding ind stri s for which 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ (d manding industri s that re relatively po rly represente  on the 
regional level), SLQ and/or RLQ produc  LQs equal or smaller than FLQ, f r these demanding ind stries we then fac  
outcome 2. Outcome 3 is not rel vant f r comparis s between the four LQ me hods34. Th  im licati n is that he r nking
in siz  f total output ultipliers is not ecessarily the same as t  r nki g in size of LQs. The exc ptio  is the compariso  
between FLQ and any other LQ method, wh n all demanding industr es ave 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
This is illustrated in Table 3.6, which is a c nti uation of t  l l ti s fro  Tabl  3.5. The Tabl  ows t  r i  in si e 
of LQs, RIOCs, and total output multipliers. Although the ranking in size f t tal utput multipliers is very similar o LQs w  
find a different ranking in siz  for the comparison betwe n FLQ and SLQ in dem ding indu try C35. The conclusio  is that, 
although the ranking in size based on Table 3.2, which applies for LQs, trade coefficients, and RIOCs, can apply for total 
output multipliers in many deman ing industries, the  is no guarantee it applies to all. This is d pende o  the empirical 
data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎+,
-) and choice of 𝛿𝛿. 
 
Table 3.6 Location quotients, regional I-O coeff cients, output multipliers, a d t t l output multipliers fo  a h pothetical 
four industry region 
       
Location quotients (for supplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Conditions Ranking in size 
A .600 1.500 1.236 1.314 𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B .600 1.000 0.885 0.876 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C .600 0.667 0.648 0.584 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ
D 0.600 0.500 0.527 0.438 𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ
     
National I-O coefficients   
 Supplying industry   
Demanding 
industry A B C D   
A .2  0.150 0.100 0.050  
B . 0  0.000 0.000 0.000   
C .20  0.150 0.100 0.050   
D 0.200 0.150 0.100 0.050   
       
Regional I-O coefficients (for supplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Equality conditions Ranking in size 
A . 9  0.150 0.15  0.150 CILQ, RLQ, FLQ > 1 CILQ = FLQ = RLQ > SLQ 
B . 00 0.000 0.000 0.000 𝑎𝑎88- = 0 CILQ = RLQ = FLQ = SLQ 
C . 90 0.100 0.097 0.088  CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066 SLQ > RLQ > CILQ > FLQ 
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> 𝑆𝑆 which conflicts the definition of 𝑆𝑆. An quivalent c nflict is found when all 𝐽𝐽 < 𝑆𝑆. A region 
necessarily consists of industries with 𝐽𝐽 < 𝑆𝑆 and sector with 𝐽𝐽 > 𝑆𝑆, except when 𝐽𝐽 = 𝑆𝑆 for all industries. 
34 There are three scenarios to find 𝐿𝐿𝐿𝐿+,
J = 𝐿𝐿𝐿𝐿+,
8  and/or all 𝑎𝑎+,
J = 𝑎𝑎+,
8 : (1) All 𝑎𝑎+,
- = 0 (2) J = S, fo  all dustri s (3) 𝐿𝐿𝐿𝐿J
+,, 𝐿𝐿𝐿𝐿8
+, > 1 or 𝐿𝐿𝐿𝐿J
+, = 𝐿𝐿𝐿𝐿8
+, for all 
combinations between demanding and supplying industries. Formulas of SLQ, CILQ, RLQ, and FLQ and the pr sence of some demanding industries for which J < 
S and some demanding industries for which J > S imply the last scenario is impossible. The first two scenarios are (highly) unrealistic. 
35 The ranking in size of total output multipliers of CILQ, FLQ, and RLQ in sector A changes back from equality (RIOCs) to the inequality LQs. Differe ces 
between RIOCs of CILQ, FLQ, and RLQ for other combinations between industries lead to l l i li I   aLM
N = 0 and 
𝑎𝑎+8 = 0. Production of output by sector j does not lead to any intermediary supplies. Total output multiplier are then equal to one. 
  ai B = 0 . Production of output by industry j does not lead 
to any in ermediary suppli s. Total output multiplier are then equal to one.
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Table 3.6 Location quotients, regional I-O coefficients, output multipliers, and total output multipliers 
for a hypothetical four industry region
Location quotients (for supplying industry B)
Demanding 
industry
SLQ CILQ RLQ FLQ Conditions Ranking in size
A 0.600 1.500 1.236 1.314 J < Z* CILQ > FLQ > RLQ > SLQ
B 0.600 1.000 0.885 0.876 Z* < J < S ∙ λ* CILQ > RLQ > FLQ > SLQ
C 0.600 0.667 0.648 0.584 S ∙ λ* < J < S CILQ > RLQ > SLQ > FLQ
D 0.600 0.500 0.527 0.438 J > S SLQ > RLQ > CILQ > FLQ
National I-O coefficients
Supplying industry
Demanding 
industry
A B C D
A 0.200 0.150 0.100 0.050
B 0.000 0.000 0.000 0.000
C 0.200 0.150 0.100 0.050
D 0.200 0.150 0.100 0.050
Regional I-O coefficients (for supplying industry B)
Demanding 
industry
SLQ CILQ RLQ FLQ Equality conditions Ranking in size
A 0.090 0.150 0.150 0.150 CILW, RLQ, FLQ > 1 CILQ = FLQ = RLQ > SLQ
B 0.000 0.000 0.000 0.000
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When we combine these outcomes with the ranking in size in Table 3.2 and the fact that a region necessarily consists of 
some demanding industries for which 𝐽𝐽 < 𝑆𝑆 and some demanding industries for which 𝐽𝐽 > 𝑆𝑆33 we know that outcome 2 
must apply for any comparison between SLQ, RLQ, and FLQ. This is because the ranking in size is CILQ > RLQ > SLQ for 
demanding industries for which 𝐽𝐽 < 𝑆𝑆 and CILQ < RLQ < SLQ for the demanding industries for which 𝐽𝐽 > 𝑆𝑆. Outcome 1 
applies for comparisons between FLQ and any of the other three LQ Methods, when all demanding industries have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
Based on Table 3.2 we know this implies that FLQ leads to LQs equal or smaller than LQs of any other LQ method. When 
there are demanding industries for which 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ (demanding industries that are relatively poorly represented on the 
regional level), SLQ and/or RLQ produce LQs equal or smaller than FLQ, for these demanding industries we then face 
outcome 2. Outcome 3 is not relevant for comparisons between the four LQ methods34. The implication is that the ranking 
in size of total output multipliers is not necessarily the same as the ranking in size of LQs. The exception is the comparison 
between FLQ and any other LQ method, when all demanding industries have 𝐽𝐽 > 𝑆𝑆 ∙ 𝜆𝜆∗. 
This is illustrated in Table 3.6, which is a continuation of the calculations from Table 3.5. The Table shows the ranking in size 
of LQs, RIOCs, and total output multipliers. Although the ranking in size of total output multipliers is very similar to LQs we 
find a different ranking in size for the comparison between FLQ and SLQ in demanding industry C35. The conclusion is that, 
although the ranking in size based on Table 3.2, which applies for LQs, trade coefficients, and RIOCs, can apply for total 
output multipliers in many demanding industries, there is no guarantee it applies to all. This is dependent on the empirical 
data (𝐽𝐽, 𝐼𝐼, 𝑆𝑆, 𝑎𝑎+,
-) and choice of 𝛿𝛿. 
 
Table 3.6 Location quotients, regional I-O coefficients, output multipliers, and to al output mul ipliers for a hy othetical 
four industry region 
       
Location quotients (for supplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Conditions Ranking in size 
A 0.600 1.500 1.236 1.314 𝐽𝐽 < 𝑍𝑍∗ CILQ > FLQ > RLQ > SLQ 
B 0.600 1.000 0.885 0.876 𝑍𝑍∗ < 𝐽𝐽 < 𝑆𝑆 ∙ 𝜆𝜆∗ CILQ > RLQ > FLQ > SLQ 
C 0.600 0.667 0.648 0.584 𝑆𝑆 ∙ 𝜆𝜆∗ < 𝐽𝐽 < 𝑆𝑆 CILQ > RLQ > SLQ > FLQ 
D 0.600 0.500 0.527 0.438 𝐽𝐽 > 𝑆𝑆 SLQ > RLQ > CILQ > FLQ 
       
National I-O coefficients   
 Supplying industry   
Demanding 
industry A B C D   
A 0.200 0.150 .1 0 0 050   
B 0.000 . 00 . 0 0 0   
C 0.200 0.150 .1 0 0 050   
D 0.200 0.150 .1 0 0 050   
       
Regional I-O coefficients (for supplying industry B) 
Demanding industry SLQ CILQ RLQ FLQ Equality conditions Ranking in size 
A 0.090 0.15  0.150 0.150 CILQ, RLQ, FLQ 1 CILQ = F  = RLQ > SLQ 
B 0.0 0 0.00  0.000 0.000 𝑎𝑎88- = 0 CILQ = RLQ = FLQ = SLQ 
C 0.090 0.100 0.097 0.088  CILQ > RLQ > SLQ > FLQ 
D 0.090 0.075 0.079 0.066  SLQ > RLQ > CILQ > FLQ 
       
                                                       
 
33 𝑆𝑆 =
;<
;=
=
>?
<?@A
?@B
>?
=?@A
?@B
 and 𝐽𝐽 =
>?
<
>?
=. When all 𝐽𝐽 > 𝑆𝑆 then 
CD
ED@F
D@B
CD
GD@F
D@B
> 𝑆𝑆 which conflicts the definition of 𝑆𝑆. An equivalent conflict is found when all 𝐽𝐽 < 𝑆𝑆. A region 
necessarily consists of industries with 𝐽𝐽 < 𝑆𝑆 and sector with 𝐽𝐽 > 𝑆𝑆, except when 𝐽𝐽 = 𝑆𝑆 for all industries. 
34 There are three scenarios to find 𝐿𝐿𝐿𝐿+,
J = 𝐿𝐿𝐿𝐿+,
8  and/or all 𝑎𝑎+,
J = 𝑎𝑎+,
8 : (1) All 𝑎𝑎+,
- = 0 (2) J = S, for all industries (3) 𝐿𝐿𝐿𝐿J
+,, 𝐿𝐿𝐿𝐿8
+, > 1 or 𝐿𝐿𝐿𝐿J
+, = 𝐿𝐿𝐿𝐿8
+,  for all 
combinations between demanding and supplying industries. Formulas of SLQ, CILQ, RLQ, and FLQ and the presence of some demanding industries for which J < 
S and some demanding industries for which J > S imply the last scenario is impossible. The first two scenarios are (highly) unrealistic. 
35 The ranking in size of total output multipliers of CILQ, FLQ, and RLQ in sector A changes back from equality (RIOCs) to the inequality of LQs. Differences 
between RIOCs of CILQ, FLQ, and RLQ for other combinations between industries lead to inequality between total output multipliers. In sector B aLM
N = 0 and 
𝑎𝑎+8 = 0. Production of output by sector j does not lead to any intermediary supplies. Total output multiplier are then equal to one. 
CILQ = RL  = FLQ = SLQ
C 0.090 .100 0.097 0.088 CILQ > R  > SLQ > FLQ
D 0.090 0.075 0.079 0.066 SLQ > RL  > CILQ > FLQ
Total output multipliers
Demanding 
industry
SLQ CILQ RLQ FLQ Ranking in size
A 1.397 1.706 1.633 1.644 CILQ > FLQ > RLQ > SLQ
B 1.000 1.000 1.000 1.000 CILQ = RLQ = FLQ = SLQ
C 1.397 1.467 1.448 1.404 CILQ > RLQ > FLQ > SLQ
D 1.397 1.367 1.377 1.311 SLQ > RLQ > CILQ > FLQ
Sources: Own calculations
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3.5 Empirical case study: Antwerp (Belgium)
We applied the LQ methods to calculate RIOCs and total output multipliers for the region of 
Antwerp in Belgium. For FLQ we assumed � to be 0.25. There is an on-going debate regarding the 
optimal value of � (Flegg & Tohmo, 2011, 2013; Kowalewski, 2012). Flegg et al. (2011) have developed 
a regression equation, whereby the optimal value of � depends on regional size, the region’s 
propensity to import (relative to other regions) and the region’s average use of intermediate inputs 
(relative to other regions). However, they also recommend using � = 0,25 as the best single value, 
when the data is lacking to calculate the optimal value of �.
 We applied the LQ methods to the national Belgian I-O table (Eurostat, 2012). According to 
Kronenberg (2007, 2009) non-survey methods can only be applied to I-O tables in which imports are 
included ‘directly’ i.e. there is an import row in the I-O table showing the aggregate imports of each 
industry in the column. For the Belgian I-O table Kronenberg’s requirement is fulfilled. Because there 
was no data about regional output per industry national and regional employment (per industry) 
were used to calculate xjR, xR, xjN and xN, assuming that labour productivity per industry is equal on 
the regional and national level (Johns & Leat, 1987; Round, 1983). Employment data was obtained 
from BelgoStat (2012). National and regional employment data were only available for 16 aggregated 
industries (see Table 3.7). Therefore, the data in the national I-O table was first aggregated into these 
16 industries, before applying the LQs. 
Table 3.7 Aggregated industries
Industries
A Agriculture, forestry and fishery
B Raw materials
C Industry
D Production and distribution of electricity, gas, stream, cooled air and water
E Construction
F Retail, reparation of computers and consumer articles
G Accommodation and meals
H Transport, storage, postal services and telecommunication
I Financial services and insurances
J Exploitation of trade and real estate
K Business Services
L Government, defence; social security
M Education
N Health care
O Associations
P Arts, amusement and recreation
Source: Belgostat (2012)
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The first part of Table 3.8 shows the sum of RIOCs, per demanding industry J. Because the ranking 
in size of RIOCs (Table 3.2) depends on the J-value of demanding industries the same ranking in size 
applies to individual RIOCs and the sum of RIOCs, per demanding industry. Note that demanding 
industries are subdivided into three groups: Demanding industries for which Z* < J < (S ∙ λ*), 
demanding industries for which (S ∙ λ*) < J < S and demanding industry for which J > S. Each group 
has a different ranking in size of the (sum of) RIOCs, which can be explained based on Table 3.2. 
Because there are two demanding industries for which Z* < J < (S ∙ λ*) FLQ does not lead to the 
smallest (sum of) RIOCs for all demanding industries. This implies that outcome 2 (see section 3.4) 
applies for all comparisons between LQ methods and it depends on the empirical data and (for 
comparisons including FLQ) the choice of the weighting parameter � whether or not the ranking in 
size of RIOCs also applies for the size of total output multipliers.
Nonetheless, the second part of Table 3.8, that presents total output multipliers for each 
demanding industry, shows that the ranking in size of total output multipliers matches the ranking 
in size of (sum of) RIOCs. The only exception is the ranking in size of SLQ and FLQ for the two 
demanding industries for which Z* < J < (S ∙ λ*). Here we find that total output multipliers of SLQ are 
larger than total output multipliers of FLQ. For this empirical case study FLQ leads to the smallest total 
output multipliers, for all demanding industries. An I-O model based on FLQ will produce the smallest 
impacts, independently of the distribution of final demand over industries. 
Table 3.8 Sum of regional I-O coefficients and total output multipliers for Antwerp
B L A I G J M P E F D K C H N O
Z* < J < S ∙ λ S ∙ λ < J < S J > S
Sum of RIOCs
SLQ 0.33 0.16 0.47 0.35 0.47 0.20 0.07 0.38 0.58 0.34 0.34 0.41 0.34 0.41 0.27 0.31
CILQ 0.37 0.17 0.50 0.41 0.48 0.22 0.08 0.40 0.60 0.34 0.34 0.40 0.33 0.38 0.23 0.14
RLQ 0.36 0.17 0.49 0.39 0.48 0.22 0.07 0.40 0.59 0.34 0.34 0.41 0.33 0.39 0.24 0.19
FLQ 0.36 0.17 0.48 0.35 0.46 0.19 0.07 0.34 0.49 0.30 0.27 0.31 0.25 0.29 0.17 0.11
CILQ > RLQ > 
FLQ > SLQ
CILQ > RLQ > SLQ > FLQ SLQ > RLQ > CILQ > FLQ
Total output multipliers
SLQ 1.52 1.26 1.74 1.55 1.73 1.33 1.11 1.62 2.02 1.55 1.56 1.67 1.54 1.67 1.42 1.50
CILQ 1.59 1.27 1.76 1.67 1.75 1.37 1.12 1.66 2.08 1.55 1.55 1.66 1.51 1.61 1.34 1.23
RLQ 1.58 1.27 1.76 1.63 1.75 1.36 1.12 1.65 2.06 1.55 1.55 1.66 1.52 1.63 1.37 1.31
FLQ 1.50 1.23 1.63 1.47 1.60 1.26 1.08 1.44 1.68 1.39 1.35 1.41 1.32 1.37 1.21 1.14
CILQ > RLQ > SLQ > FLQ SLQ > RLQ > CILQ > FLQ
Source: Own calculations
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3.6 Conclusions
In this chapter we have compared the four most used LQ methods: SLQ, CILQ, RLQ and FLQ. These 
LQ methods are used to generate a RIOT, which is requirement for a regional I-O analysis. The size of 
the RIOCs, which can be derived from the RIOT, directly influences the results of the analysis. An over- 
or underestimation of RIOCs can lead to over- or underestimation of economic impacts. It is therefore 
very important to understand the differences between LQ methods and the consequences for the 
RIOCs. This applies to any economic impact analysis, including analyses in the domain of tourism, 
where I-O models are commonly used. 
Contrary to earlier studies, that have compared RIOCs generated by LQ methods to survey based 
RIOCs, to determine how close LQ methods come to replicating these survey based RIOCs, our 
objective was to provide an explanation for the sign of the difference between RIOCs calculated 
between two alternative LQ methods. This provides valuable insight for any researcher facing the 
choice between LQ methods. 
We used the formulas of the LQ methods to establish a ranking in size of RIOCs generated by the 
four LQ methods (Table 3.2). This ranking in size shows, for any combination of demanding and 
supplying industry, if the use of a different LQ method would lead to smaller or larger RIOCs. The 
direction of change depends on the J-value of the demanding industry, relative to S, λ* and Z*  and 
(whereby J is equal to the output of demanding industry j on the regional level divided by the output 
of demanding industry j on the national level). The only combination between demanding and 
supplying industries for which this ranking in size does not apply and for which a change between 
LQ methods leads to the same RIOC is when LQs generated by two LQ methods are larger than one 
(conditions presented in Table 3.4) and/or when the corresponding national I-O coefficient is zero.
Based on a RIOT we can derive total output multipliers. These total output multipliers play an 
important role in I-O analysis, because they show the output that is required (in all industries of 
the economy) to produce one unit of final demand of industry j. Our analysis has shown that the 
ranking in size of total output multipliers of LQ methods is not necessarily the same as the ranking 
in size of RIOCs. The exception is the comparison between FLQ and any other LQ method. When all 
demanding industries have J–values higher than S ∙λ* the FLQ method, which was developed to avoid 
overestimation by making appropriate corrections for cross-hauling, leads to the lowest RIOCs and the 
lowest total output multipliers, for all combinations between demanding and supplying industries. 
For all other comparisons between LQ methods, or when there are demanding industries that have 
a J-value lower than S ∙ λ*, it depends on the empirical data and (for comparisons including FLQ) the 
choice of the weighting parameter � whether or not the ranking in size of RIOCs also applies for total 
output multipliers. In a hypothetical and empirical case study we found that the same ranking in size 
applies for many, but not all, demanding industries.
The added value of this chapter is that it provides a complete explanation for the direction of 
change of a RIOC, when choosing an alternative LQ method. It is however important to emphasize 
that we do not recommend choosing between LQ methods based solely on this ranking in size. It 
needs to be combined with a solid understanding of the equations and underlying assumptions 
of the LQ methods, as discussed in the second section. Furthermore, one need to be aware that 
other methods to generate RIOTs (survey, hybrid) can be preferable to LQ methods, when time, 
money, data, and knowledge allow for their application. There is a continuous debate regarding 
the appropriateness of LQ methods (Kronenberg, 2009) and some scholars criticise these methods 
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for not being able to capture the complex forces that determine actual RIOCs, e.g. spatial market 
orientations and differences between regional and national technologies (Brand, 1997; McCann & 
Dewhurst, 1998; Richardson, 1985). The relevance of this chapter is based on extensive usage of the 
LQ methods in the past and the likely continued usage in the future (Jensen, 1990), but this makes it 
even more important to be aware of their inherent limitations. 
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4. Economic impacts of medical 
tourism in Malaysia28
4.1 Introduction
Medical tourism, defined by Snyder et al. (2011, p. 530) as ‘a growing industry that involves 
patients intentionally travelling abroad for non-emergency medical services’, has been identified 
by governments of numerous middle- and low-income countries as an economic growth engine 
(Connell, 2013b). Policymakers as well as scholars (see, e.g., Bookman & Bookman, 2007) argue 
that destinations can benefit via income, employment, and expansion and improvement of medical 
services and expertise. At the same time, medical tourism may pose challenges, such as rural-urban 
brain-drain of medical professionals and diversion of resources essential for public health care to 
private health care (Ormond, 2014). A careful analysis of (potential) impacts of medical tourism 
on destinations is therefore a prerequisite for destination management in order to optimize the 
potentially positive and minimize the potentially negative impacts of this specific type of tourism. 
However, analysis of medical tourism is cumbersome. Definitional incongruity means that ‘most 
of the numbers attached to medical tourism, whether on flows, growth rates or income generated, 
are speculative, based on estimates, remarkably rounded (upwards) and optimistic’ (Connell, 2013a). 
One problem is that medical tourism figures are generally released at national levels only, not 
permitting discrimination at more disaggregated levels (e.g., state or municipal), in spite of significant 
differences within destination countries. For example, Ormond (2013b) notes significant variation in, 
first, volume and origins of foreign patients receiving treatment in different parts of Malaysia and, 
second, policies and governance bodies involved in supporting and managing medical tourism within 
Malaysia. Likewise, Turner (2007), Reddy and Qadeer (2010) and Solomon (2011) have identified 
the cities of Chennai and Bangalore and the states of Goa, Kerala and Maharashtra in India, as more 
actively receiving and involved in promoting medical tourism than others, generating disparate 
effects throughout the country. These examples demonstrate the limitations of national-level data, as 
they obscure a range of important social, economic and political developments at sub-national level. 
In this paper we argue for the relevance of identifying sub-national impacts. Our choice of an analysis 
of economic impacts is not meant to emphasize the importance of economic impacts over other 
types of impacts (e.g., health equity). However, the official and widespread identification of medical 
tourism as an economic growth engine does make it very relevant to better understand economic 
impacts.
A range of figures has been reported regarding medical tourism’s economic impacts on 
destinations (Table 4A.1). We note some important limitations regarding existing data, however. First, 
all figures reflect national-level values. Second, figures are limited to direct impacts (indirect impacts 
are not included). Third, often it is not specified whether figures reflect only medical expenditure or 
also include non-medical expenditure. Fourth, definitions, assumptions, and methods are often not 
(clearly) specified. Fifth, and related to the previous point, there are inconsistencies between numbers 
reported for the same country and year.
28 Accepted for publication as an article in the journal Asian-Pacific Economic Literature
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Our chosen case study, Malaysia, is ideal to analyze sub-national impacts. The country is comprised 
of different states, each of which has different tourism and economic profiles. For example, the states 
of Melaka, Penang and Selangor and the federal territory of Kuala Lumpur (geographically located 
within Selangor) are hubs for international tourism as well as zones with high-skilled knowledge-
based industries (see figure 4.1). Furthermore, there are differences between states in the numbers, 
origins, and types of medical tourists they receive. Different types of medical tourists have different 
expenditure patterns and different impacts on local economies. 
Figure 4.1 Malaysia
The objective of this paper is to analyze medical tourism’s state-level economic impacts in Malaysia 
in order to provide information we consider to be essential for destination management. The method 
we used is Input-Output (I-O) analysis applied to state-specific I-O data and disaggregated foreign 
patient data provided by APHM (2008). I-O analysis can be used to calculate economic impacts 
caused by (elements of) final demand (e.g., demand for goods and services by medical tourists) 
and gives detailed insight into these impacts, showing separate impacts for each industry and state. 
To the best of our knowledge, I-O analysis has not yet been used in existing literature on medical 
tourism.
In the next section we introduce medical tourism in Malaysia and discuss the APHM (2008) dataset. 
In the third section we discuss I-O analysis and the methodology used to create state-level I-O tables. 
The methods used to calculate foreign patients’ medical and non-medical expenditure, used as input 
for the I-O analysis, are presented in section four. Section five contains the results of the I-O analysis 
and the final section provides conclusions and recommendations.
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4.2 Medical tourism in Malaysia
Malaysia ranks among the most recognized international medical tourism destinations (Ormond, 
2013b). In 1998, in the midst of the Asian Financial Crisis, medical tourism was identified by the 
national government of Malaysia as a tool for economic development. The Malaysian Ministry of 
Health and the Association of Private Hospitals of Malaysia (APHM) assumed responsibility until 
2009, when the newly-formed Malaysian Healthcare Travel Council (MHTC) took over the national 
management of medical tourism and the promotion of a select set of private and corporatized 
hospitals and clinics specifically endorsed by the Ministry of Health for medical tourism. At that time, 
Malaysian government development plans explicitly included medical tourism as among a range of 
means with which to transform Malaysia into an upper middle-income country with a knowledge-
based economy. Health care became one of the country’s twelve National Key Economic Areas – 
economic areas deemed to have ‘the potential to directly and materially contribute a quantifiable 
amount of economic growth to the Malaysian economy’ (Pemandu, 2012c, p. 69). 
As a result, ‘[re]invigorating health travel through better customer experience, proactive alliances 
and niche marketing’ (Pemandu, 2012a) now ranks alongside initiatives to develop the country’s 
pharmaceutical and medical technology industries. It alone is intended to generate 9.6 billion 
Malaysian ringgit (MYR) (USD 2.7 billion29) in revenue, MYR 4.3 billion (USD 1.2 billion) in Gross 
National Income (GNI) and 5,300 more medical professionals by 2020 – the year by which Malaysia 
is meant to attain ‘developed country’ status (Ormond, Wong and Chan, 2014). MHTC has been 
charged with ensuring that these targets are met, increasing the overall number of beds in medical 
tourism-endorsed hospitals to cater to a desired 1.9 million foreign patients by 2020 (Pemandu, 
2012a, 2012b). Medical tourism is seen as having the potential to spur growth in other industries 
such as pharmaceuticals, medical research and development, and non-medical industries. It is 
therefore very relevant to consider how medical tourism’s demand impacts medical and non-medical 
industries.
A state-level analysis of economic impact requires disaggregated data on the number of foreign 
patients and their medical expenditure. The data is provided by APHM (2008). Data are drawn from 
the 27 hospitals and clinics endorsed for medical tourism by the Malaysian Ministry of Health in 
2007 that received the 341,288 foreign patients officially reported by the Malaysian government as 
‘medical tourists’ that year. The Ministry-endorsed hospitals and clinics are located in nine states/
territories: Johor, Kuala Lumpur (a federal territory), Melaka, Negeri Sembilan, Penang, Perak, Sabah, 
Sarawak and Selangor. The data therefore exclude foreign patients using non-endorsed public 
and private medical facilities. Furthermore, APHM (2008) data are based on patients with non-
Malaysian passports. No distinction is made between people travelling across borders for medical 
treatment of their own volition, patients sent abroad by their home health systems, resident 
expatriates and foreign retirees, and people who fall ill while travelling in Malaysia for non-medical 
purposes (Rosenmöller et al., 2006). Therefore, our research encompasses more patients than those 
intentionally travelling abroad for non-emergency medical services (Snyder et al., 2011), the definition 
we presented at the beginning of this chapter. As such, we must speak here of ‘foreign patients’ 
instead of ‘medical tourists’, even though the Malaysian government reports these foreign patient 
figures as its official medical tourist figures. An advantage of the APHM (2008) data is that a patient is 
29 Because our empirical analysis is for the year 2007 the exchange rate on 1 January 2007 (1 : 0.283) is used throughout the 
chapter to convert MYR to USD.
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counted only once when registered at a hospital or clinic, thus ensuring that figures are not artificially 
inflated (Ormond, 2013b). The most recent year for which disaggregated foreign patient numbers are 
available is 2007. 
The APHM (2008) data makes clear that the states of Penang and Melaka received most foreign 
patients in 2007 (figure 4.2), followed at some length by Selangor and Sarawak. Table 4.1 provides 
additional insight into the geographical distribution of foreign patients, by subdividing patient 
numbers in each state by nationality (separately identifying nationalities that comprise minimally 1% 
of the total number of foreign patients in Malaysia). Several factors can be identified in shaping the 
geographical distribution (numbers and nationalities). First, medical tourism-endorsed hospitals are 
concentrated more in some states than others. Second, types and specialties of medical tourism-
endorsed hospitals are unevenly distributed. There is, for example, a high concentration of medical 
specialties in Selangor and Kuala Lumpur because of the area’s status as the national capital. Third, 
the geographical and linguistic proximity of some states and their populations to different parts of 
Indonesia, the main source of Malaysia’s foreign patients, plays a role. Penang and Melaka mainly 
attract Indonesians from Sumatra, while Sarawak attracts Indonesians from West Kalimantan 
(Ormond, 2013a, 2013b). Fourth, certain hospitals are more popular among foreign patients because 
of their prestige and/or brand recognition due to their (multi-national) parent companies and 
affiliated organizations (Leng, 2010). Fifth, the degree of ease with which foreign patients can travel 
to these locations is important. Patients from Europe, the Middle East and the USA often end up in 
Kuala Lumpur due in part to the presence of the Kuala Lumpur International Airport, while Melaka and 
Penang have established sea and air links with Sumatra. Sixth, some foreign patients have benefited 
from facilitated access at border crossings (see Ormond, 2013b, on cross-border mobility). Finally, 
the location of companies and industries in which expatriates are working and the locations in which 
expatriates have settled for retirement play a role (Ono, 2008). 
Figure 4.2 Foreign patients per Malaysian state, 2007Figure 4.2
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Table 4.1 Foreign patients receiving treatment in Malaysian hospitals endorsed for medical tourism, by Malaysian 
state and patient nationality (2007)
Johor Kuala 
Lumpur
Melaka Negeri 
Sembilan
Penang Perak Sabah Sarawak Selangor Total
Indonesia 93.2% 32.9% 93.7% 55.6% 84.0% 22.5% 18.1% 84.0% 21.8% 266227 78.0%
Japan 0.1% 1.5% 0.1% - 3.0% 6.3% 7.9% 0.3% 13.6% 11210 3.3%
Europe 0.4% 7.9% 0.1% 8.3% 2.5% 9.6% 13.1% 2.8% 6.8% 9219 2.7%
India 0.5% 8.2% 0.4% - 1.1% 15.4% 5.1% 1.0% 7.2% 6132 1.8%
China 0.2% 14.3% 0.1% - 0.9% 6.1% 5.6% 1.5% 4.7% 5099 1.5%
USA 0.2% 2.9% 0.0% 5.6% 1.5% 1.2% 4.2% 0.4% 1.9% 4178 1.2%
Singapore 3.4% 2.9% 0.9% 2.8% 0.4% 5.2% 3.9% 1.2% 4.5% 3812 1.1%
Australia 0.4% 1.9% 0.1% 2.8% 1.0% 3.8% 6.5% 0.8% 3.4% 3829 1.1%
Others 1.4% 27.6% 4.7% 25.0% 5.6% 29.8% 35.6% 8.3% 36.2% 31582 9.3%
 Total 8,368 7,459 63,201 36 207,754 3,002 4,312 16,819 30,337 341,288 100%
Source: APHM (2008)
Figure 4.3 shows the numerical dominance of outpatients over inpatients in all nine states. 
Outpatients are patients who are not hospitalized overnight but who visit a hospital, clinic, or 
associated facility for diagnosis or treatment. Inpatients are admitted to a hospital and stay at least 
one night.
Figure 4.3 Foreign inpatients and outpatients (2007)
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4.3 I-O analysis
The starting point of I-O analysis is final demand. Final demand is the value of goods and services 
bought for the direct fulfilment of needs and wants (in contrast to goods and services used as 
an input in production processes). Final demand brings about a chain of production. First, goods 
and services that are part of final demand need to be produced. This requires production factors 
(i.e., capital and labour) as well as intermediate inputs. These intermediate inputs also need to be 
produced, again requiring production factors and a subsequent ‘level’ of intermediate inputs. This 
process continues for several rounds. 
Combining final demand and all ‘levels’ of intermediate inputs, an I-O model enables calculation of 
the total production (=output) required to satisfy final demand. Moreover, production of a industry 
can be linked to the final demand of another industry (e.g., the amount of output from ‘Agriculture’ 
needed to enable final demand from medical tourists for medical services or other goods and 
services). Output can be translated into value added: the difference between the value of output and 
purchases of intermediate inputs. Alternatively, it is the income created in a industry. Value added is 
calculated assuming a fixed ratio between production and income created. Using a fixed ratio also 
enables us to calculate employment. The I-O model enables impacts on output, value added and 
employment to be subdivided into direct and indirect impacts. Direct impacts are impacts directly 
related to final demand (impacts in the industries supplying goods and services to medical tourists). 
Indirect impacts are impacts related to the production of intermediate inputs.
I-O analysis is well established in the scientific literature and is often applied (e.g., in tourism 
studies, Çela et al., 2009; Kashian & Pfeifer-Lucket, 2011; Hanly, 2012). In Malaysia, I-O analysis has 
been applied to calculate impacts of ‘conventional’ tourism (United Nations, 1991; Rashid & Rahman, 
1993; Mazumder et al., 2011; Hassan & Jenggie, 2012). Outside of tourism, there are many examples 
of applications of both ‘traditional’ I-O models (Kwak et al., 2005; Spörri et al., 2007; He & Zhang, 
2010) and more advanced versions (e.g., models in which not only economic but also energy 
and carbon impacts are considered (Lenzen & Murray, 2001; Machado et al., 2001; Wiedmann et 
al., 2010)). I-O models are also a popular ‘tool’ among consultancy firms. Despite its widespread 
use, discussion on the appropriateness of I-O models is on-going. The model is built on strong 
assumptions: absence of relative price changes, infinite availability of production factors, and usage 
of inputs in fixed I-O ratios (Briassoulis, 1991; Dwyer et al., 2004). Had the goal of our analysis been to 
model the impacts of change in final demand and the aforementioned assumptions not been met, 
a different research method would have been needed (e.g., a computable general equilibrium (CGE) 
model). In this chapter, however, our goal is to show the significance of medical tourism. For this, we 
use the I-O model as a descriptive tool rather than an economic model, and calculate the output, 
value added, and employment related to the expenditure of medical tourists. 
The I-O model requires an I-O table. I-O tables are part of the national accounts and give a detailed 
overview of interrelationships between industries, deliveries to final users (i.e., final demand) and 
use of production factors. An I-O table is available for Malaysia for 2005. For a state-level analysis, 
however, we required I-O tables for each state. Flegg and Webber (1997) have developed a 
regionalization procedure to derive state-level I-O tables from national I-O tables, based on location 
quotients (LQs) and employment per industry, at national and state level. 
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Because national- and state-level employment data is not available for all 120 industries in the 
national I-O table, but only for 18 aggregated industries30 (Department of Statistics Malaysia, 2011), 
the first step in the regionalization procedure was to aggregate data in the national I-O table into 
these 18 industries. Second, national I-O coefficients (
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This regionalization procedure is an approximation of intra-state inter-industry relations. One important assumption underlying 
the FLQ method is that national technology of an industry applies in all regions. For some industries this is a realistic assumption, 
though the technology of other industries is likely to differ between states. The actual intra-state inter-industry relations can only 
be identified by undertaking a detailed survey in all the states and industries, an exercise beyond the scope of this research. 
Finally, it is very important to note that inter-state flows are not taken into consideration: in this model, an increase in the 
production in one state does not lead to more production in other states.  
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𝑖𝑖𝑖𝑖𝐹𝐹𝐹𝐹𝐹𝐹"# , 𝑎𝑎"# 𝑎𝑎"#
𝑖𝑖𝑖𝑖𝐹𝐹𝐹𝐹𝐹𝐹"# , 𝑎𝑎"# 𝑎𝑎"# ∙ 𝐹𝐹𝐹𝐹𝐹𝐹"#
 
( . ) 
 
is r i li ti  r  is  r xi ti  f i tr -st t  i t r-i tr  r l ti s.  i rt t ss ti  rl i  
 L  t  is t t tio l t l  f  i str  l s i  l  r i s. r s  i stri s t s is  r listi  ss ti , 
 t t l  f t r i stri s s li l  t  iff r t  st t s.  t l i tr -st t  i t r-i tr  r l ti s  l  
 i tifi   rt i   t il  s r  i  l  t  st t s  i stri s,  x r ise  t   f t is r s r . 
i l , it is r  i rt t t  t  t t i t r-st t  fl s r  t t  i t  si r tio : i t is l,  i r s  i  t  
r ti  i   st t  d s ot l  t  or r ti  i  t r st t s.  
                                     
 
38 ‘ ric lt re, f restry, fis i ’, ‘ i ing a  uarryi ’, ‘ a fact ri ’, ‘Electricity, s, stea  an  air c iti i  s ly’, ‘ ater s ly, se a e, aste 
a re e iati ’, ‘ str cti ’, ‘ lesale a  retail tra e, re air f t r ve icles a t rcycles’, ‘Tra s ort ti  a  st ra e’, ‘ cc ati  
a  f  services’, ‘I f r ati  a  c i ati ’, ‘Fi ance a  i s ra ce’, ‘Real estate activities’, ‘Pr fessi nal, scie tific a  t c ical services’, ‘P lic 
a i istrati  a  efe se; c ls ry s cial sec rity’, ‘E cati ’, ‘ a  ealt  a  s cial rk activities’, ‘ rts, e tertai e t a  recreati ’, a  
‘ t er service activities’. 
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regionalization procedure to derive state-level I-O tables from national I-O tables, based on locatio  quotients (LQs) a d 
employment per industry, at national and state level.  
Because national- and state-level employment data is not available for all 120 industries in th  national I-O table, but only for 18 
aggregated industries
38
 (Department of Statistics Malaysia, 2011), the first step in the regionalization p ocedure was to 
aggregate data in the national I-O table into these 18 industries. Second, national I-O coefficients (𝑎𝑎"#
$ ) were calculated. These 
coefficients show, for each combination of industries, the part of the total input of industry 𝑗𝑗 (X() coming from the intermediate 
input supplied by industry 𝑖𝑖	(𝑠𝑠"#).  
 
 𝑎𝑎"#
$ =
𝑠𝑠"#
𝑋𝑋#
 
(4.1) 
 
Third, Flegg’s location quotients (𝐹𝐹𝐹𝐹𝐹𝐹"#
2 ) were calculated. 𝐹𝐹𝐹𝐹𝐹𝐹"#
2  show the degre  to which i du try 
𝑖𝑖 is present in state 𝑅𝑅 to satisfy demand for intermediate inputs from industry 𝑗𝑗. 
 
 𝐹𝐹𝐹𝐹𝐹𝐹"# = 𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹"# ∙ 𝜆𝜆∗ (4.2) 
 𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹"# =
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒"
2 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒"
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𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒#
2 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒#
$ (4.3) 
 𝜆𝜆∗ = 𝑒𝑒𝑙𝑙𝑙𝑙? 1 +
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒"
2B
"CD
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒"
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"CD
E
 (4.4) 
 
Where 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒"
2 and 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒#
2 represent state-level employment in, respectively, industries 𝑖𝑖 and 𝑗𝑗 and 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒"
$  𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒#
$ re r sent 
national level employment in, respectively, industries 𝑖𝑖	and 𝑗𝑗. Following Flegg and Webber (1997), we ssum  a 𝛿𝛿 of 0.3. Fourth, 
state-level I-O coefficients (𝑎𝑎"#
2 ) were calculated: a 𝐹𝐹𝐹𝐹𝐹𝐹"#
2  greater than or equal to one implies that indu try 𝑖𝑖 is uffici tly 
present in state 𝑅𝑅 to fulfil the needs of industry 𝑗𝑗. In that case the state-level I-O coefficient is equal t  the ational I-O 
coefficient (assuming that the production structure of the demanding industry is equal at national and state levels). A 𝐹𝐹𝐹𝐹𝐹𝐹"#
2  less 
than one indicates that industry 𝑖𝑖 is not sufficiently present in state 𝑅𝑅 to fulfil the needs of industry 𝑗𝑗. The national I-O coeffic e t 
is revalued downwards through multiplication with𝐹𝐹𝐹𝐹𝐹𝐹"#
2 : 
 
 𝑎𝑎"#
2 =
𝑖𝑖𝑖𝑖𝐹𝐹𝐹𝐹𝐹𝐹"# > 1, 𝑎𝑎"#
2 = 𝑎𝑎"#
$
𝑖𝑖𝑖𝑖𝐹𝐹𝐹𝐹𝐹𝐹"# < 1, 𝑎𝑎"#
2 = 𝑎𝑎"#
$ ∙ 𝐹𝐹𝐹𝐹𝐹𝐹"#
 
(4.5) 
 
This regionalization procedure is an approximation of intra-state inter-industry relations. One impor ant a su p ion underlying 
the FLQ method is that national technology of an industry applies in all regions. For some industries is is a realisti  assumption, 
though the technology of other industries is likely to differ between states. The actual intra-state inter- ndustry relatio s can o ly 
be identified by undertaking a detailed survey in all the states and industries, an exercise beyond the scope f this research. 
Finally, it is very important to note that inter-state flows are not taken into consideration: in this model, an incr ase in the 
production in one state does not lead to more production in other states.  
                                                       
 
38 ‘Agriculture, forestry, fishing’, ‘Mining and quarrying’, ‘Manufacturing’, ‘Electricity, gas, steam and air conditioning supply’, ‘Water supply, sewage, waste 
and remediation’, ‘Construction’, ‘Wholesale and retail trade, repair of motor vehicles and motorcycles’, ‘Transportation and storage’, ‘Accommodation 
and food services’, ‘Information and communication’, ‘Finance and insurance’, ‘Real estate activities’, ‘Professional, scientific and technical services’, ‘Public 
administration and defense; compulsory social security’, ‘Education’, ‘Human health and social work activities’, ‘Arts, entertainment and recreation’, and 
‘Other service activities’. 
national l vel employment in, respectively, industries i and j. Following Flegg 
and Webber (1997), we assume a � of 0.3. Fourth, state-level I-O coefficien s (
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This r gion lization procedu e is an app oximation of i tra-state inter-industry relations. One important assumption underlying 
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38 ‘Agriculture, fo e ry, fishing’, ‘Mining a d quarrying’, ‘Manufacturing’, ‘Electricity, gas, steam and air conditioning supply’, ‘Water supply, sewage, waste 
and re d ation’, ‘Cons ru tion’, ‘Whole ale nd retail trade, repair of motor vehicles and motorcycles’, ‘Transportation and storage’, ‘Accommodation 
and food s rvices’, ‘Information and communi ation’, ‘Finance and insurance’, ‘Real estate activities’, ‘Professional, scientific and technical services’, ‘Public 
d inistr ti n and def nse; compulsory social secu ity’, ‘Educ tion’, ‘Huma  health and social work activities’, ‘Arts, entertainment and recreation’, and 
‘Other service activities’. 
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This reg onalization procedure is an ap roximation of i tra-st  inter- ndus ry relations. One important assumption underlying 
the FLQ method is that nati nal technology of an indus ry applies in all regio s. For ome industries this i  a r alis ic assump i n, 
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38 ‘Agriculture, forestry, fishi g’, ‘Mini g and quarrying Manufacturing’, ‘Electricity, gas, steam and air conditioning supply’, ‘Water supply, sewage, waste 
and remediation’, ‘Construction’, ‘Wholesale and retail trade, r pair of ot r vehicles and motorcycles’, ‘Transportation and storage’, ‘Accommodation 
and food servic ’, ‘Informa on and communication’, ‘Financ  and insuran ’, ‘Real estate activities’, ‘Professional, scientific and technical services’, ‘Public 
administration and defense; compulsory social s curi y’, ‘Education’, ‘Human health and social work activities’, ‘Arts, entertainment and recreation’, and 
‘Other service activities’. 
  l   i lie   i tr i i  s fficiently pres nt in s at R to f lfil the
needs of indus ry j. In that ase the state-level I-O co fficient is eq al o th  tional I-O coefficien  
(assuming th t he pro ctio str ctur  of the d ma ding industry i equal at natio al and state 
l vel ). A
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This regionalization procedure is an approximation of intra-state inter-industry relations. One 
important assumption underlying the FLQ method is that national technology of an industry applies 
in all regions. For some industries this is a realistic assumption, though the technology of other 
industries is likely to differ between states. The actual intra-state inter-industry relations can only 
be identified by undertaking a detailed survey in all the states and industries, an exercise beyond 
the scope of this research. Finally, it is very important to note that inter-state flows are not taken 
into consideration: in this model, an increase in the production in one state does not lead to more 
production in other states. 
Based on the I-O tables, we used matrix algebra to develop state-level I-O models. We perform a 
technical operation on the matrices containing state-level I-O coefficients (AR) to develop ‘Leontief 
inverse matrices’ (LR)
(4.6)
where LR is the Leontief inverse of state R, I is the unity matrix and AR is the matrix containing state-
level I-O coefficients ai j of state R. I-O coefficients show the use of intermediate input i  to produce 
one unit of output of industry j. Equation 4.7 shows that the Leontief inverse enables the calculation, 
for any level of final demand (YR), of the required output (XR). YR and XR are column vectors 
containing respectively final demand and required output, per industry of state R.
(4.7)
To apply the I-O model to medical tourism, medical tourists’ expenditure, per industry and per 
state (the vectors YR), needs to be established. Below we describe, separately, the method used to 
calculate foreign patients’ medical expenditure (assigned to the industry ‘Human health and social 
works’) and their expenditure in non-medical industries (assigned to other industries).
4.4 Foreign patients’ expenditure
4.4.1 Foreign patients’ medical expenditure
The APHM (2008) data contain data on foreign patient numbers and their medical expenditure at 
the level of individual states and for both inpatients and outpatients. On the left side of figure 4.4, we 
see that Kuala Lumpur and Selangor have the highest values for medical expenditure per inpatient, 
while Sarawak and Selangor have the highest values for medical expenditure per outpatient. With 
most medical specialists and high-tech equipment concentrated in Kuala Lumpur and Selangor, 
it follows that more complicated, higher-end inpatient procedures also happen more frequently 
in these locations. Geography provides an additional explanation: Kuala Lumpur/Selangor is the 
Peninsular Malaysian hub for many specialties, while Sarawak is a hub for specialties in East Malaysia 
(Malaysian Borneo). Although medical expenditure per inpatient is much higher than medical 
expenditure per outpatient, the numerical dominance of outpatients (figure 3) leads to relatively 
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small differences between total medical expenditure of the two groups, as shown on the right side of 
figure 4.
Figure 4.4 Foreign patients’ medical expenditure (2007)a
Figure 4.4a
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Inpatients 5.328                7.348       4.466       3.764       5.286       4.977   7.290       
Outpatients 361                   576          539          103          364          239      309          
Figure 4.4b
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Figure 4.4b
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a To assure anonymity medical expenditure per inpatient and outpatient are not shown for the three states for which there is only one 
hospital in the APHM (2008) dataset: Johor, Negeri Sembilan, and Sabah.
Source: APHM (2008)
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4.4.2 Foreign patients’ non-medical expenditure
The APHM (2008) dataset does not contain any information about foreign patients’ non-medical 
expenditure. To the best of our knowledge, Musa et al. (2012) are the sole authors to have provided 
any information on foreign patients’ non-medical expenditure in Malaysia. In their study, a relatively 
small sample of foreign inpatients in a selection of private hospitals endorsed for medical tourism in 
Kuala Lumpur was asked about their expenditure. The results of this study cannot be generalized to 
all medical tourists because, as indicated by APHM (2008) data, there are far fewer inpatients than 
outpatients throughout the country. Furthermore, the APHM (2008) data make clear that medical 
expenditure in Kuala Lumpur differs from expenditure in other parts of the country. This is most likely 
also true for non-medical expenditure. In spite of the sample’s specificity, the data from Musa et al. 
(2012) can still be used to give an indication of inpatients’ non-medical expenditure, by means of a 
four-step procedure.
First, expenditure categories identified by Musa et al. (2012) need to be assigned to industries of 
the I-O model. Table 4.2 shows which categories are assigned to which industries. Musa et al. (2012) 
have included a ‘Miscellaneous’ category. The choice was made to divide expenditure in this category 
equally over the industries ‘Wholesale and retail trade’, ‘Repair of motor vehicles and motorcycles’, 
‘Information and communication’, ‘Finance and insurance’, ‘Education’ and ‘Other service activities’. 
Each industry is assigned MYR 499 (USD 141). Foreign patients’ expenditure on international airfares 
is not assigned to a industry as it is assumed that this expenditure does not lead to production in 
Malaysia. Potentially, this leads to a small underestimation, because some Malaysian airlines do benefit 
from medical tourism and are even involved in developing medical tourism packages (Ormond, 
2013a).
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Table 4.2 Allocating expenditure categories identified by Musa et al. (2012) to industries in I-O model (2007, MYR/
USD)
Expenditure categories in 
Musa et al. (2012)
Mean 
expenditure 
(market prices)
Industries I-O model Mean 
expenditure 
(market 
prices)
Mean 
expenditure 
(market 
prices), 
excluding 
direct 
imports
Mean
expenditure
(basis prices)
MYR USD MYR MYR MYR USD
Shopping 2,505 710 Manufacturing 2,505 1,915 1,565 444
Domestic transportation 618 175 Transport and storage 618 502 561 159
Accommodation 3,257 923 Accommodation and 
food services
4,907 4,707 4,719 1,337
Food and beverages 1,650 468
Healthcare services 12,260 3,475 Human health and 
social works activities
12,260 12,260 12,205 3,459
Organized tours 2,748 779 Arts, entertainment and 
recreation
3,836 3,824 3,337 946
Entertainment 1,088 308
Miscellaneous 2,494 707 Wholesale and retail 
trade
499 499 752 213
Information and 
communication
499 499 497 141
Finance and insurance 499 499 497 141
Education 499 499 497 141
Other service activities 499 499 435 123
International airfares 3,743 1,061 x x x x X
Source: Musa et al. (2012); own calculations
Second, the expenditure data includes foreign patients’ expenditure on goods and services which 
are not produced in Malaysia (‘direct imports’). Because the I-O table is in the form of an ‘I-O table 
for domestic production’, this should not be included in final demand. The national make and use 
tables (Asian Development Bank, 2012) contain percentages per industry for direct imports which 
were used to exclude direct imports31. On the state level, this is likely to lead to an underestimation 
31 There are three industries in which foreign patients spend part of their money and for which national percentages of 
direct imports are non-zero, namely ‘Manufacturing’ (36.9%), ‘Transport and storage’ (18.7%), and ‘Arts, entertainment, 
and recreation’ (0.3%). Using the national percentage for ‘Manufacturing’ (36.9%) to calculate direct imports for foreign 
patients would lead to overestimation, since foreign patients are unlikely to buy ‘Basic metals’ or ‘General or special purpose 
machinery’. These are the sub-industries within ‘Manufacturing’ with the highest percentages of direct imports. Therefore, 
only the sub-industries ‘Food, beverages, and tobacco’, ‘Clothing and wearing apparel, leather and leather product’, ‘Products 
of wood, paper and paper products’, ‘Fabricated metal products’, and ’Other manufacturing’ are included in the calculation 
of the relevant direct import percentage (23.5%).
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of direct imports because inter-state direct imports are not taken into consideration in the national 
percentages. The data however do not permit us to correct for this.
Third, because the I-O table is expressed in ‘basic prices’ and expenditure data is in ‘market prices’, 
adjustments need to be made. Net indirect taxes and trade and transport margins need to be 
subtracted. Net indirect taxes should not be included in the calculations, while trade and transport 
margins are assigned respectively to ‘Wholesale and retail trade’ and ‘Transport and storage’. The 
make and use tables (Asian Development Bank, 2012) contain percentages of net indirect taxes 
and trade and transport margins per industry, which are used to adjust the expenditure profile. It is 
assumed that trade and transport margins are also relevant for the direct imports.
Fourth, because the abovementioned specificities of the data reported by Musa et al. (2012) would, 
if generalized, lead to significant overestimation, we used the 2007 APHM (2008) data to adjust Musa 
et al.’s (2012) inpatients’ expenditure profiles. Table 4.3 illustrates the required calculations, based on 
hypothetical data. We compared inpatients’ expenditure on ‘Healthcare Services’ reported in Musa 
et al. (2012) to inpatients’ medical expenditure reported for each state in the 2007 APHM (2008) 
dataset. This enables us to calculate a factor per state to compensate for overestimated medical 
expenditure in Musa et al. (2012). Our assumption was that the overestimation in Healthcare Services 
is representative for the overestimation in all industries. Expenditure in each non-medical industry, 
based on Musa et al. (2012) was multiplied by this factor, to arrive at adjusted inpatients’ non-medical 
expenditure profiles. These expenditure profiles were multiplied with the number of inpatients per 
state, resulting in total inpatients’ non-medical expenditure per state and industry. 
Table 4.3 Calculation of inpatient’s non-medical expenditure (MYR, hypothetical data)
Inpatients Medical 
expenditure 
per inpatient 
in State X 
(APHM, 2008)
Expenditure 
profile 
in Kuala 
Lumpur 
(Musa et al., 
2012)
Factor for 
State X 
(based on 
medical 
expenditure)
Adjusted 
inpatients’ 
non-medical 
expenditure 
profile in 
State X
Nr. of 
inpatients 
in State X 
(APHM, 2008)
Total 
inpatients’ 
non-medical 
expenditure 
in State X
Accommodation - 100 50 5,000
Healthcare Services 100 200
Catering - 300 150 15,000
Total 100 600 100/200 200 100 20,000
Source: Own calculations
Musa et al.’s (2012) data are specifically for inpatients. Therefore, we have used different data 
sources and a different procedure to estimate outpatients’ non-medical expenditure. Table 4.4 
illustrates the calculations, based on hypothetical data. Based on the 2007 APHM (2008) data, 
we know outpatient’ nationalities per state. Via the Malaysian Tourism Promotion Board (2008) 
information is available about the average expenditure profiles of all visitors to Malaysia in 2007, per 
nationality of the visitor. When we assume that the national expenditure profile of visitors to Malaysia 
(by nationality) can be used as an approximation of outpatients’ non-medical expenditure (by 
nationality, independently of the state(s) visited), we can combine the two data sources and estimate 
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outpatients’ non-medical expenditure profiles. The expenditure profiles were multiplied with the 
number of outpatients per state to arrive at total outpatients’ non-medical expenditure per state and 
industry.
Table 4.4 Calculation of outpatients’ non-medical expenditure (MYR, hypothetical data)
Outpatients Nationality of patients 
in State X (APHM, 
2008)
Tourists’ expenditure 
profile (Malaysian 
Tourism Promotion 
Board, 2008)
Outpatients’ 
non-medical 
expenditure 
profile in 
State X
Nr of 
outpatients 
in State 
X (APHM 
2008)
Total 
outpatients’ 
non-medical 
expenditure 
in State X
European Asian European Asian
Accommodation 50 20 42.5 4,250
Transport 100 50 87.5 8,750
Catering 150 100 137.5 13,750
Total 75% 25% 200 120 267.5 100 26,750
Source: Own calculations
On the left side of figure 4.5, we see that the data and our calculations result in the highest non-
medical expenditure per inpatient in the states of Negeri Sembilan, Kuala Lumpur, and Selangor. 
Taken together as a unit, Kuala Lumpur/Selangor comprises one of the country’s most expensive 
areas and is also a principal tourism hub. For Negeri Sembilan there is only a very small number of 
observations in the APHM (2008) dataset (36 foreign patients in total), limiting the representativeness 
of the high expenditure figure for inpatients. For non-medical expenditure per outpatient, Kuala 
Lumpur, Sabah, and Selangor have the highest values. 
It is obvious that the assumptions we are using to calculate foreign patients’ non-medical 
expenditure are strong. This clearly points to the need to collect better data regarding non-medical 
expenditure. It also led to the choice to show separately, in Table 4.6 in the fifth section, the impacts 
related to medical and non-medical expenditure.
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Figure 4.5 Foreign patients’ non-medical expenditure (2007)
Figure 4.5a
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4.4.3 Foreign patients’ total expenditure
Taking together the inpatients’ and outpatients’ medical and non-medical expenditure, Table 4.5 
shows total foreign patients’ expenditure per industry and state. Medical expenditure is assigned to 
the industry ‘Human health and social work activities’. Non-medical expenditure is assigned to the 
other industries. For the I-O model, each column in Table 4.5 represents a final demand vector (YR). 
Total required output XR can be determined by multiplying the YR-vectors with the LR-matrices.
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Table 4.5 Total foreign patients’ expenditure, by industry and Malaysian state (2007, million MYR, basic prices)
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Manufacturing 3.0 3.7 25.2 0.0 81.1 1.2 1.7 6.6 12.8 135.3 38.4
Wholesale and 
retail trade
0.9 1.1 7.9 0.0 24.5 0.3 0.4 2.0 3.3 40.4 11.5
Transportation and 
storage
1.6 2.3 12.6 0.0 44.9 0.9 1.3 3.6 9.4 76.7 21.7
Accommodation 
and food services
6.6 10.5 56.3 0.1 195.1 3.6 5.6 15.7 38.9 332.2 94.2
Information and 
communication
0.4 0.5 3.8 0.0 11.4 0.1 0.2 0.9 1.3 18.5 5.2
Finance and 
Insurance
0.4 0.5 3.8 0.0 11.4 0.1 0.2 0.9 1.3 18.5 5.2
Education 0.4 0.5 3.8 0.0 11.4 0.1 0.2 0.9 1.3 18.5 5.2
Human health 
and social work 
activities
2.8 10.1 43.3 0.2 153.0 1.3 3.3 15.6 31.8 261.5 74.1
Arts, 
entertainment and 
recreation
0.9 2.8 11.1 0.0 33.3 0.5 0.8 2.9 6.5 58.7 16.6
Other service 
activities
0.4 0.4 3.3 0.0 10.0 0.1 0.1 0.8 1.1 16.2 4.6
Total 17.4 32.5 171.0 0.3 576.0 8.1 13.8 50.0 107.6 976.7 276.8
Source: Own calculations
4.5 Results and discussion
Table 4.6 shows the state-level impacts of medical tourism in Malaysia. Impacts on total output 
were calculated using the I-O model. To arrive at impacts on value added and employment, total 
output in each industry and state was multiplied by industry-specific ratios between value added 
and output and employment and output. These ratios were calculated based on the I-O table 
and employment statistics, both at national level and for the year 2005. Also included are output 
multipliers and medical tourism’s relative importance. Output multipliers are calculated by dividing 
total output by direct output, showing how much output is required in all industries for every MYR 
spent by foreign patients. The relative importance is calculated as the percentage of total state-level 
output that is produced because of medical tourism. 
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Table 4.6 Economic impacts of foreign patients’ expenditure (2007, million MYR, basic prices)
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Direct output -a 32.5 171.0 - 576.0 8.1 - 50.0 107.6 976.7 276.8
Medical - 10.1 43.3 - 153.0 1.3 - 15.6 31.8 261.5 74.1
Non-medical 14.6 22.3 127.7 0.1 422.9 6.8 10.5 34.4 75.8 715.2 202.7
Indirect output 7.5 11.2 36.2 0.1 189.5 2.6 5.9 18.9 64.8 336.7 95.4
Medical 1.4 2.9 9.0 0.1 47.7 0.4 1.5 6.1 16.9 86.1 24.4
Non-medical 6.1 8.3 27.2 0.0 141.8 2.2 4.3 12.8 47.9 250.6 71.0
Total output - 43.7 207.2 - 765.5 10.8 - 68.8 172.4 1,313.4 372.3
Medical - 13.1 52.3 - 200.7 1.7 - 21.7 48.7 347.6 104.9
Non-medical 20.7 30.6 154.9 0.1 564.7 9.1 14.8 47.1 123.7 965.8 273.7
Value added 8.8 16.4 73.9 0.1 270.7 3.8 7.2 24.9 62.6 468.6 132.8
Employment 
(No. of jobs)
363.1 656.0 3,272.3 6.5 11,443.4 164.0 296.3 1,035.8 2,349.4 19,586.7 -
Multiplier 1.43 1.35 1.21 1.24 1.33 1.32 1.42 1.38 1.60 - -
Relative 
importance
0.0% 0.1% 0.4% 0.0% 0.6% 0.0% 0.0% 0.1% 0.0% 0.1% -
a To assure anonymity, output related to medical expenditure is not shown for the three states for which there is only one hospital in the 
APHM (2008) dataset: Johor, Negeri Sembilan, and Sabah.
Source: Own calculations
In 2007, the reported 341,288 foreign patients generated MYR 1.3 billion (USD 372.3 million) 
total output, MYR 468.6 million (USD 132.8 million) in value added and 19,586.7 jobs. To put these 
impacts into perspective: medical tourism’s total output, value added and employment in the nine 
states included in our analysis represent, respectively, 0.1%, 0.1%, and 0.2% of total national output, 
value added and employment. We can compare our results to the government’s targets for medical 
tourism for 2020 (revenue of MYR 9.6 billion (USD 2.7 billion), GNI of MYR 4.3 billion (USD 1.2 billion) 
and 5,300 more jobs for medical professionals) (Pemandu, 2012b, 2012c). Although the concepts 
are not necessarily equivalent, total output can be compared to revenue and value added to GNI32. 
When we assume that the government’s targets include indirect impacts (which are not specified), 
we find a large gap between our 2007 results and the targets for 2020. If the targets actually relate 
only to direct impacts of medical tourism, then the gap is even larger. We acknowledge that the 
government targets are based on impacts in all 13 Malaysian states (not just the nine states included 
in our analysis) and there is also a large gap between the number of foreign patients upon which our 
32 Gross national income is equal to gross domestic product (GDP = Value Added) plus factor incomes earned by residents in 
foreign economies, minus factor income earned in the domestic economic by non-residents.
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2007 analysis is based (341,288) and the target for 2020 (1.9 million), but even when we base our 
calculations on this target number of foreign patients, the estimated total output (MYR 3.8 billion 
(USD 1.1 billion)) and value added (MYR 1.4 billion (USD 392.9 million)) are still significantly lower 
than the targets for revenue and GNI. The explanation is that targets are based on a significantly 
higher expenditure per foreign patient (MYR 5,053 per patient, versus the MYR 2,037 per patient in 
our calculations). Looking at jobs in ‘Human Health and Social Works’, our total for 2007 is 4,748.2 
(subtracting jobs in other industries from 19,586.7). Given the ambition to attract more than five 
times as many foreign patients as in 2007, the 2020 employment target (5,300 more jobs for 
medical professionals) seems modest.
Table 4.6 subdivides total output into direct and indirect output and output related to medical 
and non-medical expenditure. The Table makes clear that the greatest impacts originate from non-
medical expenditure. Total output of MYR 1,313.4 million (USD 372.3 million) comprises output 
related to non-medical expenditure of MYR 965.8 million (USD 273.7 million) and output related 
to medical expenditure of MYR 347.6 million (USD 104.9 million). Indirect impacts comprise a 
substantial part of total impacts. Total output comprises direct output of MYR 976.7 million (USD 
276.8 million) and indirect output of MYR 336.7 million (USD 95.4 million). Table 4.7 subdivides 
total output in output related to inpatients and outpatients. Even though medical and non-medical 
expenditure per outpatient is logically lower than expenditure per inpatient (figure 4.4), the 
numerical dominance of outpatients leads to higher impacts on total output for outpatients.
Table 4.7 Subdivision of total output related to foreign patients’ expenditure in output related to inpatients and 
outpatients (2007, million MYR, basic prices)
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Total output 24.9 43.7 207.2 0.4 765.5 10.7 19.7 68.9 172.4 1313.4
Inpatients -a 22.3 73.8 - 227.8 2.8 - 21.1 50.2 408.6
- 51% 36% - 30% 26% - 31% 29% 31%
Outpatients - 21.5 133.4 - 537.6 8.0 - 47.8 122.2 904.8
- 49% 64% - 70% 75% - 69% 71% 69%
a To assure anonymity, the subdivision is not shown for the three states for which there is only one hospital in the APHM (2008) dataset: 
Johor, Negeri Sembilan, and Sabah.
Source: Own calculations
Looking at the output multipliers (Table 4.6), Selangor, Johor, and Sabah have the highest values. 
In these states, foreign patients’ expenditure leads to the highest level of indirect impacts. When 
we focus on medical expenditure, Table 4.6 shows that direct output of MYR 261.5 million (USD 
74.1 million) leads to an indirect output of MYR 86.1 million (USD 24.4 million). Table 4.8 shows the 
subdivision of indirect output. The percentages indicate the proportion of the output of an industry 
to total indirect output. In the final column, showing totals for the nine states, we can see that most 
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of the indirect output is produced in the industries ‘Human health and social works’ (in addition to its 
direct output) and ‘Manufacturing’. This same analysis could also be carried out for indirect impacts 
related to non-medical expenditure.
Table 4.8 Indirect output related to foreign patients’ medical expenditure (2007, million MYR, basic prices)
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Total indirect 
output
1.4 2.9 9.0 0.1 47.7 0.4 1.5 6.1 16.9 86.1 24.4
Human Health 
and Social Works
0.4 1.3 4.1 0.0 18.9 0.2 0.5 2.1 5.9 33.4 9.5
30.3% 43.3% 45.7% 44.8% 39.6% 45.6% 33.0% 34.7% 34.8% 38.9%
Manufacturing
0.6 0.4 3.0 0.0 19.8 0.1 0.4 1.8 5.4 31.5 8.9
42.8% 14.7% 33.0% 27.5% 41.4% 30.2% 28.4% 29.5% 31.7% 36.6%
Trade
0.1 0.4 0.8 0.0 3.3 0.0 0.2 0.8 1.4 7.2 2.0
10.3% 14.5% 8.9% 9.5% 7.0% 9.3% 15.3% 12.8% 8.3% 8.3%
Real Estate
0.0 0.2 0.1 0.0 1.3 0.0 0.1 0.1 0.7 2.4 0.7
2.1% 6.4% 0.7% 3.1% 2.7% 1.0% 3.7% 1.0% 3.9% 2.7%
Transport and 
Storage
0.0 0.1 0.2 0.0 1.0 0.0 0.1 0.2 0.7 2.2 0.6
3.4% 2.8% 1.7% 2.9% 2.1% 1.9% 3.6% 3.5% 4.0% 2.6%
Other
0.2 0.5 0.9 0.0 3.4 0.0 0.2 1.1 2.9 9.3 2.6
11.1% 18.2% 9.8% 12.2% 7.1% 11.9% 16.1% 18.6% 17.4% 10.9%
Source: Own calculations
Based on Table 4.6, we conclude that total output per state differs substantially. This is the result 
of differences between states in numbers of inpatients and outpatients (figure 4.3), expenditure per 
inpatient and outpatient (figure 4.4), and output multipliers (Table 4.6). As Table 4.6shows, Penang, 
Melaka, and Selangor have the highest total output. For Penang and Melaka, this is also reflected in 
the relative importance of medical tourism (0.6% and 0.4%, respectively), which is much higher than 
the relative importance of 0.1% at the national level. In Selangor, the relative importance of medical 
tourism is smaller (0.0%), which is attributable to the larger size of the state’s economy. The top 
position of Penang and Melaka is explained most of all by the high number of foreign patients they 
receive. Selangor scores high on the number of foreign inpatients and outpatients and is the state 
with the highest expenditure per foreign inpatient, expenditure per foreign outpatient, and output 
multiplier.
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4.6 Conclusions
The objective of this chapter was to analyze medical tourism’s state-level economic impacts in 
Malaysia in order to provide information we consider as a prerequisite for destination management. In 
the nine states included in our analysis, medical tourism had, in 2007, impacts of MYR 1.3 billion (USD 
373.3 million) in output, MYR 468.6 million (USD 132.8 million) in value added and 19,586.7 jobs. 
We have shown that impacts related to non-medical expenditure are more substantial than impacts 
related to medical expenditure and that indirect impacts make up a substantial part of total impacts. 
Both findings lead to the recommendation to not only focus on the maximization of economic 
and employment gains from medical tourism in the medical industry but also to take into account 
its impacts in other industries. Furthermore, our results illustrate the relevance of a sub-national 
perspective on medical tourism’s impacts. No two medical tourism destinations within Malaysia are 
the same. Destinations receive different numbers and types of patients, with different needs and 
wants, different expenditure patterns, and different impacts on local economies. 
To better respond to this diversity, we first recommend that medical and non-medical resources 
appropriate to the needs, demands, and interests of not only foreign patients but also local populaces 
be identified and developed (Mainil et al., 2012, 2013). This requires destinations to pay specific 
attention to the diverse ways in which different stakeholders (e.g., municipal, state and federal 
governments; civil society and citizens; private-sector industry; labour and consumers) are arranged in 
relation to, involved in and committed to the development of medical tourism throughout a country 
and the ways in which medical tourism is conceived and visualized. There is scope, therefore, for 
independent state- and municipal-level economic institutes, consumer and labour organizations, and 
health monitoring bodies, to play a much more significant role in reporting, monitoring and shaping 
sub-national policy on medical tourism instead of the current situation, where medical tourism policy 
is shaped predominantly by special federal government divisions and bodies (e.g., MHTC), private-
sector hospital and travel associations, and individual hospitals. 
While our analysis indicates that medical tourism clearly impacts Malaysia’s economy in diverse 
ways, concentrating solely on its macro-economic value can lead to the commoditization of health 
care and envisioning health as a private instead of public good. Ethical and logistical questions 
abound about the relationship between medical tourism and equitable access to health care 
(Connell, 2013a). They challenge us to consider, for example, whether, and to what extent, local 
Malaysian patients benefit from medical tourism infrastructure in states where the medical tourism 
industry has or has not taken hold (Ormond et al., 2014). 
Our findings further suggest that greater attention and sensitivity should be paid to real and 
potential implications of the high ratio of outpatients to inpatients for the development of Malaysia’s 
medical tourism industry. Outpatients spend less on medical and non-medical expenditures but 
constitute by far the largest proportion of foreign patients in destinations throughout Malaysia. 
Outpatient-heavy demand – which, to date, has gone largely unexplored in literature on medical 
tourism (Horton & Cole, 2011) – has significant bearing on the ways in which we define and develop 
the supply of appropriate medical and non-medical infrastructure and human resources at both 
national and sub-national levels. 
Throughout this chapter, we also noted some limitations to our approach, such as the assumptions 
required to estimate foreign patients’ non-medical expenditure and allocation of this expenditure to 
industries of the I-O model. Besides Musa et al.’s (2012) study based on a small sample of inpatients 
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in Kuala Lumpur, no data are available on this. Additional studies could provide more insight into non-
medical expenditure. Limited data availability also led to the choice to restrict ourselves to impacts 
of expenditure by foreign patients. There is no information available on the number of medical travel 
companions and their non-medical expenditure, though the impact of companions is acknowledged 
in recent literature (Casey et al., 2013). Regarding the 2007 APHM (2008) data, we noted that it 
excludes foreign patients using non-endorsed facilities and it does not provide a subdivision of foreign 
patients into the categories ‘medical tourists’ and non-nationals residing in Malaysia. Furthermore, 
because the most recent disaggregated information available is from 2007, we were not able to 
take into account that the geographical distribution of medical tourism-endorsed facilities and 
concentrations of foreign patients has shifted somewhat since 2007 (Ormond, 2013b). These all 
point to the importance of longitudinal studies of in- and outpatients’ medical and non-medical 
expenditure by state, region and city in order to permit better response to foreign patient flows 
and strategic planning. Ideally, these studies would split foreign patients not covered by Malaysian 
health insurance schemes into subcategories such as ‘medical tourists’ and non-nationals residing 
in Malaysia. Realism would increase if recent survey-based state-level I-O tables were available. 
Furthermore, data on inter-state relationships between industries could enable analyses based on 
multi-regional I-O models in which inter-state trade flows are taken into account. Despite these 
limitations, with the I-O analysis, we were able to provide a useful model for generating a meaningful 
preliminary indication of medical tourism’s state-level economic impacts in Malaysia. 
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5. Non-linear I-O model33
5.1 Introduction
Within tourism management it is still common practice to apply traditional Input-Output (I-O) 
models. These models are used by many consultants and academic researchers (e.g. Hanly, 2012; 
Kashian & Pfeifer-Luckett, 2011; Çela et al., 2009) despite their well-known limitations (e.g. Miller & 
Blair, 2009; Archer, 1989; Briassoulis, 1991; Sun, 2007; Wanhill, 1988). In I-O models relative prices are 
fixed, and therefore input substitution is not possible (i.e. Leontief production function). Moreover, 
production factors (capital and labour) are (infinitely) available. There is a linear relationship between 
direct and indirect impacts and an expansion (or reduction) of final demand leads, by definition, to an 
expansion (or reduction) of economic activity.
As an alternative for I-O models, several authors (Zhou et al, 1997; Dwyer et al, 2004; Blake et al, 
2001) advocate the use of computable general equilibrium (CGE) models. CGE models are considered 
to provide a more accurate representation of economic reality. These models e.g. take into account 
that changes in final demand can lead to relative price changes34 and input substitution. Within 
tourism there is now a substantial amount of literature on the application of CGE models. Examples 
on a national level or for large regions or islands are Dwyer et al. (2006); Li et al. (2013); Meng et 
al. (2013); Narayan (2004); Nowak and Sahli (2007); Polo and Valle (2008) and Pratt (2012). For an 
application of a small region see Burnett et al. (2007). A disadvantage of CGE models compared 
to I-O models is that, besides data on the I-O structure and final demand (i.e. an I-O table at the 
appropriate regional scale), data on who earns income, income transfers, and how income is spent 
are required (i.e. a Social Accounting Matrix (SAM) at the appropriate regional scale). Moreover, 
final demand has to be explicitly modelled (e.g. assuming utility maximization for consumers and 
modelling investment) and cannot any longer be exogenous. The additional data requirements, 
in particular, often make I-O models the only feasible option (chapter 2; West & Gamage, 2001; 
Zhou et al., 1997). 
In the present study, we addressed the limitations of I-O models and ‘upgraded’ the I-O model, 
without introducing the complexity and data collection costs associated with a full CGE model. In our 
Non-linear I-O model (NLIO) model the main drawback of an I-O model, i.e. lack of input substitution, 
is accounted for by replacing Leontief production functions by a Constant Elasticity of Substitution 
(CES) production functions.
We applied the NLIO model to analyze regional economic impacts of tourism in the province of 
Zeeland in the Netherlands. This region was selected because of the availability of a regional I-O table 
(RIOT), sufficient data on the expenditure in tourism and because of the economic dependence of 
Zeeland on tourism. Zeeland attracts more than 1.3 million domestic tourists (8% of the total for 
the Netherlands; (Statistics Netherlands, 2009) who spend 8.1 million nights (9% of the total for the 
Netherlands). There are 40 million day visits (3% of total for the Netherlands; NBTC NIPO Research, 
33 Published as Klijs, J., J. Peerlings, & W.J.M. Heijman. 2014. Usefulness of Non-Linear Input-Output Models for Economic Impact 
Analyses in Tourism and Recreation. Tourism Economics, 21(5), 931-956.
34 We use ‘relative price’ to refer to the ratio between prices of two inputs. ‘Relative prices change’ refers to a change of this 
ratio, compared to the benchmark situation. We use ‘price change’ to refer to a change of the prices of an input, compared 
to the price of this input in the benchmark situation. 
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(2011a) and more than 700,000 international tourists (7% of the total for the Netherlands; NBTC, 
2009. North Sea beaches are the main attractions in Zeeland, for all three groups of visitors. Besides 
the beaches Zeeland also offers cultural attractions, such as (small) theme parks, museums, Delta 
works and historic cities such as Middelburg and Zierikzee. 
We applied the NLIO model in three scenarios: (1) 10% increase in expenditure in tourism in 
Zeeland; (2) 10% increase in expenditure by visitors to one individual tourism attraction, namely 
Museum X35; (3) 20% decrease in the subsidy received by Museum X. The first two scenarios were 
meant to assess the usefulness of the NLIO model to analyze large and small changes in final 
demand, respectively. In the last scenario we focused on a change related to the present economic 
situation, lower subsidies, that cannot be analyzed in an I-O model. 
In each scenario we applied three versions of the NLIO model, based on alternative assumptions 
regarding capacity constraints and factor mobility: (1) Factor inputs fixed per industry; (2) Factor 
inputs fixed for the total economy; (3) Factor inputs available in unlimited supply. Under the first two 
assumptions capacity constraints can cause relative price changes, leading to input substitution. 
Under the first assumption production factors can however not be substituted, because these are 
fixed per industry. Under the second assumption production factors are allowed to move between 
industries. Under the third assumption there are no capacity constraints, meaning there are no 
relative price changes, and therefore, no input substitution. The results in this case resemble those of 
the I-O model.
5.2 Integration of substitution into I-O models
As noted, I-O models are limited by not accounting for input substitution. Previous researchers have 
endeavoured to address this limitation in three different ways.
First, some researchers have made technical coefficients dependent on the output of demanding 
and/or supplying industries, see e.g. Duane Evans (1954); Sandberg (1973); Lahiri (1976); Chien and 
Chan (1979); Chander (1983) and Fujimoto (1986). These studies were all conceptual, and focused 
upon the theoretical possibility to develop such models and the equilibrium conditions. Empirical 
applications are scarce. Exceptions include Heen (1992) and Kama (2000). We were not able to 
identify any application of this type of model to tourism.
Second, some authors have used a linear I-O model but integrated input substitution by making 
adjustments to the data. Tilanus (1967), followed by Bryden (1973) and West and Gamage (2001) 
replaced average technical coefficients with marginal technical coefficients. Bryden replaced 
the technical coefficients in the hotel industry, while West and Gamage did the same with the 
coefficients for labour demand. Davis (1987) and Gordon et al. (2009), in contrast, used external 
data to update the values of the I-O table, whereby the new coefficients were meant to represent a 
changed consumption pattern as a consequence of capacity constraints, relative price changes and 
substitution. The new I-O table is then used in an otherwise ‘traditional’ I-O model.
Third, researchers have integrated non-linearity into I-O models by replacing the Leontief 
production function with other production functions, such as Generalized Leontief (Bonnici, 1983; 
Frenger, 1978; Kratena, 2005; Morrison, 1988), Cobb-Douglas (Zhao et al., 2006), CES (Okushima & 
35 Although this case study is based on data for an actual Museum in Zeeland, the Museum has chosen to remain anonymous. 
We will refer to it as Museum X. 
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Tamura, 2009) or nested functions (Cardenete & Sancho, 2012; Tokutsu, 1994; Zhang, 2008). The 
usage of these production functions, combined with capacity constraints in factor markets, results in 
price-induced input substitution. 
From a theoretical and empirical point of view this third approach to integrate input substitution is 
preferable, because the usage of inputs by an industry is now dependent on both output and prices 
and because substitution is endogenously determined. Furthermore, the inclusion of price-dependent 
input substitution makes the NLIO a logical ‘upgrade’ of the I-O model. Finally, this approach does 
not require ad hoc assumptions about the technical coefficients. To the best of our knowledge the 
only application of this type of NLIO model within the domain of tourism can be found in West and 
Jackson (2005). In their model substitution between domestic and imported inputs is possible. In 
our NLIO model substitution is possible between all inputs. Furthermore, in the model of West and 
Jackson (2005) labour productivity and household expenditure are endogenously determined, based 
on labour productivity and household expenditure elasticities. These additional elements are not 
included in our NLIO model, given our ambition to introduce minimal additional data requirements 
compared to the I-O model.
5.3 Data
For the analysis a RIOT for the province of Zeeland was used (available upon request). This table for 
2009 was compiled by LEI (2011), making use of the Generating Regional I-O Tables (GRIT) method 
(Jensen et al, 1979) and is based on the national I-O table of the Netherlands. The RIOT contains 20 
industries. There are separate rows for net taxes on commodities (total net taxes paid on intermediate 
input and import demand) and imports (total imports from the rest of Netherlands and the rest of 
the world). Value added consists of wages and salaries (including social premiums) and other income 
(capital income and profits). The table is in basic prices (excluding net taxes on commodities). Table 
5.1 gives a schematic overview of the RIOT.
Table 5.1 Schematic overview of the regional I-O table of Zeeland
Intermediate demand Final demand Total demand
1 (…) 21
Intermediate supply 1
(…)
21
Imports
Net taxes on products
Added Value Capital
Labour
Total supply
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We analyzed the impacts for the total economy of Zeeland and the impacts for one specific 
‘industry’, namely ‘Museum X’. To enable the latter analysis we included ‘Museum X’ as a separate 
industry in the RIOT. Appendix 5A show the steps involved. 
The second column of Table 5.2 present expenditures in tourism in Zeeland. The third column 
contains the expenditure of Museum X’s visitors (both in basic prices). The data for tourism in Zeeland 
cover a period of one year starting in 2010 and ending in 2011, except for the data on international 
visitors, which is for the year 2009. The data for the Museum are from 2010. Calculations are shown 
in appendices 5B and 5C.
Table 5.2 Yearly expenditure in tourism in Zeeland and expenditure by Museum X’s visitors (2010 / 2011, basic 
prices)
Industries Tourism in Zeeland 
(million Euros)
Museum X’s visitors (thousand 
Euros)
Industry 49.8 54.7
Transport and storage 191.5 -
Hotels 149.5 -
Catering 308.6 249.7
Culture, sports, recreation (CSR) 71.4 33.5
Museum X 0.2 219.6
Trade and transport margins 12.6 13.9
Total 783.6 571.3
Sources: NBTC (2009); NBTC NIPO Research (2011a; 2011b); Museum X’s administration (2011); Statistics Netherlands (2009) 
5.4 Empirical model
In our NLIO model the production structure is described by a CES production function (Arrow 
et al., 1961). There are j industries in the economy and each industry produces one homogenous 
commodity (j = 1, ..., J). This output is sold to each other industry as intermediate input and goes 
to final demand. Each commodity j is produced using intermediate inputs, imports and production 
factors. For each industry j, the total number of inputs (intermediate inputs, production factors and 
imports) is n (n =1, ...., N, N > J).
The model employs standard neoclassic economic assumptions, common in I-O and CGE models: 
a perfectly competitive economy with constant returns to scale and market clearing. Because of 
constant returns to scale cost minimization is assumed to describe the behaviour of the industries. 
The outcome of cost minimization, given a CES production function, is the CES cost function
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We analyzed the impacts for the total economy of Zeeland and the impacts for one specific ‘industry’, namely ‘Museum X’. To 
enable the latter analysis we included ‘Museum X’ as a separate industry in the RIOT. Appendix 5A show the steps involved.  
The second column of Table 5.2 present expenditures in tourism in Zeeland. The third column contains the expenditure of 
Museum X’s visitors (both in basic prices). The data for tourism in Zeeland cover a period of one year starting in 2010 and ending 
in 2011, except for the data on international visitors, which is for the year 2009. The data for the Museum are from 2010. 
Calculations are shown in appendices 5B and 5C. 
 
Table 5.2 Yearly expenditure in tourism in Zeeland and expenditure by Museum X’s visitors (2010 / 2011, basic prices) 
Industries Tourism in Zeeland (million Euros) Museum X’s visitors (thousand Euros) 
Industry 49.8 54.7 
Transport and storage 191.5 - 
Hotels 149.5 - 
Catering 308.6 249.7 
Culture, sports, recreation 
(CSR) 71.4 33.5 
Museum X 0.2 219.6 
Trade and transport margins 12.6 13.9 
Total 783.6 571.3 
Sources: NBTC (2009); NBTC NIPO Research (2011a; 2011b); Museum X’s administration (2011); Statistics Netherlands (2009)   
 
5.4 Empirical model 
 
In our NLIO model the production structure is described by  a CES production function (Arrow et al., 1961). There are 𝑗𝑗 industries 
in the economy and each industry produces one homogenous commodity 𝑗𝑗 = 1, … , 𝐽𝐽 . This output is sold to each other 
industry as intermediate input and goes to final demand. Each commodity 𝑗𝑗 is produced using intermediate inputs, imports and 
production factors. For each industry 𝑗𝑗, the total number of inputs (intermediate inputs, production factors and imports) is 𝑛𝑛 
n = 1,… , N, N > 𝐽𝐽   
The model employs standard neoclassic economic assumptions, common in I-O and CGE models: a perfectly competitive 
economy with constant returns to scale and market clearing. Because of constant returns to scale cost minimization is assumed 
to describe the behaviour of the industries. The outcome of cost minimization, given a CES production function, is the CES cost 
function 
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(5.1)
Cj are the production costs of industry j, yj, is the output quantity of industry j, Γj is the scale or 
efficiency parameter of industry j, αn j is the distribution coefficient of input n in industry j, wn j is the 
price of input n in industry j, and σj is the substitution elasticity of industry j.
Using Shephard’s lemma (Varian, 1992) the (conditional) input demand function in each industry 
can be obtained.
(5.2)
where xn j is the conditional demand for input n in industry j.
In addition, because of perfect competition, zero profit is assumed for all industries. This implies 
that, for each industry, the total value of inputs is equal to the total value of intermediate inputs plus 
the value of production factors and imports:
(5.3)
pj is the output price of industry j.
Moreover, total intermediate demand plus final demand equals total demand.
(5.4)
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where 𝐶𝐶" are the production costs of industry 𝑗𝑗, 𝑦𝑦" is the output quantity of industry j, 𝛤𝛤" is the scale or efficiency parameter of 
industry 𝑗𝑗, 𝛼𝛼'" is the distribution coefficient of input 𝑛𝑛 in industry 𝑗𝑗, 𝑤𝑤'" is the price of input 𝑛𝑛 in industry 𝑗𝑗, and 𝜎𝜎" is the 
substitution elasticity of industry 𝑗𝑗. 
Using Shephard’s lemma (Varian, 1992) the (conditional) input demand function in each industry can be obtained. 
 
 
𝑥𝑥'" = 𝑦𝑦" ∙ 𝛤𝛤"
./ ∙ 𝛼𝛼'"
01 ∙ 𝑤𝑤'"
.01 ∙ 𝛼𝛼'"
01 ∙ 𝑤𝑤'"
/.01
2
'3/
01
/.01
 
𝑛𝑛 = 1,… , 𝑁𝑁				𝑗𝑗 = 1, … 𝐽𝐽 
(5.2) 
 
where 𝑥𝑥'" is the conditional demand for input 𝑛𝑛 in industry j. 
In addition, because of perfect competition, zero profit is assumed for all industries. This implies that, for each industry, the total 
value of inputs is equal to the total value of intermediate inputs plus the value of production factors and imports: 
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where 𝑝𝑝" is the output price of industry 𝑗𝑗. 
Moreover, total intermediate demand plus final demand equals total demand. 
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where 𝑦𝑦"
;< is the total demand for commodity 𝑗𝑗, 𝑦𝑦"
?<final demand for commodity 𝑗𝑗, and intermediate demand for input 𝑗𝑗 in 
industry 𝑖𝑖. 
Finally, as a result of the market clearing assumption, total quantity demanded for a specific commodity is equal to its total 
quantity supplied. 
 
 𝑦𝑦"
;< = 𝑦𝑦" (5.5) 
 
We assume that an industry as a seller (i.e. a row industry in the I-O table) charges the same output price for all demand 
categories (i.e. column industries in the I-O table and final demand). This assumption implies that industries produce 
homogenous commodities. Industries buying a specific input pay different prices, depending on net taxes on products. Net 
taxes on products create a price wedge between the price suppliers actually receive and the price demanders have to pay. 
Because of lack of data it is assumed that the ad valorem tax rate is identical for all intermediate inputs and imports demanded 
by an industry. For each industry, the price relation between intermediate inputs and output is given by 
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where 𝑤𝑤=" is the price of intermediate input 𝑖𝑖 in industry 𝑗𝑗 and 𝑡𝑡" is the ad valorem tax rate of industry 𝑗𝑗. 
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Finally, as a result of the market clearing assumption, total quantity demanded for a specific 
commodity is equal to its total quantity supplied.
(5.5)
We assume that an industry as a seller (i.e. a row industry in the I-O table) charges the same 
output price for all demand categories (i.e. column industries in the I-O table and final demand). This 
assumption implies that industries produce homogenous commodities. Industries buying a specific 
input pay different prices, depending on net taxes on products. Net taxes on products create a price 
wedge between the price suppliers actually receive and the price demanders have to pay. Because 
of lack of data it is assumed that the ad valorem tax rate is identical for all intermediate inputs and 
imports demanded by an industry. For each industry, the price relation between intermediate inputs 
and output is given by
(5.6)
where wi j is the price of intermediate input i in industry j and tj is the ad valorem tax rate of 
industry j.
The ‘small country assumption’ implies that import prices are determined by world market prices. 
Given that Zeeland is a relatively small area this seems a reasonable assumption. Thus the price 
equation for imports is
(5.7)
where pm j  is the world market price of imported commodity m in industry j. 
The NLIO model is modelled in the General Algebraic Modelling System (GAMS). In the first step the 
model is calibrated. Next, the model is specified and finally it can be solved for alternative values of 
the exogenous variables. The GAMS-file of the model can be obtained upon request.
Parameters in the model are calibrated such that the model replicates the benchmark data. First, 
the substitution elasticity σ in case of CES input demand functions must be exogenously defined. 
We assume values of 0.5. Then, for each industry, the substitution parameters (ρj), distribution 
coefficients of input n (αn j) and scale or efficiency parameters Γj are calculated. 
(5.8)
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(5.9)
(5.10)
Next, we explain the determination of tax rates and input prices. For each industry we divide the 
tax value by the sum of the intermediate inputs and imports to get the value of the ad valorem tax 
rate, which determines the relation between the input price and output price of a commodity, and 
between the price of an imported input and the import price. Consequently, tax revenue equals
(5.11)
Since the total number of variables in the model is larger than the number of equations, some 
variables must be declared exogenous. The ad valorem tax rates are fixed to its calibrated benchmark 
value. Furthermore, final demand is set equal to its initial benchmark equilibrium values. Finally, prices 
or quantities of production factors are assumed to be fixed.
The Harberger convention is used throughout, so that the model is calibrated such that all output 
prices and import prices are equal to one in the benchmark equilibrium. Because the model is 
homogenous of degree zero a price numeraire must be selected. Import prices are assumed to be 
fixed. The consequence of the Harberger convention is that price changes not only refer to changes 
compared to prices in the benchmark equilibrium (all equal to one), but also compared to the price 
numeraire (assumed fixed at one).
In our NLIO model, substitution between inputs is caused by relative price changes. These relative 
price changes are introduced into the model by creating capacity constraints in factor markets. In our 
empirical analysis we applied three version of the NLIO model, based on three ‘stylized’ assumptions. 
First, we assumed that quantities of capital and labour are fixed by industry, causing shadow prices 
of production factors to reflect changes in profitability. Given the rigidities on factor markets in the 
Netherlands this assumption could be realistic for the short term (Model 1). Second, we assumed 
quantities of capital and labour are fixed for the total economy, but mobility between industries 
is possible. Differences in profitability of production factors (reflected in differences between 
shadow prices) lead to mobility of labour and capital from one industry to another, until differences 
between shadow prices disappear. The end result is one economy-wide shadow price of capital and 
one shadow price of labour (Model 2). Third, we assumed that production factors are available in 
unlimited supply: There is a reservoir of labour and capital from which, without any restriction, extra 
labour and capital can be extracted (or disposed) (Model 3). In an I-O model this is the standard 
assumption.
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In I-O tables it is common to include subsidies as a negative value added. For Museum X, however, 
this would lead to a total negative value added. Our NLIO model does not allow for this (i.e. it would 
imply a negative input). Therefore, in Model 3, we include the subsidy into the model as an addition 
equation 5.3. 
(5.12)
tsubs is the amount of subsidy received by Museum X per Euro output. 
The value of tsubs is based on the values of the output and the governmental subsidy of Museum 
X in the benchmark equilibrium, and is assumed fixed. This means that we assume, in line with the 
I-O model which Model 3 is meant to represent, that the subsidy changes proportionally to the value 
of the output of Museum X. In Models 1 and 2 the subsidy is equal to its value calculated in Model 
3. The goal is to enable a meaningful comparison between the three models, whereby the only 
difference is the assumption regarding production factors. 
An important exogenous variable in the model is the substitution elasticity for each industry. In 
empirical work, including the present study, the elasticity is often not known. We used a substitution 
elasticity of 0.5 in Models 1 and 2. In the next section we consider alternative values of the elasticity, 
in a sensitivity analysis. Varying the substitution elasticity does not have any consequences for Model 
3, given the absence of relative price changes.
5.5 Scenarios
We used the NLIO model, described above, to calculate impacts of:
• A 10% increase in expenditure on tourism in Zeeland;
• A 10% increase in expenditure by Museum X’s visitors only;
• A 20% decrease in the subsidy to Museum X.
Impacts are shown by calculating percentage changes in quantities and prices for intermediate 
demand and supply, imports, production factors, and output compared to values of the benchmark 
equilibrium, in which there is no change in expenditure.
The first two scenarios were based on a 10% increase in expenditure because expenditure of 
domestic tourists in Zeeland has increased from 205,358 to 224,888 million Euro (9.51%) from 2007 
(the beginning of the economic crisis) until 2011. Table 5.3 is based on data from Continu Vakantie 
Onderzoek (2002 until 2011) (available upon request). CVO data has as a limitation that it includes 
all expenditure by domestic visitors related to their holidays, also expenditure outside Zeeland. For 
this period there are no comparable data available for the expenditure by domestic day visitors and 
international visitors.
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The reason for the third scenario is that, in 2012, Museum X faced a decline of 20% of its subsidy. 
In this scenario we use, in equation 5.12 of Model 3, a value of tsubs which is 80% of the benchmark 
value. When this is multiplied with benchmark values of yi and pi this gives the total value of the 
subsidy. This same value is used in Models 1 and 2.
Table 5.3 Nights spent and expenditure by domestic tourists in Zeeland
Nights spent by domestic visitors 
(x1,000)
Yearly expenditure by domestic tourists 
(thousand Euros)
2007 8,055 205,358
2008 7,811 205,511
2009 8,090 213,956
2010 8,369 222,401
2011 7,635 224,888
Sources: CVO (2002- 2011) 
5.6 Results 
5.6.1 Scenario 1
For scenario 1, Table 5.4 shows percentage changes in quantities and prices. The results are 
presented for seven industries. Four of these industries are closely related to tourism, namely ‘Hotels’, 
‘Catering’, ‘Culture, Sport, Recreation (CSR)’, and ‘Museum X’. A large proportion of their output 
is supplied to tourists and excursionists. We also selected one industry that supplies commodities 
to all four tourism industries (‘Electricity and Gas’), one industry that supplies to none (‘Extractive 
industries’), and the industry that produced the largest output in the economy (‘Industry’).
The results of Model 3 (Prices of production factors fixed) resemble those of the I-O model. As 
factor prices were fixed there were no relative price changes and therefore also no substitution. 
The necessary expansion of production was realized while maintaining fixed proportions between 
inputs. The final column shows the resulting percentage increases of the usage of intermediate inputs 
(0.39%), imports (0.32%), labour (0.47%) and capital (0.39%) that are relevant for the total economy.
In Model 1 (Quantities of production factors fixed per industry) the increase in demand for 
production factors resulted in higher shadow prices of these inputs. In six of the seven industries 
increasing demand for output and substitution away from production factors led to an increase in 
the demand for intermediate inputs. Only for ‘Extractive Industries’ was there a decrease in the usage 
of intermediate inputs (-0.03%). Output of this industry increased with only 0.07%; demand for 
commodities supplied by this industry does not increase much, because it is remote from the tourism 
industries in terms of inter-industry relationships in the RIOT36. For the total economy the increase 
36 The percentage change of intermediate demand needs to be interpreted in the correct manner. Real quantities of 
intermediate inputs used are not known, since the RIOT only contains values (prices x quantities). In the NLIO model quantities 
are determined by assuming base year prices of 1 (Harberger convention). As a consequence the tables show percentage 
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of the usage of intermediate inputs (0.44%) and the usage of imports (0.97%) were higher than 
for Model 3. The usage of production factors remained constant. Although responses of individual 
industries differed, these percentages indicate that, overall, substitution takes place from production 
factors to intermediate inputs and imports.
In Model 2 (Quantities of production factors fixed for the economy as a whole) factor mobility 
between industries ascertains that the increase in prices of production factors is spread out equally 
over all industries - instead of being mostly concentrated in the tourism industries, as in Model 1. 
Compared to this Model factor usage in the tourism industries is higher, leading to less substitution 
from production factors to intermediate inputs and imports. As a result, the overall increase in the 
usage of intermediate inputs (0.38%) was lower than in the I-O model.
Table 5.5 shows the impacts of the change analyzed in the first scenario on the industry ‘Museum 
X’37. In Model 3 the percentage increases in quantities and values were the same for all inputs. In 
Model 1 increasing demand for production factors led to a strong increase in the shadow prices of 
these inputs (31.93%). Prices of intermediate inputs also increased and relative price changes led to 
substitution. As marginal cost increased the output price also increased. Final demand is exogenous, 
and therefore remained fixed at +10.00%, but the increase of the output price did stimulate a 
strong decrease in intermediate demand (-40.48% and -38.07%). In Model 2 the price increase of 
production factors is less dramatic, because it was spread out over all industries. The price increases 
for intermediate inputs were also less strong. As a result, relative price changes were smaller, there 
was less substitution, and the rise in marginal costs and the output price of Museum X were less 
dramatic.
In this first scenario the differences between the three models, on the level of the total economy, 
appear to be modest. For example, the change of output was 0.41% in Model 1, 0.39% in Model 2 
and 0.39% in Model 3, representing a difference of less than 0.02%. The inclusion of substitution 
did not lead to fundamentally different results. Based on this we might conclude that the application 
of a NLIO model does not add much value compared to the application of an I-O model (Kratena, 
2005). However, our result also shows that for individual industries differences between models 
are substantial. In the industry ‘Catering’, for example, price changes and changes in quantities are 
6.16% and 14.43% respectively (Model 1); 7.30% and 1.97% (Model 2); and 7.29% and 0% (Model 
3). Furthermore, when we look at actual values instead of percentages, the change in the values of 
output and value added, for the total economy, were 669.1 and 341.1 million (Model 1); 649.1 and 
324 Million (Model 2); and 118.8 and 50.7 million (Model 3). The difference between Models 1 and 2 
on the one hand and Model 3 on the other was substantial, showing that the inclusion of substitution 
does lead to strikingly different results, for the total economy as well. The evidence from our findings 
suggests, therefore that in conditions of a large change in final demand the application of a NLIO 
is useful. Relative price changes are likely to lead to input substitution. For this type of analysis we 
therefore confirm the conclusions of Bonnici (1983); Davis (1987) and Frenger (1978) that the 
introduction of input substitution into I-O model has added value. 
change in quantities, as measured in base year prices. These can be different from percentage changes of real quantities. 
Furthermore, percentages for intermediate demand are actually a weighted average of percentage changes of quantities of 
intermediate inputs supplied to an industry. Usage of some inputs increases and usage of others decreases, depending on 
relative price changes.
37 When using the NLIO model to analyze possible responses of an individual industry (such as Museum X) it is important to 
keep in mind the Model assumes (economic) behavior to be based solely on profit maximizing / cost minimizing.
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Several scholars (Bryden, 1973; Cardenete & Sancho, 2012; Wanhill, 1988; West & Gamage, 2001) 
have concluded that the introduction of capacity constraints is likely to lead to lower impacts. In 
contrast, our analysis shows that the introduction of capacity constraints leads to mixed results. In 
Model 1 and 2 the overall change of production factors is less than in the unconstrained Model 3. It 
is namely zero (by assumption). In both constrained models the demand for imports is higher than in 
Model 3. Relative prices changes and substitution lead to lower demand for some intermediate inputs 
and higher demand for others. For Model 1 the overall demand for intermediate inputs is higher than 
in Model 3, while in Model 2 it is lower.
Comparison of Models 1 and 2 makes clear that the results of a NLIO model are strongly influenced 
by the assumption on factor mobility. This is true not only for the total economy, but especially for 
individual industries. Notice, for example, the large difference between the output price of Museum X 
in Models 1 and 2. Therefore, we also confirm the conclusion of McGregor (1995) that it is essential in 
which manner factor mobility is introduced into a NLIO model.
Table 5.4 Impacts of a 10% increase in expenditure in tourism in Zeeland
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Benchmark equilibrium (2009, basic prices, million Euros)
Quantities 
(based on base 
year prices)
Intermediate 
demand
56 2,523 771 36 123 183 0.50 10,402
Import 39 2,793 644 54 91 28 0.74 8,072
Labour 13 1,417 104 50 119 79 1.35 6,214
Capital 288 744 516 40 96 57 0.38 4,735
Output 397 7,652 2,224 184 436 356 0.24 30,143
Prices, incl. 
taxes
Intermediate 
demand
1.004 1.033 1.134 1.036 1.036 1.044 1.010
Import 1.004 1.033 1.134 1.036 1.036 1.044 1.010
Labour 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Capital 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Output 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Model 1 (Quantities of production factors fixed per industry, % changes compared to benchmark equilibrium)
Quantities Intermediate 
demand
-0.03% 0.08% 0.32% 15.04% 12.43% 3.09% 13.33% 0.44%
Import 0.76% 0.81% 0.88% 16.17% 13.56% 4.94% 14.86% 0.97%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Output 0.07% 0.33% 0.41% 7.40% 6.16% 2.02% 5.51% 0.41%
Prices, incl. 
taxes
Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Labour 1.53% 1.63% 1.76% 34.95% 28.96% 10.12% 31.93%
Capital 1.53% 1.63% 1.76% 34.95% 28.96% 10.12% 31.93%
Output 1.39% 0.96% 0.92% 16.99% 14.43% 5.80% 187.16%
Model 2 (Quantities of production factors fixed in the economy, % changes compared to benchmark equilibrium)
Quantities Intermediate 
demand
0.24% 0.11% 0.17% 8.31% 7.40% 2.75% 8.58% 0.38%
Import 1.11% 0.96% 0.99% 9.24% 8.35% 3.83% 9.76% 0.93%
Labour -0.38% -0.53% -0.50% 7.63% 6.75% 2.30% 8.14% 0.00%
Capital -0.31% -0.47% -0.44% 7.70% 6.82% 2.36% 8.21% 0.00%
Output -0.10% 0.25% 0.26% 8.27% 7.30% 2.67% 8.62% 0.39%
Prices, incl. 
taxes
Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Labour 3.01% 3.01% 3.01% 3.01% 3.01% 3.01% 3.01%
Capital 2.89% 2.89% 2.89% 2.89% 2.89% 2.89% 2.89%
Output 2.44% 1.42% 1.45% 1.81% 1.97% 2.26% 18.68%
Model 3 (Prices of production factors fixed, % Changes compared to benchmark equilibrium)
Quantities Intermediate 
demand
0.09% 0.20% 0.21% 8.26% 7.29% 2.70% 9.31% 0.39%
Import 0.09% 0.20% 0.21% 8.26% 7.29% 2.70% 9.31% 0.32%
Labour 0.09% 0.20% 0.21% 8.26% 7.29% 2.70% 9.31% 0.47%
Capital 0.09% 0.20% 0.21% 8.26% 7.29% 2.70% 9.31% 0.45%
Output 0.09% 0.20% 0.21% 8.26% 7.29% 2.70% 9.31% 0.39%
Prices, incl. 
taxes
All 0.00%
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Table 5.5 Impacts of a 10% increase in expenditure in tourism in Zeeland on the industry ‘Museum X’ (% changes 
compared to benchmark equilibrium)
Model 1 Model 2 Model 3
Prices, 
incl. taxes
Quantities Value Prices, 
incl. taxes
Quantities Value Prices, 
incl. taxes Quantities
Value
Income
Final 
demand
187.16% 10.00% 215.87% 18.68% 10.00% 30.55% 0.00% 10.00% 10.00%
Intermediate demand
 Education 187.16% -40.48% 70.93% 18.68% -6.98% 10.40% 0.00% 0.01% 0.01%
 CSR 187.16% -38.07% 77.82% 18.68% -4.69% 13.11% 0.00% 2.70% 2.70%
Total 
demand
187.16% 5.51% 202.99% 18.68% 8.62% 28.91% 0.00% 9.31% 9.31%
Subsidy - - 9.31% - - 9.31% - - 9.31%
Total - - 25.03% - - 10.90% - - 9.31%
         
Expenditures        
Intermediate purchases        
 Extractive 
industries
1.39% N.A.a N.A.a 2.44% N.A. a N.A. a 0.00% N.A. a N.A. a
 Industry 0.96% 14.31% 15.41% 1.42% 8.99% 10.53% 0.00% 9.31% 9.31%
 Electricity 
and gas
0.92% 14.33% 15.39% 1.45% 8.97% 10.55% 0.00% 9.31% 9.31%
 Hotels 16.99% 6.19% 24.23% 1.81% 8.78% 10.74% 0.00% 9.31% 9.31%
 Catering 14.43% N.A. N.A. 1.97% N.A. N.A. 0.00% N.A. N.A.
 CSR 5.80% 11.67% 18.14% 2.26% 8.54% 10.99% 0.00% 9.31% 9.31%
 Import 0.00% 14.86% 14.86% 0.00% 9.76% 9.76% 0.00% 9.31% 9.31%
Value added
 Labour 31.93% 0.00% 31.93% 3.01% 8.14% 11.40% 0.00% 9.31% 9.31%
 Capital 31.93% 0.00% 31.93% 2.89% 8.21% 11.33% 0.00% 9.31% 9.31%
Total - - 25.03% - - 10.90% - - 9.31%
a Because there are no commodities supplied by this industry to Museum X in the benchmark equilibrium percentage changes cannot be 
calculated.
Source: Own calculations
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5.6.2 Scenario 2
For scenario 2, Table 5.6 shows percentage changes in quantities and prices. Because the change 
in final demand in scenario 2 (a 10% increase in expenditure by Museum X’s visitors) is much smaller 
than in scenario 1 percentage changes in prices and quantities were also much smaller. The only 
industry for which the change in the shadow prices of production factors is larger than 0.02% 
is ‘Museum X’ in Model 1. Changes in output prices were also very small, apart from Museum X. 
Nonetheless, it is important to be aware that although a price increase of, for example, 0.01% for 
labour (such as in Model 2) may seem very small, it does apply to every unit of labour, used in every 
industry in the economy and throughout the entire region of Zeeland. The same is true for price 
changes of capital and output. In terms of value this creates substantial impacts. In this second 
scenario, in which we analyze a small change of final demand price changes – and the resulting 
impacts – are unlikely to appear in real world situations, especially not in industries in which there are 
only indirect impacts.
Table 5.7 shows the impacts on the industry ‘Museum X’. In Model 3, there are proportional 
increases in the quantities and values of all inputs. Increases in quantities and values in Model 2 were 
only slightly different from Model 3. Price changes were so small (0.01%) that substitution was barely 
noticeable. The small change in prices of all inputs used did lead to higher marginal costs, leading to 
a higher output price (0.08%) and lower intermediate demand (-0.03%). In Model 1 price changes 
of the intermediate inputs were again very small, but the increases of the shadow prices of the 
production factors were substantial (29.96%). As a consequence, production factors were substituted 
for imports and intermediate inputs. Museum X faced substantially higher marginal costs, leading to a 
higher output price (169.33%) and lower intermediate demand (-39.06%).
In sum, for a small change in final demand Models 1 and 2 did not provide realistic results. It is not 
likely that there would be relative price changes and substitution, at least not to degree predicted by 
the models. Model 3, in which production factors are available in unlimited supply and prices are fixed 
(leading to the same results as the I-O model), offers a more realistic option. 
The added value of the NLIO in this second scenario is in forcing the researcher to carefully 
consider relative price changes. The researcher must come to a conclusion about whether or not 
these have to be taken into account and explicitly choose for the most appropriate assumption about 
factor markets – the assumption of unlimited availability of production factors (Model 3) is only one 
of the options, while it is the only option in an I-O model.
The conclusions above are in line with Dwyer et al. (2004). We confirm their conclusion that an 
I-O model is an appropriate choice when relative price changes are not likely to result from the 
final demand change. Their argument, however, is that regional size is the most important factor 
to consider: In a small region it is more appropriate to assume that relative prices are exogenously 
determined (outside the regional economy). Not denying the importance of regional size, we 
maintain that the size of the final demand change should also influence the decision whether or not 
to use a model that takes into account relative price changes.
109Non-linear I-O model
Table 5.6 Impacts of a 10% increase in expenditure by Museum X’s visitors (% changes compared to benchmark 
equilibrium)
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Model 1 (Quantities of production factors fixed per industry)
Quantities 
(based on base 
year prices)
Intermediate 
demand
0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 14.00% 0.00%
Import 0.00% 0.00% 0.00% 0.00% 0.01% 0.01% 14.00% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Output 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 5.43% 0.00%
Prices (incl. 
taxes)
Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Labour 0.00% 0.00% 0.00% 0.01% 0.02% 0.02% 29.96%
Capital 0.00% 0.00% 0.00% 0.01% 0.02% 0.02% 29.96%
Output 0.00% 0.00% 0.00% 0.00% 0.01% 0.02% 169.33%
Model 2 (Quantities of production factors fixed in the economy)
Quantities Intermediate 
demand
0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 9.07% 0.00%
Import 0.00% 0.00% 0.00% 0.00% 0.01% 0.01% 9.07% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 9.06% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 9.07% 0.00%
Output 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 9.07% 0.00%
Prices (incl. 
taxes)
Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Labour 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%
Capital 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.01%
Output 0.01% 0.01% 0.01% 0.01% 0.01% 0.01% 0.08%
Model 3 (Prices of production factors fixed)
Quantities Intermediate 
demand
0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 9.07% 0.00%
Import 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 9.07% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 9.07% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 9.07% 0.00%
Output 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 9.07% 0.00%
Prices (incl. taxes) All 0.00%
Source: Own calculations
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Table 5.7 Impacts of a 10% increase in expenditure in Museum X on the industry ‘Museum X’ (% changes 
compared to benchmark equilibrium
Model 1 Model 2 Model 3
Prices, 
incl. taxes
Quantities Value Prices, 
incl. taxes
Quantities Value Prices, 
incl. taxes Quantities
Value
Income
Final 
demand
169.33% 10.00% 196.27% 0.08% 10.00% 10.08% 0.00% 10.00% 10.00%
Intermediate demand
 Education 169.33% -39.06% 64.12% 0.08% -0.03% 0.04% 0.00% 0.00% 0.00%
 CSR 169.33% -39.06% 64.13% 0.08% -0.03% 0.05% 0.00% 0.00% 0.00%
Total 
demand
169.33% 5.43% 183.96% 0.08% 9.07% 9.15% 0.00% 9.07% 9.07%
subsidy - - 9.07% - - 9.07% - - 9.07%
Total - - 23.27% - - 9.08% - - 9.07%
Expenditures
Intermediate purchases
 Extractive 
industries
0.00% N.A. N.A. 0.01% N.A. N.A. 0.00% N.A. N.A.
 Industry 0.00% 14.00% 14.00% 0.01% 9.07% 9.07% 0.00% 9.07% 9.07%
 Electricity 
and gas
0.00% 14.00% 14.00% 0.01% 9.07% 9.07% 0.00% 9.07% 9.07%
 Hotels 0.00% 14.00% 14.00% 0.01% 9.07% 9.07% 0.00% 9.07% 9.07%
 Catering 0.01% N.A. N.A. 0.01% N.A. N.A. 0.00% N.A. N.A.
 CSR 0.02% 13.99% 14.01% 0.01% 9.07% 9.08% 0.00% 9.07% 9.07%
 Import 0.00% 14.00% 14.00% 0.00% 9.07% 9.07% 0.00% 9.07% 9.07%
Value added
 Labour 29.96% 0.00% 29.96% 0.01% 9.06% 9.08% 0.00% 9.07% 9.07%
 Capital 29.96% 0.00% 29.96% 0.01% 9.07% 9.08% 0.00% 9.07% 9.07%
Total - - 23.27% - - 9.08% - - 9.07%
Source: Own calculations
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5.6.3 Scenario 3
For scenario 3, Table 5.8 shows percentage changes in quantities and prices. All changes in prices 
and quantities are 0.00%, except for the industry ‘Museum X’ and a change of 0.01% of the price of 
the industry ‘CSR’. 
Table 5.9 shows the percentage changes in quantities and prices in the industry ‘Museum X’. For 
this scenario the results of Model 3 were no longer equal to the I-O model. An increase of the output 
price of Museum X (190.17%) was necessary to compensate for the 20% decrease of the subsidy. 
However, because Museum X is relatively small compared to the total economy and because the 
output of Museum X is used as an input by only two industries the impact of this price change on 
relative prices and substitution is minimal. The results of Model 3 therefore almost reflect those of 
the traditional I-O Model, apart from the price change of the Museum. In Model 2 the decrease in 
the demand for production factors by Museum X led to slightly lower prices of labour and capital, 
throughout the whole economy. This change caused (minimal) differences between Models 2 and 3. 
In Model 1, lowering the subsidy led to lower shadow prices of production factors. The increase of the 
output prices was lower than in Models 2 and 3.
For this scenario an I-O model, which can only be used to analyze changes in final demand, was not 
an option. A more flexible model, such as the NLIO is required. Because the change of the subsidy in 
Museum X is unlikely to lead to lower shadow prices of production factors Model 3 seems to be the 
most realistic option, as it is in the second scenario.
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Table 5.8 Impacts of a 20% decrease in the subsidy to Museum X (% changes compared to benchmark equilibrium)
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Model 1 (Quantities of production factors fixed per industry)
Quantities 
(based on base 
year prices)
Intermediate 
demand
0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -6.54% 0.00%
Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -6.54% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Output 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -2.85% 0.00%
Prices (incl. taxes) Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -12.66%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -12.66%
Output 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 107.96%
Model 2 (Quantities of production factors fixed in the economy)
Quantities Intermediate 
demand
0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.84% 0.00%
Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.85% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.84% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.84% 0.00%
Output 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.84% 0.00%
Prices (incl. taxes) Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Output 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 190.14%
Model 3 (Prices of production factors fixed)
Quantities Intermediate 
demand
0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.85% 0.00%
Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.84% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.84% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.84% 0.00%
Output 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% -3.84% 0.00%
Prices (incl. taxes) Import 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Labour 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Capital 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Output 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 190.14%
Source: Own calculations
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Table 5.9 Impacts of a 10% increase in expenditure in Museum X on the industry ‘Museum X’ (% changes 
compared to benchmark equilibrium)
Model 1 Model 2 Model 3
Prices, 
incl. taxes
Quantities Value Prices, 
incl. taxes
Quantities Value Prices, 
incl. taxes Quantities
Value
Income
Final 
demand
107.96% 0.00% 107.96% 190.14% 0.00% 190.14% 190.17% 0.00% 190.17%
Intermediate demand
 Education 107.96% -30.66% 44.21% 190.14% -41.29% 70.33% 190.17% -41.30% 70.34%
 CSR 107.96% -30.65% 44.21% 190.14% -41.29% 70.34% 190.17% -41.29% 70.35%
Total 
demand
107.96% -2.85% 102.02% 190.14% -3.84% 178.98% 190.17% -3.84% 179.01%
subsidy - - -20.00% - - -20.00% - - -20.00%
Total - - -10.09% - - -3.85% - - -3.84%
         
Expenditures        
Intermediate purchases        
 Extractive 
industries
0.00% N.A. N.A. 0.00% N.A. N.A. 0.00% N.A. N.A.
 Industry 0.00% -6.54% -6.54% 0.00% -3.84% -3.85% 0.00% -3.84% -3.84%
 Electricity 
and gas
0.00% -6.54% -6.54% 0.00% -3.85% -3.85% 0.00% -3.84% -3.84%
 Hotels 0.00% -6.54% -6.55% 0.00% -3.84% -3.85% 0.00% -3.84% -3.84%
 Catering 0.00% N.A. N.A. 0.00% N.A. N.A. 0.00% N.A. N.A.
 CSR 0.01% -6.55% -6.54% 0.01% -3.85% -3.84% 0.01% -3.85% -3.84%
 Import 0.00% -6.54% -6.54% 0.00% -3.85% -3.85% 0.00% -3.84% -3.84%
Value added
 Labour -12.66% 0.00% -12.66% 0.00% -3.84% -3.85% 0.00% -3.84% -3.84%
 Capital -12.66% 0.00% -12.66% 0.00% -3.84% -3.85% 0.00% -3.84% -3.84%
Total - - -10.09% - - -3.85% - - -3.84%
Source: Own calculations
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5.6.4 Sensitivity analysis
A sensitivity analysis was used to analyze what happens to the values of Model 1 and 2 when we 
increased the substitution elasticity. This made it easier for industries to respond to relative price 
changes, and substitute away from expensive production factors. Decreasing demand then led to 
lower shadow prices of these inputs. This partly compensated the original increase in prices, leading 
to smaller relative price changes. The final results of increasing the substitution elasticity depended 
on the assumption regarding factor mobility: In Model 1 a higher substitution elasticity led to 
smaller increases of the usage of intermediate inputs, imports, and of output. In Model 2 a higher 
substitution elasticity led to lower imports, but slightly higher usage of intermediate inputs and 
output.
5.7 Data demand and complexity
Table 5.10 uses the criteria specified in chapter 4 and the information from this chapter to 
compare the I-O and NLIO models. This Table shows that, contrary to the I-O model, the NLIO model 
can be used in situations where there is a desire to carry out sensitivity analyses regarding parameters 
and functions, when the assumption of ‘no scarcity of production factors’ is rejected, and when 
impacts need to be analysed of other ‘shocks’ than final demand changes. 
In contrast to the I-O model, the NLIO model requires assumptions to be made regarding capacity 
constraints of production factors and production factor mobility between industries. Furthermore, 
the production function needs to be specified and its parameters determined, including substitution 
elasticity. Making assumptions regarding production factors can be difficult because the truth is 
often somewhere in between the three ‘stylized’ assumptions. Our results demonstrate that this 
choice, difficult as it may be, is very important. Results differ between the three models, especially 
in terms of impacts on value added. In the I-O model, the only option is an assumption of unlimited 
availability of production factors, which is not always optimal. This same argument is relevant for the 
substitution elasticity. The NLIO model forces the researcher to specify the substitution elasticity, 
instead of implicitly making a choice of an elasticity of zero. Most realistic results can be achieved 
when estimating the substitution elasticity based on actual data, which does require extra effort in 
the form of data collection and interpretation. Compared to a CGE model the NLIO model offers the 
advantage that it is not dependent on the existence of a SAM on the appropriate spatial scale while 
the production structure is identical.
Regarding complexity, the NLIO model requires the EIA researcher to use specialized software 
(e.g. GAMS) and to understand and being able to explain, to a certain degree, micro-economic 
and mathematical concepts such as production functions, marginal products, supply and demand 
functions, elasticities, (relative) price changes, differentiation, and optimization. This introduces 
substantially more complexities in an EIA compared to the usage of the I-O model. Using a CGE 
model would introduce additional complexity as it would require the specification of the relationships 
between income and final demand, including issues such as income transfers and income taxation.
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Table 5.10 Comparison of I-O and NLIO
Outcomes, appropriateness, standardisation, and comparability IO NLIO
Outcomes
Indirect impacts on output, value added, income and/or employment per industry X X
Induced impacts, spatial and temporal consideration, social impacts, environmental impacts, and economic 
externalities
N.A.
Sensitivity analysis of outcomes regarding parameters and functions X
Appropriateness
Assumption ‘no scarcity of production factors’ (production factors are not scarce, implying no relative price 
changes, input substitution or redistribution)
X
Assumption ‘no scarcity of production factors’ rejected (production factors potentially scarce) X
Assumption ‘no productivity changes’ accepted X
Assumption ‘no productivity changes’ rejected: Quasi productivity changes X
Assumption ‘no productivity changes’ rejected: Real productivity changes
Impacts of final demand changes X X
Impacts of other ‘shocks’ X
Standardisation and comparability 
Standardisation X
Comparability to results of other EIAs X
Data
(Regional) I-O table X X
Final demand (change), per industry X X
Assumptions regarding capacity constraints of production factors and production factor mobility between 
industries
X
Specification and parameters of production functions (substitution elasticity) X
Complexity
Understanding how to change raw data into useable input for the I-O / NLIO model X X
Understanding and being able to explain, to a certain degree, advantages and disadvantages of the model 
and consequences of underlying assumptions
X X
Standardized software (e.g. Microsoft Excel) X
Specialized software (e.g. GAMS) X
Understanding and being able to explain, to a certain degree, economic and mathematical concepts such as 
output, value added, income, employment, direct impacts, indirect impacts, and matrix algebra
X X
Understanding and being able to explain, to a certain degree, micro-economic and mathematical concepts 
such as production functions, marginal products, supply and demand functions, elasticities, (relative) price 
changes, differentiation, and optimization
X
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5.8 Conclusions
The goal of this study was to show the usefulness of a NLIO model for economic impact analysis in 
tourism. We applied a NLIO model, in which input substitution is explicitly included, in three scenarios: 
(1) 10% increase in expenditure in tourism; (2) 10% increase in expenditure by visitors to one tourism 
attraction; (3) 20% decrease in the subsidy received by a tourism attraction. In each scenario we 
applied three version of the NLIO model, differing in the assumption regarding capacity constraints in 
factor markets and factor mobility. In Model 1 production factors were fixed per industry, in Model 2 
production factors were fixed for the total economy, but were allowed to move between industries, 
and in Model 3 production factors were available in unlimited supply. Model 3 was based on the same 
assumptions as the I-O model.
We found that for large changes of final demand (as in the first scenario) a NLIO model is more 
useful than an I-O model. Relative prices changes were likely, leading to substitution. The NLIO takes 
this into account and can be used to show impacts on prices, usage of production factors, imports, 
intermediate inputs, and production of outputs. Impacts could be higher or lower than in the I-O 
model, depending on the assumption about capacity constraints and factor mobility and substitution 
elasticity.
To analyze a small change of final demand (as in the second scenario) it is less realistic to assume 
that relative price changes and substitution take place, to the degree predicted by the model. In a 
NLIO most realistic results are achieved by choosing for the assumptions of unlimited supply in factor 
market and fixed prices (Model 3) – which leads to the same results as a I-O model.
To analyze a change of subsidies (as in the third scenario) an I-O model is not an option. A more 
flexible model is required, such as a NLIO model. 
For all three types of analysis researchers are forced to make a choice about the assumptions 
regarding factor markets. Making this choice can be difficult because the truth is often somewhere 
in between the three ‘stylized’ assumptions. Our results demonstrate that this choice, difficult as it 
may be, is very important. Results differ between the three models, especially in terms of impacts on 
value added. In the I-O model the only option is an assumption of unlimited availability of production 
factors, which is not always optimal. This same argument is relevant for the substitution elasticity. The 
NLIO model forces the researcher to specify the substitution elasticity, instead of implicitly making a 
choice of an elasticity of zero. Most realistic results can be achieved when estimating the substitution 
elasticity based on actual data, which does require extra effort in the form of data collection and 
interpretation. 
For all three types of analyses, researchers are forced to make a choice about the assumptions 
regarding factor markets, and to specify substitution elasticities. Our results demonstrate that these 
choices, difficult as they may be, are very important. The NLIO model produces significantly different 
outcomes contingent on these choices. 
In the future it might be an option to construct a Social Accounting Matrix for the Province of 
Zealand and build a CGE model. An explicit link between income creation and spending could thus 
be established, helping practitioners formulate more realistic scenarios and perform welfare analyses. 
Because this would lead to significant additional data demands and complexity this did not match the 
ambitions set for the research underlying this chapter and this thesis.
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6. Labour productivity in a Non-linear 
I-O model38
6.1 Introduction
Employment generation is widely considered to be one of the most direct and beneficial impacts 
of tourism. Tourism is labour intensive (e.g. Kelliher, 1989; Surugiu et al., 2012), can offer employment 
in regions that have few other options or in which other industries are performing poorly (e.g. Szivas 
et al., 2003; Vaugeois & Rollins, 2007; Zampoukos & Ioannides, 2011), and offers work to a wide 
variety of employee functions39. Potential impacts on employment are therefore often the main 
argument for investments in tourism (Ladkin, 2011; Sun & Wong, 2010; Thomas & Townsend, 2001). 
To estimate these impacts, both ex ante and ex post, appropriate techniques should be applied. In 
tourism management Input-Output (I-O) models are often applied for this purpose (Sun & Wong, 
2014). 
However, in calculating economic impacts, including employment impacts, I-O models have well-
known limitations, such as fixed relative prices, unlimited availability of factors of production, and 
absence of substitution (Briassoulis, 1991; Miller & Blair, 2009; Sun & Wong, 2014). These limitations 
imply that increases in output are translated into proportional increases in labour. The ratio of output 
to labour remains constant, which implies constant labour productivity. In chapter 5 it was shown 
how input substitution due to an increase in final demand leading to relative price changes can 
be included in an I-O model, creating a Non-Linear Input Output (NLIO) model. Substitution from 
and to labour will automatically lead to a change in the ratio of output to labour, that is, a a labour 
productivity increase. However, input substitution is a quasi-labour productivity increase as one unit 
of labour ceteris paribus still produces the same output. A final demand increase can also cause a real 
labour productivity increase, whereby one unit of labour ceteris paribus does produce more output. 
Employees can work longer, harder and/or more efficiently (Sun, 2007). In the past this second type 
of labour productivity increases, which we refer to as ‘real labour productivity increases’, have been 
integrated into NLIO and Computable General Equilibrium (CGE) models. Examples outside of tourism 
include Hanson and Rose (1997); Peerlings (1993), and Smulders and de Nooij (2003). To the best of 
our knowledge, Blake, Sinclair, and Soria (2006) is the only application of a CGE model with real labour 
productivity increases in tourism. However, in their paper the change in productivity is exogenously 
specificied and not related to a change of final demand. West and Jackson (2004, 2005) propose a 
NLIO model for tourism, including exogenously specified labour productivity elasticities.
The goal of this paper is to include labour productivity changes, caused by a change in final 
demand, into a NLIO model. To illustrate the model the consequences of a 10% change in 
expenditure in tourism in the province of Zeeland (Netherlands) is analyzed. We compare the results 
of the NLIO model with labour productivity changes to the results of the original NLIO model. The 
38 Accepted for publication as an article in the journal Tourism Economics
39 Tourism offers employment to different types of employees such as males and females (Ladkin, 2011; Parsons, 1987), 
migrants / minorities (e.g. Lundmark, 2006; Riley, 2008), skilled and low skilled employees (Ladkin, 2011; Szivas et al., 2003), 
young employees (Surugiu et al., 2012), and new entrants to the labour market (Parsons, 1987; Surugiu et al., 2012; Wong, 
2004)
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region of Zeeland was selected as a case study because of the availability of a regional I-O table 
(RIOT), sufficient data on the expenditure in tourism, and because of the economic dependence of 
Zeeland on tourism. Zeeland attracts more than 1.3 million or 8% of the total domestic tourists in the 
Netherlands; (Statistics Netherlands, 2012) who stay for 8.1 million nights or 9% of the total for the 
Netherlands. Zeeland also receives 40 million or 3% of the total day visits in the Netherlands (NBTC 
NIPO Research, 2011a) and more than 700,000 or 7% of the international tourists to the Netherlands 
(NBTC, 2009).
In tourism productivity changes are likely to be different for core and peripheral labour. We 
define core labour as the group of full-time and/or permanent employees providing skills essential 
to the survival and growth of an organization and peripheral labour as part-time and/or temporal 
employees, undertaking important but non-vital day-to-day activities, that are dispensed of in 
less affluent times or when demand is low (e.g. Johnson, 1985; Krakover, 2000; Zampoukos & 
Ioannides, 2011). The subdivision between core and peripheral labour and the relationships that exist 
between final demand and productivity changes, differentiating between the two types of labour, 
are discussed in the literature review. In the section Model we present the NLIO model and in the 
section Data we discuss the details of the RIOT, the data on core and peripheral labour, and the final 
demand change. In Results and Discussion we present the results of the NLIO model. The last section, 
Conclusions, presents the main findings.
6.2 Literature review
6.2.1 Core and peripheral labour
Demand for products and services produced by the tourism ‘industry’ fluctuates strongly, both in 
the short run and long run (Krakover, 2000; Lin et al., 2011; Sun & Wong, 2014). It also involves both 
predictable and unpredictable demand changes (e.g. Adenso-Díaz et al., 2002; Riley & Szivas, 2009). 
A second characteristic of tourism is simultaneous production and consumption (Sun, 2007). Because 
the tourism industry mostly produces services (Kleijweg & Thurik, 1988; Sun & Wong, 2014; Sun, 
2007), which are inherently perishable (Sigala et al., 2005; Smeral, 2003; Sun, 2007), it is not possible 
to create stocks (Adenso-Díaz et al., 2002; Kelliher, 1989). This implies that production needs to take 
place at the moment there is a demand from tourists and the required inputs, including labour, need 
to be available at that moment. Finally, the tourism industry consists mainly of small and middle-
sized firms (e.g. Riley, 2008; Vaugeois & Rollins, 2007; Zampoukos & Ioannides, 2011) which face high 
competition (Zampoukos & Ioannides, 2011) and for whom labour is the main cost (Zampoukos & 
Ioannides, 2011). 
These characteristics create a division between core and peripheral labour. Core labour consists of 
employees that carry out activities that need to be fulfilled independently of the level of final demand 
and that have the skills to assure continuity within the organisation (Cho & Wong, 2001; Johnson, 
1985). As a result, the number of core employees is usually very stable. Peripheral labour consists 
of employees that are used in a flexible manner, both in the number of employees and the number 
of hours they work (Kelliher, 1989; Krakover, 2000; Parsons, 1987), allowing an efficient allocation of 
labour services (e.g. Addessi, 2014; Ortega & Marchante, 2010), and cost minimisation (Adenso-Díaz 
et al., 2002; Kelliher, 1989). Flexilibity in peripheral labour is facilitated by high labour supply, short 
training periods, temporal contracts, and relatively low demands on new entrants (Kelliher, 1989).
119Labour productivity in a Non-linear I-O model
The differentiation between the two types of labour, which is of course a simplification of a 
complex reality (Thomas & Townsend, 2001; Walmsley, 2004), can also be seen in other industries. It 
is however very prominent in tourism (Krakover, 2000; Walmsley, 2004). Table 6B.1 gives an overview 
of the characteristics of core and peripheral labour, based on a literature review of scientific papers 
published in the domain of tourism.
6.2.2 Labour productivity in tourism
Most of the literature on (labour) productivity in tourism deals with the measurement of 
productivity. Studies have been done to measure productivity on the micro level, such as for hotels 
(Barros & Alves, 2004; Chen, 2007; Hu & Cai, 2004; Kim, 2010); travel agencies (Botti & Briec, 2010; 
Sellers-Rubio & Nicolau-Gonzálbez, 2009), and restaurants (Reynolds & Thompson, 2007). However, 
there are also studies on higher spatial scales, such as tourism destinations (Cracolici et al., 2008; Sun 
et al., 2014) and national tourism industries (Hadad et al., 2012; Peypoch & Solonandrasana, 2008).
 In this paper we take a different perspective. We include productivity changes in an economic 
impact model. Our approach is similar to the one used by Blake, Sinclair, and Soria (2006) and West 
and Jackson (2004, 2005), who include productivity changes in, respectively, a CGE and NLIO model. 
Furthermore, Sun (Sun & Wong, 2010, 2014; Sun, 2007) criticises the linearity assumption of the I-O 
model in a situation where an increase of final demand can be absorbed by an increase of capacity 
utilization, leading to an increase of labour productivity. In this paper we advance on previous 
research by endogenously including labour productivity drivers in a NLIO model, thereby establishing 
a relationship between final demand changes (which is the exogenous shock put into the model) and 
labour productivity. Thereby, we define labour productivity as the ratio between output and labour 
(e.g. Blake, Sinclair, & Soria, 2006; Botti & Briec, 2010; Hadad et al., 2012). Analysing the relationship 
between final demand changes and labour productivity is complex. Empirically, it would be hard to 
differentate between changes in labour productivity that are caused by final demand changes and 
labour productivty changes that have a different causes (such as stragic investmest by the hotel in 
the productivity of the employees, out of a desire to increase productivity and profit). In this chapter 
we look at these issues from a theoretical perspective and use the literature to develop our own ideas 
about this relationship. In the next section these ideas, which can be seen as preliminary hypotheses, 
are integrated into the NLIO model. When subsequent research leads to refinments and/or rejection 
of these hypotheses, changes can be made in the specification of the model. An important first step 
is to distinguish between quasi and ‘real’ productivity changes.
A final demand increase can lead to changes in relative prices, which can result in input 
substitution. This leads to an increase of labour productivity in the case of:
•  Substitution of labour by capital, e.g. replacing manual labour by ICT applications (e.g. Brida et 
al., 2010; Cho & Wong, 2001; Li, 2014). This type of substitution is limited in tourism, however 
(e.g. Riley & Szivas, 2009; Riley, 2008). Tourism is characterised by ‘embodied services’ (Smeral, 
2003) that require physical proximity and flexible personal contact between customers and 
employees (e.g. Li, 2014; Surugiu et al., 2012; Zampoukos & Ioannides, 2011). 
• Substitution of labour by intermediary inputs and imports: In their study about the tourism 
industry in Taiwan Sun and Wong (2014) did not observe this type of substitution. Nonetheless, 
outsourcing or subcontracting of activities previously caried out by own staff (e.g. Kim, 2010; 
Marchante & Ortega, 2011), such as catering, maintenance, cleaning, and administration 
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(Kleijweg & Thurik, 1988), is generally recognized as a growing phenomenon in tourism (Smeral, 
2003). Subcontracting is a more realistic option for tasks carried out by peripheral labour than 
core labour, given that at least some tasks of core labour are of a more strategic nature (Riley & 
Szivas, 2003; Zampoukos & Ioannides, 2011).
• Substitution between the two types of labour. Muñoz-bullón (2012) has concluded that 
individuals who are engaged in the tourism industry and who were hired on a temporary basis 
for at least 50 percent of their labour history face a reduced likelihood of receiving an open-
ended contract. This ‘temporality trap’ (Muñoz-bullón, 2012) would imply limited substitution of 
peripheral by core labour.
Because substitution leads to higher labour productivity, but one unit of labour ceteris paribus still 
produces the same output, we refer to this type of labour productivity increase as a quasi-productivity 
increase. 
A final demand increase can also cause ‘real’ labour productivity increases, whereby one unit 
of labour ceteris paribus does produce more output. Based on the literature we established two 
relationships between final demand increases and such labour productivity increases: 
• An increase in final demand can lead to an increase in the price of inputs, including the wages 
paid for labour. According to efficiency wage theory, this stimulates investments in labour 
productivity (e.g. Acemoglu, 2003; Riley & Szivas, 2003; Surugiu et al., 2012). Investments in 
labour productivity may take the form of additional training of employees, improved planning 
of working hours, or facilitating inter-employee cooperation (e.g. Blake et al., 2006; Li, 2014; 
Riley & Szivas, 2003). Table 6B.1 shows that wages for peripheral labour are relatively low and 
stable while wages for core labour are higher and more variable. This implies that we can expect 
most labour productivity investments to take place in core labour. Companies invest less in 
productivity of peripheral labour (Addessi, 2014) because of high turnover (Blake, Sinclair, & 
Soria, 2006), less benefit from training (Budría & Telhado-Pereira, 2009), and lower perceived 
needs for training, given the simplicity of the tasks carried out (Ortega & Marchante, 2010).
• In tourism the amount of output that is produced by a given level of inputs can be lower than 
the potential output, because of the absence of customers (e.g. Riley & Szivas, 2009; Sellers-
Rubio & Nicolau-Gonzálbez, 2009; Sun, 2007). There can be a suboptimal occupancy rate 
and excess capacity (Kleijweg & Thurik, 1988). In this context, a final demand increase does 
not have to lead to an increase of labour demand. Instead it leads to an increase of labour 
productivity (Krakover, 2000; Roget, 2006; Sun & Wong, 2010, 2014). It is likely that the labour 
productivity increase via this route is higher for core labour than for peripheral labour (Sun, 
2007). The fact that the amount of core labour is fixed implies that part of core labour is 
underused in a situation with a low occupancy rate. There is potential for productivity increases, 
also referred to as ‘idle time’ (Kelliher, 1989), ‘maladjustment’ (Krakover, 2000), ‘slack’ (Sun, 
2007), or ‘labour hoarding’ (Addessi, 2014; Kleijweg & Thurik, 1988). In contrast, the number 
of peripheral employee adjusts to demand fluctuations. This implies that underutilization is 
less relevant and there is less potential for productivity increases. An increase of final demand 
is therefore less likely to lead to productivity increases for peripheral labour. There can still be 
productivity increases, however. Some underutilization can exist because of lags and costs in 
‘hiring and firing’ peripheral staff (Cho & Wong, 2001; Krakover, 2000). Moreover, an increase 
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of final demand always creates some opportunities to make better use of existing staff, e.g., by 
increasing the number of customers serviced by one waiter or waitress (Krakover, 2000; Sun & 
Wong, 2010). 
Note that the literature discusses a wide range of other factors that can influence labour 
productivity in tourism40. However, in our model we focus exclusively on labour productivity changes 
as a consequence of an increase in final demand.
6.3 Labour productivity in a Non-linear I-O model
The NLIO model we use is described in chapter 5. However, we make three changes to this model 
to include labour productivity.
First, to model the interaction between the two types of labour and all other inputs we introduce 
a nested production structure (top part of figure 1). Substitution takes place between core and 
peripheral labour, between all other inputs and, on a higher level, between the aggregated labour 
input and aggregated other input. We assume all substitution elasticities equal 0.5, except for the 
tourism industries41. In the tourism industries we assume the substitution elasticities between core 
and peripheral labour and between aggregated labour input and aggregated other input to equal 
0.25. In tourism we expect, based on the literature review, limited substitution between the two 
types of labour and between labour and other inputs. Our choice for substitution elasticities lower 
than one is supported by many other studies (e.g. Acemoglu, 2003; Carraro & Cian, 2013; Jalava & 
Pohjola, 2006; Klump et al., 2007b; León-Ledesma et al., 2012; Raval, 2010; Young, 2013). The usage 
of uniform substitution elasticities, except for the tourism industries, is of course a simplification of 
a complex reality, where substitution elasticities can vary between each combination of inputs and 
between industries (Young, 2013). Note that in I-O models a substitution elasticity of 0 is assumed 
due to use of Leontief production functions. The use of Cobb-Douglas production functions would 
imply substitution elasticities equal to 1.
Second, also based on the literature review, we have assumed a fixed price for peripheral labour, 
i.e. a horizontal labour supply curve (Hammes, 1994). Industries can satisfy increased demand 
for peripheral labour without an increase in wages. For core labour the price is determined at the 
intersection of the demand and supply function. For the supply function a Constant Elasticity of 
Transformation (CET) labour supply function is selected: 
40 Other influences on labour productivity include, but are not limited to, the level of service (e.g. Jones & Siag, 2009; Marchante 
& Ortega, 2011), the age, design and type of the facility (e.g. Hu & Cai, 2004; Marchante & Ortega, 2011; Sigala et al., 2005), 
the location (Chen, 2007; Marchante & Ortega, 2011; Sigala et al., 2005), marketing initiatives (Barros & Alves, 2004; Peypoch 
& Solonandrasana, 2008; Sigala et al., 2005), the level of economic development (Lin et al., 2011; Sun et al., 2014), ownership 
and management arrangements (Chen, 2007; Kim, 2010; Sigala et al., 2005), the competitive environment (Blake, Sinclair, & 
Soria, 2006; Such & Zamora, 2006), and a focus on leisure or business visitors (Chen, 2007). 
41 Tourism is not included as a separate industry in the I-O table underlying the I-O model. To facilitate our analysis we made the 
choice to define the three industries most closely related to tourism, namely “Catering”, “Hotels” and “Culture, Sport (CSR)”, 
as the ‘tourism industries’. 
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(6.1)
where SCLi is the supply of core labour to industry j, CL is the total quantity of core Labour ψj, 
is the scale or efficiency parameter of core labour in industry j, δj  is the distribution coefficient 
of core labour in industry j, wCL is the price of core labour in industry j, and η is the elasticity of 
transformation for core labour. This function implies core labour can move between industries, 
stimulated by wage differences, but core labour used in one industry first needs to be transformed 
into core labour that can be used in another industry. Adaptation is needed to adjust human capital 
to the requirement of a new industry (Szivas et al., 2003). We assume a constant elasticity of 
transformation of -0.5. The closer this elasticity is to zero, the more core labour in one industry needs 
to be sacrificed to increase core labour in another industry. The benchmark data are used to calibrate 
the substitution parameters (øj), distribution coefficients of input n (δn j) and scale or efficiency 
parameters (ψj) of the CET labour supply function 
(6.2)
(6.3)
(6.4)
where xCL is the quantity of core labour in industry j. In the lower part of Figure 6.1 the supply 
function for core labour is introduced in the production structure.
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Figure 6.1 Production structure of an industry
Output
Aggregated labour input Aggregated other input
Core labour Peripheral labour All other inputs
Core labour (total)
CET: Elasticity = 0.5
CETS Elasticity = 0.5
CES Elasticities
• Tourism: 0.25
• Other: 0.5
CES Elasticities
• Tourism: 0.25
• Other: 0.5
Source: Composed by authors
Third, besides input substitution, which causes quasi-productivity changes, we want to include real 
labour productivity changes into the model. We thus introduce factor augmenting technological 
change (FATC) into the input demand functions for core and peripheral labour in the tourism 
industries. For this we use the CES production function specification introduced by David and Van de 
Klundert (1965). This leads to the following demand function for labour type L (core and peripheral 
labour) in tourism industry j
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where 𝑥𝑥𝑤𝑤𝑤𝑤 is the quantity of core labour in industry j. In the lower part of Figure 6.1 the supply function for core labour is 
introduced in the production structure. 
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where DLL j is the demand for labour type L in industry j, DALj is the demand for aggregated 
labour input in industry j, �j is the scale or efficiency parameter of industry j, φL j is the distribution 
coefficient of labour type L in industry j, θj is the elasticity of substitution between core labour and 
peripheral labour, τL j is the FATC of labour type L in industry j, and wL j is the price of labour type L 
in industry j. Our choice to apply FATC solely for labour demand functions was determined by our 
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focus on labour productivity in tourism. Moreover, labour augmenting technological change is also 
generally considered to be most relevant in the literature (e.g. Klump et al., 2007b; Kohli, 2011; 
Young, 2013). Following Carraro and Cian (2013) FATC is endogenously determined42. Based on the 
literature review FATC is assumed to increase with: 
• An increase of the price of labour. This increase represents investments in productivity 
stimulated by a relative price increase. Note that we do not take into account the costs made to 
increase productivity and that the price of peripheral labour is assumed fixed;
• An increase in the quantity of output. This represents usage of previously excess capacity.
These relationships are integrated into the model using the following equations for labour type L 
(core and peripheral labour) in tourism industry j 
(6.6)
(6.7)
where yj is the output in industry j, yoj is the benchmark output in industry j, a1 j and a2 j are the 
weighing factors in industry j, τminL j is the minimum value of FATC for labour type L in industry 
j, τmaxL j is the maximum value of FATC for labour type L in industry j and 
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When we first consider the three tourism industries the comparison between the two models makes clear that taking into 
account FATC leads as expected to a labour productivity increase. The increase in demand for labour is partly offset by the 
increase in labour productivity, which is akin to having more effective labour doing the work (e.g. Carraro & Cian, 2013; Raval, 
2010; Thomas & Townsend, 2001). This shift results in lower wage increases for core labour and lower increases of the usage of 
core and peripheral labour. The increase in output is higher. This last result can be explained by looking at the output prices. In 
the model with FATC the increase of productivity leads to lower costs and a lower output price. As a result, the output of these 
industries is more interesting for other industries to use as an input, and the quantity of output increases.  
In the other industries t ere is a lower decrease of core labour. Taking FATC into account leads to lower wage increases of core 
lab r and l ss substitution of core labour by other inputs, such as peripheral labour. The fact that labour productivity in other 
industries is different for the models with and without FATC is caused by the close interaction between quasi and real 
productivity changes (Carraro & Cian, 2013; León-Ledesma et al., 2009): The introduction of real productivity changes in the 
tourism indu tries via FATC leads to relative price changes and substitution, which causes quasi productivity changes in the other 
industr es. 
In the literature is it often mentioned that tourism is represented by relatively low labour productivity and that this is the main 
cause for l w wages (e.g. Riley & Szivas, 2009; Riley, 2008; Surugiu et al., 2012). These statements are supported by the 
optimality condition whereby the value of the marginal product, which is the marginal product of labour multiplied by the 
utput price, equals the wage. Low labour productivity, leading to a low marginal product of labour and a low value of the 
marginal product (C. Braun, n.d.), must therefore lead to a low wage (Brida et al., 2010; Hammes, 1994; Thrane, 2008). Based 
on this line of reasoning we might expect that an increase of labour productivity would lead to a higher wage. In our model, 
however, we find that the increase of labour productivity caused by the introduction of FATC leads to a lower wage. The 
explanation for this apparent contradiction is that the increase in wage only takes place if everything else is held constant. Our 
model takes into account that an increase of labour productivity leads to a change of the output price, however. This impacts 
the value of the marginal product of labour. Furthermore, the wage for core labour is not solely determined by the output price 
and marginal product but also by the supply function. To conclude, it may be true that low labour productivity is a cause of low 
wages in tourism, but it is not necessarily true that an increase of labour productivity leads to higher wages. This depends on the 
labour market and the response of the tourism industries to the change of productivity. 
To analyse the 𝜗𝜗 sensitivity of the NLIO model with FATC regarding the exogenous parameters Table 6.3 presents four 
alter ative versions of the model. In the first model the ranges of the FATC are doubled: For core labour FATC is allowed to vary 
between 0.20 and 1.20 a  fo  peripheral labour between 0.90 and 1.10. In the second model the adjustment speed of FATC is 
doubled to 𝜗𝜗&' = 2.0. In the third model all labour is considered to be peripheral labour. In the fourth model all elasticities of 
substitution and transformation are increased from 0.5 and 0.25 to 2.0. 
The first two models illustrate the flexibility of the NLIO model with FATC in adjusting to different hypotheses and/or empirical 
findings regarding the size of productivity changes in tourism. Table 6.3 shows that the differences in outcomes are relatively 
large. In the last two analyses we also find relatively large differences compared to the original NLIO model with FATC. This 
makes clear the importance of including the differentiation between core and peripheral labour. Considering all labour as 
peripheral labour results in a much lower productivity and price changes. Moreover, the levels of substitution and transformation 
elasticities are relevant. Lower values may represent short-term changes while large values may represent long-term changes. 
 
Table 6.4 Sensitivity analysis (% changes compared to benchmark equilibrium) 
    Tourism Industries Other Industries 
    Hotels Catering CSR Manufacturing 
Extractive 
Industries 
Original NLIO model with FATC  
Quantities Core Labour 3.58 3.14 1.01 -0.19 -0.11 
  Peripheral Labour 7.64 6.78 2.70 0.67 0.83 
  Output 8.23 7.25 2.66 0.24 -0.08 
Prices Core Labour 9.55 8.61 4.18 1.72 1.88 
  Peripheral Labour - - - - - 
  Output 1.66 1.68 1.50 0.86 1.82 
FATC Core Labour 3.42 3.07 1.30 - - 
 Peripheral Labour 1.29 1.15 0.45 - - 
Labour productivity Core Labour 4.49 3.99 1.63 0.03 0.42 
L j is the factor that 
determines the speed at which FATC moves towards its minimum or maximum.
In equation 6.6 we combine and weigh the two influences on FATC. βL j depends on the price of 
labour type L and the change of output of industry j compared to the output of indu try j in the 
situation before the final demand change (benchmark situation). We use the weighing factors a1 j 
and a2 j, whereby a1 j + a2 j = 1 and assume a1 j and a2 j to be equal to 0.5 in all tourism industries. 
(Equation 6.7 shows that FATC (τL j) is based on a logistic function (e.g. K ump et al., 2007 ; Kohli,
2011). Specifically, we used an S-shape Sigmoid function. The con equ nce is that FATC increases 
quickly for small changes in βL j and approaches the maximum or minimum value for larger changes 
in βL j. In other words, after some initial “quick wins,” increasing productivity becomes increasingly 
more difficult. In the benchmark situation FATC is assumed to be halfway between its minimum and 
maximum value (βL j = 1). For core labour the minimum value of FATC (τminL j) is set at 0.90 and the 
maximum value (τmaxL j) at 1.10. For peripheral labour the minimum is set to 0.95 and the maximum 
is set to 1.05 for all tourism industries. The reason for the difference between the two types of 
labour is that, based on the conclusions of the literature review, we have assumed there is less room 
42 A basic assumption of the NLIO model is constant returns to scale, based on which the behavior of industries can be modeled 
as cost minimization. Endogenous FATC alters this: the productivity increase caused by FATC implies that a doubling of inputs 
will now lead to more than double the amount of output. Although this fulfils the definition of increasing returns to scale the 
difference is that increasing returns in our model are not considered as a fundamental property of the production process 
(whereby industries would have the incentive to increase output indefinitely) but as a consequence of productivity increases, 
that are in turn caused by increases in input usage because of exogenous increases in final demand. This difference with ‘real’ 
increasing returns to scale allows us to maintain the model structure based on cost minimization.
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for productivity increases in peripheral labour. The minimum and maximum values were chosen 
arbitrarily. Equally arbitrary are our choices for equal weighing of each labour productivity driver for 
all tourism industries (a1 j = a2 j = 0.5) and an equal adjustment speed of FATC for both types of labour 
and all tourism industries (
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When we first consider the three tourism industries the comparison between the two models makes clear that taking into 
account FATC leads as expected to a labour productivity increase. The increase in demand for labour is partly offset by the 
increase in labour productivity, which is akin to having more effective labour doing the work (e.g. Carraro & Cian, 2013; Raval, 
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industries is more interesting for other industries to use as an input, and the quantity of output increases.  
In the other industries there is a lower decrease of core labour. Taking FATC into account leads to lower wage increases of core 
labour and less substitution of core labour by other inputs, such as peripheral labour. The fact that labour productivity in other 
industries is different for the models with and without FATC is caused by the close interaction between quasi and real 
productivity changes (Carraro & Cian, 2013; León-Ledesma et al., 2009): The introduction of real productivity changes in the 
tourism industries via FATC leads to relative price changes and substitution, which causes quasi productivity changes in the other 
industries.  
In the literature is it often mentioned that tourism is represented by relatively low labour productivity and that this is the main 
cause for low wages (e.g. Riley & Szivas, 2009; Riley, 2008; Surugiu et al., 2012). These statements are supported by the 
optimality condition whereby the value of the marginal product, which is the marginal product of labour multiplied by the 
output price, equals the wage. Low labour productivity, leading to a low marginal product of labour and a low value of the 
marginal product (C. Braun, n.d.), must therefore lead to a low wage (Brida et al., 2010; Hammes, 1994; Thrane, 2008). Based 
on this line of reasoning we might expect that an increase of labour productivity would lead to a higher wage. In our model, 
however, we find that the increase of labour productivity caused by the introduction of FATC leads to a lower wage. The 
explanation for this apparent contradiction is that the increase in wage only takes place if everything else is held constant. Our 
model takes into account that an increase of labour productivity leads to a change of the output price, however. This impacts 
the value of the marginal product of labour. Furthermore, the wage for core labour is not solely determined by the output price 
and marginal product but also by the supply function. To conclude, it may be true that low labour productivity is a cause of low 
wages in tourism, but it is not necessarily true that an increase of labour productivity leads to higher wages. This depends on the 
labour market and the response of the tourism industries to the change of productivity. 
To an lyse the 𝜗𝜗 sensitivity of the NLIO odel with FATC regarding th  xogenous parameters Table 6.3 presents four 
alterna ive ve si ns of the m d l. In the first m del the ranges of the FATC are doubled: For core labour FATC is allowed to vary 
between 0.20 and 1.20 and for peripheral labour between 0.90 and 1.10. In the second model the adjustment speed of FATC is 
doubled to 𝜗𝜗&' = 2.0. In the third model all labour is considered to be peripheral labour. In the fourth model all elasticities of 
substitution and transformation are increased from 0.5 and 0.25 to 2.0. 
The first two models illustrate the flexibility of the NLIO model with FATC in adjusting to different hypotheses and/or empirical 
findings regarding the size of productivity changes in tourism. Table 6.3 shows that the differences in outcomes are relatively 
large. In the last two analyses we also find relatively large differences compared to the original NLIO model with FATC. This 
makes clear the importance of including the differentiation between core and peripheral labour. Considering all labour as 
peripheral labour results in a much lower productivity and price changes. Moreover, the levels of substitution and transformation 
elasticities are relevant. Lower values may represent short-term changes while large values may represent long-term changes. 
 
Table 6.4 Sensitivity analysis (% changes compared to benchmark equilibrium) 
    Tourism Industries Other Industries 
    Hotels Catering CSR Manufacturing 
Extractive 
Industries 
Original NLIO model with FATC  
Quantities Core Labour 3.58 3.14 1.01 -0.19 -0.11 
  Peripheral Labour 7.64 6.78 2.70 0.67 0.83 
  Output 8.23 7.25 2.66 0.24 -0.08 
Prices Core Labour 9.55 8.61 4.18 1.72 1.88 
  Peripheral Labour - - - - - 
  Output 1.66 1.68 1.50 0.86 1.82 
FATC Core Labour 3.42 3.07 1.30 - - 
 Peripheral Labour 1.29 1.15 0.45 - - 
Labour productivity Core Labour 4.49 3.99 1.63 0.03 0.42 
L j) of 1 .0. In the result section we will perform a sensitivity analysis on 
these values.
6.4 Data
To investigate the consequences of introducing FATC into the NLIO, we applied the model to a 
change of final demand in tourism i  the province of Zeeland in the Netherlands. 
For this province there exists a RIOT for the year 2009 (available upon request). This table was 
compiled by LEI (2011), making use of the Generating Regional I-O Tables (GRIT) method (Jensen et 
al., 1979) and is based on the national I-O table of the Netherlands. The RIOT contains 20 industries. 
There are separate rows for net taxes on commodities (total net taxes paid on intermediate input and 
import demand) and imports (total imports from the rest of Netherlands and the rest of the world). 
Value added consists of wages an  salaries (including social premiums) and other income (capital 
income and profits). The table is in basic prices, which implies that net taxes on commodities are 
excluded. As is commonly the case, tourism is not included as a separate industry; goods and services 
provided to tourists and excursionists are ‘hidden’ within the output of many industries (Parsons, 
1987; Sun, 2007). To facilitate our analysis we made the choice to define the three industries most 
closely related to tourism, namely “Catering”, “Hotels” and “Culture, Sport, and Recreation (CSR)”, as 
the ‘tourism industries’. 
To enable productivity changes in core and peripheral labour to be separately identified the two 
types of labour need to be defined as separate inputs in the RIOT. For this we used national data 
regarding the number of permanent and temporal employees per industry and their average salaries 
(Statistics Netherlands, 2008). This allows us to calculate national percentages for the payments 
to the two types of employees per industry (Table 6A.1). These percentages are then applied to 
the wages and salaries paid per industry in Zeeland in the RIOT, thereby assuming that national 
percentages also apply on this spatial scale and can be used as a proxy for the difference between 
core and peripheral labour.43
6.5 Scenario
Our analysis is based on a 10% increase in expenditure in tourism in Zeeland. The expenditure of 
domestic tourists in Zeeland has increased from 205,358 to 224,888 million Euro (9.51% increase) 
from 2007, the beginning of the economic crisis, to 2011 (Table 6.1), inspiring this scenario. Note 
that an accurate assessment of the impacts of the increase in expenditure would require a correction 
43 Two adjustments were needed before we could apply the percentages to the RIOT. First, the employment data does not 
differentiate between the industries “Hotels” and “Catering”, but includes one industry “Hotels and Catering”. Therefore 
we assumed that the same percentages can be applied to both industries of the RIOT. Second, the employment data 
differentiates between two types of Business Services, while this is only one industry in the RIOT. Therefore we combine the 
totals for the two types of Business services, to calculate new overall percentages for permanent (72%) and temporal (28%) 
contracts.
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to be made for inflation. Because we only use this data as a justification for the 10% increase of 
expenditure in our scenario no such corrections were made.
Table 6.1 Nights spend and expenditure by domestic tourists in Zeeland (2007 / 2011)
Nights spend by domestic visitors (x1,000) Yearly expenditure by domestic tourists 
(thousand Euros)
2007 8,055 205,358
2008 7,811 205,511
2009 8,090 213,956
2010 8,369 222,401
2011 7,635 224,888
Source: CVO (2002- 2011)
Table 6.1 is based on data from panel study known as the Continu Vakantie Onderzoek (2002 
until 2011) (available upon request). There are no comparable data for the change in expenditure by 
domestic day visitors and international visitors. Therefore we assume that the expenditure of these 
two groups, and thereby the total yearly expenditure in tourism (of which figures are available for 
2010 / 2011, as shown in Table 6.2), has increased by 10% as well. 
Table 6.2 Yearly expenditure in tourism in Zeeland (2010 / 2011, basic prices)
Industries Tourism in Zeeland (million Euros)
Manufacturing 49.8
Transport and storage 191.5
Hotels 149.5
Catering 308.6
Culture, sports, recreation 71.6
Trade and transport margins 12.6
Total 783.6
Sources: NBTC (2009); NBTC NIPO Research (2011a; 2011b); Statistics Netherlands (2009) – Calculations described in appendix 5D
6.6 Results and discussion
The first part of Table 6.3 gives an overview of the impacts of the 10% final demand change, 
calculated using the NLIO model with FATC. All impacts are given as percentage changes compared 
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to the benchmark situation and are presented for the three tourism industries, “Manufacturing” (an 
industry that supplies to all three tourism industries), and “Extractive Industries” (an industry that does 
not supplying to any of the tourism industries). Differences are marked in grey when the NLIO model 
with FATC leads to higher impacts compared to the NLIO model without FATC. The results of the latter 
model are shown in the second part of Table 6.3.
Table 6.3 Impact of 10% increase in expenditure in tourism in Zeeland (% changes compared to Benchmark)
  Tourism industries Other Industries
  Hotels Catering CSR Manufacturing Extractive
Industries
NLIO model with FATC 
Quantities Core Labour 3.58 3.14 1.01 -0.19 -0.11
 Peripheral 
Labour
7.64 6.78 2.70 0.67 0.83
 Output 8.23 7.25 2.66 0.24 -0.08
Prices Core Labour 9.55 8.61 4.18 1.72 1.88
 Peripheral 
Labour
-a - - - -
 Output 1.66 1.68 1.50 0.86 1.82
FATC Core Labour 3.42 3.07 1.30 - -
Peripheral 
Labour
1.29 1.15 0.45 - -
Labour 
productivity
Core Labour 4.49 3.99 1.63 0.03 0.42
Peripheral 
Labour
0.55 0.44 -0.04 -0.90 -0.43
NLIO model without FATC
Quantities Core Labour 5.49 4.81 1.64 -0.25 -0.16
 Peripheral 
Labour
9.01 7.95 3.09 0.72 0.89
 Output 8.14 7.12 2.52 0.24 -0.08
Prices Core Labour 14.02 12.55 5.84 1.95 2.12
 Peripheral 
Labour
- - - - -
 Output 3.28 3.15 2.24 0.96 1.96
FATC Core Labour - - - - -
Peripheral 
Labour
- - - - -
Labour 
productivity
Core Labour 2.50 2.20 0.87 0.08 0.49
Peripheral 
Labour
-0.80 -0.77 -0.55 -0.96 -0.48
a The symbol “-“ implies there is no change compared to the benchmark equilibrium
Source: Own calculations
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When we first consider the three tourism industries the comparison between the two models 
makes clear that taking into account FATC leads as expected to a labour productivity increase. The 
increase in demand for labour is partly offset by the increase in labour productivity, which is akin 
to having more effective labour doing the work (e.g. Carraro & Cian, 2013; Raval, 2010; Thomas & 
Townsend, 2001). This shift results in lower wage increases for core labour and lower increases of the 
usage of core and peripheral labour. The increase in output is higher. This last result can be explained 
by looking at the output prices. In the model with FATC the increase of productivity leads to lower 
costs and a lower output price. As a result, the output of these industries is more interesting for other 
industries to use as an input, and the quantity of output increases. 
In the other industries there is a lower decrease of core labour. Taking FATC into account leads 
to lower wage increases of core labour and less substitution of core labour by other inputs, such as 
peripheral labour. The fact that labour productivity in other industries is different for the models with 
and without FATC is caused by the close interaction between quasi and real productivity changes 
(Carraro & Cian, 2013; León-Ledesma et al., 2009): The introduction of real productivity changes in 
the tourism industries via FATC leads to relative price changes and substitution, which causes quasi 
productivity changes in the other industries. 
In the literature is it often mentioned that tourism is represented by relatively low labour 
productivity and that this is the main cause for low wages (e.g. Riley & Szivas, 2009; Riley, 2008; 
Surugiu et al., 2012). These statements are supported by the optimality condition whereby the value 
of the marginal product, which is the marginal product of labour multiplied by the output price, 
equals the wage. Low labour productivity, leading to a low marginal product of labour and a low 
value of the marginal product (Braun, n.d.), must therefore lead to a low wage (Brida et al., 2010; 
Hammes, 1994; Thrane, 2008). Based on this line of reasoning we might expect that an increase of 
labour productivity would lead to a higher wage. In our model, however, we find that the increase 
of labour productivity caused by the introduction of FATC leads to a lower wage. The explanation 
for this apparent contradiction is that the increase in wage only takes place if everything else is held 
constant. Our model takes into account that an increase of labour productivity leads to a change of 
the output price, however. This impacts the value of the marginal product of labour. Furthermore, 
the wage for core labour is not solely determined by the output price and marginal product but also 
by the supply function. To conclude, it may be true that low labour productivity is a cause of low 
wages in tourism, but it is not necessarily true that an increase of labour productivity leads to higher 
wages. This depends on the labour market and the response of the tourism industries to the change 
of productivity.
To analyse the sensitivity of the NLIO model with FATC regarding the exogenous parameters Table 
6.4 presents four alternative versions of the model. In the first model the ranges of the FATC are 
doubled: For core labour FATC is allowed to vary between 0.20 and and for peripheral labour between 
0.90 and 1.10. In the second model the adjustment speed of FATC is doubled to 
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l  t  𝜗𝜗&' = 2.0. In the third model all labour is considered to be peripheral labour. In the fourth model all elasticities of 
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The first two models illustrate the flexibility of the NLIO model with FATC in adjusting to different hypotheses and/or empirical 
findings regarding the size of productivity changes in tourism. Table 6.3 shows that the differences in outcomes are relatively 
large. In the last two analyses we also find relatively large differences compared to the original NLIO model with FATC. This 
makes clear the importance of including the differentiation between core and peripheral labour. Considering all labour as 
peripheral labour results in a much lower productivity and price changes. Moreover, the levels of substitution and transformation 
elasticities are relevant. Lower values may represent short-term changes while large values may represent long-term changes. 
 
Table 6.4 Sensitivity analysis (% changes compared to benchmark equilibrium) 
    Tourism Industries Other Industries 
    Hotels Catering CSR Manufacturing 
Extractive 
Industries 
Original NLIO model with FATC  
Quantities Core Labour 3.58 3.14 1.01 -0.19 -0.11 
  Peripheral Labour 7.64 6.78 2.70 0.67 0.83 
  Output 8.23 7.25 2.66 0.24 -0.08 
Prices Core Labour 9.55 8.61 4.18 1.72 1.88 
  Peripheral Labour - - - - - 
  Output 1.66 1.68 1.50 0.86 1.82 
FATC Core Labour 3.42 3.07 1.30 - - 
 Peripheral Labour 1.29 1.15 0.45 - - 
Labour productivity Core Labour 4.49 3.99 1.63 0.03 0.42 
L i = 2.0. In the 
third model all labour is considered to be peripheral labour. In the fourth model all elasticities of 
substitution and transformation are increased from 0.5 and 0.25 to 2.0.
The first two models illustrate the flexibility of the NLIO model with FATC in adjusting to differ nt 
hypotheses and/or empirical findings regarding the size of productivity changes in tourism. Table 
6.4 shows that the differences in outcomes are relatively large. In the last two analys s we also find 
relatively large differences compared to the original NLIO model with FATC. This makes clear the 
importance of including the differentiation between core and peripher l labour. Consideri g all 
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labour as peripheral labour results in a much lower productivity and price changes. Moreover, the 
levels of substitution and transformation elasticities are relevant. Lower values may represent short-
term changes while large values may represent long-term changes.
Table 6.4 Sensitivity analysis (% changes compared to benchmark equilibrium)
  Tourism Industries Other Industries
  Hotels Catering CSR Manufacturing Extractive
Industries
Original NLIO model with FATC 
Quantities Core Labour 3.58 3.14 1.01 -0.19 -0.11
 Peripheral Labour 7.64 6.78 2.70 0.67 0.83
 Output 8.23 7.25 2.66 0.24 -0.08
Prices Core Labour 9.55 8.61 4.18 1.72 1.88
 Peripheral Labour - - - - -
 Output 1.66 1.68 1.50 0.86 1.82
FATC Core Labour 3.42 3.07 1.30 - -
Peripheral Labour 1.29 1.15 0.45 - -
Labour productivity Core Labour 4.49 3.99 1.63 0.03 0.42
Peripheral Labour 0.55 0.44 -0.04 -0.90 -0.43
Alternative version 1: Ranges of τL j for core and peripheral labour are 0.4 and 0.2 respectively
 Quantities Core Labour 2.38 2.08 0.61 -0.15 -0.07
 Peripheral Labour 6.54 5.83 2.36 0.63 0.79
 Output 8.29 7.34 2.75 0.23 -0.08
Prices Core Labour 6.79 6.16 3.12 1.57 1.73
 Peripheral Labour - - - - -
 Output 0.64 0.75 1.02 0.80 1.73
FATC Core Labour 5.66 5.08 2.15 - -
Peripheral Labour 2.42 2.16 0.85 - -
Labour productivity Core Labour 5.77 5.15 2.13 -0.00 0.38
Peripheral Labour 1.65 1.43 0.38 -0.85 -0.40
Alternative version 2: Speed of adjustment of  τL j  is  
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Table 6.4 Sensitivity analysis (% changes compared to benchmark equilibrium) 
    Tourism Industries Other Industries 
    Hotels Catering CSR Manufacturing 
Extractive 
Industries 
Original NLIO model with FATC  
Quantities Core Labour 3.58 3.14 1.01 -0.19 -0.11 
  Peripheral Labour 7.64 6.78 2.70 0.67 0.83 
  Output 8.23 7.25 2.66 0.24 -0.08 
Prices Core Labour 9.55 8.61 4.18 1.72 1.88 
  Peripheral Labour - - - - - 
  Output 1.66 1.68 1.50 0.86 1.82 
FATC Core Labour 3.42 3.07 1.30 - - 
 Peripheral Labour 1.29 1.15 0.45 - - 
Labour productivity Core Labour 4.49 3.99 1.63 0.03 0.42 
L j = 20.0
 Quantities Core Labour 2.54 2.19 0.61 -0.15 -0.08
 Peripheral Labour 6.66 5.92 2.37 0.63 0.79
 Output 8.29 7.33 2.75 0.23 -0.08
Prices Core Labour 7.14 6.42 3.15 1.59 1.74
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  Tourism Industries Other Industries
  Hotels Catering CSR Manufacturing Extractive
Industries
 Peripheral Labour - - - - -
 Output 0.77 0.85 1.04 0.80 1.74
FATC Core Labour 5.36 4.87 2.14 - -
Peripheral Labour 2.30 2.08 0.84 - -
Labour productivity Core Labour 5.60 5.03 2.13 0.00 0.39
Peripheral Labour 1.53 1.34 0.37 -0.86 -0.40
Alternative version 3: Only peripheral labour
Quantities Peripheral labour 7.27 6.45 2.48 0.33 0.48
 Output 8.28 7.32 2.73 0.21 -0.05
Prices Peripheral labour - - - - -
 Output 0.04 0.10 0.31 0.24 1.05
FATC Peripheral labour 1.27 1.13 0.43 - -
Labour productivity Peripheral labour 0.94 0.82 0.25 -0.52 -0.12
Alternative version 4: σj = 2.0 and η = 2.0
Quantities Core Labour 4.97 4.41 1.55 -0.22 -0.15
 Peripheral Labour 10.14 9.11 3.86 0.66 0.81
 Output 8.31 7.37 2.75 0.23 -0.08
Prices Core Labour 3.02 2.74 1.33 0.44 0.48
 Peripheral Labour - - - - -
 Output 0.10 0.14 0.27 0.21 0.44
FATC Core Labour 2.65 2.38 0.93 - -
Peripheral Labour 1.49 1.34 0.55 - -
Labour productivity Core Labour 3.18 2.83 1.18 0.07 0.45
Peripheral Labour -1.66 -1.59 -1.08 -0.88 -0.42
Source: Own calculations
6.7 Data demand and complexity
Table 6.5 is based on the criteria specified in chapter 2 and the information from this chapter to 
compare NLIO models with and without FATC. Logically, the main difference is that in the second 
model the assumption of no productivity changes is rejected. The second model can thus be used 
in situations where real productivity changes are expected as a consequence of a final demand 
change. Choosing this model does create the need to specify the FATC and, in the model as we 
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used it, specify labour supply functions, determine their parameters, and determine the division of 
income between core and peripheral labour per industry. The second model thus introduces both 
additional complexity and data demands. Compared to a CGE model, the NLIO model with FATC has 
the advantages of not being dependent on the existence of a Social Accounting Matrix and the need 
to specify the relationships between income and final demand.
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Table 6.5 Comparison of NLIO and NLIO with FATC
Outcomes, appropriateness, standardisation, and comparability NLIO NLIO (FATC)
Outcomes
Indirect impacts on output, value added, income and/or employment per industry X X
Induced impacts, spatial and temporal consideration, social impacts, environmental impacts, and 
economic externalities
N.A.
Sensitivity analysis of outcomes regarding parameters and functions X X
Appropriateness
Assumption ‘no scarcity of production factors’ (production factors are not scarce, implying no 
relative price changes, input substitution or redistribution)
Assumption ‘no scarcity of production factors’ rejected (production factors potentially scarce) X X
Assumption ‘no productivity changes’ accepted
Assumption ‘no productivity changes’ rejected: Quasi productivity changes X X
Assumption ‘no productivity changes’ rejected: Real productivity changes X
Impacts of final demand changes X X
Impacts of other ‘shocks’ X X
Standardisation and comparability 
Standardisation
Comparability to results of other EIAs 
Data
(Regional) I-O table X X
Final demand (change), per industry X X
Assumptions regarding capacity constraints of production factors and production factor mobility 
between industries
X X
Specification and parameters of production functions (substitution elasticity) X X
Specification and parameters of FATC functions X
Specification and parameters of labour supply functions (transformation elasticity) X
Division of income between core and peripheral labour, per industry X
Complexity
Understanding how to change raw data into useable input for the I-O / NLIO model X X
Understanding and being able to explain, to a certain degree, advantages and disadvantages of 
the model and consequences of underlying assumptions
X X
Standardized software (e.g. Microsoft Excel)
Specialized software (e.g. GAMS) X X
Understanding and being able to explain, to a certain degree, economic and mathematical 
concepts such as output, value added, income, employment, direct impacts, indirect impacts, and 
matrix algebra
X X
Understanding and being able to explain, to a certain degree, micro-economic and mathematical 
concepts such as production functions, marginal products, supply and demand functions, 
elasticities, (relative) price changes, differentiation, and optimization
X X
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6.8 Conclusions
The motivation underlying this research was the absence of labour productivity changes in I-O, 
NLIO, or CGE models applied to calculate economic impacts of tourism. Our goal was to determine 
which factors explain labour productivity changes in tourism as a consequence of a change of final 
demand, integrate these into a NLIO model, and analyse the consequences of this addition.
A literature review was used to identify which labour productivity changes can be expected as a 
consequence of a final demand change. A division was made between quasi productivity changes 
and real productivity changes. When the change of final demand leads to substitution of labour 
by other inputs this automatically leads to a quasi-productivity changes. Real productivity changes 
enable the production of more output per unit of labour (ceteris paribus). Real productivity changes 
were integrated into the NLIO model by introducing Factor Augmenting Technical Change (FATC), 
for which we used an endogenous specification, while substitution was already part of the original 
NLIO model. The literature review has shown the importance of differentiating between productivity 
increases that can be expected for core labour, i.e. full-time and/or permanent employees providing 
skills essential to the survival and growth of an organization, and peripheral labour, i.e. part-time and/
or temporal employees, undertaking important but non-vital day-to-day activities, that are dispensed 
of in less affluent times or when demand is lower. This was translated into the NLIO model in the 
form of smaller ranges between which FATC for peripheral labour can vary, implying less room for 
productivity increases compared to core labour.
We applied the NLIO model with and without FATC to calculate impacts of an increase in final 
demand, specifically, a 10% increase of expenditure in tourism in the province of Zeeland in 
the Netherlands. The analysis showed that accounting for FATC leads to less usage of labour in 
the tourism industries as productivity increases allow output to be produced using less inputs. 
Productivity improvements imply lower costs, which can lead to lower output prices. These relative 
input and output price changes stimulate substitution and therefore quasi productivity changes. 
The NLIO model with FATC leads to a more realistic estimation of economic impacts of tourism 
compared to a model that does not include labour productivity changes. However, the degree 
of realism depends vitally on the specification of the FATC function, the choice of the parameters 
regarding the ranges and speed of adjustment of FATC, and the differentiation between core and 
peripheral labour. More empirical research can lead to more realistic assumptions here. 
A limitation of the model used in this study is the absence of a link between relative prices changes 
and final demand for tourism. The introduction of such a link, which would upgrade the NLIO model 
to a CGE model, could create more insight into the relationship between productivity improvements 
and changing output levels. However, this is only possible if the available data (i.e. a SAM on the 
appropriate spatial scale) is available. In spite of this caveat our analysis has shown that the NLIO with 
FATC is a useful addition to the ‘toolbox’ containing models to calculate regional economic impacts of 
tourism. 
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7. Conclusions and discussion
7.1 Specific research objectives
This section discusses how each of the specific research objectives has been reached. This provides 
the input for the discussion, recommendations and the general conclusions.
Criteria for the selection of economic impact models of tourism
Chapter 2 discussed criteria to choose between economic impact models, when carrying out an 
economic impact analysis (EIA) in tourism. Based on the literature review 52 potential criteria were 
identified. After consulting experts in tourism and/or EIAs 24 of these 52 criteria were identified as 
essential. Table 2.6 (repeated below as Table 7.1) gives an overview of these criteria and uses these to 
compare the five economic impact models that are most used in tourism; Export Base, Keynesian, Ad 
hoc, Input-Output (I-O), and Computable General Equilibrium (CGE) models. 
Table 7.1 shows that CGE models are the preferred choice for many criteria. Their detail and 
flexibility potentially lead to more realistic outcomes. However, CGE models do not ‘score’ high on 
transparency, efficiency, and comparability. Multiplier models (Keynesian, Export Base and Ad Hoc) 
score high on these criteria, but the realism of their results is limited. 
I-O models are an “in-between” option for many criteria, which explains their extensive usage in 
EIAs in tourism. Nonetheless, I-O models have some important disadvantages, most notably their 
strong assumptions (‘no scarcity of production factors’ and ‘no productivity changes’), which limit 
the realism of their results. Although the choice of a model should always depend on the specific 
context of each EIA, the general conclusion is that an ‘ideal model’ for many applications could be 
found somewhere in between I-O and CGE. The challenge, however, is to extend the I-O model, while 
keeping the complexity and data demands to a minimum. This conclusion provided the motivation 
for the application and further development of a non-linear I-O (NLIO) model. 
Difference between regional I-O coefficients calculated by alternative location quotient 
methods
When an I-O table is not available on the appropriate spatial scale, it can be created using location 
quotient (LQ) methods. The four most used LQ methods are Simple Location Quotient (SLQ), Cross 
Industry Location Quotient (CILQ), Round’s Location Quotient (RLQ), and Flegg’s Location Quotient 
(FLQ). The size of the regional I-O coefficients (RIOCs), which are derived from the regional I-O table 
(RIOT), directly influences the results of an EIA. An over- or underestimation of RIOCs can lead to over- 
or underestimation of economic impacts. It is therefore very important to understand the differences 
between LQ methods and the consequences for the RIOCs.
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Chapter 3 showed that the ranking in size of the RIOCs generated by the four LQ methods, 
depends on the J-value of demanding industries (output of industry j on regional level divided 
by output of industry j on national level). The conditions were calculated under which FLQ, the 
LQ method which was developed to avoid overestimation, leads to the lowest RIOCs44. Although 
44 FLQ leads to the lowest RIOCs for all combinations between demanding and supplying industries for which demanding 
industries have J–values higher than S ∙ λ*. Furthermore, for regions where all industries have J-values higher than S ∙ λ* it must 
be that FLQ leads to the lowest total output multipliers (output that is required, in all industries of the economy, to produce 
one unit of final demand of a specific industry) λ*= [LOG2 (1+S) ]δ; S is regional output relative to national output xR ⁄ xN; � is a 
regional scalar. 
Table 7.1 Scores of models on essential criteria
Rank Criteria Export
base
Keynes Ad
hoc
I-O CGE
1 Direct impacts
2 Transparent results 1st 1st 1st 2nd
3 Spending in traditional tourism industries 2nd 1st
4 Impact on value added 2nd 1st
5 Impact on employed persons 2nd 1st
6 Impact per visitor category 2nd 1st
7 Spending in all industries 2nd 1st
8 Impact on employed FTEs 2nd 1st
9 Data-efficiency 1st 2nd 2nd
10 Trust in model 2nd 2nd 1st 1st
11 Impact on tax income 2nd 1st
12 Compare tourism destinations 2nd 1st
13 Impact on production 2nd 1st
14 Cost-efficiency 1st 2nd 2nd
15 Appropriate model 2nd 1st
16 Temporal comparison 2nd 1st
17 Time-efficiency 1st 2nd 2nd
18 Indirect impacts 2nd 2nd 2nd 1st
19 Standardisation 2nd 1st 2nd 1st
20 Compare geographical levels 2nd 1st
21 Negative externalities
22 Sensitivity analysis of model 2nd 1st
23 Sensitivity analysis of definitions 2nd 1st
24 Disequilibrium / market imperfections 1st
1st: The model is the 1st choice preference on this criterion
2nd: The model is the 2nd choice preference on this criterion
Blank cell: A model is not the 1st or 2nd choice preference on this criterion
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this chapter does not provide a complete answer to question which LQ method to use in an EIA it 
does show that a choice for the FLQ method could be motivated by the wish to estimate regional 
economic impacts carefully and to avoid or limit overestimation.
Medical tourism’s state-level economic impacts in Malaysia 
In chapter 4 the FLQ method was used to create RIOCs for nine Malaysian states. These RIOCs were 
used to calculate state-level economic impacts of medical tourism, based on regional I-O models. It 
was shown that impacts related to non-medical expenditure of medical tourists (USD 273.7 million) 
are larger than impacts related to medical expenditure (USD 104.9 million) and that indirect impacts 
(USD 95.4 million) make up a substantial part of total impacts (USD 372.3 million). Limitations of 
existing data implied that strong assumptions were required to estimate final demand by medical 
tourists, specifically regarding their non-medical expenditure and allocation of this expenditure to 
industries of the I-O model. 
‘Upgrading’ the I-O model to a Non-linear I-O model
In chapter 5 the I-O model was “upgraded” to a NLIO model, by replacing the Leontief production 
function by a Constant Elasticity of Substitution (CES) production function. Thereby the main 
drawback of the I-O model, the absence of input substitution, was removed. 
The analysis has shown that, for large changes of final demand, a NLIO model is more useful than 
an I-O model because relative prices changes are likely, leading to substitution. The NLIO takes this 
substitution into account. Impacts may be higher or lower than in the I-O model, depending on 
assumptions about capacity constraints, factor mobility and substitution elasticities. For a small 
change of final demand, relative price changes and substitution are less likely. In that case the most 
realistic results are achieved by choosing for the assumptions of unlimited supply of labour and 
capital, as in case of the I-O model. To analyze impacts of other types of ‘shock’ than final demand 
changes, such as a change of subsidies, an I-O model is not an option. A more flexible model is 
required, such as an NLIO model. 
An NLIO model requires additional assumptions and/or data. First, researchers need to choose 
the appropriate assumption regarding the functioning of factor markets and production factor 
mobility between industries. Second, the NLIO model forces the researcher to specify the substitution 
elasticities, instead of implicitly assuming an elasticity of zero (as in the I-O model). 
Including labour productivity changes into a non-linear I-O model
In chapter 6 labour productivity changes, as a consequence of final demand changes, were 
included in the NLIO model. A differentiation was made between real and quasi productivity changes 
and productivity changes for core and peripheral labour. Real productivity changes (changes that 
enable the production of more output per unit of labour) were integrated by introducing Factor 
Augmenting Technical Change (FATC) based on an endogenous specification. Quasi productivity 
changes (substitution of labour by other inputs which automatically leads to higher labour 
productivity) were already integrated into the NLIO based on the CES production function. The 
differentiation between core and peripheral labour was integrated by a smaller potential change of 
FATC for peripheral labour, which implies less room for productivity changes. 
The NLIO model with and without FATC was applied to calculate impacts of a 10% increase of 
expenditure in tourism in the province of Zeeland in the Netherlands. Accounting for FATC leads to 
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less usage of labour in the tourism industries as productivity increases allow output to be produced 
using fewer inputs. This implies lower marginal costs, which leads to lower output prices. These 
relative input and output price changes stimulate substitution and quasi productivity changes. 
To what degree the NLIO with labour productivity changes leads to more realistic results than the 
model without productivity changes depends vitally on the specification of FATC, the differentiation 
between core and peripheral labour, and the labour supply function. All these elements require 
additional assumptions and/or data. 
Table 7.2 uses the essential criteria specified in chapter 2 to compare the I-O, NLIO, and NLIO with 
FATC. This Table, which is a combination of Table 5.10 and Table 6.5, can be used to determine in 
which contexts each of these models is the preferred choice. Note that the Table is based on the NLIO 
and NLIO with FATC as they were developed in this thesis.
Table 7.2 Comparison of I-O, NLIO and NLIO with FATC on the essential criteria
Outcomes, appropriateness, standardisation, and comparability IO NLIO NLIO 
(FATC)
Outcomes
Indirect impacts on output, value added, income and/or employment per industry X X X
Induced impacts, spatial and temporal consideration, social impacts, environmental impacts, and 
economic externalities
N.A.
Sensitivity analysis of outcomes regarding parameters and functions X X
Appropriateness
Assumption ‘no scarcity of production factors’ (production factors are not scarce, implying no 
relative price changes, input substitution or redistribution)
X
Assumption ‘no scarcity of production factors’ rejected (production factors potentially scarce) X X
Assumption ‘no productivity changes’ accepted X
Assumption ‘no productivity changes’ rejected: Quasi productivity changes X X
Assumption ‘no productivity changes’ rejected: Real productivity changes X
Impacts of final demand changes X X X
Impacts of other ‘shocks’ X X
Standardisation and comparability 
Standardisation X
Comparability to results of other EIAs X
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Data IO NLIO NLIO 
(FATC)
(Regional) I-O table X X X
Final demand (change), per industry X X X
Assumptions regarding capacity constraints of production factors and production factor mobility 
between industries
X X
Specification and parameters of production functions (substitution elasticity) X X
Specification and parameters of FATC functions X
Specification and parameters of labour supply functions (transformation elasticity) X
Division of income between core and peripheral labour, per industry X
Complexity
Understanding how to change raw data into useable input for the I-O / NLIO model X X X
Understanding and being able to explain, to a certain degree, advantages and disadvantages of 
the model and consequences of underlying assumptions
X X X
Standardized software (e.g. Microsoft Excel) X
Specialized software (e.g. GAMS) X X
Understanding and being able to explain, to a certain degree, economic and mathematical 
concepts such as output, value added, income, employment, direct impacts, indirect impacts, and 
matrix algebra
X X X
Understanding and being able to explain, to a certain degree, micro-economic and mathematical 
concepts such as production functions, marginal products, supply and demand functions, 
elasticities, (relative) price changes, differentiation, and optimization
X X
7.2 Discussion and recommendations
This section discusses the findings for the specific objectives in the light of the literature and their 
implications for practical situations.
7.2.1 Non-Linear I-O models compared to I-O models
Table 7.2 shows that the NLIO offers an improvement in comparison to the I-O model in EIAs of 
other ‘shocks’ than final demand changes, EIAs for which the assumption ‘no scarcity of production 
factors’ is rejected, and/or EIAs for which the assumption ‘no productivity changes’ is rejected. 
Determining whether or not the assumption ‘no scarcity of production factors’ can be rejected, 
implying that production factors are relative scarce and there are relative price changes, input 
substitution, and input redistribution, depends on several considerations:
1. Large versus small regions: In a large region it can be assumed that relative prices are 
determined inside the regional economy. A NLIO model is then more appropriate (Dwyer et al., 
2004) (see chapter 5).
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2. Large versus small changes of final demand: A large change of final demand is more likely to 
result in economy-wide changes of relative prices of production factors, and therefore, a NLIO 
model is more appropriate (see chapter 5).
When these findings are related to the literature on the choice between I-O, NLIO and/or CGE 
model, four other considerations arise:
1. Factor markets: NLIO models are preferred in regions where there is limited or no unused labour 
and capital. In these regions increases in labour demand are likely to lead to wage changes (e.g. 
Dwyer et al., 2004; Jackson et al., 2005; Loveridge, 2004; Oosterhaven & Polenske, 2009).
2. Long versus short term: NLIO models are preferred for analyses of long term economic impacts. 
In the long term final demand changes are likely to lead to changes of relative prices, as factor 
markets have the time to adjust and reach a new equilibrium (Abelson, 2011; Jackson et al., 
2005).
3. Degree of production factor mobility between regions: The openness of a region determines to 
what degree production factors leave or enter a region. When a region is less open it is less likely 
that an increase in demand for labour and capital will lead to import of these production factors. 
In those situations an NLIO model is preferred. Although this consideration is related to the size 
of the region, as discussed above, there is no perfect match. There may be small regions with 
limited factor mobility (e.g. a remote island) and large regions with high factor mobility from and 
to other regions (Abelson, 2011; Nowak & Sahli, 2007).
4. Significance versus impact analysis: An I-O model is preferred in significance analyses, in which 
impacts are calculated of (a part of) final demand – not a change. I-O models can lead to very 
unrealistic outcomes in impact analysis, when final demand changes are likely to lead to relative 
prices changes, input substitution, and redistribution of production factors between industries. 
In those situations a NLIO model may be preferred (Dwyer et al., 2004; Martínez-Roget et al., 
2013; Zhang et al., 2007)
All considerations require judgment by the researcher and thus introduce some subjectivity. 
For example, small and large and short term and long term are not clearly defined. Even the last 
consideration, which appears to be the most objective, introduces complexities. The difference 
between significance and impact analysis may be arbitrary. Calculating impacts of events may 
be considered as impact analysis (increase in output caused by organizing an event) (Bonn and 
Harrington 2008; Li and Song 2013) or significance analysis (significance of expenditure by event 
visitors). When calculating impacts related to expenditure by a specific group of tourists (e.g. 
academic tourists) it seems logical to consider this significance analysis, unless the focus is on 
changes of impacts when attracting more or fewer tourists from this group (Pratt, 2012). When the 
analysis specifically deals with impacts of a ‘shock’ (e.g. caused by favourable or unfavourable events, 
policies, price changes, etc.) it seems logical to consider the calculation as an impact analysis. 
Based on these six considerations it is possible to be critical about our choice of Zeeland as a case 
study to test the NLIO model (chapters 5 and 6). It can be questioned to what degree relative prices 
are determined within the province of Zeeland, given its relatively small size and the ease with which 
production factors and products can move across provincial borders. Although this does not reduce 
the validity of our conclusions, which are not specific for Zeeland, it does show that deciding when 
141Conclusions and discussion
to accept or reject the assumption of ‘no scarcity of production factors’ is not as straightforward as it 
might seem. 
Deciding whether or not to accept the ‘no productivity’ assumption requires expert judgment 
as well. Specifically, a researcher must determine to what degree labour productivity changes can 
be expected as a result of a final demand change. This may require differentiating between labour 
productivity changes that are caused by
• strategic choices made as a result of final demand change;
• strategic choices that lead to final demand changes; 
• and/or strategic choices that are made independently of final demand changes. 
Strategic choices can e.g. be investments in labour (training, planning, and measures to improve 
cooperation, effort, motivation, and loyalty) (chapter 6), making use of previously unused labour 
potential (chapter 6), changes in final product prices (Sun & Wong, 2010), changes in the level of 
service (e.g. Jones & Siag, 2009; Marchante & Ortega, 2011), changes in the design and type of 
tourism facilities (e.g. Hu & Cai, 2004; Marchante & Ortega, 2011; Sigala et al., 2005), changes in 
location (Chen, 2007; Marchante & Ortega, 2011; Sigala et al., 2005), marketing initiatives (Barros & 
Alves, 2004; Peypoch & Solonandrasana, 2008; Sigala et al., 2005) and a focus on different types of 
visitors, e.g. leisure or business (Chen, 2007). These strategic choices can be made as a result of, lead 
to, or be made independently of final demand changes. These distinctions determine whether or not 
they should be taken into consideration in an EIA. 
The NLIO (with FATC) offers an improvement compared to the I-O model because it does not 
require the assumptions ‘no scarcity of production factors’ and ‘no productivity changes’ to be 
accepted, and therefore represents at least a partial solution to ‘problems’ of I-O models expressed 
by authors such as Sun (2007), Sun and Wong (2010, 2014), Blake et al. (2006), Dwyer et al. (2004), 
and Briassoulis (1991). However, as is true for any model, the NLIO still depends on assumptions: 
Output is homogenous (industries charge one price to all customers), there are constant returns 
to scale, and there is perfect competition (which implies market clearing, zero profit, and all actors 
using a strategy of cost minimization). Although authors have questioned the assumptions of 
homogeneity (Kronenberg, 2009), constant returns to scale (Shi & Smyth, 2012; Sun, 2007), and 
perfect competition (Caccomo & Solonandrasana, 2001; Li et al., 2013), and these assumption have 
been relaxed in extended CGE models ( Li et al., 2013), they are regarded and generally accepted as a 
basic framework underlying all economic impact models (multiplier, I-O, CGE, etc.). 
Rejecting assumptions of ‘no scarcity of production factors’ and ‘no productivity changes’ could 
lead to the choice of a CGE model. The most important difference between a NLIO and a CGE model 
is that the former does not include a link between incomes earned and final demand. Thus, induced 
impacts are not taken into consideration in an NLIO model. Whether or not this is problematic 
depends on the specific context of an EIA. When measuring, for example, the significance of 
recreation (instead of tourism), circular reasoning can result from the inclusion of induced impacts of 
recreation expenditure by locals. Recreation expenditure leads to income for locals, which leads to 
recreation expenditure by locals, and so on. This would lead to overestimation, as the analysis already 
started with total recreation expenditure by locals (Jókóvi, 1996). For some EIAs in tourism it can be 
important to include induced impacts, but this requires very careful considerations of the changes to 
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the income and expenditure of locals in the absence of the development for which the impacts are 
being measured (Delpy & Li, 1998; Jókóvi, 1996; Tyrrell & Johnston, 2001).
7.2.2 Data demands
As shown in Table 7.2, all three models (I-O, NLIO and NLIO with FATC) require an estimation of 
(the change in) final demand. This is true for any EIA, independent of the model used. As explained 
in the introduction, this thesis does not contain an integral discussion of all questions, problems, 
and possible solutions related to the collection and interpretation of data on final demand, although 
chapters 4 and 5 did discuss some case-specific solutions to deal with the missing data. 
In spite of the limited attention to the issue in this thesis, the importance of collecting relevant 
information on final demand must be mentioned here. Selecting a very detailed, complex and data-
intensive model can be of limited value, when the assessment of visitor expenditure only provides a 
crude estimate of (the change in) final demand. Nonetheless, attention to the calculation of visitor 
expenditure in the scientific literature is limited. Although this step is included in scientific articles 
in which economic impacts are measured, the emphasis in these articles often is on the calculation 
of indirect impacts, as is the case in this thesis. There are few methodological or theoretical articles 
which focus specifically on the measurement of visitor expenditure (Sainaghi, 2012; Stynes & White, 
2006). For subsequent research we therefore recommend more attention to this issue. 
Another data requirement for all three models is an I-O table on the appropriate spatial scale. In 
this research LQ methods were applied to generate RIOCs (chapters 3 and 4). Some authors criticize 
these methods for not being able to capture the complex forces that determine the actual RIOCs, 
e.g. spatial market orientations and differences between regional and national technologies (Brand, 
1997; Kronenberg, 2009; McCann & Dewhurst, 1998; Richardson, 1985). Nonetheless, the usage of 
LQ methods remains an important method when there is no I-O table or Social Accounting Matrix 
(SAM) on the appropriate spatial scale, and more data intensive methods to generate such tables 
cannot be applied, as is often the case in EIAs in tourism. 
In addition to the data requirement of the I-O model the NLIO model requires a researcher to 
make assumptions regarding the scarcity of production factors, to specify production functions 
and the function of FATC, and to estimate or assume values for substitution and transformation 
elasticities. Difficult as this may be, it does represent an improvement over the I-O model, in which 
these functions and parameters are implicitly assumed. Future research could use (historical) data and 
econometric analysis to evaluate different functional forms and estimate their parameters and FATC 
(e.g. Carraro & Cian, 2013) to determine guidelines on functional forms and parameters in practical 
(‘non-academic’) research. The major advantages of the NLIO over the CGE model, in relation to data 
requirements, is that it does not depend on the existence of a SAM. 
The choice was made to differentiate between productivity changes for two types of employees: 
core employees and peripheral employees. National data was used regarding the number of 
permanent (core) and temporal (peripheral) employees per industry and their average salaries. As 
shown in Table 6B.1, the difference between these two types of employees also depends on other 
criteria, and the difference between temporal and permanent contracts is certainly not a perfect way 
to define the two groups. Future research could examine consequences of alternative subdivisions of 
labour. Furthermore, it could be investigated to what degree productivity changes can be expected 
for other inputs than labour. Given the labour intensity of tourism (e.g. Kelliher, 1989; Surugiu et al., 
2012) and limited substitution of labour for capital (e.g. Riley & Szivas, 2009; Riley, 2008; Smeral, 
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2003) it might be expected that productivity changes in capital are limited, but empirical studies can 
address this hypothesis.
7.2.3 Complexity
As shown in Table 7.2 the NLIO model requires skills and knowledge that surpass those of the 
I-O model. The NLIO model requires specialized software and knowledge about microeconomics, 
e.g. profit maximization, production functions, marginal products, (relative) price changes, and 
elasticities. This is not necessarily a problem, as long as the researchers working with the NLIO 
possess the required skills and knowledge and are able to explain the results to their commissioners. 
Furthermore, it can be argued that researchers working with an I-O model should also be aware of 
the more advanced economic and mathematical concepts and relationships underlying economic 
impacts estimation. Just because these concepts do not explicitly play a role in I-O models does not 
mean they should not be taken into consideration when choosing for this model or interpreting the 
results. 
One illustration of difficulties that manifest themselves when working with the NLIO model, that are 
‘hidden’ when working with the I-O model, is the difference between values, quantities, and prices. 
The NLIO model is based on a production function that shows relationships between the quantity 
of output and quantities of inputs. Nonetheless, use is made of I-O tables that are based on values. 
The Harberger convention, whereby all base year prices are assumed to be one, is used to convert 
the values in the I-O table to quantities. The consequence of this assumption is that the changes 
of quantities that result from the NLIO should be interpreted as changes of quantities in base year 
prices45. Furthermore, final demand change should be entered into the model as the change of the 
quantity of products bought, also measured in base year prices. In reality, final demand changes 
are often measured as value changes (quantity x prices). Converting these values into quantities is 
complex, as it would involve making a correction for inflation, including the inflation caused by the 
final demand change itself (which is actually the result of the model). In this research such corrections 
were not made. The value change of final demand was interpreted as a quantity change as empirical 
final demand changes were only used as a justification for scenarios. It is important to be aware 
that the differentiation between values, prices and quantities is not specific for the NLIO model. This 
differentiation also applies to I-O models46 and CGE model, although there are very few I-O studies 
that explicitly mention it.
45 For example, when industry A buys products from industry B for a value of 100 Euro in the benchmark situation, the NLIO 
model assumes that 100 products are bought for a price of 1 Euro each. When the NLIO then calculates that a final demand 
change will lead to a new quantity of products of 125, i.e. an increase of 25%, this does not necessarily mean that industry 
A will buy 25 more products. In reality it could be that industry A bought 10 products of 10 Euro each, in the benchmark 
situation. An increase of 25% means that the industry buys 2.5 products more.
46 Like the NLIO the I-O model is based on an I-O table. Such a table contains values, while the Leontief production function is 
based on quantities. The Harberger convention is used to convert values into quantities. The use of this assumption implies 
that outcomes of the I-O model are quantity changes measured in base year prices and that final demand changes should be 
entered as (changes of) quantities of products bought, in base year prices. To convert outcomes of the I-O model to values 
changes the quantity changes need to be multiplied by the new prices. Although the I-O is based on the assumption there 
are no relative price changes this does not imply that prices do not change. In fact, the I-O model results in a proportional 
change of all prices (Miller & Blair, 2009).
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7.2.4 Policy relevance
This research is based on the importance of EIAs for different types of stakeholders. It can be 
argued that all of these stakeholders benefit from improvements in EIAs, as impacts are calculated 
more realistically. However, in reality, not all of these stakeholders have realism as their highest 
priority. EIAs are often part of a political process and are meant to convince other stakeholders of 
a certain position (Crompton et al., 2001; Crompton, 1995, 2006). Some of the solutions provided 
by this thesis, such as selecting a LQ method that leads to a careful estimation of economic impacts 
(avoiding or limiting underestimation) and choosing for a NLIO instead of an I-O model, can lead to 
lower impacts (e.g. the introduction of productivity changes can lead to lower employment impacts). 
This might be problematic when stakeholders need to compete for government subsidies with other 
stakeholders that apply an I-O model. The government then needs to be convinced of the added 
realism offered by the EIA.
Finally, it is important to emphasize once more that economic impacts are only one of the 
impacts of tourism. Scholars have discussed many other impacts, such as social and environmental 
impacts (Gössling et al., 2012; Peeters & Eijgelaar, 2014) and impacts on the overall quality of life of 
inhabitants (e.g. Andereck & Nyaupane, 2011; van den Berg et al., 1995). Decision making in tourism 
requires a careful consideration of all of these impacts and their interrelatedness. For some impact 
analyses it is recommend to combine an EIA with other impact estimation tools such as a cost benefit 
analysis.
7.3 General conclusion
The overall objective of this thesis was to improve the measurement of regional economic impacts 
of tourism by (1) establishing criteria based on which an appropriate economic impact model can be 
selected for an economic impact analysis in tourism and (2) providing solutions for those situations 
where
• an Input Output table on the appropriate spatial scale is not available;
• analysis is required of different ‘shocks’ than final demand changes;
• the assumption ‘no scarcity of production factors’ cannot be accepted;
• the assumption ‘no productivity changes’ cannot be accepted.
without introducing prohibitive complexity and data demands.
The criteria to select a model for application in an economic impact analysis were discussed 
in chapter 2. This resulted in a list of 24 essential criteria. Although the decision which criteria to 
consider, and how to weigh these criteria, should always be made on a case-specific basis, these 24 
criteria provide a good starting point for a researcher faced with the decision which model to apply in 
an economic impacts analysis in tourism. 
When the choice is made to apply an Input Output model (or any other model dependent on 
the existence of a regional Input Output table, such as the Non-Linear Input Output or Computable 
General Equilibrium model) and a regional Input Output table is not available, such a table can be 
created using Location Quotient methods, of which there are four basic variants. Although this thesis 
does not provide a complete answer to question which Location Quotient method to use in an EIA 
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it provides additional insights into the differences between the regional Input Output coefficients 
and total output multipliers. Furthermore, it was shown that a choice for Flegg’s Location Quotient 
could be motivated by the wish to estimate regional economic impacts carefully and to avoid or limit 
overestimation.
The desire to measure impacts of different ‘shocks’ than final demand change and to reject the 
assumptions ‘no scarcity of production factors’ and ‘no productivity changes’ led to the development 
of a Non-linear Input-Output model with endogenous factor augmenting technical change. This 
thesis contains the first application of such a model to the domain of tourism. In applying this model, 
a researcher needs to weigh the added realism compared to the traditional Input-Output model 
against the need to make additional assumptions, collect additional data, and deal with the more 
complex nature of this model. In this perspective the NLIO model compares favourably to the General 
Equilibrium Model, often presented as a more realistic alternative to the Input Output model, because 
it does not depend on data on the relationship between income and final demand (i.e. the need for a 
Social Accounting Matrix). 
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Appendices chapter 3
Appendix 3A  Values of Z*	for	different	values	of	� and S
Table 3A.1 Values of Z* for different values of � and S
�
S 0.2 0.25 0.3
0.1 -a - -
0.2 0.043 - -
0.3 0.119 0.080 0.049
0.4 0.211 0.171 0.140
0.6 0.448 0.391 0.386
0.8 0.739 0.668 0.666
a The symbol “-“ indicates that a solution cannot be found using Microsoft Excel’s target seek function
Source: Own calculations
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Appendices chapter 4
Appendix 4A  Economic impacts of medical tourists in Asian countries
Table 4A.1 Economic impacts of medical tourists in Asian countries
Country Year Value (USD 
millions
/ market 
prices)
Direct / 
Total
Indicator Type of 
expenditure 
included
Actual 
data / 
Prognosis
Sources
Thailand 2003 1,600 Direct Expenditure Not specified Actual Pers. Comm. → Newspaper 
article → Scientific Article 
(Connell, 2006)
2006 803 Direct Revenue Not specified Actual Source not specified → Comm. 
Website (Mitra, 2007)
2007 1,366 Direct Revenue Not specified Actual Report → Book 
(Kanchanachitra et al., 2012)
2008 1,500 to 1,700 Direct Revenue Medical Actual Data Ministries of Commerce, 
Own calculations
→ Bulletin WHO (NaRanong & 
NaRanong, 2011)
2008 1,950 to 2,150 Direct Revenue Total Actual
2008 1,200 to 1,400 Direct Value Added Total Actual
2012 2,000 to 3,700 Direct Value Added Total Prognosis
? 13,000 Direct Not specified Not specified Prognosis Strategic Plan → Paper / Book 
chapter (Pleumarom, 2012)
Philippines 2005 1,650 Not 
specified
Value Added Not specified Actual Pers. Comm. → Paper (Porter 
et al., 2008)
? 2,000 Not 
specified
Not specified Not specified Prognosis Report → (Castillo & Conchada, 
2010)
India 2006 333 Direct Revenue Not specified Actual Source unknown → 
Commercial Website (Mitra, 
2007)
2012 1,100 to 2,200 Direct Revenue Not specified Actual Source unknown → Comm. 
Website → Report (Porter et 
al., 2008)
2012 2,000 Direct Not specified Not specified Prognosis Report → Report (Lunt et al., 
2011)
2012 2,200 Direct Revenue Not specified Prognosis Report → Scientific Article (Kim 
et al., 2013)
Singapore 2004 271 Direct Revenue Medical Actual Report (Singapore Tourism 
Board 2004-2008)
2005 397 Direct Revenue Medical Actual
2006 540 Direct Revenue Medical Actual
2006 900 Direct Revenue Not specified Actual Source unknown → 
Commercial Website (Mitra, 
2007)
2007 671 Direct Revenue Medical Actual Report (Singapore Tourism 
Board 2004-2008)
2008 723 Direct Revenue Medical Actual
2009 1,400 Direct Revenue Not specified Actual Online news item → Scientific 
Article (Kim et al., 2013)
2012 1800 Direct Revenue Medical Prognosis Newspaper article → Scientific 
Article (Connell, 2006)
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Country Year Value (USD 
millions
/ market 
prices)
Direct / 
Total
Indicator Type of 
expenditure 
included
Actual 
data / 
Prognosis
Sources
2012 3000 Direct Revenue Not specified Prognosis Source unknown → 
Commercial Website (Mitra, 
2007)
Korea 2006 50.9 Direct Revenue Medical Actual Online news item → Scientific 
Article (Yu et al., 2011)
2010 30 Direct Revenue Medical 
(inpatients)
Actual Report → Scientific Article (Kim 
et al., 2013)
2010 60 Direct Revenue Medical 
(outpatients)
Actual
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Appendices chapter 5
Appendix 5A  Inclusion of ‘Museum X’ as an industry in the RIOT
The data required to include ‘Museum X’ as a separate industry (row and column) in the RIOT comes 
from the Museum X’s administration (2011). To determine the values  in the column, Museum X’s 
intermediate purchases are assigned to industries. Museum X’s administration is expressed in market 
prices (excluding VAT). Before including the values in the RIOT they are converted into basic prices. 
A table from Statistics Netherlands which contains net taxes on commodities per industry has been 
used for this purpose (Statistics Netherlands 2009). The appropriate values of the intermediate 
purchases, converted into basic prices, are presented on the right side of Table 5A.1. 
Table 5A.1 Receipts and payments of Museum X (2011, Euros)
Receipts Payments
Final demand Intermediate purchases
 Tickets 78,032  Industry 43,608
 Souvenirs 68,291  Electricity & gas 37,807
 Arrangements 2,397  Water 35,886
 Museum Card 70,844  Transport & storage 19,061
Intermediate supply  Hotels 16,870
 Education 993  Information and communication 6,386
 CSR 21,549  Real Estate 90,760
Subsidies  Business services 194,470
 Municipalities 227,413  Education 12,654
 Province 1,843,600  Health and wellbeing 4,606
 Other 232,636  CSR 28,770
 Funds & Sponsoring 436,704  Trade & transp. margins 8,975
Import 738,502
Net taxes on products 12,970
Value Added
 Wages & salaries (incl. social 
contributions)
1,350,967
 Other payments (e.g. interest, 
depreciation)
232,320
 Profit 147,847
Total 2,982,459 Total 2,982,459
Sources: Museum X’s administration (2011); Statistics Netherlands (2009)
Also the other receipts and payments of Museum X in Table 5A.1 need to be assigned to 
appropriate cells of the RIOT. Wages and salaries and social contributions are taken together in one 
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row, just like other payments and profit. To avoid a negative value added the subsidy is assigned to a 
separate row. 
A final change then needs to be made to the RIOT: Including ‘Museum X’ as an industry should not 
have any influence on the total level of output in the economy. Therefore the values in the row and 
column of the industry ‘CSR’ are reduced by the values  of ‘Museum X’. It is as if we have ‘filtered out’ 
the industry ‘Museum X’ from this industry.
 
Appendix 5B  Expenditure in tourism 
The expenditure on tourism is estimated using data from SIT 2009 (NBTC, 2009) for the number 
of nights spend and expenditure of international visitors, CVO 2010/2011 (NBTC NIPO Research, 
2011a) for the number of nights spend and expenditure of domestic visitors, and CVTO 2010/2011 
(NBTC NIPO Research, 2011b) for the number of leisure trips and expenditure per leisure trip (all 
sources available upon request). CVO 2010/2011 and CVTO 2010/2011 contain data for the year 
starting respectively on the 1st of May 2010 and 1st of October 2010. Data for the expenditure of 
international visitors is not available for this period, so for international visitors we use data for the 
year 2009 instead.
The top part of Table 5B.1 shows total expenditure per category of tourism. These expenditure 
data can be assigned to individual industries. Expenditure in retail should not be fully assigned to 
Zeeland, because not all of commodities bought are produced in the Province. Since no data are 
available, it is assumed that 50% is produced in Zeeland and 50% is imports. Expenditure in Museum 
X (see the next paragraph) is not assigned to ‘CSR’ but to the newly created industry. In the last row 
the values are converted to basic price, using the same table as before (Statistics Netherlands, 2009). 
Assumption are made for VAT-percentages: 19% in Industry, 6% in ‘Transport and storage’, 6% in 
‘Hotels’, 19% in ‘Catering’, 6% in ‘CSR’ and 6% in ‘Museum X’. The last row shows total expenditure in 
tourism in Zeeland, in basic prices.
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Table 5B.1 Total yearly expenditure in tourism in Zeeland (2010 / 2011, million Euros)
Categories Retail Transport Acco-
mmodation
Catering Entrance 
fees / Other
4,
99
2 
m
m
D
ut
ch
 g
ue
st
Hotel 4.6 2.5 9.7 7.9 0.9 - -
Holiday 
Home
16.6 9.0 34.8 28.3 3.3 - -
Camping 11.6 6.3 24.2 19.7 2.3 - -
Other 4.8 2.6 10.0 8.1 0.9 - -
Regular 
guests
3.0 1.6 6.3 5.1 0.6 - -
International 
guests
17.7 35.3 74.0 60.1 6.9 - -
D
ay
 v
is
it
o
rs
Outdoor 
recreation
33.6 68.1 - 54.4 4.1 - -
Water recreation 2.7 5.5 - 6.9 2,1 - -
Visiting sports 
matches
0.0 0.1 - 0.2 0.1 - -
Wellness / beauty 8.7 2.6 - - 1.2 - -
Visiting attractions 4.2 10.9 - 16.4 1.2 - -
Visiting events 19.0 7.2 - 11.8 8.7 - -
Fun shopping - 13.0 - 9.1 1.3 - -
Culture 1.6 16.4 - 7.5 16.4 - -
Going out 6.6 33.4 - 14.5 4.7 - -
Total (market prices) 152.4 198.6 159.0 381.0 75.6 - -
Total (including 
Museum X)
152.4 198.6 159.0 381.0 75.4 0.2 -
Total (basic prices) 49.8 191.5 149.5 308.6 71.4 0.2 12.6
Industries Industry Transport Hotels Catering CSR Museum Margins
Sources: NBTC (2009); NBTC NIPO Research (2011a; 2011b); Museum X’s administration (2011); Statistics Netherlands (2009) 
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Appendix 5C Expenditure by Museum X’s visitors
For Museum X information is available on the number of visitors and their expenditure profile, for the 
year 2010. In that year the number of visitors was 36,111 (Museum X’s Administration, 2011). The 
average expenditure profile is shown in the 2nd column of (TNS NIPO, 2011).
Table 5C.1 Yearly expenditure by Museum X’s visitors (2010, Euros)
Exp. 
Profile
Adjusted 
exp. 
profile
Total 
(market 
prices)
Industries Margins Net 
taxes on 
production
Total 
(basic 
prices)
Food outside Museum X 4.28 4.28 154,555 Catering - -58,583 249,748
Food in Museum X 3.04 4.25 153,775
Entrance + Other 
expenditure in Museum X
3.82 4.38 158,213 
(+70,844 = 
229,057)
Museum X - -9,493 148,720
(+ 70,844 = 
219,564)
Other attractions 0.98 0.98 35,389 CSR - -1,888 33,501
Other expenditure 4.63 4.63 167,194
(x 50% = 
83,597)
Industry -13,873 -15,068 54,656
Margins - - 13,873
Total 16.75 19.19 585.529 -13,873 -85.032 571.342
Sources: Museum X’s Administration (2011); TNS NIPO (2011)
 When this average expenditure profile is combined with information from Museum X’s 
administration two adjustments can be made, as visible in the 3rd column. In 2010 entrance 
and other expenditure in Museum X amounted to 4.38 Euro per visitor. Moreover, according to 
the records of the Museum Cafe in reality 4.25 Euro per visitor was spent, instead of 3.04. In the 
4th column the expenditure is assigned to industries. It is assumed that other expenses relate 
to purchasing goods and that half of this relates to imported goods and the other half to goods 
produced in Zeeland (Industry). Market prices are converted to basic prices, using once more the 
table from Statistics Netherlands (2009). Here however also VAT needs to be deducted. Therefore the 
following rates are assumed: 19% in ‘Industry’, 19% in ‘Catering’, 6% in ‘CSR’ and 6% in ‘Museum X’. 
In 2010 Museum X also received 70,844 Euro due to visitors with a Museum Card. This is not included 
in the expenditure profile (visitors do not spend this money directly), but it is included in the totals in 
market and basic prices.
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Appendices chapter 6
Appendix 6A  Labour contracts per industry in the Netherlands
Table 6A.1 Netherlands, Permanent and temporal labour contracts (2009)
Industries Permanent contracts Temporal contracts Total
Nr. (x 
1,000)
Average 
Salary
Total 
salary (x 
1,000,000)
Nr. (x 
1000)
Average 
Salary
Total 
salary (x 
1,000,000)
Permanent 
(%)
Temporal 
(%)
Agriculture, 
Forestry, 
Fishery
73 21,501 1.57 32 14,420 0.46 77 23
Extractive 
Industries
7 76,490 0.54 1 49,590 0.05 92 8
Manufacturing 671 39,023 26.18 122 26,220 3.20 89 11
Electricity and 
Gas
19 57,070 1.08 3 36,490 0.11 91 9
Water 32 41,250 1.32 6 30,670 0.18 88 12
Construction 327 40,079 13.11 59 28,950 1.71 88 12
Trade 866 29,516 25.56 417 13,700 5.71 82 18
Transport and 
storage
286 36,610 10.47 96 20,960 2.01 84 16
Hotels & 
Catering
184 14,017 2.58 135 9,750 1.32 66 34
Inform. and 
Comm.
186 50,268 9.35 48 30,560 1.47 86 14
Fin. Services 238 54,966 13.08 32 32,320 1.03 93 7
Real Estate 60 39,712 2.38 16 27,650 0.44 84 16
Specialised 
Business 
Services
406 49,327 20.03 115 28,160 3.24 86 14
Other business 
services
317 24,922 7.90 524 14,620 7.66 51 49
Government 429 43,640 18.72 83 29,710 2.47 88 12
Education 403 37,169 14.98 117 22,630 2.65 85 15
Health and 
well-being
935 27,076 25.32 302 17,920 5.41 82 18
Culture, Sport, 
Recreation
83 23,948 1.99 46 16,660 0.77 72 28
Other services 102 27,401 2.79 43 19,800 0.85 77 23
Source: Statistics Netherlands (2008)
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Appendix 6B  Core and peripheral labour in tourism
Table 6B.1 Characteristics of core and peripheral labour in tourism 
Peripheral labour Core labour
Employment Status
Part time Full time Cho and Wong (2001), Krakover (2000), 
Muñoz-bullón (2012), Parsons (1987), Sun & 
Wong (2010), Thomas and Townsend (2001), 
Walmsley (2004), and Zampoukos and 
Ioannides (2011)
Temporal contracts Permanent contracts Cho and Wong (2001), Krakover (2000), Muñoz-
bullón (2012), Sun and Wong (2010), Walmsley 
(2004), and Cho and Wong (2001)
Season based / standby employees Whole year employment Muñoz-bullón (2012), Parsons (1987), Sun & 
Wong (2010), Thomas & Townsend (2001), 
Walmsley (2004), and Zampoukos and 
Ioannides (2011)
Quantity and turnover
High percentage of total staff Low percentage of total 
staff
Krakover (2000), Lin et al. (2011), Muñoz-
bullón (2012), Riley & Szivas (2009), Thomas 
& Townsend (2001), and Zampoukos and 
Ioannides (2011)
High turnover (relative rate at which an 
employer gains and looses staff)
Low(er) turnover
Employees leaving involuntary because of 
flexibility (number of employees adjusted to 
fluctuations in demand)
Limited flexibility (rigid core 
staff size)
Addessi (2014), Adenso-Díaz et al. (2002), 
Kelliher (1989), Krakover ( 2000), Ortega & 
Marchante (2010), Parsons (1987), Riley & Szivas 
(1999), Riley (2008), Sun and Wong (2010) and 
Walmsley (2004)
Employees leaving voluntarily because 
of negative aspects of tourism (e.g. high 
workloads, low wages, few career opportunities, 
unsatifying labour-management relations, 
infrequent and long shifts, and job insecurity) 
and constant presence of alternative jobs.
Strong(er) push and pull 
factors needed before 
core employees voluntarily 
change jobs.
Cho and Wong (2001), Johnson (1985), 
Krakover (2000), Ladkin (2011), Muñoz-bullón 
(2012), Parsons (1987), Riley & Szivas (2003, 
2009), Riley (2008), Szivas et al. (2003), 
Thomas & Townsend (2001), Vaugeois & Rollins 
(2007), Walmsley (2004), Wong (2004), and 
Zampoukos & Ioannides (2011)
Type of jobs
Executive level Executive and management 
level
Krakover (2000) and Zampoukos & Ioannides 
(2011)
No involvement in management decisions Key persons within 
departments
Johnson (1985) and Zampoukos & Ioannides 
(2011)
Limited number of repetitive, low skilled tasks 
/ Little need for training / Limited potential for 
personal development
Broad range of high(er) 
skilled tasks / Need for 
training / Potential for 
personal development
Kelliher (1989), Krakover (2000), Muñoz-bullón 
(2012), Riley & Szivas (2003, 2009), Riley (2008), 
Walmsley (2004) and Zampoukos and Ioannides 
(2011)
Type of employees
Female Male and Female Parsons (1987), Riley and Szivas (2003), Thomas 
and Townsend (2001), and Zampoukos and 
Ioannides (2011)
(Temporal) immigrants Permanent inhabitants Hammes (1994), Riley and Szivas (2003), and 
Zampoukos and Ioannides (2011)
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Peripheral labour Core labour
Employees who have previously worked in other 
industries or will work in other industries in the 
future (high inter-industry mobility)
Employees with prior 
working experience in 
tourism (less inter-industry 
mobility)
Hammes (1994), Parsons (1987), and Riley 
(2008)
Employees with limited (industry or firm 
specific) skills / Limited or not educated / Young 
people / New entrants to the labour market
Employees with more 
(industry or firm specific) 
skills / Higer(er) educated
Kelliher (1989), Krakover (2000), Parsons (1987), 
Riley and Szivas (2003), Riley (2008), and 
Zampoukos and Ioannides (2011)
Salaries
Low and relatively stable salaries: High(er) and more flexible 
salaries:
Low skilled jobs (organisation specific skills can 
be acquired quickly and easily)
Partly consists out of 
high(er) skilled jobs
Riley and Szivas (2003) and Riley (2008)
High labour supply (many people possess the 
skills required)
Low(er) labour supply Krakover (2000), Riley and Szivas (2003; 2008), 
Riley (2008), and Walmsley (2004)
Loyalty not rewarded (organisation specific skills 
are acquired quickly and productivity is not 
strongly related to tenure)
Loyalty rewarded 
(acquisition of industry / 
firm specific skills valued)
Riley and Szivas (2003, 2009) and Riley (2008)
Low salaries accepted as ‘industry norm’ (type 
of employee who is willing to work for less 
/ low salaries compensated for by attractive 
aspects of working in tourism such as travelling, 
meeting and working with people, learning 
languages, flexibility, attractive environment, 
dynamic industry’, sense of ‘not factory’, 
working in tourism as ‘way of life’)
Less acceptance of lower 
salaries, although core 
employees may well 
have their pay (partly) 
determined by the 
deflationary pressures 
maintained by the 
peripheral employees
Cataldi et al. (2012), Ladkin (2011), Muñoz-
bullón (2012), Riley and Szivas (2003), Riley 
(2008), Szivas et al.(2003), Vaugeois & Rollins 
(2007), Walmsley (2004), and Zampoukos and 
Ioannides (2011).
Because of lower bargaining power of flex 
employees wages are not or only to a small 
degree adjusted to the level of job effort; 
an increase in demand leads to an increase 
in workload or the number of peripheral 
employees – usually not to higher wages 
although there can be some compensation in 
the form of higher pay for overtime and tipping.
Core employees have a 
relatively equal ‘effort – 
reward’ ratio: because of 
higher bargaining power 
they can negotiate higher 
salaries when they have 
to work harder (wage 
flexibility)
Cataldi et al. (2012), Johnson (1985), and Riley 
and Szivas (2003)
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Summary
Tourism can have a broad range of impacts, including impact on the economy, on the natural and 
built environment, on the local population, and on visitors themselves. This PhD thesis discussed the 
measurement of regional economic impacts of tourism, including impacts on output, value added, 
and employment caused by visitor expenditure. The focus was on the choice between models that 
can be used to calculate these regional economic impacts and the data requirements, usage, and 
further development of one specific model; the Input-Output (I-O) model. 
The starting point of an I-O model is final demand, which is the value of goods and services bought 
by final users for the direct fulfilment of their needs and wants. In tourism this refers to the value of 
the goods and services bought by visitors. Final demand brings about a chain of production. First, 
goods and services that are part of final demand need to be produced. This requires production 
factors (i.e., capital and labour) as well as intermediate inputs. These intermediate inputs also need 
to be produced, again requiring production factors and a subsequent ‘level’ of intermediate inputs. 
Combining final demand and all ‘levels’ of intermediate inputs, an I-O model enables calculation of 
the total output required to satisfy final demand. An I-O model can be an appropriate choice for an 
economic impact analysis (EIA) in the following context:
a. Relevant data exist on (the change of) final demand, i.e. visitors expenditure per industry;
b. There is an I-O table on the appropriate spatial scale; 
c. Impacts are analysed of (a change in) final demand;
d. The assumption ‘no scarcity of production factors’ is acceptable (which implies there are no 
relative prices changes, input substitution and redistribution of production factors among 
industries);
e. The assumption ‘no productivity changes’ is acceptable (final demand changes do not lead to 
productivity changes, e.g. employees working longer, harder or more efficiently);
f. There is interest in indirect impacts on output, value added, income and/or employment 
per industry, while there is little interest in induced impacts, spatial considerations, temporal 
consideration, social impacts, environmental impacts, and economic externalities. Indirect 
impacts are impact generated by the production of intermediary inputs.
Not all EIAs in tourism will be carried out within such a context. In some EIAs one or more of these 
conditions are not met. The overall goal of this research was to improve the measurement of the 
regional economic impacts of tourism by
1. Establishing criteria based on which an appropriate economic impact model can be selected for 
an EIA in tourism and;
2. Providing solutions for those situations where
• an Input Output table on the appropriate spatial scale is not available;
• and/or analysis is required of different ‘shocks’ than final demand changes;
• and/or the assumption ‘no scarcity of production factors’ cannot be accepted (which 
implies there can be relative prices changes, input substitution and/or redistribution of 
production factors among industries);
• and/or the assumption ‘no productivity changes’ cannot be accepted
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without introducing prohibitive complexity and data demands to an I-O model.
This overall objective was subdivided into the following specific objectives:
1. Provide an overview and evaluation of the criteria for the selection of economic impact models. 
2. Provide an explanation for the sign of the difference between regional I-O coefficients calculated 
between two alternative location quotient (LQ) methods, for all combinations of demanding and 
supplying industries.
3. To analyze medical tourism’s state-level economic impacts in Malaysia. 
4. Address the limitations of I-O models and ‘upgrade’ the I-O model, without introducing the 
complexity and data collection costs associated with a full Computable General Equilibrium 
(CGE) model.
5. To include labour productivity changes, caused by a change in final demand in the tourism 
industries, into a non-linear I-O (NLIO) model.
Each of these specific objectives was discussed in a separate chapter. Chapter 2 discussed criteria 
to choose between economic impact models, when carrying out an EIA in tourism. Based on the 
literature review 52 potential criteria were identified. After consulting experts in tourism and/or EIAs 
24 of these 52 criteria were identified as essential. These essential criteria were used to compare the 
five economic impact models that are most used in EIAs in tourism; Export Base, Keynesian, Ad hoc, 
I-O, and CGE models. The results show that CGE models are the preferred choice for many of the 
criteria. Their detail and flexibility potentially lead to more realistic outcomes. However, CGE models 
do not ‘score’ high on criteria related to transparency, efficiency, and comparability. Multiplier models 
(Keynesian, Export Base and Ad Hoc) score high on these criteria, but the realism of their results is 
limited. I-O models are an “in-between” option for many criteria, which explains their extensive usage 
in EIAs in tourism. Nonetheless, I-O models have some important disadvantages, most notably their 
strong assumptions (‘no scarcity of production factors’ and ‘no productivity changes’), which limit 
the realism of their results. Although the choice of a model should always depend on the specific 
context of each EIA, the general conclusion is that an ‘ideal model’ for many applications could be 
found somewhere in between I-O and CGE. The challenge, however, is to extend the I-O model, while 
keeping the complexity and data demands to a minimum. This conclusion provided the motivation 
for the application and further development of an NLIO model, in chapters 5 and 6. 
Both I-O and NLIO models require the existence of an I-O table on the appropriate spatial scale. For 
a regional I-O analysis an I-O table needs to be available for the specific region. When such a table 
is not available, it can be created using LQ methods. The four most used LQ methods are Simple 
Location Quotient, Cross Industry Location Quotient, Round’s Location Quotient, and Flegg’s Location 
Quotient (FLQ). The size of the regional I-O coefficients (RIOCs), which are derived from a regional I-O 
table, directly influences the results of an EIA. An over- or underestimation of RIOCs can lead to over- 
or underestimation of economic impacts. It is therefore very important to understand the differences 
between LQ methods and the consequences for the RIOCs. Chapter 3 showed that the ranking in size 
of the RIOCs, generated by the four LQ methods, depends on the J-value of demanding industries 
(output of industry j on regional level divided by output of industry j on national level). The conditions 
were calculated under which FLQ, the LQ method which was developed to avoid overestimation, leads 
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to the lowest RIOCs47. Although this chapter does not provide a complete answer to question which 
LQ method to use in an EIA it does show that a choice for the FLQ method could be motivated by the 
wish to arrive at a careful estimate of regional economic impacts and to avoid or limit overestimation.
In chapter 4 the FLQ method was used to create RIOCs for nine Malaysian states. These RIOCs were 
used to calculate state-level economic impacts of medical tourism based on regional I-O models. It 
was shown that impacts related to non-medical expenditure of medical tourists (USD 273.7 million) 
are larger than impacts related to medical expenditure (USD 104.9 million) and that indirect impacts 
(USD 95.4 million) make up a substantial part of total impacts (USD 372.3 million). Data limitations 
implied that strong assumptions were required to estimate final demand by medical tourists, 
specifically regarding their non-medical expenditure and allocation of this expenditure to industries of 
the I-O model.
In chapter 5 the I-O model was “upgraded” to a NLIO model, by replacing the Leontief production 
function, underlying the I-O model with a Constant Elasticity of Substitution (CES) production 
function. Thereby the main drawback of the I-O model, the need to accept the assumption of 
‘no scarcity of production factors’ was thus eliminated. The analysis performed showed that, for 
large changes of final demand, an NLIO model is more useful than an I-O model because relative 
prices changes are likely, leading to substitution and redistribution of production factors between 
industries. The NLIO takes this into account. Impacts can be higher or lower than in the I-O model, 
depending on assumptions about capacity constraints, production factor mobility and substitution 
elasticities. Relative price changes, substitution, and redistribution are less likely for a small change 
of final demand. In that case most realistic results are achieved by accepting assuming ‘no scarcity 
of production factors’, as in case of the I-O model. To analyze impacts of other types of ‘shock’ than 
final demand changes, such as a change of subsidies, an I-O model is not an option. A more flexible 
model is required, such as a NLIO model. A NLIO model requires additional assumptions and/or data. 
First, researchers need to choose the appropriate assumption regarding the functioning of factor 
markets and production factor mobility between industries. Second, the NLIO model forces the 
researcher to specify the substitution elasticities, instead of implicitly assuming an elasticity of zero 
(as in the I-O model). Compared to a CGE model, the NLIO model offers the advantage that it is not 
dependent on the existence of a Social Accounting Matrix (SAM) on the appropriate spatial scale, 
while the production structure is identical. Furthermore, using a CGE model introduces additional 
complexity as it requires the specification of the relationships between income and final demand, 
including issues such as income transfers and income taxation.
In chapter 6 labour productivity changes, that result from final demand changes were included 
into the NLIO model, thereby integrating productivity changes. A differentiation was made between 
real and quasi productivity changes and productivity changes for core and peripheral labour. Real 
productivity changes (changes that enable the production of more output per unit of labour) were 
integrated by introducing Factor Augmenting Technical Change (FATC) based on an endogenous 
specification. Quasi productivity changes (substitution of labour by other inputs which automatically 
leads to higher labour productivity) were already integrated into the NLIO based on the CES 
production function. The differentiation between core and peripheral labour was integrated by a 
47 FLQ leads to the lowest RIOCs for all combinations between demanding and supplying industries for which demanding 
industries have J–values higher than S ∙ λ*. Furthermore, for regions where all industries have J-values higher than S ∙ λ* it must 
be that FLQ leads to the lowest total output multipliers (output that is required, in all industries of the economy, to produce 
one unit of final demand of a specific industry). λ*= [LOG2 (1+S) ]δ; S is regional output relative to national output xR ⁄ xN; � is a 
regional scalar. 
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smaller potential change of FATC for peripheral labour, implying less room for productivity changes. 
The NLIO model with and without FATC was applied to calculate impacts of a 10% increase of 
expenditure in tourism in the province of Zeeland in the Netherlands. Accounting for FATC leads to 
less usage of labour in the tourism industries as productivity increases allow output to be produced 
using fewer inputs. This implies lower marginal costs, which leads to lower output prices. These 
relative input and output price changes stimulate substitution and quasi productivity changes. To 
what degree the NLIO with FATC leads to more realistic results than the NLIO without FATC depends 
vitally on the specification of FATC, the differentiation between core and peripheral labour, and the 
labour supply function. All these elements require additional assumptions and/or data.
For some EIAs the NLIO is an improvement compared to the I-O model because it does not require 
the assumption ‘no scarcity of production factors’ to be accepted. In the NLIO with FATC neither the 
assumption of ‘no scarcity of production factors’ nor the assumption of ‘no productivity changes’ is 
required. In chapter 7 are discussed considerations related to the acceptance or rejection of these 
two assumptions. Rejection of ‘no scarcity of production factors’ can be appropriate in EIAs in large 
regions, of large changes of final demand, in regions with limited or no unused labour and capital, 
in long term analyses, in regions with low factor mobility from and to other regions, and for impact 
analyses (instead of significance analyses). Acceptance or rejection of the assumption ‘no productivity 
changes’ depends on the degree to which labour productivity changes can be expected as a result of 
a final demand change, a consideration which requires expert judgment.
This research makes several contributions to the measurement of the regional economic impacts 
of tourism:
• 24 essential criteria that can be used to select a model for application in an economic impact 
analysis. Although the decision which criteria to consider, and how to weigh these criteria, should 
always be made on a case specific basis the essential criteria provide a good starting point
• This thesis provides additional insights into the differences between the regional I-O coefficients 
and total output multipliers generated by the four LQ methods. Furthermore, it was shown that 
a choice for FLQ could be motivated by the wish to avoid or limit overestimation of regional 
economic impacts.
• The NLIO model with endogenous factor augmenting technical change enables a calculation 
of economic impacts of tourism in contexts where the I-O model is not the most appropriate 
choice. The NLIO model namely allows for measurement of different ‘shocks’ than final demand 
changes and can be applied in context where the assumptions ‘no scarcity of production factors’ 
and/or ‘no productivity change’ are untenable. When applying an NLIO model, the added 
realism compared to the I-O model needs to be weighed against the need to make additional 
assumptions, collect additional data, and deal with the more complex nature of this model. In 
this perspective the NLIO model does compare favourably to the CGE Model, often presented 
as a more realistic alternative to the I-O model, because it does not depend on data on the 
relationships between income and final demand (i.e. the need for a SAM). 
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Samenvatting
Toerisme kan veel verschillende soorten impacts hebben. Impact op de economie, de natuurlijke 
en gebouwde omgeving, de lokale bevolking en de bezoekers zelf. Dit proefschrift besprak de 
berekening van de regionaal economische impacts van toerisme; impact op output, toegevoegde 
waarde en werkgelegenheid, veroorzaakt door bestedingen van bezoekers. De focus lag op de 
keuze welk model te gebruiken om deze regionaal economische impacts te berekenen en de 
databehoeften, het gebruik en doorontwikkeling van een specifiek model; het Input-Output (I-O) 
model. 
Het startpunt van dit model is finale vraag; de waarde van goederen en diensten gekocht door 
consumenten voor de directe vervulling van hun behoeften. Binnen toerisme heeft dit betrekking op 
de waarde van de goederen en diensten gekocht door bezoekers. De finale vraag leidt tot productie 
op verschillende ‘niveaus’. Ten eerste moeten de goederen en diensten worden geproduceerd die 
deel uitmaken van de finale vraag. Dit vereist productiefactoren (kapitaal en arbeid) en intermediaire 
inputs. Deze intermediaire inputs moeten ook geproduceerd worden, waarvoor wederom 
productiefactoren en een volgend ‘niveau’ van intermediaire inputs benodigd zijn. Het I-O model 
combineert de finale vraag en alle ‘niveaus’ van intermediaire inputs en berekent de totale output 
die benodigd is om te voorzien in de finale vraag. Een I-O model kan een geschikt model zijn in een 
economische impact analyse (EIA) in toerisme, in de volgende context:
a. Data is beschikbaar over de finale vraag; de bestedingen door bezoekers per sector.
b. Er bestaat een I-O tabel op de juiste geografische schaal.
c. Impact worden geanalyseerd van (een verandering van) finale vraag.
d. De veronderstelling ‘geen schaarste van productiefactoren’ wordt geaccepteerd. Dit betekent 
dat finale vraagveranderingen niet leiden tot relatieve prijsveranderingen, input substitutie of 
herverdeling van productiefactoren tussen sectoren.
e. De veronderstelling ‘geen productiviteitsveranderingen’ wordt geaccepteerd. Finale 
vraagveranderingen leiden niet tot veranderingen van arbeidsproductiviteit (bijvoorbeeld, 
werknemers die langer, harder of efficiënter werken).
f. Men is geïnteresseerd in indirecte impacts op output, toegevoegde waarde, inkomen en/of 
werkgelegenheid per sector en minder of niet in geïnduceerde impacts, ruimtelijke en temporale 
overwegingen, sociale en milieu-impacts en economische externaliteiten. Indirecte impacts zijn 
de impacts die voortkomen uit de productie van intermediaire inputs. 
Niet alle EIAs binnen toerisme worden uitgevoerd binnen een dergelijke context. Het doel van 
dit proefschrift was om de berekening van de regionaal economische impacts van toerisme te 
verbeteren door
1. Het vaststellen van criteria op basis waarvan het meest geschikte economische impactmodel 
geselecteerd kan worden
2. Het bieden van oplossingen voor situaties waarbij een onderzoek geconfronteerd wordt met de 
onderstaande context:
• Een I-O tabel is niet beschikbaar op de juiste geografische schaal;
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• en/of een analyse is vereist van andere ‘schokken’ dan veranderingen van finale vraag;
• en/of de veronderstelling ‘geen schaarste productiefactoren’ wordt niet geaccepteerd (er 
kan sprake zijn van relatieve prijsveranderingen, inputsubstitutie en/of herverdeling van 
productiefactoren);
• en/of de veronderstelling ‘geen productiviteitsverbeteringen’ wordt niet geaccepteerd.
met een zo beperkt mogelijke toename van complexiteit en databehoeften ten opzichte van 
het I-O model.
Dit doel is onderverdeeld in de volgende specifieke doelstellingen:
1. Geven van een overzicht en evaluatie van criteria voor de keuze van een economische 
impactmodel. 
2. Verklaren van het teken van het verschil tussen de regionale I-O coëfficiënten berekend op basis 
van alternatieve locatie quotiënt (LQ) methoden, voor alle combinaties van ontvangende en 
leverende sectoren.
3. Een analyse van de economische impacts van medisch toerisme, per staat van Maleisië. 
4. Aanpakken van de beperkingen van I-O modellen door het ‘upgraden’ van het I-O model, zonder 
dat dit gepaard gaat met de complexiteit en databehoeften van een Computable General 
Equilibirum (CGE) model..
5. Opnemen in een niet-lineair I-O (NLIO) model van productiviteitsveranderingen, veroorzaakt 
door finale vraagveranderingen binnen de toeristische sectoren. 
Elke specifieke doelstelling is besproken is een afzonderlijk hoofdstuk. Hoofdstuk 2 besprak de 
criteria voor de keuze van een economisch impactsmodel voor een EIA in toerisme. Op basis van 
literatuuronderzoek zijn 52 potentiele criteria vastgesteld. Na consulatie van experts in toerisme en/
of recreatie zijn 24 daarvan geïdentificeerd als essentieel. Deze essentiële criteria zijn vervolgens 
gebruikt voor een vergelijking van de vijf modellen die het vaakste gebruikt worden binnen toerisme: 
Export Base, Keynesiaanse, Ad hoc, I-O en CGE modellen. Voor veel van de criteria is het CGE 
model de geprefereerde keuze, hoewel het model niet hoog ‘scoort’ op criteria gerelateerd aan 
transparantie, efficiëntie en vergelijkbaarheid. Multiplier modellen (Keynesiaans, Export Base en Ad 
Hoc) scoren wel hoog op deze criteria, hoewel de resultaten minder realistisch zijn. I-O modellen 
komen voor veel criteria als compromis naar voren (voor veel toepassingen zijn ze bijvoorbeeld niet 
zo realistisch als CGE modellen, maar ook niet zo onrealistisch als multiplier modellen). Dit verklaart 
het veelvuldig gebruik van I-O modellen in EIA’s in toerisme. Desondanks hebben I-O modellen een 
aantal belangrijke nadelen. Dit betreft vooral de sterke veronderstellingen (‘geen schaarste van 
productiefactoren’ en ‘geen productiviteitsveranderingen’). Hoewel de keuze voor een model altijd 
af moet hangen van de specifieke context van een EIA, is de algemene conclusie dat een ‘ideaal 
model’ voor veel toepassingen gevonden kan worden ergens tussen I-O en CGE modellen. Daarbij is 
de uitdaging om I-O modellen uit te breiden terwijl complexiteit en databehoeften zo veel mogelijk 
beperkt wordt. Deze conclusie leidde tot de ontwikkeling en toepassing van een niet-lineair I-O (NLIO) 
model, in hoofdstukken 5 en 6.
I-O (en NLIO) modellen vereisen de aanwezigheid van een I-O tabel, op de juiste geografische 
schaal. Bij een regionale I-O analyse moet voor de betreffende regio een I-O tabel beschikbaar zijn. 
Wanneer een dergelijk tabel niet beschikbaar is kan deze gecreëerd worden door middel van locatie 
quotiënt (LQ) methoden. De vier meest gebruikte LQ methoden zijn Simple Location Quotient, Cross 
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Industry Location Quotient, Cross Industry Location Quotient en Flegg’s Location Quotient (FLQ). De 
grootte van de regionale I-O coëfficiënten (RIOCs), die afgeleid worden uit de regionale I-O tabel, 
heeft direct invloed op de resultaten van een EIA. Over- of onderschatting van RIOC kan leiden tot 
onder- of overschatting van economische impacts. Daarom is het heel belangrijk om te begrijpen 
wat de verschillen zijn tussen de LQ methoden en de consequenties voor de RIOCs. Hoofdstuk 3 laat 
zien dat de ranking qua grootte van de RIOCs, gegenereerd door de vier LQ methoden, afhangt van 
de J-waarden van de ontvangende sector (output van sector j op het regionale niveau gedeeld door 
de output van sector j op het nationale niveau). Het hoofdstuk besprak de voorwaarden onder welke 
FLQ, speciaal ontwikkeld om overschatting te voorkomen, leidt tot de laagste RIOCs48. Hoewel dit 
hoofdstuk geen compleet antwoord geeft op de vraag welke LQ methode gebruikt moet worden in 
een EIA, laat het wel zien dat de keuze voor FLQ gerechtvaardigd kan worden vanuit de ambitie te 
komen tot een voorzichtige schatting van economische impacts, waarbij overschatting wordt beperkt 
of voorkomen.
In hoofdstuk 4 is de FLQ methode gebruikt om RIOCs te creëren voor negen Maleisische staten. 
De RIOCs zijn vervolgens gebruikt voor de berekening van de regionaal- economische impacts van 
medisch toerisme, op basis van regionale I-O modellen. Databeperkingen zorgden ervoor dat sterke 
veronderstellingen nodig waren om de finale vraag door medisch toeristen in te schatten, vooral wat 
betreft hun niet-medische uitgaven en de toewijzing van deze uitgaven aan sectoren van het I-O 
model. 
Hoofdstuk 5 bespreekt een upgrade van het I-O model naar een NLIO model, door de 
onderliggende Leontief productiefunctie te vervangen door een Constant Elasticity of Substitution 
(CES) productiefunctie. Hierdoor wordt de belangrijkste beperking van het I-O model weggenomen, 
namelijk de noodzaak de veronderstelling ‘geen schaarste van productiefactoren’ te accepteren. Een 
NLIO model kan meer geschikt zijn dan het I-O model bij grote veranderingen van de finale vraag 
– omdat er hierbij relatieve prijsveranderingen, substitutie en herverdeling van productiefactoren 
tussen sectoren te verwachten zijn. De berekenende impacts kunnen dan hoger of lager zijn dan die 
van het I-O model, afhankelijk van de veronderstellingen met betrekking tot de schaarste en mobiliteit 
van productiefactoren en substitutie-elasticiteiten. Prijsveranderingen, substitutie en herverdeling 
zijn minder waarschijnlijk voor kleine veranderingen van de finale vraag. In dit geval zijn de meest 
realistische resultaten te behalen door de veronderstelling ‘geen schaarste van productiefactoren’ te 
accepteren, zoals in een I-O model. Voor de analyse van impacts van andere ‘schokken’ dan finale 
vraagveranderingen, zoals een verandering van subsidies, is het I-O model geen optie. Daarvoor is 
een meer flexibel model vereist, zoals een NLIO model. Ten opzichte van het I-O model vereist een 
NLIO additionele veronderstellingen en/of data. Ten eerste zijn er veronderstellingen nodig met 
betrekking tot de capaciteit en mobiliteit van productiefactoren. Ten tweede dwingt het NLIO model 
onderzoekers om de substitutie-elasticiteit te definiëren, in plaats van impliciet uit te gaan van een 
elasticiteit van nul (zoals in het I-O model). In vergelijking met het CGE model biedt het NLIO model 
het voordeel dat het niet afhankelijk is van het bestaan van een Social Accounting Matrix (SAM), 
op het juiste geografische niveau, terwijl de productiestructuur identiek is. Ook is een CGE model 
48 FLQ leidt tot de laagste RIOCs voor alle combinaties tussen ontvangende en leverende sectoren waarvoor de ontvangende 
sectoren een J-waarde hebben hoger dan S ∙ λ*. In regio’s waar alle sectoren J-waarden hebben hoger dan S ∙ λ* leidt FLQ 
bovendien tot de laagste totale output multipliers voor alle sectoren (output benodigd in alle sectoren van de economie voor 
de productie van een eenheid finale vraag door een specifieke sector) λ*= [LOG2 (1+S) ]δ; S. is regionale output gedeeld door 
nationale output xR ⁄ xN; � is een regionale factor. 
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complexer in de zin dat de relaties tussen inkomen en finale vraag gespecificeerd moeten worden, 
inclusief zaken als inkomensoverdrachten en –belasting. 
In hoofdstuk 6 is het NLIO model uitgebreid met productiviteitsveranderingen die 
optreden ten gevolge van finale vraagveranderingen, waarbij dus de veronderstelling ‘geen 
productiviteitsverandering’ werd verworpen. Daarbij is onderscheid gemaakt tussen werkelijke 
en quasi productiviteitsveranderingen en productiviteitsveranderingen voor kern- en perifere 
arbeid. Werkelijke productiviteitsveranderingen (veranderingen waardoor er meer output 
wordt geproduceerd per eenheid arbeid) zijn in het model opgenomen door middel van 
Factor Augmenting Technical Change (FATC), gebaseerd op een endogene specificatie. Quasi 
productiviteitsveranderingen (substitutie van arbeid door andere inputs, wat automatisch leidt tot een 
hogere arbeidsproductiviteit) waren al opgenomen in het NLIO model, door de CES productiefunctie. 
Het verschil tussen kern- en perifere arbeid is geïntegreerd door een kleinere potentiele verandering 
van FATC voor perifere arbeid, wat inhoudt dat er minder ruimte is voor productiviteitsveranderingen. 
Het NLIO model met en zonder FATC is toegepast om de impacts te berekenen van een 10% 
toename van bestedingen in toerisme in de provincie Zeeland in Nederland. De introductie van FATC 
leidt tot minder gebruik van arbeid in toeristische sectoren, omdat output geproduceerd wordt 
op basis van minder inputs. Dit leidt to lagere marginale kosten en lagere outputprijzen. Deze 
veranderingen stimuleren vervolgens substitutie en quasi productiviteitveranderingen. In welke mate 
de introductie van FATC leidt tot meer realistische resultaten hangt af van de specificatie van FATC, 
het onderscheid tussen kern- en perifere arbeid en de aanbodscurve van arbeid. Al deze elementen 
vereisen additionele veronderstellingen en/of data. 
Voor sommige EIAS is het NLIO een verbetering ten opzichte van het I-O model, omdat de 
veronderstelling ‘geen schaarste productiefactoren’ niet langer geaccepteerd hoeft te worden. 
In het NLIO met FATC hoeven de veronderstellingen ‘geen schaarste productiefactoren’ en ‘geen 
productiviteitsveranderingen’ beiden niet langer geaccepteerd te worden. Hoofdstuk 7 besprak de 
overwegingen die een rol spelen bij de acceptatie of verwerping van deze veronderstellingen. Het 
verwerpen van de veronderstelling ‘geen schaarste productiefactoren’ kan de juiste keuze zijn in EIA’s 
in grote regio’s, bij grote veranderingen van finale vraag, in regio’s met beperkt of geen ongebruikte 
arbeid en kapitaal, in lange termijn analyses, in regio’s met beperkte mobiliteit van productiefactoren 
van en naar andere regio’s, en in impactsanalyses (in plaats van significantieanalyses). Accepteren 
of verwerpen van de veronderstelling ‘geen productiviteitsverbetering’ hangt ervan af 
productiviteitsveranderingen verwacht kunnen worden als resultaat van een finale vraagverandering – 
dit vereist een oordeel door een expert.
Dit onderzoek levert verschillende bijdragen aan het meten van de regionaal economische impacts 
van toerisme:
• 24 essentiële criteria kunnen gebruikt worden om een model te selecteren voor een 
economische impactsanalyse. Hoewel de keuze welke criteria te gebruiken, en hoe deze te 
wegen, altijd afhankelijk moet zijn van de specifieke context van een EIA zijn de essentiële 
criteria een goed vertrekpunt.
• Deze scriptie geeft aanvullende inzichten in de verschillen tussen de regionale I-O coefficienten 
en total output multipliers die gegenereerd worden door de vier LQ methoden. Ook is 
aangetoond dat een keuze voor FLQ gemotiveerd kan worden door de wens overschatting van 
regionaal economische impacts te beperken of voorkomen.
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• Het NLIO model (met FACT) stelt onderzoekers in staat om de economische impacts van 
toerisme te berekenen, in contexten waar het I-O model niet de meest geschikte keuze is. Het 
NLIO model maakt het namelijk mogelijk de impacts te berekenen van andere ‘schokken’ dan 
finale vraagveranderingen en kan toegepast worden in EIAs waarvoor de veronderstellingen 
‘geen schaarste van productiefactoren’ en ‘geen productiviteitsveranderingen’ verworpen 
worden. Net zoals het I-0 model vereist het NLIO model een I-O model op de juiste geografische 
schaal. Een dergelijke I-O tabel kan gegenereerd worden op basis van LQ methoden. Gebaseerd 
op de criteria voor de keuze van een economisch impactmodel kan een onderzoeker uitkomen 
bij het NLIO model. Daarbij moet de toegenomen realisme in vergelijking met het I-O model 
worden afgewogen tegen de noodzaak tot aanvullende veronderstellingen, verzameling van 
aanvullende data en de meer complexe aard van dit model. Vanuit deze optiek biedt het model 
voordelen ten opzichte van het CGE model, vaak gezien als meer realistisch alternatief voor het 
I-O model, omdat het NLIO model niet afhankelijk is van het bestaan van data over de relatie 
tussen inkomen en finale vraag (een SAM).
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