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Abstract
In this note, for any two orthogonal projection P,Q on a Hilbert space, the
characterization of spectrum of anticommutator PQ+QP has been obtained.
As a corollary, the norm formula
‖ PQ+QP ‖=‖ PQ ‖ + ‖ PQ ‖2
has been got an alternative proof (see Sam Waltrs, Anticommutator norm for-
mula for projection operators, arXiv:1604.00699vl [math.FA] 3 Apr 2016).
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1 Introduction
Throughout this note, a complex Hilbert space is doted by H , the algebra of all
bounded linear operators on H is denoted by B(H). For an operator T ∈ B(H),
T ∗, σ(T ), rσ(T ), N (T ) and R(T ) denote the adjoint, the spectrum, the spectral
radius, the null space and the range of T , respectively. P ∈ B(H) is said to be
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an orthogonal projection if P = P ∗ = P 2. A ∈ B(H) is said to be self-adjoint
if A = A∗. A ∈ B(H) is said to be positive if (Ax, x) ≥ 0 for each x ∈ H.
A ∈ B(H) is said to be a contraction if ‖ A ‖≤ 1. The set of all contractions is
denoted by B(H)
1
.
For two orthogonal projections P and Q, PQ+QP is the anticommutator of
P and Q, the main result of this note is proving the identity involving σ(PQ+
QP ) and σ(PQP ).
Theorem 1.1. If P and Q be orthogonal projections on H, then
{λ±λ
1
2 : λ ∈ σ(PQP )\{0, 1}} ⊆ σ(PQ+QP ) ⊆ {λ±λ
1
2 : λ ∈ σ(PQP )
⋃
{0, 1}}. (1)
As a consequence, we give an alternative proof of Theorem 1.1 in [3].
Corollary 1.2. (see Theorem 1.1 in [3] or Theorem 1.3 in [4]) If P and Q
are two orthogonal projections on Hilbert space H, then
‖ PQ+QP ‖=‖ PQ ‖2 + ‖ PQ ‖ .
Proof. Since PQ+QP is self-adjoint, from Theorem 1.1, we have
‖ PQ+QP ‖ = rσ(PQ+QP )
= max{| λ± λ
1
2 |: λ ∈ σ(PQP )}
= max{λ+ λ
1
2 : λ ∈ σ(PQP )}
= max{λ : λ ∈ σ(PQP )}+max{λ
1
2 : λ ∈ σ(PQP )}
= ‖ PQP ‖ + ‖ PQP ‖
1
2
= ‖ PQ ‖2 + ‖ PQ ‖ .
2 Proof of Theorem 1.1
In this section, the proof of Theorem 1.1 has been based on Halmos modula
of two projection theory. For the details of two projection theory, we refer the
reader to [1]
We begin with some lemmas.
Lemma 2.1. (see [1], [2] and [5]) If P and Q are two orthogonal projections
on H, then P and Q have the operator matrices
P = I1 ⊕ I2 ⊕ I3 ⊕ 0I4 ⊕ 0I5 ⊕ 0I6 (2)
and
Q = I1 ⊕ 0I2 ⊕
(
Q0 Q
1
2
0
(I3 −Q0)
1
2D
D∗Q
1
2
0
(I3 −Q0)
1
2 D∗(I3 −Q0)D
)
⊕ 0I5 ⊕ I6 (3)
with respect to the space decomposition H = ⊕6
i=1
Hi, respectively, where H1 =
R(P )∩R(Q), H2 = R(P )∩N (Q), H3 = R(P )⊖(H1⊕H2), H4 = R(Q)⊖(H5⊕
H6), H5 = N (P ) ∩N (Q) and H6 = N (P ) ∩R(Q), Q0 is a positive contraction
on H4, 0 and 1 are not eigenvalues of Q0, and D is a unitary from H4 onto H3.
Ii is the identity on Hi, i = 1, . . . , 6.
2
Lemma 2.2. If A ∈ B(H) is a self-adjoint operator, then ‖ A ‖= rσ(A).
Proof of Theorem 1.1. If P and Q have operator matrices (3) and (4),
respectively, then
PQ+QP
= 2I1 ⊕ 0I2 ⊕
(
2Q0 Q
1
2
0
(I3 −Q0)
1
2D
D∗Q
1
2
0
(I3 −Q0)
1
2 0
)
⊕ 0I5 ⊕ 0I6.
(4)
First, denote
W =
(
2Q0 Q
1
2
0
(I3 −Q0)
1
2D
D∗Q
1
2
0
(I3 −Q0)
1
2 0
)
.
We shall show that
σ(W ) = {λ± λ
1
2 : λ ∈ σ(Q0)}.
For convenience, we will divide the proof in two cases.
Case one. We will prove that 0 ∈ σ(W ) if and only if at least one of 0 and
1 is in σ(Q0).
If 0 ∈ σ(W ), then there exists a sequence (xn, yn)T1≤n<∞ of unit vectors with
xn ∈ H3, yn ∈ H4 and ‖ xn ‖2 + ‖ yn ‖2= 1, 1 ≤ n <∞, such that(
2Q0 Q
1
2
0
(I3 −Q0)
1
2D
D∗Q
1
2
0
(I3 −Q0)
1
2 0
)(
xn
yn
)
=
(
2Q0xn +Q
1
2
0
(I3 −Q0)
1
2Dyn
D∗Q
1
2
0
(I3 −Q0)
1
2xn
)
→ 0.
If 0 and 1 are not in σ(Q0), then Q0 and I3 − Q0 are invertible. This implies
that xn → 0 and yn → 0. It is a contradiction.
Conversely, if at least one of 0 and 1 is in σ(Q0), then there exists a sequence
{zn} ⊂ H4 of unite vectors such that
Q
1
2
0
(I3 −Q0)
1
2Dzn → 0, as n→∞,
this shows that 0 ∈ σ(W ).
Case two. We shall show that σ(W )\{0} = (σ(Q0+Q
1
2
0
)∪σ(Q0−Q
1
2
0
))\{0}.
If λ ∈ σ(W ) with λ 6= 0, then, by Schur complement,
W − λ =
(
2Q0 − λI3 Q
1
2
0
(I3 −Q0)
1
2D
D∗Q
1
2
0
(I3 −Q0)
1
2 −λI4
)
is not invertible if and only if
2Q0 − λ+Q
1
2
0
(I3 −Q0)
1
2Dλ−1D∗Q
1
2
0
(I3 −Q0)
1
2
= λ−1(λ(2Q0 − λ) +Q0(I3 −Q0))
= −λ−1(λ− (Q0 +Q
1
2
0
))(λ− (Q0 −Q
1
2
0
))
3
is not invertible, it shows that at leat one of λ− (Q0 +Q
1
2
0
) and λ− (Q0 −Q
1
2
0
)
is not invertible. Hence,
σ(W ) \ {0} = (σ(Q0 +Q
1
2
0
) ∪ σ(Q0 −Q
1
2
0
)) \ {0}.
Combining Case two with Case one, we get
σ(W ) = σ(Q0 +Q
1
2
0
) ∪ σ(Q0 −Q
1
2
0
) = {λ± λ
1
2 : λ ∈ σ(Q0)}.
Second, we shall consider the structure of σ(PQP ) and σ(PQ +QP ).
Since PQP = I1 ⊕ 0I2 ⊕Q0 ⊕ 0I4 ⊕ 0I5 ⊕ 0I6 and PQ+QP = 2I1 ⊕ 0I2 ⊕
W ⊕ 0I5 ⊕ 0I6, we have
σ(Q0) ⊆ σ(PQP ) ⊆ σ(Q0)
⋃
{0, 1}
and
σ(W ) ⊆ σ(PQ +QP ) ⊆ σ(W )
⋃
{2, 0}.
Hence,
{λ±λ
1
2 : λ ∈ σ(PQP )\{0, 1}} ⊆ σ(PQ+QP ) ⊆ {λ±λ
1
2 : λ ∈ σ(PQP )
⋃
{0, 1}}.
Remark 2.3. Since 0 ∈ σ(W ) if and only if at least one of 0 ∈ σ(Q0) and
1 ∈ σ(Q0) holds, so
σ(W ) = σ(Q0 +Q
1
2
0
)
⋃
σ(Q0 −Q
1
2
0
).
Corollary 2.4. If P and Q are two orthogonal projections, then
σ(PQ +QP ) ⊆ [−
1
4
, 2].
Proof. Observing that σ(Q0) ⊆ [0, 1] and
{λ± λ
1
2 : λ ∈ σ(Q0)} ⊆ σ(PQ +QP )
⊆ {λ± λ
1
2 : λ ∈ σ(PQP )
⋃
{0, 1}}
⊆ {λ± λ
1
2 : λ ∈ [0, 1]},
we get
σ(PQ +QP ) ⊆ [−
1
4
, 2].
Example 2.5. There exists a pair (P,Q) of orthogonal projections with
σ(PQ +QP ) = [−
1
4
, 2].
Let {ei}1≤i<∞ be an orthonormal basis of Hilbert space K and let {ri}1≤i<∞
the set of all rational numbers in (0, 1). Define a positive contraction Q0 on K
by
Q0ei = riei, 1 ≤ i <∞,
4
it is obvious that σ(Q0) = [0, 1], and define P and Q on H = K ⊕K by
P =
(
IK 0
0 0
)
and Q =
(
Q0 Q
1
2
0
(IK −Q0)
1
2 )
Q
1
2
0
(IK −Q0)
1
2 ) IK −Q0
)
.
It is clear that P and Q are orthogonal projections and
σ(PQ +QP ) = [−
1
4
, 2].
In fact, if △ is a closed subset of [− 1
4
, 2], then there exists a pair (P,Q) of
orthogonal projections such that σ(PQ+QP ) = △.
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