Abstract. We present a new method for deciding Gödel-Dummett logic LC. We first characterize the validity of irreducible sequents of LC by the existence of r-cycles in bi-colored graphs and we propose a linear algorithm to detect r-cycles and build counter-models. Then we characterize the validity of formulae by the existence of r-cycles in boolean constrained graphs. We also give a parallel method to detect r-cycles under boolean constraints. Similar results are given for the finitary versions LCn.
Introduction
Gödel-Dummett logic LC and its finitary versions (LC n ) n>0 are the intermediate logics (between classical and intuitionistic logics) characterized by linear Kripke models. LC was introduced by Gödel in [10] and later axiomatized by Dummett in [6] . It is now one of the most studied intermediate logics and has been recognized recently as one of the fundamental t-norm based fuzzy logics [11] . Proof-search in LC has benefited from the development of proof-search in intuitionistic logic IL with two important seeds: the contraction-free calculus of Dyckhoff [1, 7, 8] and the hyper-sequent calculus of Avron [2, 13] . Two of the most recent contributions propose a similar approach based on a set of local and strongly invertible proof rules (for either sequent [12] or hyper-sequent [2] calculus,) and a semantic criterion to decide irreducible (hyper)-sequents and eventually build a counter-model.
We are interested in studying combination of proof-search and counter-model construction to provide decision procedures for intermediate logics. We have already proposed such a combination for LC [12] , but here we investigate deeper counter-model search to obtain a new system with the following fundamental property: all the irreducible sequents arising from a proof-search can be represented in a shared semantic structure. The semantic criterion that decides irreducible sequents can be computed in parallel on this shared structure. Instead of simply combining proof-search and counter-model construction, we are now at the frontier of these two techniques and so provide a calculus of parallel counter-model search.
In section 3, we recall the indexation technique of [12] and introduce a new proof-system with the property that irreducible sequents are now composed only of atomic implications. In section 4 we associate a bi-colored graph to each irreducible sequent. We show that irreducible sequents validity in LC can be decided 2 Introduction to Gödel-Dummett logics LC n In this section, we present the algebraic semantics of the family of propositional Gödel-Dummett logics LC n . The value n belongs to the set N = {1, 2, . . .}∪{∞} of strictly positive natural numbers with its natural order , augmented with a greatest element ∞. In the case n = ∞, the logic LC ∞ is also denoted by LC: this is the usual Gödel-Dummett logic.
The set of propositional formulae, denoted Form is defined inductively, starting from a set of propositional variables denoted by Var with an additional bottom constant ⊥ denoting absurdity and using the connectives ∧, ∨ and ⊃. A substitution denoted by σ is any function that associates a formula to every propositional variable. We denote by A σ the result of the application of σ to the variables in A. IL will denote the set of formulae that are provable in any intuitionistic propositional calculus (see [7] ) and CL will denote the classically valid formulae. As usual an intermediate propositional logic [1] is a set of formulae L satisfying IL ⊆ L ⊆ CL and closed under the rule of modus ponens (if A ∈ L and A ⊃ B ∈ L then B ∈ L) and under arbitrary substitution (if A ∈ L and σ is any substitution then A σ ∈ L.) For any n ∈ N , the Gödel-Dummett logic LC n is an intermediate logic. On the semantic side, it is characterized by the linear Kripke models of size n (see [6] .) The following strictly increasing sequence holds:
In the particular case of LC, the logic has a simple Hilbert axiomatic system: (X ⊃ Y ) ∨ (Y ⊃ X) added to the axioms of IL.
In this paper, we will use the algebraic semantics characterization of LC n [2] rather than Kripke semantics. Let us fix a particular n ∈ N . The algebraic model is the set [0, n) = [0, . . . , n[∪{∞} composed of n+1 elements. In this section we present a refinement of the decision procedure described in [12] . As before, we have the three following steps: first a linear reduction of a formula D into a flat sequent δ − (D) ♦ ⊃ X D , then a sequent based proof-search that reduces this flat sequent into a set of implicational sequents Γ i ∆ b and finally a semantic algorithm that builds counter-models of Γ i ∆ b .
In [12] , the proof-search process produced what we called pseudo-atomic sequents, which are sequents composed only of formulae of the form X and X ⊃Y where X and Y are propositional variables. In our new system, we further constraint our proof-search procedure to only produce atomic implications X⊃Y . We do not integrate the ⊥ constant but it can be treated as in [12] . So atomic formulae are variables. We introduce a new special variable ♦ ∈ Var. From now, (propositional) variables are elements of Var ♦ = Var ∪ {♦} but we require that ♦ does not occur in the formulae we are trying to decide, so it has a special meaning during proof-search:
Linear reduction through indexation
We refine our indexation technique and the notion of flat sequent.
Definition 2 (Flat formula and sequent).
A flat formula is of one of the following forms: Let us fix a particular formula D (not containing ♦.) We introduce a new variable X A (not occurring in D and different from ♦) for every occurrence A of 
We just recall the proposition 1 already proved in [12] . We also introduce the proposition 2 which is the semantic counterpart of the substitution property of intermediate logics.
Both proofs are left to the reader (trivial induction on K, see [12] ). Then we are able to propose our linear reduction of a formula into a flat sequent. The proof of the following result can be found in appendix A.
We recall that ♦ is just another variable but is required not to occur elsewhere in the sequent, and so does not occur in D or as one of the X K introduced during the computation of δ − (D).
Reducing flat sequents by proof search
In figure 1 , we recall proof rules for LC n [12] . All of them are sound and strongly invertible. We replace the "old" rule [⊃ 4 ] (not included in the figure) with a new version:
Theorem 2. In LC n , rule [⊃ 4 ] is sound and strongly invertible.
This theorem is proved in appendix A. The aim for such a new rule is that applied backward, all proof rules only introduce implications. Applying rules [⊃ 2 ], [⊃ 3 ], [⊃ 4 ] and [⊃ 2 ], [⊃ 3 ], [⊃ 4 ] bottom-up, it is easy to see that the proof-search process applied to the flat sequent δ − (D) ♦ ⊃ X D terminates and produces a set of irreducible sequents, meaning that no more rules can be applied to them.
Definition 3 (Implicational sequent).
A implicational sequent is of the form
As there is one rule for each case of (X Y ) ⊃ Z or Z ⊃ (X Y ) and as the corresponding rule transforms the compound formula into one, two or three atomic implications in each premise, these irreducible sequents are implicational sequents. Moreover, if Γ ∆ is any of those irreducible sequents then ∆ is also a b-context. Indeed, applied backward, all proof-rules preserve flat sequents and the starting sequent is itself flat. We point out that there is no more a distinction between ♦ and other variables in the notion of implicational sequent: the notion of b-context is only used during proof-search. Section 5.1 discusses the proofsearch process in further details.
Counter-models of implicational sequents
In this section, we present a new and visual criterion to decide implicational sequents. In particular, the sequents that arise as irreducible during the previously described proof-search process are implicational.
Bi-colored graph of an implicational sequent
We build a bi-colored graph G S which has nodes in the set {X i }∪{Y i }∪{A i }∪{B i } and has two kinds of arrows, green (denoted by →) and red (denoted by ⇒.) The set of arrows is
We will often use the symbols → and ⇒ to denote the corresponding incidence relation in the graph. So for example, →⇒ denotes the composition of the two relations and X →⇒ Y means there exists a chain X → Z ⇒ Y in G S . Also → is the reflexive and transitive closure of →, i.e. the accessibility for the → relation, And → + ⇒ is the union of relations.
Heights in bi-colored graphs
We define a notion of bi-height in bi-colored graphs. The idea is very simple. A green arrow → weighs 0 and a red arrow ⇒ weighs at least 1.
As we will see, bi-height can be used to compute counter-models. We characterize graphs that admit bi-heights by the notion of r-cycle. This notion is similar to the notion of G-cycle in [3] but here we give a simple and efficient algorithm to find cycles and compute counter-models.
Definition 5 (R-cycle).
A r-cycle is a chain of the form
It is clear that if a graph has a r-cycle, then there is no bi-height. We give a linear 2 algorithm to compute a bi-height when there is no r-cycle.
Theorem 3. Let G be a bi-colored graph. It is possible to decide if G has rcycles in linear time and if not, it is possible to compute a bi-height h for G in linear time.
Proof. Even if it has no r-cycle, G may still contain green (→) cycles. To remove all cycles, we introduce the contracted graph G of G: let C be the set of strongly connected components for the "green" sub-graph of and [x] is the strongly connected component of x. G has C as set of nodes, and the set of arrows is described by:
G is computed in linear time by standard depth first search algorithms. G has no green (→) cycle (because they collapse into a strongly connected component) and so G has a cycle (with either → or ⇒ arrows) if and only if G has a r-cycle. Finding a cycle in G takes linear time in the size of G (which is smaller than the size of G.) Now suppose that G has no cycle (i.e. no r-cycle in G). The relation (→+⇒) is a finite partial order and we can define h : G → N inductively by:
We can compute the whole function h in linear time by sorting the nodes of G along (→ + ⇒) , again by depth first search. We define
Theorem 4. If G has no chain of type (→ ⇒) n then the height h of theorem 3 satisfies ∀x ∈ G, h(x) < n.
This result is straightforwardly proved by induction on n. Then suppose that there exists y such that h(y) = m n. We obtain a chain of type (⇒→ ) m in G . Expanding the "green" strongly connected components of G, we obtain a chain of type (→ (⇒→ )→ ) m in G. It contains a subchain of type (→ ⇒) n .
Theorem 5. Let G be a bi-colored graph with no r-cycle. Then, for n greater than the number of nodes of G, the graph G has no chain of the form (→ ⇒) n .
Proof. Let s be the number of nodes of G. Let n be greater or equal to s, n s.
Suppose that G has a chain of the form x 0 → ⇒x 1 → ⇒ · · · → ⇒x n . If all the x i are different then the set {x 0 , x 1 , . . . , x n } contains n + 1 > s nodes of G. This is not possible. So let i < j be such that
Counter-models vs. chains in bi-colored graphs
Lemma 1. Let S be an implicational sequent and
Theorem 6. For n < ∞, the implicational sequent S has a counter-model in LC n if and only if its associated graph G S contains no chain of type (→ ⇒) n+1 .
Proof. Let S = Γ ∆. First we prove the if part. We suppose that G S contains no chain of the form (→ ⇒) n+1 . Then by theorem 4, there exists a bi-height function h : 
] is a counter-model of S. 
] is a strictly increasing sequence of n + 2 elements in [0, n). As this set has n + 1 elements, we get a contradiction. 
Algebraic criteria and the limit counter-model
We have seen that the existence of counter-models of implicational sequents is equivalent to the lack of r-cycles in the associated bi-colored graphs. Now we present an algebraic formula that expresses the existence of r-cycles. Let G be a bi-colored graph of k nodes with its incidence relations → and ⇒. The relation → (or ⇒) can be viewed as an incidence k × k-matrix whose rows and columns are indexed by the nodes of G. The cells of these matrices take their value in the boolean algebra {0, 1}. So there is a 1 at cell (x, y) in the matrix of → if and only if x → y ∈ G. We define + as the disjunction (or logical "or") and · as the conjunction (or logical "and") in the boolean algebra {0, 1}. These operations extend naturally to sum and multiplication of square boolean matrices. Now if we identify the relations → and ⇒ with their respective matrices, the composed relation →⇒ has a corresponding matrix → · ⇒ and the union of relations → and ⇒ has a corresponding matrix → + ⇒. The relation → corresponds to a matrix i 0 → i . So ((→ + ⇒) ⇒) x,x = 1 means that there exists a chain of the form x(→ + ⇒) ⇒ x in the graph G. Let tr(·) denote the trace of matrices defined by tr(M ) = x M x,x . Proposition 3. G has a r-cycle if and only if tr (→ + ⇒) ⇒ = 1.
In section 6, we will explain how to compute this trace efficiently. We conclude this section by a criterion to determine the minimal n for which a given sequent S has a counter-model in LC n . Let M denote the sum of all the elements of the matrix M defined by
Proposition 4. Let S be an implicational sequent not valid in LC. There exists a minimal n such that S has a counter-model in LC n and it is the first n s.t.
Proof. By theorem 6, S has a counter-model in LC n , iff G S has no chain of the form (→ ⇒) n+1 . Having no chain of the form (→ ⇒) n+1 means the matrix of Table 1 . Proof rules and bi-colored graph construction
this relation is the zero matrix, i.e. (→ ⇒) n+1 = 0. As S is not valid in LC, by theorem 7, its bi-colored graph G S has no r-cycle. Then, there is an n such that G S has no chain of the form (→ ⇒) n by theorem 5. So there exists a minimal one.
Parallel counter-model search
Combining the results of the preceding sections provides an algorithm to decide LC n by indexation followed by proof-search to obtain a set of irreducible sequents (which are implicational sequents in our setting) and then counter-model construction for these irreducible sequents. This combination of proof-search and counter-model construction can now be viewed in a common graph-theoretic setting that will lead us to efficient parallel counter-model construction. First we present a graph-theoretic approach for proof-search. Then we combine proofsearch and counter-model construction into a r-cycle search problem on a conditional bi-colored graph, i.e. a bi-colored graph where arrows might be indexed with boolean selectors. In section 6, we present a global technique which efficiently solves the conditional r-cycle search problem. -if V is a variable occurring positively (resp. negatively), the formula in
Proof-search as bi-colored graph construction
which is already an atomic implication which will not be decomposed further during proof search;
will appear in δ − (D) and could be decomposed once using rule [⊃ 2 
and could be decomposed once using rule [⊃ 4 ]. and so on... There is exactly one logical rule for each case: [⊃ 2 [⊃ 4 ] for ⊃ − , and [⊃ 4 ] for ⊃ + . The left column of table 1 presents all these cases.
What are the atomic implications occurring in the sequents [⊃ 4 ] or ♦ → X − A⊃B if we choose the right premise. This could be summarized by the two following arrow introduction rules:
The complete set of arrow introduction rules is given in the right column of table 1. With this set of rules, each internal occurrence of a subformula introduces 3 For the sake of completeness, we recall the polarity of occurrences of subformulae by suffixing their indexes like in X
arrows in the bi-colored graph, depending on the choice of the left premise or right premise for the cases ∧ − , ∨ + , ⊃ − , and ⊃ + . Since rules ∧ + and ∨ − only have one premise, there is no choice in these cases and proof-search does not branch. So the end-sequent of a completed proof-search branch and its corresponding bi-colored graph is characterized by a choice of left or right premise for internal nodes of the shape ∧ − , ∨ + , ⊃ − , and ⊃ + . The reader is reminded that the proof rules implied in proof-search are all strongly invertible and so the order of application of those rules does not influence the validity of the generated sequents: all the rules are permutable. Let us illustrate these ideas on a concrete example.
An example: the Peirce's formula
formula. We index it:
The decomposition tree of this formula has three internal nodes ⊃ To decide if this sequent is valid in LC, we look for r-cycles. For this, we redesign the graph so that → arrows are horizontal or go up and ⇒ go up strictly. It appears that this graph has a bi-height h defined by h(x) = 0 for x ∈ {B, 6, 3, 4}, h(x) = 1 for x ∈ {5, A, 2, 0} and h(x) = 2 for x ∈ {♦, 1}. Then 
] is a counter-model of Peirce's formula not only in LC but also in LC 2 (just under CL = LC 1 .)
Postponing proof-search branch selection
Our system has a very important property that the others lack: proof-search can be seen as the incremental construction of a semantic graph. The nodes of this graph do not depend on the proof-search branch; only the choices of arrows depend on the branch chosen. In section 5.2, we have chosen a "good" proofsearch branch from which we can extract a counter-model. There are many other branches that lead to other bi-colored graphs which might also lack r-cycles, leading to other counter-models. Clearly, a proof-search branch lacking r-cycles corresponds to a counter-model. Is it possible to find all the counter-models and thus, all such branches? An idea for that is to postpone the choice of premises characterizing proof-search branches, to detect r-cycles and after that, to select the branches for which no r-cycle exists.
Instead of using either left or right premise, let us use both. Of course this would not be sound unless we keep track of the fact that these two choices cannot coexist in the same branch. This is done by introducing boolean selectors (x and its negation x) and indexing arrows with those selectors. For example, we obtain the following transformation of rules for a positive occurrence of disjunction:
Let us reconsider the case of the
Peirce's formula. We apply all the possible rules, postponing all the choices between left or right premises and introducing a new boolean selector for each potential choice. All three rules have two premises and we introduce the selectors x 0 for ⊃ We want to discover all the possible valuations of selectors such that the corresponding instance graph has no r-cycle. For example, 0 ⇒ ♦ → 0 is a r-cycle. To "break" this cycle, the constraint x 0 = 0 has to be satisfied, i.e. x 0 has to be satisfied. Let us do this for all the basic r-cycles, i.e. the r-cycles that do not repeat nodes. It is sufficient to "break" basic r-cycles for all the r-cycles to be removed because any r-cycle contains at least one basic r-cycle. . Then, we obtain four basic r-cycles and their associated constraints expressing the condition at which the corresponding r-cycle is broken:
Then we solve these constraints altogether, i.e. we search a valuation satisfying the conjunction of all these constraints. There is only one solution which is x 0 = 1, x 1 = 0 and x 3 = 1, corresponding to the branch characterized by left for ⊃ . This is the proof-search branch we have chosen in section 5.2. With any other valuation, one of the four basic r-cycles would exist, and so, it is the only one for which the instanced bi-colored graph has no r-cycle.
A parallel counter-model search system for LC n
We introduce our final counter-model search system which is a combination of the graphical system of table 1 and the idea of postponing choice of left or right premise with the help of boolean selectors. The word parallel means that all the search branches are explored simultaneously with the help of selectors.
The system is presented in figure 2 . The principle is to build a conditional bi-colored graph (where arrows might be indexed by boolean selectors,) notion which formalizes the concept we sketched in section 5.3. We fix a formula D. We start from the nodes of the decomposition tree of D composed of internal nodes (X 4 We also add one node for ♦. Then, we add the arrow
is the root of the decomposition tree) and arrows V + → V (resp. V → V − ) for each positive (resp. negative) occurrence of the variable V . This is summarized by the left side of figure 2. All these arrows are not annotated: they are present in every proof-search branch, i.e. for any valuation on selectors.
Then for each internal node, we add arrows according to the schemes of the right part of figure 2. There is one scheme for each case in {∧, ∨, ⊃}×{+, −}. For the schemes ∧ − , ∨ + , ⊃ + and ⊃ − , we introduce conditional arrows, i.e arrows indexed with a boolean selector of the form x or x. This selector has to be new: there is exactly one selector for each instance of a scheme.
5 Each scheme introduces two or four arrows so the construction of the conditional bi-colored graph is a process which take linear time w.r.t. the size of D.
Theorem 8. Let D be a formula and G be the corresponding conditional bicolored graph obtained by the previously described process. Then D has a counter model in LC if and only if there exists a valuation v on the selectors such that the instance graph G v has no r-cycle.
Proof. Because all the proof rules are strongly invertible, [[·] ] is a counter-model of D if and only if it is a counter-model of at least one of the irreducible (and implicational) end-sequent of a completed proof-search branch. This end-sequent is characterized by a choice of left or right premises and it corresponds to a choice of a valuation on selectors.
By theorem 7, the end-sequent of a proof-search branch has a counter-model if and only if its associated bi-colored graph has no r-cycle. But this graph is exactly the instance G v where v is the valuation on selectors corresponding to the proof-search branch.
Theorem 9. D has a counter-model in LC n iff there exists a valuation v on the selectors such that the instance graph G v has no chain of the form (→ ⇒) n+1 .
Proof. For LC n with n = ∞, we just have to apply theorem 6 instead of theorem 7. The proof rules are common for all the family LC n (including n = ∞.)
Computing the conditional bi-colored graph from a given formula takes a linear time but finding all the r-cycles in a graph and solving the boolean constraints system have both exponential complexity. Indeed, there exists formulae for which the conditional bi-colored graph has exponentially many cycles. So on the complexity side, finding cycles and then building a constraint system is not a good idea.
An approach to solve this problem would be to try to mix r-cycle detection and boolean constraint solving to obtain a kind of conditional r-cycle detection but this is not an easy task. After reflection, we can observe that we do not need the list of all the r-cycles to decide a formula: we only need to compute and solve the boolean condition characterizing the existence of r-cycles.
Practical r-cycle detection in conditional graphs
In section 5.4, we have introduced the notion of conditional bi-colored graph which is a graph in which arrows might be indexed with boolean constraints. To implement conditional graphs, we have chosen to represent the relations → and ⇒ as generalized incidence matrices. In an incidence matrix, there is a 1 in a cell if the corresponding arrow exists in the graph. Generalized incidence matrix cells might contain not only 0 or 1 (for unconditional arrows) but also arbitrary boolean expressions built upon atomic boolean selectors. These expressions are considered up to boolean equivalence.
Definition 6 (Conditional matrix).
A conditional matrix on set S of size k is a k × k-array with values in the free boolean algebra over the set of selectors.
We point out that boolean expressions are considered up to logical equivalence. So a conditional bi-colored graph is viewed as a pair (→, ⇒) of conditional matrices. The algebraic operations we have defined like → + ⇒, → · ⇒, → , tr(·) and (·) extend naturally to conditional matrices because they rely only on the boolean operators · and +. If v is a valuation of boolean variables in {0, 1}, we call an instance graph and denote by G v the bi-colored graph obtained by instantiating boolean expressions in the cells of the matrices → and ⇒ with the valuation v. Instantiation commutes with algebraic operations on matrices because it commutes with the boolean operators · and +. The proof is straightforward: tr (→ + ⇒) ⇒ v = tr (→ v + ⇒ v ) ⇒ v and then theorem 8. The reader is reminded that the equation tr (→+⇒) ⇒ = 1 is an equivalence of boolean expressions. The result for the finitary version LC n also holds. To compute the smallest n such that a formula is not valid, we compute sequentially until (→ ⇒) n+1 < 1 and then, find a valuation v such that the instance is refuted: (→ v ⇒ v ) n+1 = 0.
We have implemented a prototype of counter-model search engine for LC based on these principles in Objective Caml. 6 We give a brief description of the practical choices we have made. A k × k conditional matrix is represented by a sparse matrix of integers. These integers represent nodes of a shared RO-BDD [5] so they uniquely encode boolean expressions up to equivalence and algebraic operations may be performed efficiently. How can we compute traces efficiently? Let α be a k ×k conditional matrix. Let I be the identity k ×k matrix (I x,x = 1 and I x,y = 0 otherwise.) Then one could check that α = (I + α) k (this is because any conditional path of size greater than k+1 necessarily has repeating points and thus contains a sub-path of size smaller than k.) It is even sufficient to compute the sequence I, I + α, (I + α) 2 , . . . until it stabilizes. This happens in at most k steps. So let A = → + ⇒ and B = ⇒. We want to compute tr(A B). We compute the trace column by column. Let B i be the i-th column of B and T be the column with 1 on each cell. Then we compute the sequence t 0 , . . . , t k : t 0 = 0 and t i = A (t i−1 T + B i ) i for i = 1, . . . , k by induction and we obtain t k = tr(A B). The sequence t 0 , . . . , t k is increasing and the computation can be stopped as soon as t i = 1 in which case, the formula is provable. Previously generated constraints are used to accelerate the computation by adding t i−1 to each cell of B i (in t i−1 T + B i ).
