Abstract-For an n t transmit, n r receive antenna system (n t 2 n r system), a full-rate space time block code (STBC) transmits at least n min = min(n t ; n r ) complex symbols per channel use. The well-known Golden code is an example of a full-rate, full-diversity STBC for two transmit antennas. Its ML-decoding complexity is of the order of M 2:5 for square M -QAM. The Silver code for two transmit antennas has all the desirable properties of the Golden code except its coding gain, but offers lower ML-decoding complexity of the order of M 2 . Importantly, the slight loss in coding gain is negligible compared to the advantage it offers in terms of lowering the ML-decoding complexity. For higher number of transmit antennas, the best known codes are the Perfect codes, which are full-rate, full-diversity, information lossless codes (for nr nt) but have a high ML-decoding complexity of the order of M n n (for n r < n t , the punctured Perfect codes are considered). In this paper, a scheme to obtain full-rate STBCs for 2 a transmit antennas and any n r with reduced ML-decoding complexity of the order of M n (n 0 )00:5 is presented. The codes constructed are also information lossless for nr nt, like the Perfect codes, and allow higher mutual information than the comparable punctured Perfect codes for nr < nt. These codes are referred to as the generalized Silver codes, since they enjoy the same desirable properties as the comparable Perfect codes (except possibly the coding gain) with lower ML-decoding complexity, analogous to the Silver code and the Golden code for two transmit antennas. Simulation results of the symbol error rates for four and eight transmit antennas show that the generalized Silver codes match the punctured Perfect codes in error performance while offering lower ML-decoding complexity.
I. INTRODUCTION AND BACKGROUND

C
OMPLEX ORTHOGONAL designs (CODs) [1] , [2] , [3] , although provide linear maximum likelihood (ML)-decoding, do not offer a high rate of transmission. A full-rate code for an MIMO system transmits independent complex symbols per channel use. Among the CODs, only the Alamouti code for two transmit antennas is full-rate for a 2 1 MIMO system. A full-rate STBC can efficiently utilize all the degrees of freedom the channel provides. In general, an increase in the rate tends to result in an increase in the ML-decoding complexity. The Golden code The authors are with the Department of Electrical Communication Engineering, Indian Institute of Science, Bangalore 560012, India (e-mail: pavan@ece.iisc.ernet.in; bsrajan@ece.iisc.ernet.in).
Communicated by E. Viterbo, Associate Editor for Coding Techniques. Digital Object Identifier 10.1109/TIT.2011.2162276 [4] for two transmit antennas is an example of a full-rate STBC for any number of receive antennas. Until recently, the ML-decoding complexity of the Golden code was reported to be of the order of , where is the size of the signal constellation. However, it was shown in [5] and [6] that the Golden code has a decoding complexity of the order of for square -QAM. Current research focuses on obtaining high rate codes with reduced ML-decoding complexity (refer to Section II for a formal definition). For two transmit antennas, the Silver code, named so in [7] , was first proposed in [8] and independently presented in [9] along with a study of its low ML-decoding complexity property. It is a full-rate code with full-diversity and an ML-decoding complexity of the order of for square -QAM. Its algebraic properties have been studied in [7] and [10] and a fixed point fast decoding scheme has been given in [11] . For four transmit antennas, Biglieri et al. proposed a rate-2 STBC which has an ML-decoding complexity of the order of for square -QAM without full-diversity [12] . It was, however, shown that there was no significant loss in error performance at low to medium SNR when compared with the previously best known code-the DjABBA code [13] . This code was obtained by multiplexing Quasi-orthogonal designs (QOD) for four transmit antennas [14] . In [5] , a new full-rate STBC for 4 2 system with an ML-decoding complexity of was proposed and was conjectured to have the nonvanishing determinant (NVD) property for QAM. This code was obtained by multiplexing the coordinate interleaved orthogonal designs (CIODs) for four transmit antennas [15] . These results show that codes obtained by multiplexing low complexity STBCs can result in high rate STBCs with reduced ML-decoding complexity and by choosing a suitable constellation, there won't be any significant degradation in the error performance when compared with the best existing STBCs. Such an approach has also been adopted in [16] to obtain high rate codes 1 from multiplexed orthogonal designs. More recently, full-rate STBCs with an ML-decoding complexity of the order of and a provable NVD property for the 4 2 system have been proposed in [20] and [21] .
In general, it is not known how one can design full-rate STBCs for an arbitrary number of transmit and receive antennas with reduced ML-decoding complexity. It is well known that the maximum mutual information achievable with an STBC is at best equal to the ergodic capacity of the MIMO channel, in which case the STBC is said to be information lossless (see Section II for a formal definition). It is known how to design information lossless codes [22] for the case where . However, when the only known code in literature which is information lossless is the Alamouti code, which is information lossless for the 2 1 system alone.
It has been shown in [8] , [13] and [23] that when , the self-interference of the STBC (a formal definition of self interference is given in Section II) has to be minimized for maximizing the mutual information achieved with the STBC. Not much research 2 has been done on designing codes that allow a high mutual information when . In this paper, for , we systematically design full-rate STBCs which have the least possible self-interference and the lowest ML-decoding complexity among known full-rate STBCs for and consequently allow higher mutual information than the best existing codes (the Perfect codes with puncturing [26] , [27] ), while for , the proposed STBCs are information lossless like the comparable Perfect codes. We call these codes the generalized Silver codes since, analogous to the silver code and the Golden code for two transmit antennas, the proposed codes have every desirable property that the Perfect codes have, except the coding gain, but importantly, have lower ML-decoding complexity. The contributions of the paper are:
1) We give a scheme to obtain rate-1, 4-group decodable codes (refer Section II for a formal definition of multi-group decodable codes) for through algebraic methods. The speciality of the obtained design is that it is amenable for extension to higher number of receive antennas, resulting in full-rate codes with reduced ML-decoding complexity for any number of receive antennas, unlike the previous constructions [28] - [30] of rate-1, 4-group decodable codes. 2) Using the rate-1, 4-group decodable codes thus constructed, we propose a scheme to obtain the generalized Silver codes, which are full-rate codes with reduced ML-decoding complexity for transmit antennas and any number of receive antennas. These codes also have the least self-interference among known comparable STBCs and allow higher mutual information with lower ML-decoding complexity than the comparable punctured Perfect codes for the case , while being information lossless for . In terms of error performance, by choosing the signal constellation carefully, the proposed codes have more or less the same performance as the corresponding punctured Perfect codes. This is shown through simulation results for four and eight transmit antenna systems. The paper is organized as follows. In Section II, we present the system model and the relevant definitions. The criteria for maximizing the mutual information with space time modulation are presented in Section III and our method to construct rate-1, 4-group decodable codes is proposed in Section IV. The scheme to extend these codes to obtain the generalized Silver codes for higher number of receive antennas is presented in Section V. Simulation results are discussed in Section VI and concluding remarks are made in Section VII. codes. They are based on maximal orders and use spherical shaping due to which the encoding and decoding complexity is extremely high. The STBCs in [25] , also designed for n < n , use the concept of restricting the number of active transmit antennas to be no larger than the number of receive antennas, and so, the mutual information analysis for these codes is very difficult. These STBCs are diversity-multiplexing gain tradeoff (DMT) optimal but are associated with a very high ML-decoding complexity. Assuming ML-decoding, the metric that is to be minimized over all possible values of codewords is given by Definition 3: (ML-Decoding complexity) The ML decoding complexity is measured in terms of the maximum number of symbols that need to be jointly decoded in minimizing the ML decoding metric.
For example, if the codeword transmits independent symbols of which a maximum of symbols need to be jointly decoded, the ML-decoding complexity is of the order of , where is the size of the signal constellation. If the code has an ML-decoding complexity of order less than , the code is said to have reduced ML-decoding complexity.
Definition 4: (Generator matrix) For any STBC that encodes real symbols (or complex information symbols), the {gen-erator} matrix is defined by [12] where is the codeword matrix, is the real information symbol vector.
A codeword matrix of an STBC can be expressed in terms of weight matrices (linear dispersion matrices) [31] as Here, , are the complex weight matrices of the STBC and should form a linearly independent set over . It follows that Due to the constraint that , we have . Choosing for all , we obtain (2) Definition 5: (Multi-group decodable STBCs) An STBC is said to be -group decodable [29] if its weight matrices can be separated into groups such that for with , we have Definition 6: (Self-interference) For an STBC given by , the self-interference matrix [13] is defined as Definition 7: (Punctured Codes) Punctured STBCs are the codes with some of the symbols of another higher rate code made zeros in order to meet the full-rate criterion.
For example, a codeword of the Perfect code for four transmit antennas [26] transmits sixteen complex symbols in four channel uses and has a rate of four complex symbols per channel use. If this code were to be used for a two receive antenna system which can only support a rate of two independent complex symbols per channel use, then, eight symbols of the Perfect code can be made zeros so that the codeword transmits eight complex symbols in four channel uses. These eight symbols correspond to two layers [26] of the Perfect code.
Equation (1) can be rewritten as (3) where , called the equivalent channel matrix is given by , with being the generator matrix as in Definition 4.
Definition 8: (Ergodic capacity)
The ergodic capacity of an MIMO channel is [32] Ergodic capacity is relevant if the delay requirement of the system is much larger than the coherence time of the channel. With the use of an STBC, the maximum mutual information achievable is [33] It is known that . If , the STBC is said to be information lossless. If the generator matrix is orthogonal (from Definition 4, this case arises only if and the STBC is full-rate, i.e., ), the STBC is information lossless.
III. RELATIONSHIP BETWEEN WEIGHT MATRICES AND THE MAXIMUM MUTUAL INFORMATION
Even though we considered the limited block length scenario for space-time coding as a standalone scheme, in a practical scenario, one would also have an outer code and coding would be done over large block lengths to go close to capacity. In such a scenario, the maximum mutual information that an STBC allows becomes an important parameter for the design of STBCs. It is preferable to use STBCs which allow mutual information as close to the channel capacity as possible. It has been shown that if the generator matrix is orthogonal, the maximum mutual information achievable with the STBC is the same as the ergodic capacity of the MIMO channel [22] , [33] . For the generator matrix to be orthogonal, a prerequisite is that the number of receive antennas should be at least equal to the number of transmit antennas. When , only the Alamouti code has been known to be information lossless for the 2 1 MIMO channel. In [23] , by using the well-known matrix identities and , an expansion of the ergodic MIMO capacity in SNR was obtained as with . The first two coefficients can easily be checked to be and . On a similar note, can also be expanded in SNR as , where (4) Let . It is straightforward to check that , where . Hence where and (2) is used in obtaining . So, using all the available power helps one to achieve the first order capacity. The second coefficient has been calculated in [8] to be (5) In [8] , it was argued that the commonly used discrete input schemes like QAM fail to achieve capacity at the third order in the expansion of the mutual information and hence, should be maximized. From (5), it is clear that to maximize , the following criteria should be satisfied.
1) Hurwitz-Radon Orthogonality: as many of should be equal to as possible, for . 2) Tracelessness:
should be traceless, for all . In fact, the first criterion, which is equivalent to minimizing the self-interference, is already clear from (4), where it can be observed that a larger number of zero entries of contributes to a lower value of the trace of . Hence, to design a good STBC with a high mutual information when , one should have as many as possible weight matrix pairs 3 satisfying Hurwitz-Radon (HR) orthogonality. We would, of course, like all the weight matrices to satisfy HR-orthogonality, but there is a limit to this number [1] , which, except for the Alamouti code, is much lesser than , the number of weight matrices of a full-rate STBC when . It can easily be checked that for the Alamouti code, . It is known that for a rate-1 code for , one cannot have 3 as a prerequisite for full-diversity, the weight matrices need to be full-ranked. all the full-ranked weight matrices mutually satisfying HR-orthogonality. For such STBCs, the minimum self-interference is achieved if the STBCs are -group decodable, with as large as possible. At present, the best known rate-1 low complexity multi-group decodable codes are the 4-group decodable codes for any number of transmit antennas [28] - [30] . These codes are not full-rate for . If one were to require a full-rate code, the codes in literature [28] - [30] are not suitable for extension to higher number of receive antennas, since their design is obtained by iterative methods. In the next section, we propose a new design methodology to obtain the weight matrices of a rate-1, 4-group decodable code by algebraic methods for transmit antennas. These codes can be extended to higher number of receive antennas to obtain full-rate STBCs with lower ML-decoding complexity and lower self-interference than the existing designs.
IV. CONSTRUCTION OF RATE-1, 4-GROUP DECODABLE CODES
We make use of the following theorem, presented in [30] , to construct rate-1, 4-group decodable codes for transmit antennas.
Theorem 1: [30] An linear dispersion code transmitting k real symbols is -group decodable if the weight matrices satisfy the following conditions: 1) .
2) .
3) .
4)
. 5) . 6) . Table I illustrates the weight matrices of a -group decodable code which satisfy the above conditions. The weight matrices in each column belong to the same group.
In order to obtain a rate-1, 4-group decodable STBC for transmit antennas, it is sufficient if we have matrices satisfying the conditions in Theorem 1. To obtain these 4 , we make use of the following lemmas.
Lemma 1: [34] If
and invertible complex matrices of size , denoted by , anticommute pairwise, then the set of products with along with forms a basis for the dimensional space of all matrices over . Proof: The proof is provided for the sake of completeness. Assume that in the set of products , along with , at most elements are linearly independent over , for some . So,
with . Noting that anticommutes with but commutes with each of , premultiplying each term of (6) From Theorem 1, to get a rate-1, 4-group decodable STBC for transmit antennas, we need 3 pairwise anticommuting, anti-Hermitian matrices which commute with a group of Hermitian, pairwise commuting matrices. Once these are identified, the other weight matrices can be easily obtained. From [3] , one can obtain pairwise anticommuting, anti-Hermitian matrices and the method to obtain these is presented here for completeness. Let and . The anti-Hermitian, pairwise anti-commuting matrices are Henceforth, , refer to the matrices obtained using the above method. For a set , define as
We choose and to be the three pairwise anticommuting, anti-Hermitian matrices (to be placed in the top row along with in Table I ). Consider the set with cardinality . Using Lemma 2 and Lemma 3, one can note that consists of pairwise commuting matrices which are Hermitian. Moreover, it is clear that each of the matrices in the set also commutes with and . Hence, with cardinality is also a set with pairwise commuting, Hermitian matrices which all commute with and . The linear independence of over is easy to see by applying Lemma 1. Hence, we have 3 pairwise anticommuting, anti-Hermitian matrices which commute with a group of Hermitian, pairwise commuting matrices. Having obtained these, the other weight matrices are always obtainable by applying the conditions in Theorem 1. To illustrate the same with an example, we consider and show how the weight matrices are obtained for the rate-1, 4-group decodable code.
A. An Example:
Let denote the six pairwise anticommuting, anti-Hermitian matrices. Choose and to be the three anticommuting matrices required for code construction. Let
The 16 weight matrices of the rate-1, 4-group decodable code for eight antennas are as shown in Table II . Each column corresponds to the weight matrices belonging to the same group. Note that the product of any two matrices in the first group is some other matrix in the same group. Similarly, it can be shown that . By applying Lemma 3, it can be seen that any product matrix , excluding , anticommutes with some other invertible product matrix from the set . Hence, from (7), we can say that every product matrix except is traceless.
From the above lemma, except identity is traceless. Hence, has an equal number of '1' s and ' ' s. In fact, because of the nature of construction of the matrices , the product matrices , for even , and the product matrix are always diagonal (easily seen from the definition of ). Hence, all the weight matrices of the first group excluding are diagonal, with the diagonal elements being . Since these diagonal matrices also commute with and , the diagonal entries are such that for every odd , if the entry is , then, the entry is also 1( , respectively). To summarize, the properties of are listed as follows:
In view of these properties where for some , and
where and . In fact, . From (11) , is a product of the sum of squares and it is minimized when only one group, say , gives a nonzero contribution. Hence where denotes the minimum value of over all possible values of . From (9) (12) We need the minimum determinant to be as high a nonzero number as possible. In this regard, let (13) and for , let
Lemma 5: as defined in (13) is an orthogonal matrix. Proof: From (13), it can be noted that the columns of are obtained from the diagonal elements of . Each element of a column of corresponds to every odd numbered diagonal element of . Denote the column of by . Applying (9), (10) , and (8) in that order where Hence, is orthogonal.
Substituting in (12), we get
So, the minimum determinant is a power of the minimum product distance in real dimensions. If , the product distance can be maximized by premultiplying with a suitable orthogonal rotation matrix given in [35] . This operation maximizes the minimum determinant and hence the coding gain. So, the real symbols of the rate-1, 4-group decodable code are encoded by grouping real symbols each into four groups and each group of symbols taking value from a unitarily rotated vector belonging to , the rotation matrix being . For four transmit antennas and for eight transmit antennas If the practically used square QAM constellation of size is used, encoding is done as follows: the complex symbols in each codeword matrix take values from the -QAM and are split into two groups, one group consisting of the real parts of the symbols and the other group consisting of the imaginary parts. Each group is further divided into two subgroups, each consisting of real symbols. So, in all, there are four groups consisting of real symbols. As used before, denoting the column vectors consisting of the symbols in a group by (the entries of take values independently from -PAM), let , where and are as explained before. Then the codeword matrix is given by Note that the above codeword matrix can also be expressed as (14) where , with being the element of . Clearly, the weight matrices , satisfy the condition for , and . Consequently, the ML-decoding complexity of the code is of the order of . This is because there are four groups consisting of real symbols each and the symbols in each group can be decoded independently from the symbols in the other groups. In decoding the symbols in the same group jointly, one needs to make a search over possibilities for the symbols, since the real and the imaginary parts of a signal point in a square -QAM have only possible values each (the real and the imaginary parts of a signal point of a square -QAM take values from a -PAM constellation). However, one need not make an exhaustive search over all the possible values for the symbols. For every possible value of the first real symbols, the last symbol is evaluated by quantization [5] . Hence, the worst-case ML-decoding complexity is of the order of only. Fig. 1 gives a comparison of the symbol error rate for the proposed STBC, the 4-group decodable STBC proposed by Yuen et al. [28] and the 4-group decodable STBC proposed by Rajan [30] , all for the 8 1 MIMO system. The plots reveal that all the STBCs have the same performance for QAM constellations. Independently, we have computed that all the three codes have the same minimum determinant for QAM constellations.
V. EXTENSION TO HIGHER NUMBER OF RECEIVE ANTENNAS
When
, a rate-1, 4-group decodable STBC is the best full-rate STBC possible in terms of ML-decoding complexity and as a result, ergodic capacity. However, when , we need more weight matrices to meet the full-rate criterion. In literature, there does not exist a 4-group decodable STBC with rate greater than 1. So, it is unlikely, though not proven, that there exists a full-rate, multi-group ML-decodable STBC with full-diversity for . So, for , we relax the requirement of multi-group decodability and simply aim for some reduction in the ML-decoding complexity and self-interference. Let . We know that if , are pairwise anticommuting, invertible matrices, then, the set is linearly independent over . Hence, the set is linearly independent over . As a result, the elements of can be used as weight matrices of a full-rate STBC for . Keeping in view that the self-interference has to be minimized, it is important to choose the weight matrices judiciously. The idea is that given a full-rate STBC for receive antennas, obtain the additional weight matrices of a full-rate STBC for receive antennas by using the weight matrices of a rate-1, 4-group decodable STBC such that after the addition of the new weight matrices, the set consisting of the weight matrices of the ratecode is linearly independent over . This is achieved as follows.
1) Obtain a rate-1, 4-group decodable STBC by using the construction detailed in Section IV. Due to the nature of the construction, the product of any two weight matrices is always some other weight matrix of the code, up to negation. Denote the set of weight matrices by . 2) From the set , choose a matrix that does not belong to and multiply it with the elements of to obtain a new set of weight matrices, denoted by . Clearly, the two sets will not have any matrix in common. To see this, let and , where is the matrix chosen to be multiplied with the elements of . Let . Hence, and belongs to , up to negation. This contradicts the fact that . So, cannot belong to . The weight matrices of form a new, rate-1, 4-group decodable STBC. This is because the ML-decoding complexity does not change by multiplying the weight matrices of a code with a unitary matrix. In this case, we have multiplied the elements of with an element of , which is a unitary matrix. Now, is the set of weight matrices of a rate-2 code with an ML-decoding complexity of the order of . This is achieved by decoding the last symbols with a complexity of the order of and then conditionally decoding the first symbols using the 4-group decodability property as explained in Section IV-B. 3) For increasing , repeat as in the second step, obtaining new rate-1, 4-group decodable codes and then appending their weight matrices to obtain a new, rate-code with an ML-decoding complexity of the order of . The new set of weight matrices is . 4) When all the elements of have been exhausted (this occurs when ), Step 3 can be continued till by choosing the matrices that are to be multiplied with the elements of from . Note from Lemma 1 that this does not spoil the linear independence of the weight matrices over . Note: In the case of the Perfect codes for transmit antennas, a layer [26] , [27] corresponds to complex symbols. In the case of the generalized Silver codes, a layer corresponds to a rate-1, 4-group decodable code encoding complex symbols. Also, the Silver code for an system refers to the STBC containing individual rate-1, 4-group decodable codes, a property due to which self-interference is greatly reduced compared with other known full-rate codes.
A. An Illustration for
For , let and be the four anticommuting, anti-Hermitian matrices obtained by the method pre-sented in [3] . Let . The rate-1, 4-group decodable code has the following eight weight matrices, with weight matrices in each column belonging to the same group:
Hence, . Now, we choose a matrix from which does not belong to . One such matrix is . Pre-multiplying all the elements of with and applying the anticommuting property, we obtain a new rate-1, 4-group decodable code whose weight matrices are as shown in the matrix at the bottom of the page.Hence, and is the set of weight matrices of the rate-2 STBC, which is full rate with an ML-decoding complexity of the order of . Now, since there are no more elements left in (neglecting negation), we can choose elements from . To construct a rate-3 code for four transmit antennas, we multiply the elements of by to obtain the set . The weight matrices of the rate-3 code constitute the set . Similarly, the weight matrices of a full-rate code for are the elements of the set , where . It is obvious that and represent the weight matrices of four individual rate-1, 4-group decodable codes, respectively.
B. Structure of the -Matrix and ML-Decoding Complexity
The popular sphere decoding [36] technique is used to perform the ML-decoding of linear dispersion STBCs utilizing lattice constellations. A QR-decomposition of , the equivalent channel matrix, is performed to obtain and the ML-decoding metric is given by where . The -matrix of the Silver code for the system has the structure
irrespective of the channel realization, where is a random nonsparse matrix whose entries depend on the channel coefficients and , with being an upper triangular matrix. The reason for this structure is that the weight matrices of the Silver code for an system are also the weight matrices of separate rate-1, 4-group decodable codes (as illustrated in Section V). As a result of the structure of , the -matrix has a large number of zeros in the upper block, and hence, compared to other existing codes, the generalized Silver codes have lower average ML-decoding complexity. The worst case ML-decoding complexity is of the order of , which is because in decoding the symbols, a search is to be made over all possible values of the last complex symbols (which requires a complexity of the order of ), while the remaining symbols can be conditionally decoded with a complexity of only, once the last symbols are fixed (a detailed explanation on conditional ML-decoding has been presented in [12] , [5] ). In simple words, to decode the Silver code, one does not need a dimensional real sphere decoder. All one requires is a dimensional real sphere decoder in conjunction with four parallel dimensional real sphere decoders. The decrease in the ML-decoding complexity is evident from the decrease in the dimension of the real sphere decoder from to .
C. Information Losslessness for
For
, the Silver code is information lossless because its normalized generator matrix (normalization is done to ensure an appropriate at each receive antenna) is orthogonal. To see this, the generator matrix for is given as where , are the weight matrices obtained as mentioned in Section V, with , where . For , we have (15) (16) where . Hence (17) Equation (16) holds because are either Hermitian or anti-Hermitian, and (17) follows from Lemma 4.
Lemma 6: Tracelessness of the self-interference matrix is equivalent to column orthogonality of the generator matrix.
Proof: Using the definition of the self-interference matrix , given in Definition 6 (18) (19) where (19) follows from (15) . From (19) , it is clear that column orthogonality of the generator matrix is equivalent to tracelessness of the self-interference matrix.
Recall that the second criterion given to maximize (given by (5)) requires that , be traceless. It is clear from Lemma 6 that for our STBCs, is traceless for .
D. The Silver Code for Two Transmit Antennas
The Silver code [8] , [9] for two antennas, which is well known for being a low complexity, full-rate, full-diversity STBC for , transmits two complex symbols per channel use. A codeword matrix of the Silver code is given as where The codeword encodes eight real symbols , each taking values independently from a regular -PAM constellation. The first four weight matrices are that of the Alamouti code, given by Note that the Alamouti code is 4-group decodable for two transmit antennas. The Silver code's next four weight matrices are obtained by multiplying the first four weight matrices by . To make the code achieve full-diversity with the highest possible coding gain, post-multiplication by is performed. It can be checked that . Effectively, the last four weight matrices of the silver code are , which also form another rate-1, 4-group decodable code. The unitary matrix is so cleverly chosen that in addition to providing full-diversity with a high coding gain, the generator matrix is orthogonal [which can be checked using (16) ], making the code information lossless for . The Silver code compares very well with the well-known Golden code in error performance, losing out only marginally in coding gain while offering lower ML-decoding complexity of the order of .
E. Achievability of Full-Diversity
The following theorem ([37, Theorem 1]) guarantees that full-diversity is possible for the generalized Silver codes with the real symbols taking values from PAM constellations, denoted by .
Theorem 2: For any given square linear design . , encoding real symbols with full-rank weight matrices , there exist , such that the STBC offers full diversity.
Since all the weight matrices of the generalized Silver code are either Hermitian or anti-Hermitian and hence full-ranked, full-diversity is achievable with the generalized Silver codes. However, finding out explicitly the values of is an open problem. For the full-rate codes for 1 receive antenna, in Section IV-B, we have identified the encoding scheme which not only provides full-diversity, but also maximizes the coding gain for PAM constellations. For the generalized Silver codes for higher number of receive antennas, each layer, corresponding to a rate-1, 4-group decodable code, is encoded as explained in IV-B. Note from (14) that this type of encoding neither reduces the number of matrix pairs satisfying Hurwitz-Radon orthogonality nor spoils the column orthogonality of the Generator matrix. In addition, we use a certain scaling factor to be multiplied with a certain subset of weight matrices to enhance the coding gain. The choice of the scaling factor is based on computer search. With the use of the scaling factor, the generalized Silver codes perform very well when compared with the punctured Perfect codes. Although we cannot mathematically prove that our codes have full-diversity with the constellation that we have used for simulation, the simulation plots seem to suggest that our codes have full-diversity, since the error performance of our codes matches that of the comparable punctured Perfect codes which have been known to have full-diversity.
VI. SIMULATION RESULTS
In all the simulation scenarios in this section, we consider the Rayleigh block fading MIMO channel.
A. 4 Tx
We consider three MIMO systems-4 2, 4 3 and 4 4 systems. The codes are constructed as illustrated in Section V-A. To enhance the performance of our code for the 4 2 system, we have multiplied the weight matrices of (as defined in Section V-A) with the scalar . This is done primarily to enhance the coding gain, which was observed to be the highest when the scalar was chosen. It is to be noted that this action does not alter the ML-decoding complexity and the column orthogonality of the generator matrix (so, the resultant weight matrices still satisfy the tracelessness criterion). Consequently, the weight matrices of the Silver code for the 4 2 system can be viewed to be from . For the 4 3 MIMO system, the weight matrices of the Silver code are from the set , while the weight matrices of the Silver code for the 4 4 system are from the set . Fig. 2 shows the plot of the maximum mutual information achievable with our codes and the punctured Perfect codes [26] for 4 2 and 4 3 systems. In both the cases, our codes allow higher mutual information than the punctured Perfect code, as was expected. Regarding error performance, we have chosen 4-QAM for our simulations and encoding is done as explained in Section IV-B. 1) 4 2 MIMO Fig. 3 shows the plots of the symbol error rate (SER) as a function of the SNR at each receive antenna for five codes-the DjABBA code [13] , the punctured Perfect code for four transmit antennas, the Silver code for the 4 2 system, the EAST code [38] and Oggier's code from crossed product Algebra with a provable NVD property [20] . Since the number of degrees of freedom of the channel is only 2, we use the Perfect code with two of its four layers punctured. Our code and the EAST code have the best performance. It is to be noted that the curves for the Silver code for the 4 2 system and the EAST code coincide. Also, the Silver code for the 4 2 system is the same as the one presented in [5] , but has been designed using a new, systematic method. The Silver code for the 4 2 system and the EAST code have an ML-decoding complexity of the order of for square QAM constellation, while the DjABBA and Oggier's code have an ML-decoding complexity of the order of and , respectively. 2) 4 3 MIMO Fig. 4 shows the plots of the SER as a function of the SNR at each receive antenna for two codes-the punctured perfect code (puncturing one of its four layers) and the Silver code for the 4 3 system. The Silver code for the 4 3 system has a marginally better performance than the punctured perfect code in the low to medium SNR range. It has an ML-decoding complexity of the order of while that of the punctured Perfect code is of the order of (this reduction from to is due to the fact that the real and the imaginary parts of the last symbol can be evaluated by quantization once the remaining symbols have been fixed). 3) 4 4 MIMO Fig. 5 shows the plots of the SER as a function of the SNR at each receive antenna for the Silver code for the 4 4 system and the Perfect code. The Silver code for the 4 4 system nearly matches the Perfect code in performance at low and medium SNR. More importantly, it has lower ML-decoding complexity of the order of , while that of the Perfect code is of the order of .
B. 8 Tx
To construct the Silver code for the 8 2 system, we first construct a rate-1, 4-group decodable STBC as described in Section IV and denote the set of obtained weight matrices by . Next we multiply the weight matrices of by to obtain a new set of weight matrices which is denoted by . The weight matrices of the Silver code for the 8 2 system are obtained from . The Silver code for the 8 3 system can be obtained by multiplying the matrices of with and appending the resulting weight matrices to the set . The rival code is the punctured perfect code for eight transmit antennas [27] . The maximum mutual information plots of the two codes are shown in Fig. 6 . As expected, our code has higher mutual information, although lower than the ergodic capacity of the corresponding MIMO channels. Fig. 7 shows the symbol error performance of the Silver code for 8 2 system and the punctured Perfect code [27] . The constellation employed is 4-QAM. Again, to enhance performance by way of increasing the coding gain, we have multiplied the weight matrices of with the scalar , as done for the codes for four transmit antennas. The simulation plot suggests that our code has full diversity. The most important aspect of our code is that it has an ML-decoding complexity of , while that of the comparable punctured Perfect code is .
VII. DISCUSSION In this paper, we proposed a scheme to obtain full-rate STBCs for transmit antennas and any number of receive antennas with the lowest ML-decoding complexity and the least self-interference among known codes. The STBCs thus obtained allow higher mutual information than existing STBCs for the case . Identifying explicit constellations which can be mathematically proven to guarantee full-diversity and a nonvanishing determinant without increasing the ML-decoding complexity is an open problem. Also, one can seek to obtain full-rate STBCs with reduced ML-decoding complexity for arbitrary number of transmit (not a power of 2) and receive antennas. These are some of the directions for future research.
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