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Abstract— Training for telerobotic systems often makes heavy
use of simulated platforms, which ensure safe operation during
the learning process. Outer space is one domain in which
such a simulated training platform would be useful, as On-
Orbit Operations (O3) can be costly, inefficient, or even
dangerous if not performed properly. In this paper, we present
a new telerobotic training simulator for the Canadarm2 on the
International Space Station (ISS), which is able to modulate
workload through the addition of confounding factors such as
latency, obstacles, and time pressure. In addition, multimodal
physiological data is collected from subjects as they perform
a task from the simulator under these different conditions. As
most current workload measures are subjective, we analyse
objective measures from the simulator and EEG data that can
provide a reliable measure. ANOVA of task data revealed which
simulator-based performance measures could predict the pres-
ence of latency and time pressure. Furthermore, EEG classifica-
tion using a Riemannian classifier and Leave-One-Subject-Out
cross-validation showed promising classification performance
and allowed for comparison of different channel configurations
and preprocessing methods. Additionally, Riemannian distance
and beta power of EEG data were investigated as potential
cross-trial and continuous workload measures.
I. INTRODUCTION
Telerobotic systems which are directly controlled by a
human operator have been utilised in many fields, from
surgery [1] to outer space [2]. One of the largest challenges
with the use of these systems is the training of novice
operators. Various simulators have been created to train
surgeons to operate the da Vinci system in different surgical
scenarios, and have shown improvements upon traditional
methods in some instances [3], [4]. The same is true for
some common tasks in outer space [5], but the currently
available simulators cannot modulate workload on demand
in order to provide different training strategies which could
translate to a broader range of tasks in outer space.
While many groups are investigating ways in which satel-
lites and their robotic components can operate autonomously
in outer space [6], teleoperation by humans, manually or in
a shared-control mode, will still have a significant role in
On-Orbit Operations (O3) and robotic control in space [7].
Currently, the most successful examples of O3 come from
the International Space Station (ISS), where the Canadarm2
[8] has taken much of the responsibility for building and
maintenance [2].
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Fig. 1. Demonstration of the Wearable technology for multi-modal signal
monitoring of human robot interaction in O3 tasks. The operator can wear
this system either in space (e.g. the ISS) or at a control station on Earth.
The Canadarm2 is a complex system, consisting of seven
degrees of freedom (DoF), which can be considered as
analogous to a human arm (Fig. 2). Three DoF near the base
act as the “shoulder” before two long links with a single
“elbow” joint between them, and three final DoF that act
as a “wrist”. Four controllable cameras are placed on the
Canadarm2 at each end-effector and on each of the long
links of the arm [2].
Aboard the ISS, the Canadarm2 is controlled with the
Robotic Workstation (RWS) software, which allows for mul-
tiple frames of resolution, control frames, and display frames
[2]. As a result, operators of the Canadarm2 must continu-
ously compare sensory feedback from multiple sources that
may be misaligned. This can lead to increased cognitive load
or degraded performance during teleoperated tasks [9]. The
visuo-spatial ability of the operator plays an important role
in safe task completion, and for this reason, astronauts are
required to complete hundreds of hours of intensive training
with virtual simulated environments [10].
In this paper, we first propose a photo-realistic simulator
for telerobotic training that modulates workload while si-
multaneously monitoring multi-modal physiological signals
as shown in Fig. 1. Within this framework, we propose an
improved control strategy for complex multi-camera robot
manipulation. Furthermore, three realistic confounding fac-
tors are introduced to influence both workload and task
performance: time-pressure, latency and obstacles.
Secondly, we define and evaluate the ability of objective
data to measure the workload added by these confounding
factors during teleoperated tasks. Measuring success and
workload in complex teleoperated tasks is non-trivial, so
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most related studies have typically used subjective measures
such as the NASA-TLX [11]. However, electroencephalo-
graphic (EEG) workload measurement during teleoperation
has also recently been explored [12]. In this work, objec-
tive measures of operator performance are derived from
the completion speed and accuracy of subtasks within the
simulator, and additional measures have been defined based
on Riemannian analysis of EEG data and compared with beta
power. We hope that insights from this work will eventually
allow for personalised modulation of the training strategy by
tweaking the confounding factors to keep users engaged, but
not overstimulated or bored.
II. CANADARM2 TRAINING SIMULATOR
A. Canadarm2 On-Orbit Assembly Task
To test the effect of confounding factors on the physi-
ological state of telerobotic operators in training, we have
developed a simulator in Unity in which users carry out the
capture and addition of a new research module to the ISS.
Photo-realistic 3D models of the ISS, research module and
Canadarm2 were jointly developed with ZooVFX Ltd. An
overview of the task can be seen in Fig. 2. The task consists
of several steps:
1) Locate the new research module close to the ISS;
2) Navigate the Canadarm2 end-effector to the grapple
fixture on the new research module for attachment;
3) Move the attached module to its new location adjacent
to the Columbus module, while avoiding obstacles;
4) Dock the module in its desired location.
B. Control Strategy
In these experiments, the Canadarm2 was controlled using
a standard Playstation controller, with each button and joy-
stick commanding the actions shown in Table I. The control
methodology was based on the pose of the currently selected
camera, with the left joystick movement causing up/down
and left/right movement of the robot’s end-effector with
respect to this camera’s coordinate frame. Likewise, using
the L2 and R2 buttons moved the end-effector into and out
of the screen for the selected camera, respectively.
The control strategy additionally considers joint control
of three distal joints of the robot, the cameras, and the end-
effector latching motion. The circle and square buttons of the
Playstation controller turned the last joint of the Canadarm2
for orientation control (roll), while the right joystick similarly
turned the yaw and pitch of the end-effector via direct control
of the two other distal joints. The yaw and pitch of the
selected camera were controlled by the D-pad. The cross
button closed the latching end-effector of the Canadarm2
around the grapple fixture on the new research module, and
the triangle button unlatched the end-effector and docked the
module to its new desired position.
Users were able to cycle through which camera was
selected by using the R1 and L1 buttons. The currently
selected camera view was highlighted with a blue rectangular
frame in the user interface. Videos from four cameras were
visible to the user during the task, which corresponded to the
TABLE I
CONTROLLER BUTTONS MAPPED TO ROBOT ACTIONS
Controller Button(s) Action Performed
L1/R1 Select active camera
D-pad Control active camera orientation
Left Joystick Move end-effector target up/down/left/rightin active camera coordinate frame
L2/R2 Move end-effector target forward/backwardin active camera coordinate frame
Cross/Triangle Connect/disconnect from grapple fixture
Square/Circle Directly control final joint of robot arm
Right Joystick Directly control 5th/6th joints of robot arm
cameras on the two long links of the robot, the end-effector,
and at the docking position. Fig. 2 shows the user interface,
including the relationship between the camera views and
their positions on the Canadarm2.
Inverse Kinematics (IK) of the robot were achieved
through iterative gradient descent using the Jacobian, which
was constructed using the Denavit–Hartenberg (DH) table of
the simulated Canadarm2. The robot continuously updated
its joint positions until its end-effector reached within a
predefined distance of its target position. Only the IK of the
first 5 links was considered, as any joints past this point were
considered to be part of the wrist and could be independently
controlled as described above. Dynamics of the robot arm
and research module were not considered in this version of
the simulator, as it was assumed that the Canadarm2 would
be able to comfortably achieve the torques necessary to move
the research module through microgravity. However, the joint
velocities of the robot were limited in order to provide more
realistic visual feedback for this type of teleoperated task.
As compared to the control strategy used aboard the ISS,
our implementation automatically couples the end-effector
control with the coordinate frame of the selected camera.
This coupling allows the user to intuitively control the robot
while watching any view of the task, rather than having
to control the robot in a coordinate frame that may be
misaligned from the most useful viewpoint. As a result, this
control strategy should reduce mental workload because the
operator will no longer have to consider multiple coordinate
frames at a time while performing a given O3 task. Addi-
tionally, this control strategy does not require the user to
select different control modes, as control of the end-effector
position, distal joints, and cameras are all included in a
single controller, and can even be carried out simultaneously.
The only selection the user has to make is which camera
coordinate frame is active.
C. Confounding Factors Affecting Space Teleoperation
1) Latency: While many O3 tasks may be performed from
a short distance away, for example by an astronaut within the
ISS to the Canadarm2, some procedures may also be carried
out over a long distance. Ground control often carries out the
setup of a Canadarm2 task to save time for the astronauts. In
these cases, ground control must cope with between 0.3 and
0.5 seconds of latency, which prevents direct teleoperation.
Latency increases with distance, so any teleoperation from
Fig. 2. The description of the task (left) and user interface (right) as shown to users before taking part in this experiment. The left part of the figure shows
the two main parts of the task to be completed: 1) Navigate the end-effector to the grapple fixture on the research module and attach (green); 2) Move
the research module adjacent to Columbus and dock it there (white). This picture also includes the “debris” obstacles as a confounding factor, labelled as
’O1’, ’O2’, and ’O3’. The locations of four cameras are also indicated with red labelled boxes, and correspond to the similarly labelled views on the right
side of the figure. The right side of the figure also shows the timer (top left corner), and scores (top right corner) for a given scenario, and the currently
selected camera (camera 4) can be seen surrounded by a blue box.
ground control to the moon (3-10 seconds) or Mars (20
minutes) would have more issues with latency. Expert users
have reported that latency significantly affects their under-
standing, performance, and efficiency during teleoperated
task completion, among other human factors [13].
In our implementation, we considered latency values of
0, 0.5, 1.0, and 1.5 seconds to determine whether different
amounts of latency had graded effects on brain function and
performance, however the simulator allows for selection of
any latency value. For a given trial, the chosen latency value
was constant throughout the trial. Latency was achieved
by only allowing the commands from the controller to
take effect once a command’s timestamp was behind the
processing time by more than the latency value. As a result,
the listed latency values are round-trip, meaning that they
are the difference in time between when the user commands
robot movement and when they see the visual feedback that
the robot has, in fact, moved. These latency values were
chosen to approximately match the round-trip latency from
Earth to the ISS, which would be 0.6-1.0 seconds if doubling
the values mentioned above. While 1.5 seconds of latency
may be unrealistic for this particular scenario, it may still be
valuable to find how higher latencies affect mental workload
during teleoperated tasks in the event that a future task needs
to be carried out from a longer distance (e.g. a similar robot
in a higher orbit).
2) Obstacles: One concern for all teleoperated tasks is
the collision of the robot with objects in the scene that are
either not in the field of view, or were accidentally hit by
the operator. Collisions with such obstacles could result in
damage to the robot or the object with which it collided.
For space robots, any damage could cause mission failure
and wasted resources, while for other tasks such as surgery,
which may need to be teleoperated into space in the future,
such collisions could result in death or injury of the patient.
In the case of the Canadarm2 operating outside of the
ISS, the main obstacles to consider would be other parts
of the ISS, but could additionally include debris that was
left in space after previous missions [14], or other relatively
small man-made or natural bodies that are orbiting in Low
Earth Orbit. To explore this idea, three asteroid-like struc-
tures were added into the simulated environment within the
workspace of the Canadarm2 to be treated as obstacles for
task completion. In the task these structures were static, but
would move in their proper physical direction if the robot
arm collided with them. The ISS and the research module
were also modelled as physical objects which could collide
with the robot arm, the asteroids, or each other. Any collision
of the robot arm or research module with these obstacles
resulted in a 100 point decrease in the user’s overall score
for that trial. As a result, these obstacles provided a means
to control the difficulty of the task. The timings of the initial
collision with the obstacles were sent via LabStreamingLayer
(LSL) and recorded for comparison between conditions and
to determine whether any changes in physiological signals
occurred at this time.
3) Time Pressure: Astronauts’ time in space is an invalu-
able resource, with longer missions being associated with
serious health effects such as muscle atrophy and effects
from radiation. For this reason and because some tasks may
have time limitations due to power requirements or other
complications, O3 should be as efficient as possible, whether
controlled from the ground or on orbit. Previous research in
surgery has shown that adding time pressure has a large effect
on the mental state of surgeons during routine laparoscopic
tasks [15]. As part of this study we investigate if similar
mental changes are seen during this simulated task.
During the experiments, a timer on the screen counted
up toward a time threshold of 4 minutes. The counting
timer turned yellow, then red in color to inform the user
that they were approaching task failure. Additionally, the
user’s score decreased by 10 points for every 10 seconds
of task performance, encouraging speed. Whenever time
pressure was added as a confounding factor, the program
automatically stopped if the user had not completed the task
in time. This often resulted in lower scores, as the final
docking of the module increased the score for a given run.
D. Performance Measures
Throughout the task, users were scored on their perfor-
mance. The task starts with the user at 300 points, which
decreased 10 points for every 10 seconds the user took to
complete the task, and additionally decreased by 100 points
with any obstacle collisions. While time is one important
factor to determine operator performance, teleoperated tasks
also require precision when the robot is interacting with
other objects. For this reason, at the robot’s initial con-
nection to the research module and the final docking to
the Columbus module, a score related to the quality of the
connection was determined and added to the users score.
The quality (Q) of the connection was calculated using
Q = 100/(dist+ 0.1) + 5000/(θdist + 5), where dist is the
Euclidean distance between the executed and ideal position
for each subtask, and θdist is the angular distance in degrees.
θdist was calculated by comparing the quaternions of the
ideal and actual attachment configurations in Unity. For
the initial grapple of the research module, the robotic end-
effector needed to come within 1 meter of the grapple fixture,
while for docking 3 meters was the distance requirement.
There was no angular requirement for either step.
III. DATA COLLECTION
A. Experimental Protocol
10 healthy subjects (2 females, 8 males) were asked to
complete three blocks of the task while wearing an EEG cap,
a PupilLabs eye-tracking system, and a physiological sensor
[16] which measured heart rate, galvanic skin response,
temperature and body movement. Ethical approval was re-
ceived (ICREC-18IC4816), and all subjects gave informed
consent. Tested subjects had varying levels of experience
with 3D simulations and teleoperation, though all could be
considered novices in each of these domains. While this may
have affected the performance of subjects relative to one
another, workload differences within a given subject should
still be detectable, so for most metrics, subject normalisation
was utilised. While all data was recorded from the subjects
during the tasks, this paper only provides in-depth analysis
of the data sensed from the EEG cap. Some subjects were
unable to complete all three blocks due to time constraints
or discomfort, so for these cases only the first two blocks
were recorded. The three blocks of the task were:
1) Familiarisation Block: Users complete the task without
any obstacles until they are able to complete the task
in under 4 minutes. Then, obstacles are added for one
run before moving onto the time pressure block.
Fig. 3. Experimental Scenario: The subject was asked to finish the
simulated teleoperation task with a hand held controller. During task
completion, physiological signals were monitored using a g.tec 32-channel
EEG cap, a Pupil Labs eye tracking system, and a flexible chest patch
acquiring ECG, GCR, skin temperature, and acceleration data. The multi-
modal data was synchronised by LSL.
2) Time Pressure Block (nine total trials): Users complete
the task in the presence of obstacles, once with time
pressure, once with 0.5 seconds of latency, and once
with neither, in a randomised order. This block was
completed three times for each subject.
3) Latency Block (six total trials): Users complete the task
with obstacles and latency. The latencies considered
were 0.5, 1.0, and 1.5 seconds, and were assigned
in a random order for each subject. This block was
completed two times for each subject, with the second
time using time pressure as an additional factor.
The signal changes during a typical run through the task
can be seen in Fig. 4, which notes several key points during
the process, including the initial grapple, a collision, a change
in control strategy, final rotation of the module, and docking
to finish the task.
B. Brain Signal Collection, Processing, and Classification
EEG signals were captured at 250 Hz through a g.tec
g.Nautilus 32-channel wet EEG cap and recorded through
Python using LSL. Before recording, the impedance of all
channels was verified to be less than 30 kΩ. All recorded
EEG data were notch filtered at 50 and 100 Hz due to
electronic noise which was noticed in the Fourier transform
of the signals.
After this, three different methods of removing two known
artifacts of eye blinks and muscular (EMG) artifacts were
explored. The first method was Independent Component
Analysis (ICA) using the MNE library [17], considering
FP1 as an EOG channel for artifacts removal. The artifacts
removed from the signal by ICA preprocessing included eye-
blinks and ECG, while also removing kurtosis and skewness.
A second method was to bandpass filter the signal between
2 and 60 Hz using an MNE infinite impulse response (IIR)
filter. A third method loosely followed the B-Alert system
[18], which has been regarded as one of the best workload
classification systems. It utilises a wavelet transform to
deconstruct a signal, evaluates and amends the signal based
on the deconstruction, then reconstructs it without the higher
Fig. 4. Multimodal sensor signals and corresponding task images from a
typical run through the simulated task. The signals from top to bottom are:
End-effector displacement, normalised EEG beta power and Riemannian
distance from the low workload class, blink and fixation frequencies, heart
rate, temperature, and skin resistance (GSR). The highlighted moments from
the task include: 1) Grapple 2) Collision 3) Changing control strategy 4)
Stop translation and start rotating the component 5) Several seconds before
the final docking.
and lower frequency components. In our implementation,
the signal was deconstructed around 6 frequency levels
corresponding to approximately 2, 4, 8, 16, 32, and 64
Hz, then reconstructed without the highest and lowest fre-
quency components. While the original authors additionally
normalised data containing eye-blinks and rejected data that
contained too much EMG noise, this was not possible for
our system. Their method for rejecting eye-blinks relied on
a large amount of training data from a similar workload
task with many subjects, while we did not have access to
such a dataset. Also, in our task muscular movement of
the fingers occurs throughout the task, so a high amount
of EMG artifacts were often present. Rejecting each of these
datapoints would result in too little data.
After preprocessing, channels were selected to reduce the
dimensionality of the input signal and ensure that the covari-
ance matrices were Symmetric and Positive Definite (SPD).
The same channels were selected for all subjects for a given
run and were evaluated experimentally. The different channel
combinations tested are shown in Fig. 6, and include central
diamond, central x, frontal, parietal, parallel, and rocket
configurations. More channel combinations were additionally
considered, but the presented configurations were the most
informative in terms of determining which regions were most
useful for improving classification performance.
Finally, classification was performed using a Riemannian
Minimum Distance to the Mean (MDM) classifier. While
this classifier has been used in other EEG classification tasks
such as motor imagery [19], [20], to the author’s knowledge
this paper is the first to explore its application to workload
detection, and more specifically added workload due to
latency. Other classifiers, such as linear DFA, were also
considered, but tended to fit only to a single class (the low
workload class) due to class imbalance. This problem is not
as prevalent in the Riemannian MDM classifier.
Different methods of data processing and classification
were evaluated using Leave-One-Subject-Out (LOSO) cross-
validation, where the data from 9 of the 10 subjects were
used as training data, and the remaining subject’s data was
used as the test dataset. Data were considered in 2 second
non-overlapping windows, and were labelled under three
separate paradigms. Under the 5-class paradigm, labels
corresponded to low workload (LW), time pressure (TP),
0.5 seconds of latency (0.5s), time pressure + 0.5 seconds
of latency (0.5s+TP), and trials with 1 or 1.5 seconds of
latency (HighLat). Under the latency paradigm, only two
classes were considered: those with any amount of added
latency, and those without. Similarly, under the time pres-
sure paradigm, the two classes considered were with and
without time pressure. For all paradigms, each time window
in a trial was given the same label, despite the fact that some
parts of these trials may induce more workload than others.
Presented F1 scores are the average of each class F1 score.
Derived from the Riemannian classifier, Riemannian dis-
tance to the LW class was also further analysed as a potential
continuous workload measure. This value was compared
to beta power, which has recently shown a positive corre-
lation with workload during teleoperation [12]. The main
consideration for our method was the Riemannian distance
between each 2s window of data and the average Riemannian
covariance matrix of the LW class, which is denoted as d0.
Our hypothesis for this metric is that with higher workload,
this distance should increase, as the data should become less
similar to the minimum amount of workload.
IV. RESULTS
A. Subject-specific Performance Measures
There was high variability in performance measured across
the 10 subjects. Final scores ranged from an average of
15.1 (Subject 1) to an average of 959.83 (Subject 3), while
average time to task completion similarly ranged from 351
seconds (Subject 8) to 151 seconds (Subject 4). With 123
total collisions, the most common was the research module
(RM) colliding with the first obstacle (O1), which occurred
55 times. The second most common was the collision of the
Canadarm2 (C2) with the body of the ISS, which occurred
29 times. Analysing the reasons for these collisions could
help us to develop feedback mechanisms which could prevent
them from occurring in a real-life scenario.
B. One-way ANOVA on Performance Measures
To examine how the simulator-defined performance
changed with the addition of each confounding factor, we
first conducted one-way Analysis of Variance (ANOVA) on
each measure xi as listed in Table II w.r.t. to each confound-
ing factor F , where F ∈{Latency, Time Pressure}. As trials
w/o Obstacles only occurred in the familiarisation block, the
comparison between w/ and w/o Obstacles introduced bias,
and thus it is not considered here. To reduce subject-specific
differences, z-score normalisation was first performed for
each subject j and each metric i, where we have xˆji =
(xji − µjx)/σjx. To perform ANOVA on a given factor F ,
the performance xi from all the samples were categorized
into two groups {w/o F, w/ F}. In this case, we define all
the experiments with 0.5, 1.0, and 1.5 seconds of latency as
belonging to the {w/ Latency} group. As there only exist
two categorical groups, the one-way ANOVA is equivalent
to a standard t-test. We repeated the experiment for each
performance measure and report the p-value results in Table
II. It can be observed that the operators tended to collide with
obstacles more often {w/ Latency}. While the operators were
under Time Pressure, they finished each O3 subtask more
quickly, as can be seen by a decrease in {Grasp time, Dock
time}.
Next, we conducted one-way ANOVA on the performance
measures with 5 workload classes, which enabled a pair-
wise evaluation of the null hypothesis between any two
groups. Here, we examined five categories of measures as
summarised in the first column of Table II, including Xeff
representing the operation efficiency, Xprec indicating the
precision of grasping and docking, Xscore, and Xcoll. Fig.
5 shows the ANOVA results of five groups on performance
measures Xeff . Compared to the low workload group, the
Xeff measures under time pressure (TP and 0.5s+TP) are
significantly decreased, indicating that the time consumed
was lower and the task was completed more quickly with
TABLE II
P-VALUE FOR SIMULATOR-DEFINED PERFORMANCE MEASURES WITH
AND WITHOUT CONFOUNDING FACTORS
Category Performance measure x Factors FLatency TP
Xeff
Grasp time: time from the start to the grasping .733 .016*↓
Dock time: time from the grasping to the docking .157 .000**↓
Xprec
Grasp distance: distance error of the grasping point .139 .285
Grasp angle: angle error of the grasping pose .943 .902
Dock distance: distance error of the docking point .675 .741
Dock angle: angle error of the docking pose .817 .386
Xscore
Grasp score: score after grasp the research module .205 .664
Dock score: score from the grasping to the docking .973 .691
Final score: overall score per trial .175 .290
Xcoll No. of collisions: collisions with obstacles per trial .016*↑ .285
**p ≤ .005, *.005 < p ≤ .05; eff - efficiency, prec - precision, coll - collision
↑, ↓ indicate the mean value changes of {w/ F} compared to {w/o F}
added time pressure. In addition, this measure was also
significantly lower for TP than for the latency groups (0.5s
& HighLat). For other measures, no statistical significance
can be found between any two workload levels, which
emphasizes the difficulties in discriminating 5-class workload
levels from performance measures.
Fig. 5. ANOVA results for pair-wise comparison of Xeff across 5 groups.
C. Riemannian EEG Workload Classification
Results of the channel selection process, as shown in Fig.
6, revealed that the most discriminative channel configu-
rations for the 5-class problem were the central diamond
and rocket configurations, which achieved cross-validation
(CV) accuracies of 0.341 and 0.348, respectively, with each
achieving a CV F1 score of approximately 0.26. As both of
these configurations made heavy use of channels near the
top and centre of the head, it seems that this region may
be the most useful for determining mental workload during
training for teleoperated tasks. Any configurations which did
not heavily utilise this region did not achieve a CV accuracy
of more than 0.252 for the 5-class problem, significantly
lower than these two configurations.
However, when considering only the 2-class problems
(with or without latency, and with or without time pressure),
the most discriminative was the parietal configuration, with
the best CV accuracy and F1 scores for both the latency and
time pressure paradigms. Interestingly, this region showed
the worst performance in the 5-class problem. The frontal
region statistically tied parietal for the best CV F1 score
in the latency paradigm, but showed the worst performance
when discriminating trials with time pressure from those
without time pressure, despite having the highest training
accuracy. In all other measures, the parietal configuration
was significantly better than all other configurations.
Using only ICA was determined to be the best prepro-
cessing method based on the average F1 score in the 5-
class paradigm. If considering only CV accuracy, including
the the 2-60 Hz bandpass filter also improved performance,
however this filter resulted in more predictions of the non-
workload class. Because this class was more prevalent, the
CV accuracy increased, but the F1 score decreased in both
the central diamond and rocket configurations. Using the
wavelet transform had mixed results, but showed generally
Fig. 6. The layout of the 32-channel EEG cap used for recording and six different channel selection configurations considered. Classification results shown
correspond to the accuracy on the training set, the LOSO cross-validation (CV) accuracy, and the LOSO CV average F1 score for a given configuration
(channel selection) and paradigm (5-class, latency, or time pressure). Bold values indicate the best score for a given metric, and stars indicate statistical
significance over all other conditions. The bottom right table explores different preprocessing techniques (ICA, bandpass filtering, wavelet transform, and
combinations of these). All results in the top table use ICA preprocessing.
poor performance when compared to only using ICA. The
only exception to this was when using only the wavelet trans-
form in the central diamond configuration. Both methods
of removing higher and lower frequencies from the signal
showed worse performance, indicating that features in this
frequency range may be indicative of high mental workload.
All statistics were determined using an unpaired t-test
between the highest value for each condition and the next
highest values, using the standard error of the mean and the
number of observations for each condition.
D. Workload Change over Trials
To further analyse the data, we investigated how workload
changed with respect to the number of trials completed for
a given subject. This can be viewed as measuring improve-
ment, as subjects that have completed more trials will have
more experience, and thus their mental workload is expected
to be lower. Another potential hypothesis would be that
as the subject performs more trials, they become fatigued,
thus reducing their capacity for mental workload. In either
respect, we expect to see that increased number of completed
trials should correspond to lower relative workload (meaning
lower beta power and Riemannian distance), while overall
scores on the simulator should increase.
From Fig. 7, we can see that subject-normalised beta
power most notably decreases within the first few trials,
indicating that there is much improved task understanding
during the “Training Block”. This difference is not clear
when considering normalised d0. However, when comparing
each metric to the simulator-defined overall score, it seemed
that the d0 followed the inverted performance of the operator
more closely than beta power. This indicates that while d0
may not measure workload as accurately as beta power,
it might be better at predicting teleoperation performance.
However, this needs to be more fully investigated.
Fig. 7. Subject-normalised beta power and d0 plotted over number of trials
completed per subject. Additionally, the value for 1 minus the normalised
Score value for each trial number is plotted. The shaded areas represent the
95% confidence intervals.
E. EEG as a Continuous Workload Measure
To investigate the reason for the low classification accura-
cies, we performed a more thorough analysis of Riemannian
distance (d0) and whether it could feasibly be used as a con-
tinuous measure for workload. In these calculations, because
of the results from Section IV-D, the familiarisation block
was removed in order to provide a balanced comparison with
beta power. Additionally, data was z-normalised, with all
data outside of each class’s 95% confidence interval removed
before being processed by ANOVA.
The results from this investigation can be seen in Fig. 8.
Here we can see several conditions which are significantly
different when considering 2-second windows, indicating
that our simulator has successfully modulated the mental
workload of subjects by adding time pressure and latency.
Excluding the HighLat condition, d0 increased approxi-
mately as expected, with the LW class showing the lowest
value and increasing with the 0.5s condition, then again
with the TP and 0.5s+TP conditions. However none of these
(a) d0 (b) Beta power
Fig. 8. ANOVA results of pair-wise comparisons on the Riemannian
distance (d0) and beta power metrics across 5 groups.
differences were statistically significant because the variance
within each class was very high. The only significant dif-
ference in d0 was a drop between the 0.5s+TP condition
to the HighLat condition. In some subjects high latency
might increase difficulty to a point that the subject disengage
from the task. In terms of beta power, however, the 0.5s+TP
condition was significantly lower in value than the LW, 0.5s,
and TP conditions, which were all very similar in normalised
value. These results reveal that while both of these measures
may indicate mental workload in some capacity, they are
likely picking up on different workload features, which must
be further investigated in the future.
V. CONCLUSIONS AND FUTURE WORK
We have proposed a human-robot-interaction framework
that modulates workload and allows for objective perfor-
mance evaluation and multi-modal bio-signal monitoring.
Intended for use during training for telerobotic On-Orbit
Operations, this framework considers factors that may be
important to these operators such as latency, time pressure,
and obstacles. We present which of our simulator-defined
objective measures of workload are efficiently modulated by
changes in each of these confounding factors, with the most
notable change being a decrease in task completion time
when time pressure was added. Riemannian EEG workload
classification allowed us to analyse different preprocessing
methods and channel selection configurations to maximise
insights into how the brain may be functioning under dif-
ferent workload conditions. We have additionally analysed
whether EEG Riemannian distance could be valuable as a
continuous workload measure and compared it to beta power.
This analysis revealed that while Riemannian distance from
the low workload class generally increased with workload
as expected, the variance between different trials is too high
for it to currently provide a reliable measure. This high
variance between trials may result from the complexity of
the task compared to tasks that are usually used for workload
measurement, and should be clarified by collecting more
subject data.
Future work should focus on combining the information
from the various sensors utilised with the framework in order
to provide reliable, real-time feedback related to workload
which could enhance training protocols. This framework can
also be used to study how feedback and semi-autonomous
robotic control can affect the workload of operators. We
additionally hope to improve the simulator by implementing
multiple types of common On-Orbit Operations, and add
realism by conferring with astronauts and other telerobotic
operators. Through these improvements, the simulator can
personalise and enhance the training of telerobotic operators
around, and outside of, the Earth.
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