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Abstract
In this thesis, we describe periodic 2D supramolecular networks using a sim-
ple polyomino model with nearest-neighbour interactions. In particular, we focus
on design rules for ordered molecular tilings, describing how the realised molecular
tiling depends on the parameters of the system, such as the interactions, molecular
shape, temperature, and defects. A major component of our analysis is in keep-
ing the interaction parameters free and exploring the polyomino system from the
perspective of the space of interaction counts.
The design principles and methods outlined in this thesis include several dif-
ferent themes, which give a complementary view on the properties of 2D supramolec-
ular networks. Within the thesis we describe our algorithm for enumerating poly-
omino patterns and identifying their symmetries, making use of group theory meth-
ods that are specific for polyomino tilings. This information is used to analyse
properties such as chirality, lowest energy states, degeneracy, and heat capacity
curves, as depending on system parameters.
The domino tilings are considered in terms of enumeration by periodicity, and
in terms of the kinetically accessible subsets of configurations. The generalisation
to polyominoes gives a wider sense in which many of the techniques can be used,
showing similarities and some differences with the domino system. A probabilistic
version of algorithm DLX is described and tested that allows us to gather sample
statistics of domino configurations for larger unit cells. Finally, fixed defects are
considered and their effect on the kinetically accessible domino subsets is elucidated.
xii
Chapter 1
Introduction
Recent experiments have seen the use of several techniques to create large ordered
regions of molecular monolayers [1–6]. Several properties of the system are impor-
tant for allowing these ordered regions to appear. Annealing of the system can be
used to allow molecules to rearrange [6]. The right kind of anisotropy and strength
of molecule-substrate and molecule-molecule bonds are needed to allow periodic pat-
terns [2, 7]. Taking Ref. [8] as an example, from which example images are shown
in Figure 1.1, the charge distribution around bromine atoms produces directional
bonds between molecules and gold provides a relatively unreactive substrate. There
can also be a subtle interplay between different factors, such as thermodynamics [9]
and kinetics [3]. Apart from ordered domains, it has been shown in experiment that
it is possible to form molecular networks which correspond to theoretically random
tilings [10]. It is important to understand the factors that determine whether large
ordered states can appear, to be able to design future experiments that are able to
create them. The resulting ordered molecular monolayer gives an extremely thin
surface with properties determined by the regular arrangement of molecules.
The general process of synthesising these 2D molecular arrays is often re-
ferred to as 2D supramolecular self-assembly. An overview of a wide range of self-
assembling systems is given in Ref. [11]. Other examples include monolayers at
near-full packing density [12] and ordered assemblies of millimetre-size polymers at
the perfluorodecalin-water interface [13], which are also possible via self-assembly.
The necessary conditions for self-assembly of a given molecular network depend
on several different factors; for example, the combination of both dynamics and
hydrogen bonding is critical for an explanation of the assembly of 1,4-substituted
benzenediamine nanostructures on gold substrate [9]. Cyclohexa-m-phenylene can
form different molecular networks, depending on whether it is adsorbed onto cop-
1
Figure 1.1: (a), (b), and (d) Scanning tunneling microscopy images for the pyrene
derivative 1,3,6,8-tetrabromopyrene adsorbed to gold. Upper and lower images show
two different patterns that can form. (c) and (e) give molecular models for (b) and
(d), respectively. Reproduced from [8].
per, silver, or gold substrates [14]. The different kinds of network are shown in
Figure 1.2.
A variety of techniques have been implemented to create and characterise
self-assembled structures, such as deposition of molecules in ultra-high vacuum con-
ditions, use of scanning tunelling microscopy to probe the structure, and the creation
of regular molecular patterns via annealing [6, 8]. Another avenue of self-assembly
research is in DNA origami, where 2D crystalline arrays of origami tiles have been
built [15], and complex nano-scale shapes have been created out of self-assembled
DNA strands [16].
Aside from space-filling tilings, several studies have explored rational de-
sign of shapes and structures from site-specific interactions, or by entropic self-
ordering [17]. This includes complexity analysis of minimal sets of building blocks [18],
the use of patchy particles to form quasicrystals [19], and self-assembly of charged
soft dumbells [20]. Self-assembly principles are also critical for the production of
many 3D structures, such as the viral capsids [21] illustrated in Figure 1.3 and
supramolecular coordination complexes [22]. However, the design of specific inter-
actions to assemble more complicated structures, say of lower symmetry, or with
particular symmetries, remains a significant challenge.
Many kinds of metal-organic frameworks have been realised in monolay-
2
Figure 1.2: Scanning tunneling microscopy images of polyphenylene networks on
copper, gold, and silver. Reproduced from [14].
c
b
Figure 1.3: (c) HIV-1 capsid, assembled from (b) hexameric and pentameric capsid
protein oligomer building blocks. Reproduced from [21].
3
Figure 1.4: Various patterns of 1,3,5-trispyridylbenzene with Cu (TPyB-Cu) metal-
organic frameworks on gold substrate, with density increasing alphabetically. Re-
produced from [23, 25].
ers [23, 24]. These frameworks make use of molecules that are linked by metallic
atoms, which gives rise to a plethora of different network structures, for example,
the TPyB-Cu networks in Figure 1.4. In this case, the metal atom can be seen
as a monomer with specific interactions. The experiment of Ref. [25] illustrates the
principle that varying the experimental conditions will allow different molecular net-
works to be realised. For this system, molecular density dictates the type of pattern
that appears.
Some of the most striking features of the self-assembled molecular monolayers
seen in experiment are the symmetries of the patterns which are formed, for example,
the cmm symmetry packing in Figure 1.5. The appearance of a particular translation
or reflection symmetry in the thermodynamically favoured configuration does not
generally have trivial dependence on the experimental parameters, for example it can
be possible to have two coexisting molecular networks with different symmetries [8].
The substrate-molecule interaction strength is important for the self-assembly
process. For example, molecular macrocycles can form monolayers on both graphite
and gold substrates. On gold substrate, it was shown that a particular macrocycle
can form an ordered network structure, whereas a similar macrocycle that bonds
more strongly to the substrate was unable to form an ordered structure because
4
Figure 1.5: Dimerised 1,3,5-tris(4-bromophenyl)benzene (TBPB) on gold substrate,
exhibiting a cmm wallpaper group. Reproduced from [12].
it was unable to undergo lateral reorganisation or adsorption-desorption [26]. The
kinetic constraint in this case meant that the resulting configuration was not the
most thermodynamically favourable. The more general problem is to find out the
degree to which kinetic constraints affect the 2D molecular network.
When the substrate-molecule interactions are weak, the molecules can rear-
range themselves more freely. Various heterocirculenes can form molecular networks
on gold, but have weak interactions with the substrate [27]. For this reason, the
molecules have few extra constraints and can form several highly symmetric pat-
terns, such as the 4-fold symmetric pattern seen in Figure 1.6. However, in this case,
the patterns are only achieved as separate islands and do not reach full monolayer
coverage.
The recent exciting experiments involving the adsorption of a single layer
of molecules onto a crystalline surface motivate our problem. It is often possible
to test out different experimental conditions [4, 10] and observe that the molecules
will assemble in different ways. However, it is more difficult to theoretically predict
what kind of structure the molecules will assemble into, given specific experimental
conditions. The resulting pattern is usually not known a priori. We would like to
propose several methods to indicate the kind of structures that are likely to assemble,
as well as other properties of the system of molecules. Furthermore, we suggest that
specific structures could in principle be designed for, by adjusting the experimental
set up. In particular, we are interested in the design of a particular pattern by
selecting the interacting units that make up the monolayer. The fundamental rules
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Figure 1.6: (c) Molecular islands of the Sulflower heterocirculene, displaying 4-fold
symmetry, along with smaller disordered molecular aggregates. (d) Structural model
of the Sulflower heterocirculene. Reproduced from [27].
that govern which pattern is produced by a single unit are called design principles.
It has been shown that changing the solvent, temperature, or molecular
unit of a supramolecular network can alter the effective intermolecular interac-
tion strength, leading to supramolecular networks with different structure, yet with
molecular units of the same shape [10]. Furthermore, it has been recently demon-
strated that large chiral domains can be formed from achiral molecules [2], as can
be seen in Figure 1.7. Since many self-assembled systems have been shown to ac-
quire useful or unusual properties, there is significant value in the rational design of
self-assembled molecular networks.
Design principles have an advantage over the trial-and-error approach; for ex-
ample, it can be predicted that 1,4,5,6-naphthalenetetracarboxylic diimide-melamine
adsorbed molecules will not assemble a honeycomb array because of the periodicity
of the underlying silver-silicon substrate [6]. This kind of reasoning can be used to
inform the choice of new experiments.
Theoretical tools can be used to describe the relevant behaviour of self-
asembled molecular systems. Molecular dynamics simulations are used for realistic
time evolution of self-assembly [28], partition functions encode the thermodynam-
ics of assembled systems [29], and investigation of assembly pathways provides new
methods to generate ordered structures [30]. Furthermore, mathematical principles
offer critical understanding, such as height functions to provide efficient compu-
tational sampling [31] and phase transition analysis to describe the temperature-
dependence of system properties [32]. However, prediction of experimental results
6
Figure 1.7: Monolayer of self-assembled 1,2,4-tri(tridecyloxy)-9,10-anthracenedione
(TTA) molecules on highly oriented pyrolytic graphite (HOPG) substrate. Chiral
domain boundaries are indicated by blue dotted lines. Reproduced from [2].
remains a challenge. Models that can be studied rigorously to predict structure and
thermodynamics lack the chemical detail needed to connect to specific experiments,
while on the other hand, the atomistic models that benefit from chemical detail are
too computationally expensive to study rigorously.
In this thesis we have chosen to focus on a class of self-assembling 2D systems
for which it is possible to enumerate low-periodicity configurations computationally.
The parameters of the Hamiltonian can be chosen after computation, allowing us to
explore the limits of the kinds of properties that can be designed for. Lattice models
are well suited to this approach, where the chemical detail becomes coarse-grained.
When molecular tilings are fully-packed, lattice models can be used effectively, since
the molecules become interlocked. The domino system is perhaps the most well
understood of all lattice packing problems [33]. In particular, the statistical me-
chanics of domino packings on the square lattice has been extensively studied since
the work of Fisher [34] and Kasteleyn [35, 36], who gave an exact expression for the
partition function of the purely entropic model (zero interaction energy) in terms of
Pfaffians, and this work was expanded by others [37, 38]. The large system limit of
the entropy per site is known, and provides the concept of interlocking entropy of
dominoes. Subsequent studies have been primarily entropic or with achiral nearest
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Figure 1.8: An illustration of a simply-connected, fully-packed region of domi-
noes, with corresponding height function overlaid. The hatcheted squares are even
squares.
neighbour aligning interactions [39, 40].
For the fully-packed domino system, there is an equivalent representation
as a height function [41, 42]. In the height representation, adjacent vertices of the
underlying square lattice are given integer values such that moving anticlockwise
around an even plaquette decreases the height by 3 when crossing a domino and
increases the height by 1 otherwise. This gives a unique representation for each
domino configuration as a set of vertex heights, apart from a constant shift to the
heights at all vertices. An example is given in Figure 1.8 for a simply-connected
region. Being simply connected means that any closed loop can be contracted to a
point. For a periodic domino configuration, the change in height has a mean value
along both vertical and horizontal directions, which we will refer to as the height
change per plaquette (a 2D vector). As viewed from the height function represen-
tation, the height change per plaquette gives the criteria for domino configurations
to be connected via flips, described in more detail in Section 3.6.
Not only have the static properties of dominoes been explored, but also
the dynamic behaviour. Domino configurations on a simply-connected region are
connected by series of domino flip moves [41], and these moves are the smallest
possible rearrangements in a fully-packed system. Therefore, domino flip moves are
a natural choice of dynamics. Furthermore, in the height function [43] representation
of domino configurations, a domino flip changes the height only at the location of
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Figure 1.9: The domino flip move, with corresponding change to the height function.
The value of the height function only changes at the centre of the domino pair being
flipped.
the flip, shown in Figure 1.9. This in fact allows the domino configurations to be
seen as elements of a distributive lattice [44]. Because of these properties, there are
algorithms that generate random domino configurations quickly [45] and exactly [46].
In the algorithm of Ref. [46], coupling from the past is used to modify a Markov
chain Monte Carlo method to produce exactly random samples.
Domino systems have yet more interesting properties. Exact values of domino
pair correlations can be written down for the large system limit, by using pertur-
bation of the Pfaffian corresponding to the partition function [47]. It is also shown
that correlations between domino orientations in the asymptotic limit decays as a
power law. In this sense, random tilings have short-range order due to full packing.
Another consequence of the full packing of domino tilings is that the system has
a strong dependence on boundary conditions. This can be seen most clearly for
the Aztec diamond, displayed in Figure 1.10, which has a frozen region of domi-
noes outside the central circle [33, 42], constituting a nonzero fraction of the whole
system. Interior boundaries are also an important feature of domino packings of
simply-connected regions, which modify the connectivity under local moves [43, 48].
For molecular monolayers, there are often intermolecular bonds that promote
ordered structures. In lattice model systems, this can be modelled by interactions
between neighbouring sites. In the case of domino systems, interesting work has
been done on attractive interactions between the long sides of two adjacent domi-
noes, which we will refer to as side-aligning interactions, shown in Figure 1.11. In
this case, there is known to be a phase transition of Kosterlitz-Thouless type [49].
Interestingly, in each phase, the domino height function has the same average gra-
dient of zero throughout the plane. But as explained in Ref. [50], the correlations
in the low-temperature regime are markedly different than in the high-temperature
regime, which can be seen in Figure 1.12. At high temperature, the dominoes are
arranged mostly randomly, in a liquid phase. In this phase, the correlations between
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Figure 1.10: Random domino tiling of the Aztec diamond of order 64. The gen-
eral form of the Aztec diamond boundary is four staircases glued together, with 2
squares at each corner. The colour of each domino is determined by the direction
of increasing height function across the domino.
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Side-aligning interaction End-aligning interaction
Figure 1.11: Two typical domino interactions, arrows signify attractive interactions
between neighbouring dominoes. For both interaction types, configurations related
by mirror symmetry are assigned equal energy.
dominoes fall off as a power law, with an exponent that varies continuously with
temperature, so that dominoes are less strongly correlated at high temperature. For
this system, a peak in the heat capacity indicates there is a phase transition. The
heat capacity peak is located at a temperature close (but not equal) to the critical
temperature, typical of a Kosterlitz-Thouless type transition [49].
The properties of molecular monolayers can depend strongly on whether
the system is above or below a phase transition. For the side-aligning domino
system below the critical temperature, the system enters a crystalline phase shown
in Figure 1.13, where the domino-domino correlations extend indefinitely. This
phenomena can be thought of in the context of the large scale behaviour of the height
function of the domino tiling, which is affected by the interactions between dominoes.
In the large scale limit, the height function approximates a continuous function, with
a corresponding action to determine the behaviour at a given temperature [49]. At
low temperature, a potential term promotes domino ordering. Conversely, at high
temperature, an entropic term dominates, causing the height function to become
rough. Indeed, in the high-temperature regime, the height fluctuations have the
same Gaussian free field property as those of the non-interacting model [51]. This
property in the interacting model has been suggested for some time, but was proved
recently [52].
Interacting domino models apart from the usual side-aligning model have also
been explored. Ref. [53] gives a version of the model where there are also attractive
interactions between the short sides of dominoes, which we denote end-aligning
interactions, illustrated in Figure 1.11. In this model, a nematic phase is possible
only when a nonzero fraction of monomers are allowed. Anisotropic models have
also been proposed [54], where dominoes have the usual side-aligning interaction,
but have different interaction strengths for vertical and horizontal dominoes. Also,
11
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Figure 1.12: Side-aligning interacting domino configuration on periodic rectangular
region of dimensions 64 by 64, at β = 2.3 (above the critical value), and β = 0.
Dominoes are shown as black rectangles, and the background colour is given by the
value of the height function at that point. Above each configuration is a zoomed-in
picture. This simulation is performed for the set of domino configurations with zero
height change per plaquette, equilibrated via domino flip moves.
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Figure 1.13: Side-aligning interacting domino configuration on a periodic rectangu-
lar region of dimensions 64 by 64, at β = 2.3. Dominoes are represented as coloured
rectangles. Each domino is coloured according to the ground state it belongs to.
There are 4 ground sates, which are degenerate as planar patterns. Since β is above
the critical value, one colour dominates.
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Figure 1.14: The 11 one-sided polyominoes with area up to 4. The polyominoes
with area 3 are called trominoes and those with area 4 are tetrominoes.
the repulsive version of the side-aligning interaction is explored, which allows for a
first-order phase transition [54]. In each of these cases, domino configurations that
are related by mirror symmetry have equal energy.
It is natural to also consider the 3D analogue of the domino system. In this
case, it is not possible to write down an analytic partition function. Therefore, some
of the results from 2D domino systems are not applicable; for example, correlations
between dominoes cannot be calculated by hand [55]. However, field variables can
be defined, and the 3D random domino packings on the cubic lattice exhibit alge-
braic correlations [55]. Side-aligning interactions between dominoes have again been
introduced, but in this case, a second order phase transition occurs, rather than a
Kosterlitz-Thouless type transition [56].
Domino packing is greatly generalised by the problem of polyomino packing.
A polyomino is a simply-connected set of squares of the square lattice, where each
square must share at least one edge with another square of the polyomino [57].
Using polyomino shapes allows us to model more general molecules, which may pack
differently than domino shapes. In this thesis, we discuss only polyominoes with area
less than 5, which are shown in Figure 1.14. However, many of the techniques will
also apply for larger polyomino shapes. We distinguish chiral polyomino pairs as
being different. This means we are considering one-sided polyominoes [17] that are
allowed to translate or rotate in the plane, but are not necessarily able to flip over.
In contrast to previous studies of polyomino fluids [17, 58], we are most interested
in the fully-packed configurations of a single polyomino type.
In random molecular networks, energetic interactions such as Van der Waals,
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Figure 1.15: The chessboard with the squares from two opposite corners removed.
This region cannot be tiled by dominoes, which can be understood by using a colour-
ing argument [57].
hydrogen bonds, or halogen bonds are sufficiently weak that the entropy of config-
urations is important, and the molecules form networks that maximise their tiling
entropy. The abstract mathematical problem of random polyomino tiling is well
known in the literature and experimentally corresponds to the high-temperature
limit of the systems we are considering. There are several techniques that can be
used to analyse the fully-packed configurations, including: generating functions [59],
transfer matrices [60], height functions [31], colouring arguments [61], tile invari-
ants [62], local moves [41], Markov chain Monte Carlo Sampling [63], coupling from
the past [46], and tile homotopy groups [64–66]. Some of these techniques have
a long history, but have been further developed more recently. For example, an
old puzzle involves the question of whether a chessboard with two opposite corner
squares removed (as in Figure 1.15) can be tiled by dominoes. The answer is no,
and can be understood using a colouring argument, making use of the fact that each
domino takes up 1 light and 1 dark square. The overall number of light and dark
squares in the region don’t match, meaning there cannot be a tiling. This is the pro-
totypical colouring argument, paving the way for more recent work on generalised
arguments and more sophisticated tools of this kind [66].
Mathematical properties of random tilings depend on the type of polyomino
being considered. For T-tetrominoes in particular, there are several known results.
Firstly, one can quickly discover by enumeration that T-tetrominoes seem to only
tile rectangles with both sides divisible by 4. The proof of this statement is non-
trivial, but was completed in Ref. [67]. Furthermore, it was recently shown that for
these tilings, a weighted partition function can be written down, which is related
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Figure 1.16: The two T-tetromino moves that allow any two configurations of a
given simply-connected region to be connected by a sequence of moves. The original
version of this figure can be found in Ref. [31].
to the Potts model [68]. Another important result is that there exists a set of 2
local moves that allow the entire set of tilings of a simply-connected region to be
connected via a sequence of local moves [31], these moves are given in Figure 1.16.
Connectivity under local moves gives an indication of how easily fully packed tilings
can be rearranged.
There is also a natural choice of local moves for straight tromino configu-
rations. In this case, moves involve 3 horizontal straight trominoes being replaced
with vertical ones, as well as the converse operation. These moves are called flips,
in analogy to the domino flip move. The straight tromino flip moves are ergodic on
simply-connected domains and have an associated height function [60]. For fully-
packed domino configurations, the height function gives all the information about
whether configurations are connected by a sequence of domino flip moves. However,
a similar result is not known for the straight trominoes. For right trominoes, there
are known to be arbitrarily large simply-connected regions that can only be tiled
by right trominoes in ways that differ everywhere on the entire region [62]. For this
reason, it is generally not possible to make a sequence of small moves to rearrange
one configuration into another. This gives a sense in which these tilings are quite
inflexible to being rearranged via local moves.
Straight rectangular polyominoes of width 1 and length greater than 7 have
several phases depending on density. In order of increasing packing density, there
is a disordered phase, then a nematic phase, then finally a disordered phase as the
system approaches full packing fraction [32]. This is one example that shows that
behaviour at high (but not fully packed) density can be qualitatively quite different
from the behaviour in the fully packed regime. Conversely, for right trominoes,
the use of transfer matrix method shows there is no observed phase transition with
density, and correlations are short-ranged [69].
Polyomino tiling has long been established as a computationally difficult
problem. It is not easy to find short-cuts in the enumeration of polyomino patterns,
except in certain special cases. Moreover, polyomino problems are computationally
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Figure 1.17: An example of a Pythagorean floor tiling. This tiling can be imagined
as a mixture of square tetrominoes and monomers.
hard for several different reasons. The question of decidability for planar polyomino
packing is a difficult problem in itself. Given a finite set of polyominoes, the prob-
lem of being able to tile the plane with them is generally undecidable [70]. Indeed,
the problem is still undecidable when the set of polyominoes is restricted to 5 [71].
However, the problem of a single polyomino tiling the plane by translations is decid-
able [72, 73]. Another positive result is that a polynomial time algorithm exists for
deciding whether a polyomino (along with its rotations and reflections) can produce
an isohedral tiling of the plane [74]. An isohedral tiling is one in which any poly-
omino can be mapped to any other polyomino using the symmetries of the tiling.
It is interesting to note that the decidability of tiling the plane with 1 polyomino
(allowing for rotations and reflections) is still an open problem. Despite the the-
oretical difficulty of this problem, many different tilings are used in physical floor
tilings with simple polyomino shapes, an example of which is shown in Figure 1.17.
Tiling a finite region with a set of tiles is NP-complete [75], and even more
specifically, tiling with the set square tromino (with all 4 rotations included) is still
an NP-complete problem [75]. For the problem of enumerating the set of all poly-
ominoes of a given area [76, 77], the number of polyominoes diverges exponentially
with the area of the polyomino, and there is no known analytic formula for this se-
quence. To obtain the entropy per area of random tilings, numerical estimates must
17
be used [59, 60], apart from special cases, such as the domino packings [35]. Im-
portantly, the number of polyomino packings within a finite region typically grows
exponentially with area [35, 59, 60], making enumeration of large regions computa-
tionally intractable.
In this thesis we will build on the concept of packed polyomino models to
represent 2D molecular tilings. We add our own analysis of polyomino patterns and
introduce new kinds of interactions. Previous polyomino models have mostly used a
single polyomino type and Markov chain Monte Carlo methods or transfer matrices
for sampling, whereas we use enumeration of low-periodicity polyomino patterns. We
will generate polyomino patterns and identify their symmetries to explore principles
for the formation of the various symmetric patterns found in experiments. The
domino model is of particular interest, which previous authors have investigated
with several kinds of interactions. We will explain design principles for a range
of interactions, which expand on previous models by allowing for interactions that
favour tilings of one handedness over the other. A large part of the existing literature
on fully-packed dominoes makes use of a height function for determining correlations
or for designing sampling algorithms. We will use the height function along with its
topological definition [43] to identify subsets of domino patterns that are connected
via molecular rearrangements.
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Chapter 2
Theory
In this chapter, we introduce the interacting polyomino model that we use through-
out the thesis to investigate the properties and design principles of 2D molecular
networks. We also explain some of the established results on symmetries, wallpa-
per groups, and translational lattices that will be important for the discussion of
polyomino symmetries later in the thesis. Finally, we introduce the concept of local
moves for the rearrangement of polyomino patterns, in particular explaining the
main ideas of the domino flip moves, relying on the work in Ref. [43] and adding an
interpretation for planar domino patterns.
2.1 Interacting Polyominoes
Molecular networks in 2D are composed of a single layer of non-overlapping molecules.
When they are packed together, each molecule creates a 2D region of excluded vol-
ume, which other molecules cannot overlap with. We model each molecule as a
simple shape that approximates the true excluded volume. Indeed, experimental re-
searchers often describe or depict molecular networks as being composed of simple
shapes, representing the molecular units [2, 10].
We use polyominoes as our simple molecular shapes. To represent a high-
density molecular network, we make use of fully-packed polyomino configurations on
the square lattice with periodic boundary conditions to mimic planar tilings. The
other natural choice of boundary condition is the rigid boundary, which polyominoes
must not cross. However, using rigid boundary conditions would introduce edge
effects [47, 78], as well as restrict the configurations to a subset belonging to only
one height change per plaquette vector [43]. For other polyomino tilings, similar
unwanted effects would occur, for example the skew tetromino does not tile any
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Figure 2.1: Example tiling of the plane by the skew tetromino. On the left is a
square unit cell with periodic boundary that can be used to tile the pattern shown
on the right. Note that here, the square unit cell is not of minimal area. A unit cell
of minimal area (known as a primitive unit cell), is shown as a dashed red rectangle.
rectangle [79] at all (even allowing for the reflected shape), but it clearly can tile
the plane, as in Figure 2.1.
Another reason to use periodic boundary conditions is that the lowest energy
configurations of the plane will often be doubly-periodic, which can be seen in large
yet finite experiments [6, 23, 80]. For 2D patterns, doubly-periodic means that
the pattern is periodic in 2 linearly independent directions. Every doubly-periodic
configuration of the plane can be represented by a configuration on a rectangular
unit cell with periodic boundary that tiles the plane to recreate the aforementioned
planar configuration. Therefore, we use periodic rectangular regions to enumerate
configurations and find periodic lowest energy states. Furthermore, by enumerating
regions of increasing size, it is possible to recreate all configurations of low periodicity
- the details of this are set out in Subsection 3.4.2.
2.1.1 Interactions
Neighbouring molecules in the monolayer can attract or repel each other via weak,
short-ranged interactions. For our model, we make use of effective interactions
between faces of neighbouring polyominoes. These effective interactions represent
weak, short-range bonds, such as Van der Waals [3], hydrogen bonds [4], or halogen
bonds [8]. The interaction strength is determined by the type of bond, the actual
distance between molecules, and the specific molecules themselves.
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By using interactions between faces of neighbouring polyominoes in our
model, the directionality and specificity of bonds can be taken into account. For-
mulating the bonds as interactions between faces in contact gives a general way to
describe interactions between neighbouring polyominoes, as the information about
the relative position and orientation of neighbouring polyominoes is encoded by the
information on which faces are in contact. Furthermore, framing the problem in
terms of interactions of faces in contact allows for simple computation of configura-
tional energy.
In this thesis, we will consider only the intermolecular interactions. We as-
sume that the interactions between molecule and substrate do not interfere with
the molecular network that arises. This would mean the substrate-molecule inter-
actions are not strongly varying with the position of the molecule on the substrate,
or those interactions are weak compared to the intermolecular interactions, or the
periodicity of the substrate and ideal molecular network happen to be commensu-
rate. Intermolecular interactions alone can provide a rich variety of behaviour [50],
and many of the experimental systems with interesting molecular networks can be
approximated in this way [8, 10, 27].
2.2 Symmetry
Group theory is necessary for understanding the spatial symmetries of crystalline
molecular networks and for analysing those symmetries. Furthermore, the topology
techniques used in chapter 8 directly require group theory concepts. For these
reasons, mathematical group theory is an important tool for the research in this
thesis. Symmetric patterns can also be aesthetically pleasing, such as the tiling
in Figure 2.2. There are many books on the subject of group theory [81], which
give the central properties of groups. In this section, we outline some points about
physical symmetry in two dimensions that will be important throughout the thesis.
2.2.1 Euclidean Symmetries
As mentioned, many experiments on 2D molecular networks exhibit ordered patterns
consisting of many molecules, with translational symmetries in both directions. This
state is crystalline because of its translational symmetry. Therefore, ordered molec-
ular tilings have crystalline structure and are invariant under a group of symmetry
operations.
To be clear, the full set of operations we would like to consider is the Eu-
clidean group in 2D. These operations are made up of combinations of translations,
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Figure 2.2: Roman mosaic with wallpaper group pg, in the Baths of Caracalla,
Rome.
rotations, and reflections that correspond to the usual notion of spatial symmetry.
The symmetries that preserve a given doubly-periodic, planar polyomino configura-
tion form a discrete subgroup of the Euclidean group.
Each element of the Euclidean group in 2D acts on all points (x, y) in the
plane as a bijective transformation, and can be written uniquely in the form(
x
y
)
→
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)(
1 0
0 −1
)n(
x
y
)
+
(
a
b
)
, (2.1)
where a,b are real numbers of any value, n is either 0 or 1, and θ is from 0 to 2pi.
The first matrix here is the rotation matrix and the second is used to introduce
reflection. The symmetry operations are typically subdivided into 4 types. These
are: rotations, translations, reflections and glide reflections. A visual explanation is
given in Figure 2.3. The formula for each are:
 Translation: n = 0, θ = 0
 Rotation: n = 0, θ 6= 0
 Reflection: n = 1, a sin(θ) = b(cos(θ)− 1)
 Glide reflection: n = 1, a sin(θ) 6= b(cos(θ)− 1)
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Figure 2.3: Visual examples of the 4 types of 2D Euclidean symmetries. The letter
R is used to demonstrate how objects are affected by the transformations.
The difference between the reflection and glide reflection is that for reflection,
the translational vector (a, b) must be perpendicular to the reflection axis; under
this condition, the reflection axis is simply shifted. For the glide reflection, there
is a translational component in the direction of the reflection axis. Therefore, glide
reflection leaves no point of the plane unmoved.
2.2.2 Symmetries On The Unit Cell
The symmetry group of a doubly-periodic polyomino pattern on the plane is defined
as the largest subgroup of the Euclidean group that preserves the polyomino pattern.
However, we generate configurations on a rectangular unit cell (i.e. rectangular
region with periodic boundary). Therefore, we must make use of a workable concept
of symmetry on the unit cell.
Tiling the unit cell across the plane gives a planar polyomino pattern. This
planar polyomino pattern has a symmetry group, as mentioned. For our config-
urations on rectangular unit cells, we will use the symmetry group of the cor-
responding planar pattern to describe the symmetry of our pattern on the unit
cell. More specifically, the action of the Euclidean group on the plane descends to
an action on the torus under the covering projection from the plane to the torus
R2 → R2/(NZ + MZ). The symmetry group of the unit cell is the image of the
symmetry group of the plane tiling under this projection.
Suppose the edges of the unit cell are translation vectors (N, 0) and (0,M).
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Figure 2.4: 9× 9 Unit cell containing right tromino tiling, where red arrows signify
unit cell translations. On the right, the unit cell is tiled, creating a pattern that is
guaranteed the unit cell translational symmetries.
These two vectors define generators of a lattice of translational symmetries that the
planar version of our polyomino pattern is guaranteed to have. An example is shown
in Figure 2.4.
In practice, applying a symmetry operation to our unit cell can be done by
first using the formula as used in Equation (2.1), then secondly by applying mod(N)
to the x component and mod(M) to the y component. In this way, the image is
wrapped around the periodic boundary at any location that it would leave the unit
cell. This is illustrated in Figure 2.5.
When a pattern on the plane is left unchanged by a Euclidean symmetry,
the corresponding pattern on the unit cell is also left unchanged. Therefore, we
have a means for understanding symmetry for configurations on the unit cell, by
comparison with the symmetry of the corresponding planar configuration.
The patterns on the N ×M unit cell must always correspond to a planar
pattern that has both translations (N, 0) and (0,M). In this sense, the dimensions of
the unit cell place a lower limit on the symmetries of any planar pattern generated
by that unit cell. By considering Euclidean symmetries with 0 ≤ a < N and
0 ≤ b < M , we will not miss out on any symmetries except those that are equivalent
to a symmetry operation that has the permitted values of a and b. Therefore, the
restricted set of symmetries (along with the unit cell dimensions) provide all the
information that could possibly be asked about the symmetry of the pattern.
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Translate pattern Wrap aroundthe boundary
Figure 2.5: Translation applied to 6×6 unit cell of right trominoes. First, the trans-
form is applied to the pattern, then the pattern is wrapped around the boundary
by using mod 9 operation on both x and y components of the part of the image
that has left the unit cell.
cm pmg pgg
Figure 2.6: Examples of wallpaper groups corresponding to 3 polyomino patterns.
2.2.3 Wallpaper Groups
The translation, rotation, and reflection symmetries of a periodic tiling of polyomi-
noes give us important information about that tiling, as mentioned in the introduc-
tion. One especially natural way to classify those symmetries is by assigning each
tiling to a wallpaper group. The wallpaper group of a 2D pattern is a classification
of the pattern by its symmetries and the way those symmetries are combined. More-
over, every doubly-periodic pattern can be assigned a wallpaper group uniquely. See
Figure 2.6 for some examples.
To classify a pattern by its wallpaper group, it is sufficient to calculate the
symmetry of the pattern as an abstract group. All patterns with isomorphic ab-
stract symmetry groups will be placed in the same category of wallpaper group [82].
When all possible doubly-periodic patterns are considered, there are 17 such distinct
abstract symmetry groups, shown in Figure 2.7.
Symmetry groups can also be considered to be equivalent as wallpaper groups
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Figure 2.7: The 17 Wallpaper groups, described by the symmetry operations within
a primitive cell. Reproduced from [83].
when they are conjugate under an element of the affine group (of which the Euclidean
group is a subgroup). This seemingly stronger condition is actually equivalent in
the case of wallpaper groups [82], meaning that the wallpaper group classification
is a very natural way to classify the symmetry of 2D patterns. Figure 2.8 gives an
idea of how polyomino configurations can be categorised as one of the 17 wallpaper
groups that were shown in Figure 2.7.
2.2.4 Chiral Symmetry
Another natural way to classify periodic polyomino patterns is by the chirality of the
polyomino pattern. As noted in Ref. [84] and in agreement with Ref. [85], a pattern
is enantiomorphic if the motif cannot be superimposed on its mirror image by a 2D
translation or rotation. This is the case when there are only orientation-preserving
operations. Making use of this definition for our polyomino patterns, we use the
term chiral for a pattern if its symmetry group contains only orientation-preserving
operations, and denote the pattern as achiral otherwise. Note that if a pattern does
not contain any mirror symmetries, it may still be achiral due to glide reflections.
The pgg T-tetromino pattern shown in Figure 2.9 gives an example of a pattern
that is achiral due to glide reflections; there is a reflection that is equivalent to a
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cm pmg pgg
Figure 2.8: Examples of 3 polyomino configurations within their primitive unit cells.
The polyomino pattern is shown by light purple lines. Dashed lines correspond to
glide reflections, diamonds are points of 2-fold rotational symmetry, and doubled
solid lines are reflection axes. For the cm pattern, black lines denote the primitive
cell boundary and the dashed lines with further spaced dashes give the centred cell.
These 3 polyomino patterns correspond to the 3 patterns shown in Figure 2.6.
Figure 2.9: Example T-tetromino tiling in 4× 4 unit cell with wallpaper group pgg.
Here it is shown that a reflection (dotted line) and a 2-fold rotation (around the
green circle) both map this pattern to the same new pattern, indicating that the
pattern is achiral. The starting pattern is shown on the outsides, and the step with
the grey square shows the pattern being wrapped around the unit cell.
rotation, but the pattern has no reflection symmetries.
In terms of wallpaper groups, this classification of chiral patterns is simple.
The wallpaper groups p1, p2, p3, p4, p6 correspond to chiral patterns and the
wallpaper groups pm, pg, cm, pmm, pmg, pgg, cmm, p4m, p4g, p3m1, p31m,
and p6m correspond to achiral patterns. Another point about chirality is that a
pattern consisting of polyominoes of only one chirality must be chiral. To see this,
suppose we denote all polyominoes in the pattern as right-handed. No orientation-
reversing transformation can preserve the pattern because it maps each polyomino to
a left-handed polyomino, but there were no left-handed polyominoes in the original
pattern. Therefore, the pattern must be chiral.
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2.2.5 The Lattice Of Translational Symmetries
An important aspect of doubly-periodic patterns is the translational symmetry,
which can also be called a lattice. The symmetry group of a doubly-periodic pattern
contains the pure translational symmetries as a normal subgroup. Consequently, the
symmetry group of any periodic polyomino pattern is a semidirect product between
the translational symmetries and another group, called the point group, which is a
discrete subgroup of the orthogonal group, generated by either 2-fold, 3-fold, 4-fold,
or 6-fold rotations, and possibly a reflection. The choice of the semidirect product
allows for 18 different ways to combine the translational symmetries with the point
groups. After identifying groups that are isomorphic, this results in the 17 wallpaper
groups [86].
To express the translational symmetries in a simple form, it is possible to use
two translation vectors that generate the lattice in question. Denote two generating
vectors as (ux, uy) and (vx, vy). The full group of translational elements is given
by α(ux, uy) + β(vx, vy) where α and β are integers. However, we can choose other
generating vectors for the same translational lattice by using a transformation matrix
of the form (
u′x u′y
v′x v′y
)
=
(
a b
c d
)(
ux uy
vx vy
)
, (2.2)
where a,b,c, and d are all integers. Similar to changing basis in the real numbers,
the transformation matrix must be invertible. The key is that for a matrix to be
invertible in the integers, the matrix must be unimodular [87]. Figure 2.10 gives
an example of two basis pairs that generate the same translational lattice; the two
bases are related by (
0 3
−2 −1
)
=
(
−2 1
1 −1
)(
2 −2
4 −1
)
. (2.3)
Furthermore, since the transformation matrix must have determinant ±1, the mag-
nitude of the cross product of the basis vectors equals the same value for any choice
of basis. In other words, the area of the primitive cell does not depend on the basis
choice.
If we consider the wider class of integer transformation matrices with deter-
minant nonzero (but not necessarily ±1), we obtain the set of transformations from
a lattice to one of its sublattices. A sublattice is simply a subgroup of the trans-
lational symmetry group that had defined the original lattice. An example lattice
and sublattice is shown in Figure 2.11, corresponding to the equation
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Figure 2.10: Lattice with two different pairs of generating translations shown by
arrows. The primitive cell for each is also shown as a grey region. Note the area of
each region is the same.
(
2 1
0 2
)
=
(
1 1
0 2
)(
2 0
0 1
)
. (2.4)
The sublattice concept is quite important for understanding the structure of the
lattice. However, as explained above, for every lattice (or sublattice) there is more
than one choice for the basis vectors. It is important to be able to consider each of
the sublattices exactly once. Therefore, it is best to use a canonical choice so that
there is exactly one canonical basis choice for each sublattice. This can be done
by using Hermite normal form. Intuitively, Hermite normal form assigns one of the
basis vectors only one nonzero component, and the other basis vector takes position
in the first octant of the plane. The basis vectors of Figure 2.11 are in Hermite
normal form. To be specific, the Hermite normal form used in this thesis is given
by an integer matrix (
γ α
0 β
)
, (2.5)
where γ and β are both greater than zero, and 0 ≤ α < β. The Hermite normal
form can be seen to be analogous to the row reduced echelon form for matrices with
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Figure 2.11: Translational lattice shown as black dots, with sublattice shown as blue
circles. The dark arrows give a Hermite normal basis for the lattice, and the orange
arrows give a Hermite normal basis for the sublattice.
real numbers. This means that any matrix representation of a sublattice can be
transformed into Hermite normal form in a straightforward way, providing a useful
way to represent translational sublattices uniquely.
2.3 Molecular Rearrangement
To model the problem of molecules that can rearrange after being initially adsorbed,
we endow fully-packed polyomino systems with a dynamic moveset consisting of
moves that involve rearranging a finite number of polyominoes. We will call these
moves local. In the extreme case, molecules become completely fixed as soon as they
bond to the substrate, leading to a configuration which is usually not fully-packed,
nor ordered. If the molecules are extremely mobile while in the process of becoming
adsorbed to the substrate, we can imagine the system is able to sample from the
entire space of all possible molecular configurations.
However, in the intermediate case, desorption-adsorption events will only in-
volve a few molecules at the same time. This corresponds to molecules that prefer
to be adsorbed to the substrate, but can desorb and adsorb again, in a different
orientation. A sequence of these local moves leads to a rearrangement of the poly-
omino tiling. The domino system gives the best example, since a natural set of local
moves has been well explored in the literature. As mentioned in Chapter 1, domino
pair flips give a natural moveset for fully-packed domino tilings.
Another kind of dynamics that has been considered in the literature are worm
moves [50]. Worm moves involve taking out one domino, transforming it into two
square vacancies and allowing one vacancy to diffuse until it recombines with the
other vacancy, being filled again by a domino. This causes all the dominoes along
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dominoflip wormmove
Figure 2.12: The smallest worm move, shown to be equivalent to a domino flip move.
Dominoes are depicted as dark rectangles, and vacancies as light squares.
the path of the vacancy to be shifted. The domino flip move corresponds to a worm
move where the vacancy only takes one step, shifting only a single pair of dominoes,
as can be seen in Figure 2.12. The domino pair flip move can also be thought of as
the smallest possible non-trivial monomer creation-annihilation event. A molecule
is desorbed, an adjacent aligned molecule shifts to take up one of its plaquettes, then
the two remaining empty plaquettes are filled by the adsorption of a new molecule.
As detailed in Ref. [50], the length of these worm moves becomes suppressed at low
temperatures, when considering domino-aligning interactions. When the periodic
ground state is approached, the length of worm moves decreases, so that effective
domino flip moves occur more frequently. Since we are investigating the ordered
domino configurations, this suggests domino flip moves are a reasonable choice.
2.3.1 Domino Pair Flips
Any two domino configurations of a simply-connected region are connected by a
sequence of domino pair flips. This moveset includes only two different moves; two
aligned horizontal dominoes are rotated to become a vertical pair of aligned domi-
noes, and vice versa, as illustrated previously in Figure 1.9. Since this moveset is
sufficient to rearrange any simply-connected region and our domino configuration
is fully-packed on the plane, any local move can be reproduced by a sequence of
domino flip moves. An example is shown in Figure 2.13. Furthermore, the two
domino flip moves are the only rearrangements involving the fewest possible num-
ber of dominoes, which makes it a good candidate for the case mentioned where
desorption-adsorption events only involve a small number of molecules at a time.
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4-move
flip flip flip
Figure 2.13: A local move that rearranges 4 dominoes simultaneously is shown, with
a sequence of domino flip moves that achieves the same rearrangement.
Fully-packed domino configurations on a simply-connected region are con-
nected to each other by sequences of domino flip moves, as mentioned already. To
expand on this idea, consider the network defined such that each configuration is
a node and edges exist between nodes when the corresponding configurations differ
by a single flip move. We will refer to this network as the connectivity network. For
a simply-connected region, there is only one connected component in the connec-
tivity network; therefore, all configurations are accessible by starting from any one
configuration, then applying domino flip moves.
However, the type of regions we use for domino packing are rectangles with
periodic boundary, which have the topology of a torus, meaning they are not simply-
connected. In this more general setting, some configurations are not connected
by a sequence of domino flip moves. In other words, the connectivity network for
domino configurations will have multiple connected components, instead of just one.
Thankfully, a description of the connected components has been set out in Ref. [43],
using topological techniques. A similar solution is not known for the more general
polyomino packing problems, but we will make use of this specific tool for domino
systems throughout this thesis.
2.3.2 Connectivity By Homology
Here we explain the method to determine whether domino configurations are con-
nected by domino flip moves, or not, as detailed by N.C. Saldanha [43]. For the sake
of simplicity, we will consider only rectangular regions of even-even dimension on
which the dominoes are to be packed. It was explained by Kasteleyn [36] that two
domino configurations ((a) and (b) of Figure 2.14) can be used to define a transi-
tion graph that contains double bonds and cycles (shown in Figure 2.14(c)), where
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Figure 2.14: (a) and (b) Show two domino configurations (drawn as dimers), and
(c) gives the corresponding transition graph, created by overlaying the two configu-
rations. Reproduced from [36].
shifting dominoes along each of these cycles takes you from one configuration to
the other. In this case, it is better to illustrate the dominoes as dimers, which we
take to be edges joining the centres of the two plaquettes that define a domino, as
described in Figure 2.15(b) and (c).
It is also possible to give an orientation to the cycles of the transition graph
by orienting the dimers of the first configuration from dark to light squares of a su-
perposed checkerboard, orienting the dimers of the second configuration oppositely,
and then adding the two together. This gives an object that we will refer to as
the oriented transition graph. An example is shown in Figure 2.16, where it is clear
that the double bonds do not remain because they cancel out. This example visually
suggests there might be a useful way to frame the problem of domino configuration
connectivity in terms of homology, and indeed this is the method we will set out
here, that was originally described in Ref. [43].
The oriented transition graph is a collection of 1-dimensional cells of the CW
complex illustrated in Figure 2.15. Any such collection is known as a 1-chain and
the set of 1-chains forms the 1-dimensional chain group (C1). Similar collections
of 0-cells and 2-cells are called 0-chains (C0) and 2-chains (C2), respectively. The
boundary map associates any chain to its boundary, which is a chain of one di-
mension lower. Examples are shown in Figure 2.17. Overall, the chain groups and
boundary maps define the chain complex containing the homological information
about the problem.
Crucially, the domino pair flip moves can also be incorporated into the chain
complex. Figure 2.18 shows two configurations that differ by a single flip move, and
the corresponding oriented transition graph. In the oriented transition graph, it is
clear that the domino flip move is the image of a 2-dimensional cell, possibly with
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1-DCell
2-DCell0-DCell
(a)
(b) (c)
Figure 2.15: (a) Using a dimer representation, the dimers can be seen to correspond
to 1-dimensional cells of a CW Complex, which is dual to the original square lat-
tice that the dominoes reside on. Dimer (b) and Domino (c) representations are
compared.
Figure 2.16: Two example configurations are shown, with dimers oriented from dark
to light squares. Beneath is shown the oriented transition graph formed by the first
configuration minus the second.
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Figure 2.17: Example cells of the dimer CW Complex are shown, with the operation
of the boundary map that acts on them. For each cell, the corresponding chain group
(C0, C1, or C2) is listed alongside.
Figure 2.18: Two configurations related by a single domino pair flip move. The
oriented transition graph obtained by taking the difference of the two configurations
is also shown.
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opposite orientation. So, the oriented transition graph in that case lies in Im(∂2).
Moreover, we can say more than this, since the oriented transition graph of any
two configurations connected by a sequence of domino flips must also be contained
within Im(∂2). An example of this can be seen in Figure 2.19, which shows two
configurations that are connected by domino flip moves.
If the oriented transition graph is not in Im(∂2), the two configurations cannot
be connected by any sequence of domino flips. An example of this is shown in
Figure 2.20. Furthermore, the oriented transition graph is always an element of
ker(∂1), since it is made up of closed loops only. Therefore, by choosing one reference
configuration to define an oriented transition graph for all other configurations, the
quotient group H1 = ker(∂1)/ Im(∂2) gives an equivalence relation between domino
configurations. The exact form of each of the oriented transition graphs depends
on the reference configuration, but the equivalence relation does not depend on
the reference. Configurations in different equivalence classes cannot possibly be
connected by a sequence of domino flip moves. Furthermore, H1 is the homology
group of our chain complex, so the equivalence classes are in fact homology classes.
2.3.3 Ladder Configurations
Domino configurations being in the same homology class is a necessary condition for
being connected by a sequence of domino flips, but it is not sufficient. However, there
is only one small extra condition that is required, which was proven in Ref. [43]. The
condition is that the configurations being compared contain no ladders, which are
diagonals covered by dominoes of only one orientation. For rectangular regions with
periodic boundary, any configuration containing ladders must be completely covered
by ladders and there are no domino pairs that could be flipped. We call this kind of
domino configuration a ladder configuration. The set of ladder configurations can
be easily enumerated, as each diagonal must contain dominoes in 1 of 2 orientations.
An example configuration is shown in Figure 2.21.
Excluding ladder configurations, the set of configurations in the same homol-
ogy class are exactly the set of configurations for which there exists a sequence of
domino flip moves connecting them. The connectivity network of domino configura-
tions is therefore made up of connected components containing all configurations of
the same homology class, except the ladder configurations, which each exist in their
own connected component, since there is no domino flip move connecting them. In
the rest of this thesis, when mentioning domino configurations in the same homol-
ogy class we will implicitly be excluding the ladder configurations, unless stated
explicitly. This is conceptually easy to do, as ladder configurations are never in the
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Figure 2.19: (a),(b) Two example domino configurations that are connected by
domino flip moves, with (d) the oriented transition graph (an element of C1) created
by (a) minus (b). Moreover, (c) is an element of C2, the image of which gives (d).
↺↺
↺↺
↺ ↺
(a) (b)
(c) (d)
Figure 2.20: (a),(b) Show two domino configurations that are not connected by
domino pair flip moves. (d) Is the corresponding oriented transition graph. (c)
Shows that it is impossible to orient 2-dimensional cells (i.e. create an element of
C2) that map to the oriented transition graph.
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Figure 2.21: An example domino configuration made of ladders. Coloured circles in-
dicate each of the ladders, which consist of a diagonal repeating pattern of dominoes
in the same orientation.
same homology class as non-ladder configurations.
2.3.4 Connectivity Of Periodic Planar Domino Configurations
The reasons for choosing domino pair flips for defining the connectivity of config-
urations on a rectangular periodic region have already been explained: they are
the smallest possible moves for fully-packed domino configurations, a sequence of
domino flips can reproduce any other small movesets, and they are equivalent to the
smallest worm moves. However, the connectivity by domino pair flips is also useful
when considering periodic domino configurations on the plane. When considering
the rectangular cell as being a unit cell that tiles to create a doubly-periodic domino
configuration on the plane, the same connectivity criteria gives a condition for pe-
riodic patterns to be connected by a sequence of many small rearrangements that
can be made at various parts of the plane to convert each part from one domino
pattern to the other.
For any two periodic domino tilings of the plane, it is possible to calculate
their homology class on some rectangular unit cell with periodic boundary conditions
(even though this region may be larger than the area of the primitive cell of either of
the two configurations). In practice, we will generate the configurations on two unit
cells (possibly of different dimensions), then reproduce them both on a supercell
commensurate with the dimensions of the two unit cells originally considered. This
concept can be seen in Figure 2.22. In this way, when we are considering periodic
ground states, our concept of connectivity by domino flips is not restricted to domino
configurations that are generated on a particular unit cell with periodic boundary.
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(a)
(b)
(c)
Figure 2.22: (a),(b) Two domino configurations, with representations on a larger
unit cell that is commensurate with both of the original cells. (c) The oriented
transition graph for the two configurations on the larger unit cell.
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Consider a doubly-periodic domino configuration constructed on a unit cell,
and tile the plane with it, to get the corresponding planar domino tiling. A rear-
rangement on the unit cell that corresponds to a sequence of domino flips can be
performed on a small region of the plane, leaving the rest unchanged. However, a
rearrangement on the unit cell that is inequivalent to a sequence of domino flips
corresponds to a rearrangement on the plane that must involve a macroscopic num-
ber of dominoes. Figure 2.23 and Figure 2.24 give two examples for this concept.
In Figure 2.23, there is no change in the homology class, and it is possible to make
a transition on a small region of the plane, whereas this is not true in Figure 2.24,
where the homology class changes. So, for the unit cell domino configurations with
equal homology class, it would be possible to convert from one to the other planar
configurations by small rearrangements at various parts of the plane independently.
Indeed, this could be done by many small sequences of domino flips. Conversely,
when the two unit cell domino configurations are in different homology classes, only
a rearrangement involving a very large number of dominoes can be used to convert
between the two configurations, which is very unlikely, as it would require a large
number of molecules to desorb simultaneously.
Instead of making a macroscopic move, it would be possible to convert one
region of the plane from one planar domino configuration to the other. However,
when the two configurations are in different homology classes, this will inevitably
disrupt other parts of the plane. This is illustrated in Figure 2.25, where the pla-
nar version of the configuration from Figure 2.20(b) is being converted into the
homology-inequivalent configuration of the planar version of Figure 2.20(a). The
conversion is successful at the centre of the plane, but causes a surrounding region
to become even more dissimilar. We would like to have a concept of connectivity
where planar configurations are only considered connected when it is possible to
convert all parts of the plane from one configuration to the other, independently.
This motivates us to use the homology sense of connectivity. Furthermore, it is
relatively easy to calculate homology classes, which we will explain in Section 3.6,
so this concept of connectivity is also practical to use.
40
Figure 2.23: Two domino configurations on a 4 × 4 unit cell are shown, with their
oriented transition graph, which is in the trivial homology class. In the correspond-
ing planar tiling, it is possible to convert a finite region (highlighted in red) from
one planar tiling into the other.
Figure 2.24: Two domino configurations on a 4 × 4 unit cell are shown, with their
oriented transition graph, which is in a non-trivial homology class. In the corre-
sponding planar tiling, a macroscopic region (highlighted in red) must be converted,
to be able to make the kind of transition shown in the 4× 4 unit cells.
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Figure 2.25: The initial configuration is shown in the top-left, and the oriented
transition graph with respect to the configuration of Figure 2.20(a) is shown in the
top-right. In the lower images, the center of the configuration has been converted
into the all-aligned domino configuration of Figure 2.20(a) by using domino flip
moves. However, since the configurations of Figure 2.20(a) and Figure 2.20(b) are in
different homology classes, this inevitably causes the surrounding region to become
even further from the all-aligned configuration. This can be seen topologically, as
the loops of the oriented transition graph are simply being moved away from the
origin, and becoming more tightly bunched in the surrounding region.
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Chapter 3
Pattern Enumeration And
Symmetry Finding
For the computational enumeration and analysis of polyomino tilings, we have im-
plemented several algorithms and devised methods of our own to further this aim.
In this chapter, we describe these algorithms and methods, which are important for
understanding the results in the ensuing chapters.
An important part of our methodology is the enumeration of polyomino
patterns. We make use of algorithm DLX from Ref. [88] to create an algorithm for
enumerating patterns of general polyomino shapes. Then we outline our method
for counting generated polyomino patterns so that equivalence as planar patterns is
taken into account.
In Section 3.3 and Section 3.4, we describe our implementation of a symmetry-
finding algorithm for polyomino configurations. This has two parts: Firstly, the main
algorithm for calculating the primitive unit cell and wallpaper group. Secondly, a
fast algorithm based on group theory principles that is used before the main algo-
rithm to determine whether there are any nontrivial symmetries that need to be
identified. In both parts, the algorithms benefit from a simplification of the group
of possible symmetries that must be considered, by making the algorithm specific
to the problem of polyomino configurations. Finally, we give detail on our specific
model of interactions, use packing constraints to reduce the effective dimension of
the interaction parameters, and describe the calculation for ascertaining homology
classes.
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3.1 Enumeration Algorithm
To be able to analyse molecular networks, we enumerate fully-packed polyomino
tilings within a rectangular unit cell with periodic boundary. When referring to
unit cells, we use the more general meaning, of a region that can be tiled to fill the
plane with a given pattern. We use the term primitive unit cell for any unit cell
of minimal area. In this thesis, we restrict to just one type of polyomino within
a configuration, e.g. the right tromino and no other types. It is equally possible
to use a mixture of polyomino types, although this requires greater computational
resources.
The first point to this method is being able to enumerate periodic patterns
with low periodicity, and thus search for the set of possible ground states. Secondly,
for larger unit cells it is possible to generate an ensemble of the random tilings that
appear when interactions are sufficiently weak that entropic forces dominate the
energetic interactions.
We are interested in the investigation of several different polyomino shapes;
therefore, the algorithm we use is suited to the general polyomino problem. Con-
sidering the general fully-packed polyomino tiling problem, each square of our un-
derlying square lattice must be covered by a polyomino square exactly once so that
polyominoes are not overlapping, and there are no gaps left over. An exception is
made in Chapter 8, where we introduce fixed defects. A polyomino with a given
position and orientation will cover a specific collection of squares. Therefore, if we
let each square of the grid be an element, the polyominoes (with a specified position
and orientation) correspond to subsets of the set of squares. To find a valid full-
packed polyomino configuration, it is necessary to find a non-intersecting collection
of subsets that together cover the entire set.
The allowed subsets are given by the polyominoes under consideration, at
each possible position and orientation, as shown in Figure 3.1. If the size of the re-
gion is NM , the number of subsets to be specified is twice or four times this number,
depending on how many different rotations the polyomino has. Therefore, the num-
ber of allowed subsets for the algorithm grows linearly with the number of elements.
This seems fairly reasonable in terms of computation, but the computational effort
is due to the number of ways in which these subsets can be chosen. Typically, the
number of solutions grows exponentially with the number of elements. For example,
with dominoes, the entropy per domino is comparable to the entropy per domino
without the constraint that dominoes do not overlap [35].
When put in the above terms, the enumeration of fully-packed polyomino
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Figure 3.1: On the left, each square is an element of the set of 36 squares and is
labelled by a number. On the right, 3 subsets are shown, each containing 3 elements.
Also on the left, it can be seen that two of the subsets are overlapping, since they
have elements in common (shown in brown).
configurations becomes the problem of enumerating all possible solutions of an exact
cover problem. To solve an exact cover problem, it is possible to think of the problem
abstractly. Create a matrix of ones and zeroes, with rows corresponding to the
permitted subsets and columns corresponding to the elements. For each row, there
must be a nonzero element in each column corresponding to an element covered by
that subset. With this picture in mind, an exact cover is given by a selection of
rows such that each column contains exactly one nonzero element, since this gives
a collection of non-intersecting subsets that covers all elements. Figure 3.2 provides
an example of this abstract matrix for right trominoes, packed in a 3 × 2 cell with
rigid boundary.
Thankfully, there already exists an algorithm that solves the exact cover
problem fairly efficiently (although, this efficiency is limited by the fact that finding
an exact cover is an NP-complete problem [89]). The algorithm DLX [88] described
by Donald Knuth is a depth-first algorithm that enumerates all solutions to an exact
cover problem. The depth-first nature of algorithm DLX means that the algorithm
can be pictured in Figure 3.3, as travelling through a search tree of partially com-
pleted solutions. The algorithm iteratively selects from the remaining subsets that
do not intersect with those already used, to add subsets to a partial solution. When
the algorithm cannot continue any further, it backtracks until it can continue again
along a different search branch. Note that in the abstract matrix representation of
the exact cover problem, this means the algorithm selects rows from the matrix to
include in a partial solution matrix such that each column of the partial solution
matrix is full of zeroes, except for a single element.
45
1 2 3654
1 2 3 4 5 6bcefgh
1 1 11 1 11 1 11 1 11 1 1
00
0
0
0 0
0
0 0
0
000 00 0 0000
ad 1 1 10 1 10 00 00 10
614 25 3ad 1 1 10 1 10 00 00 11 2 3 4 5 6
1 24
5 32
4 52 1 25
65 3 2 36 52 6
14 5
a
b
c
d
e
f
g
h
a
d
Figure 3.2: In the upper-left, a 3 × 2 unit cell is shown. This unit cell is to be
tiled with rigid boundary by right trominoes, all possible placements shown in the
upper-right. There are 8 possible placements, corresponding to letters a-h, and 6
squares to be covered; therefore, a 6×8 matrix of ones and zeroes is used to represent
the abstract exact cover problem. In the lower-right, an example solution is shown,
using the right trominoes labelled a and d. Note that the resulting matrix has rows
from a and d, and contains exactly a single 1 per column.
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Figure 3.3: Illustration of a depth-first algorithm for right tromino packing of a 6×6
region with periodic boundary. In the upper branch, the algorithm cannot continue
further, since there is a space that cannot be filled by another right tromino, so the
algorithm backtracks and chooses a different branch to continue. Previously placed
right trominoes are shown in grey and newly placed right trominoes are shown in
colour.
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For our problem, algorithm DLX uses our defined set of allowed polyominoes
to enumerate all the possible polyomino configurations via depth-first search. In a
naive implementation of a depth-first algorithm, it would be necessary to save the
current and previous states, or keep some kind of record of which polyomino was
placed and at what stage of the algorithm. The strength of algorithm DLX is that
this is taken care of automatically, without any extra use of memory to keep this
information, which also saves on computational time. Algorithm DLX achieves this
by using pointers to set up dynamically linked lists. The network structure of these
pointers contains the information about the current state of the algorithm. Data
variables do not need to be directly updated. The real beauty of the algorithm
is seen when going back up a step in the depth-first algorithm. This is done by
rejoining pointers to a data element which was previously skipped over. This is the
part that saves a great amount of time compared to a naive implementation, since
no extra data structures are required to be able to make this reverse step.
Our implementation of algorithm DLX is used to enumerate polyomino con-
figurations on a unit cell with periodic boundary conditions. By viewing the unit cell
as tiling the plane, our motivation is to identify ground state energy configurations,
under quite general nearest-neighbour interactions. Algorithm DLX gives an effi-
cient way to enumerate low periodicity polyomino patterns. This has an advantage
over sampling from polyomino patterns, since sampling can miss out possible low
energy states. Furthermore, Markov chain Monte Carlo methods with Boltzmann
acceptance rates can suffer at full packing, for example the Markov chain involving
worm moves of fully-packed domino configurations, as described in Ref. [53]. By
surveying lowest energy states using algorithm DLX, we can identify the kinds of
ground states that might be possible in experiment.
The other reason for enumerating polyomino configurations on unit cells is to
get an ensemble that can approximate the large unit cell limit statistics of random
polyomino tilings. However, since algorithm DLX enumerates all configurations, this
method is not great for sampling configurations on large domains (or, equivalently,
with large primitive cell area), simply because there are so many to enumerate. For
a given unit cell, algorithm DLX is used either to enumerate all configurations, or
to prove that at least one configuration exists. However, In chapter 7, we describe
a modification to algorithm DLX that allows for random sampling of polyomino
configurations.
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Figure 3.4: Two domino configurations on a 2×2 unit cell. When drawn as edges, it
is clear that they are two different configurations, but when drawn as squares with
colour corresponding to the domino they belong to, the two configurations become
indistinguishable.
3.1.1 Polyomino Representation As Points On Periodic Grids
We have explained here that algorithm DLX can be put into practice by considering
the squares of our grid as elements and the polyominoes as subsets comprising several
elements. However, for our implementation of algorithm DLX, we use points along
the edges of the polyominoes to represent the configuration. This is for two reasons.
Firstly, when polyominoes are allowed to wrap around the unit cell boundary, several
different polyomino configurations become indistinguishable when representing them
purely as collections of squares, since the edges of the polyomino are important, as
shown in Figure 3.4. Secondly, our symmetry finding algorithm works by using
points as input, so by using points directly in algorithm DLX, we can avoid the
step of converting polyominoes as represented by their squares, into polyominoes as
represented by points along their edges.
To represent polyominoes by the points along their edges, we use a grid
twice as fine as the square grid that the polyominoes actually lie on. We call this
the double grid. The vertices of the double grid are filled by a point whenever
there is a polyomino edge lying over that point, and unfilled otherwise. An example
configuration is given in Figure 3.5. Furthermore, we can assign all points on lower
and left edges of a polyomino to belong to that polyomino. In this way, each point
is assigned to exactly one polyomino so that a single polyomino can be represented
as points, for example the right trominoes in Figure 3.6.
In terms of algorithm DLX, we are using vertices of the double grid as the
elements to be covered, and the permitted subsets are of the kind shown in Fig-
ure 3.6. However, we must make a modification to algorithm DLX because we don’t
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Figure 3.5: A fully-packed right tromino configuration on a 6 × 6 unit cell, with
corresponding representation as points.
Figure 3.6: The right trominoes, in the representation by points. Note that there are
only points on the lower and left edges, to avoid overlapping points in a polyomino
configuration.
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Figure 3.7: Square tetromino and right tromino, with corresponding representation
by points. The dashed line is not explicitly recorded, but is implied by the filled
points that coincide with the original square grid (primary points).
need all vertices to be covered. To be able to modify algorithm DLX, we make a
distinction between vertex types. There are vertices in the same location as vertices
of the original grid (call this type primary), and there are vertices that lie directly
between them (call this type secondary). Other vertices of the double grid are not
needed, since they can never be covered by polyomino edges. With this terminology,
the primary vertices can be seen to indicate that the square to the upper-right is
covered by the polyomino, and the secondary vertices can be seen to signal that an
edge of the polyomino lies over that position.
In any fully-packed polyomino configuration, all primary vertices must be
covered, and the secondary vertices are optional. Thankfully, algorithm DLX as
described in Ref. [88] allows for the possibility of optional elements, which can be
covered at most once. This is exactly what is needed for our secondary vertices.
Since we are using filled primary vertices as signifying that the square to
the upper-right is occupied by the polyomino, this will result in some cases where
there are points at locations where there is no polyomino edge. For example, the
square tetromino will have a primary filled point in the interior, as shown in Fig-
ure 3.7. However, this is of no detriment to the algorithm, and also means that all
polyominoes are clearly distinguished, for example a single right tromino and square
tetromino are now distinguished, also shown in Figure 3.7.
Using our representation of polyominoes as points of a double grid provides a
sufficient polyomino representation. By drawing straight lines between the primary
points that have a secondary point immediately between them, we unambiguously
obtain a pattern made up of straight edges, which is the actual polyomino configu-
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ration.
To implement algorithm DLX, we define necessary elements, optional ele-
ments, and the allowed subsets of the exact cover in the form of a doubly-linked list.
Algorithm DLX can then be applied, which is detailed in Ref. [88]. The algorithm
acts recursively, able to call itself to complete more of the partial solution, or return
to where the previous call was made, to undo the previous action. When every
primary vertex has been covered, a solution has been found. The direct output of
Algorithm DLX is a list of pointers to each of the rows corresponding to polyominoes
that make up the solution. This identifies the configuration. From here, we encode
the configuration as a matrix Grid(i, j) with values of 1 and 0, value 1 corresponding
to a point in the representation of polyomino configuration as points. We also give
values (always 0) to the positions that cannot be covered, unlike in algorithm DLX,
to simplify the symmetry finding algorithms that come later.
At this stage of the algorithm, we analyse the configuration to find its sym-
metry group, area of primitive cell, count of interactions, and other properties of
interest, as well as printing the interesting configurations as PNG files. This analysis
takes a significant amount of the computational time of the algorithm; the algorithm
DLX is quite efficient, but to calculate properties of many configurations takes up
computational resources regardless of the efficiency with which they are generated.
3.2 Equivalent Configurations
3.2.1 Principles For Equivalence
We have implemented algorithm DLX to generate configurations on a unit cell.
Tiling the plane with this unit cell, we obtain a doubly-periodic planar pattern that
can be thought of as a possible ground state. However, when thinking of polyomino
patterns of the plane, there will generally be several configurations on the unit cell
that correspond to the same planar tiling. An example of two configurations on a
3× 3 unit cell that lead to the same planar tiling is shown in Figure 3.8.
We consider planar tilings that are related by translational or rotational
symmetry to be equivalent. In other words, when viewing a planar tiling, we don’t
pick out any particular point as an origin of the plane. We think of rotated planar
tilings as being equivalent because there is a physical rotation of the molecular
network around the vertical axis that relates the configurations. An example is
shown in Figure 3.9. However, for two planar tilings that can only be related by
orientation reversing symmetry, we consider them to be inequivalent. This is because
there is no simple in-plane rigid transformation between them. Furthermore, we have
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Figure 3.8: Two configurations of right trominoes on 3 × 3 unit cells, which both
correspond to the same planar tiling. We think of these configurations as being
different on their unit cell, yet the same on the plane. The 3 colours signify the 3
right trominoes of the unit cell.
defined our polyominoes as being one-sided in Figure 1.14, so it is natural to define
the planar tilings with a similar equivalence relation.
3.2.2 Configuration Counting
One way to properly account for the polyomino configurations that we would like to
think of as equivalent is to record representative polyomino configurations in a list
and use it to compare with newly generated configurations. However, this would
require many comparisons, each involving many tests of Euclidean transformations.
Figure 3.9: Two planar patterns of right trominoes that we consider to be equivalent,
due to the rotational symmetry that maps one to the other.
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This would result in a prohibitive computational cost. Therefore, rather than ex-
plicitly testing whether configurations are equivalent as planar patterns, we use a
modified increment for counting configurations, which effectively takes into account
the equivalent configurations. This means the analysis of polyomino configurations
can be done in terms of the corresponding planar tilings. To properly take account
of the equivalence of configurations, we count configurations on the unit cell by a
value inversely proportional to the multiplicity of configurations generated on the
unit cell that we would consider equivalent as planar tilings.
Since we calculate the symmetries of each configuration, this information
can be used to determine the number of configurations that are equivalent as planar
tilings. Given a configuration on a unit cell, all other configurations that are related
by translational symmetry are equivalent. The number of configurations on the unit
cell that are equivalent by translation is simply equal to the area of the primitive
cell. This is because the polyomino configuration can only be shifted by integer
translations to obtain another valid configuration on the underlying grid, and each
translation vector that is outside of the primitive cell maps to a configuration that
can be found by a translation vector that lies within the primitive cell. Also, each
translation vector that lies within the primitive cell transforms the configuration to
a different configuration, by virtue of the definition of the primitive cell. Another
way to picture this is by imagining all the possible positions to choose the origin of
the unit cell that will lead to different configurations on the unit cell, for the same
planar pattern. This is the set of integer points within the primitive cell, shown in
Figure 3.10.
For each translation-equivalent configuration on the unit cell, there will gen-
erally be several rotation-equivalent configurations. The number of equivalent con-
figurations depends on the rotational symmetry of the pattern. Polyomino patterns
can have 1-fold, 2-fold, or 4-fold rotational symmetry, determined by the point of
greatest rotational symmetry in the pattern. 3-Fold or 6-fold rotational symmetry
is impossible because polyominoes themselves are made of square blocks joined to-
gether. We use the term 1-fold rotational symmetry to denote patterns without
any rotational symmetry and introduce the symbol R for the order of rotational
symmetry, which can take values 1,2, or 4, corresponding to 1-fold, 2-fold, or 4-fold
symmetric patterns.
If the polyomino pattern has 4-fold rotational symmetry, any rotation is
equivalent to a translation, so there are no extra equivalent configurations. If the
pattern has 2-fold rotational symmetry, rotation by pi is equivalent to translation,
but rotation by pi/2 is not, so the number of equivalent rotations is double the
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Figure 3.10: A right tromino pattern is shown with its 3 translation equivalent
configurations on the 3× 3 unit cell. The lower-left corner of each of their unit cells
corresponds to the 3 integer positions within the primitive cell of the pattern. The
3 positions are shown as coloured dots, and the primitive cell is shown as a dashed
outline.
number of translation-equivalent configurations. Finally, if the pattern has 1-fold
rotational symmetry, no rotations are equivalent to translations; therefore, the num-
ber of equivalent configurations is four times the number of translation-equivalent
configurations.
Considering the above points, and denoting the area of the primitive cell as A,
the number of configurations that are equivalent to a planar pattern with primitive
cell area A and rotational order R is 4A/R. We show all equivalent configurations
for one specific example in Figure 3.11. Now that we have the number of equivalent
configurations, we can use the inverse value R/(4A) to count configurations for the
analysis of various properties of the planar patterns. In particular, if there is only one
planar pattern with a desired property, we generate 4A/R equivalent configurations
of this on the unit cell. By counting each of them by R/(4A), we find there to be
exactly one tiling with the desired property, once we finish the enumeration of the
unit cell.
There is one extra complication for this method of counting configurations.
For configurations related by translations or rotations by pi, it is always possible to
generate equivalent configurations on the same rectangular unit cell. However, this
is not always true for rotations by pi/2. This is shown in the example of Figure 3.12.
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Translations
Rotation
s
Figure 3.11: All 12 equivalent configurations of an example pattern of right tromi-
noes are shown on the 3 × 3 unit cell. In this case, the area of the primitive unit
cell is 3, so there are three translation-equivalent configurations. Also, the pattern
has no rotational symmetry, giving four rotation-equivalent configurations for each
translation.
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Figure 3.12: A domino configuration on the 3×2 unit cell. In this case, the equivalent
configuration that is rotated by pi/2 cannot be generated by the unit cell. Another
horizontal domino cannot fit in the lower-right of the unit cell, so the rotation-
equivalent configuration cannot be generated.
To be able to count configurations on rectangular unit cells, it is necessary to be able
to decide whether the pi/2 rotated version of a given configuration can be generated
on the same unit cell. We describe a simple algorithm for this problem in the rest
of this section.
The translations of any polyomino configuration form a sublattice of the
translations of the underlying square grid. This is fairly intuitive, but the full
explanation is detailed in Subsection 3.3.1. Because of this, we are always able to
suppose the basis vectors for the translational symmetry of a configuration are given
by the rows of the integer matrix (
γ α
0 β
)
, (3.1)
which is in Hermite normal form. Furthermore, suppose the configuration has been
generated on the N ×M unit cell. This means the (N, 0) and (0,M) translation
vectors form a sublattice of the lattice of translations of the configuration. In other
words, it is possible to find integers a,b,c,d that satisfy the following equation(
N 0
0 M
)
=
(
a b
c d
)(
γ α
0 β
)
. (3.2)
From this matrix equation, it can be calculated that α,β, and γ must obey
γ
β
gcd(α, β)
| N,
β |M,
(3.3)
where gcd is the greatest common divisor. Furthermore, if the pi/2 rotated con-
figuration can also be generated on this unit cell, it means that we also have the
conditions
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β | N,
γ
β
gcd(α, β)
|M.
(3.4)
Combining these four conditions, we can reduce them to the two conditions
γβ
gcd(γ, α, β)
| N,
γβ
gcd(γ, α, β)
|M.
(3.5)
But in fact, this is exactly the condition that there exists a square sublattice of the
translational lattice of the configuration, and that this square sublattice has the unit
cell as a sublattice. This can be seen by calculating the smallest square sublattice of
the translational lattice of the configuration. By smallest, we mean having smallest
translations. After a short calculation (described in Section 3.4.2), the smallest
square sublattice can be found to be generated by the rows of the matrix
γβ
gcd(γ, α, β)
0
0
γβ
gcd(γ, α, β)
 . (3.6)
The conditions in Equation (3.5) hold true exactly when this square sublattice has
the unit cell as a sublattice. Therefore, this is also the necessary and sufficient
condition for a pi/2 rotated version of a configuration to be able to be generated
on the same unit cell. As an example, the configuration shown in Figure 3.12 has
generating translation vectors (3, 0) and (0, 2), which are in Hermite normal form;
consequently, γ = 3, β = 2, and α = 0. Using Equation (3.6), the smallest square
sublattice has sides (6, 0) and (0, 6). The unit cell with sides (3, 0) and (0, 2) clearly
does not contain the square of sides (6, 0) and (0, 6); therefore, the pi/2 rotated
configuration cannot be generated on the 3 × 2 unit cell. Conversely, any unit cell
that is formed by tiling the 6×6 unit cell can generate the pi/2 rotated configuration.
For our implementation, rather than explicitly finding the Hermite normal
form of the translational symmetries and calculating Equation (3.6), we can make a
quick test. Any square lattice that has the unit cell as a sublattice must also have the
square lattice generated by (gcd(N,M), 0)) and (0, gcd(N,M)) as a sublattice. Also,
the square lattice generated by (gcd(N,M), 0) and (0, gcd(N,M)) always has the
unit cell as a sublattice. Therefore, the condition stated above is equivalent to the
condition that the translations (gcd(N,M), 0)) and (0, gcd(N,M)) are symmetries
of the configuration.
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Figure 3.13: A domino configuration on the 12 × 8 unit cell. In this case, the
configuration has the square lattice generated by (4, 0) and (0, 4) as a translational
subgroup. This square lattice also has the lattice generated by (12, 0) and (0, 8) as
a translational subgroup, therefore it can be seen to tile the unit cell, with the red
dashed lines. The rotated configuration can be generated on this unit cell because
of this.
The square with sides (gcd(N,M), 0) and (0, gcd(N,M)) is the largest square
that tiles the unit cell. This gives an intuitive explanation for our method. When
the configuration can be split into squares that tile the unit cell, it is possible to
generate the rotation-equivalent configuration, since each square can be imagined
as rotating by pi/2 around its centre to generate the new configuration. This is
depicted in Figure 3.13.
The two symmetries (gcd(N,M), 0) and (0, gcd(N,M)) are easily tested, and
this information is used to determine the value that should be used for counting the
generated configuration. Table 3.1 details the possible increments, depending on the
rotational symmetries of the configuration and whether the rotated configuration
can be formed. By using these counting increments, we are able to account for the
planar-equivalent configurations that are generated on the unit cell.
3.3 Symmetry Library
Having generated configurations on a unit cell and related them to planar patterns,
we can analyse the symmetries to identify the wallpaper group and primitive cell
of the pattern. As mentioned previously, the wallpaper group gives a natural cat-
egorisation for the tiling and contains information about the symmetries. Another
important aspect of the symmetry group is the subgroup of translations. In this
section we describe our method for finding the wallpaper group and lattice of trans-
lational symmetries.
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rotated possible rotational order counting increment
1 1 1/4
1 2 1/2
1 4 1
0 1 1/2
0 2 1
Table 3.1: The various possible counting increments are shown, given the rotational
order of the configuration, and the parameter called rotated possible, which takes
value 1 when the pi/2 rotated configuration can be generated within the same unit
cell. The combination of rotated possible = 0 and rotational order = 4 does not
occur because the existance of a 4-fold rotation implies the pi/2 rotated configuration
is equivalent to translation, meaning it can be generated.
We analyse symmetries by implementing an algorithm based on the princi-
ples outlined in Refs. [83, 86, 90]. Our algorithm has an advantage over off-the-shelf
symmetry detection algorithms because we make use of the fact that we are gener-
ating configurations made of fully-packed polyominoes, which lie on an underlying
square grid. Therefore, we only need to investigate a finite number of discrete sym-
metries rather than a continuous set of symmetries, which makes great savings on
computational effort and avoids the need to set tolerances for finding the symmetries
- we can check exactly.
Furthermore, we analyse symmetries in an efficient order, making use of
knowledge gained to eliminate the possibility of other symmetries, which means
that not all symmetries need to be checked explicitly. Our method of checking
symmetries one at a time to reach a final conclusion about the wallpaper group
was inspired in particular by the work in [90]; however, the representation of poly-
ominoes, the symmetry checks we make, and the structure of the flow diagram are
distinct components of our algorithm.
3.3.1 Symmetries Of Polyomino Patterns
We have claimed that our algorithm only needs to test for a discrete set of symme-
tries. Here, we give details of this symmetry group, which contains the symmetry
group of any polyomino pattern as a subgroup. A polyomino pattern is made up
of a collection of polyominoes, which can be visually specified by the boundaries of
all polyominoes in the pattern. The boundaries of polyominoes can be thought of
as being made up of a collection of straight edges that coincide with an underlying
square grid, and thus have unit length and integer-valued coordinates as end points.
The full set of transformations under consideration are the Euclidean trans-
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formations described in Subsection 2.2.1. If one of those transformations preserves
a polyomino configuration, it must map at least one edge to another edge (except
in the trivial case of a polyomino configuration with zero polyominoes). The only
rotation matrix that maps an edge of the square grid to another edge must have
a rotation angle with one of the values 0, pi/2, pi, or 3pi/2, since it can only be
mapped to a horizontal or vertical edge. Furthermore, the translation vector of the
transformation must have both components integers, otherwise the endpoints of the
edge cannot be mapped to endpoints of another edge. Therefore, the possible group
of symmetries that preserve polyomino configurations are of the form given by(
x
y
)
→
(
a b
c d
)(
x
y
)
+
(
z
w
)
, (3.7)
where the matrix defined by a,b,c, and d is one of the signed permutation matri-
ces, and z,w are integers. An example transformation is shown in Figure 3.14. In
fact, this group of possible symmetry transformations is the symmetry group of
the underlying grid. Therefore, the most symmetric polyomino configuration has
a monomer on every square. The symmetry group of any other polyomino con-
figuration must be a subgroup of this. In other words, any symmetry operation
that preserves a polyomino configuration must also preserve the underlying square
grid. This is not always the case for tiling problems, as illustrated in Figure 3.15.
Furthermore, our polyomino configurations are generated on an N ×M unit cell;
therefore, there are only a finite set of symmetries that need to be considered, in
addition to the translations of the unit cell. Because of this, we are able to design a
symmetry finding algorithm that only needs to search through a discrete, finite set
of possible symmetries.
We encode the polyomino configuration as a set of points on a double grid,
as explained in Subsection 3.1.1. We must consider whether this representation is
sufficient for comparing configurations by Euclidean transformations. To make this
easier, we will only consider the transformations that preserve the underlying square
grid, which include all possible symmetries of polyomino patterns, as just explained.
It is clear that if there is a transformation between two polyomino configurations,
the same transformation maps one configuration to the other in the representation
as points on a double grid, since our representation can be seen as a subset of
the continuum of points that form the boundary of polyominoes. However, we
also require that when two configurations in the points representation are related
by a transformation, the true polyomino configurations are also related by that
transformation.
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(0,0)
Figure 3.14: An example Euclidean transformation that maps one edge of the square
grid to another. The equation for the transformation is shown alongside.
Figure 3.15: Placing hexagonal tiles onto a grid of rhombi creates points of 6-fold
symmetry where there were none before. Therefore, the symmetry of the tiling is
not a subgroup of the underlying grid symmetry.
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Again, we can consider breaking the boundary of polyominoes into edges
of unit length. In the points representation, an edge occurs wherever a point is
at an odd position on the double grid. Any transformation that is an element of
the symmetries of the square grid will map a point at an odd position to another
point at an odd position. Therefore, in the corresponding polyomino configuration,
an edge is being mapped to another edge. Furthermore, the point in odd position
on the square grid must have adjacent points at only two positions. This provides
an axis of orientation that will correspond to the orientation of the edge being
represented, so the information of the edge orientation is taken into account by
the points representation. In conclusion, the points representation is sufficient for
testing the symmetries of the true polyomino configuration, which justifies our use
of this representation.
3.3.2 Symmetry Checks
To test whether a symmetry operation preserves the configuration, the operation is
applied, then the configuration is wrapped around the unit cell by applying mod(N)
and mod(M) to the x and y components, as explained in Subsection 2.2.2. If the
configuration remains unchanged, the symmetry is obeyed. For our representation as
points, this can be implemented straightforwardly. Each filled point must be mapped
to another filled point, otherwise the symmetry does not preserve the polyomino
configuration. For a given transformation operation, we will refer to this process as
testing for symmetry.
Using the above-mentioned representation and method to test for symmetry,
we now give detail on the different types of symmetry operation that we will test
for in our symmetry finding implementation. Perhaps the most interesting type
of symmetry is the translational symmetry of the configuration. The translational
symmetry can be defined by a pair of generating translation vectors. Two shortest
linearly independent translations are always guaranteed to form one such pair [91].
We test all the translation vectors within a double cover of the unit cell, shown in
Figure 3.16, to find two such shortest linearly independent translations.
The primitive cell with highest symmetry is a canonical choice and can be
found by using the two shortest linearly independent vectors, as shown in Fig-
ure 3.17. The two shortest linearly independent vectors form the sides of the canon-
ical primitive cell. There is an exception: if the two shortest linearly independent
vectors have unequal length and can be added together to create another linearly
independent vector with the same length as the second shortest vector, then that
vector along with the other second shortest vector form the sides of the canonical
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Figure 3.16: A right tromino configuration on the 3 × 3 unit cell is shown. Two
linearly independent shortest translation vectors can be found within a double cover.
These translation vectors generate the translational lattice of the polyomino pattern.
primitive cell. This case is labelled as Rhombic 1, in Figure 3.17. The concept of
describing the lattice by using shortest length translation vectors is described in
Ref. [86].
The shape of the canonical primitive cell also gives a natural categorisation
for the lattice, called the lattice type. Excluding the hexagonal lattice, there are 5
lattice types, which are labelled in Figure 3.17. If the shape of the canonical primitive
cell is square, rectangular, or rhombic, then the lattice type is square, rectangular,
or rhombic, respectively. If the shape has no symmetry, then the lattice type is
oblique. The wallpaper group of a given pattern can only have symmetries that
are compatible with the lattice type. For example, if a pattern has oblique lattice
type, the wallpaper group cannot be p4 because the translational symmetries are
not compatible with 4-fold rotational symmetry. This concept plays an important
part in the structure of the flow diagrams described in Subsection 3.3.3.
Symmetry operations that preserve the polyomino configuration on the unit
cell are not guaranteed to preserve the corresponding planar pattern. However, if
a symmetry operation preserves the configuration on the unit cell and maps the
contents of the canonical primitive cell to an equivalent canonical primitive cell at
another location, the symmetry preserves the corresponding planar pattern. This is
because the planar pattern can be thought of as being tiled by the canonical primitive
cell. Therefore, the symmetry check on one canonical primitive cell holds true for
all the other canonical primitive cells. Since they tile the plane, the symmetry check
is sufficient for the entire plane. The important point here is that in our symmetry
detection algorithm, attention must be paid to only test for symmetry operations
on the unit cell that preserve the canonical primitive cell. This concept is illustrated
in Figure 3.18.
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Oblique Rectangular Square
Rhombic 1 Rhombic 2
Figure 3.17: Lattices are shown, along with dashed lines representing their canonical
primitive cells. Blue arrows correspond to shortest vectors and red arrows corre-
spond to second shortest linearly independent vectors. Not including the hexagonal,
there are 4 lattice types. However, the Rhombic type can be further subdivided into
two types, depending on how its shortest vectors relate to its canonical primitive
cell. Also, for the rhombic type, the centred cell is given by dashed lines with wider
spacing between dashes.
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Figure 3.18: Right tromino configuration on the 3 × 3 unit cell, with a mirror
symmetry shown as a dashed line. The canonical primitive cell is shown in blue. The
contents of the canonical primitive cell are preserved by the symmetry operation,
and looking at the tiling of the plane by canonical primitive cells in the upper-right of
the Figure, this symmetry operation will preserve the corresponding planar pattern.
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The transformations we must consider are those given in Equation (3.7), i.e.
the symmetry operations of the underlying grid, but with the translation vectors
being restricted to within the unit cell, since those outside are superfluous. When
this set of transformations is subdivided into pure translations, rotations, mirrors,
and glides, the subset of transformations that are possible for polyomino configura-
tions becomes clearer. For example, mirror symmetries are only possible along axes
parallel or diagonal to the underlying grid.
The image labelled p4m in Figure 2.7 shows the wallpaper group of the square
grid, with symmetries visually depicted within the canonical primitive cell. This
image gives the symmetries that would be seen within a single square of the square
grid. The list of various symmetry types with the parameter values that preserve
the underlying square grid is given in Figure 3.19. When testing for symmetry
operations, we will only be using the operations listed in Figure 3.19, along with
pure translations, to make use of the fact that some symmetries can be disregarded
due to incompatibility with the underlying square grid.
3.3.3 Flow Diagrams For Symmetry-Finding
Having a set of possible symmetries and a means to test them, we can now imple-
ment an algorithm to find the wallpaper group of the polyomino pattern. A na¨ıve
algorithm would test all possible symmetries, store them in a list, then analyse that
list to find the wallpaper group. However, this would be quite wasteful, as the exis-
tence of some symmetries can imply or disqualify others. Therefore, we implement
a strategy which makes use of the information that has already been found by the
algorithm to narrow down the possibilities until the wallpaper group is found.
Firstly, we find the two shortest linearly independent translation vectors,
establish the canonical primitive cell, and identify the lattice type using the method
described in Subsection 3.3.2. The translational symmetry is an important part of
the rest of the algorithm, so we use T1 and T2 to denote the translation vectors of
the sides of the canonical primitive cell, except in the rhombic lattice, where they
denote the sides of the centred unit cell.
As can be seen in Figure 3.19, the mirror or glide reflections must be parallel
or diagonal to the underlying square grid. However, they must also be parallel or
diagonal to T1 and T2, as shown in Figure 2.7. Therefore, if T1 and T2 are not
parallel or diagonal to the underlying square grid, we can immediately deduce that
there can be no reflection or glide transformations. In this special case, we simply
need to test for 2-fold and 4-fold rotations, which gives either p1, p2, or p4 as the
wallpaper group.
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Figure 3.19: The different types of symmetry transformations that preserve the
square grid are listed, except the pure translations. The values z and w are integers.
Mirror symmetries are glides with zero translational component.
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Except in the preceding special case, our algorithm splits for each of the
lattice types. The lattice type can immediately disqualify several wallpaper groups,
and there are elements in common between wallpaper groups of the same lattice
type. For example, it is only necessary to check for 4-fold rotational symmetry
when the lattice type is square. For this reason, it is natural to split the algorithm
into routines for each lattice type.
The algorithms to determine the wallpaper group, starting from the lattice
type, are given in the form of flow diagrams in Figure 3.20 and Figure 3.21. In
the flow diagrams, the possible remaining wallpaper groups are shown at each step
along with the next symmetry to be tested, which results in a yes or no answer.
The result of the test determines the branch that the algorithm will continue along.
Various tests are repeated until the wallpaper group is identified. Since some of
the wallpaper groups are subgroups of others and positive results of symmetry tests
continue towards the lower-right, each wallpaper group must appear to the right of
its subgroups. For example, p4 is a subgroup of the p4m wallpaper group; therefore,
p4 must be to the left of p4m. In this sense, the high symmetry wallpaper groups
are to the right of the flow diagram.
At each step of the flow diagrams, we test a family of symmetry operations.
For example, testing 4-fold rotations involves testing a rotation of pi/2 at each posi-
tion of the unit cell that is compatible with the underlying grid (i.e. of the form given
in Figure 3.19). If any one of these symmetry operations preserves the polyomino
configuration, the algorithm stops the search and continues along the yes path; oth-
erwise, it continues along the no path. For a given vector v, testing for v mirror
means testing for all possible mirrors parallel to v. Testing v glide means to test
all glides parallel to v with translation component equal to half the magnitude of v.
Also note that T1 ± T2 are vectors diagonal to T1, T2. These diagonal vectors are
used in the square lattice algorithm for two reasons: Firstly, to test for the mirrors
of p4g, which are diagonal to T1, T2. Secondly, to test for the mirrors of cm and
cmm, which are diagonal to T1, T2 for the square lattice, but not for the rhombic
lattice, since a centred cell is used in that case.
The design of our symmetry-finding algorithm is determined by the possible
ways that symmetries can combine to form the wallpaper groups; an efficient flow
diagram disqualifies wallpaper groups with as few symmetry tests as possible. The
illustrations of Figure 2.7 show how the symmetries combine to give the wallpaper
groups. Here, we give a short explanation to accompany the visual flow diagrams of
Figure 3.20 and Figure 3.21. If the lattice type is oblique, the wallpaper group must
be either P1 or P2. This is the easiest case because we only need to test for 2-fold
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Rhombic LatticeYesNo
p1, p2, cm, cmmTest T1 mirror
cm, cmmTest T2 mirror
cmmcm
p1, p2Test 2-fold rotation
p1 p2
Oblique LatticeYesNo
p1, p2Test 2-fold rotation
p1 p2
Rectangular Lattice
p1, pm, pgTest T1 or T2 mirror
p1, p2, pm, pg, pmm, pmg, pggTest 2-fold rotation
p1, pgTest T1 or T2 glide
p1 pg pm
p2, pmm, pmg, pggTest T1 glide
p2, pmg, pmmTest T2 glide
YesNo
pmg, pggTest T2 glide
pggpmg
p2, pmmTest T1 mirror
p2 pmm
Figure 3.20: Flow diagrams for symmetry detection in rhombic, oblique, and rectan-
gular lattice types. Each diagram progresses downwards, along the branch indicated
by the test in each box. The possible wallpaper groups remaining are also shown at
each stage of the diagram.
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Square latticeYesNo
p1, p2, pm, pg, cm, pmm, pmg, pgg, cmm, p4, p4m, p4gTest 4-fold rotation
p4, p4m, p4gTest T1 mirror
p4mp4 p4gcmmcmp1, p2, pm, pg, pmm, pmg, pggBegin rectangular lattice algorithm
p4, p4gTest T1 +T2 mirror
p1, p2, pm, pg, cm, pmm, pmg, pgg, cmmTest T1 +T2 mirror
cm, cmmTest T1 -T2 mirrorp1, p2, pm, pg, cm, pmm, pmg, pggTest T1 -T2 mirror
Figure 3.21: Flow diagram for symmetry detection in the square lattice scenario.
The diagram progresses downwards, along the branch indicated by the test in each
box. The possible wallpaper groups remaining are also shown at each stage of
the diagram. One of the final stages results in commencing the rectangular lattice
algorithm shown in the flow diagram of Figure 3.20 in order to identify the wallpaper
group.
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rotations to distinguish the wallpaper group. Otherwise, if the lattice is rhombic,
we have an unusual case because we need to check for mirrors parallel to the centred
cell translation vectors, not the canonical primitive cell. The rhombic lattice can
result in either of: Cmm, Cm, P2, or P1, depending on which mirrors or rotations
are present.
For the rectangular lattice, we check for 2-fold rotations, mirrors, and glides
(which can be in either of the directions T1 or T2). This will result in one of the
wallpaper groups P1, P2, Pm, Pg, Pgg, Pmg, or Pmm. Finally, we have the square
lattice case. This is the most difficult, since the wallpaper group can be any one of
the possible 12. For the square lattice, we first test if there are 4-fold symmetries,
and in that case we test mirror symmetries to further classify as P4, P4g, or P4m.
If there are no 4-fold rotations, we check if the wallpaper group is Cm or Cmm by
testing diagonal mirrors. If the wallpaper group is neither of these, we continue by
doing all of the tests that are used for the rectangular lattice.
The algorithm described above is the method we have used to find the wall-
paper group and primitive cell of polyomino configurations. Specifically, it takes
a polyomino configuration on a unit cell and calculates the wallpaper group that
would result from tiling that cell across the plane. As mentioned, the two main
benefits of our algorithm are that we take advantage of the fact that we only need
to consider the symmetries of the underlying square grid, and the structure of the
algorithm allows us to classify the wallpaper group without needing to check all the
possible symmetry transformations. In fact, knowledge of the wallpaper group and
primitive cell can be used to reproduce all the symmetries of the pattern. In this
sense, our algorithm implicitly finds all symmetries of the pattern. Figure 3.22 gives
an example of the algorithm working on a domino configuration.
3.4 Sublattices
3.4.1 Fast Check For No Extra Symmetries
In the previous section, we described an algorithm to determine the symmetries of
a polyomino configuration. When analysing many such configurations, it becomes
important to try to further improve on the efficiency. This can be done by looking
for a bottleneck in the algorithm; in other words, the part of the algorithm that uses
most of the computational resource. In our case, the algorithm becomes slow when
the unit cell is large and many polyomino configurations are being enumerated. For
large unit cells, the vast majority of polyomino patterns have zero symmetry, apart
from the unit cell translations, which are guaranteed. As an example, when enu-
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pmgT2
T1 Translations Found 2-Fold Rotations Found
T1 Glide Not Found, T2 Glide Found
Figure 3.22: A domino configuration with pmg wallpaper group on 8× 3 unit cell is
analysed by the symmetry-finding algorithm. The diamonds signify 2-fold rotation
centres, the dashed lines signify glide reflections, and the double lines signify mirrors.
Once a single 2-fold symmetry is found, all the rest are implied by the translational
symmetry. Similarly, the combination of T2 glide and rotations implies the T1 mirror,
which does not need to be tested explicitly.
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merating domino patterns on an 8× 8 unit cell, 1,181,212 out of 1,224,518 (roughly
96%) of the polyomino patterns have no extra symmetries. This is a bottleneck of
our algorithm, since most of the computational resource is used in confirming that
these patterns have no extra symmetries.
To address this bottleneck, we have made an addition to our symmetry al-
gorithm, which first makes an efficient check to determine whether there are any
extra symmetries at all. Then, if there is at least one symmetry, we continue to
analyse the other possible symmetries as described in the previous section. A ma-
jor component of this fast preliminary algorithm is the fast check to confirm there
are no extra translational symmetries; it is also necessary to make a fast check for
symmetries other than translations. Individual translational symmetries are tested
in the same way as in the main algorithm of the previous section. The difference is
that in the fast check for translations, we only test the theoretical minimum number
of translational symmetries that are required to be able to decide whether there are
any extra translations or not.
Our fast check for translations makes use of a few group theory concepts. The
full group of possible translational symmetries is Z × Z. Since this is an Abelian
group, all subgroups are normal and we are able to take a quotient using the trans-
lations of the unit cell (Z×Z)/(NZ×MZ), giving the group ZN ×ZM as our group
of possible symmetries. This group represents the possible translational symmetries
that are in addition to the translations of the original unit cell. To be specific, the
elements of ZN × ZM can be written as (x, y) with 0 ≤ x < N and 0 ≤ y < M and
group operation (x, y) + (z, w) = ((x+ z) mod(N), (y + w) mod(M)).
The translational symmetries of our polyomino pattern must be some sub-
group of ZN × ZM . The trivial subgroup corresponds to a polyomino pattern that
only has the translations of the original unit cell. In this fast algorithm, the aim is
to use as few symmetry tests as possible to confirm that the subgroup of pattern-
preserving symmetries is the trivial group.
When a test for translational symmetry returns a negative result, we say the
symmetry is disqualified. We can also think in terms of disqualifying subgroups.
The subgroup of ZN × ZM that corresponds to the symmetries of the pattern must
contain only elements that preserve the pattern. Therefore, if a subgroup contains
a disqualified element, that subgroup is disqualified. Furthermore, each subgroup
containing that subgroup is also disqualified for the same reason. Thinking in this
way, the subgroups form a lattice by inclusion, with the smallest subgroup being
the trivial group. Disqualifying one subgroup will disqualify all subgroups that are
greater than it in the lattice order. The lattice of subgroups for Z4×Z2 is shown in
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e A B C
D E F G
e ABC
DEF G
Figure 3.23: Top: all subgroups of Z4×Z2 are shown by using filled dots to indicate
positions that are related to the origin by the translations defining the subgroup.
The dashed line can be thought of as the upper-right side of the periodic boundary.
Below: The corresponding lattice of subgroups, using order by inclusion. Lines
between two subgroups indicate that the subgroup on the left is covered by the
subgroup on the right.
the lower part of Figure 3.23. For example, the subgroups greater than subgroup B
are the subgroups D, E, and G.
Keeping the lattice of subgroups in mind, we must explicitly disqualify at
least one element from each of the subgroups that has no nontrivial subgroups
of its own, since these are the smallest nontrivial subgroups in the lattice order.
Furthermore, all of the other subgroups are greater than at least one of these smallest
subgroups. Therefore, by disqualifying all the smallest subgroups in the lattice order,
the subgroup of symmetries can be confirmed as the trivial group. In Figure 3.23, the
subgroups we need to explicitly disqualify are the subgroups A, B, and C. A well-
known group theory result is that groups with no nontrivial subgroups are exactly
the cyclic groups of prime order. Therefore, it is the prime cyclic subgroups that
we must disqualify. Without them, only the trivial subgroup is possible. We will
consider the trivial group to not be prime cyclic, to aid the simplicity of discussion.
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Before being able to disqualify the prime cyclic subgroups, we must identify
them. Suppose an element (x, y) of ZN × ZM generates a prime cyclic subgroup
with order p, which divides N , M , or both. We can investigate the possible cases.
Suppose p divides N but not M . Since the element generates a prime cyclic sub-
group, py = βM for some integer β. Combining this with the facts that y < M and
p is a prime that doesn’t divide M , we must have y = 0. Furthermore, px = αN for
some integer α, and since p divides N , we can simply write x = α(N/p) to identify
all elements that generate prime cyclic subgroups of order p. Since 0 ≤ x < N ,
the elements of the subgroup are (α(N/p), 0) with 0 ≤ α < (N/p). These elements
form a single prime cyclic subgroup of horizontal translations. If instead we have
p that divides M but not N , there is an analogous situation, giving a prime cyclic
subgroup of vertical translations. An example of this is shown in Figure 3.24, for
p = 2, which divides M = 6, but not N = 9.
The more complicated case occurs when p divides both N and M . For this
case, we can define the set of elements that generate prime cyclic subgroups of
order p by a reasoning similar to that used in the previous case, giving elements
(α(N/p), β(M/p)) with 0 ≤ α < (N/p) and 0 ≤ β < (M/p). However, this is not
a prime cyclic subgroup, but is isomorphic to the group Z2p. This group contains
p2 elements, each being part of a prime cyclic subgroup of p elements that don’t
overlap, apart from the identify. Therefore, there are p + 1 prime cyclic subgroups
of order p. Figure 3.24 gives an example, where p = 3 divides both M = 6 and
N = 9. Also, the 4 prime cyclic subgroups are indicated.
In conclusion, for a given unit cell of dimensions N ×M , it is necessary to
list all the primes that divide N or M . For a given prime p, if it divides N but not
M , there is only one prime cyclic subgroup of that order, which can be tested by
element (N/p, 0). An analogous case holds for a prime that divides M but not N .
For a prime p that divides both N and M , there are p + 1 prime cyclic subgroups
of that order, which can be tested by elements (N/p, 0) and (α(N/p),M/p) for
0 ≤ α < (N/p). Using Figure 3.24 as an example, the primes that divide 9 or 6 are
2 and 3. The prime 2 divides only 6, so it can be tested by using element (3, 0).
The prime 3 divides both 9 and 6, so there are 4 prime cyclic subgroups, which
can be tested by elements (3, 0), (0, 2), (3, 2), and (6, 2). This compares well to the
straightforward implementation, which would need to test all 53 nontrivial elements.
This method gives a fast check to confirm no extra translational symmetries.
Indeed, it is the theoretical minimum number of checks required, since each prime
cyclic subgroup must be disqualified, none of which overlap with each other, and
we only test one translation for each prime cyclic subgroup. To finish the fast
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p=3
p=2
Figure 3.24: The prime cyclic subgroups are shown for Z9 × Z6. Both sides are
divisible by 3, so the elements of order 3 form a subgroup Z23, shown in the top-
left. Within this subgroup are 4 prime cyclic subgroups, shown top-right. Colours
correspond to each of the prime cyclic subgroups, except the identity element, which
is coloured black. Only the vertical side of Z9×Z6 is divisible by 2, so there is only
one prime cyclic subgroup of order 2, shown at the bottom of the figure. The
only divisors of either side are 2 and 3; therefore, there are no other prime cyclic
subgroups. In total, Z9 × Z6 has 5 prime cyclic subgroups.
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check for no extra symmetries, we must test for other types of symmetry apart from
translation. We must test for 2-fold rotation, T1 and T2 mirrors and glides, T1 + T2
glides, and T1−T2 glides. These tests are necessary to remove the possibility of the
pattern having extra symmetries that are non-translational.
If a symmetry is detected at any point in the fast algorithm, the main
symmetry-finding algorithm from the previous section begins. Otherwise, the wall-
paper group is simply p1, and the translations of the polyomino pattern are those
of the unit cell. This method makes it possible to analyse the wallpaper groups
of a large number of patterns. Interestingly, the fast check for translations makes
the best savings on computational resource when the unit cell sides are powers of
a single prime. For the example of a square cell with sides a power of 2, only 3
translations need to be tested: (N/2, 0), (0,M/2), and (N/2,M/2).
3.4.2 Rectangular Sublattices
Our method for enumerating planar polyomino patterns involves generating config-
urations on a rectangular unit cell and picturing this unit cell as tiling the plane to
create a planar pattern. Thinking in the reverse direction, what can we say about
the rectangular unit cells that reproduce a given planar polyomino pattern? In
terms of the translational lattice of a periodic planar polyomino pattern, the rect-
angular unit cells that generate it can be thought of as rectangular sublattices that
have shortest linearly independent translations that are parallel to the underlying
grid. In this subsection, we give details on the set of such sublattices for a general
periodic planar polyomino pattern. In doing this, we can understand the kind of
unit cells required to generate particular patterns.
For any given polyomino pattern, we can choose its generating translations
to be in Hermite normal form: (γ, α) and (0, β). As shown in Equation (3.3) of Sub-
section 3.2.2, any rectangular sublattice must satisfy the conditions γβ | N gcd(α, β)
and β | M , where (N, 0) and (0,M) are the generating translation vectors of the
rectangular sublattice. Therefore, the smallest rectangular unit cell that generates
the pattern has cell sides (γβ/ gcd(α, β))×β. Furthermore, any other rectangle that
generates the pattern is formed by a collection of copies of the smallest rectangle.
The smallest square sublattice of a given pattern can be found by calculating
the smallest square that is commensurate with the rectangle (γβ/ gcd(α, β)) × β,
and larger than it. In other words, we must find the smallest value L for which
there exists integers a,d that satisfy the equation
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(
L 0
0 L
)
=
(
a 0
0 d
)(
γ βgcd(α,β) 0
0 β
)
. (3.8)
To satisfy this, we need aγ = d gcd(α, β), resulting in the smallest value of d being
d =
γ
gcd(γ, gcd(α, β))
, (3.9)
and multiplying by β to obtain L, we have the value
L =
βγ
gcd(γ, α, β)
. (3.10)
This gives a derivation for the result that was claimed in Subsection 3.2.2.
We can also consider what are the most awkward polyomino patterns to
generate by using a rectangular unit cell. In other words, the patterns with primitive
unit cell area being the smallest fraction of the area of the smallest rectangular unit
cell that can generate the pattern. As mentioned, the smallest rectangular unit cell
that generates a pattern with Hermite normal form translations (γ, α) and (0, β)
is (γβ/ gcd(α, β))× β. Consequently, the most awkward translational lattices have
parameters γ = 1 and α = 1. In this case, the area of the primitive cell is β and the
smallest rectangular unit cell that generates the pattern is the square with sides β.
An example is shown in Figure 3.25 for β = 3.
We have shown that given a general polyomino pattern with area of primitive
cell A, a square cell with sides of length A is necessary to guarantee it can be
generated, since it may have an awkward lattice of translations. We also consider
the converse, does a square cell with sides of lengthA generate all polyomino patterns
with primitive cell area A? To establish that this is true, we use the result from
Equation (3.10). This equation shows that the smallest square sublattice of a general
polyomino pattern has sides of length that divide γβ. The value γβ is simply the
area of the primitive cell; therefore, each polyomino pattern can be generated by
a square unit cell of sides equal to the area of its primitive unit cell γβ. In other
words, the square unit cell of sides A generates all polyomino patterns of primitive
unit cell area A.
Using the two previous points, the square unit cell with sides A is necessary
and sufficient to generate all polyomino patterns with primitive unit cell area A.
Furthermore, by using square unit cells with area A from Amax/2 to Amax, it is
possible to generate all polyomino patterns with primitive unit cell area up to Amax.
The square unit cells of area below Amax/2 are not necessary because they are
contained in the larger unit cells. This gives a precise sense in which it is possible
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Figure 3.25: A polyomino configuration with an awkward translational lattice. The
area of the primitive cell is 3, and the smallest rectangular sublattice is generated
by translations (3, 0) and (0, 3). The polyomino configuration is shown within this
smallest cell on the left. On the right, the translational lattice of the polyomino
configuration is shown by black dots, and the smallest rectangular sublattice is
shown as blue circles.
to enumerate the polyomino patterns of low periodicity. For systems that are not
effectively discrete, this is not generally possible because there is a continuum of
different translational lattices.
3.5 Interactions And Packing Constraints
3.5.1 Model For Interactions
We incorporate simple interactions into our model to represent directional bonds
between neighbouring molecules. As explained in Subsection 2.1.1, we define inter-
actions to be between faces of polyominoes that are directly in contact with each
other. The interaction strength between two polyomino faces depends on the types
of faces involved, and the energy of the polyomino configuration is determined by
the interactions that are present in the configuration.
In complete generality, each face of a polyomino will be of a different type.
However, we are considering the rotated polyomino to be essentially the same. With-
out introducing several different polyomino types of the same shape, faces must
respect the rotational symmetry of the polyomino. In some situations, it may be
possible to introduce a further simplifying set of assumptions; for example, it may
be known experimentally that some of the interaction strengths must be zero, or
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Figure 3.26: The one-sided tetrominoes and trominoes are shown with face types
that respect the reflection and rotation symmetry of the polyomino shape. The
domino is shown with face types that respect the rotation but not reflection symme-
try of the domino. Note that the label conventions are separate for each polyomino.
To create a configuration with more than one polyomino type, the labels for faces
of different polyomino types would need to be different.
that some are related by symmetry. For the majority of this thesis, the face types
of polyominoes will respect both the rotational and reflection symmetries of the
polyomino. The main exception is for dominoes, we will not enforce the reflection
symmetry of face types so that the variety of interaction parameters are not too
restricted. We will use the term chiral for interactions that don’t respect the re-
flection symmetry of the polyomino shape. The polyominoes that we will consider,
with their various face types labelled by letters, are shown in Figure 3.26.
Since each face of a polyomino is assigned a type by designating a letter to
it, the interaction between two faces can be specified by the two letter combina-
tion of the face types in contact. The order of this two letter combination is not
important, so by convention we will use the alphabetical order x-y to describe the
interaction between faces x and y and refer to it as an interaction type. An example
configuration with faces labelled is given in Figure 3.27.
Supposing that we have a configuration with one type of polyomino that
has Q face types, there would be Q(Q + 1)/2 different possible pairs of face types.
Each one corresponds to a different interaction type. For each interaction type
x-y, we can assign an interaction parameter εxy. Therefore, there are Q(Q + 1)/2
different interaction parameters. We can also assign an integer nxy to be the count
of the number of interactions of type x-y in the configuration. Furthermore, this
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Figure 3.27: Example collection of dominoes with face types labelled and coloured.
Each combination of two adjacent face types (or colours) corresponds to a different
interaction type. Two of the interaction types are indicated, as b-b and a-c.
interaction type contributes a value εxynxy to the energy of the configuration. By
defining a vector ~n from the elements nxy and a vector ~ε from the elements εxy, we
see that the overall energy of the polyomino configuration is the dot product ~n · ~ε.
We will refer to ~n as the interaction count vector and ~ε as the interaction parameter
vector.
A polyomino system is defined by a set of polyomino configurations and
a set of interaction parameters. Once a specific interaction parameter vector ~ε is
chosen, the energy of a configuration in the system with interaction count vector ~n is
determined by ~n ·~ε. Therefore, the interaction count vectors of configurations are of
central importance in describing the polyomino system. This concept is illustrated
in Figure 3.28 for two straight tromino configurations.
Since the energies of configurations in the system depend on the interaction
parameters, the properties of the system also depend on the interaction parameters.
In this thesis, we will often leave the interaction parameter vector ~ε as a set of free
parameters and explore how the system properties vary with the parameters. To
do this, it will be helpful to think of each configuration as existing as a point in an
abstract space (call it ~n-space), with directions being the counts for each interaction.
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0 24 0 24 00 160 8 12 8 4naa nab nac nbb nbc ncc naa nab nac nbb nbc ncc
Energy:
Figure 3.28: Two straight tromino configurations on the 6 × 6 unit cell. Above,
their interaction count vectors are given. Below, the energy of each configuration is
shown, as dependent on the interaction parameters.
83
3.5.2 Packing Constraints
For a fully-packed unit cell with one polyomino type, only a subspace of the full
~n-space is possible. This is due to packing constraints that reduce the effective
dimension of the problem. For a given polyomino, suppose that a specific face type
(call it x) appears mx times on each polyomino and each polyomino takes up s
squares of the underlying grid. If we have an N ×M unit cell fully packed with
polyominoes of one type, there must be mxNM/s faces of type x within the unit
cell as a whole. Each of these faces of type x can form an x-y interaction with a
different face type y or can form an x-x interaction with another face of the same
type. An x-x interaction uses up two faces of type x, and an interaction of type x-y
uses up one face of type x. Therefore, we obtain the relation
mxNM
s
= 2nxx +
∑
y
y 6=x
nxy, (3.11)
where the left side of the equality is the number of x type faces in the unit cell,
and the right side of the equality is calculated by counting up how many faces of
type x there must be to form each of the interactions involving x type faces. An
analogous equation holds true for each of the face types, giving Q packing constraint
equations.
As an example, we can consider straight trominoes on a 6 × 6 unit cell. In
this case, s = 3 and the face type b appears mb = 4 times on each straight tromino.
Therefore, 48 = 2nbb+nab+nbc gives the packing constraint for face type b. This can
be checked on the two example configurations shown in Figure 3.28 of the previous
subsection. Furthermore, the face type a appears ma = 2 times on each straight
tromino, leading to the equation 24 = 2naa +nab +nac. Finally, face type c appears
mc = 2 times on each straight tromino, leading to the equation 24 = 2ncc+nac+nbc.
Using the packing constraint equations, it is possible to create a reduced
interaction vector with fewer components than the full interaction count vector,
since the other components are specified by the packing constraint equations. This
reduced interaction count vector can be chosen in more than one possible way. For
simplicity, we will always eliminate the components nxx with same face types. For
example, the full interaction count vector for the straight trominoes is given by
~n = (naa, nab, nac, nbb, nbc, ncc), (3.12)
but the reduced interaction count vector is (nab, nac, nbc). This is shown in Fig-
ure 3.29.
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Figure 3.29: For a straight tromino configuration on 6 × 6 unit cell, the reduced
interaction count vector is shown, along with the packing constraint equations, which
can be used to obtain the other interaction count values.
In general, the reduced interaction count vector has Q(Q−1)/2 components.
The reduced interaction count vector implicitly contains all the information about
the other interaction counts, so throughout this thesis we will use the reduced inter-
action count vector, and simply call it the interaction count vector, unless specified
otherwise. Also, we redefine the vector of interaction parameters to match the new
interaction count vector definition. Using the same example, the energy of a straight
tromino configuration is now given by (nabεab + nacεac + nbcεbc). We will continue
using the notation E = ~n · ~ε, keeping in mind that ~n no longer corresponds to the
full interaction count vector.
3.6 Homology Class Calculation
We have explained in Section 2.3 that the connectivity of domino configurations
by domino flip moves can be determined using homology. Pairs of domino configu-
rations for which the oriented transition graph is in the trivial homology class are
connected by domino flip moves and can be considered kinetically accessible to each
other. To explicitly calculate the homology class of an oriented transition graph,
we can use cuts along the two directions parallel to the unit cell sides. The flow
through a cut is defined as the sum of crossings of the oriented transition graph
across the cut (taking into account the direction of the crossing). Moreover, the two
flow values give the homology class of the oriented transition graph as a vector of
two integers. An example is shown in Figure 3.30(b).
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Sx = 1
Sy = 2
Sx = 0
Sy = -2
Sx = 1
Sy = 4
(a)
(b)
Figure 3.30: Domino configurations on an 8 × 8 unit cell. (a) Each domino con-
figuration can be assigned to a homology class by calculating the flow across the
cuts, giving an integer vector (Sx, Sy). (b) The oriented transition graph for the two
domino configurations. These domino configurations are not in the same homology
class, since the oriented transition graph is in a nontrivial homology class.
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It is important that the cuts are chosen correctly. For a torus, it is fairly
straightforward to show that one vertical and one horizontal cut is the correct choice
by the following argument. The calculation of flow across cuts gives the correct
homology class for a representative set of 1-dimensional chains. For example, a
straight horizontal chain gives a flow through the vertical cut, with value equal to
the value of the chain, and similar for a straight vertical chain with horizontal cut.
Furthermore, any 1-chain that is a boundary contributes zero flow across the cuts.
Therefore, the flow through these cuts correctly identifies the homology class for all
1-dimensional chains.
It is also possible to assign a homology class to individual domino configura-
tions. We can use the same method of measuring the flow across cuts, as shown in
Figure 3.30(a). Since the oriented transition graph is the difference of two domino
configurations, the oriented transition graph is in the trivial homology class when
the two individual domino configurations belong to the same homology class. Con-
sequently, two domino configurations are in the same homology class when they are
connected by domino flip moves. For the concept of homology class for an individ-
ual domino configuration, we use the integer vector (Sx, Sy) to denote flow across
horizontal and vertical cuts, which we will refer to as the sector. The sector gives
an explicit way to assign domino configurations to homology classes.
By calculating the height function on a unit cell, we get a similar classi-
fication. Since the unit cell is not simply-connected, the height function does not
necessarily match at either sides of the periodic boundary. In fact, the height change
across both sides of the boundary is four times the value of the sector, which we have
just introduced. An example domino configuration in a nontrivial sector is shown in
Figure 3.31 with the height function overlaid. Furthermore, the height change per
plaquette can be given in terms of the sector as
∆h =
(
4Sx
N
,
4Sy
M
)
, (3.13)
where ∆h denotes the height change per plaquette. In a planar domino pattern,
this corresponds to the mean height change, giving a concept that does not depend
on the size of unit cell being considered. Also, the height change per plaquette
must have L1-norm less than or equal to 2 [42]. This means the configurations
with | ∆hx | + | ∆hy |= 2 are the configurations of extreme height gradient. The
domino configurations with extreme height gradient are exactly the set of ladder
configurations mentioned in Subsection 2.3.3. This is because each vertical domino
in a ladder configuration must give the same height change across it, and similar
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Figure 3.31: Example height function overlaid on a domino configuration of the 8×8
unit cell. The height change per plaquette is ∆h = (4, 8). This configuration is the
same as the one shown on the left of Figure 3.30(a).
for the horizontal dominoes. Therefore, the height change contribution from any
domino in the configuration will always be of the same sign, giving maximal mean
height change. This allows for an easy identification of ladder configurations.
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Chapter 4
Differential Evolution For
Parameter Optimisation
The structure and properties of molecular monolayers have been shown to depend
on several experimental system parameters [4, 8, 10]. This gives the opportunity
to design for particular monolayer structures that have desired properties. Parame-
ters corresponding to the strength and type of interactions between molecules give
possibly the best example of this. Therefore, in this chapter, we present our imple-
mentation of a differential evolution algorithm to optimise parameters for a given
objective property. Explicitly, the interaction parameters define the energy for each
configuration, and the temperature along with the energy for each configuration
determine the various thermal averaged quantities of the ensemble of interacting
polyomino configurations, for example, the internal energy. This will be explained
in more detail in section 4.2. Important properties of the system of interacting
polyominoes can be described by the set of interaction parameters.
We use the concept of a fitness function to identify configurations that posses
desirable properties such as chiral ground state or a sharp heat capacity curve.
Generally, this fitness function may not be smooth in any sense, but it will depend
only on directly measurable properties of the ensemble of interacting polyomino
configurations, which is discussed in section 4.3. The properties of the system of
interacting polyominoes depend on our choice of interaction parameters, which can
be thought of as a vector in an abstract space. So now we have some (possibly not
smooth) fitness function on an abstract vector, and we need to optimise the fitness
function by choosing a suitable vector of interaction parameters. For this purpose,
we use an optimisation algorithm, described in section 4.4, and discuss results for
example choices of the fitness function in sections 4.6, 4.7, and 4.8.
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4.1 Freedom Of Energy Assignment
The energy of each polyomino configuration is the dot product of its interaction
count vector with the vector of interaction parameters ~n · ~ε. With this expression
for the energy of configurations, it is immediately clear that configurations with the
same interaction count vector ~n must be energetically degenerate under any choice
of the interaction parameters ~ε. For this reason, it will be convenient in several parts
of this thesis to use gi as the degeneracy of configurations corresponding to the ith
interaction count vector ~ni. Furthermore, a given choice of interaction parameters
~ε defines a normal direction for planes in ~n-space that are assigned the same energy
value. In this sense, we have a necessary degeneracy for configurations corresponding
to the same ~ni and a further degeneracy due to the choice of ~ε.
It is also possible to arrange the set of interaction count vectors ~ni as ith
rows of a matrix A, where the order of the rows can be chosen arbitrarily. The list
of energies Ei corresponding to each of the ~ni can be written into a vector of energy
values ~E. This vector of energy values can be seen to depend on the interaction
parameters ~ε by way of a matrix equation ~E = A · ~ε. Each row ~ni is generally
associated to more than one configuration, with degeneracy gi. It is simplest to use
a matrixA with all rows unique, keeping note of the (energetically degenerate) set of
configurations corresponding to each row. Naturally, only interaction count vectors
with nonzero degeneracy are included in the matrix A. Explicitly writing out a
matrix equation clarifies exactly what freedom we have in determining the energies
of configurations by altering the interaction parameters; the matrix A maps our
free parameters ~ε to the energies of the interaction count vectors ~E. Therefore, the
image of the linear map represented by A gives the space of possible solutions for ~E.
This provides the possible assignments of energy to configurations in full generality,
since configurations that correspond to the same ~ni necessarily have the same energy
assignment.
As an example set of polyomino configurations, consider the set of right
tromino tilings of a 6× 3 unit cell. There are 25 configurations corresponding to 14
unique interaction count vectors. Furthermore, there are 6 interaction parameters.
The matrix A for this set of configurations is presented in Equation (4.1). Each of
the 14 rows represents a unique interaction count vector. The 6 columns correspond
to the different interaction types. Alongside the matrix, the wallpaper groups of
corresponding configurations are written, with degeneracy in brackets.
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A =

6 6 0 0 6 6
4 4 4 4 4 4
2 2 8 8 2 2
0 0 12 12 0 0
12 0 0 0 0 6
6 0 6 0 0 6
7 1 3 0 0 6
9 1 1 0 0 6
10 2 2 0 0 6
8 2 4 0 0 6
6 2 0 0 0 6
8 2 2 0 0 6
8 4 2 0 0 6
6 6 0 0 0 6

=
pg(1)
p1(2)
pg(1)
cm(1)
p2(2)
p2(2)
p1(2)
p1(2)
p2(2)
p2(2)
p2(2)
p1(2)
p1(2)
p2(2)
(4.1)
The form of the matrix A depends on the set of configurations under con-
sideration. Since we will examine various sets of polyomino configurations, some
understanding can be gained from the form of A alone. There are several possible
interesting cases for the matrix A. If there are at least as many interaction pa-
rameters as interaction count vectors and all interaction count vectors are linearly
independent, then A is surjective, meaning that for any desired vector of energies
~E, there exists a choice of interaction parameters ~ε to achieve it. This is an extreme
case that does not occur in practice, since the number of configurations one would
like to consider is usually greater than the number of interaction parameters.
The other interesting possibility is when the number of interaction count
vectors is at least as great as the number of interaction parameters and there are as
many linearly independent interaction count vectors as there are interaction param-
eters. In this case, A is injective. This would mean there is only (at most) a single
choice of interaction parameters ~ε that gives a specific vector of energies ~E. This
case is typical, except when additional packing constraints cause the set of configu-
rations to exist within a subspace of the space of interaction counts, as explained in
Subsection 3.5.2. For the example in Equation (4.1), the matrix is neither surjective
nor injective. In fact, the combination 2n4 +n6 is the same for all configurations, so
any energetic contribution that is proportional to this will simply shift the energy
values of all configurations.
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4.2 Configuration Probabilities
Consider the set of interaction parameters ~ε as something that an experimentalist
has some influence over [8, 10]. For example, suppose it is possible to choose from a
selection of molecules with similar shapes but different bonding energies [23, 84] or
use a different substrate to alter the relative importance of molecule-molecule inter-
actions [14]. For the systems we are considering, with simple interactions between
nearest-neighbours, the matrix A contains the information on what possible assign-
ments can be made to the energy values of each of the configurations by altering
the interaction parameters.
Ideally, the experimentalist would have complete freedom, but from the above
argument this is generically not the case because the set of energy assignments Ei
must be within the image of the matrix A. Furthermore, the relative probabilities
between configurations are given by Boltzmann weighting, determined by the ener-
gies. Therefore, the allocation of probability over the set of configurations can be
altered by changing the interaction parameters, but generally there is not complete
freedom in how the probabilities are assigned, for the same reason that there is not
complete freedom in the set of energy assignments Ei.
Any one of the configurations corresponding to the ith interaction count
vector ~ni will be assigned energy Ei = ~ni · ~ε. Therefore, the Boltzmann weighting
exp(−β~ni ·~ε) provides the relative probability for the configuration. The parameter
β is the inverse of temperature. However, it is possible to create dimensionless
parameters and eliminate β by redefining the interaction parameters ~ε → ~ε/β so
that Ei → Ei/β, and the Boltzmann factor becomes
exp(−~ni · ~ε), (4.2)
where the interaction parameters ~ε and energy of the ith configuration Ei are now
defined relative to the temperature. In particular, an increase in the temperature
of the system now corresponds to a decrease in the magnitude of the vector ~ε.
Therefore, we can still consider the effect of changing temperature by considering a
change in the magnitude of ~ε.
4.3 Fitness Functions
Desired system properties can be encoded by using a fitness function of the config-
urations and their relative probabilities. There are many possible fitness functions
that could be chosen, but a natural example is the value of a weighted average of
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some quantity that is defined for each configuration. For example, we can consider
rotational symmetry. Each configuration has either rotational symmetry or does
not. This can be indicated by a Boolean value: 1 meaning the symmetry is present
and 0 meaning the converse. Therefore, each configuration has a rotational sym-
metry value of 1 or 0. The ith interaction count vector ~ni generally corresponds to
several energy-degenerate configurations with different rotational symmetry values.
The mean over those configurations gives a value ri. Furthermore, the weighted
average for rotational symmetry over the total set of configurations is
〈R〉 =
∑
i
1
Z
rigi exp(−~ni · ~ε), (4.3)
with partition function Z. Note that here we are using a sum over points in ~n-
space, being careful to include degeneracy gi and a quantity value ri that is the
average over the configurations corresponding to the same point in ~n-space. To
find the interaction parameters that promote rotational symmetry, it is necessary
to maximise the weighted average in equation (4.3) with respect to the vector of
interaction parameters ~ε.
4.4 Differential Evolution Implementation
We have established the space of possible energy assignments, probability assign-
ments, and fitness functions - with the specific example of fitness function 〈R〉. It is
important to identify the requirements for our optimisation algorithm and explain
our choice of algorithm on this basis. These are our main requirements:
 The object to optimise is a set of real-valued parameters, i.e. a vector.
 Ideally want minimal computational cost.
 Would like to be able to consider fitness functions for which it is difficult to
calculate gradient for.
 Global maxima are most important, rather than local maxima of the fitness
function.
 Simplicity is a positive point.
 Rate of convergence should also be prioritised.
Out of the large number of different optimisation algorithms to choose from,
we have chosen the genetic algorithm known as differential evolution [92]. The main
93
reason is that this algorithm is specifically designed to be used on the optimisa-
tion of real-valued vector objects. However, the other requirements of our list are
also best met by the differential evolution algorithm, compared to other algorihms.
Algorithms such as Natural Evolution Strategies [93] and gradient descent meth-
ods [94] require the calculation of gradients. This adds computational effort and
would restrict our fitness functions to those for which it is feasible to calculate a
gradient for. Furthermore, gradient descent methods find local minima, not like the
differential evolution algorithm, which finds the global maxima. Many of the usual
genetic algorithms represent the object to be optimised as a bit string [95]. This is
quite a general way to represent a large set of different problems, but in our case
it adds extra complication to the problem compared to the differential evolution
algorithm, which provides a specific algorithm for our purpose. There also exist
other algorithms similar to the differential evolution algorithm, such as the artificial
bee colony algorithm [96]. This algorithm has an advantage over the differential
evolution algorithm in terms of exploration of the parameter space, however it loses
out on convergence rate and is more complicated to simulate.
To optimise the quantity 〈R〉 with respect to the interaction parameters, we
have chosen differential evolution. This is a form of evolutionary algorithm, which
has a population of individuals, a fitness function that can be applied to any of
these individuals, and a set of operations for evolving the population forward to the
next generation. These operations are mutation, crossover, and selection. Mutation
corresponds to the creation of a new trial individual, crossover involves mixing the
mutant parameters with that of another individual, and selection occurs to choose
fitter individuals for the next generation. These operations increase the fitness of
successive generations, leading to a population where all individuals are very similar
to the ideal individual whose fitness is a global maximum.
To implement the differential evolution algorithm, we define each individual
of the population as a choice for the vector of interaction parameters ~ε. Each choice
of ~ε corresponds to a value of 〈R〉, which is the fitness of the individual, since it is
the quantity that is being optimised. The quantity 〈R〉 takes a value between 0 and
1, such that individuals with fitness equal to 1 give an optimal choice for ~ε. Our
specific example here is the set of configurations made up of straight trominoes with
non-chiral interactions generated by a 9 × 9 periodic unit cell, although we have
tested this algorithm on several different polyominoes and cell dimensions. The
fully-packed tromino system with non-chiral interactions has 3 relevant interaction
types a-b, a-c, and b-c, shown in Figure 4.1.
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Figure 4.1: Straight tromino with face types a,b,c identified. The 3 interactions a-b,
a-c, and b-c are the relevant interactions for the fully-packed system, after taking
into account packing constraints.
4.4.1 Algorithm Details
Differential evolution is an evolutionary algorithm, which means successive genera-
tions are created with increasing fitness. To create a new generation, each individual
is considered in turn. A mutant is spawned from values of the current population
and random crossover occurs between the mutant and current individual to make
a proposed new individual. The fitness of the new individual is compared with the
current individual and one is selected to be used in the next generation. This is iter-
ated over all individuals of the current generation to create the next generation. The
three elements of mutation, crossover, and selection can be seen in the pseudocode
of Algorithm 1.
For the mutation of individuals, we use the formula given in Ref. [92]. For
our implementation, this gives a mutant of the form ~ε = ~ε1 + F (~ε2 − ~ε3), where
the subscript indices stand for 3 different individuals selected randomly from the
current population. For the parameter F , we have tested both F = 0.8 and F = 1.
Both heuristics converge to the same value and within a very similar number of
generations, pictured in Figure 4.2. For the crossover, we randomly select the values
of each component for the trial individual, which are taken from either the mutant
or another (different) random individual, except one randomly chosen component is
always taken from the mutant, as suggested in Ref. [92]. The crossover probability
to inherit a component’s value from the mutant, CR, is another parameter of the
algorithm. We tested parameters CR = 0.2 and CR = 0.5, to give results that are
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in agreement, again shown in Figure 4.2. Lastly, the selection of individuals for the
new generation is simple. If the fitness of a trial individual is greater than that
of the previous individual, replace that individual in the new generation with the
trial individual. Otherwise, keep the previous individual for the new generation. As
mentioned, every individual is considered before updating to the new generation,
meaning it is possible for the entire population to change within one generation,
although typically some of the previous generation will survive.
1 begin
2 initialise individuals ~εk for k in Population
3 for t in Total Iterations do
4 for i in Population do
5 Select 3 different Individuals x, y, z 6= i
6 ~εmutant ← ~εx + F (~εy − ~εz)
7 for j ← 1 to 3 do
8 if random[0, 1] < CR then
9 εjtemp ←− εjmutant
10 else
11 εjtemp ←− εji
12 end
13 end
14 Choose a random component j,
15 εjtemp ←− εjmutant
16 New Generation Individual ←− Fitter(~εtemp , ~εi)
17 end
18 Current Generation ←− New Generation
19 end
20 Print Generation
21 end
Algorithm 1: Differential Evolution
At the first generation we initialise 1000 individuals uniformly within a cubic
region from -80 to 80 for each of the 3 interaction parameters to give a significant
range of energy values. 1000 individuals is more than is usually necessary for this
kind of algorithm, but we have chosen a large number of individuals so that it is
possible to effectively visualise a heat map of the fitness function by simply printing
the values of the fitness function for all individuals at various times.
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Figure 4.2: Convergence of the mean fitness to the maximum value under the differ-
ential evolution algorithm. The interaction parameters are varied within a bounded
region of parameter space to optimise for the rotational symmetry of configurations.
This was done for several parameters of the differential evolution algorithm, to con-
firm that the results are robust to the choice of differential evolution parameters
F and CR. For (a), F = 1, CR = 0.5. For (b), F = 0.8, CR = 0.2. In (c),
F = 1,CR = 0.2.
4.5 First Results For Promoting Configurations With
Rotational Symmetry
Using the differential evolution algorithm to find optimal ~ε parameters for 〈R〉 gives
unhelpful results at first. As can be seen in the left image of Figure 4.3, the indi-
viduals are initially distributed uniformly in the cubic region from -80 to 80 in all 3
components. The colour of individuals corresponds to their fitness. There are higher
fitness values around the corners (80, 80, 80) and (−80,−80,−80). However, after
only 10 iterations of the algorithm, shown in the right hand image of Figure 4.3,
many of the individuals spread away from the origin in parameter space. Here, the
algorithm is trying to increase the effective energy difference between the config-
urations with and without rotational symmetry, which causes typical ~ε vectors to
diverge. The large magnitude of ~ε can also be seen as a quenching of temperature,
since the interaction parameters are defined relative to the temperature. The fitness
values of the individuals of the algorithm become very close to 1, corresponding to
a purple hue seen in Figure 4.3.
The fitness of different individuals becomes difficult to distinguish due to the
very great numerical precision that would be required. In this case, the method
does not converge on a solution; there are individuals in each octant outside the
original cubic region. This still persists even after 100,000 iterations, which is a
much greater time than would usually be required. As a fix for this problem, we
introduced an allowed region from -80 to 80 in each of the 3 parameters to avoid
any of them running to infinity. We don’t allow crossover with any mutant that
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Figure 4.3: Individuals of the differential evolution algorithm represented by points
in interaction parameter space. The two images, from left to right, are at generations
1 and 10. The colours correspond to the fitness of the individual, with purple hue
being 1, and red being 0.
has fallen outside this region, meaning all our individuals stay within the permitted
region. It would also have been possible to fix the magnitude of the vector of
interaction parameters ~ε to a constant, which would allow for optimisation of the
relative interaction energies at fixed temperature. However, this approach would
miss out on the possibility for the optimisation algorithm to compare solutions of
different temperatures, especially the low temperature solutions.
4.6 Promoting Configurations With Rotational Sym-
metry
The results of the new differential evolution algorithm to maximise the function 〈R〉
within the permitted region are shown in Figure 4.5, where the individuals of the
population are shown as points and their fitness is indicated by their colour. The
population of four different generations is displayed for the four figures from left to
right, in chronological order. At later times the entire population has converged at
the point (−73.3195, 80,−80). This occurs for several runs with the same parame-
ters. This point is on one of the faces of our allowed region, indicating that the fitness
function may be more optimal for an individual that is even further from the origin
in this direction. This vector of interaction parameters causes the point (36, 0, 54) in
~n-space to have the lowest energy value. This point corresponds to two chiral twin
configurations, which have rotational symmetry, shown in Figure 4.4. The second
98
Figure 4.4: The two chiral pair configurations that are lowest energy con-
figurations of the achiral straight tromino system on the 9 × 9 cell, with
interactions(−73.3195, 80,−80). Both configurations correspond to the point ~n =
(36, 0, 54), have p2 wallpaper group, and rhombic translational lattice. The 4 non-
equivalent rotation centres are shown as differently coloured circles.
lowest energy value is 1960.8 higher than the lowest, a significant amount, meaning
that essentially all of the probability is allocated to the two chiral twin configura-
tions with equal lowest energy. Since these two configurations both have rotational
symmetry, the fitness value is close to 1 for this choice of interaction parameters.
However, by increasing the magnitude of the vector of interaction parameters, the
fitness could be further increased to be even closer to 1. The reason this is not pos-
sible here is simply because we must restrict our individuals to a finite parameter
space.
Taking the magnitude of ~ε to infinity means we are choosing a particular
ground state and reducing the temperature to zero. So what we can learn from
the differential evolution algorithm here is that there is a ground state that consists
of only rotational configurations, which we should select to optimise the value of
〈R〉. However, if, for example, we chose the vector of interaction parameters ~ε =
(80, 80, 80), we would select a single rotational configuration to have high probability,
so taking the magnitude of ~ε to infinity gives another fully optimised solution for
〈R〉. This other solution is no less valid. However, it is not selected by the differential
evolution algorithm. In fact, it can be seen in Figure 4.5 that there is a cluster of
individuals near this location during the intermediate times, but they eventually all
converge at the solution (−73.3195, 80,−80). This behaviour is expected because
the eventual solution is the global optimum within the allowed region of parameter
space. By putting a bound on the interaction parameters, we can indicate possible
solutions of diverging ~ε, but this method does not systematically identify all solutions
with diverging ~ε.
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Figure 4.5: Individuals of the differential evolution algorithm plotted as points in
interaction parameter space. The images from left to right show generations 1,10,30,
and 50. The colours correspond to the fitness of the individual, with purple hue being
1 and red being 0. A metastable cluster appears around the corner ~ε = (80, 80, 80)
until eventually the population converges at (−73.3195, 80,−80).
4.7 Promoting Configurations Without Rotational Sym-
metry
To further illustrate the point that our problem is best treated by another method,
we also consider 1 − 〈R〉 as a fitness function. In other words, we aim to promote
configurations without rotational symmetry. The results for this problem are shown
in Figure 4.6. In this case, the population converges on the vector of interaction
parameters ~ε = (−8.0041,−19.0310, 0.7347), consistently over different runs of the
same program. Since the population has not moved to the boundary of the allowed
region, the preferred state is a high-entropy state, where the probability is shared
between many configurations. This is not so surprising because strong interactions
tend to introduce order into the system, whereas weak interactions give an ensemble
of many configurations, some have rotational symmetry and many do not. However,
the vector of interaction parameters ~ε = (−80,−80, 0) would result in the point
~n = (42, 12, 24) taking the lowest energy value, and this point corresponds to two
configurations with no rotational symmetry. This means that increasing the vector
~ε in this direction gives a fitness that tends to 1, which is higher than the fitness
achieved by the high-entropy state. So again, the differential evolution algorithm
can be used to identify the solutions with finite ~ε, but we are missing the solutions
with diverging ~ε.
4.8 Discussion
In both cases here, the differential evolution algorithm gives an answer for the inter-
action parameters that is most optimal within the finite parameter space, resulting
100
-50
0
50 -50050
-50
0
50
-50
0
50 -50050
-50
0
50
-50
0
50 -50050
-50
0
50
-50
0
50 -50050
-50
0
50
Figure 4.6: The differential evolution algorithm is demonstrated by showing indi-
viduals as points in ~ε-space, with the colour corresponding to the fitness of the
individual from 0 (red), to 1 (purple). The images shown from left to right are at
times 1,10,30, and 70. It can be seen that the εac direction takes longer to con-
verge on a single value, because the fitness of individuals varies less strongly in this
direction. The population finally converges to (−8.0041,−19.0310, 0.7347).
in an optimised fitness value that is quite close to 1. However, in some cases the ~ε
solution could be more optimal by simply having a larger magnitude, which would
be outside our permitted region. In other cases, there are more optimal solutions
for different directions of ~ε that fall outside the permitted region, so we cannot be
sure of an optimal solution over the entire parameter space.
If we consider taking away the restriction of the allowed region, the solu-
tions can diverge to large values in parameter space where their fitness values are
so close to 1 it becomes infeasible to compare their difference. The differential evo-
lution algorithm is designed to find global maxima at finite parameter values. Since
we have found several solutions with infinite parameter values, another approach
should be used for our problem. As mentioned before, the solutions with large
magnitudes for ~ε correspond to low temperature solutions. These kinds of solutions
occur quite generically over a variety of different polyomino types, meaning that
finding a clear picture for these solutions is important for the treatment of the opti-
misation problem. We can investigate the zero temperature solutions directly, with
a separate treatment, rather than attempting to investigate diverging parameter
solutions with differential evolution.
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Chapter 5
Analysis Of Domino
Configurations
In this chapter, we make use of a convex hull construction to identify the low energy
states that we found to be important in the previous chapter for giving desirable
system properties. We describe how the lowest energy states correspond to boundary
components of the convex hull and analyse their properties. We then explain how
sets of domino configurations from different unit cells can be compared or combined.
Using this principle, we implement a method for enumerating domino configurations
with primitive unit cell area up to a given value and we find that a limit shape for
the convex hull is reached at primitive unit cell area 8.
Subsequently, we analyse domino configurations using several methods. Ki-
netic constraints break up the set of domino configurations into separate sectors,
quantities of domino configurations are calculated and viewed in ~n-space, and de-
generacy is used to calculate heat capacity curves. Finally, we calculate the region
of parameter space that gives rise to each lowest energy state, giving a sense of how
accurately parameters must be tuned to result in a particular lowest energy state.
5.1 Convex Hull Method
We set out here a method for analysing the low temperature states of our interacting
polyomino system. Looking at sets of configurations represented as points in ~n-space
allows for a natural understanding of the possible low temperature states in terms
of the interaction parameters. For convenience of notation, we refer to the points in
~n-space as ~n-vectors.
Our method shares some points in common with that used in Ref. [97] by
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Istrail et al. to investigate a model of interacting tiles, where the energy function
depends linearly on the number of tiles with particular faces in contact, which they
call the tiling statistic. Istrail et al. outline a concept for maximising the energy
function by finding extremal values of the tiling statistic. Furthermore, they use
this concept to identify energetically favourable motifs of triangles on a hexagonal
lattice, where all the triangles have equal shapes but are of different types, having
different interactions. We apply a similar concept to polyomino packings by finding
extremal values in ~n-space. In our model, there are several orientations for each
polyomino, and polyominoes of the same shape have identical interactions. Since
we have defined our system in this way, each polyomino shape can be thought of as
corresponding to a single type of molecule.
As an example for the method of identifying possible ground states, we can
consider the set of domino configurations generated on a 4×4 unit cell. The 4×4 unit
cell generates 13 domino patterns. Of these, there is 1 with 4-fold rotational symme-
try, 11 with 2-fold symmetry, and 1 without rotational symmetry. The interaction
count vectors for these configurations happen to lie within a 2-dimensional subspace
nab = nac of the full 3-dimensional ~n space for dominoes, which is (nab, nac, nbc).
Therefore, the interaction count vectors can be plotted as points in 2 dimensions.
We can use components naa and nbc because naa = 8−(nab+nac), which is due to the
packing constraints explained in Subsection 3.5.2. This is shown in Figure 5.1(a).
When the interaction count vectors are plotted in this way, we call them the points
in ~n-space. For a set of configurations generated by a unit cell, the corresponding
set of points in ~n-space is a finite set, taking integer positions.
Consider the problem of attempting to choose an interaction parameter vec-
tor ~ε so that a particular interaction count vector ~n0 is assigned the lowest energy
E0 = ~n0 · ~ε, out of all the interaction count vectors in a given set. Note the su-
perscript here is an index for the interaction count vector. Figure 5.1(b) gives an
example interaction parameter vector ~ε for which the interaction count vector on
the lower-left is assigned the lowest energy.
Taking the magnitude of the interaction parameter vector to a very large
value corresponds to taking the temperature to zero. This results in the lowest en-
ergy configurations being assigned all of the probability, as discussed in the previous
chapter. Thus, we can address the problem of identifying low temperature solutions
from the previous chapter by considering the interaction count vectors that can be
assigned lowest energy. Finding an interaction count vector that can be assigned
lowest energy and that has desirable properties gives a low temperature solution for
an optimisation problem over the interaction parameters.
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Figure 5.1: Interaction count vectors corresponding to the domino patterns gener-
ated by a 4 × 4 unit cell are plotted as points in ~n space. (a) Some of the domino
patterns are indicated. Note that in this case each of the 3 indicated domino pat-
terns are unique to their ~n-vector. This is not the case for general configurations. (b)
An example interaction parameter vector ~ε is shown by the red arrow, and dashed
lines correspond to hyperplanes of equal energy under the example ~ε vector.
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To determine the conditions for ~n0 to have the lowest energy over the points
of ~n-space, we can think in terms of hyperplanes perpendicular to ~ε. An example
is shown in Figure 5.1(b). These hyperplanes are equal-energy subspaces for the ~n-
space. Putting a hyperplane through an interaction count vector ~n0 with normal in
the direction of the ~ε vector, the points in ~n-space on one side of the hyperplane have
higher energy than ~n0, and the points in ~n-space on the other side of the hyperplane
have lower energy than ~n0. Therefore, to have an interaction count vector ~n0 be
assigned the lowest energy, there must exist a hyperplane through ~n0 for which all
other points of ~n-space are strictly on one side of the hyperplane. This hyperplane
determines the normal of an ~ε vector that assigns the lowest energy to ~n0. In the
example of Figure 5.1(b), the vector ~n0 is on the lower-left, and the hyperplane
passing through it has all other points of ~n-space on one side of it.
For a hyperplane to separate one interaction count vector ~n0 from the set of
interaction count vectors, the point ~n0 must be a vertex of the convex hull of that
set. The convex hull of a set of points in ~n-space is the minimal convex region that
includes that set of points. Any hyperplane that separates one point from the other
points must only touch the convex hull at that one point. Therefore, the point ~n0
must be a vertex of the convex hull of points in ~n-space. Using Figure 5.1(a) as an
example, the configuration at point (naa, nbc) = (4, 6) is within the convex hull of
points and cannot be assigned lowest energy. Visually, any interaction parameter
vector ~ε will fail to make this point the lowest energy because it is surrounded by
other points, at least one of which will take lower energy value.
It is the vertices of the convex hull of interaction count vectors that can be
made to have the lowest energy. Furthermore, the domino configurations that can
be made unique energetic lowest energy states are those corresponding uniquely to
a vector ~n that is a vertex of the convex hull. The convex hull for the interaction
count vectors of the 4 × 4 unit cell is a quadrilateral, so there are four vertices,
depicted as red points in Figure 5.2. The corresponding configurations happen to
be unique to their position in ~n-space and are pictured in Figure 5.2, having wall-
paper groups pmm, p4g, pgg, and cmm (going anticlockwise from upper-right in
Figure 5.2). These 4 configurations are therefore the possible non-degenerate lowest
energy states. For example, the interaction parameter vector ~ε = (εab, εac, εbc) =
(−1,−1,−1) gives the p4g configuration as unique lowest energy state. In this case,
the lowest energy state has 4-fold rotational symmetry and primitive unit cell of area
8. However, if instead the interaction parameter vector is ~ε = (−1,−1,−2), the low-
est energy state will be made up of 3 configurations, including the p4g configuration,
which is now degenerate under this choice of interaction parameters.
105
2 4 6 8
5
10
15p4g
pgg cmm
pmm
Figure 5.2: Configurations of dominoes on the 4×4 unit cell. Each point corresponds
to the interaction count vector of at least one configuration, and the boundary of
the convex hull is shown as dark lines. Vertex points are red, other boundary points
are black, and interior points are blue. The red arrow gives an example vector of
interaction parameters, such that the top-right configuration is the ground state.
The dashed line indicates a hyperplane of equal energy for the example interaction
parameter vector, and passes through the configurations of second lowest energy.
Also shown are illustrations for the vertex configurations, along with their wallpaper
group. The colours used for drawing dominoes are purely illustrative.
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The red arrow in Figure 5.2 is an example vector for ~ε. In this case, the least
value of E = ~n ·~ε corresponds to the configuration in the upper-right. Furthermore,
the two black points on the boundary of the convex hull shown in Figure 5.2 (close
to the upper-right) constitute the domino configurations of second lowest energy.
These points are iso-energetic because they have equal scalar projection onto the
example ~ε vector. To calculate vertex points and other points on the boundary of
the convex hull, we use the Qhull library that was created by C. Bradford Barber
and Hannu Huhdanpaa at the Geometry Center and Harvard University. This is
important for the larger sets of points that are difficult to calculate by hand. Detail
of the algorithm can be found in Ref. [98].
Since the domino patterns on the 4×4 unit cell have interaction count vectors
that fall within the plane nab = nac, each pattern must be assigned an energy equal
to its mirror image (chiral twin) pattern. If a pattern has interaction count vector
(nab, nac, nbc), its chiral twin has interaction count vector (nac, nab, nbc) because each
a-b interaction becomes an a-c interaction after the mirror is applied to form the
chiral twin. Due to the fact that dominoes on the 4 × 4 unit cell have nab = nac,
it is not possible in this case to favour one configuration over its mirror image
energetically. Because of this, we will call nab = nac the achiral plane. Although it
does contain chiral patterns generally, they cannot be distinguished energetically.
5.2 Chiral Interactions
In the general case, the set of domino configurations define a 3D region in the ~n-
space. For example, the convex hull for N = M = 8, which is shown in Figure 5.3,
has 1,224,518 domino patterns, divided into 1,551 different points in ~n-space. Pat-
terns that are generated on the 4 × 4 unit cell can also be generated on the 8 × 8
unit cell because the unit cells are commensurate. The patterns generated by the
4× 4 unit cell form a subset of the patterns on the achiral plane. The 8× 8 unit cell
also generates configurations with ~n-vectors that are not on the achiral plane. These
configurations must be chiral patterns, in the sense introduced in Subsection 2.2.4,
i.e. they must have wallpaper group which is either p1, p2, or p4. This is because
applying a mirror to the configuration turns a-b interactions into a-c interactions.
However, applying a rotation or translation to the configuration does not change the
~n-vector. Therefore, if nab 6= nac, the reflected configuration must be inequivalent
to a rotation or translation, so the pattern is chiral.
In comparison to the 4 × 4 unit cell, the majority of configurations on the
8×8 unit cell do not correspond to vertices of the convex hull. Out of the 1,224,518
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Figure 5.3: Points correspond to the configurations in ~n-space which exist on the
boundary of the convex hull of the set of configurations which can be made by
dominoes on an 8× 8 unit cell. The vertex points on the achiral plane are the same
as for the N = M = 4 case. Away from the achiral plane, the convex hull has 12
vertices corresponding to 24 configurations - 6 p1 and 18 p2. Configurations not on
the achiral plane have cyclic (chiral) point groups. Also, the log of density of states
is visualised as a heat map, with dark colours signifying high density.
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domino patterns, there are only 16 vertices, corresponding to 28 domino patterns.
This is a strong limitation to the possible choices for the design of unique ground
states. However, since we have an enumeration of states, we can design for desired
properties by choosing the ground state that has the most favourable properties.
For example, on the 8× 8 unit cell, the vertex state ~n = (32, 32, 32) corresponds to
exactly one configuration, which has 4-fold rotational symmetry. It is possible to
design for 4-fold symmetry by choosing an appropriate combination of interaction
energies to make this configuration the unique energetic ground state. One such
choice would be ~ε = (−1,−1,−1). Conversely, one could design for a ground state
with no rotational symmetry by finding a vertex state which corresponds to only
configurations without rotational symmetry. For the 8× 8 unit cell, there are only
two such vertex states: ~n = (34, 20, 24) and its chiral twin ~n = (20, 34, 24). The
permitted periodicity of the configuration is important to this problem. For the
4× 4 unit cell, all ground states have some rotational symmetry; therefore, it is not
possible to design for a ground state without rotational symmetry in that case.
The degree of handedness of a domino packing can be given a qualitative
value using the distance from the achiral plane, defined as |nab − nac|/
√
2. Chiral
twin configurations correspond to positions of ~n-space that have the achiral plane
as midpoint between them. Thus, if a configuration corresponds to a point that is
far from the achiral plane, its chiral twin will be quite dissimilar to it, in regard
to the count of interaction types. To design an extremally chiral configuration, the
vector of interaction energies should have the direction orthogonal to this plane,
~ε = (−1, 1, 0), so that there is a strong energetic preference for one type of chiral
interaction compared to the other.
5.3 Achiral Subspace
In the preceding subsection, we described interactions that strongly favour one chi-
rality over the other. In the converse case, if the interaction parameter vector lies
within the achiral plane, each configuration is assigned equal energy to its chiral
twin. Therefore, this is the relevant subspace of interaction parameters for a system
of molecules that is known to have interactions that do not break the reflection
symmetry of the molecular tiling.
When considering the interaction parameter vector being restricted to the
subspace of the achiral plane (εab = εac), we can project points in ~n space onto the
achiral plane to obtain an effective ~n-space for the reduced problem. This is because
points that are separated by a displacement perpendicular to the achiral plane must
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Figure 5.4: (a) The points in ~n-space corresponding to domino patterns generated
on the 8×8 unit cell. (b) The points projected onto the nab = nac achiral plane. This
gives the effective ~n-space when the interaction parameter vector ~ε is constrained
to εab = εac, which means the interaction does not favour one interaction over its
chiral twin.
be assigned equal energy by any ~ε vector that lies in the achiral plane. This concept
is shown for the domino configurations of the 8× 8 unit cell in Figure 5.4.
We can consider a further subspace by defining the domino face types to
respect both the rotational and reflection symmetry of the domino shape. This
is the convention that we adopted for the other polyomino shapes, discussed in
Subsection 3.5.1. For this new definition of face types, we will use the term achiral
domino, since its face types respect the reflection symmetry of the domino shape.
We use face types denoted u and v, shown in Figure 5.5, and obtain the packing
constraints
2NM
2
= 2nuu + nuv,
4NM
2
= 2nvv + nuv.
(5.1)
Since there are Q = 2 face types, we are left with Q(Q−1)/2 = 1 interactions in the
reduced interaction count vector. However, instead of choosing (nuv) as our interac-
tion count vector, we choose (nuu), since this is simply equal to naa from the more
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Figure 5.5: Upper-left is the chiral domino, and upper-right is the achiral domino.
Shown below is the matrix conversion for the full interaction count vectors of the
two definitions of face types.
general domino interactions. Because the interaction count vector for the achiral
domino has only 1 component, the vertices of the convex hull simply correspond to
the two extremal values of naa. The maximum value for naa corresponds to config-
urations where all dominoes are aligned in the same direction, possibly with rows
shifted with respect to each other. The minimum value for naa corresponds to a
more complicated set of configurations. There are no other lowest energy states for
the achiral domino, which motivates our decision to explore the parameter space for
the more general domino interactions that allow face types to disobey the reflection
symmetry of the domino shape.
5.4 Convex Hull Boundary
For a generically oriented interaction parameter vector ~ε, the lowest energy config-
urations are those corresponding to a single vertex of the convex hull in ~n-space.
However, for ~ε-vectors with finely-tuned direction, it is possible to make other com-
ponents of the boundary of the convex hull be the lowest energy state. Since the
interaction count vector for a domino configuration is 3-dimensional, these other
components can either be faces or edges of the convex hull. When the interaction
parameter vector ~ε is perpendicular to a face of the convex hull and is pointing
inwards towards the convex hull, that face is the lowest energy state, meaning all
configurations corresponding to ~n-vectors on that face will take the lowest energy
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value. For edges of the convex hull, an analogous statement is true. Edges allow a
1-dimensional freedom in the ~ε-vector that causes them to be lowest energy state,
whereas for faces, the ~ε vector is completely determined by the normal of the face.
In terms of design of lowest energy states, if an ~n-vector lies on an edge (or
face) of the convex hull and is not a vertex of the convex hull, it can be assigned
the lowest energy, but only if the other configurations on that edge (or face) are
also assigned lowest energy, which leads to a degenerate ground state. Each vertex,
edge, and face of the convex hull are boundary components of varying dimensions.
Therefore, it is the boundary components that define the possible lowest energy
states. We also use the term boundary components when analysing convex hulls in
higher than 3 dimensions.
For the domino patterns generated on the 8 × 8 unit cell, the boundary of
the convex hull is shown in Figure 5.6. There are 12,237 boundary configurations,
meaning that about 1% of configurations of the 8 × 8 unit cell can be designed as
(possibly degenerate) ground state. Some of the boundary components correspond
to special subsets of domino configurations. The line nab = nac, nbc = 0 consists of
the configurations with maximal L1 norm of the sector, thereby corresponding to
the set of ladder configurations described in Subsection 2.3.3.
Another notable component of the boundary of the convex hull is the edge
nab = nac = 0, which has naa = 64 because of the packing constraints. Since these
configurations have maximal a-a interactions, this edge corresponds to the set of
configurations that have dominoes of only one orientation. A typical configuration is
shown in Figure 5.7 This set of configurations can be assigned the lowest energy by a
range of possible interaction parameters of the form ~ε = (cos(θ+pi/4), sin(θ+pi/4), 0)
with θ from roughly −72° to 72°. The number of configurations corresponding to
this ground state is of order the length of the system, since each row of dominoes
can be shifted independently of the others.
To design for a very high degeneracy ground state, it is necessary to have
precise control of the interaction parameters. A striking feature of the boundary
of the convex hull for N = M = 8 are the faces with many distinct states, which
correspond to ground states with especially high degeneracy for energy vectors ~ε
perpendicular to either of these faces. There are two such faces, distinguished by
their chirality. They can be seen as the faces containing many points in Figure 5.6.
The equation for the normal of one of these faces is NM = nac + nbc, meaning that
the direction of the vector of interaction parameters has zero freedom. This is in
contrast to the ground state corresponding to the edge nab = nac = 0, which can be
established by a range of possible interaction parameters.
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nac
nbc
Figure 5.6: The boundary of the convex hull of interaction count vectors (points in
~n-space), for domino patterns generated on the 8×8 unit cell. Red points correspond
to vertices of the convex hull, while black points correspond to other points in ~n-
space that are part of the boundary. There are 130 boundary points, and of these,
16 are vertices.
Figure 5.7: Typical domino configuration on the 8 × 8 unit cell with all dominoes
oriented in one direction. Note that nab = nac = 0.
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nbb
Figure 5.8: One of the two highly degenerate faces of the convex hull for dominoes
on the 8 × 8 unit cell is shown. On the left, the points in ~n-space that reside on
the face are plotted. Note that coordinates (nbb, naa) are more convenient than
(nab, nac, nbc) because NM − nac − nbc = 2ncc = 0 for this face. On the right, it
is possible to make domino flips that create b-b interactions, without creating c-c
interactions. In this way, the face of the convex hull can be traversed by domino
flips.
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The combined number of domino patterns corresponding to the two high
degeneracy faces is 9,916, which makes up roughly 81% of the boundary domino
patterns. Each point in ~n-space on either of these two faces corresponds to at least
one domino configuration from the trivial sector (0, 0). The sectors, as defined in
Section 3.6, correspond to the sets of domino configurations that are connected by
domino flip moves. Therefore, the trivial sector of the ground state remains highly
degenerate, even when considering kinetic constraints, and the high degeneracy faces
can be traversed by domino flips, as illustrated in Figure 5.8.
5.5 Unit Cell Comparison
So far, we have only considered sets of domino configurations generated by single
unit cells. However, the sets of domino configurations generated by different unit
cells can be compared as planar patterns. To understand periodic planar domino
patterns, it is important to consider the patterns generated by various unit cells.
Different unit cells generate some of the same planar periodic domino patterns, but
not all. For example, the convex hulls in ~n-space for the 6 × 6 and 8 × 8 unit cells
are shown in Figure 5.9. The convex hull has a different shape, depending on the
patterns generated, and the patterns at vertices of the convex hull are generally not
the same. On the 6× 6 unit cell, the vertex point ~n = (12, 24, 12) corresponds to a
planar domino pattern (shown in Figure 5.10(a)) that cannot be generated by the
8×8 unit cell. Similarly, the pattern in Figure 5.10(b) can be generated on the 8×8
unit cell with the interaction count vector ~n = (32, 32, 32), but cannot be generated
by the 6× 6 unit cell.
It is possible to combine the sets of domino patterns from several unit cells
to enumerate low periodicity patterns more effectively. As previously explained in
Subsection 3.4.2, it is possible to generate all patterns with primitive unit cell area
less than or equal to a given value A by using the patterns generated by the square
cells with side lengths from A/2 up to A. For example, the 6×6 and 8×8 unit cells
generate all domino patterns with primitive unit cells of area up to 8. To be able to
generate all these patterns with a single unit cell, we would have to use the 24× 24
unit cell, which is computationally intractable using algorithm DLX.
To compare the interaction count vectors from configurations generated by
different unit cells, we must use values per area, rather than per unit cell. Dividing
the ~n-vector by the area of the unit cell would introduce floating-point numbers and
require testing of equality between floating-point numbers. To avoid this, we trans-
form the interaction count vectors to integer valued vectors that are proportional to
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Figure 5.9: Convex hulls in ~n-space for the set of domino configurations generated
by (a) the 6×6 and (b) the 8×8 unit cells. For (a), there are 6 vertices corresponding
to 16 vertex configurations having p1, p2, pmm, pmg, and cmm wallpaper groups,
and there are 92 boundary configurations. Whereas for (b), there are 16 vertices
with 28 vertex configurations having p1, p2, pmm, pmg, cmm, and p4g wallpaper
groups, and there are 12,237 boundary configurations.(a) (b)
Figure 5.10: (a) Domino pattern with p2 wallpaper group and primitive unit cell
area 6. This pattern can be generated by the 6× 6 unit cell with interaction count
vector ~n = (12, 24, 12). (b) Domino pattern with p4g wallpaper group and primitive
unit cell area 8. This pattern can be generated by the 8×8 unit cell with interaction
count vector ~n = (32, 32, 32).
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the values of the interaction count vectors per area. For example, to compare the
configurations generated by the 6×6 and 8×8 unit cells, we multiply the interaction
count vectors of the 6 × 6 unit cell by 16, and we multiply the interaction count
vectors of the 8× 8 unit cell by 9. Conceptually, one can imagine the configurations
being placed in the larger 24 × 24 unit cell, then comparing the interaction count
vectors. This is possible because the 24 × 24 unit cell is commensurate with both
the 6 × 6 and 8 × 8 unit cells. Generally, to compare configurations of an x × x
and y × y unit cell, the interaction count vectors from the x × x unit cell must be
multiplied by y2/ gcd(x, y)2, and those from the y × y unit cell must be multiplied
by x2/ gcd(x, y)2. This is the smallest multiplication necessary to give a proper
comparison between integer valued vectors.
5.5.1 Enumeration By Primitive Unit Cell Area
By combining domino patterns from multiple unit cells, we obtain the convex hulls
in ~n-space for domino patterns with primitive unit cell area up to 2, 4, 6, and 8,
shown in Figure 5.11. Listing the convex hulls in this way is more natural than
using the convex hulls of all patterns generated by progressively larger unit cells,
since the primitive unit cell area is a basic property of the planar domino patterns.
In other words, we enumerate planar domino patterns in order of increasing spatial
periodicity.
Unit cells with side lengths from A/2 to A generate all domino patterns with
primitive unit cell area up to A. But, square unit cells of odd side length are not
needed because dominoes cannot be fully packed in them. Furthermore, we filter the
domino configurations by their primitive unit cell area to obtain only the patterns
with primitive unit cell area up to the specified value. For example, to generate all
the domino patterns with primitive unit cell area up to 6, we generate configurations
on 4 × 4 and 6 × 6 unit cells and only keep the configurations with primitive unit
cell area 2, 4, or 6.
In Figure 5.11, we combine sets of domino configurations from several square
unit cells. To be able to meaningfully compare the interaction count vectors from
configurations generated by these unit cells, we multiply the original interaction
count vectors by values 144, 36, 16, and 9 for unit cells 2× 2, 4× 4, 6× 6, and 8× 8
respectively. For this reason, the interaction count vectors shown in Figure 5.11 are
equal to the values that the domino configurations would have on a 24 × 24 unit
cell.
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Figure 5.11: The convex hulls of points in ~n-space corresponding to domino patterns
with primitive unit cell area up to 2, 4, 6, and 8 are shown in (a), (b), (c), and (d)
respectively. The number of vertices in each case is 2, 3, 6, and 6. The total number
of configurations for each is only 2, 4, 12, and 27, meaning there are 2, 2, 8, and 15
domino patterns with primitive unit cell area 2, 4, 6, and 8, respectively.
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Figure 5.12: The convex hull in ~n-space corresponding to all domino patterns with
primitive unit cell area up to 8. The vertex configurations are indicated. We also
call this convex hull the limit hull, since any convex hull corresponding to all domino
patterns with primitive unit cell area up to A > 8 must have the same shape as
this convex hull. The values of ~n are those that the domino patterns would have if
placed within a 24× 24 unit cell.
5.5.2 Convex Hull Limit Shape
Enumerating domino patterns with primitive unit cell area up to area A results in
sets of domino patterns for which we can take the convex hull, like those shown in
Figure 5.11. For different values of A, the convex hull is different. But, at A = 8 and
greater, the shape of the convex hull stops changing. The boundary of this convex
hull constitutes a boundary that cannot be exceeded by any domino pattern (when
properly comparing ~n-vectors in the way described previously). Consequently, the
set of domino patterns with primitive unit cell area up to a value greater than 8
has a convex hull in ~n-space of exactly the same shape. This convex hull shape can
be seen in Figure 5.11(d), but is shown again in Figure 5.12 with vertex patterns
indicated. We will refer to its shape as the limit hull.
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The boundary of the limit hull has 7 faces. Each of these faces represents
an affine combination of interaction counts that cannot be exceeded. To show this
is true, we must make use of all 6 interaction counts (naa, nab, nac, nbb, nbc, ncc). Of
the 7 faces, 3 lie in the planes naa = 0, nbb = 0, and ncc = 0. These 3 faces are
maximal and cannot be exceeded because none of the interaction counts can be
negative. Another face lies in the plane nac = 2nab. A domino configuration outside
this plane would require nac > 2nab. However, this is not possible because each a-c
interaction necessitates a nearby a-b interaction. Each a-b interaction can be placed
between two a-c interactions so that nac can be equal to 2nab at most. This is shown
in Figure 5.13. The face of the convex hull lying in the plane nab = 2nac is maximal
for the same reason, due to symmetry.
Finally, we have the face lying on the plane 2nbb = NM −nac (where N ×M
is the unit cell the configuration is generated by). In this case, we can see that
2nbb > NM − nac is not possible, since each a-c interaction reduces the number of
possible b-b interactions by 1. The maximum number of b-b interactions is half of
NM ; therefore, 2nbb = NM −nac is the maximum possible value for nbb for a given
value of nac. The face lying on the plane 2ncc = NM −nab also cannot be exceeded,
due to symmetry. The preceding arguments associate all 7 faces of the limit hull
with planes that cannot have domino configurations outside of them.
The 6 vertex patterns in Figure 5.12 are unique to their interaction count
vectors, even when considering all possible domino configurations. This means that
if a set of domino configurations includes one of these special configurations, there
must always exist some interaction parameter vector ~ε such that the special con-
figuration has the lowest energy. Each of the 6 vertex configurations lies at an
intersection of the previously mentioned faces of the boundary of the limit hull.
Using the corresponding equations for the bounding planes, it is possible to check
that the configurations are unique to their interaction count vector by attempting
to build a domino configuration by hand while also keeping to the constraints of
the bounding planes. For example, the p4g configuration shown in the upper-left of
Figure 5.12 is at the intersection of planes naa = 0, nbb = 0, and ncc = 0. Starting
with a single domino and keeping to these constraints, there is only one possible
planar domino pattern. A similar process can be done to show each of the 6 vertex
configurations are unique to their interaction count vectors.
For a single unit cell to generate a set of configurations with a convex hull
that matches the limit hull, it is necessary and sufficient for that unit cell to generate
the 6 configurations shown in Figure 5.12. The 6 vertex configurations can be made
by the 6× 3 unit cell and 4× 4 unit cell. Therefore, any unit cell that is a multiple
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Figure 5.13: Starting with an a-c interaction, a corner is created that can be covered
in one of two ways. In either case, an a-b interaction is introduced. From there,
the a-b interaction can be shared with at most 1 nearby a-c interaction. Because
of this effective constraint, nac = 2nab is the maximum possible value for nac, given
the value of nab.
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of the 12 × 12 unit cell will generate configurations that have the limit hull as the
shape of the convex hull.
The concept of a limit hull is useful because it defines the convex hull over
the set of all domino patterns. So, considering the set of all planar domino patterns,
there are 6 that can be assigned the unique lowest energy. If the periodicity of the
domino patterns is constrained, there is a difference between the shape of the convex
hull and the limit hull due to the inability to create the 6 vertex patterns of the
limit hull. Thinking more generally, it seems possible that similar limit hulls exist
for the other polyomino shapes; however, for polyominoes with a greater number
of interaction types, it becomes more difficult to identify the convex hull limiting
shape as we have done for the domino patterns.
5.6 Domino Flip Connectivity
One can introduce kinetics into the model via the domino flip moves. The subsets
of domino configurations that are connected by domino flip moves can be viewed
as being kinetically accessible to each other. The notion of kinetic accessibility is
introduced in Section 2.3, where we show that this concept is relevant for periodic
planar domino patterns, not just for the unit cell regions that generate those planar
patterns.
The domino configurations that are connected by a sequence of domino flip
moves are in the same homology class. Using the terminology introduced in Sec-
tion 3.6, the sector of a domino configuration uniquely identifies the homology class
it belongs to (excluding ladder configurations). Figure 5.14 shows the domino con-
figurations of the 4× 4 unit cell in the sector (1, 0), which are connected by domino
flip moves.
The domino configurations in a given homology class are a subset of the
full set of domino configurations being considered. Figure 5.15 shows the subset
corresponding to the (1, 0) sector of the 4 × 4 unit cell, plotted in ~n-space, giving
a new convex hull and new vertex configurations. One vertex of the new convex
hull is indicated along with the corresponding domino configuration in Figure 5.15.
However, the indicated point in ~n-space is not a vertex of the convex hull of the full
set of configurations on the 4× 4 unit cell. This means that although the indicated
domino configuration cannot be assigned lowest energy out of all configurations on
the 4×4 unit cell, it may be assigned lowest energy out of the domino configurations
in the sector (1, 0). Thus, the kinetic constraint generally introduces new config-
urations of effective lowest energy. A molecular network that can only rearrange
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(4,8)
(8,8)(4,6)(2,4)
(8,16)
(naa , nbc)
Figure 5.14: Domino configurations on the 4× 4 unit cell with labels showing their
interaction count vectors. The configurations of the (1, 0) sector are connected by
domino flip moves, signified by arrows. The domino configuration in the top-right
gives an example configuration in the (0, 0) sector, which is not connected by domino
flips to the others because of the difference of the sector.
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nbc
naa
Figure 5.15: Points in ~n-space corresponding to domino configurations in the (1, 0)
sector of the 4 × 4 unit cell. The convex hull boundary is given by solid lines,
vertices are shown as red points, and interior points are shown in blue. One vertex
configuration is indicated. The convex hull boundary of the full set of domino
configurations of the 4× 4 unit cell is shown by the dashed lines.
itself via local moves cannot reach the thermodynamic ground state and is limited
to achieving only the lowest energy state consistent with its initial homology class.
5.6.1 Sector Transformations
When applying a Euclidean transformation to a domino configuration, the sector
(Sx, Sy) also changes value. Therefore, we find a link between the symmetries of a
given domino pattern and the kinetic freedom of that pattern under local rearrange-
ments. The Euclidean transformations that we consider are of the form(
x
y
)
→
(
0 −1
1 0
)m(
1 0
0 −1
)n(
x
y
)
+
(
a
b
)
. (5.2)
Applying this transformation to the domino configuration causes the sector to trans-
form according to
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(
Sx
Sy
)
→
(
−1 0
0 −1
)a+b(
0 1
−1 0
)m(
1 0
0 −1
)n(
Sx
Sy
)
, (5.3)
which can be calculated by inspection of a few test examples. Some examples of
the sector-changing transformations can be seen in Figure 5.16. It is not surprising
that rotations, reflections, and glide reflections cause the sector to be transformed.
However, a pure translation can also cause the sector to change. This is because the
black and white checkerboard used for calculating the sector breaks the translational
symmetry of the underlying grid. Translating a domino configuration by (a, b) with
a+ b odd effectively switches black and white squares, reversing the sector.
Figure 5.17 contains example diagrams for sector transformations, which can
be calculated by using Equation (5.2) and Equation (5.3). The top-left diagram
of Figure 5.17 shows how the sector is transformed when Sx 6= Sy and both are
non-zero. In this case, a reflected domino configuration is in a different sector to
any of the sectors of rotated domino configurations. Since the reflected domino
configuration cannot be related to the original configuration by any translation
or rotation, the domino configuration is chiral. Because of this, the sectors with
Sx 6= Sy and both values non-zero contain only chiral domino configurations.
The previous statement made use of the sector of a given domino configura-
tion to give some detail on the possible Euclidean symmetries of that configuration.
We can use a similar line of reasoning to give other relations between the sector and
symmetries. Suppose a Euclidean symmetry preserves a domino configuration. This
implies that the corresponding transformation of the sector also preserves the value
of the sector for that domino configuration. Using Equation (5.3), the parameters
n = 0 and (m+2(a+b))mod(4) 6= 0 correspond to a transformation that rotates the
sector. The only sector preserved by a rotation is the zero sector (0, 0); therefore,
any domino configuration that is preserved under a Euclidean transformation with
these parameters must be in the zero sector.
There are 3 possible types of transformation of the domino configuration that
rotate the sector: Firstly, m = 1, the transformation is a 4-fold rotation. Secondly,
m = 0 and a + b odd is a translation that effectively switches the light and dark
squares of the checkerboard. Thirdly, m = 2 and a + b even is a 2-fold rotation
around certain positions. Since a + b is even, these integers can be both even or
both odd. However, both odd is not possible because it corresponds to rotation
around the middle of a plaquette, which cannot preserve any domino configuration.
Therefore, a and b are both even, and the third possibility is equivalent to a 2-fold
rotation around an integer point. This third condition is actually a generalisation
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Sy = 2
Sx = 1
Sy = -1
Sx = 2
Sy = 2
Sx = -1Reflected in Vertical axisRotated
Sy = -2
Sx = -1Original Translated
Figure 5.16: A domino configuration on the 8× 8 unit cell is shown, with 3 configu-
rations that have been formed by taking Euclidean transformations of the original.
In each case, the sector is calculated, and agrees with the values prescribed by Equa-
tion (5.3). The translation shown is by 1 grid square to the left, and the rotation
and reflection are around the centre of the square unit cell.
126
Sy
Sx
Sy
Sx
Sy
Sx
Sy
Sx
Figure 5.17: For each diagram, consider a domino configuration with sector (Sx, Sy)
equal to the position of the circle. Applying reflection to the domino configuration
transforms the sector to the position of one of the crosses. Applying rotation or
translation to the domino configuration transforms the sector to one of the dots.
The dots reside at rotated positions of the original sector. Note there is always a
dot at the original sector because there are some rotations and translations of the
domino configuration that don’t change the sector, for any sector value.
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Figure 5.18: 3 Example domino configurations are shown. In each case, their sym-
metry can be used to infer that they belong to the (0, 0) sector. From left to right,
they have: 4-fold rotational symmetry, translation symmetry (a, b) with a+ b odd,
and 2-fold rotational symmetry around an integer point. The symmetry operations
are shown in red.
of the first condition, since any 4-fold rotation must be around an integer position
and must imply a 2-fold rotation at the same point. Any domino configuration that
is preserved under one of these 3 types of symmetry operation must be in the zero
sector. The first case is perhaps most interesting, since it implies that all domino
configurations with 4-fold rotational symmetry are contained in the (0, 0) sector.
If a system of molecular dominoes falls into a non-zero sector when the molecules
become adsorbed to the substrate, there is a kinetic obstruction to being able to
form a 4-fold symmetric pattern via local rearrangements.
5.6.2 Partition By Connectivity
The set of domino configurations generated by a unit cell can be partitioned accord-
ing to their connectivity by domino flip moves, i.e. by their sector. When molecular
rearrangements are possible, these subsets of connected configurations determine
the kinetic freedom of molecular tilings. However, the transformation of the sector
that results from Euclidean transformations of the domino configurations brings up
a slight complication. We consider domino configurations that are related by ro-
tations or translations to be equivalent as planar patterns, but the sectors of two
domino configurations that we consider equivalent are not necessarily equal.
Looking at Equation (5.2) and Equation (5.3) above, any rotation or trans-
lation equivalent domino configuration will be in a rotated sector. Furthermore, any
given domino configuration has an equivalent domino configuration in each of the
rotated sectors. Therefore, for the subsequent analysis of the connectivity of domino
configurations, we include all domino configurations from rotated (i.e. equivalent)
sectors into one sector. For example, the (1, 1) sector includes all domino config-
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urations from the (1, 1), (1,−1), (−1, 1), and (−1, 1) sectors. By doing this, we
coarsen the connectivity partition of domino configurations by placing rotation or
translation equivalent configurations into the same subset of our new connectivity
partition.
For the 8×8 unit cell there are 7 inequivalent sectors, excluding the sectors of
maximum L1-norm. Each point in ~n-space generally corresponds to configurations
from multiple sectors. For each sector, Figure 5.19 highlights in red the points in
~n-space that correspond to at least one configuration from that sector. The sets
of configurations from the various sectors are somewhat localised in ~n-space. In
particular, the configurations in the greater-valued sectors tend to have a lower
value of nbc. This is not surprising, since flow across a cut is caused by rows of
dominoes with alternating shift, meaning nbc is low and there are less dominoes
available to be flipped. The (0, 0) sector takes up the largest region of ~n-space, with
1311 points in ~n-space corresponding to 604,747 configurations, out of the full 1551
points and 1,224,518 configurations of the 8× 8 unit cell.
Taking a convex hull of each set of connected configurations produces 7 dif-
ferent convex hulls, shown in Figure 5.20. Different lowest energy configurations are
possible in each case, since each convex hull has a different shape. There are some
themes that can be seen across different sectors. For example, the boundary of the
convex hull for the (1, 1) sector has a face with many associated points in ~n-space
and has high degeneracy, similar to the high degeneracy faces of the (0, 0) sector.
The convex hulls for the (2, 1) and (1, 2) domino sectors of Figure 5.20 are made
up of only chiral domino patterns, as explained in Subsection 5.6.1, and these two
subsets are related to each other by mirror symmetry.
For each sector, the restriction of configurations by the kinetic constraint
gives rise to different possible lowest energy patterns. If the molecular network was
able to rearrange macroscopic numbers of molecules simultaneously, there would be
no kinetic restriction, and the realised convex hull would be that corresponding to
all domino patterns, regardless of their sector. Also, if the molecular network was
not fully-packed, the homology description would no longer be valid, and the system
of dominoes would be able to rearrange much more freely.
In Figure 5.19 and Figure 5.20, the sectors with maximum L1-norm are not
shown. This is because they are trivial sectors, containing only ladder configurations,
which are all isolated under domino flip moves. The ladder configurations were
introduced in Subsection 2.3.3. It is clear that ladder configurations are disconnected
under the domino flip moves because each ladder configuration has no domino pairs
that could be flipped. All domino configurations on a simply-connected region are
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Figure 5.19: The domino configurations of the 8×8 unit cell are represented as points
in ~n-space. Each plot is labelled by a sector. The points highlighted red in a given
plot are the points in ~n-space that correspond to at least one domino configuration
in the given sector. Other points of ~n-space for the domino configurations of the
8× 8 unit cell are coloured blue.
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Figure 5.20: The convex hulls for the 7 inequivalent sectors with L1-norm less than
maximum for the domino configurations of the 8× 8 unit cell are shown in ~n-space
with vertex points in red and other boundary points in black. A blue shadow is
used to show the convex hull of the set of all domino configurations on the 8 × 8
unit cell. Each convex hull is labelled by the value of the sector it corresponds to.
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Figure 5.21: On the left, a partially completed domino configuration is shown with
underlying grid illustrated by dashed lines to aid the viewer. There is only one way
to complete the configuration, which is by using the Herringbone pattern on the
right.
connected by domino flip moves [43]. Therefore, thinking of a ladder configuration
as tiling the plane, it is not possible to rearrange any finite region of a planar
ladder pattern to make another fully-packed domino pattern, no matter how large
the region. This is a specific property of the ladder configurations. An example is
shown in Figure 5.21, where it can be seen by inspection that a fully-packed domino
configuration can only be completed by using the Herringbone pattern. The empty
region was formed by taking dominoes out of a Herringbone pattern, which is a
ladder configuration. Therefore, the dominoes can only be replaced in the same
way.
5.7 Space Of Interaction Counts
We have already considered the possible lowest energy domino patterns, which re-
side on the boundary of the convex hull as points in ~n-space. However, considering
patterns within the convex hull, it is possible to see how properties of domino pat-
terns vary throughout the interaction count space. This gives an indication of how
the interaction parameters promote a given property. Figure 5.22 shows several
quantities within the space of interaction counts for the domino patterns generated
by the 8× 8 unit cell. In each case, a given quantity is calculated for each domino
pattern and the average of that quantity is taken over patterns with the same ~n-
value, giving a mean quantity value for that position in ~n-space. Plots (a), (b), (c),
and (d) of Figure 5.22 correspond to quantities of: degeneracy, fraction of chiral
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patterns, fraction of p1 patterns, and L1-norm of the sector, respectively.
In Figure 5.22(a), the degeneracy can be seen to take greater values towards
the middle and upper part of the convex hull in ~n-space. This indicates that while
most domino patterns cannot be assigned lowest energy, the boundary components
with the highest degeneracy are the two faces on the upper side of the boundary
of the convex hull. These are the faces NM = nab + nbc and NM = nac + nbc
described in Section 5.4. The values in ~n-space of the fraction of p1 domino patterns,
shown by Figure 5.22(c), increase more steeply towards the centre of the convex hull
than the degeneracy. The p1 patterns have lowest symmetry, so most of the more
symmetric domino patterns have ~n-vectors located on, or close to, the boundary
of the convex hull. This is to be expected because the domino patterns at the
boundary of the convex hull have extremal interaction counts. To achieve extremal
interaction counts, a high degree of symmetry is often required. For example, the
domino patterns with highest value of naa must have orientational symmetry and
align in rows.
Figure 5.22(b) shows the proportion of chiral domino patterns. As discussed
in Section 5.2, the achiral wallpaper groups pm, pg, cm, pmm, pmg, pgg, cmm, p4m,
and p4g are only possible on the achiral plane nab = nac, which can be seen passing
through the middle of the convex hull. Points in ~n space not on this plane correspond
solely to chiral domino patterns. The quantity used for Figure 5.22(d) is the L1-
norm of the sector of the domino patterns. The subsets formed by the different
sectors have already been discussed in Subsection 5.6.2, where it is mentioned that
the sectors of greater value tend to correspond to lower values of nbc. This can be
seen even more clearly here, where the mean values for | Sx | + | Sy | appear to be
stratified within ~n-space.
5.8 Density Of States And Heat Capacity
Choosing a direction for ~ε defines the relative interaction parameters. This is the first
step in calculating system properties that depend on this choice, such as the density
of states and heat capacity. These system properties are important for determining
the thermodynamic behaviour of an ensemble of domino configurations. In this
section, we consider the ensemble of domino configurations generated by the 8 × 8
unit cell, since this is the largest unit cell that can be enumerated with algorithm
DLX in reasonable time.
The domino configurations within hyperplanes in ~n-space perpendicular to
the vector ~ε correspond to equal energy domino configurations. By including domino
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Figure 5.22: Points of interaction space corresponding to at least one domino pattern
generated by the 8× 8 unit cell are shown as coloured dots. The colour of each dot
corresponds to the mean value of a quantity calculated for the domino patterns
corresponding to that point in ~n-space. The quantities used for plots (a), (b), (c),
and (d) are degeneracy, fraction of chiral patterns, fraction of p1 patterns, and L1-
norm of the sector, respectively. The colour scale is logarithmic, with red meaning
the greatest value and blue meaning the least.
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configurations from nearby hyperplanes for each bin, we obtain a histogram of degen-
eracy versus energy, which constitutes the density of states. Note that increasing
the magnitude of ~ε increases the energy difference between domino patterns, but
does not change the overall shape of the density of states histogram, as long as the
bin width is changed proportionately. Therefore, we can use unit magnitude ~ε for
our density of states histogram, without loss of generality.
For the domino configurations of the 8 × 8 unit cell, Figure 5.23 shows
the density of states for 3 example choices of ~ε: (0, 0,−1), (−1, 1, 0)/√2, and
(−1,−1,−2)/√6. The overall shape of the density of states depends on the vec-
tor ~ε. For example, (−1, 1, 0)/√2 is perpendicular to the achiral plane; therefore,
the density of states is symmetric around the mid-range value of the energy. Fur-
thermore, ~ε = (−1, 1, 0)/√2 leads to a smaller range of energy values compared to
~ε = (0, 0,−1), since the convex hull in ~n-space has a smaller diameter in the former
direction. The third example vector is (−1,−1,−2)/√6, which gives a density of
states that has a peak close to the lowest energy value E = −128/√6, as can be seen
in Figure5.23. In this case, the lowest energy state corresponds to 2276 domino con-
figurations, on an edge of the convex hull (nab, nac, nbc) = (32, 32, 32) + γ(−1,−1, 1)
with γ ∈ [0, 32]. The comparatively high degeneracy of the lowest energy state can
be explained by the proximity of the peak of the density of states.
The density of states can be used to calculate system quantities that depend
on the temperature, such as the energy, heat capacity, and the probability assigned
to a given energy level. Until now, we have used interaction parameters ~ε that
are defined relative to the temperature. To consider the temperature as a variable
while keeping the true interaction parameters fixed, we can use ~ε |β=1 to represent
the true interaction parameters, so ~ε = β ~ε |β=1 gives us the explicit dependence
on the inverse temperature β. Note that when the magnitude of ~ε |β=1 is greater,
the interactions are overall stronger, which means the transition between order and
disorder occurs at a lesser value of β. Apart from this effect, the behaviour of the
system can be understood by choosing ~ε |β=1 to be of unit magnitude. Furthermore,
this choice gives the simple equation | ~ε |= β.
With this in mind, we denote the weight of the ith point ~ni in interaction
count space as
wi = gi exp(−~ni · ~ε), (5.4)
so the probability assigned to the lowest energy state is
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Figure 5.23: Degeneracy versus energy is shown using 3 example interaction param-
eter vectors, for the set of domino configurations on the 8× 8 unit cell.
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P0 =
w0∑
iwi
. (5.5)
Making use of ~ε |β=1 having unit magnitude, we obtain equations for the energy
E =
∑
i(~n
i · ~ε)wi
| ~ε |∑iwi (5.6)
and the heat capacity
C =
∑
i(~n
i · ~ε− | ~ε | E)2wi∑
iwi
. (5.7)
For the 3 example interaction parameter vectors that were used previously
~ε |β=1: (0, 0,−1), (−1, 1, 0)/
√
2, and (−1,−1,−2)/√6, we calculate the the prob-
ability assigned to the lowest energy state and the heat capacity as functions of
β =| ~ε | for the set of domino configurations of the 8 × 8 unit cell. The curves
for these functions are shown in Figure 5.24. The curve P0 against β describes the
transition from the high entropy state at low β to the lowest energy state at high
β. We define βc to be the inverse temperature at which P0 = 0.5. This is the
crossover point between the high entropy state and lowest energy state, where the
lowest energy state is assigned half the probability.
The transition for the interaction parameter vectors (−1, 1, 0)/√2, and
(−1,−1,−2)/√6 occurs at values βc = 1.7968 and βc = 1.6211. These values
are much higher than the transition βc = 0.61403 for the interaction parameter
vector (0, 0,−1) because the density of states of both the former interaction param-
eter vectors are relatively close to the lowest energy states, shown in Figure5.23.
The heat capacity peak also gives an indication of the transition, which can be
seen in Figure 5.24. However, the heat capacity curve gives us other information.
For the example parameters ~ε |β=1 = (−1,−1,−2)/
√
6, the heat capacity curve is
less strongly peaked than for the other examples because the density of states is
peaked close to the lowest energy state, giving it a high degeneracy, as was shown
in Figure 5.23.
5.8.1 Heat Capacity With Multiple Parameters
To get a wider picture of the heat capacity curves for many different directions of
~ε |β=1, we can plot the heat capacity as a function of ~ε. Again, we are analysing the
set of domino configurations on the 8×8 unit cell. To make 2-dimensional plots, we
restrict to εab = εac and εbc = 0 for plots (b) and (d) of Figure 5.25, respectively.
These plots should be thought of in the polar coordinates, since ~ε = β ~ε |β=1 and we
137
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
0.2 0.4 0.6 0.8 1.0
5
10
15
20
1 2 3 4
0.2
0.4
0.6
0.8
1.0
1 2 3 4
2
4
6
8
10
1 2 3 4
0.2
0.4
0.6
0.8
1 2 3 4
0.5
1.0
1.5
2.0
2.5
Figure 5.24: The heat capacity C and the probability P0 assigned to the lowest
energy state are shown as functions of inverse temperature β, using 3 example inter-
action parameter vectors. These 3 vectors are the same as those used in Figure 5.23.
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(a) (b)
(c) (d)
Figure 5.25: The set of configurations considered here are the domino configurations
of the 8× 8 unit cell. For (a) and (b) we confine ~ε to the achiral plane, and for (c)
and (d) we set εbc = 0. Shown in (a) and (c) is the degeneracy of configurations;
the colour scale goes from low (blue) to high (red), representing the logarithm of
degeneracy. (b) and (d) give heat capacity contour maps against ~ε. For a given ratio
of interaction parameters, the distance from the origin is the inverse temperature β.
are considering ~ε |β=1 to be of unit magnitude. To regain the usual heat capacity
curves of Figure 5.24 from plots (b) and (d) of Figure 5.25, one can look along a
radial direction, taking the distance along this line to be the inverse temperature
and the intensity of the plot to be the value of the heat capacity. This technique
was used in Ref. [99] for a different problem involving heat capacity curves.
Plots (a) and (c) of Figure 5.25 show the degeneracy in ~n-space correspond-
ing to projections onto the planes nab = nac and nbc = 0. Therefore, they give the
relevant degeneracy for plots (c) and (d). In particular, the upper-left boundary of
Figure 5.25(a) corresponds to the lowest energy state of ~ε |β=1 = (−1,−1,−2)/
√
6,
which was shown previously to have high degeneracy. In Figure 5.25(b), the corre-
sponding interaction parameter vector points to the lower-right. In this direction,
the heat degeneracy peaks at a lower value and is more spread out than in other
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directions.
The four outer regions of Figure 5.25(b) correspond to the four states given
by the vertices of the convex hull in Figure 5.25(a). In this sense, the vertices of
the convex hull can be assigned lowest energy by a large region of parameter space
compared to the edges and faces of the convex hull. The edges and faces of the
convex hull have higher degeneracy than the vertices. This means that when an
edge or face of the convex hull is the lowest energy state, the heat capacity curve
tends to be more spread out, as can be seen in Figure 5.25(b).
The parameter space in plot (d) of Figure 5.25 generally corresponds to chiral
interactions, unlike plot (b), which corresponds to the achiral interactions. The
upper-left and lower-right regions in Figure 5.25(d) are the left and right handed
chiral ground states. The two other predominant regions of the phase diagram are
the upper-right region corresponding to all configurations of full orientational order
and the lower-left region, which corresponds to the configurations with naa = 0.
Each of these regions indicate ground states that could be realised over a range of
experimental parameter values.
Keeping the above examples in mind, some general rules become apparent for
the design of ground states that are robust to temperature-induced phase transitions.
When the vector of interaction parameters has greater magnitude, the interactions
are overall stronger, which raises the transition temperature to the high-entropy
state. Also important is the direction of the vector of interaction parameters, since
this will determine the smoothness of the transition from the ground state to the
high-entropy state, as well as influencing the temperature at which this transition
occurs. Robustness against transition to the high-entropy state is also strongly
affected by the kinetic restrictions we discussed previously. Due to these kinetic
restrictions, the ground state configurations with large values of the L1 norm of the
sector are able to access a smaller set of excited states via local rearrangements.
In particular, for configurations with extremal L1 norm of the sector, there is no
possibility for rearrangement via domino pair flips.
5.9 Mapping The Space Of Interaction Parameters
We have described how the vertices of the convex hull of points in ~n-space correspond
to the possible ground states. This means that for a given vertex point ~n0, there
exists an interaction parameter vector ~ε that assigns ~n0 the lowest energy. We
can also calculate the range of interaction parameters that give rise to this lowest
energy state. Exact control over interactions is often not possible, so it is important
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to explore this range. For ~n0 to be strictly lowest energy, we require Ei > E0 for each
point in interaction count space ~ni that corresponds to at least one configuration.
Since the energies of configurations can be written as Ei = ~ni · ~ε, we get a set of
equations
(~ni − ~n0) · ~ε > 0,∀i 6= 0. (5.8)
These equations define a system of linear inequalities for ~ε. Considering the point ~n0
as the origin, the set of values of ~ε that satisfy the above equation is called the dual
cone of the set of points ~ni. The dual cone extends outward indefinitely. However,
the magnitude of ~ε does not change the lowest energy state, so by setting | ~ε |= 1,
we find the intersection of the dual cone with the unit sphere, giving the full range
of directions of ~ε that result in the lowest energy state ~n0.
As an example, for the domino configurations on the 8 × 8 cell, the vertex
point ~n = (0, 0, 64) corresponds to the largest proportion of interaction parameter
space: 32.2%. This configuration has all dominoes aligned and not shifted with
respect to each other. Since this configuration is the lowest energy state under the
largest region of parameter space, it would be quite stable under perturbations to
the effective interaction parameters. It is also quite stable in the sense that it is in
the ~S = (0, 0) sector, which is the trivial homology class, so it can be reached by
many other configurations even when considering the kinetic restrictions.
In Figure 5.26, we have illustrated the convex hull for the set of configurations
on the 8 × 8 unit cell, with a sphere surrounding it. Each point on the sphere
corresponds to a value −~ε. Curves on this sphere represent directions of −~ε where
two vertices of the convex hull have equal lowest energy. We use the negative of the
interaction parameter vector because this means vertices of the convex hull are close
to their corresponding regions of parameter space, rather than opposite to them.
We can also calculate the fraction of parameter space that corresponds to
chiral ground states. For the domino configurations of the 8 × 8 unit cell, there
are 12 vertices corresponding to only chiral configurations. These happen to be the
vertices not on the achiral plane. Therefore, the regions of parameter space that
select chiral states are those regions of Figure 5.26 that do not intersect the plane
nab = nac. In total, these chiral vertex states cover 13.8% of interaction parameter
space. Of these chiral vertices, only four correspond to unique configurations. These
non-degenerate chiral ground states only correspond to 3.7% of parameter space.
Therefore, designing for a non-degenerate chiral ground state requires precise control
of the interaction parameters, which may be more challenging experimentally.
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Figure 5.26: The convex hull is shown for the set of domino configurations generated
by the 8 × 8 unit cell with vertices shown as red points. Surrounding the convex
hull is a sphere representing the unit magnitude values of −~ε. The sphere is divided
into separate regions, corresponding to the different vertices that are assigned lowest
energy by the interaction parameter vector −~ε. For example, the upper-left region of
the sphere corresponds to the values of −~ε that select the upper-left vertex as ground
state. The reversed axes in the top-left show the coordinates for the interaction
parameter vector ~ε.
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Chapter 6
Generalisation To Polyominoes
Many of the concepts we have developed for domino configurations have a natu-
ral generalisation for configurations of other polyomino types. In particular, the
possible energies assigned to a set of domino configurations are determined by the
interaction count vector ~n of each configuration and the interaction parameter vec-
tor ~ε. For other kinds of polyomino, we have an analogous situation and we can
construct convex hulls to identify possible ground states. However, the dimension of
the interaction parameter vector ~ε is different in each case depending on the possible
interaction types. In this chapter, we investigate three fully packed interacting poly-
omino systems: straight trominoes, right trominoes, and T-tetrominoes to illustrate
some of the similarities and differences between more general polyomino shapes and
the fully packed interacting domino system.
6.1 Wallpaper Groups Of Polyomino Patterns
The symmetry library described in Section 3.3 can be used for general polyomino
configurations. Tables 6.2–6.1 show the wallpaper groups generated by various unit
cells, for T-tetromino, domino, straight tromino, and right tromino patterns, re-
spectively. In some of the cases shown in the tables, the unit cell does not generate
any configurations. For example, the 5 × 4 unit cell cannot be fully packed with
straight trominoes, which is to be expected because the area of this unit cell is not
divisible by the area of the straight tromino. Another important point to note is
that it can be possible for an N ×M unit cell (i.e. rectangular region with periodic
boundary) to be fully packed by a certain polyomino, even when the N ×M rectan-
gle with rigid boundary cannot be fully packed by the same type of polyomino. For
example, it has been proven that only rectangles with 4 | N and 4 |M can be fully
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packed with T-tetrominoes [67], but as can be seen in Table 6.1, the 6× 4 unit cell
can be fully packed with T-tetrominoes. The number of polyomino configurations
corresponding to each wallpaper group are also shown in the tables. Generally, the
fraction of configurations with p1 wallpaper group increases with increasing unit
cell size. This is because for large unit cells, the majority of configurations have no
particular symmetry.
M 3 4 5 6 7 8 9 10
N
3
4 cm(1)
pmg(1)
pgg(1)
cmm(1)
p4(2)
p1(4) p2(4)
pg(2) cm(1)
pmg(2)
p1(18)
p2(26)
pm(1)
pg(7) cm(1)
pmg(4)
pgg(6)
cmm(2)
p4(2)
p1(160)
p2(32)
pg(16)
cm(1)
pmg(4)
5 p2(4)
6 p1(4) p2(4)
pg(2) cm(1)
pmg(2)
p1(48)
p2(10)
pm(1)
pg(9) cm(1)
pmg(2)
pgg(5)
7 pg(1)
8 p1(18)
p2(26)
pm(1)
pg(7) cm(1)
pmg(4)
pgg(6)
cmm(2)
p4(2)
p2(4) p1(48)
p2(10)
pm(1)
pg(9) cm(1)
pmg(2)
pgg(5)
pg(1) p1(270)
p2(144)
pm(1)
pg(31)
cm(1)
pmg(5)
pgg(15)
cmm(2)
p4(8)
p4g(1)
p1(64)
p2(40)
pg(5)
p1(3862)
p2(212)
pm(1)
pg(97)
cm(1)
pmg(4)
pgg(11)
9 p1(64)
p2(40)
pg(5)
10 p1(160)
p2(32)
pg(16)
cm(1)
pmg(4)
p1(3862)
p2(212)
pm(1)
pg(97)
cm(1)
pmg(4)
pgg(11)
Table 6.1: The number of T-tetromino configurations of each wallpaper group are
shown for unit cells N ×M up to 10× 10.
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M 2 3 4 5 6 7 8
N
2 pmm(1)
cmm(1)
pmm(3) pmm(3)
pmg(1)
cmm(2)
pm(1)
pmm(7)
pm(2)
pmm(9)
pmg(4)
cmm(3)
pm(9)
pmm(17)
pm(19)
pmm(23)
pmg(11)
cmm(6)
3 pmm(3) pmm(5)
pmg(1)
p2(4)
pm(2)
pmm(8)
p1(6) p2(8)
pm(5)
pmm(13)
pmg(5)
4 pmm(3)
pmg(1)
cmm(2)
pmm(5)
pmg(1)
pm(1)
pmm(5)
pmg(3)
pgg(1)
cmm(2)
p4g(1)
p1(2) p2(2)
pm(7)
pmm(15)
pmg(6)
p1(6)
p2(14)
pm(31)
pg(1)
pmm(31)
pmg(18)
pgg(1)
cmm(7)
p1(52)
p2(14)
pm(92)
pg(1)
pmm(49)
pmg(25)
p1(218)
p2(68)
pm(300)
pg(6) cm(1)
pmm(98)
pmg(67)
pgg(2)
cmm(13)
p4g(1)
5 pm(1)
pmm(7)
p1(2) p2(2)
pm(7)
pmm(15)
pmg(6)
p1(78)
p2(44)
pm(53)
pmm(31)
p1(1550)
p2(204)
pm(238)
pg(13)
pmm(65)
pmg(44)
6 pm(2)
pmm(9)
pmg(4)
cmm(3)
p2(4)
pm(2)
pmm(8)
p1(6)
p2(14)
pm(31)
pg(1)
pmm(31)
pmg(18)
pgg(1)
cmm(7)
p1(78)
p2(44)
pm(53)
pmm(31)
p1(360)
p2(102)
pm(169)
pg(9) cm(4)
pmm(64)
pmg(27)
pgg(3)
cmm(4)
p1(3716)
p2(360)
pm(834)
pmm(135)
p1(27240)
p2(1526)
pm(3964)
pg(153)
cm(12)
pmm(513)
pmg(227)
pgg(22)
cmm(31)
7 pm(9)
pmm(17)
p1(52)
p2(14)
pm(92)
pg(1)
pmm(49)
pmg(25)
p1(3716)
p2(360)
pm(834)
pmm(135)
p1(167300)
p2(2994)
pm(6443)
pg(252)
pmm(385)
pmg(285)
8 pm(19)
pmm(23)
pmg(11)
cmm(6)
p1(6) p2(8)
pm(5)
pmm(13)
pmg(5)
p1(218)
p2(68)
pm(300)
pg(6) cm(1)
pmm(98)
pmg(67)
pgg(2)
cmm(13)
p4g(1)
p1(1550)
p2(204)
pm(238)
pg(13)
pmm(65)
pmg(44)
p1(27240)
p2(1526)
pm(3964)
pg(153)
cm(12)
pmm(513)
pmg(227)
pgg(22)
cmm(31)
p1(167300)
p2(2994)
pm(6443)
pg(252)
pmm(385)
pmg(285)
p1(1181552)
p2(9592)
pm(30117)
pg(1048)
cm(30)
pmm(1396)
pmg(671)
pgg(39)
cmm(39)
p4(30)
p4g(4)
Table 6.2: The number of domino configurations of each wallpaper group are shown
for unit cells N ×M up to 8 × 8. Note that the tables are symmetric under the
exchange of the unit cell sides N and M , since the rotated unit cell generates the
same polyomino patterns.
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M 3 4 5 6 7 8 9
N
3 p2(2)
pm(1)
pmm(1)
p2(2)
pm(1)
pmm(2)
pmg(3)
p2(10)
pm(4)
pmm(2)
p1(10)
p2(14)
pm(7)
pmm(2)
pmg(5)
p1(34)
p2(34)
pm(14)
pmm(3)
p1(122)
p2(52)
pm(25)
pg(1)
pmm(4)
pmg(12)
p1(396)
p2(110)
pm(46)
pmm(4)
4 p2(2)
pm(1)
pmm(2)
pmg(3)
p2(2)
pm(2)
pmm(3)
pmg(4)
cmm(1)
p1(2) p2(6)
pm(6)
pmm(6)
pmg(4)
5 p2(10)
pm(4)
pmm(2)
p1(2)
p2(12)
pm(5)
pg(1)
pmm(3)
pmg(2)
p1(18)
p2(26)
pm(9)
pmm(5)
6 p1(10)
p2(14)
pm(7)
pmm(2)
pmg(5)
p2(2)
pm(2)
pmm(3)
pmg(4)
cmm(1)
p1(2)
p2(12)
pm(5)
pg(1)
pmm(3)
pmg(2)
p1(20)
p2(18)
pm(11)
pg(3)
pmm(3)
pmg(7)
pgg(1)
p4g(1)
p1(86)
p2(50)
pm(22)
pg(6)
pmm(6)
pmg(6)
p1(324)
p2(88)
pm(52)
pg(14)
cm(1)
pmm(9)
pmg(22)
pgg(3)
cmm(3)
p1(1288)
p2(230)
pm(101)
pg(31)
pmm(14)
pmg(17)
7 p1(34)
p2(34)
pm(14)
pmm(3)
p1(86)
p2(50)
pm(22)
pg(6)
pmm(6)
pmg(6)
p1(700)
p2(144)
pm(49)
pmm(11)
8 p1(122)
p2(52)
pm(25)
pg(1)
pmm(4)
pmg(12)
p1(324)
p2(88)
pm(52)
pg(14)
cm(1)
pmm(9)
pmg(22)
pgg(3)
cmm(3)
p1(3056)
p2(320)
pm(172)
pg(32)
pmm(23)
pmg(32)
9 p1(396)
p2(110)
pm(46)
pmm(4)
p1(2) p2(6)
pm(6)
pmm(6)
pmg(4)
p1(18)
p2(26)
pm(9)
pmm(5)
p1(1288)
p2(230)
pm(101)
pg(31)
pmm(14)
pmg(17)
p1(700)
p2(144)
pm(49)
pmm(11)
p1(3056)
p2(320)
pm(172)
pg(32)
pmm(23)
pmg(32)
p1(13612)
p2(672)
pm(181)
pmm(18)
Table 6.3: The number of straight tromino configurations of each wallpaper group
are shown for unit cells N ×M up to 9× 9.
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M 3 4 5 6
N
3 cm(1) p2(4) pg(3)
pmg(1)
p1(2) p1(10) p2(12)
pg(2) cm(1)
4 p2(4) pg(3)
pmg(1)
p1(34) p2(24)
pg(13) cm(1)
pmg(2) pgg(10)
cmm(1)
5 p1(2) p1(194) p2(48)
pg(10)
6 p1(10) p2(12)
pg(2) cm(1)
p1(34) p2(24)
pg(13) cm(1)
pmg(2) pgg(10)
cmm(1)
p1(194) p2(48)
pg(10)
p1(416) p2(86)
pg(37) cm(3)
pmg(3) pgg(9)
p4(6)
Table 6.4: The number of right tromino configurations of each wallpaper group are
shown for unit cells N ×M up to 6× 6.
6.2 Straight Tromino
The straight tromino has 3 face types and its configurations have a 3-dimensional
achiral interaction count vector ~n = (nab, nac, nbc). A straight tromino system with
chiral interactions has a higher-dimensional parameter space, making the analysis
more difficult to visualise, and we do not consider them here. The convex hull can
be calculated for the straight tromino configurations generated by various unit cells,
similarly to the domino system. Figure 6.1 shows the convex hull for the 6× 6 and
9 × 9 unit cells. The 6 × 6 unit cell generates 64 straight tromino configurations,
which have a convex hull of 7 vertices, corresponding to 11 configurations. On the
other hand, the 9 × 9 unit cell generates 14,483 straight tromino configurations,
which have a convex hull of 14 vertices made up of 53 vertex configurations.
A striking feature that appears for the 9×9 unit cell but not the 6×6 unit cell
are the boundary faces of the convex hull with high degeneracy and many points
in ~n-space residing on those faces. This feature resembles the highly degenerate
faces of the domino configurations generated by the 8 × 8 unit cell. However, in
this case, there are 3 high degeneracy faces, which are highlighted by differently
coloured points in Figure 6.2. These 3 faces contain 42 out of the 55 ~n-vectors on
the boundary of the convex hull and correspond to 205 out of the 623 boundary
configurations.
All three of the high degeneracy faces are close to being parallel, such that
only 1.28% of interaction parameter space lies in the region between the three highly
degenerate faces. This means that each of these faces can be realised as lowest
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Figure 6.1: The convex hulls of points in ~n-space are shown for the straight tromino
configurations generated by (a) the 6× 6 unit cell and (b) the 9× 9 unit cell. Red
points are vertices and black points are positions in ~n-space corresponding to at
least one configuration.
Figure 6.2: The convex hull is shown for straight trominoes generated by the 9× 9
unit cell. The 3 faces of high degeneracy are indicated by coloured points in brown,
green, and pink. They correspond to the planes nbc = 0, nab = 2nac + nbc, and
nab = 12 + nac + nbc, respectively. On the right, straight tromino flip moves are
shown starting from the configuration with ~n = (0, 0, 0) and continuing along the
two planes nbc = 0 and nab = 2nac + nbc.
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energy state under similar interaction parameters, resulting in sensitive dependence
on the form of the interactions between neighbouring straight trominoes. Each of the
three high degeneracy faces corresponds to a highly degenerate ground state. These
ground states have a relatively high transition temperature to the high-entropy
disordered state. This result is similar to that of the high degeneracy ground states
of the domino system. As an example, for the straight tromino configurations of the
9 × 9 unit cell, the vector of interaction parameters ~ε = (0, 0, 1) corresponds to a
highly degenerate ground state with a transition temperature of 1.50625, whereas the
parameters ~ε = (0,−1, 0) correspond to a low degeneracy ground state of transition
temperature 0.73366.
Two of the highly degenerate faces just mentioned can be written as straight-
forward rules, similarly to the highly degenerate faces of the domino system. The
face shown by brown points in Figure 6.2 lies in the plane nbc = 0, corresponding
to configurations where none of the adjacent straight trominoes are shifted by 1
plaquette. The face shown by green points in Figure 6.2 lies in the plane nbb = 2ncc,
corresponding to configurations with no shifts by 2 plaquettes. Some example con-
figurations are shown on the right of Figure 6.2. These example configurations can
be related to each other by local moves involving 3 straight trominoes at once. These
moves are the flip moves for straight trominoes described in Chapter 1. By making
successive flips as shown in Figure 6.2, it is possible to make local rearrangements
while staying on the boundary of the convex hull. The flip shown by the arrow to the
left changes (nab, nac, nbc) by (2, 0, 2). This breaks the rule nbc = 0, but preserves
nbb = 2ncc. The move to the right changes (nab, nac, nbc) by (2, 2, 0), breaking the
rule nbb = 2ncc and keeping to the rule nbc = 0. Since these faces can be traversed
by local moves, we have another analogy to the domino system, where there are
high degeneracy lowest energy states that can be traversed by local moves.
To investigate connectivity via local moves for straight trominoes, we com-
pare the periodic boundary conditions to rigid boundary conditions. Under rigid
boundary conditions, all straight tromino configurations are connected by flip moves,
but this is not the case for periodic boundary conditions. It is important to note
that although we do not allow the straight trominoes to cross the boundary, we still
count the interactions between straight trominoes on either side of the boundary
because we are investigating the issue of connectivity via flip moves, not the issue of
physical boundaries. Figure 6.3(a) and (b) show the convex hull for the configura-
tions of the 9× 9 unit cell, for periodic boundary and rigid boundary, respectively.
One can see from this figure that the rigid boundary only allows configurations with
lower values of nbc and the shape of the convex hull becomes more compact. The
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Figure 6.3: The convex hulls of points in ~n-space are compared for the periodic
boundary (a) and rigid boundary (b), for the straight tromino configurations gen-
erated by the 9× 9 unit cell.
configurations with high nbc values are only possible by using straight trominoes that
are parallel and shifted, but these configurations are more likely to be disconnected
via flip moves because they contain many shifts. Similar to the domino system,
configurations of shifted straight trominoes seem to be less well connected by flip
moves and correlate with a particular direction in ~n-space.
Lastly, we can view properties of the straight tromino configurations within
the space of interaction counts, as we did for domino configurations. Figure 6.4 shows
two quantities within ~n-space: the degeneracy and the fraction of chiral patterns.
Again, similar to the domino configurations, the degeneracy tends to increase going
inwards from the boundary of the convex hull of points. However, in contrast to the
domino system, the component nbc is quite different to the other components. There
are many points along lines in the nbc direction. This implies this is an easy axis,
in terms of generating configurations which differ by only nbc. The nbc interaction
occurs when two adjacent straight trominoes are aligned and shifted by 1 plaquette
with respect to each other, so this easy axis is enabled by the ability of adjacent
straight trominoes to be shifted.
In Figure 6.4(b), the achiral configurations are more evenly spread within ~n-
space in comparison to the equivalent Figure 5.22(b) for dominoes. This is because
we are using straight trominoes with achiral interactions. Indeed, our 3-dimensional
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Figure 6.4: Coloured points are shown that correspond to mean quantities calcu-
lated for the configurations of equal ~n-vector, within the set of straight tromino
configurations that are generated by the 9 × 9 unit cell. The quantities used are:
(a) degeneracy and (b) fraction of chiral patterns. The colour scale is logarithmic
in the value of the quantity, with red being the greatest value and blue being the
least.
interaction count space for achiral straight trominoes can be imagined as residing
within the achiral hyperplane of the space of interaction counts for the chiral straight
trominoes. One can also see that in Figure 6.4(b), the points with the lowest values
of nbc have a slightly higher proportion of achiral configurations, due to the higher
symmetry associated with aligned and unshifted straight tromino configurations.
6.3 Right Tromino
The right tromino has a six-dimensional interaction count vector
~n = (nab, nac, nbc, nad, nbd, ncd). (6.1)
This 6-dimensional vector is the reduced set of interaction counts, after making
use of the packing constraints due to the fully-packed nature of our configurations.
However, for right trominoes, there is an additional packing constraint, which means
the right tromino configurations reside in a 5-dimensional hyperplane given by the
equation NM/3 = ncd + nad/2 for unit cell with dimensions N ×M . This is ex-
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Figure 6.5: The 3 rotation and reflection inequivalent arrangements that take up
the space next to a concave corner of a right tromino. Note that in the second case,
two such spaces are used up.
emplary of the general behaviour for complicated polyominoes; their configurations
generally reside in some subspace of the full possible space of interaction counts.
The additional packing constraint arises from the interactions that occur at
the concave corners of the right trominoes. For a given unit cell, there are NM/3
right trominoes, so there must also be this many right tromino concave corners.
Up to rotations and reflections, there are three ways to arrange right trominoes
to occupy the space next to the concave corner, shown in Figure 6.5. Note that
the reflected arrangements are identical in terms of interactions, since we are using
right trominoes with achiral interactions. For each of the three arrangements, there
is either (not both and not neither) of 1 c-d or 2 a-d interactions per concave corner.
Therefore, the total number of concave corners of right trominoes in the unit cell is
given by NM/3 = ncd + nad/2.
The effective interaction count space for the right tromino is 5-dimensional.
Although it is possible to investigate the 5-dimensional convex hull, it is more dif-
ficult to visualise. For example, the convex hull of the right tromino configurations
generated by the 9 × 6 unit cell has 114 vertices corresponding to 296 configura-
tions. However, this convex hull cannot be visualised in 3 dimensions. Investigating
a subspace of the possible interactions can obtain some insight to the problem. For
even more complicated polyominoes, there can be many possible boundary faces for
the convex hull, but this is also accompanied by a great increase in the required
computational resource, since it is generally difficult to calculate convex hulls for
points in many dimensions. For these more complicated polyomino shapes, there
may only be experimental control over the strength of some interaction types and
not others, so there may still be a possibility to use the convex hull construction to
make analysis of the reduced problem.
To demonstrate the use of the convex hull construction on a reduced inter-
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Figure 6.6: Right tromino interactions of reduced generality are introduced. The
matrix equation gives the relation between interaction count vectors of the more
general interaction space and the reduced space.
action count space, we define less general right tromino interactions by letting the
interaction types on the long edge of the right tromino become equal. In this way,
one can imagine that the interaction strength is uniform along the long edge. The
new and old interaction definitions and the matrix transformation relating them are
shown in Figure 6.6. The matrix equation results from the fact that both a and b
face types of the general system correspond to the α face type of the new system.
We have not shown the interactions of same face types, which can be eliminated
by the packing constraints described in Subsection 3.5.2 in both cases. Also note
that despite the additional packing constraint NM/3 = ncd + nad/2, the right tro-
mino configurations span the newly defined 3-dimensional reduced interaction count
space.
Having defined the reduced space of interaction counts, we can use the convex
hull construction as before. For right tromino configurations generated by the 9× 6
unit cell, we obtain the convex hull shown in Figure 6.7. We will call this the
reduced convex hull, of the reduced interaction space, in comparison to the full
convex hull for the full interaction space. The reduced convex hull has 11 vertices
corresponding to 200 configurations. For the reduced interaction space, the number
of configurations per vertex point is an order of magnitude greater than for the full
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Figure 6.7: The convex hull of points in ~n-space corresponding to the right tromino
configurations generated by the 9× 6 unit cell are shown. Here, we are considering
a reduced interaction space (nαβ, nαγ , nβγ), as explained in Figure 6.6.
space. This is because generally multiple points of the full interaction space are
mapped to the same point of the reduced space. To be specific, points of the full
interaction space that are separated by a vector of the kernel of the transformation
to the reduced space will be mapped onto the same point in the reduced space.
The point (nab, nac, nbc, nad, nbd, ncd) = (0, 0, 36, 36, 0, 0) is a vertex point
of the full interaction space corresponding to a single configuration of wallpaper
group cm, illustrated in Figure 6.8(a). This point remains a unique vertex point
(nαβ, nαγ , nβγ) = (36, 36, 0) when transformed to the reduced space. However, the
majority of unique vertex configurations become degenerate under the transforma-
tion to the reduced system. For example, the vertex point (0, 8, 6, 8, 6, 14) of the full
interaction space corresponds to a single configuration of pg wallpaper group, shown
in Figure 6.8(b). This point is mapped to (14, 14, 14) in the reduced space, where it
is strictly within the reduced convex hull and has degeneracy of 2062 configurations,
due to 70 other points from the full interaction space being mapped to the same
point. This is an example of a configuration that could be designed as ground state
using the full set of interaction parameters, but not the reduced set.
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(a) (b)
Figure 6.8: Right tromino configurations on the 9 × 6 unit cell. (a) ~n =
(0, 0, 36, 36, 0, 0) is a unique vertex configuration of both the full and reduced inter-
action spaces. (b) ~n = (0, 8, 6, 8, 6, 14) is a unique vertex configuration of only the
full interaction space.
Considering the boundary components more generally, an x-dimensional bound-
ary component of the reduced convex hull corresponds to a y-dimensional boundary
component of the full convex hull, with y ≥ x. This is because lowest energy states
that are possible for the reduced space are always possible for the full space too. As
an example, the edge of the reduced convex hull defined by nαγ = 0, nβγ = 18 con-
tains 9 points corresponding to 2,772 right tromino configurations. In the full space,
this line corresponds to a 3-dimensional highly degenerate boundary component of
the full convex hull. The corresponding configurations are made up of many copies
(possibly rotated or translated) of the second arrangement of right trominoes shown
in Figure 6.5. The interactions between these motifs determine the lowest energy
state. In the reduced space, there is only 1 remaining degree of freedom εαβ, while
in the full space, there are 3: εab, εac, εbc.
6.4 T-Tetromino
T-tetrominoes have 6 face types; thus, the interaction count space is 15-dimensional
(after taking into account the packing constraints - to eliminate the same face type
interactions). However, there are additional packing constraints, similar to the right
tromino packing problem. In this case, the effective interaction space is reduced to
10 dimensions, due to 5 packing constraints:
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(a) (b)
Figure 6.9: (a) The entropically disfavoured interaction f -f between T-tetrominoes.
(b)The only T-tetromino configuration on the 4× 4 unit cell with nff 6= 0.
nad = 0,
nae = 0,
nbe + nde = ncd,
ndf + 2ncd + nce = nbe +NM/2,
nbe + nef = ncd,
(6.2)
where N ×M are the dimensions of the unit cell. In addition to these hard packing
constraints, there is one soft constraint nff = 0. By soft constraint, we mean the
majority of configurations adhere to the constraint, but not all. For the T-tetromino,
the interaction type f -f occurs when the middle ends of two T-tetrominoes are
in contact, as shown in Figure 6.9. The remaining space around these two T-
tetrominoes is quite difficult to pack fully, so this motif is quite rarely seen in the
high entropy state.
For example, the 12 × 10 unit cell has 87.7% of T-tetromino configurations
with nff = 0. One of the unusual configurations with nff 6= 0 is shown in Fig-
ure 6.10. The high degeneracy of the nff plane can be seen in Figure 6.11, where
we have chosen to compare nff with nab and nbc for the visual comparison in 3
dimensions.
To quantitatively understand how closely the soft constraint is obeyed, we
have calculated the average value of nff/NM over the set of configurations of the
unit cell with dimensions N ×M , for the 12 × (10, 8), 10 × 8, 8 × (8, 6, 4), 6 × 4,
and 4 × 4 unit cells. The notation here N × (A,B) means N × A and N × B. We
plot 〈nff 〉/NM , which is the average value of nff/NM , against NM in Figure 6.12.
As can be seen in the figure, the value of 〈nff 〉/NM becomes small for larger unit
cells, where the ensemble of configurations begins to approximate the fully random
limit of T-tetromino tilings. However, 〈nff 〉/NM is also quite small for all the
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Figure 6.10: Example configuration of T-tetrominoes on the 12×10 unit cell. There
is one f -f interaction, between the two T-tetrominoes highlighted in blue.
Figure 6.11: Degeneracy in coordinates (nab, nbc, nff ) for T-tetromino configurations
of the 12 × 10 unit cell. The logarithm of degeneracy is used as a colour function
for the points so that red means high degeneracy and blue means low. Most of the
red points lie in the nff = 0 plane.
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Figure 6.12: 〈nff 〉/NM is plotted against NM , for each of the unit cells 12×(10, 8),
10× 8, 8× (8, 6, 4), 6× 4, and 4× 4.
unit cells tested. The low values of 〈nff 〉/NM justify the term soft constraint to
describe the subspace nff = 0. The relatively infrequent f -f interactions for random
packings can also be thought of as due to an entropic force, which disfavours the f -f
interaction. We expect there are similar pseudo-constraints for more complicated
polyominoes also.
In conclusion for this chapter, we have shown how the convex hull construc-
tion and other methods used for the domino system can be applied to more general
polyomino shapes. Furthermore, we see some phenomena in common between the
domino system and other polyominoes. High degeneracy faces of the convex hull
allow for the possibility of high degeneracy ground states, which may be traversed
by small rearrangements. Straight trominoes parallel yet shifted with respect to
each other result in less well connected configurations. Also, an edge of the convex
hull of right tromino configurations corresponds to a subset of configurations with a
particular motif. Other phenomena are new for polyominoes, which was not seen for
the domino system. Straight trominoes have an easy axis in ~n-space due to shifted
positions. T-tetrominoes and right trominoes have additional packing constraints.
Many interaction parameters mean that defining reduced interactions is an invalu-
able tool. Finally, there are strong entropic forces for T-tetromino configurations.
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Chapter 7
Random DLX
For larger unit cell sizes, the direct enumeration of configurations becomes infea-
sible. In this chapter, we describe a modification to algorithm DLX that is used
to randomly sample polyomino configurations. This allows for the exploration of
larger unit cells that cannot be enumerated in reasonable time with algorithm DLX.
Like algorithm DLX, our random DLX algorithm has the benefit that it can be used
with polyominoes of general shape and explores the full set of possible configura-
tions on an N ×M rectangular region with periodic boundary. This is in contrast
to the sampling algorithms of Ref. [45] and Ref. [46] mentioned in Chapter 1, which
can only sample domino configurations and do not sample the full set of domino
configurations on a rectangular region with periodic boundary.
We define a Markov chain on the tree of partially completed configurations
in order to sample fully-packed configurations with equal probability. The statistics
of the 8 × 8 unit cell are used to test the algorithm, since this unit cell is small
enough for the enumerative algorithm DLX. We then explore some of the properties
of the larger unit cells and compare the peak of degeneracy with a theoretical value
we calculate for the limit of large unit cells. More generally, random DLX can be
used to sample the solutions of any exact cover problem with uniform probability.
However, in this thesis, we consider only the polyomino problem.
7.1 Random DLX Method
Our aim is to extend algorithm DLX to be able to sample configurations randomly.
However, the na¨ıve extension fails to sample with uniform probability. In the na¨ıve
extension, we add polyominoes to the partial solution randomly. Specifically, after
selecting a square to be covered, we choose a polyomino to cover that square with
159
Figure 7.1: A straightforward extension of algorithm DLX for random sampling,
where na¨ıvely assigning equal branch probabilities at each step leads to unequal
probabilities of sampling the three final configurations. The 3× 2 region with rigid
boundary is packed with dominoes, shown with grey fill. The dot shows the next
square to be covered. The choice used here was to cover lowermost, then leftmost
squares. Where there are two ways to cover the square, the algorithm is equally
likely to continue on either branch. Note that in the specific case shown here, there
happens to be no backtracking of algorithm DLX.
uniform probability from the possible polyominoes that could cover it. However, as
can be seen in the example of Figure 7.1, the completed configurations will appear
with biased probabilities. So, this method could be used to select a random com-
pleted configuration, but not with uniform probability from the set of all completed
configurations. Therefore, we must use a different method in order to sample from
configurations with uniform probability. The rest of this section is centred on the
description of the algorithm we have found to meet this requirement.
When picturing the structure of algorithm DLX or our random DLX, it is
helpful to think of each partially completed polyomino configuration as a node in
a tree, which is linked to child nodes in front of it and a parent node behind it.
The child nodes are made by adding a polyomino, and the parent node by taking
away a polyomino. This is shown in Figure 7.2. Nodes at the same depth in the
tree are said to be at the same level L. The node at the zeroth level is the empty
partial configuration (call it the root node R), and the nodes at the final level are
the completed polyomino configurations. We denote the final level as F , which has
value equal to the number of polyominoes in a fully-packed configuration. The nodes
with no children are called leaf nodes, of which the final level nodes are a subset.
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Root
Leaf
Figure 7.2: An example tree data structure for an exact cover problem. For our
purposes, each node can be taken to represent a partially completed polyomino con-
figuration, and links exist between partial configurations that differ by 1 polyomino.
The forwards direction of the tree is to the right. The root node and an example
leaf node are indicated. One example node x is labelled, along with its parent and
child nodes. The partially completed configurations containing L polyominoes are
at depth (or level) L. In this case, the final level F has value 3. All nodes at the
final level are leaves corresponding to completed polyomino configurations.
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The unmodified algorithm DLX is a depth-first recursive enumerative al-
gorithm that begins at the root of the tree and continues forward along the tree
structure by adding polyominoes, only backtracking when all nodes further forward
along the tree have been reached. In contrast, for random DLX, there is a nonzero
probability to backtrack to the parent node or continue forward to a randomly
chosen child node. Our transition probabilities only depend on the currently oc-
cupied node, giving a discrete time finite Markov chain. When the Markov chain
reaches a completed configuration at level F , the sample statistics are updated. By
choosing the transition probabilities in the right way, we are able to sample the
final level leaves with equal probability, giving correct sample statistics for the com-
pleted polyomino configurations. The probability of being at a partially completed
configuration does not need to be uniform, since they are not used for sampling.
Here we define transition probabilities between partially completed poly-
omino configurations so that the completed configurations are sampled with uni-
form probability. To do this, we introduce parameters QL that control the rate of
backward transitions from nodes at the Lth level. For a given node x at level L and
having C(x) child nodes, we use transition probability QL/(QL + C(x)) to move
backwards to the parent node and 1/(QL + C(x)) for the probability to make a
forward transition to a particular child node. Note that there is equal probability
to transition to each of the child nodes and there is zero probability to remain at
the same node. The transition probabilities from one example node are shown in
Figure 7.3. Furthermore, note that all nodes at level L have the same parameter
QL.
The root node and the leaf nodes are special cases in that they have no parent
node and no child nodes, respectively. However, the previously stated transition
probabilities still apply, as long as we define Q0 = 0 so there is zero backwards
transition probability from the root node. For a leaf node x, the value of C(x) is
zero, so the backwards transition probability is calculated to be 1, as it should be.
We find the probability distribution for this Markov chain by using the de-
tailed balance conditions. Consider 3 nodes y, x, and z such that x is a child node
of y and z is a child node of x. This is illustrated along with transition probabilities
in Figure 7.4. We use pii to denote the probability to be at node i and use L for the
level of node x. Looking at these 3 nodes, detailed balance gives 2 equations
piy
QL−1 + C(y)
=
pixQL
QL + C(x)
,
pix
QL + C(x)
=
pizQL+1
QL+1 + C(z)
,
(7.1)
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Figure 7.3: An example node x at level L in the tree of partially completed poly-
omino configurations. The transition probabilities from this node are shown. In this
case, node x has 3 child nodes, so C(x) = 3. QL is an algorithm parameter that is
equal for all nodes at level L.
Figure 7.4: 3 Consecutively linked nodes from the tree of partially completed poly-
omino configurations are shown. Nodes y, x, and z are at levels L − 1, L, and
L + 1, respectively. Other linked nodes are not shown. Alongside the links are the
transition probabilities between nodes.
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which are obtained by considering detailed balance between nodes y and x; and
between nodes x and z. These two equations can be combined to eliminate pix,
resulting in
piy
QL−1 + C(y)
= QL
pizQL+1
QL+1 + C(z)
. (7.2)
This equation shows there is a factor QL introduced by skipping over the node at
level L. A similar calculation can be done with the node z and one of its child
nodes, introducing a factor QL+1. Repeating this calculation inductively, a factor
is introduced for each level between the nodes. Furthermore, the root level has
Q0 = 0, and any node in the final level has no child nodes. Therefore, we end up
with an equation relating the probability of the root node R with the probability of
an arbitrary node k at the final level F :
piR
C(R)
=
(
F−1∏
a=1
Qa
)
pik. (7.3)
The final level nodes are the completed polyomino configurations; therefore, we
obtain a simple relation for the probability of the Markov chain to arrive at any one
of the completed configurations. Moreover, each of the completed configurations
have equal probability.
We have defined transition probabilities and used the detailed balance con-
dition to calculate probabilities for the Markov chain to arrive at the completed
polyomino configurations. However, we must now show that the detailed balance
condition provides the limiting probability distribution for the completed configu-
rations.
For a finite Markov chain defined on a tree, there will always exist a distribu-
tion that satisfies detailed balance [100]; therefore, our procedure always results in
a valid probability distribution. A distribution satisfying detailed balance is always
a stationary distribution. Since the original algorithm DLX is made up of only one
search tree, the Markov chain is irreducible and finite over the nodes of partially
completed configurations. Therefore, our probability distribution is the unique sta-
tionary distribution. Our Markov chain has period 2 because it takes an integer
multiple of 2 steps in the Markov chain to return to the same node. However, by
considering just the nodes representing completed configurations, we obtain an ape-
riodic Markov chain because there is a nonzero probability to return to the same
completed configuration before reaching another completed configuration. Since the
Markov chain over the completed configurations is aperiodic, our stationary distri-
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bution is the unique limiting distribution over the completed configurations.
The unique limiting distribution we have found has equal probability for
each completed polyomino configuration. Therefore, by taking a sample from each
completed configuration that the Markov chain reaches, it is possible to sample the
completed polyomino configurations with uniform probability. It is important that
QL must not be set to zero for any level except the zeroth level; otherwise, not all
completed configurations would be connected.
In the Markov chain we have defined, each ith level parameter Qi can be
freely chosen as any positive number, apart from the zeroth level parameter, which
must equal zero. The parameters Qi control how likely the Markov chain will move
back along the tree from level i. Therefore, these parameters determine how the
Markov chain explores the space of polyomino configurations. For the ideal Markov
chain, we would like to have the smallest possible correlation between successive
samples while also being able to generate samples quickly. One could adjust each
of the Qi parameters individually to make an optimal Markov chain for a given
exact cover problem. However, we make the simplification that all parameters Qi
are equal. The more general case is an interesting problem for future work.
Since we are choosing Qi to be equal for all levels i, we can use the notation
Q from now on. Equation (7.3) simplifies to
piR
C(R)
= QF−1pik. (7.4)
The probability of being at a completed configuration relative to the probability of
being at the root node now only depends on the single parameter Q. For larger
values of Q, the Markov chain is more likely to move back along the tree towards
the root node, meaning successive samples of completed polyomino configurations
are less correlated; however, if Q is too large, the time between successive samples
may be too great to be practical.
It is important to find a value for Q that balances the needs of uncorrelated
samples with the time to generate samples. A reasonable guess for a good value of
Q can be found by making the probability of the final level equal to the probability
of the zeroth level. From there, it is possible to adjust Q further. The probability
of the zeroth level is PF = piR because the only node at the zeroth level is the root
node. The number of nodes in the final level is equal to the number of polyomino
configurations that can be generated on the N ×M unit cell, which we denote NF .
Since each of the nodes at the final level has probability equal to pik, the probability
of being at the final level is PF = pikNF . Using Equation (7.4), we obtain the
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equation
PR
C(R)
=
QF−1
NF
PF , (7.5)
relating the probabilities for the Markov chain to visit the zeroth and final levels.
For the probability of the zeroth and final levels to have comparable values, we re-
quire QF−1 and NF to be of comparable value. This means we have a reasonable
probability to transition between complete configurations whose only common an-
cestor is the root node. The number of domino configurations that can be generated
on a unit cell of area 2F has a known value in the limit of large F , when both unit
cell sides tend to infinity for rigid or periodic boundary conditions [35]
exp(2FG/pi), (7.6)
where G is Catalan’s constant, approximately equal to 0.916. When using ran-
dom DLX on large finite unit cells, NF is approximately equal to Equation (7.6).
Therefore, substituting this value in to Equation (7.5), we obtain
PR =
C(R)
Q
(
Q
exp(2G/pi)
)F
PF , (7.7)
giving exp(2G/pi) as a value for Q that can be used so that there is comparable
probability to be in the final level or at the root node. The value exp(2G/pi) is the
number of arrangements per dimer [35]. In other words, the average number of child
nodes in our tree of partially completed domino configurations. By setting Q equal
to this value, we ensure that each node’s probability is on average equal to the sum of
probabilities of its child nodes; thus, keeping a balanced probability across different
levels of the tree. A reasonable value of Q can be found for other polyominoes apart
from the domino by using the number of arrangements per polyomino. Also, a good
value of Q can be found for any exact cover problem by using knowledge of the tree
structure. In the rest of this chapter, we test out our algorithm on fully-packed
domino configurations for several unit cell sizes. Although Equation (7.7) contains
an exponent of the number of dominoes F , the choice Q = exp(2G/pi) allows for a
consistent algorithm over different unit cell sizes. This is especially important for
larger values of F , where a value of Q that is far from exp(2G/pi) will result in a
radically different probability being assigned to the different levels of the tree.
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7.2 Random DLX Tests
Since we have enumerated the domino configurations on the 8 × 8 unit cell, we
have an opportunity to test our random DLX algorithm for this unit cell size. Since
random DLX takes a sample of configurations, we obtain only the relative frequency
of configurations. This is in contrast to the usual algorithm DLX, which provided
the absolute number of configurations because it enumerates all the configurations.
However, many kinds of statistics can be gathered on a set of domino configurations
without knowing their absolute number.
To test our algorithm, we sample one particular quantity and compare with
the exact value that is known for the 8× 8 unit cell. The quantity we have chosen
is the number of configurations with p1 wallpaper group, as a fraction of the total
number of configurations sampled. We denote this quantity Fp1. The exact value is
provided by the usual (enumerative) version of algorithm DLX, which generates a
total 1,224,518 configurations for the 8×8 unit cell, out of which there are 1,181,552
with p1 wallpaper group. Therefore the true value of Fp1 is 0.9649 to four significant
figures.
Our first test of random DLX is using Q = 1.79163, which is equal to
exp(2G/pi), rounded up by the fifth significant figure. We make this choice be-
cause in the worst case, we would prefer to sample few configurations, rather than
sample many highly correlated configurations, especially since analysing domino
configurations can take considerable computational resource. Using this value of Q,
we sample configurations of the 8 × 8 unit cell, updating the sample statistic for
Fp1. We do this over 10 runs, in each case printing the value of Fp1 at time intervals
of 0.1 seconds, which typically corresponds to 150,000 steps in the Markov chain.
The values from the 10 runs are used to form a mean value at each time interval.
The standard error of the sample mean over the estimates from the 10 runs gives
an error value for the mean. The result is shown in Figure 7.5. The true value of
Fp1 is also shown for comparison. As can be seen in the figure, the random DLX
algorithm quickly begins to converge to the correct value. In contrast, the usual
algorithm DLX obtains a full enumeration of the configurations of the 8 × 8 unit
cell on the order of hours.
For our second test, we use random DLX with several values of Q to inves-
tigate our previous hypothesis that Q = exp(2G/pi) is a good value to choose. For
this test, we use a slightly different quantity Ep1, which can be thought of as the
absolute value of the fractional error of Fp1, compared to the true value. This new
quantity tends to zero as the sample quantity Fp1 approaches the true value, making
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Figure 7.5: The fraction of p1 configurations Fp1 is plotted against time (in seconds).
The values (dark circles) and error (grey region) are obtained by taking 10 runs of
the random DLX algorithm with Q = 1.79163. The horizontal red line indicates the
true value of the fraction of p1 configurations : 1181552/1224518.
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Figure 7.6: The absolute value of fractional error of the fraction of p1 configurations
Ep1 is plotted against time (in seconds). The points of a particular colour correspond
to the mean over 10 runs of the random DLX algorithm using a single Q value.
it easier to distinguish the effectiveness of algorithms with different Q values. The
new quantity Ep1 is calculated as
Ep1 =
∣∣∣∣Fp1 12245181181552 − 1
∣∣∣∣ . (7.8)
The fractional error Ep1 is plotted against time in Figure 7.6 for several Q values.
Again, we print Ep1 at regular intervals of 0.1 seconds. For each Q value, 10 runs of
the algorithm are made, to give a mean value for Ep1. This gives a better indication
of a typical run of the algorithm and allows for a smoother graph, which can be
more easily interpreted.
In Figure 7.6, each of the fractional errors Ep1 are decreasing with time.
However, the fractional errors for algorithms with Q closer to exp(2G/pi) decrease
at a faster rate than the others. In particular, the extreme values Q = 1.2 and
Q = 2.4 perform the worst. The best performing Q values are 1.6, 1.8, and 2.0.
This supports our previous argument that low Q values generate highly correlated
configurations, and high Q values generate too few configurations. In either case,
the sample statistics collected by random DLX are worse when using an extreme
value of Q. Therefore, from here onwards, we use Q = 1.79163 for the random
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DLX algorithm, as it is approximately equal to exp(2G/pi) and shows good results
compared to other Q values.
7.3 Larger Unit Cell Exploration
The random DLX algorithm can be used to find sample statistics for unit cells that
are too large to enumerate by the usual algorithm DLX. One interesting quantity is
the degeneracy of points in ~n-space. Here, we estimate the degeneracy for several
square unit cells (M = N) using random DLX. To be able to compare between unit
cells, we make use of interaction count vectors divided by the area of the unit cell
~n/N2, giving an interaction count vector per area. The limit convex hull shape we
identified in 5.5.2 provides the range of possible values of ~n/N2. The values nab and
nac must be within the range [0, 2/3], and nbc must be within [0, 1].
For sampling the degeneracy, we have used 10 runs for each unit cell size
and allowed each Markov chain 30 minutes to collect sample statistics. We use
Q = 1.79163 for random DLX on each unit cell, which we have previously explained
is a good parameter value over different area unit cells. For each unit cell size, the
degeneracy estimate can be made by combining the samples from all 10 runs, with
an error given by the standard error of the sample mean.
In Figure 7.7, we show the degeneracy of points in the space of interaction
count per area for square unit cells N = M = 8, 10, 12, 14, and 16. The colour of
points give the degeneracy; however, for the larger unit cells, the high degeneracy
points are completely surrounded by the low degeneracy ones. The degeneracy of
the 8× 8 unit cell given by random DLX is very similar to the exactly enumerated
degeneracy shown previously in Figure 5.22. Despite this, not all points were found,
for example, the point ~n = (0, 0, 0). This point is a vertex of the convex hull of
the exactly enumerated set of configurations, corresponding to a possible ground
state. This illustrates a drawback of the random sampling algorithm: important
configurations can be missed.
For the larger unit cells, the shape of the set of points becomes more amor-
phous, as more of the extremal points in ~n-space are missed out. As an example,
the shape of the convex hull of points for the 12 × 12 unit cell is known to be of
exactly the shape shown in Figure 5.12, as explained in Subsection 5.5.2. However,
the shape in Figure 7.7 is completely different. As the unit cell gets larger, the
extremal points become more atypical and so less likely to be found by random
DLX. Another point about using random DLX on larger unit cells is that very few
of the sampled configurations have any symmetry because they are incredibly atyp-
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ical. In the combined computational time of 10 hours of random sampling of the
14 × 14 and 16 × 16 unit cells, only configurations with p1 wallpaper groups were
found. For these reasons, an analysis of domino configurations similar to that of the
enumerative algorithm DLX is not made here. It may be possible to introduce a
further acceptance/rejection criterion in the Markov chain to favour configurations
with particular properties, such as low energy. However, a decision would need to
be made for the partially completed configurations, which do not automatically in-
herit the same properties as the completed configurations. This is an interesting
possibility that we have not explored.
As the unit cell size increases, the degeneracy of the extremal points in ~n-
space becomes small relative to the total degeneracy. Conversely, the degeneracy of
the most typical points in ~n/-space becomes large with unit cell size, relative to the
total degeneracy. This can be inferred by the decreasing spread of sampled points in
~n/N2-space, seen in Figure 7.7. We show this more explicitly in Figure 7.8, where
we plot the degeneracy projected onto the directions nab/N
2 and nbc/N
2. The plot
for nac/N
2 is almost identical to nab/N
2, due to symmetry, so it is not shown. The
absolute value of degeneracy is not known, so we choose the degeneracy of all points
to sum to 1. In this way, the plot can be thought of as an empirical probability
mass function.
Figure 7.8 also includes Gaussian curves that have been fitted to the degen-
eracy. The degeneracy tends to a Gaussian shape with increasing unit cell area.
This is because different locations within the unit cell are sufficiently uncorrelated
so that the ~n-vector of the overall configuration receives contributions from many
uncorrelated regions. This gives a normally-distributed degeneracy by the central
limit theorem. Figure 7.9 shows how the standard deviation of the approximate
Gaussian varies with N . As shown in Figure 7.9, for large N , the inverse of the
standard deviation is proportional to N , for projections of the degeneracy onto
both nab/N
2 and nbc/N
2. In the standard formulation of the central limit theorem,
the inverse of the standard deviation would be proportional to the square root of
the number of independent samples. Therefore, the number of effectively indepen-
dent regions within the unit cell increases proportionally with N2. This gives the
intuitive result that the number of effectively independent regions is proportional
to the total area. Furthermore, the constant of proportionality is greater for the
nab/N
2 direction because there is a smaller range of values, compared to the nbc/N
2
direction.
As well as the spread of the degeneracy in ~n/N2-space, the mean value
of ~n/N2 weighted by degeneracy is also of interest. The peak of the approxi-
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Figure 7.7: Points of ~n/N2-space corresponding to at least one domino configuration
generated by random DLX on an N × N unit cell are shown as coloured dots, for
N equal to 8, 10, 12, 14, and 16, for (a), (b), (c), (d), and (e), respectively. The
dots are coloured according to the degeneracy, by a logarithmic colour scale. Red
corresponds to the greatest value, and blue the least. The light yellow shadow
indicates the limit convex hull for the set of all domino configurations, described in
Subsection 5.5.2.
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Figure 7.8: In (a) and (b), the empirical probability mass functions sampled by
random DLX are shown by points plotted against nab/N
2 and nbc/N
2. This is done
for each of the unit cells N = M = 8, 10, 12, 14, and 16. Gaussian functions are
fitted to each empirical probability mass function and plotted in the same colour.
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Figure 7.9: The standard deviation is shown for each of the fitted Gaussian curves
given in Figure 7.8. This includes unit cells with N = M = 8, 10, 12, 14, and 16.
(a) and (b) correspond to the standard deviation in the components nab/N
2 and
nbc/N
2, respectively.
mate Gaussians in Figure 7.8 give an indication of this. The mean value of ~n/N2
weighted by degeneracy is the point in ~n/N2 space that almost all configurations
correspond to, for sufficiently large unit cells. The largest unit cell we have sim-
ulated here is the 16 × 16 unit cell. The mean value of ~n/N2 for this unit cell
is ~n/N2 = (0.31822, 0.31819, 0.4955), with error (0.00008, 0.0005, 0.0002), which is
again calculated by the standard error of the sample mean over the 10 runs made
for this unit cell.
7.4 Limit Of Interaction Counts
Due to the importance of the limiting ~n/N2 vector of random configurations in the
large unit cell limit, we would like to compare our estimated value with a theo-
retically calculated value. In fact, such a value can be calculated in the limit of
large system size, using the values of domino correlations given by Ref. [47]. In that
paper, the joint occupation probability for a pair of dominoes in a random domino
configuration was calculated using correlations obtained by perturbing the Pfaffian
that encodes the configurational grand partition function for non-interacting domino
configurations. These joint occupation probabilities can be thought of as exact val-
ues for the entropic force between dominoes. In the limit of large system size, the
joint occupation probabilities given by Ref. [47] are especially simple, since they
only depend on the relative orientation and position of the two dominoes.
To calculate the theoretical limiting value of ~n/N2, we only need to make use
of the occupation probabilities for dominoes that are in contact, since other domino
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Figure 7.10: Relative probabilities are shown for pairs of dominoes in contact, for
various relative positions and orientations. These values are calculated in Ref. [47]
by considering the probability of two squares (indicated by the circle and cross) to
be covered by dominoes of a particular orientation.
pairs do not contribute to the interactions ~n/N2. These occupation probabilities
are given by Ref. [47], and are shown in Figure 7.10. For simplicity, we use relative
probabilities, not absolute probabilities. It should be stressed that the probability
shown in Figure 7.10 is the relative probability of the orientation of the dominoes,
given they cover the two squares indicated as a circle and a cross. Note that the
relative probabilities of all other orientations and relative positions of a domino pair
in contact can be inferred by those shown in Figure 7.10, due to symmetry.
We now use the relative probabilities given by Ref. [47] to determine the
limiting value of ~n/N2. It is important to properly count all the possible ways two
dominoes can interact. To do this, imagine having a random domino configuration,
then choosing two neighbouring squares. The orientations of the dominoes covering
those two squares define the interaction type that occurs on the boundary between
those two squares. Therefore, the probability of a randomly chosen interaction being
of a particular type is equal to the probability of the two squares having dominoes
oriented such that the particular interaction type occurs. All possible orientations
of the pair of dominoes covering those points are shown in Figure 7.11, along with
the associated interaction type that results from it. There is also the possibility of
one domino covering both squares, but in that case there is no interaction, so we
can ignore it.
The relative probability shown in Figure 7.10, along with the number of
arrangements that lead to the same interaction type, shown in Figure 7.10, can
be used to give the relative frequency of each interaction type. This is shown in
Table 7.1. For example, the b-c interaction occurs pi/2 times as frequently as the a-b
interaction, in a random domino configuration on a unit cell in the limit of infinite
cell size.
The relative frequency of interaction types gives the relative values of the
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nabnbb
nbc
naanab nac
nacnbc ncc
Figure 7.11: The possible arrangements of dominoes that cover two adjacent squares
are shown, along with the type of interaction between those two squares. In each
case, the two squares under consideration are indicated by a circle and cross.
interaction type relative probability arrangements relative frequency
a-a 4− 8/pi 1 4− 8/pi
a-b 4/pi 2 8/pi
a-c 4/pi 2 8/pi
b-b 2− 4/pi 1 2− 4/pi
b-c 2 2 4
c-c 2− 4/pi 1 2− 4/pi
Table 7.1: The calculation of relative frequency of interaction types is shown as the
product of relative probability and the number of possible arrangements.
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interaction counts. For example, nbc/nab = pi/2. To obtain the absolute values, we
can use a single packing constraint. The equation NM = 2naa + nab + nac can be
written as
NM = 2
naa
nab
nab +
nab
nab
nab +
nac
nab
nab = 2
4− 8/pi
8/pi
nab + nab + nab, (7.9)
by using the relative frequencies. This calculation gives nab = NM/pi. The value
nac is also NM/pi due to symmetry, but can be checked to be equal. Finally, nbc
can be calculated as
nbc =
nbc
nab
nab =
4
8/pi
NM/8, (7.10)
so the value of nbc is NM/2. Therefore, the interaction count per area of a random
domino configuration on a unit cell in the infinite limit is given by ~n/(NM) =
(1/pi, 1/pi, 1/2). Furthermore, the high entropy state for a sufficiently large unit cell
consists of configurations with ~n/(NM) close to this value.
We can compare the exact theoretical value ~n/N2 = (1/pi, 1/pi, 1/2) of the
large square unit cell limit to our estimated values for finite unit cells. Figure 7.12
show the elliptical regions within 1 standard deviation from the mean for the Gaus-
sian approximations of the degeneracy over several unit cell sizes. Only nab/N
2
and nbc/N
2 are plotted, but nac/N
2 gives a very similar picture, due to symmetry.
The straight red lines in the figure indicate the theoretical value for the mean of
~n/N2 = (1/pi, 1/pi, 1/2). The Gaussian peak is still fairly wide even for the 16× 16
unit cell, indicating that we are still quite far from the infinite cell size limit. The
theoretical limit is well contained within the Gaussian peaks, which suggests that
the limit may be being approached smoothly.
The mean value of ~n/N2 weighted by the degeneracy is a more specific way
to show how far the random domino system is from the limit of infinite unit cell size.
In Figure 7.13, this mean is shown for each of the unit cells used previously except
the 8 × 8 cell, which is too far from the theoretical limit value. The theoretical
limit value is shown by the straight red lines. The errors for each of the points are
calculated by taking the standard error of the sample mean over 10 runs. As can
be seen in the figure, the mean values of ~n/N2 are close to the theoretical limit and
they get closer with increasing unit cell size. However, the error bars show that
the values are definitely not yet equal to the theoretical limit value. In particular,
a slightly higher fraction of nbc/N
2 is entropically favoured in the infinite unit cell
limit, compared to the unit cells we have sampled. In other words, the value of
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Figure 7.12: The regions of 1 standard deviation from the mean are shown for the
Gaussian fit to the degeneracy of domino configurations generated by random DLX
on unit cells of size N = M = 8, 10, 12, 14, and 16. The intersection of red straight
lines shows the value (1/pi, 1/2) corresponding to the theoretical peak of degeneracy
for large unit cell size.
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Figure 7.13: The mean value of (nab, nbc)/N
2 weighted by degeneracy is shown
for domino configurations generated by random DLX on square unit cells of size
N = M = 10, 12, 14, and 16. Error bars indicate the standard error of the sample
mean over the 10 runs made for each unit cell. The intersection of straight red lines
gives the theoretical limit of the mean of (nab, nbc)/N
2 for large unit cell size, having
value (1/pi, 1/2).
nab/N
2 is approaching the limit value quicker than nbc/N
2.
The random DLX algorithm we have described in this chapter has enabled
us to gather statistics on larger system sizes using uniform probability over domino
configurations. The algorithm we have developed as an extension to algorithm DLX
also allows for uniform sampling over general exact cover problems; in the more
general case, the algorithm would need to be tested to find an appropriate value for
the backward transition parameter Q. We have also studied how the domino system
tends to the limiting state of random domino patterns on the plane, identifying finite
size effects in the approach to this limit.
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Chapter 8
Fixed Defects
In an ideal experiment, the molecular network forms on top of a flat substrate,
giving perfect molecular coverage. However, if there are some defects protruding
upwards from the substrate, this causes gaps in the molecular network. In this
chapter, we describe a molecular system that includes fixed substrate defects at
periodic locations. We consider domino-shaped molecules, which are fully packed
on the substrate, except at the locations of the defects. In this sense, the defects
act as immobile vacancies in the domino tiling. Homology techniques can be used
to understand the connectedness of domino tilings by local rearrangements in the
presence of fixed defects, and we use these methods here to describe how periodic
defects tend to decrease the connectivity of the domino tilings, which may be a
desirable property for providing stability to a molecular network. Mathematical
details and proofs for the homology constructions are given in Ref. [43].
8.1 Connectivity Of Configurations With Fixed Defects
Introducing fixed defects into our system changes the topology of the region, gener-
ally resulting in a different homology group. In previous chapters, we have described
domino configurations on a unit cell with periodic boundary conditions, which has
the topology of a torus with first homology group Z2. In that case, the homology
class associated to any domino tiling can be determined by counting (with signs)
the number of dominoes intersecting a horizontal and a vertical line, or cut, crossing
the unit cell (and representing a basis for the homology). Here, we find different ho-
mology groups as a result of the defects and identify appropriate cuts for calculating
the homology class.
When there are fixed defects in the unit cell, the translational symmetry
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bb
c
Figure 8.1: CW complex for the retract of the unit cell of even side length with 2
defects. Calculation of the homology group is given to the right. The Ci are the
chain groups, ∂i are the boundary operators and x, y, Z are integers.
group of the domino pattern must be a subgroup of the translational symmetries
of the defects. In particular, domino configurations on a unit cell with a single
defect only have the translational symmetry of the unit cell itself, which is equal
to the spacing between defects on the periodic plane tiling. A unit cell made up of
copies of the minimal unit cell can generate less symmetric domino patterns than the
minimal unit cell, allowing for more complicated homology groups. Furthermore, we
find that the connectivity of domino configurations depends on whether the defects
are spaced by an odd or even number of squares.
8.1.1 Even Spaced Defects
The homology classes for a unit cell with one or more defects can be found in a sim-
ilar way as for the unit cell with no defects. The difference of domino configurations
defines the oriented transition graph between them and is a 1-cycle of the chain
complex. This 1-cycle is the boundary of a 2-chain - integer combination of the pla-
quettes of the underlying square grid - exactly when the two domino configurations
are related by a sequence of domino flip moves.
First, we describe the homology group for the unit cell with both side lengths
even and containing two fixed defects. This space retracts to the CW-complex shown
in Figure 8.1, from which its first homology group is easily deduced to be Z3.
To provide a method for determining the homology class of a particular
domino configuration, we introduce a system of cuts as before and measure flows
across them. Each cut must assign all boundary elements to the trivial homology
class. The choice of cuts to use is related to a choice of representative cycles that
provide a basis for the homology. The elements b, -a, and c-a-b can be used for
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(0,1,0)
(0,0,1)
(1,0,0)
Figure 8.2: For the 12 × 6 unit cell with 2 defects of size 2 × 2, the three cuts are
shown as red dashed arrows, giving values S1, S2, and S3. Each unit cell shows one
of the cycles that together generate representative cycles in each of the homology
classes, as black lines with arrows. The sector (S1, S2, S3) is displayed above each
unit cell.
the representative cycles, see Figure 8.1, and cuts are chosen to assign these to the
appropriate homology classes, as shown in Figure 8.2, along with the 3 representative
cycles mentioned previously. The direction of each cut is shown explicitly, and the
flow across the cuts is counted positively where the oriented transition graph passes
through the cut from right to left. The homology class is given by a list of the values
of the cuts (S1, S2, S3), which we call the sector, analogous to the sector used to
describe the unit cell without defects.
The first two cuts S1 and S2 are the same as for those of the unit cell without
defects. As was explained in Subsection 2.3.4, a pair of domino configurations
with different values for these cuts are not connected by local rearrangements, even
when considering them as tiling the plane to become planar domino patterns. This
remains true for planar patterns with fixed defects, so we denote the values of these
cuts as global homology numbers. The third cut S3 is a different kind of homology
constraint. Figure 8.3 shows two example domino configurations that have different
values of S3. Despite the configurations being disconnected in terms of domino
flip moves, there is a finite region around one defect that could be rearranged to
transform one configuration into the other. This local rearrangement around the
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defect changes the value of S3; therefore, we call it a defect homology number.
The defect homology number is a weaker constraint than the global homology
numbers because the former can be changed by a rearrangement of a finite number
of dominoes. However, if the free energy of the molecular system strongly prefers
molecules to be adsorbed to the substrate, the desorption-adsorption events would
involve as few molecules as possible, which for domino shaped molecules is two. In
this case, only domino flip moves are possible and the defect homology numbers
are conserved. Otherwise, if several molecules are free to desorb at once, only the
global homology numbers are important, and the connectedness of configurations is
similar to that of the unit cell without defects. Interestingly, although the homology
calculation does not depend on the size or shape of the defects, changing the defect
homology number of larger defects would require desorption-adsorption events with
a greater number of molecules, meaning larger defects give a stronger constraint.
In the general situation where there are n ≥ 1 defects in a unit cell with
even side length, the homology group is Zn+1. To determine the homology class
of a particular domino configuration we use n − 1 cuts between the defects and
2 around the unit cell. Considering the connectivity network of domino patterns
linked by domino flips, sets of domino patterns with larger periodicity are broken
up into many more homology classes, compared to the lower periodicity patterns.
The unit cell with even side length and only 1 defect is an exceptional case.
In this case, the homology group is Z2, where both the cuts correspond to global
homology numbers. This is the same as for the unit cell with no defect. Figure 8.4
gives an example of two domino configurations with an oriented transition graph
that wraps around the defect. Although this seems to create a non-trivial cycle, it
is possible to expand the cycle away from the defect using domino flips, eventually
shrinking it to nothing. The domino configurations generated by this unit cell are
those with periodicity equal to the spacing between defects. Therefore, the lowest
periodicity domino patterns are unhindered by any homology constraint caused by
defects.
8.1.2 Odd Spaced Defects
So far, we have considered the unit cell with even side lengths; in other words, the
defect spacing is even. For odd-valued spacing between defects, we obtain a different
homology group. The 5 × 5 unit cell with 1 defect is shown in Figure 8.5. Since
the unit cell has an odd width and height, it is not possible to consistently colour
squares like a checkerboard. As can be seen in Figure 8.5(d), this results in oriented
transition graphs that change direction at the periodic boundary of the unit cell. In
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(a) (b)
(d)(c)
Figure 8.3: (a) and (c) Contain domino configurations on the 12× 6 unit cell with 2
2 × 2 defects. (d) Gives the oriented transition graph resulting from the difference
between (a) and (c). In each diagram, a blue highlighted region indicates where
dominoes have been rearranged. (b) Shows the cuts of this cell, for reference.(a) (b)
(c) (d)
Figure 8.4: (a) and (c) Two domino configurations of the 6×6 unit cell with a 2×2
defect. The cuts used to calculate the homology group are shown in (b), and the
oriented transition graph is shown in (d). Although the oriented transition graph
contains an anticlockwise cycle around the defect, the homology class is trivial.
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(c) (d)
Figure 8.5: 5× 5 unit cell with single defect. (a) and (c) Show two domino configu-
rations with oriented transition graph (d) that generates an element in each of the
homology classes. (b) The cut that correctly calculates the homology class.
Ref. [43], it is explained that local (or twisted) coefficients can be used for the chain
complex, while still giving the correct requirement for domino configurations to be
connected via flip moves.
Twisted coefficients allow for nontrivial loops that reverse the orientation
of the chain complex. For the domino configurations, these are the loops that pass
through an odd number of squares, as stated in Ref. [43]. In the particular case of the
unit cell of odd sides with 1 defect, the orientation-reversing loops are those that pass
an odd number of times around the periodic boundary in total, either horizontally
or vertically. This is entirely analogous to antiperiodic boundary conditions.
To calculate the homology group, we can use a CW complex for the unit cell,
as shown in Figure 8.6. The homology group is calculated to be Z, and the cycle b−a
can be used as a representative cycle that generates an element in each homology
class. The oriented transition graph given in Figure 8.5 is in fact equivalent to the
representative cycle for the 5× 5 unit cell with single defect.
For this problem, we must use a different cut than before, which is shown
in Figure 8.5(b). This cut gives the correct homology class for the representative
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Figure 8.6: CW complex for the deformation retract of the unit cell of odd side
length with 1 defect. Coefficients are reversed on either side of the unit cell. The
homology group calculation is given to the right.
cycle, and an element of Im(∂2) placed at the periodic boundary will not change the
value of the cut because of the property of the orientation to swap on either side of
the periodic boundary. Thus, we have a valid method for calculating the homology
class of domino configurations on the 5 × 5 unit cell with 1 defect, although the
interpretation of the homology class is not as clear.
The 10 × 10 unit cell can be used to gain more understanding of the 5 × 5
unit cell, since the 10 × 10 unit cell does not have twisted coefficients. The double
cover of the 5 × 5 unit cell with 1 defect gives the 10 × 10 unit cell with 4 defects.
The 10× 10 unit cell has homology group Z5, including 3 defect homology numbers
and 2 global homology numbers, as can be seen in Figure 8.7. The cut between the
two lower defects is in fact the same as the cut that was used for the 5× 5 unit cell
with single defect. This means the domino patterns that were not connected by a
sequence of domino flips on the 5× 5 unit cell remain unconnected.
The oriented transition graph shown for the 10×10 unit cell in Figure 8.7(a)
is the same as that for the 5 × 5 unit cell shown in Figure 8.5. The difference for
the 10 × 10 unit cell is that a checkerboard can be drawn consistently, giving the
usual kind of cycle. Looking at the flow across the cuts, it becomes clear that the
global homology numbers are zero for this cycle, and the defect homology numbers
indicate that the oriented transition graph can be shrunk to the loops shown in
Figure 8.7(b).
Therefore, thinking of the 5 × 5 unit cell with 1 defect as tiling the plane,
the possible homology classes are those with multiples of half integer cycles per
defect, with no global homology number. We can also say that for defects with odd-
valued spacing, the domino patterns with lowest periodicity can have nonzero defect
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(b)(a)
Figure 8.7: (a) Oriented transition graph, the same as in Figure 8.5(d), but here
shown in the 10 × 10 unit cell with 4 defects. (b) An oriented transition graph in
the same homology class as in (a), when considering the 5 cuts shown as red dashed
arrows, which give the homology group of the 10× 10 unit cell with 4 defects.
homology number, but must have zero global homology number. The opposite is
true for defects with even-valued spacing.
8.2 Interacting Dominoes And Defects
We have described the effect of defects on the connectivity of domino configurations
by flip moves. Now we examine a few of the properties of the set of domino con-
figurations for a specific example, the 7 × 7 unit cell with 1 defect. Since we have
been exploring the intermolecular interactions, a first simplification is to suppose
the fixed defects have zero interaction with the dominoes. However, this could be
extended by introducing molecule-defect interaction parameters.
In Figure 8.8, we show the convex hull over the set of all configurations of
the 7 × 7 unit cell with some example vertex configurations illustrated. In some
cases, the defect acts as an obstacle to achieving an extreme interaction count. For
example, small values of nab and nac were possible over a range of nbc values for the
unit cell without defect; however, here, the least value of nab and nac inevitably rises
with decreasing nbc. This is because for the unit cell without defect, it is possible
to have all dominoes aligned and shift past each other. The defect is an obstruction
that causes a change to this boundary element of the convex hull.
Conversely, there are some motifs that are easier to form on the unit cell with
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Figure 8.8: The convex hull of points in ~n-space is shown corresponding to domino
configurations generated by the 7 × 7 unit cell with 1 defect. Red points are ver-
tex domino configurations and black points are other boundary configurations. 5
Example vertex domino configurations are illustrated along with their ~n-vectors.
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Figure 8.9: Histogram showing Log of the number of domino configurations, versus
the wallpaper group. Histograms for both the 6× 6 unit cell and the 7× 7 unit cell
with 1 defect are included.
defect. Most striking are the domino configurations that spiral around the central
defect. The (24, 24, 16) and (12, 12, 0) domino configurations shown in Figure 8.8
both have this spiral motif to differing extents. In Figure 8.9, we compare the
number of wallpaper groups of the 6 × 6 unit cell with no defect to that of the
7 × 7 unit cell with 1 defect. It seems that the two types of unit cell generate
quite different fractions of symmetries. The 6× 6 unit cell has a more even spread
of symmetry groups, while the 7 × 7 unit cell with defect has peak numbers in
the pmm and p4 wallpaper groups. This suggests the introduction of defects can
promote specific symmetry as well as changing the connectivity of configurations,
both without the defects having any energetic interaction with the dominoes. The
introduction of fixed defects provides a further concept for the design principles that
we have defined in this thesis.
The homology properties of the 7 × 7 unit cell are the same as those of the
5 × 5 unit cell described previously. Both of these unit cells have a single defect
homology number (integer) and no global homology number. However, one point
that differentiates them is the range of values that the homology number can take.
The oriented transition graph between two domino configurations on the same unit
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cell consists of loops of value ±1. Therefore, the homological difference between the
configurations is limited by the amount of squares on the unit cell. This also holds
true for the even spaced defects.
For the 7 × 7 unit cell with 1 defect, there are 7 sectors. However, the
two most extreme sectors consist of only the two chiral pair domino configurations
with strongly spiralling motif shown previously in Figure 8.8, with ~n = (12, 12, 0).
More generally, the sectors with greater value have a greater circulation of dominoes
around the defects. For the 5 remaining sectors, 5 convex hulls formed by the points
in ~n-space corresponding to their domino configurations are shown in Figure 8.10.
In contrast to the unit cell with no defects, each sector of the 7× 7 unit cell with 1
defect contains all symmetry-equivalent domino configurations. On the other hand,
for both types of unit cell, the extreme sectors have the fewest domino configurations
corresponding to them.
In summary, defects further split the connectivity of domino configurations
under local rearrangements. Furthermore, this splitting depends on the spacing
between defects, the periodicity of configurations, and the number of dominoes that
can simultaneously rearrange. Even inert defects can promote symmetry and alter
the landscape of lowest energy states; that is, the boundary components of convex
hulls corresponding to sets of kinetically accessible configurations.
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Figure 8.10: For the 7 × 7 unit cell with single defect, convex hulls are shown for
each of the subsets formed of domino configurations with the same value of their
sector, S. A blue shadow is shown to indicate the convex hull of the combined set
of points.
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Chapter 9
Conclusion
In this thesis we have analysed molecular monolayers using a fully-packed polyomino
model with nearest-neighbour interactions. Furthermore, we describe design princi-
ples that prescribe the changes to the parameters of a molecular system that would
favour a new molecular network with desired properties. This level of experimental
control has been demonstrated in the literature, providing exciting opportunities
for the design of molecular networks. In particular, several experiments have shown
that the directionality of molecular interactions, effective packing shape, and tem-
perature can be adjusted to give rise to new molecular networks. For example, the
bromine substituents of pyrene derivatives described in Ref. [8] are modified to al-
ter the directional interactions between molecules, resulting in different molecular
networks. In Ref. [27], heterocirculenes with 3 different shapes are chosen, each
forming different molecular networks due to the packing shape and van der Waals
interactions between molecular units. Furthermore, the work in Ref. [10] shows that
molecular networks equivalent to uniform random tilings are possible, where the
experimental conditions can be altered to change the effective interactions, causing
a transition between ordered and random molecular networks.
For the analysis of 2D supramolecular networks in this thesis, we have out-
lined several methods and concepts that were used specifically to investigate the
fully packed periodic molecular patterns. First is our algorithm for enumerating
polyomino configurations on the square lattice with periodic boundary conditions,
using algorithm DLX. Second is our symmetry-finding algorithm that makes use of
the restricted set of possible symmetries of polyomino configurations, allowing us
to greatly reduce the search space of symmetries. We discovered a bottleneck in
our symmetry algorithm, so we build on the idea of exploring discrete symmetries
by creating a fast algorithm that uses group theory concepts to determine whether
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there are any extra symmetries. We also found a surprisingly simple method to
account for polyomino configurations that are equivalent as planar patterns, using
the symmetry properties of the configuration.
An important part of our investigation into polyomino patterns is to leave
the interaction strengths as free parameters, making it possible to find the combi-
nation of interactions that favour a given property of the molecular tiling. We first
implemented a differential evolution algorithm to optimise the interaction param-
eters over a test fitness function - the mean rotational symmetry of the ensemble
of configurations. We found that the solutions at infinite parameter values - corre-
sponding to low temperature - were important for this problem. We took this as
an indication to create an algorithm that explicitly looks for these low temperature
solutions. Therefore, we switched to a convex hull construction that compares the
polyomino configurations within the space of interaction counts - ~n-space. This con-
vex hull construction allows for the possible ground states to be viewed as boundary
components of a convex hull in ~n-space, giving a simple yet useful way to identify
the low temperature solutions.
The first polyomino system we analysed is the domino system. We found
that the vertex configurations corresponding to the possible unique lowest energy
patterns are often highly symmetric, and quite limited in number, showing that the
fraction of patterns that can be designed as lowest energy states is very small, even
though there are several interaction parameters that take on any continuous value.
As well as identifying lowest energy states, ~n-space is useful in visualising several
of the quantities of domino patterns, for example the degeneracy, which increases
going toward the centre of points. Also, the chirality of domino patterns can be
easily interpreted in the ~n space, since only the plane nab = nac contains achiral
patterns. Thus, interactions perpendicular to this plane strongly favour one chirality
over the other. We found that low energy states corresponding to edges and faces
of the convex hull require finely tuned interaction parameters and that in some
cases the ground state can be highly degenerate, or correspond to particular sets of
domino patterns; for example, the patterns with dominoes of only one orientation
lie on the line nab = nac = 0.
Using our algorithm for generating dominoes, we found that it is possible
to enumerate up to a given primitive unit cell size, which allows for the natural
interpretation of enumerating periodic patterns in order of periodicity. Furthermore,
by including all domino patterns with primitive cell area 8 and below, we achieve a
limit shape for the convex hull, which gives the possible low energy states over the
set of all possible planar domino patterns. By splitting the domino configurations
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according to their connectivity via local rearrangements, we found new convex hulls
for the subsets, allowing for effective lowest energy states that are disconnected
from the true lowest energy state due to the lack of domino rearrangement sequence
between them. We also investigate heat capacity curves over multiple directions for
the vector of interaction parameters, and we found that the transition to the high-
entropy state occurs at different temperatures, depending on the relative values of
interaction parameters.
For polyominoes, we generalise many of the concepts that were described for
dominoes, such as high degeneracy ground states, connectivity by rearrangements,
and components of the convex hull boundary that form interesting subsets. We
also found that a reduced set of interactions can be useful in describing polyomino
systems that would otherwise have a prohibitively large number of interactions. In
contrast to the domino system, we found that for straight trominoes, configurations
permit shifted straight trominoes at many different places, giving an easy axis in
~n-space. For T-tetrominoes, strong entropic forces give the impression of a pseudo-
constraint on the unit cell.
Due to the computational difficulty of enumerating large unit cells, we de-
signed an extension of algorithm DLX that can be used to sample from solutions
of the exact cover problem with uniform probability. We tested this algorithm for
our domino system and found it works well given a suitable value for the parameter
Q that controls the frequency of backward transitions towards the root of the tree
of partial solutions. We used this random DLX algorithm to compare a theoretical
large unit cell limit of the degeneracy peak with the sampled peaks for finite unit
cells, finding that the values of the peak do not coincide for the unit cells we tested.
In particular, the degeneracy in the nbc component is slowest to converge. However,
the convergence to the limit for larger unit cells is not infeasible.
Finally, we made an extension by including fixed defects in the unit cell, and
we found that homology techniques could again be used to calculate the subsets of
domino configurations that are connected by sequences of domino flip moves. We
found that the defects further split the subsets of connected domino configurations
and promote configurations with 4-fold rotational symmetry. Furthermore, we found
that the connected subsets depend on the spacing of defects and the periodicity of
configurations. This indicates that fixed defects without an explicit interaction with
the dominoes could be used for stabilising desired domino patterns.
There are several possible avenues for future work, we would like to mention
the two most interesting ones. The random DLX algorithm could potentially be used
on more general exact cover problems and could be made more efficient by choosing
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backwards rates that differ at each level of the search tree. Also, it could benefit
from a further acceptance/rejection criterion to find important configurations. In
another direction, the behaviour of the molecular system at high packing fraction
but with a very small number of mobile vacancies could give more understanding
of the point between full packing and lower density. In particular, the diffusion
of mobile vacancies is known to be suppressed by aligning interactions between
dominoes [50]. Therefore, if large fixed defects are introduced to such a system, the
mobile vacancies may be unable to change the effective homology class, giving an
effective homological constraint that is eroded with increasing temperature.
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