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1 Introduction.
A natural task in any scientific discipline is to organize objects similar to each other
and thus classifying the objects relative to a similarity. In mathematics the similarity
is often found in numerical invariants of the objects and the field of algebraic geometry
does not differ from this viewpoint. Indeed, to any projective scheme X we can associate
a numerical polynomial, the Hilbert polynomial, which encodes both instrinsic invariants
and invariants relative to some projective embedding of X. In thesis we ask ourselves
the following question in a very concrete setting.
Question. Given a numerical polynomial
P (n) =
∑
i
ai
(
n
i
)
,
does there exist a projective scheme X with P (n) as its Hilbert polynomial?
In this thesis we restrict ourselves to linearly normal smooth rational surfaces in P5.
Let S be any such surface. Arrondo, Sols [AS89] and Gross [Gro93] have classified sur-
faces contained in smooth quadrics. We have chosen the extrinsic invariants, the degree
of S and sectional genus of S, such that S may be contained in a quadric, not necessarily
smooth. Our choice has lead us to consider rational surfaces with speciality 1. These are
surfaces obtained by blowing up the projective plane at finitely many points in a special
position. In terms of Question, we will be determining the existence of rational surfaces
⊂ P5 with
P (n) = 11
(
n
2
)
+ 4n+ 1
as their Hilbert polynomial. Our approach is constructive and our techniques are inspired
by classification of surfaces in P4 done in the late 1980s, such as in [Ale88] or [Ran88].
We answer the Question in the following order.
Step 1. Find finitely many linear systems with the Hilbert polynomial above.
Step 2. Show the non-existence of possiblities obtained in Step 1.
Step 3. Use the possibilities in Step 1 and explicitly construct a smooth rational
surface with the Hilbert polynomial above.
The thesis is organized as the Steps above.
In Chapter 3 we do Step 1 by using results on the adjunction mapping, due to [Som79],
[Som80], [SV87] and [VdV79]. We end Chapter 3 with doing Step 2.
In Chapter 4 we discuss a general strategy for Step 3 and how the strategy breaks with
the construction of non-special surfaces done in articles such as [CF93] and [CH97]. We
end Chapter 4 by doing weak versions of Step 2 for some explicit embeddings.
In Chapter 5 we do Step 3 for a particular case.
3
Results.
Let S be a linearly normal smooth rational surface of degree 11 and sectional genus
8 embedded in P5 by a very ample complete linear system |H|. In terms of linear sys-
tems we show that either the complete linear system |H + nKS| maps S to a curve for
some n > 0, or |H + nKS | induces a 2 : 1 map for some n > 1, or (S,H) is one of the
following:
S H
P˜
2(x1, .., x19) 6L−
2∑
i=1
2Ei −
19∑
j=3
Ej.
P˜
2(x1, .., x17) 7L−
7∑
i=1
2Ei −
17∑
j=3
Ej.
P˜
2(x1, .., x16) 9L−
6∑
i=1
3Ei −
8∑
j=7
2Ej −
16∑
k=9
Ek.
P˜
2(x1, .., x15) 10L− 4E1 −
8∑
i=2
3Ei − 2E9 −
15∑
j=10
Ej .
Our Main Theorem is a positive answer to the Question in the previous page. We achieve
this by explicitly constructing a smooth rational surface S in the following manner.
Given 5 points x1, .., x5 ∈ P2 in general position it is possible to choose 12 points
y1, y2, z1, .., z10 ∈ P2 such that if
π : S −→ P2
is the morphism obtained by blowing up x1, .., x5, y1, y2, z1, .., z10, where Ei := π
−1(xi),
Fi := π
−1(yi), Gi := π
−1(zi) and l ⊂ P2 is a line then
|H| = |7π∗l −
5∑
i=1
2Ei −
2∑
j=1
2Fj −
10∑
k=1
Gk|
is very ample on S and has projective dimension dim |H| = 5. The points y1, y2, z1, .., z10
can be chosen such that there are two curves
6l −
∑
2xi −
∑
yi −
∑
zi
4l −
∑
xi −
∑
yi −
∑
zi
in P2 sharing common tangent directions at y1, y2 and meeting transversally at z1, .., z10.
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2 Basic results.
We use standard definitions as in [Har77]. Our notation is as in [Bea96].
A surface will mean a smooth projective scheme over an algebraically closed field of
characteristic 0 and will always be denoted by S. By the sectional genus πS we mean
the genus of a general hyperplane section of S. We write ≡ for linear equivalence and ≃
for isomorphism. The symbol ϕA will always refer to the map associated to a complete
linear system |A| on S, given that ϕA exists.
A rational surface S is a surface equipped with a birational morphism
π : S −→ P2.
Due to a famous theorem, Theorem V.5.5 in [Har77], the birational morphism π is a finite
composition of monoidal transformations centered at x1, .., xr ∈ P2. We will therefore
write S ≃ P˜2(x1, .., xr). Furthermore, Pic P˜2(x1, .., xr) ≃ ZL ⊕ ZE1 ⊕ ... ⊕ ZEr, where
Ei = π
−1(xi) is an exceptional divisor on S and L = π
∗l for some line l ⊂ P2.
By the type of a divisor class D ≡ aL −∑r biEi we will mean the shorthand notation
[a;max{bi}u0 , ...,min{bi}uv ], where
∑v
0 ui = r and uj = #{k | bk = max{bi} − j}.
We denote the Hirzebruch surfaces by Fe, where e ≥ 0. We write B for the class of a
section with B2 = e and write F as a fiber in the ruling.
A curve on S will always mean an effective divisor on S, not neccessarily smooth. For
smooth curves on S the following theorem will be useful.
Theorem (Adjuction formula). Let C be a smooth curve on a surface S. Then:
(1). ωC ≃ OC(C +KS).
(2). 2pa(C)− 2 = C.(C +KS).
(3). If S is rational and C ≡ aL−∑ biEi, then pa(C) = (a−12 )−∑(bi2).
Proof. See Theorem 1.6.3 in [BPVdV84] for a proof of (1). The statement (2) follows from
taking the degree of (1). The statement in (3) follows by rearranging (2) and recalling
that KS ≡ −3L+
∑
Ei since S is rational.
An immediate corollary of the adjunction formula is the addition formula for the arith-
metic genus, for curves C and D, given by
pa(C +D) = pa(C) + pa(D) + C.D − 1.
Let X be either a curve or a surface. We will say that a divisor D is special on X if
h1(OX(D)) > 0. Otherwise we say that D is non-special on X. We will often be using
Serre duality in the following form as in Corollary III.7.7. in [Har77], namely
H i(OX(D)) ≃ HdimX−i(OX(KX −D)).
The following will be used to compute the dimensions of cohomology groups.
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Theorem (Riemann-Roch). Let D be a divisor on X. Then:
(1). If dimX = 1, then χ(OX(D)) = D
2 + 1− pa(D).
(2). If dimX = 2, then χ(OX(D)) =
1
2D.(D −KS) + χ(OS).
(3). If X is a rational surface and D ≡ aL−∑ biEi, then χ(OS(D)) = (a+22 )−∑(bi+12 ).
Proof. See Theorem IV.1.3 in [Har77] for a proof of (1). See Theorem V.1.6 in [Har77]
for a proof of (2). The statement in (3) follows directly by combining (2) with χ(OS) = 1
and with KS ≡ −3L+
∑
Ei.
We will use the following to bound K2S .
Theorem (Hodge index inequality). Suppose S ≃ P˜2(x1, .., xr) and suppose H is
ample on S, then
(9− r)H2 ≤ (H.KS)2.
Proof. Note that H.((H2)KS−(H.KS)H) = 0. Then the Hodge index theorem, Theorem
V.1.9 in [Har77], yields that ((H2)KS − (H.KS)H)2 ≤ 0. Since H2 > 0, the latter gives
us (K2S)(H
2) ≤ (H.KS)2. Then we may use that K2S = 9− r.
For the vanishing of cohomology groups we need the next theorem.
Theorem (Kodaira vanishing theorem). Suppose S is a smooth surface and H is
very ample on S. Then H1(OS(H +KS)) = 0.
Proof. See Theorem IV.8.6 in [BPVdV84].
A surface S is said to degenerated if S is contained within a hyperplane, and non-
degenerated otherwise. The following inequality holds for non-degenerated surfaces.
Proposition 1. Suppose S ⊂ Pn is a non-degenerated surface. Then degS ≥ n− 1.
Proof. See Proposition 0 in [EH87].
A classical result due to Del Pezzo classifies surfaces whenever equality occurs in Propo-
sition 1.
Theorem 2. Suppose S ⊂ Pn is a surface and degS = n−1. Then either S is a minimal
rational scroll ⊂ Pn or S is the Veronese surface.
Proof. See Theorem 1 in [EH87].
Let S ≃ P˜2(x1, .., xr). By a general position (resp. configuration) of the points x1, .., xr
we shall mean that there exist no plane curve of degree d with mi := multxi such that(
d+2
2
) ≤∑ri=1 (mi+12 ), for all d ∈ N except (d, r) ∈ {(2, 2), (4, 5)}. Otherwise, we will say
that the points x1, .., xr are in special position (resp. configuration).
By an open condition on the choice of r distinct points x1, .., xr ∈ P2 we shall mean
that there exists an open set in the r-th configuration space satisfying the condition.
Otherwise, we will mean a closed condition on the choice of points x1, .., xr ∈ P2.
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3 Linear systems via adjunction.
In this chapter we will state some results on the adjunction mapping due to Sommese
and Van de Ven. These results will be used to construct an algorithm for computing
possibilities a projective embedding of rational surfaces can take. In particular we prove
some bounds and relations between various invariants relative to adjunction mappings of
rational surfaces. We will then employ our algorithm using our bounds and relations to
describe all possibilities the complete linear system of a very ample divisor embedding a
rational surface of degree 11 and sectional genus 8 into P5 can take.
3.1 Adjunction theory.
Let i : S →֒ Pn be an embedding with L = i∗OPn(1) as the associated very ample line
bundle on S and let H be a divisor on S such that L = OS(H). Classical adjunction
theory, dating back to the Italian School of Geometry, is mainly interested in studying
the pair (S,L ) through studying the pair (S,L ⊗ωS) instead. The line bundle L ⊗ωS is
called the adjunction bundle of L on S and it’s associated projective mapping ϕL⊗ωS :
S → Pn is called the adjunction mapping of L on S. One problem with studying
(S,L ⊗ ωS) is that L ⊗ωS is not generated by global sections. Fortunately, adjunction
theory was revived in the 1980’s and the revival led Sommese [Som79] and Van de Ven
[VdV79] to, independently, determine when L ⊗ ωS is generated by global sections. We
state the precise result.
Theorem 3. Suppose L is very ample and L ⊗ ωS is not generated by global sections.
Then exactly one of the following is true:
(1). (S,L ) ≃ (P2,OP2(t)), where t = 1 or t = 2.
(2). (S,L ) ≃ (Q,OQ(1)), where Q is the smooth quadric surface ⊂ P3.
(3). (S,L ) ≃ (F1,OF1(1)), where F1 = P1(OP1(1)⊕ OP1).
Note that Theorem 3 asserts that the associated projective map ϕL⊗ωS of L ⊗ ωS is
always a morphism, except for four particular cases. But this assertion does not give any
information on the dimension of ϕL⊗ωS(S). Sommese [Som80] has solved this by giving
possibilities for ϕL⊗ωS(S) in the next theorem.
Theorem 4. Suppose L is very ample and L ⊗ωS is generated by global sections. Then
exactly one of the following is true:
(1). ϕL⊗ωS (S) = {pt}, and S is a Del Pezzo surface.
(2). ϕL⊗ωS (S) is a curve, and S is a ruled surface over conics.
(3). ϕL⊗ωS (S) is a surface, and degϕL⊗ωS ∈ {1, 2}.
In the case of Theorem 4.3, Sommese and Van de Ven [SV87] have described all possi-
bilities for L when degϕL⊗ωS = 2. The exact result contains one more possibility then
we will be stating. Since we will be considering rational surfaces in this thesis, we rule
out the non-rational case and state the following theorem.
8
Theorem 5. Suppose L is very ample, L ⊗ ωS is big and nef, and degϕL⊗ωS = 2.
Then (S,L ) is one of the following:
(1). S ≃ P˜2(x1, .., x7), and L ≃ OS(6L−
∑7
i=1 2Ei).
(2). S ≃ P˜2(x1, .., x8), and L ≃ OS(6L−
∑7
i=1 2Ei − E8).
(3). S ≃ P˜2(x1, .., x8), and L ≃ OS(9L−
∑8
i=1 3Ei).
3.2 Numerical invariants.
From now on S will always denote a linearly normal smooth rational surface in P5.
In [Gro93], Gross has classified smooth surfaces contained in quadrics by considering
congruences of lines in G(1,P3). Therefore, we wish to consider smooth linearly rational
surfaces in P5 not contained within quadrics. This consideration is our reason for the
choice of degS and πS as we shall see from the following proposition.
Proposition 6. Let H be a very ample divisor on S associated to an embedding S →֒ P5.
Suppose H is not contained within a quadric. Then πS ≤ 2(deg S − 7).
Proof. Suppose h0(IH(2)) = 0. Consider the short exact sequence
0 −→ IH −→ OP4 −→ OH −→ 0.
Twisting by 2 and taking cohomology we obtain h0(OH(2)) ≥ h0(OP4(2)). Combining
the latter inequality with h0(OH(2H)) ≥ h0(OH(2)) and applying Riemann-Roch we get
2H2 + 1− πH ≥
(4+2
2
)
= 15, since h1(OH(2H)) = 0. Rearranging, we obtain the desired
inequality πH ≤ 2(H2 − 7).
Due to Ionescu’s classification of smooth projective varieties of degree ≤ 7 in [Ion82],
Gross [Gro93], Arrondo and Sol’s [AS89] work on surfaces of degree ≤ 10 we will be
considering surfaces of degree degS = 11. Note that if degS = 11, then equality occurs
in Proposition 6 if and only if πS = 8. These invariants will be our choice.
One of the main differences between surfaces in P4 and surfaces in P5 is that every
surface can be embedded into P5 through generic projection. See Proposition IV.5 in
[Bea96] for a proof. In particular, this implies that we cannot expect a relation between
invariants of S ⊂ P5, similar to the double-point formula, see Example A4.1.3 in [Har77],
of P4 which states that ccodim(S,P4)(NS|P4) − (degS)2 = 0 when S ⊂ P4. The double-
point formula for surfaces in P4 plays an important role since it completely determines
K2S when we are given degS and πS . Since we will be working with surfaces in P
5, our
strategy will be to limit ourselves to finitely many possibilities for K2S when we are given
degS and πS. Before doing so we need some notation.
Let Si be a surface and let ϕi : Si →֒ PN be an embedding such that OS(Hi) ≃ ϕ∗iOPN (1).
Denote Hi+1 as the adjoint divisor of Hi, that is Hi+1 := Hi + Ki where Ki := KSi .
Furthermore, let ϕi+1 denote the adjunction mapping of Hi on Si, let Si+1 := ϕi+1(Si)
and let πi := πHi . We say that ϕi+1 is the (i + 1)-th adjunction map of H0 := H on
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S0 := S. We are now prepared to find finitely many choices for K
2
S and to prove relations
between invariants obtained by iterating the adjunction mapping.
Proposition 7. Let ri := 9−K2Si. Suppose Hi is very ample. Then:
(1). ϕi+1 maps Si into P
pii−1.
(2). ⌈9− (Hi.Ki)2
H2i
⌉ ≤ ri ≤ 11 +Hi.(Hi+1 +Ki)− πi.
(3). Hi+1.Ki+1 = Hi+1.Ki
(4). πi+1 = πi +Hi+1.Ki
(5). If Hi.Ki ≥ −2, then K2i < 0.
Proof. (1). Combining Riemann-Roch and the adjunction formula yields χ(Si,O(Hi+1)) =
πi. Since Si is smooth and Hi is very ample, Kodaira vanishing theorem implies that
H1(Si,O(Hi+1)) = 0 and the rationality of Si implies that H
2(Si,O(Hi+1)) = 0. Hence
h0(Si,O(Hi+1) = πi.
(2). The Hogde index inequality yields 9− ri < (Hi.Ki)
2
H2i
which in turn gives the wanted
lower bound for ri. Non-degeneracy of Si implies that 1 + codim(Si,P
pii−1) = πi − 2 ≤
(Hi+Ki)
2 = Hi.(Hi+2Ki)+9−ri, by Proposition 1 and Proposition 7.1. Now, rearrange
to get upper bound for ri.
(3). Let Hi ≡ aL −
∑ri
j=1 bjEj , where a > 0 and bj ≥ 0. Then Hi + Ki ≡ (a −
3)L −∑{j | bj≥1}(bj − 1)Ej . The equality follows by taking intersection products with
Ki ≡ −3L+
∑ri
j=1Ej and Ki+1 ≡ −3L+
∑
{ri≥j≥1 | bj≥1}
Ej .
(4). Adjunction formula together with Proposition 7.3 gives us πi+1 =
1
2(2Hi+1.Ki +
Hi.(Hi +Ki)) + 1. Another use of adjunction formula gives us Hi.(Hi +Ki) = 2πi − 2.
(5). See Lemma 8.3 in [Ran88].
Note that Proposition 7.2 gives us finitely many choices for K2S . It should also be noted
that when degS = 11 and πS = 8, then our upper bound in Proposition 7.2 is equally
sharp as the double point inequality, Lemma 8.2.1 in [BS95]. The idea now is to study
the adjunction mapping and the adjoint divisor of H on S, for each choice of K2S . Using
the results in Section 3.1 we will then be able to reconstruct possibilities for H. We make
this idea more precise.
Suppose we are given the degree H2i of a very ample divisor associated to the projective
embedding of a surface Si and suppose we are also given the sectional genus πi of Si.
We wish to describe all explicit possibilities for Hi. Using the adjunction formula, we
can determine Hi.Ki. Then we can use Proposition 7.2, and possibly Proposition 7.5,
to find mi,Mi ∈ Z such that mi ≤ ri ≤ Mi, where K2i = 9 − ri. For each choice of ri,
we can compute the invariants πi+1 and H
2
i+1 by Proposition 7.4 and Proposition 7.3.
Then we can consider the adjunction mapping of Hi, namely ϕi+1. By Proposition 7.1,
ϕi+1 : Si → Ppii−1. Checking whether (Si,OSi(Hi)) is very ample, using Theorem 3 to
discard the exceptional cases, we can assume Si+1 = ϕi+1(Si) ⊂ Ppii−1. Then Theorem
4 tells that not only is 0 ≤ dimSi+1 ≤ 2 but the theorem also describes Hi+1 in the two
cases 0 ≤ dimSi+1 ≤ 1. These descriptions can be used to reconstruct possibilities for
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Hi. If ϕi+1(Si) is a surface, then we can use Theorem 5 to reconstruct the possibilities
for Hi, when degϕi+1 = 2. This leaves us with the case when ϕi+1(Si) is a surface
and degϕi+1 = 1. For a reconstruction of Hi, in the latter case, we will depend upon
classifications of smooth linearly normal rational surfaces PN , where N ≤ 4. In other
words, we will check whether πi ≤ 5 or not. If πi > 5, then we shall apply the same
procedure with Hi+1 instead, i.e. study the adjoint divisor of Hi+1 on Si+1 instead. We
summarize this procedure in an algorithm.
Algorithm 8.
1. Input: H2i and πi.
2. Compute: πi+1, Hi+1.Ki+1 and mi,Mi ∈ Z s.t. mi ≤ ri ≤Mi.
3. For ri = mi →Mi:
4. Case dimϕi+1(Si) = 0: Use Theorem 4.1.
5. Case dimϕi+1(Si) = 1: Use Theorem 4.2.
6. Case dimϕi+1(Si) = 2:
7. Case degϕi+1(Si) = 2: Use Theorem 5.
8. Case degϕi+1(Si) = 1:
9. If πi ≤ 5: Use earlier classifications.
10. If πi > 5: Run algorithm with input: H
2
i+1 and πi+1.
11. End.
12. Output: Explicit descriptions of Hi.
Note that when we are applying the algorithm above we are assuming Hi actually de-
fines an embedding of Si →֒ P5. This means that if some description of Hi provides
an embedding of Si →֒ P5, then that description is neccesarily found in the output of
Algorithm 8. In section 3.4 and in Chapter 4, we will deal with the weeding out of the
false descriptions from the true descriptions. From now on, by adjunction process we
shall mean Algorithm 8.
A natural question to ask is whether the adjunction process terminates or not, given
the inputs H20 = 11 and π0 = 8. We answer not only this question, but we also determine
the largest i such that the i-th adjunction mapping that has to be considered when the
adjunction process is applied with the inputs above. At this point the reader may wish
to have a look at Appendix B.
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Lemma 9. The adjunction process terminates when the inputs are degS = 11 and
πS = 8. Moreover −11 ≤ K2S ≤ −1. In particular, termination is executed in the 7th
adjunction mapping and:
(1). If −11 ≤ K2S ≤ −6, then π1 ≤ 5 s.t. termination is executed in 2nd adj. map.
(2). If −5 ≤ K2S ≤ −4, then π2 ≤ 5 s.t. termination is executed in 3rd adj. map.
(3). If K2S = −3, then π3 ≤ 5 s.t. termination is executed in 4th adj. map.
(4). If K2S = −2, then π5 ≤ 5 s.t. termination is executed in 6th adj. map.
(5). If K2S = −1, then π6 ≤ 5 s.t. termination is executed in 7th adj. map.
Proof. The idea is to simply check when πi ≤ 5. Using Proposition 7.2, we have −11 ≤
K2S ≤ −1. In fact, this gives us 10 ≤ r0 ≤ 20. Since π0 = 8 > 5 we check π1 instead.
Now, π1 = 20 − r0 ≤ 5 if and only if 15 ≤ r0 ≤ 20. Suppose 10 ≤ r0 ≤ 14. We check
π2. Then Proposition 7.5 applies since H1.K1 = 12 − r0 ≥ −2, giving us 10 ≤ r2. Now,
π2 = 41 − 2r0 − r1 ≤ 5 whenever r1 ≥ 36 − 2r0, which is satisfied for 13 ≤ r0 ≤ 14 due
to r1 ≥ 10. Suppose 10 ≤ r0 ≤ 12. We consider each choice for r0. Suppose r0 = 12.
Then 10 ≤ r1 ≤ 12 and by Proposition 7.2 we obtain 9 ≤ r2 ≤ r1. We check π3. Now,
π3 = 35 − 2r1 − r2 ≤ 5 for every combination of (r0, r1, r2) except (12, 10, 9). But the
combination (12, 10, 9) cannot occur since H2.K2 = −1 > −2 yields r2 > 9. Suppose
r0 = 11. Then H1.K1 = 0 > −2 and H2.K2 = −1 > −2 since r1 ≤ r0 = 11. So we have
10 ≤ r1 ≤ 11 and 10 ≤ r2 ≤ r1, i.e. (r0, r1, r2) ∈ {(11, 11, 11), (11, 11, 10), (11, 10, 10)}.
We check each combination. In case r1 = r2 = 11, then π3 = 5. In both cases r1 =
r2+1 = 11 and r1 = r2 = 10, we have H3.K3 ≥ −2 which gives us r3 = 10 for both cases,
i.e. (r0, r1, r2, r3) ∈ {(11, 11, 10, 10), (11, 10, 10, 10)}. The case (11, 11, 10, 10) yields π4 =
3 < 5. For the case (11, 10, 10, 10), using Proposition 7.2 we get ⌈9− (H4.K4)2
H2
4
⌉ = 9 which
gives r4 ≥ 9. Combining the latter inequality with r4 ≤ r3 = 10 implies π5 < 5. Finally,
we are left with the last case r0 = 10 in which case Hj.Kj ≥ −2 for j ≤ 5. So the only
combination for (r0, ..., r5) is (10, ..., 10), in which case π6 = 5.
3.3 Explicit linear systems.
In this section S0 := S will always denote a linearly normal smooth rational surface of
degree 11 and sectional genus 8. Note that by Lemma 9, we only need to consider the
i-th adjunction map ϕi where 1 ≤ i ≤ 7. At this point the reader may wish to have a
look at Appendix A.
First, we describe the possibilities for H0 when ϕi(Si−1) is a point.
Proposition 10. Suppose that ϕi(Si−1) is a point. Then the following is true:
K2S = −10, i = 2, and H ≡ 6L−
∑2
i=1 2Ei −
∑19
j=3Ej .
Proof. Let 1 ≤ i ≤ 7. Suppose dimϕi(Si−1) = 0. Then Theorem 4.1 tells us that Si−1 is
a Del Pezzo surface, that is Hi−1 ≡ −Ki−1 or equivalently Hi ≡ 0. The idea now is to
exploit the numerical equivalence of Hi to the zero divisor. Note that we have:
(1). H20 = (−
i−1∑
j=0
Kj)
2 = 11, (2). Hi−1.Hi = 0, (3). H
2
i = 0 and (4). π0 = 8.
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If i = 1, then (1) reduces to 9− r0 = 11 which is never possible for r0 ≥ 0. If i = 2, then
(2) and (3) give us 38−2r0 = 0 and 59−3r0−r1 = 0, respectively. Combining the latter
equations we get r0 = 19 and r1 = 2. If i = 3, then (2) and (4) give us 40−2r0−r1 = 0 and
28−r1−2r2 = 8, respectively. Combining the latter relations we obtain r0 = r2+10 and
r1 = 2(r2 − 10). By Lemma 7 we may assume 10 ≤ r0 ≤ 14 in which case H1.K1 ≥ −2
implies r1 ≥ 10, that is r2 ≥ 15. But then r2 > r0 contradicts r2 ≤ r1 ≤ r0. For
4 ≤ i ≤ 7, we will consider them as one case. Writing out (1) explicitly H2i = α(i) −∑i−1
j=0(2(i − j) − 1)rj , where α(i) = H20 + 2iH0.K0 +
∑i−1
j=0 9(2j + 1) = 11 + 3i(2 + 3i).
Furthermore, since H0 ≡ −
∑i−1
j=0Kj we have π0 = β(i)−
∑i−1
j=1 jrj , where β(i) =
(3i−1
2
)
.
Then H2i − (2(i− 1)− 1)π0 = α(i)− (2i− 3)β(i)− (2i− 1)r0 −
∑i−1
j=1[2i+ j − 2ij − 1]rj .
Rearranging and using (3) and (4), we get
(5). r0 =
2i− 3
2i− 1(8− β(i)) +
1
2i− 1α(i) +
i−1∑
j=1
(j − 1)rj .
If i = 4, then (5) gives us r0 = r2 + 2r3 − 8. By Lemma 9 we may assume 10 ≤ r0 ≤ 12,
in which case 10 ≤ rj ≤ rj−1 since Hj.Kj ≥ −2 for j ≤ 3. This gives us r0 ≥ 22, which
contradicts r0 ≤ 12. If i = 5, then (5) gives us r0 = r2 + 2r3 + 2r4 − 35. By Lemma
9 we may assume 10 ≤ r0 ≤ 12, in which case 10 ≤ rj ≤ rj−1 since Hj .Kj ≥ −2 for
j ≤ 4. This gives us r0 ≥ 15, which contradicts r0 ≤ 12. If i = 6, then (5) gives us
r0 = r5 + 2r4 + 3r3 + 4r2 − 71. By Lemma 9 we may assume r0 = 10, in which case
10 ≤ rj ≤ rj−1 since Hj.Kj ≥ −2 for j ≤ 4. This gives us r0 ≥ 19+r5, which contradicts
r0 = 10.
Second we describe the possibilities for H0 when ϕi(Si−1) is a curve.
Proposition 11. Let ri = 9 − K2Si . Suppose that ϕi(Si−1) is a curve. Then H is in
the following form: H ≡ 2iB + (α+2(i− 1)− ie)−∑ri−1−1j=1 iEj −∑i−1β=1∑rβ−1γ=rβ+1 βEγ ,
where e ≤ α = 13(πi−1 + ri−1 − 4).
Proof. Let 1 ≤ i ≤ 7. Suppose dimϕi(Si−1) = 1. Then Theorem 4.2 tells us that
Si−1 is a ruled surface over conics, that is Hi−1 ≡ 2B + (α − e)F −
∑ri−1−1
j=1 Ej since
there are ri−1 − 1 singular fibres. Furthermore, since Ki−1 ≡ −2B − (2 + e)F we have
H0 ≡ 2iB + (α + 2(i − 1) − ie) −
∑ri−1−1
j=1 iEj −
∑i−1
β=1
∑rβ−1
γ=rβ+1
βEγ . To estimate α,
we use πi−1 = h
0(OSi−1(Hi−1)) = h
0(Sym2(OP1 ⊕ OP1(e)) ⊗ OP1(α − e)) − ri−1 + 1 =
3(1 + α) + 1− ri−1. That is, α = 13 (πi−1 + ri−1 − 4).
Next, we determine the possibilities for ϕi(Si−1) having degree 2.
Proposition 12. There are no possibilities for H, when dimϕi(Si−1) = 2, degϕi = 2
and pa(−
∑i−1
j=0Kj) ≥ 0.
Proof. Let D = 3L−∑7j=1Ej and let 1 ≤ i ≤ 7. Suppose dimϕi(Si−1) = 2 and suppose
degϕi = 2. Then Theorem 5 tells us that Hi−1 is one of the following:
(1). Hi−1 ≡ 2D, (2). Hi−1 ≡ 2D − E8 or (3). Hi−1 ≡ 3D − 3E8.
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This means that H0 ≡ A −
∑i−1
j=0Kj, where A ≡ Hi−1 is one of the three cases above.
The idea now is that since pa(−
∑i−1
j=0Kj) ≥ 0, we have
(4). pa(A) +
i−1∑
j=0
A.(−Kj)− 1 ≤ pa(H0).
For case (1), A ≡ 2D where pa(2D) = 3 and 2D.(−Kj) = 18 − 2min{7, rj}. Using
the latter relations with (4) we get 8 ≥ 2 + 18i − 2∑i−1j=0 min{7, rj} ≥ 2 + 18i − 14i,
that is i ≤ 64 . So it suffices to check (1) for i = 1. Now, case (1) and i = 1 is not
possible since H20 = 4D
2 6= 11. For case (2), A ≡ 2D − E8 where pa(2D − E8) = 3 and
(2D − E8).(−Kj) = 18 − 2min{7, rj} − ǫj , where ǫj = 1 if rj ≥ 8 and ǫj = 0 if rj < 8.
Using the latter relations with (4) we get 8 ≥ 2 + 18i − 2∑i−1j=0 min{7, rj} −∑i−1j=0 ǫj ≥
2 + 18i − 14i − i, that is i ≤ 63 = 2. So it suffices to check (2) for 1 ≤ i ≤ 2. Now, case
(2) and i = 1 is not possible since H20 = 4D
2−1 6= 11. Case (2) and i = 2 is not possible
since H0 ≡ 2D−E8 −K0 ≡ 9l−
∑7
i=1 3Ei − 2E8 −
∑r0
j=9Ej, since r0 > 8, has sectional
genus π0 =
(
8
2
) − 7(32) − (22) 6= 8. For case (3), A ≡ 3D − 3E8 where pa(3D − 3E8) = 4
and (3D − 3E8).(−Kj) = 27 − 3min{8, rj}. Using the latter relations with (4) we get
8 ≥ 3 + 27i− 2∑i−1j=0 min{8, rj} ≥ 3 + 27i− 24i, that is i ≤ 53 . So it suffices to check (3)
for i = 1. Now, case (3) and i = 1 is not possible since H20 = 3
2(D − E8)2 6= 11.
Before going any further we consider the case the case K2S = −11, which is the only case
we don’t need to go further then the first adjunction mapping.
Proposition 13. There are no possibilities for H when K2S = −11.
Proof. Suppose r0 = 20. The first adjunction map ϕ1 maps S0 into P
7 and S1 = ϕ1(S0)
is a surface of degree 6. Therefore, S1 ⊂ P7 is a surface of minimal degree. Then
Theorem 2 tells us that S1 is either a Veronese surface or a rational normal scroll. If
S1 is a Veronese surface, then H1 ≡ 2L gives us H0 ≡ 5L −
∑20
i=1 Ei which has degree
H20 = 5 6= 11. So S1 must be a rational normal scroll, in which case H1 ≡ B + (α− e)F
gives us H0 ≡ 3B + (α+ 2− 2e)F −
∑20
i=1Ei. To determine α, recall that every surface
of minimal degree d satisfies d = 2α − e by Corollary IV.2.19 in [Har77]. In our case,
6 = 2α − e is satisfied for 0 ≤ e < α if and only if (α, e) ∈ {(3, 0), (4, 2), (5, 4)}. On the
other hand, the degree H20 = 11 if and only if (6 + e)(α + 2− 2e) = 31 if and only if 31
is not a prime integer or not a positive integer.
Now we shift our attention towards the cases −10 ≤ K2S ≤ −6. These are exactly the
cases we have to consider the second adjunction mapping. Note that in case K2S = −10,
then ϕ2(S1) ⊂ P0 = {pt} and so the only possibility forH is the conclusion of Proposition
10. Therefore, we prove the following result for −9 ≤ K2S ≤ −6.
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Proposition 14. Suppose −9 ≤ K2S ≤ −6. Then H is one of the following:
(1). K2S = −8 and H ≡ 7L−
∑7
i=1 2Ei −
∑17
j=8Ej .
(2). K2S = −7 and H ≡ 5B + 5F −
∑9
i=1 2Ei −
∑16
j=10Ej , where e = 0.
(3). K2S = −7 and H ≡ 9L−
∑6
i=1 3Ei −
∑8
j=7 2Ej −
∑16
k=9Ek.
(4). K2S = −6 and H ≡ 8L− 3E1 −
∑11
i=2 2Ei −
∑15
j=12Ej.
(5). K2S = −6 and H ≡ 9L−
∑5
i=1 3Ei −
∑10
j=6 2Ej −
∑15
k=11 Ek.
(6). K2S = −6 and H ≡ 10L− 4E1 −
∑8
i=2 3Ei − 2E9 −
∑15
j=10Ej .
Proof. The second adjunction mapping ϕ2 maps S1 into P
19−r0 and S2 = ϕ2(S1) has
degree 59− 3r0 − r1. If r0 = 18, then S2 ⊂ P1 and S2 may either be a point or a curve.
The case of S2 being a point is covered by 10. In the case S2 is a curve we can use
Proposition 11. If r0 = 17, then S2 ⊂ P2. Proposition 10 and Proposition 11 takes care
of dimS2 < 2 cases. So we may assume S2 is a surface, in which case S2 ≃ P2 gives
us H2 ≡ L since degP2 = 1. Then H0 ≡ 7L −
∑r1
i=1 2Ei −
∑17
j=r1+1
Ej. Furthermore,
π0 =
(
6
2
) − r0(22) = 8 gives r1 = 7 in which case H20 = 11. If r0 = 16, then S2 ⊂ P3.
Proposition 10 and Proposition 11 takes care of dimS2 < 2 cases. So S2 is a surface of
degree 11−r1. Furthermore, 8 ≤ r1 ≤ 9 since r0 = 16. Therefore, S2 is either the quadric
or the cubic surface in P3. If r1 = 9, then S2 ≃ F0 and therefore H2 ≡ B + F , which
gives us H0 ≡ 5B+5F −
∑9
i=1 2Ei−
∑15
j=10Ej . If r1 = 8, then H2 ≡ 3L−
∑6
i=1Ei gives
us H0 ≡ 9L −
∑6
i=1 3Ei −
∑8
j=7 2Ej −
∑16
k=9Ek which has both π0 = 8 and H
2
0 = 11.
If r0 = 15, then S2 ⊂ P4. Proposition 10 and Proposition 11 takes care of dimS2 < 2
cases. So S2 is a surface of degree 14 − r1. Furthermore, 9 ≤ r1 ≤ 11. If r1 = 11,
then S2 ⊂ P4 has degree 3 and so H2 ≡ 2L − E1, by using Appendix A. This gives us
H0 ≡ 8L− 3E1 −
∑11
i=2 2Ei−
∑15
j=12Ej which has both π0 = 8 and H
2
0 = 11. If r1 = 10,
then S2 ⊂ P4 has degree 4 and so H2 ≡ 3L−
∑5
i=1 Ei, by using Appendix A. This gives
us H0 ≡ 9L −
∑5
i=1 3Ei −
∑10
j=6 2Ej −
∑15
k=11Ek which has both π0 = 8 and H
2
0 = 11.
If r1 = 9, then S2 ⊂ P4 has degree 5 and so H2 ≡ 4L − 2E1 −
∑8
i=2 Ei. This gives us
H0 ≡ 10L− 4E1−
∑8
i=2 3Ei− 2E9−
∑15
j=10Ej which has both π0 = 8 and H
2
0 = 11.
Next we study the cases −5 ≤ K2S ≤ −4. By Lemma 9, these are exactly the cases where
we don’t need to go beyond the third adjunction mapping.
Proposition 15. Suppose K2S = −5. Then H is one of the following:
(1). H ≡ 8L−∑13i=1 2Ei − E14.
(2). H ≡ 10L−∑9i=1 3Ei − 2E10 −∑14k=11Ek.
Proof. Suppose r0 = 14. Then the third adjunction mapping ϕ3 maps S2 into P
12−r1
and S3 = ϕ3(S2) has degree 40 − 3r1 − r2. Furthermore, 9 ≤ r1 ≤ 13. If r1 = 13, then
we look at the second adjunction mapping instead, since then S2 ⊂ P5 is a surface of
degree 4. By Theorem 2, S2 is then either a Veronese surface of a rational normal scroll.
In the case of a Veronese surface, H2 ≡ 2L gives us H0 ≡ 8L −
∑13
i=1 2Ei − E14 which
has both π0 = 8 and H
2
0 = 11. If S2 is a rational normal scroll, then H2 ≡ B + (α− e)F
gives us H0 ≡ 5B + (α + 4 − 3e)F −
∑13
i=1 2Ei − E14. To estimate α, we recall that
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4 = 2α − e is satisfied for (α, e) ∈ {(3, 2), (2, 0)}. Neither case of (α, e) yields H20 = 11.
For 9 ≤ r1 ≤ 12, we return to the third adjunction map. If r1 = 12, then S3 ⊂ P0 and
Proposition 10 gives no possibilities. If r1 = 11, then S3 ⊂ P1 then Proposition 10 and
Proposition 11 take care of this case. If r1 = 10, then S3 ⊂ P2. Proposition 10 and
Proposition 11 covers the cases dimS3 < 2. So if S3 is a surface, then S3 ≃ P2 which
gives us H3 ≡ L such that H0 ≡ 10L −
∑r2
i=1 3Ei −
∑10
j=r2+1
2Ej −
∑14
k=11Ek. Then
π0 = 26− 2r2 = 8 gives r2 = 9, in which case H20 = 11 also. If r1 = 9, then S3 ⊂ P3 has
degree 13 − r2. Furthermore, 9 ≤ r2 combined with r2 ≤ r1 ≤ 9 gives us r2 = 9. Then
S3 ⊂ P3 has degree 4, but there are no rational surfaces in P3 of degree 4.
Proposition 16. Suppose K2S = −4. Then H is one of the following:
(1). H ≡ 10L−∑8i=1 3Ei −∑12j=9 2Ej −E13.
(2). H ≡ 7B + 7F −∑10i=1 3Ei − 2E11 −∑13j=12Ej, where e = 0.
(3). H ≡ 12L−∑6i=1 4Ei −∑9j=7 3Ej −∑11k=10 2Ek −∑13t=12 Et.
Proof. Suppose r0 = 13. Then the third adjunction mapping ϕ3 maps S2 into P
14−r1
and S3 = ϕ3(S2) has degree 45 − 3r1 − r2. Furthermore, 9 ≤ r1 ≤ 15. But as r1 ≤ r0,
we instead get 9 ≤ r1 ≤ 13. Using Proposition 7.5, since H1.K1 = −1 > −2, we
get r1 ≥ 10. If r1 = 13, then S3 ⊂ P1 such that Proposition 10 and Proposition 11
finishes this case. If r1 = 12, then S3 ⊂ P2. The cases dimS3 < 2 are taken care of
by Proposition 10 and Proposition 11. So if S3 ≃ P2, then H3 ≡ L which gives us
H0 ≡ 10L−
∑r2
i=1 3Ei−
∑12
j=r2+1
2Ej −E13. If π0 = 24−2r2 = 8, then must have r2 = 8
which also yieldsH20 = 11. If r1 = 11, then S3 ⊂ P3 has degree 12−r2. Furthermore, since
S3 is rational we have 9 ≤ r2 ≤ 11. If r2 = 11, then S3 ⊂ P3 has degree 1 and so H3 ≡ L
which gives H0 ≡ 10L−
∑11
i=1 3Ei−
∑13
j=12Ej . But then π0 6= 8. If r2 = 10, then S3 ⊂ P3
has degree 2 and so H3 ≡ B+F which gives H0 ≡ 7B+7F−
∑10
i=1 3Ei−2E11−
∑13
j=12Ej,
where e = 0. If r2 = 9, then S3 ⊂ P3 has degree 3 and so H3 ≡ 3L−
∑6
i=1Ei which gives
us H0 ≡ 12L −
∑6
i=1 4Ei −
∑9
j=7 3Ej −
∑11
k=10 2Ek −
∑13
t=12 Et which has π0 = 8 and
H20 = 11. If r1 = 10, then S3 ⊂ P4 of degree 15 − r2. Furthermore, 9 ≤ r2 ≤ r1 ≤ 10.
If r2 = 10, then S3 has degree 5 and so H3 ≡ 4L − 2E1 −
∑8
i=2Ei. This gives H0 ≡
13L− 5E1−
∑8
i=2 4Ei−
∑10
j=9 3Ej −
∑13
k=11 Ek. But then π0 6= 8. If r2 = 9, then S3 has
degree 6 and so H3 ≡ 4L−
∑10
i=1Ei which gives H0 ≡ 13L−
∑9
i=1 4Ei−3E10−
∑13
j=11Ej.
But then π0 6= 8.
Now we study the case when the fourth adjunction mapping terminates.
Proposition 17. Suppose degK2S = −3. Then H is one of the following:
(1). H ≡ 11L− 4E1 −
∑11
i=2 3Ei − 2E12.
(2). H ≡ 12L−∑5i=1 4Ei −∑10j=6 3Ej −∑12k=11 2Ek.
(3). H ≡ 13L− 5E1 −
∑8
i=2 4E1 − 3E9 −
∑12
j=10 2Ej .
(4). H ≡ 13L−∑9i=1 4E1 − 3E10 − 2E11 −E12.
(5). H ≡ 16L− 6E1 −
∑8
j=2 5Ej −
∑10
k=9 4Ek −
∑12
t=11 Et.
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Proof. Suppose r0 = 12. Then ϕ3 maps S2 into P
16−r1 and S3 has degree 50− 3r1 − r2.
Furthermore, H1.K1 = 0 > −2 and r1 ≤ r0 gives 10 ≤ r1 ≤ 12. If r1 = 12, then S2 ⊂ P4
is a surface of degree 14− r2. Furthermore, 9 ≤ r2 ≤ r1 = 12. In fact r2 6= 12, since if it
were then S3 ⊂ P4 would have degree 2 and be a degenerate. If r2 = 11, then S3 ⊂ P4 has
degree 3 and so H3 ≡ 2L−E1 which gives H0 ≡ 11L−4E1−
∑11
i=2 3Ei−2E12, which has
π0 = 8 and H
2
0 = 11. If r2 = 10, then S3 ⊂ P4 has degree 4 and so H3 ≡ 3L−
∑5
i=1 E1
which gives H0 ≡ 12L−
∑5
i=1 4Ei −
∑10
j=6 3Ej −
∑12
k=11 2Ek which has both π0 = 8 and
H
2
0 = 11. If r2 = 9, then S3 ⊂ P4 has degree 5 and so H3 ≡ 4L− 2E1 −
∑8
i=2 E1 which
gives H0 ≡ 13L−5E1−
∑8
i=2 4E1−3E9−
∑12
j=10 2Ej which has both π0 = 8 and H
2
0 = 11.
This leaves us with the cases 10 ≤ r1 ≤ 11. Now we move onto the fourth adjunction
mapping. Then ϕ4 maps S3 into P
34−2r1−r2 and S4 has degree 95 − 5r1 − 3r2 − r3. If
r1 = 11, then S4 ⊂ P12−r2 has degree 40 − 3r2 − r3. Furthermore, H2.K2 ≥ 6 > −2
gives r2 ≥ 10 and combined with r2 ≤ r1 we get 10 ≤ r2 ≤ 11. If r2 = 11, then S4 ⊂ P1
is a point or P1 itself, so it is taken care of by Proposition 10 and Proposition 11. If
r2 = 10, then S4 ⊂ P2. The dimS4 < 2 cases are taken care of by Proposition 10
and Proposition 11. So, this leaves us with S4 ≃ P2 in which case H4 ≡ L gives H0 ≡
13L−∑r3i=1 4Ei−∑10j=r3+1 3Ei−2E11−E12. Then π0 = 35−3r3 = 8 yields r3 = 9 in which
case H20 = 11 also. If r1 = 10, then S4 ⊂ P14−r2 has degree 45− 3r2 − r3. Furthermore,
H2.K2 = −1 > −2 such that r2 = 10 which means that S4 ⊂ P4 of degree 15 − r3.
Now, H3.K3 = −2 such that r3 = 10 which means that S4 ⊂ P4 has degree 5. Then
H4 ≡ 4L−2E1−
∑8
i=2Ei which givesH0 ≡ 16L−6E1−
∑8
j=2 5Ej−
∑10
k=9 4Ek−
∑12
t=11 Et,
which has both π0 = 8 and H
2
0 = 11.
Next we consider the case when the fifth and the sixth adjunction mapping terminates.
Proposition 18. Suppose K2S = −2. Then H is one of the following:
(1). H ≡ 14L− 5E1 −
∑11
i=2 4Ei.
(2). H ≡ 15L−∑5i=1 5Ei −∑10j=6 4Ej − 3E11.
(3). H ≡ 16L− 6E1 −
∑8
i=2 5Ei − 4E9 −
∑11
j=10 3Ej .
(4). H ≡ 16L−∑9i=1 5Ei − 4E10 − 2E11.
(5). H ≡ 19L−∑9i=1 6Ei − 5E10 − E11.
Proof. Suppose r0 = 11. As in the proof of Lemma 9 we have three combinations for
(r0, r1, r2), namely (11, 11, 11), (11, 11, 10) and (11, 10, 10). For the case (11, 11, 11), we
check the fourth adjunction mapping in which case ϕ4 maps S3 into P
4 and S4 has degree
14 − r3. Furthermore, 9 ≤ r3 ≤ r2 = 11. If r3 = 11, then S4 ⊂ P4 has degree 3 and
H4 ≡ 2L−E1. This means that H0 ≡ 14L− 5E1−
∑11
i=2 4Ei which has both π0 = 8 and
H20 = 11. If r3 = 10, then S4 ⊂ P4 has degree 4 and H4 ≡ 3L −
∑5
i=1E1. This means
that H ≡ 15L −∑5i=1 5Ei −∑10j=6 4Ej − 3E11 which has both π0 = 8 and H20 = 11. If
r3 = 9, then S4 ⊂ P4 has degree 5 and H4 ≡ 4L− 2E1−
∑8
i=2 E1. This means that H ≡
16L−6E1−
∑8
i=2 5Ei−4E9−
∑11
j=10 3Ej which has both π0 = 8 andH
2
0 = 11. For the two
remaining cases (11, 11, 10) and (11, 10, 10) we check the fifth adjunction mapping. As in
the proof of Lemma 9, we have two combinations for (r0, r1, r2, r3), namely (11, 11, 10, 10)
and (11, 10, 10, 10). In case (11, 11, 10, 10), ϕ5 maps S4 into P
2 in which case S5 ≃ P2
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implies H5 ≡ L. This means that H0 ≡ 16L−
∑r2
i=1 5Ei −
∑10
j=r2+1
4Ej − 2E11 in which
case π0 = 44−4r4 = 8 yields r4 = 9 and then H20 = 11 also. In case (11, 10, 10, 10), as in
the proof of Lemma 9, we have two subcases (11, 10, 10, 10, 10) and (11, 10, 10, 10, 9). For
both cases, we move onto the sixth adjunction mapping. In the case (11, 10, 10, 10, 10),
ϕ6 maps S5 into P
2. This means that S6 = ϕ6(S5) ≃ P2 which gives H6 ≡ L. Then
H0 ≡ 19L −
∑r5
i=1 6Ei −
∑10
j=r5+1
5Ej − E11 which has π0 = 53 − 5r5 = 8 which yields
r5 = 9. In the case (11, 10, 10, 10, 9), ϕ6 maps S5 into P
3 and S6 = ϕ6(S5) has degree
13 − r6. Rationality of S6 implies that we must have 10 ≤ r6 ≤ 12 but this contradicts
r6 ≤ r5 = 9.
Finally, we consider the case when the seventh adjunction mapping terminates.
Proposition 19. Suppose K2S = −1. Then H is one of the following:
(1). H ≡ 24L−∑5i=1 8Ei −∑10j=6 7Ej .
(2). H ≡ 25L− 9E1 −
∑8
i=2 8Ei − 7E9 − 6E10.
Proof. Suppose r0 = 10. As in the proof of Lemma 9, there is only one combination
for (r1, ..., r5), namely (10, ..., 10). In this case, the seventh adjunction mapping ϕ7
maps S6 into P
4 and then S7 has degree 14 − r6. Furthermore, 9 ≤ r6 ≤ r5 = 10.
If r6 = 10, then S7 ⊂ P4 has degree 4 which means that H7 ≡ 3L −
∑5
i=1Ei. Then
H0 ≡ 24L −
∑5
i=1 8Ei −
∑10
j=6 7Ej which has both π0 = 8 and H
2
0 = 11. If r6 = 9,
then S7 ⊂ P4 has degree 5 which means that H7 ≡ 4L − 2E1 −
∑8
i=2Ei. Then H0 ≡
25l − 9E1 −
∑8
i=2 8Ei − 7E9 − 6E10 which has both π0 = 8 and H20 = 11.
3.4 List of possibilities.
In this section we show a cheap but efficient numerical method to discard divisor classes
of a given speciality. Then we apply our method to our results in Proposotion 10 till
Proposition 19 and obtain a relatively short list of possible embeddings. First we need a
definition.
Let S ≃ P˜2(x1, .., xr) and let H be a very ample divisor on S. We say that a plane curve
of degree d and multiplicity mi at xi is k-special curve if
(
d+2
2
) ≥ (1−k)+∑(mi+12 ). In-
formally, our next result suggests that there should exist k-special curves on S whenever
h1(OS(H)) = k.
Lemma 20. Let H be a very ample divisor on S with a decomposition H ≡ A + B.
Suppose h1(OS(H)) + χ(OS(A)) > 0, h
2(OS(A)) = 0 and suppose H.B > 2pa(B) − 2.
Then A is effective on S.
Proof. The result is clear if χ(OS(A)) > 0. So suppose χ(OS(A)) ≤ 0. The assumption
H.B > 2pa(B) − 2 implies that h1(OB(H)) = 0, by Riemann-Roch. Let B′ be any
irreducible component of B. Taking cohomology of the short exact sequence
0 −→ OB−B′(H −B′) −→ OB(H) −→ OB′(H) −→ 0
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we get h1(OB′(H)) ≤ h1(OB(H)) = 0. Now we take cohomology of
0 −→ OS(A) −→ OS(H) −→ OB(H) −→ 0
to get h1(OS(H)) ≤ h1(OS(A)). Combining the latter with our assumption
h1(OS(H)) + χ(OS(A)) > 0, we get h
0(OS(A)) > 0.
Note that a divisor classH in Proposition 10 till Proposition 19 must have h1(OS(H)) = 1
whenever ϕH embeds S →֒ P5. The idea now is to find 1-special curves on S by using
Lemma 20 and then study the numerical invariants of the 1-special curves. For a study of
the numerical invariants, recall that every curve C on S has degree H.C > 0. Catanese
and Franciosci, Proposition 5.2 in [CF93], have improved the lower bound for H.C for
curves of small arithmetic genus. We state Catanese and Franciosi’s result.
Proposition 21. Suppose H is a very ample divisor on a smooth surface S. Then every
effective divisor C on S with arithmetic genus pa(C) ≤ 2 has degree H.C ≥ 2pa(C) + 1.
Particulary, if H.C ≤ 3 then pa(C) ≤ 1.
We are now ready to show the following result.
Theorem 22. Suppose there exists a linearly normal smooth rational surface S of de-
gree 11 and sectional genus 8 embedded in P5. If i : S →֒ P5 is an embedding and
L ≃ i∗OP5(1) is the very ample line bundle associated to i, then the associated very
ample divisor H of L is such that ϕL⊗ωn
S
(S) is a curve for some n > 0, degϕL⊗ωn
S
= 2
for some n > 1, or H is one of the following divisor classes:
K2S. Type. H.
−10. [6; 22, 117]. 6L−
2∑
i=1
2Ei −
19∑
j=3
Ej .
−8. [7; 27, 110]. 7L−
7∑
i=1
2Ei −
17∑
j=3
Ej .
−7. [9; 36, 22, 18]. 9L−
6∑
i=1
3Ei −
8∑
j=7
2Ej −
16∑
k=9
Ek.
−6. [10; 41, 37, 21, 16]. 10L− 4E1 −
8∑
i=2
3Ei − 2E9 −
15∑
j=10
Ej.
Proof. It suffices to show that every divisor class in Proposition 10 til Proposition 19,
except the four divisor classes in the statement of the Theorem, can not simultaneously
be very ample and have six global sections on S. We show this by finding an explicit
decomposition H ≡ A+B, for each H, where A will be a 1-special curve being effective
by a use of Lemma 20 and the numerical invariants of A will contradict Proposition 21.
We proceed by checking each divisor class in Proposition 10-19 in descending order.
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Type of H Type of A χ(OS(A)) pa(A) H.A χ(OS(B)) pa(B) H.B
[25; 91, 87, 71, 61]1 [9; 3
8, 22] 1 2 4 − − −
[24; 85, 75] [8; 35, 25] 0 1 2 3 5 9
[19; 69, 51, 11] [9; 38, 22, 11] 0 2 4 2 3 7
[16; 59, 41, 21] [6; 29, 11] 0 1 2 3 5 9
[16; 61, 57, 41, 32] [7; 31, 210] 0 2 4 2 3 7
[15; 55, 45, 31] [5; 25, 16] 0 1 2 3 5 9
[14; 51, 410]2 [7; 3
1, 210] 0 2 3 3 4 8
[16; 61, 57, 42, 12] [6; 28, 14] 0 2 4 2 3 7
[13; 49, 31, 21, 11] [6; 28, 14] 0 2 4 2 3 7
[13; 51, 47, 31, 23] [6; 28, 14] 0 2 3 3 4 8
[12; 45, 35, 22] [6; 28, 14] 0 2 4 2 3 7
[11; 41, 310, 21]2 [3; 1
10] 0 1 2 3 5 9
[12; 46, 33, 22, 12]2 [6; 2
8, 14] 0 2 4 2 3 7
[11; 42, 38, 21, 12]3 [4; 2
1, 112] 0 2 4 3 3 7
[10; 38, 24, 11]2 [4; 2
1, 113] 0 2 4 2 3 7
[10; 39, 21, 14]4 [1; 1
2] 1 0 4 0 4 7
[8; 213, 11]2 [4; 2
1, 112] 0 2 4 3 3 7
[8; 31, 210, 14]2 [4; 2
1, 112] 0 2 4 2 3 7
[8; 32, 27, 17]3,4 [2; 1
5] 1 0 4 0 4 7
[9; 35, 25, 15]2 [3; 1
10] 0 1 2 3 5 9
Note that we have written subscripts on some of the types of H.
Subscript 1 means that Riemann-Roch yields that A is effective on S but the arithmetic
genus and degree contradicts Proposition 21.
Subscript 2 means that one must choose A relative to the ordering i ≥ j if and only if
A.Ei ≥ A.Ej . For instance, if H is of type [9; 35, 25, 15]2 then A ≡ 3L−
∑10
i=1Ei.
Subscript 3 means that we have made a basechange PicF0 → PicP2 by embedding F0 as
the quadric surface in P3 with the Segre embedding.
Subscript 4 occurs in two cases. In type [10; 39, 21, 14]4 we must choose A ≡ L−E8−E9.
In type [8; 32, 27, 17]3,4 we must choose A ≡ 2L −
∑2
i=1Ei −
∑9
j=7Ej . In these cases,
B is a 1-special curve and effective by 20 since H.A > 2pa(A) − 2. On the other hand,
H.B > 2pa(B)− 2 and A2 > 2pa(A)− 2 combined contradicts h1(OS(H)) = 1.
We illustrate how one may use the table above to obtain a contradiction. If H is of
type [24; 85, 75] and A is of type [8; 35, 25], then H ≡ 24L −∑5i=1 8Ei −∑10j=6 7Ej and
A ≡ 8L−∑5i=1 3Ei−∑10j=6 2Ej . Note thatH.B > 2pa(B)−2. Since A is a 1-special curve,
i.e. χ(OS(A)) = 0, Lemma 20 implies that h
0(OS(A)) ≥ 1 whenever h0(OS(H)) = 1.
But then the effectivity of A on S contradicts Proposition 21 since H.A ≤ 2pa(A) and
pa(A) = 2. This in turn contradicts the very ampleness of H.
This concludes Chapter 3. In the next two chapters we study the 4 remaining divisor
classes in Theorem 22.
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4 A study of the possibilities.
We state some results on the very ampleness of a divisor class due to Alexander-Bauer and
Catanese-Franciosi-Hulek-Reid. Then we use these results to propose a general strategy
for constructing smooth rational surfaces of speciality one. After this we show that 2 of
the divisor classes in Theorem 22 do not induce embeddings of S →֒ P5, under some mild
assumptions, We end this chapter by discussing 1 of the divisor classes in Theorem 22.
4.1 General strategy.
Given any line bundle L = OS(H) on a smooth rational surface S ≃ P˜2(x1, .., xr), it is
in general difficult to decide whether L is very ample on S or not. There is however a
versatile result, due to Alexander and Bauer, which provides us with sufficient conditions
for L to be very ample. The idea behind Alexander and Bauer’s result is that if L
restricts to a very ample line bundle on a suitable family of curves on S then L is itself
very ample on S, given some minor assumptions. This allows us to answer the question
of L being very ample on S by answering the question of L being very ample on some
curves on S. We state their precise result, which is Proposition 5.1 in [CF93] and Lemma
0.12 in [Ran88].
Lemma 23 (Alexander-Bauer). An effective line bundle OS(H) ≃ OS(A1 + A2) is
very ample on S, if each one of the following holds:
(1). h0(OS(Ai)) ≥ 2, for some 1 ≤ i ≤ 2.
(2). OA(H) is very ample, for all A ∈ |A1| ∪ |A2|.
(3). H0(OS(H))→ H0(OAi(H)) is surjective, for all 1 ≤ i ≤ 2.
The reader may have noticed that the Alexander-Bauer lemma does not give any in-
formation on how to determine if L restricts to a very ample line bundle on curves.
Recall that it follows from Riemann-Roch that L is very ample on an irreducible curve
C if deg(L ⊗ OC) ≥ 2pa(C) + 1. Catanese, Franciosi, Hulek and Reid, Theorem 1.1 in
[CFHR99], have generalized the latter into a result which also includes reducible curves.
The part of their result which we shall be using is:
Theorem 24 (Curve embedding). Let A and H be effective divisors on a surface S.
Then OA(H) is very ample whenever H.A
′ ≥ 2pa(A′) + 1, for all subcurves A′ ⊂ A.
Combining the two results above it is fairly straightforward to determine whether L ≃
OS(H) is very ample on S or not. This can be done by finding an effective decomposition
H ≡ A1 +A2 which satisfies the assumptions of Lemma 23.1 and Lemma 23.3. Then we
may assume that no subcurve A′i ⊂ Ai satisfies H.A′i ≤ 2pa(A′i), for both 1 ≤ i ≤ 2. The
latter would then give us open conditions on the choice of the points x1, .., xr ∈ P2. This
would then automatically secure that L is very ample on S by Lemma 23 and Theo-
rem 24. In fact, if the decomposition H ≡ A1 + A2 is chosen such that every subcurve
A′i ⊂ Ai has arithmetic genus pa(A′i) ≤ 2, then Proposition 21 secures that the choice of
points is the unique configuration of the points x1, .., xr which yield that L is very ample
on S. This is the strategy Catanese and Franciosi use in [CF93], where they consider
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non-special surfaces of degree ≤ 8 in P4 or the strategy used by Catanese and Hulek in
[CH97], where they consider the non-special surface of degree 9 in P4.
There is however, in general, a drawback to the strategy mentioned above. The ap-
proach above yields an embedding ϕH : S →֒ Pn, where n = χ(OS(H))−1, such that the
one is indirectly excluding the cases of special surfaces. In the case of special surfaces, it
is a nontrivial task to construct surfaces by the method above as we shall see later in this
section and in Chapter 5. We will therefore discuss how to generalize the strategy above
to surfaces of speciality one, i.e. when h1(OS(H)) = 1. We will see that we neccessarily
must have closed conditions for the choice of the points x1, .., xr ∈ P2. Our reason for con-
sidering h0(OS(H)) = 1 is that this is exactly the speciality we must have in Theorem 22.
We begin by observing the following.
Lemma 25. Let H ≡ A + B be an effective divisor on a smooth surface S such that
h1(OS(A)) = 0 and H.B = 2pa(B)−2. Then h1(OS(H)) = 1 if and only if OB(H) ≃ ωB.
Proof. The idea is to compare the dimensions of the cohomology groups associated to
the short exact sequence
0 −→ OS(A) −→ OS(H) −→ OB(H) −→ 0.
Note that h1(OS(H)) = h
1(OB(H)) since h
i(OS(A)) = 0 for i > 0. If OB(H) ≃ ωB,
then h1(OS(H)) = h
1(ωB) = 1. Conversely, if h
1(OS(H)) = 1, then h
1(OS(H)) =
h0(ωB ⊗ OB(−H)) = 1 by Serre duality such that (KB − H)|B is effective. Taking
cohomology of
0 −→ OB −→ ωB ⊗ OB(−H) −→ F −→ 0,
where F is a zero-dimensional scheme supported on B∩(KB−H), we see that h0(F ) = 0
by taking Euler characteristics of the sequence above. Then Supp(F ) = ∅ such that
F is the zero sheaf. Then the vanishing of the stalks Fp, for all p ∈ B, yields that
OB ≃ ωB ⊗ OB(−H) or equivalently ωB ≃ OB(H).
Due to the usefulness of a decomposition as described in Lemma 25 we make the following
definition.
Definition 26. Let H be a effective divisor on S. We say that H ≡ A1 + A2 is a nice
decomposition of H on S if A1 and A2 are both effective divisors on S such that A1 is
non-special on S and H.A2 = 2pa(A2)− 2.
Note that there is a priori no reason to assume that there exists a nice decomposition
for a given divisor H. It is however, in our cases, a computational matter to verify the
existence directly by finding explicit nice decompositions. Before we continue any further
we need two lemmas which will aid us in the search for nice decompositions. To secure
non-speciality of one of the components of H we use the following.
Lemma 27. Let A be an effective divisor on a smooth rational surface S. Suppose
A2 > 2pa(A)− 2. Then h1(S,OS(A)) = 0.
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Proof. Consider the short exact sequence
0 −→ OS −→ OS(A) −→ OA(A) −→ 0.
Upon taking cohomology we get H i(OS(A)) ≃ H i(OA(A)), for each i > 0. Therefore
h1(OS(A)) = h
1(OA(A)). Now if A
2 > 2pa(A) − 2, then h1(OA(A)) = 0 by Riemann-
Roch and the lemma follows.
To ensure that H restricts to the canonical divisor on one of the components we will be
using the following.
Lemma 28. Let H ≡ A1 + A2 be a nice decomposition of H on a surface S. Suppose
A2 is smooth, the intersection product H.A2 = 2pa(A2)− 2 and the divisor (A1 −KS)|A2
is effective on A2. Then OA2(H) ≃ ωA2.
Proof. Since A2 is smooth and effective on S, the adjunction formula applies and tells
us that ωA2 ≃ OA2(A2 +KS). Note that it suffices to show that OA2(A1 −KS) ≃ OA2 .
Since OA2(A1 −KS) is effective on A2, we have
0 −→ OA2 −→ OA2(A1 −KS) −→ F −→ 0,
where F is supported on A2 ∩ (A1 − KS). Combining H.A2 = 2pa(A2) − 2 with the
adjunction formula we get A2.(A1 − KS) = 0. Therefore h0(F ) = 0 such that OA2 ≃
OA2(A1 −KS) or equivalently OA2(H) ≃ OA2(A2 +KS). Now the lemma follows from
the adjunction formula.
We are now ready to sketch our general strategy for finding explicit open and closed
conditions imposed upon the points x1, .., xr ∈ P2. The basic idea in our strategy can be
divided into two parts. First part, we describe how we may use Lemma 23 till Lemma
25 to find sufficient conditions for the very ampleness and speciality 1 of a given divi-
sor class. The sufficient conditions will be statements about curves and complete linear
systems on S. Second part, we propose a method for translating statements in the first
part into statements about the positioning of the points x1, .., xr.
For the first part of our general strategy we observe the following.
Observation I. Given a nice decomposition H ≡ A1 + A2 of an effective divisor on
S with H.A2 = 2pa(A2)−2. Then there at least 1 and at most 3 closed conditions imply-
ing that H is very ample and h0(OS(H)) = 1. Explicitly, the open and closed conditions
form a subset of the following conditions, where 1 ≤ i ≤ 2 and k ∈ Z≥0:
(C1). OA2(H) ≃ ωA2 .
(C2)i. dim |Ai| := χ(OS(H))− h0(OH−Ai(H)).
(O1)k. No proper subcurve A
′
k of a curve in |A1| ∪ |A2| satisfies H.A′k ≤ 2pa(A′k).
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Suppose an effective divisor H on S is given and that H ≡ A1 + A2 defines a nice
decomposition of H. The first natural closed condition is then imposed upon by Lemma
25, forcing us to assume H|A2 ≡ KA2 to obtain a sufficient condition for h1(OS(H)). This
is the closed condition C1 in Observation I. To be able to use the Alexander-Bauer lemma,
we must then set dim |Ai| to be as described in the closed condition C2i in Observation
I, for 1 ≤ i ≤ 2. Otherwise, at least one of the curves Ai would not be effective on S or
at least one of the restriction maps H0(OS(H))→ H0(OAi(H)) would not be surjective.
Note that if χ(OS(H)) < h
0(OAi(H)), for some i, then the closed condition C2i can never
be satisfied. If this is the case, then one may replace the decomposition H ≡ A1 + A2
with another decomposition on which it is possible to assume C2i. So we may suppose
it is possible to choose a nice decomposition H ≡ A1 + A2 satisfying the three closed
conditions C1, C21 and C22, and thus showing the statement about closed conditions in
Observation I. Then the only assumption we need to take care of in the Alexander-Bauer
lemma is the assumption about very ampleness.
Suppose a nice decomposition H ≡ A1 + A2 on S satisfies all assumptions in the
Alexander-Bauer lemma except possibly the assumption in Lemma 23.2 and suppose
H|A2 ≡ KA2 . For the very ampleness, we note that if pa(A1) ≤ 2, then we may as-
sume the open conditions O1k are true for suitably chosen proper subcurves A
′
k ⊂ A1.
Then Theorem 24 implies that |H| embeds every member of |A1|. So, we may assume
pa(A1) ≤ 2 by possibly replacing the nice decomposition H ≡ A1 + A2 with another
nice decomposition. To show that |KA2 | is very ample one could possibly show that A2
is non-hyperelliptic but we sketch a different idea. Suppose A2 is smooth. Then the
adjunction formula applies and yields H|A2 ≡ (A2 +KS)||A2 . Taking cohomology of
0 −→ OS(KS) −→ OS(A2 +KS) −→ OA2(H) −→ 0,
it follows that the restriction map H0(OS(A2 +KS))→ H0(OA2(H)) is surjective, since
the rationality of S implies that hi(OS(KS)) = 0 for 0 ≤ i ≤ 1. Then one may possibly
use the Alexander-Bauer lemma on OS(A2 +KS) whenever it is possible.
This concludes the first part of our main idea for obtaining and verifying that our open
and closed conditions in Observation I yield h0(OS(H)) = 1 and the very ampleness ofH.
Note that the method described above applies to any choice for H2 and πS, as long
as one is requiring h0(OS(H)) = 1. Also note that it is possible to avoid the closed
conditions C2i by possibly changing to a different nice decomposition for H. In fact, the
closed condition C12 is redundant since h
0(OS(A1)) = 0. On the other hand, note that
the closed condition C1 is unavoideable due to Lemma 25. Finally, note that the open
conditions O1k are direct statements about the positioning of the points x1, .., xr ∈ P2.
Next we consider the second part of our general strategy, i.e. we discuss how to find
sufficient conditions implying that the conditions C1 and C2i, mentioned in Observation
I, are true. This idea stems from Ranestad’s [Ran88] construction of a smooth rational
surface of degree 10 and sectional genus 8 in P4.
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Observation II. Given a nice decomposition H ≡ A1 + A2 of an effective divisor on
S with H.A2 = 2pa(A2) − 2. Let π : S → P2 denote the morphism obtained by blow-
ing up x1, .., xn, y1, .., ym ∈ P2 and denote Ei := π−1(xi) and Fi := π−1(yj). Then any
effective divisor D on S such that π(A2) ∩ π(D) =
∑
xi +
∑
yi +
∑
y′i, where y
′
i are
common tangent directions of π(A2) and π(D) at yi, implies that OA2(D) ≃ OA2(
∑
Fi).
In particular, if A2 is smooth and D ≡ A1 −KS +
∑
Fi then any such configuration of
x1, .., xn, y1, .., ym implies that the closed condition C1 holds, i.e. OA2(H) ≃ ωA2.
The first conclusion in Observation II comes from the fact that by blowing up the points
x1, .., xn, y1, .., ym to obtain S, the tangent directions
∑
y′i correspond to points on the
exceptional divisors
∑
Fi such that D|A2 ≡
∑
Fi. The second conclusion follows from
the adjunction formula, since then we would have OA2(A1 −KS +
∑
Fi) ≃ OA2(
∑
Fi),
or equivalently OA2(H) ≃ OA2(A2 +KS).
The idea now is this. Given a nice decomposition H ≡ A1 + A2 one may determine
b1, .., bm ∈ {0, 1} such that A2.(A1 −KS +
∑
biFi) =
∑
bi, for this would then yield a
part of a closed condition which one implies that the closed condition C1 is true. After
determining possibilities for b1, .., bm, one may rule out the curves A1 − KS +
∑
biFi
contradicting some open condition O1k, for some k. Note that one also has to make sure
that the curves A1 −KS +
∑
biFi and their residual curves in |H| do not contradict the
closed conditions C2i. If there are no possibilities, then one may switch to another nice
decomposition for H and repeat the procedure above with the new nice decomposition.
Now, assume that there exists a nice decomposition H ≡ A1 + A2 which admits a
replacement of the closed condition C1 as described in Observation II. To translate the
closed conditions C2i into statements about x1, .., xn, y1, .., ym, recall that the closed
condition C22 is automatically satisfied, for all nice decompositions. So it suffices to
consider the condition C21. To translate C21, we try to find nice decompositions such
that C1 implies that C21 holds and thus reducing ourselves to considering C1 instead.
An example of this may be found in Lemma 45 in the proof of the main theorem.
This finishes our strategy for translating the open and closed conditions in Observation
I into statements about points in the projective plane.
Before we conclude this section we make two remarks. First, note that our general
strategy is not very fruitful if there are few or none nice decompositions. Second, note
that our strategy may not apply directly when h0(OS(H)) > 1 due to Lemma 25.
4.2 Indications of non-existence.
In this section we show that 2 of the complete linear systems in Theorem 22, namely the
linear systems of type [6; 22, 117] and [10; 41, 37, 21, 16], do not induce an embedding of S
into P5, under some mild assumptions. First we consider [6; 22, 117].
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Proposition 29. Let S be a rational surface with K2S = −10. Let π : S −→ P2 denote the
morphism obtained by blowing up the points x1, x2, y1, .., y17 ∈ P2 and let Ei := π−1(xi),
Fi = π
−1(yi) and L := π
∗l where l ⊂ P2 is a line. Suppose that the divisor class
H ≡ 6L−
2∑
i=1
2Ei −
17∑
j=1
Fj
has h0(OS(H)) = 6 and suppose that the curves
Ars ≡ 5L−
2∑
i=1
2Ei −
17∑
j=1
Fj + Er + Fs
are smooth on S, for all 1 ≤ r ≤ 2, 1 ≤ s ≤ 17. Then H is not very ample on S.
Proof. We begin by noticing that the following open conditions are neccessary for the
very ampleness of H:
(O1). |L−∑i∈I Ei −∑j∈J Fj | = ∅, where 2|I|+ |J | ≥ 6.
(O2). |2L−∑i∈I Ei −∑j∈J Fj | = ∅, where 2|I|+ |J | ≥ 12.
(O3). |4L−∑2i=1 Ei −∑17j=1 Fj | = ∅.
The conditions O1-O2 are neccessary since any curve C as in the complete linear systems
of O1 or O2 intersects non-positive with H. Note that if O3 was non-empty, then there
would exist a effective curve C on S such that H.C = 3 and pa(C) = 3. The latter
would contradict the very ampleness of H since H.C = 3 implies that pa(C) ≤ 1, by
Proposition 21.
We proceed with the proof. Using Riemann-Roch, the curves Ars are all effective on
S since χ(OS(Ars)) = 1. Denote the divisor class of the residual curve of Ars in |H| by
Brs ≡ H −Ars ≡ L− Er − Fs.
Lemma 30. OArs(Brs −KS) ≃ OArs, for all r, s.
Proof. Consider the short exact sequence
0 −→ OS(Brs) −→ OS(H) −→ OArs(H) −→ 0.
Taking cohomology and noting that B2rs > 2pa(Brs)− 2 we get h1(OS(Brs)) = 0. There-
fore, h1(OS(H)) = h
1(OArs(H)) = 1 since h
0(OS(H)) = 6. Using Serre duality we have
h1(OArs(H)) = h
0(OArs(KArs −H)) = 1. Since Ars is smooth, the adjunction formula
tells us that KArs ≡ Ars + KS such that h0(OArs(KS − Brs)) = 1. Now, Lemma 28
implies that OArs(H) ≃ ωArs since H.Ars = 2pa(Ars)− 2. Another use of the adjunction
formula yields OArs(H) ≃ OArs(Ars +KS). Twisting the former with OArs(−Ars −KS)
we obtain OArs(Brs −KS) ≃ OArs .
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Lemma 31. h0(OS(L−KS + Fs)) > 0, for all s.
Proof. Without loss of generality we may assume that r = 2 such that As := A2,s and
Bs := B2,s. Then we have a short exact sequence
0 −→ OS(Bs −KS −As) −→ OS(Bs −KS) −→ OAs −→ 0
due to Lemma 30. Twisting the sequence above with OS(E2 + 2Fs) we get
0 −→ OS(−L+ E1) −→ OS(L−KS + Fs) −→ OAs(E2 + 2Fs) −→ 0.
Note that h0(OS(−L+ E1)) = 0. Moreover, we claim that h1(OS(−L+ E1)) = 0. The
latter can be seen by taking cohomology of
0 −→ OS(−L+ E1) −→ OS −→ OL−E1 −→ 0.
Since S is a rational surface we have h0(OS) = 1 and h
1(OS) = 0. Combining χ(OL−E1) =
1 and h1(OL−E1) = gL−E1 = 0 we obtain h
0(OL−E1) = 1. Then we have h
0(OL−E1) −
h0(OS) = h
1(OS(−L+ E1)) = 0. In particular, this means that
h0(OS(L−KS + Fs)) = h0(OAs(E2)⊗ OAs(Fs)⊗OAs(Fs))
by the second short exact sequence above. Next we claim that OAs(Fs) ≃ OAs . To see
this, consider
0 −→ OAs −→ OAs(Fs) −→ F −→ 0
where F is a zero-dimensional scheme supported on the scheme-theoretic intersection
As ∩ Fs. Since As.Fs = 0, we get h0(F ) = 0, by taking Euler characteristics of the
sequence above, such that OAs ≃ OAs(Fs). This yields that
h0(OS(L−KS + Fs)) = h0(OAs(E2)).
Now we take cohomology of the short exact sequence
0 −→ OS(E2 −As) −→ OS(E2) −→ OAs(E2) −→ 0
and notice that h0(OS(E2)) ≤ h0(OAs(E2)) since h0(OS(E2 − As)) = 0. Clearly E2 is
effective on S such that we must have h0(OS(L−KS + Fs)) > 0.
We are ready to show the Proposition. Denote
Cs := L−KS + Fs ≡ 4L−
2∑
i=1
Ei −
17∑
j=1
Fj + Fs
where 1 ≤ s ≤ 17. The images π(Cs) of the curve Cs under the blow-down morphism π
are plane quartics passing through x1, x2 and 16 of the points y1, .., y17. Then Bezout’s
theorem implies that the curves π(Cs) have a fixed component, since any two π(Cs) and
27
π(Cs′) pass through x1, x2 and 15 of the points y1, .., y17. This means that the points
x1, x2, y1, .., y17 all lie on a plane quartic curve such that the curve
C ≡ 4L−
2∑
i=1
Ei −
17∑
j=1
Fj
is effective on S. Suppose H is very ample. Note that H.C = 3 such that |H| embeds
C a cubic curve on S. If C is irreducible then we obtain a contradiction on the very
ampleness of H, because of O3. So, suppose C is reducible on S. Then there are two
possibilities:
(1). C is the union of three lines L1, L2, L3.
(2). C is the union of a conic Q and a line L′.
In case (1), by the pigeonhole principle, at least one of the lines Li passes through at
least ⌈193 ⌉ = 7 of the exceptional divisors. Then O1 contradicts the very ampleness of
H. In case (2), again by the pigeonhole principle, either Q passes through at least 12 of
the exceptional divisors or L′ passes through at least 8 of the exceptional divisors, such
that O2 and O1 contradict the very ampleness of H. This proves the Proposition.
Second, we consider the divisor class of type [10; 41, 37, 21, 16].
Proposition 32. Let S be a rational surface with K2S = −6. Let π : S −→ P2 denote
the morphism obtained by blowing up the points x1, .., x15 ∈ P2 and let Ei := π−1(xi) and
L := π∗l where l ⊂ P2 is a line. Suppose that the divisor class
H ≡ 10L− 4E1 −
8∑
i=2
3Ei − 2E9 −
15∑
j=10
Ej
has h0(OS(H)) = 6 and let
A ≡ 7L− 3E1 −
9∑
i=2
2Ei −
15∑
j=10
Ej .
Then A is effective on S. Furthermore, if A is smooth then H is not very ample on S.
Proof. We begin by noticing that the following open condition is neccessary for the very
ampleness of H :
(O1). |6L−∑8i=1 2Ei −∑15j=9Ej | = ∅.
If there were a curve C in the complete linear system depicted in O1, the curve C would
have pa(C) = 2 and H.C = 2 which contradicts Proposition 21. Note that χ(OS(A)) = 0
such that Riemann-Roch does not justify the effectiveness of A on S. However, the next
lemma shows that A is indeed effective on S. Denote
B ≡ H −A ≡ 3L−
8∑
i=1
Ei
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as the divisor class of the residual curve of A in |H|.
Lemma 33. h0(OS(A)) > 0.
Proof. We take cohomology of the short exact sequence
0 −→ OS(A) −→ OS(H) −→ OB(H) −→ 0
and note that H.B > 2pa(B) − 2 such that h1(OB(H)) = 0. The assumption that
h0(OS(H)) = 6 implies that h
1(OS(H)) = 1. Then the surjectivity of H
1(OS(A)) −→
H1(OS(H)) implies that h
1(OS(A)) = h
0(OS(A)) ≥ 1.
Lemma 34. OA(B −KS) ≃ OA.
Proof. Consider the short exact sequence
0 −→ OS(B) −→ OS(H) −→ OA(H) −→ 0.
Taking cohomology and noting that B2 > 2pa(B) − 2 we get h1(OS(B)) = 0. There-
fore h1(OS(H)) = h
1(OA(H)) = 1 since h
0(OS(H)) = 6. Using Serre duality we have
h1(OA(H)) = h
0(OA(KA − H)) = 1. Since A is smooth, the adjunction formula tells
us that KA ≡ A + KS such that h0(OA(KS − B)) = 1. Now, Lemma 28 implies
that OA(H) ≃ ωA since H.A = 2pa(A) − 2. Another use of the adjunction formula
yields OA(H) ≃ OA(A + KS). Twisting the former with OA(−A − KS) we obtain
OA(B −KS) ≃ OA.
Lemma 35. h0(OS(B −KS)) > 0.
Proof. Using Lemma 34 we have an short exact sequence
0 −→ OS(B −A−KS) −→ OS(B −KS) −→ OA −→ 0.
Note that h0(OS(B − A − KS)) = 0. We claim that B − A − KS ≡ −L + E1 + E9 is
non-special on S, i.e. h1(OS(−L + E1 + E9)) = 0. To see this, look at the short exact
sequence
0 −→ OS(−L+ E1 + E9) −→ OS −→ OL−E1−E9 −→ 0.
Since h0(OS) = 1 and h
1(OS) = 0, due to the rationality of S, the only possibility for
h1(OS(−L + E1 + E9)) > 0 is if and only if h0(OL−E1−E9) > 1. But the latter is false
since h0(OL−E1−E9) = 1. So h
1(OS(−L + E1 + E9)) = 0. Then the first short exact
sequence implies that h0(OS(B −KS)) = h0(OA) = 1.
Lemma 35 implies that the complete linear system in O1 is non-empty. But this contra-
dicts the very ampleness of H. This proves the Proposition.
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4.3 Indications of existence.
In this section we study the divisor class of type [9; 32, 22, 18] in Theorem 22.
Proposition 36. Let S be a rational surface with K2S = −7. Let π : S −→ P2 denote
the morphism obtained by blowing up the points x1, .., x6, y1, y2, z1, .., z8 ∈ P2 and let
Ei := π
−1(xi), Fi = π
−1(yi), Gi := π
−1(zi) and L := π
∗l where l ⊂ P2 is a line. Suppose
that the divisor class
H ≡ 9L−
6∑
i=1
3Ei −
2∑
j=1
2Fj −
8∑
k=1
Gk
is very ample and suppose h0(OS(H)) = 6. Then the divisors
A ≡ 6L−
6∑
i=1
2Ei −
2∑
j=1
Fj −
8∑
k=1
Gk
A1 ≡ 6L−
6∑
i=1
2Ei −
2∑
j=1
Fj −
8∑
k=1
Gk − F1
A2 ≡ 6L−
6∑
i=1
2Ei −
2∑
j=1
Fj −
8∑
k=1
Gk − F2
are all effective on S. Moreover, if A is smooth then the points x1, .., x6, y1, y2, z1, .., z8
lie on the set-theoretic complete intersection of the curves A1 and A2, that is
A1 ∩A2 =
∑
xi +
∑
yi +
∑
zi.
Proof. Denote the divisor class of the residual curve of A in |H| by
B ≡ 3L−
6∑
i=1
Ei −
2∑
j=1
Fj .
We begin by noting that χ(OS(A)) = 0 such that Riemann-Roch does not imply that A
is effective on S. However, since A is a 1-special curve and H.B > 2pa(B)− 2 it follows
from Lemma 20 that A is indeed effective on S, i.e. h0(OS(A)) > 0.
Lemma 37. OA(A) ≃ OA(F1 + F2).
Proof. Consider the short exact sequence
0 −→ OS(B) −→ OS(H) −→ OA(H) −→ 0.
Upon taking cohomology we note that B2 > 2pa(B)− 2 such that h1(OS(B)) = 0. Then
h1(OS(H)) = h
1(OA(H)) = h
0(OA(KA−H)) = 1 by our assumption that h0(OS(H)) = 6
and by Serre duality. Since H.A = 2pa(A) − 2, Lemma 28 implies that OA(H) ≃ ωA.
The smoothness of A yields that OA(H) ≃ OA(A+KS) or equivalently OA(A) ≃ OA(A−
B +KS). Then the lemma follows by noting that (A−B +KS)|A ≡ (F1 + F2)|A.
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Lemma 38. h0(OS(A− Fi)) > 0, for both 1 ≤ i ≤ 2.
Proof. We take cohomology of the sequence
0 −→ OS(−Fi) −→ OS(A− Fi) −→ OA(A− Fi) −→ 0.
The Lemma is clear if h0(OS(−Fi)) > 0. So suppose h0(OS(−Fi)) = 0. Note that
h2(OS(−Fi)) = 0 by Serre duality. Combining the latter with χ(OS(−Fi)) = 0, we
obtain h1(OS(−Fi)) = 0. Then the sequence above yields that
h0(OS(A− Fi)) = h0(OA(A− Fi)).
Using Lemma 37 we see that OA(A− Fi) ≃ OA(Fj) where j 6= i and 1 ≤ j ≤ 2. Then
0 −→ OS(Fj −A) −→ OS(Fj) −→ OA(Fj) −→ 0
implies that h0(OS(Fj)) ≤ h0(OA(Fj)) since h0(OS(Fj − A)) = 0. It is clear that Fj is
effective on S such that we must have h0(OS(A− Fi)) > 0.
The statement about the set-theoretic complete intersection holds since A1.A2 = 0. This
proves the Proposition.
We comment on our work on this divisor class. In the proof of the Proposition above we
met upon three nice decompositions of H. Namely,
H ≡ A+B and H ≡ Ai + (B + Fi), where 1 ≤ i ≤ 2.
Note that the decompositions H ≡ Ai+(B+Fi) satisfy h0(OB+Fi(H)) > h0(OS(H)) such
that it is not possible to apply the Alexander-Bauer lemma on these two decompositions.
On the other hand, if we would apply the Alexander-Bauer lemma to the decomposition
H ≡ A+B then a neccessary closed condition is that dim |A| = 0. But the proof of the
Proposition above shows that |A| is at least a pencil on S since Ai + Fi ∈ |A|.
We believe that there may exist other nice decompositions for H on whom we could
apply our general strategy on as we have not been able to show the non-existence of this
particular case.
In the next and the last chapter, we give a successful construction of the fourth divisor
class of Theorem 22 not discussed in this chapter.
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5 An explicit construction.
In this chapter we explicitly construct a smooth rational surface of degree 11 and sectional
genus 8 out of one of the divisor classes in Theorem 20. This will prove our Main Theorem.
5.1 Proof of the main theorem.
Theorem 39. Let S be a rational surface with K2S = −8. Let π : S −→ P2 denote
the morphism obtained by blowing up the points x1, .., x5, y1, y2, z1, .., z10 ∈ P2 and let
Ei := π
−1(xi), Fi = π
−1(yi), Gi = π
−1(zi) and L := π
∗l where l ⊂ P2 is a line. It is
possible to choose the points x1, .., x5, y1, y2, z1, .., z10 such that the divisor class
H ≡ 7L−
5∑
i=1
2Ei −
2∑
j=1
2Fj −
10∑
k=1
Gk
is very ample on S and |H| embeds S as a rational surface of degree 11 and sectional
genus 8 in P5.
Proof. We begin with choosing x1, .., x5 ∈ P2 in general position, such that:
(O1). No two points xi are infinitely near.
(O2). No three points xi are collinear.
Note that O1 and O2 are satisfied for a general choice of five points in P2. Let
π1 : S1 −→ P2
denote the morphism obtained by blowing up x1, .., x5 ∈ P2 and define Ei := π−1(xi). On
S1 we study the complete linear systems associated to the following two divisor classes
A ≡ 6L−
5∑
i=1
2Ei
B ≡ 4L−
5∑
i=1
Ei.
Lemma 40. The complete linear systems |A −KS1 | and |B −KS1 | have no fixed com-
ponents.
Proof. Let D1 ≡ A − KS1 and D2 ≡ B − KS1 . Suppose |Dj | has a fixed components
Nj . Let Mj denote the moving parts of |Dj |, i.e. |Dj − Nj | = |Mj |. We may write
Mj ≡ ajL −
∑5
i=1 bijEi. Combining Riemann-Roch and Clifford’s theorem, Theorem
IV.5.4 in [Har77],we have the following inequality
χ(OS1(Dj)) ≤ dim |Dj | = dim |Mj |Mj |+ 1 ≤
1
2
M2j + 1
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or equivalently ∑
i
b2ij ≤ 2 + a2j − 2χ(OS1(Dj))
by rearranging. We determine aj , b1j , .., b5j ∈ Z≥0, for each choice of 1 ≤ j ≤ 2.
(Case j = 1:) The expected dimension χ(OS1(A −KS1)) =
(
11
2
)− 5(42) = 25. Note that
a1 ≥ 7 since a1 ≤ 6 would imply that
∑
b2i1 < 0. If a1 = 7, then
∑
b2i1 ≤ 1 in which
case the fixed component N3 would either be a double conic or a conic passing doubly
through 4 points. The first possibility does not hold since 9 − a1 = 4 is false and the
second possibility implies the first possibility. So a1 6= 7. If a1 = 8, then
∑
b2i1 ≤ 16 such
that M3 passes through at most 1 triple point. Then N3 passes through at least 4 points
and contradicts O2. So |A−KS1 | has no fixed components.
(Case j = 2:) Here, a22 ≤ 6 implies that
∑
b2i2 < 0 since χ(OS1(B−KS1)) =
(9
2
)− 5(32) =
21. So |B −KS1 | has no fixed components.
Lemma 41. The complete linear systems |A| and |B| are base-point free on S1.
Proof. Note that A−KS1 (resp. B−KS1) is a nef divisor. For if A−KS1 (resp. B−KS1)
was not nef, then there would exist an effective divisorD on S1 such thatD.(A−KS1) < 0
(resp. D.(B−KS1) < 0). Then D would be a part of some fixed component of |A−KS1 |
(resp. |B −KS1 |) which would contradict Lemma 40. Now, suppose |A| (resp. |B|) has
at least one base-point. Then Reider’s theorem, Theorem 1.1. in [Rei88], implies that
there exists at least one effective divisor D such that (1) (resp. (2)) holds:
(1). D.(A−KS1) = r and D2 = r − 1, for some r ∈ {0, 1}.
(2). D.(B −KS1) = r and D2 = r − 1, for some r ∈ {0, 1}.
Let D ≡ aL−∑5i=1 biEi. We claim there are no possibilities for a ≥ 0 and b1, ..., b5 ∈ Z.
Case (1): If r = 0, then by combining D.(A − KS1) = 9a −
∑
3bi = 0 and D
2 =
a2 − ∑ b2i = −1 with the Cauchy-Schwarz inequality gives 1 + 19 (∑ bi)2 = ∑ b2i ≤
1 + 59
∑
b2i . Then
∑
b2i ≤ 94 < 3 such that D ≡ aL − b1E1 − b2E2, where −1 ≤ bi ≤ 1.
But the latter contradicts
∑
bi ≡ 0(mod3). So r 6= 0. If r = 1, then by computing
D.(A−KS1) = 9a−
∑
3bi = 1 modulo 3 we get a contradiction.
Case (2): If r = 0, then by combining D.(B − KS1) = 7a −
∑
2bi = 0 and D
2 =
a2 −∑ b2i = −1 with the Cauchy-Schwarz inequality gives 1 + 449 (∑ bi)2 = ∑ b2i ≤
1 + 2049
∑
b2i . Then
∑
b2i ≤ 4929 < 2 such that we may write D ≡ aL − b1E1, where
−1 ≤ bi ≤ 1. But this contradicts
∑
2bi ≡ 0(mod7). So r 6= 0. If r = 1, then by
combining D.(B −KS1) = 7a −
∑
2bi = 1 and D
2 = a2 −∑ b2i = 0 with the Cauchy-
Schwarz inequality gives 12 (7a − 1) =
∑
bi ≤
√
5
∑
b2i = a
√
5. Then a < 1 such that
a = 0 and bi = 0, for all i. This means that D ≡ 0 which contradicts D.(B −KS1) = 1.
Since there exists no effective divisor D on S1 as described in (1) or (2), Reider’s theorem
yields that |A| and |B| are indeed base-point free linear systems on S1.
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Lemma 42. A general choice of curves in |A| and |B| are both smooth and irreducible.
Proof. Let ϕA : S1 → Pdim |A| and ϕB : S1 → Pdim |B| denote the morphisms associated to
|A| and |B|, respectively. By Bertini’s theorem, Theorem 20.2 in [BPVdV84], it suffices
to only consider the cases where dimϕA(S1) ≤ 1 or dimϕB(S1) ≤ 1, i.e. when |A|
and |B| are composed with pencils. So, suppose dimϕA(S1) ≤ 1 and dimϕB(S1) ≤ 1.
Since dim |B| > 1 and S1 is rational surface, B must neccessarily be a multiple divisor
which is not the case. Therefore dimϕB(S1) = 2. For |A| we note that ϕA cannot be
birational since dimS1 6= dimϕA(S1). Then Corollary 1.2 in [Rei88] implies that there
exists a base-point free pencil |D| such that D.(A−KS1) = r, for some r ∈ {1, 2}. Write
D ≡ aL −∑5i=1 biEi. Then D.(A − KS1) = r reduces to 9a = ∑ 3bi + r. Computing
the latter modulo 3 yields r ≡ 0(mod3) which is clearly not the case. Therefore S1 is
birationally equivalent to ϕA(S1) and since birational equivalence preserves dimensions
we get dimϕA(S1) = 2. Hence, Bertini’s theorem implies that a general choice of divisors
in |A| and |B| are both smooth and irreducible.
Now we choose y1, y2, z1, .., z10 ∈ P2 such that the complete linear systems
∆1 = |6l −
∑
2xi −
∑
yi −
∑
zi|
∆2 = |4l −
∑
xi −
∑
yi −
∑
zi|
on P2 satisfy the following closed condition
(C1)1. ∆1 6= ∅ and ∆2 6= ∅.
(C1)2. ∆y1,y2 = {(D1,D2) ∈ ∆1 ×∆2 |D1,D2 share common
tangent directions y′1 and y
′
2 at y1 and y2} 6= ∅.
(C1)3. {(D1,D2) ∈ ∆y1,y2 |D1 ∩D2 =
∑
xi +
∑
yi +
∑
y′i +
∑
zi} 6= ∅.
and that if π2 : S −→ S1 denotes the morphism obtained by blowing up y1, y2, z1, .., z10,
where Fi := π
−1
2 (yi) and Gi = π
−1
2 (zi), then the following open conditions are satisfied:
(O3). |L−∑i∈I Ei − Fr| = ∅, whenever |I| ≥ 2 and for each 1 ≤ r ≤ 2.
(O4). |2L−∑5i=1 Ei − Fr| = ∅, for each 1 ≤ r ≤ 2.
(O5). |6L−∑5i=1 2Ei −∑2j=1 Fi −∑10k=1Gk − 2Fr| = ∅, for each 1 ≤ r ≤ 2.
(O6). |6L−∑5i=1 2Ei −∑2j=1 2Fi −∑10k=1Gk| = ∅.
(O7). 6L−∑5i=1 2Ei −∑2j=1 Fi −∑10k=1Gk − Fr is smooth, for each 1 ≤ r ≤ 2.
Note that the open conditions O3-O5 are all neccessary conditions for the very ampleness
of H, since every curve C in the linear systems depicted in O3-O5 either intersects non-
positive with H or pa(C) ≤ 2 and H.C ≤ 2pa(C). Now we show the following claim.
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Claim: The closed condition C1 is a non-empty condition.
Choose a smooth and irreducible curve A1 ∈ |A| and consider the incidence Σ ⊂
S1 × S1 × |B| given by
Σ = {(p, q,B) | p, q ∈ A1 ∩B, A1 and B have common tangent directions at p and q}.
Note that Σ 6= ∅ since dimΣ ≥ dim |A| − 4 > 0. By Lemma 42, we may choose
(y1, y2, B1) ∈ Σ such that B1 is smooth and irreducible on S1. In particular, the curve
B1 is smooth at each closed point in the zero-dimensional scheme A1 ∩B1 since |B|A1 | is
base-point free. Then we may set
A1 ∩B1 =
∑
xi +
∑
yi +
∑
y′i +
∑
zi
where y′i is the tangent direction of A1 and B1 at yi, and {zi} are the remaining points
on the intersection of A1 and B1. Since |A1|B1 | is base-point free, there are #{zi} =
6 · 4 − 2 · 5− 4 = 10 number of distict points in {zi}. Now we blow up S1 at the points
y1, y2, z1, .., z10 ∈ S1. Denote
π2 : S −→ S1
as the morphism obtained by blowing up S1 at y1, y2, z1, .., z10 and let Fi := π
−1
2 (yi) and
Gi := π
−1
2 (zi). Define
π := π1 ◦ π2 : S −→ P2
and denote
A0 ≡ 6L−
5∑
i=1
2Ei −
2∑
j=1
Fj −
10∑
k=1
Gk
B0 ≡ 4L−
5∑
i=1
Ei −
2∑
j=1
Fj −
10∑
k=1
Gk
as the divisor classes of the strict transforms of A1 and B1 on S1, respectively. Then the
sublinear systems |π(A0)| ⊂ ∆1 and |π(B0)| ⊂ ∆2 are both non-empty in P2, such that
∆1 6= ∅ and ∆2 6= ∅. Due to our construction, (π(A0), π(B0)) ∈ ∆y1,y2 and the points
x1, .., x5, y1, y2, z1, .., z10 lie on the set-theoretic complete intersection between π(A0) and
π(B0). In other words, the closed condition C1 is indeed non-empty. This proves the
claim.
Claim: The open conditions O3-O7 are non-empty.
The conditions O3-O5 are follow from simple dimension analysis. The open condition
O7 is due to Bertini’s theorem.
On S we study the curves A0, B0 and the following two divisor classes:
C0 ≡ L− F1 − F2
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H ≡ A0 + C0 ≡ 7L−
5∑
i=1
2Ei −
2∑
j=1
Fj −
10∑
k=1
Gk.
Lemma 43. OA0(H) ≃ ωA0.
Proof. By our construction, on S we have A0 ∩ B0 = y′1 + y′2. Since tangent directions
y′1, y
′
2 at y1, y2 ∈ S1 correspond to points on F1, F2 ⊂ S, we have B0|A0 ≡ (F1 + F2)|A0 .
Furthermore, since A0.(B0−F1−F2) = 0 and B0|A0 is effective by construction, Lemma
28 yields that OA0(B0−F1−F2) ≃ OA0 . On the other hand, (C0−KS)|A0 ≡ (B0−F1−
F2)|A0 such that OA0(C0 − KS) ≃ OA0 . Twisting the latter sheaves by OA0(A0 + KS)
we obtain OA0(H) ≃ OA0(A0 + KS). Recall that, by construction, A1 was chosen as
a smooth curve on S1. Then A0 is neccessarily smooth on S such that the adjunction
formula yields OA0(A0 +KS) ≃ ωA0 . Hence OA0(H) ≃ ωA0 .
Lemma 44. h0(OS(H)) = 6.
Proof. Note that C20 > 2pa(C0) − 2 such that Lemma 27 tells us that H1(OS(C0))
vanishes. Taking cohomology of
0 −→ OS(C0) −→ OS(H) −→ OA0(H) −→ 0
we get that h1(OS(H)) = h
1(OA0(H)). By Lemma 43, we get h
1(OS(H)) = h
1(ωA0) = 1
which combined with the expected dimension χ(OS(H)) = 5 yields h
0(OS(H)) = 6.
Lemma 45. h0(OS(A0)) = 2.
Proof. Taking the union of B0 and the unique conic Q passing through E1, .., E5, we get
that B0 +Q ∈ |A0|. On the other hand, A0 is chosen to be irreducible by construction.
So we have h0(OS(A0)) ≥ 2. We take cohomology of the short exact sequence
0 −→ OS(KS −A0) −→ OS(KS) −→ OA0(KS) −→ 0
and note that hi(OS(KS)) = 0 for 0 ≤ i ≤ 1, since S is rational. Since h0(OS(KS −
A0)) = 0, we have h
1(OS(KS − A0)) = h0(OA0(KS)). By Lemma 43 we get KS |A0 ≡
C0|A0 . Combining the latter with h1(OS(KS−A0)) = h1(OS(A0)) we gain h1(OS(A0)) =
h0(OA0(C0)). To compute h
0(OA0(C0)) we take cohomology of
0 −→ OS(C0 −A0) −→ OS(C0) −→ OA0(C0) −→ 0
and note that hi(OS(C0 − A0)) = 0 for 0 ≤ i ≤ 1 since C0 − A0 is not effective on S
and since (C0 − A0)2 > 2pa(C0 − A0) − 2. Then h0(OS(C0)) = h0(OA0(C0)). We have
already shown that h1(OS(C0)) = 0 in the proof of Lemma 44. Therefore, h
0(OS(C0)) =
χ(OS(C0)) = 1. Combining h
0(OS(C0)) = h
1(OS(A0)) with χ(OS(A0)) = 1 we get
h0(OS(A0)) = 2.
Lemma 46. The complete linear system |H| restricts to a very ample linear system on
C0. The restriction maps H
0(OS(H)) −→ H0(OC0(H)) and H0(OS(H)) −→ H0(OA0(H))
are surjective, for all A0 ∈ |A0|.
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Proof. The first assertion is true since H.C0 > 2pa(C0) + 1 and dim |C0| = 0. For the
second assertion, consider
0 −→ OS(C0) −→ OS(H) −→ OA0(H) −→ 0
0 −→ OS(A0) −→ OS(H) −→ OC0(H) −→ 0.
Note that h1(OS(C0)) = 0 since C
2
0 > 2pa(C0) − 2. Then the first short exact se-
quence tells us that H0(OS(H)) −→ H0(OA0(H)) is surjective, for all A0 ∈ |A0|. For
α : H0(OS(H)) −→ H0(OC0(H)), by the exactness of the second short exact sequence
and Lemma 45 we have dimker(α) = h0(OS(A0)) = 2 and by Lemma 44 we have
h0(OS(H)) = 6. Then rank(α) = 4. On the other hand, h
0(OC0(H)) = χ(OC0(H)) = 4
since H.C0 > 2pa(C0)− 2. Thus α is surjective.
Now we proceed to show that OA0(H) is very ample, for all A0 ∈ |A0|. To show this, we
partition |A0| into the following two families of curves
AGood = {D ∈ |A0| : Every A′0 ≤ D satisfies A′0.Fi ≤ 1, for all 1 ≤ i ≤ 2}
ABad = {D ∈ |A0| : ∃A′0 ≤ D satisfying A′0.Fi > 1, for some 1 ≤ i ≤ 2}
and consider each family separately.
Lemma 47. OA0(H) is very ample, for all A0 ∈ AGood.
Proof. Let A0 ∈ AGood and letA′0 be a subcurve of A0. Denote S′ := S\{F1, F2, G1, .., G10}
and denote S′1 := S1\{y1, y2, z1, .., z10}. We claim that the blow-up morphism π2 : S −→
S1 defines an isomorphism A
′
0 ≃ π2(A′0). It is clear that π2 yields an isomorphism
S′ ∩A′0 ≃ S′1 ∩ π2(A′0). Furthermore, we may assume A′0 is irreducible, in which case
A′0 ≤ A0 and A0.Gj = 1, for all j, implies that A′0.Gj ≤ 1, for all j. So we may set
A′0.Fi ≤ 1 and A′0.Gj ≤ 1, for all i, j. Note that if A′0.Fi < 1 (resp. A′0.Gj < 1), for some
i (resp. j), then A′0 ∩ Fi = ∅ (resp. A′0 ∩ Gj = ∅). Therefore, we only need to consider
the exceptional divisors in {Fi |A′0.Fi = 1} and in {Gi |A′0.Gi = 1}. In the latter case it
is straightforward to see that π2 and π
−1
2 are inverse of each other, such that we get
A0 ≃ π2(A0) ≡ A1.
On the other hand, since A1 +KS1 does not meet any of the points y1, y2, z1, .., z10, it
follows that the strict transform A0+KS of A1+KS1 under π2 and the proper transform
π∗2(A1 +KS1) of A1 +KS1 under π2 are linearly equivalent. In other words,
π∗2Opi2(A0)(A1 +KS1) ≃ OA0(A0 +KS).
Then OA0(A0 +KS) is very ample whenever OA1(A1 +KS1) is very ample. Consider the
short exact sequence
0 −→ OS1(KS1) −→ OS1(A1 +KS1) −→ OA0(A1 +KS1) −→ 0.
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Taking cohomology and noting that hi(OS1(KS1)) = 0, for 0 ≤ i ≤ 1, we getH0(OS1(A1+
KS1)) ≃ H0(OA1(A1 + KS1)) such that OS1(A1 + KS1) is very ample if and only if
OA1(A1 +KS1). So it suffices to show that OS1(A1 +KS1) is very ample. For the latter,
we decompose A1 +KS1 into the following effective decomposition on S1
D1 ≡ L−E5
D2 ≡ 2L−
4∑
i=1
Ei.
and apply the Alexander-Bauer lemma. By Riemann-Roch, dim |Dj | ≥ 1 for 1 ≤ j ≤ 2.
Furthermore, h1(OS1(Dj)) = 0 since D
2
j > 2pa(Dj)−2, for 1 ≤ j ≤ 2. The latter implies
that the restriction maps H0(OS1(A1 +KS1)) −→ H0(ODi(A1 +KS1)) are surjective, by
taking cohomology of the following short exact sequences
0 −→ OS1(Dj) −→ OS1(A1 +KS1) −→ ODi(A1 +KS1) −→ 0,
for (i, j) ∈ {(1, 2), (2, 1)}. Now we show that the sets
Sj = {D′j |D′j ≤ Dj for some Dj ∈ |Dj |, (A1 +KS1).D′j ≤ 2pa(D′j)} = ∅,
for 1 ≤ j ≤ 2. Let j = 1. Note that any subcurve D′1 ≤ D1 is of the form D′1 ≡ aL−b5E5,
where 0 ≤ a ≤ 1. If a = 1, then (A1 + KS1).D′1 ≤ 2pa(D′1) if and only if b5 ≥ 3. But
the former cannot occur as that would imply that D′1 would be a multiple line, which
it is not. If a = 0, then (A1 + KS1).D
′
1 ≤ 2pa(D′1) if and only if b5 ≥ 0. If b5 = 0,
then we are done. If b5 > 0, then the residual curve D1 − D′1 is effective and is of the
form L − (b5 + 1)E5 which cannot occur, since D1 is not a multiple line. So S1 = ∅.
Let j = 2. Then D′2 ≤ D2 is of the form D′2 ≡ aL −
∑4
i=1 biEi, where 0 ≤ a ≤ 2. If
a = 0, then we would have
∑
bi ≥ 3 in which case the residual curve D2 − D′2 would
be a conic passing multiple through some exceptional curves, which cannot happen. If
a = 1, then
∑
bi ≥ 3 would contradict O2. If a = 2, then (A1 +KS1).D′2 ≤ 2pa(D′2) if
and only if 6 ≤∑ bi, in which case D′2 passes doubly through at least one point which is
absurd. Thus Sj = ∅, for all 1 ≤ j ≤ 2, such that the Curve embedding theorem implies
that ODj (H) is very ample, for all 1 ≤ j ≤ 2. Then the Alexander-Bauer lemma implies
that OA1(A1 + KS1) is indeed very ample. By the discussion above, this implies that
OA0(A0 +KS) ≃ OA0(H) is very ample.
Lemma 48. OA0(H) is very ample, for all A0 ∈ ABad.
Proof. Let A0 ∈ ABad and let A′0 be a subcurve of A0 such that A′0.Fr ≥ 2, for some
1 ≤ r ≤ 2. Then we may decompose A0 into A0 ≡ (A0 − nF1 − mF2) + nF1 + mF2,
for some n,m ∈ Z≥0 such that n +m ≥ 1. In fact, the open condition O5 implies that
n,m 6= 2. Moreover, if n+m ≥ 3 then the inclusion map H0(OS(A0 − nF1 −mF2)) →֒
H0(OS(A0 − 2Fr)), for some 1 ≤ r ≤ 2, implies that 1 ≤ n +m ≤ 2 where n,m < 2.
This leaves us with three cases, namely (n,m) ∈ {(1, 1), (1, 0), (0, 1)}. On the other
hand, the open condition O6 yields that (n,m) 6= (1, 1). So it suffices to show that |H|
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embeds (A0 − Fr) + Fr. Note that OFr(H) is very ample since H.Fr ≥ 2pa(Fr) + 1.
Furthermore, the restriction maps H0(OS(H)) → H0(OA0−Fr(H)) is surjective since
F 2r > 2pa(Fr) − 2. The restriction map H0(OS(H)) → H0(OFr(H)) is also surjective
since h0(OS(A0 − Fr)) + h0(OFr(H)) = 6. For the very ampleness of OA0−Fr(H), by O7
the curves (A0 −Fr) are smooth curves. We claim that OA0−Fr(H) ≃ ωA0−Fr . Consider
the short exact sequence
0 −→ OS(C0 + Fr) −→ OS(H) −→ OA0−Fr(H) −→ 0.
Since (C0 +Fr)
2 > 2pa(C0 +Fr)− 2 we have h1(OS(C0 +Fr)) = 0, by Lemma 27. Then
h1(OS(H)) = h
1(OA0−Fr(H)) = 1 due to the sequence above and Lemma 44. Combining
the latter with H.(A0 − Fr) = 2pa(A0 − Fr)− 2 we conclude that OA0−Fr(H) ≃ ωA0−Fr
by using Lemma 28. Now, since (A0 − Fr) is smooth the adjunction formula yields that
OA0−Fr(H) ≃ OA0−Fr(A0 − Fr +KS) where
A0 − Fr +KS ≡ 3L−
5∑
i=1
Ei − Fr.
Let D ≤ A0−Fr +KS be given by D ≡ aL−
∑
biEi− cFr and suppose H.D ≤ 2pa(D).
If a ≤ 2, then H.D ≤ 0 if and only if at least three of E1, .., E5, Fr are collinear or if
there exists a conic passing through E1, .., E5, Fr. Then the previous cases contradict
O3 or O4, respectively. So a = 3. Then there are two cases, namely 0 ≤ pa(D) ≤ 1.
The case pa(D) = 1 is redundant, for then we would have
∑
bi + c ≥ 9 which would
imply that pa(D) < 1. If pa(D) = 0, then D meets exactly one of the execeptional
curves E1, .., E5, Fr twice such that H.D = 4. So a 6= 3 and then the Curve embedding
theorem yields that OA0−Fr(H) is very ample. It remains to show that |H| embeds
(A0 − Fr) ∩ Fr. Note that ϕH(A0 − Fr) spans a P3 and ϕH(Fr) spans a P2. Since
〈ϕH(A0−Fr)∪ϕH(Fr)〉 = P4 we must have 〈ϕH(A0−Fr)∩ϕH(Fr)〉 = L′, where L′ = P1.
The line L′ meets the conic ϕH(Fr) in exactly two points p, q. Since (A0 − Fr).Fr = 2,
the points p, q are exactly the images of the points in (A0 − Fr) ∩ Fr. Thus OA0(H) is
very ample.
This concludes the proof of Theorem 39.
A corollary of the Theorem above is the following.
Theorem 49 (Main theorem). There exists linearly normal smooth rational surfaces
of degree 11 and sectional genus 8 in P5. In particular, there exists a smooth rational
surface with Hilbert polynomial
P (n) = 11
(
n
2
)
+ 4n + 1.
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Appendix A.
degS S Linear system.
1 P2 H ≡ L
2 F0 H ≡ B + F
3 P˜2(x1, .., x6) H ≡ 3L−
6∑
i=1
Ei
TABLE 1: Smooth Linearly Normal Rational Surfaces in P3.
degS S Linear system.
3 P˜2(x1) H ≡ 2L−E1
4 P˜2(x1, .., x5) H ≡ 3L−
5∑
i=1
Ei
5 P˜2(x1, .., x8) H ≡ 4L− 2E1 −
8∑
i=2
Ei
6 P˜2(x1, .., x10) H ≡ 4L−
10∑
i=1
Ei
7 P˜2(x1, .., x11) H ≡ 6L−
6∑
i=1
2Ei −
11∑
j=7
Ej
8 P˜2(x1, .., x11) H ≡ 7L−
10∑
i=1
2Ei − E11
9 P˜2(x1, .., x10) H ≡ 13L−
10∑
i=1
4Ei
TABLE 2: Smooth Non-special Linearly Normal Rational Surfaces in P4.
Table 2 is Theorem 1 in [Ale88].
40
Appendix B.
The following are relations computed by Proposition 7 and used in Section 3.3. We have
included them here to ease the readibility of some proofs in Section 3.3.
i H2i Hi.Ki
0 11 3
1 26 − r0 12− r0
2 59 − 3r0 − r1 21− r0 − r1
3 110 − 5r0 − 3r1 − r2 30− r0 − r1 − r2
4 179 − 7r0 − 5r1 − 3r2 − r3 39− r0 − r1 − r2 − r3
5 266 − 9r0 − 7r1 − 5r2 − 3r3 − r4 48− r0 − r1 − r2 − r3 − r4
6 371 − 11r0 − 9r1 − 7r2 − 5r3 − 3r4 − r5 57− r0 − r1 − r2 − r3 − r4 − r5
7 494 − 13r0 − 11r1 − 9r2 − 7r3 − 5r4 − 3r5 − r6
i πi ri
0 8 10 ≤ r0 ≤ 20
1 20− r0 ⌈9− (12−r0)
2
26−r0
⌉ ≤ r1 ≤ 41− 2r0
2 41− 2r0 − r1 ⌈9− (21−r0−r1)
2
59−3r0−r1
⌉ ≤ r2 ≤ 71− 3r0 − 2r1
3 71− 3r0 − 2r1 − r2
4 110− 4r0 − 3r1 − 2r2 − r3
5 158− 5r0 − 4r1 − 3r2 − 2r3 − r4
6 215− 6r0 − 5r1 − 4r2 − 3r3 − 2r4 − r5
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