Introduction
In a recent article, Vassilev, Mihaylova, and Bonnet (2002) extended earlier results of Saleh and Bonnet (1998) showing that reaction time as well as VEP latencies to the onset of periodic grating stimuli are mainly determined by local factors, a fact now established over a wide range of spatial frequencies and several retinal locations. Plotted as function of the product of retinal contrast and width of bars, each type of visual delay converges on a single power function (''Pi e eron function'') of the general form:
where L is reaction time or VEP latency (or more generally the latency of a neurophysiological response at any level in the visual system) a, b, and k are constants, C R is retinal contrast and P is grating period. In other words, L consists of an irreducible delay (a) and an intensity-dependent component, which decreases as a power function of contrast integrated over contiguous area (obviously, the area of each ''bright'' or ''dark'' bar is proportional to grating period). Interchangeability of stimulus contrast (or in darkness, stimulus luminance) and area in their effect on visual latency has previously been described for nonperiodic stimuli (e.g. Bonnet, Gurlekian, & Harris, 1992; Mansfield, 1973) . Bonnet et al. (1992) explained this as a form of probability summation, reasoning that increased stimulus area increases the number of elements activated and thus reduces the time from stimulus onset until at least one element reaches a criterion level. Vassilev et al. (2002) note that their results cannot be explained on this basis, because varying spatial frequency while keeping the total stimulus area constant will change only the distribution of contrast, leaving the number of elements under bright and dark bars constant. The authors conclude that ''the convergence of most points on single Pi e eron functions remains an empirical finding that lacks an explanation at present''. We suggest, on the contrary, that it is an expected consequence of known psychophysical and physiological facts.
Model
Area-intensity equivalence would be most parsimoniously explained by assuming that the intensityresponse (I-R) function in each spatial element (e.g. photoreceptor cell) and the area-response (A-R) function at some critical stage of spatial integration have the same form. The first (simplest) form to consider would be the linear function (cf. Alpern, Rushton, & Torii, 1970) . We think available evidence is consistent with the idea that the visual system works linearly with respect to the L-determining signal both in the local I-R code and in the spatial A-R code. Moreover, delay functions similar to Eq. (1) will arise from I-R linearity in conjunction with the low-pass properties of the neural response to light.
The argument builds on four propositions.
(1) The visual system possesses the capacity for extensive linear spatial summation of small signals. (2) Regardless of the final amplitude of the visual response, L marks the time of the earliest noticeable, hence small deflection, of the signal from baseline. (3) In the very first stage of vision, in the photoreceptors, where graded light intensity is translated into a graded neural signal, the earliest (lowamplitude) part of the response to sharp-onset stimuli scales linearly with stimulus intensity over a virtually infinite range. (4) The time from stimulus onset until responses like those of the photoreceptors reach a constant, low criterion amplitude closely resembles a ''Pi e eron function'' of stimulus contrast or intensity. We shall consider each of these propositions in turn.
(1) In studies of spatial summation for visual threshold, reciprocal relationships observed between area and intensity (or contrast) tend to approximate either of two idealizations: ''complete summation'', i.e., full reciprocity up to a certain area (''Ricc o oÕs law'') or ''square-root summation'', i.e., an inverse dependence of threshold contrast on the square root of stimulus area (''PiperÕs law'') (see e.g. Baumgardt, 1972) . Given that contrast detection is a signal/noise discrimination task (Barlow, 1957; Donner, 1992 ; Rovamo, Luntinen, & N€ a as€ a anen, 1993), both laws indicate linear spatial summation of photon signals. Ricc o oÕs law results if a signal proportional to the total number of photons captured within a certain area is detected against noise that is constant, independent of the area of the stimulus (collected over a fixed receptive field, e.g. that of a retinal ganglion cell). PiperÕs law results if a signal proportional to the total number of photons captured within a certain area is detected against noise collected over an area coextensive with the stimulus (Barlow, 1958) . For brief light pulses, square-root relations hold over areas subtending at least 20 arcmin in the fovea (Davila & Geisler, 1991) and 3°-8°at 15°-20°eccentricity (Baumgardt, 1972) .
(2) Given the low-pass properties of the retina, it is trivially true that the neural response to a stimulus of any intensity starts as a small deflection, regardless of the final amplitude of the response. A subject instructed to press a key as soon as something is ''seen'' would not sit and wait for the final amplitude, but is likely to express the first significant deflection from baseline of some neural signal at some decision-making stage.
(3) The encoding of the physical dynamics of the light stimulus into neural response dynamics takes place in the retinal photoreceptor cells. At low response amplitudes these cells operate linearly. This is true of the complete response to small numbers of photons, but also for the earliest rise of responses to any light pulse with sharp onset in time (e.g. Baylor, Hodgkin, & Lamb, 1974; Baylor, Nunn, & Schnapf, 1984; Schnapf, Nunn, Meister, & Baylor, 1990; Lamb & Pugh, 1992; Schneeweis & Schnapf, 1995; Smith & Lamb, 1997; Paupoo, Mahroo, Friedburg, & Lamb, 2000) . The amplitude at any early moment t is obtained by linear superposition of the responses to the photons that have been absorbed between stimulus onset and t. Secondary effects such as compressive non-linearity, response shutoff or resetting of the gain control become important only at somewhat higher response amplitudes and/or later times. The linear I-R code in the first stage of vision holds for the early phases of large responses as well as for small responses in their entirety.
(4) Under the simple assumption that a signal is ''seen'' as soon as it crosses a small criterion amplitude, waveforms similar to those of photoreceptor responses and provided with linear I-R scaling produce visual delay functions that approximate Pi e eron functions (Burkhardt, Gottesman, & Keenan, 1987; Donner, 1989) . This is schematically illustrated in Fig. 1 . For a simple mathematical expression giving the time to criterion, it remains most convenient to use phenomenological filter models of the type introduced by Fuortes and Hodgkin (1964) and Baylor et al. (1974) . Although considerable realism has been attained in relating the waveform of the early rise to the molecular events of phototransduction (Lamb & Pugh, 1992; Paupoo et al., 2000) , these models are less suitable for the present Fig. 1 . The time-to-criterion of linearly scaling photoreceptor-like responses resembles a ''Pi e eron function'' of stimulus contrast. (A) A family of responses to contrast steps at 0.5 log unit intervals generated by the ''independent activation'' model of Baylor et al. (1974) with n ¼ 4. (B) The early part of the responses (shaded rectangle in A) enlarged. A criterion amplitude corresponding to 1% of the maximal response amplitude (R max ) is indicated by the thick dotted line (''threshold''). Linearity is illustrated by the fact that the response to log relative contrast 0.5 crosses this 1% criterion at the same moment as the response to log relative contrast 1.0 crosses the level 3.16% (10 0:5 ¼ 3.16; thin dotted line). (C) The times to the 1% criterion (stars) show a power-function-like decrease with increasing log contrast, as indicated by Eq. (2). purpose, as they only deal with the early rise of photoreceptor responses. Firstly, the shutoff kinetics included in the filter models is also needed. Secondly, the filter models are not restricted to photoreceptors, but apply also e.g. to the responses of the ganglion cells at the retinal output (Purpura, Tranchina, Kaplan, & Shapley, 1990) , which correspond to the absolute time scale of photopic vision better than do those of the cone photoreceptors as such (Rovamo, Raninen, & Donner, 1999) . For mere description of the early rise, the filter models perform as well as the Lamb-Pugh model (see Hood & Birch, 1993) . Of the different formulations, we (arbitrarily) choose the ''independent activation'' variant of Baylor et al. (1974) to derive an analytical expression for L. The duration of the contrast pulse used by Vassilev et al. (2002) was 100 ms, which can be broadly regarded as a ''step'' of light. The photoreceptor time-to-criterion (l) is then
where s and n are the (largest) time constant and number of stages of the low-pass filter, respectively (Baylor et al., 1974; cf. Donner, Koskelainen, Djupsund, & Hemil€ a a, 1995; Djupsund, Fyhrquist, Hariyama, & Donner, 1996) and C T is threshold contrast. Adding a constant ''transmission'' delay a and substituting contrast C by flux U, i.e. contrast summed over a summation area A (U ¼ C Â A), reaction time or latency at some higher level in the visual system is
As an example, Fig. 2 shows one possible fit of this function to data from Vassilev et al. (2002) 
Discussion
We propose that area-intensity equivalence in the signal determining visual delays is due to the fact that stimulus intensity and area are both coded linearly at the low amplitudes associated with the earliest visual responses at any level in the system. Our reason for specifically emphasizing the early photoreceptor response is that the presence of I-R linearity in the input stage constitutes one necessary condition for the model. We do not imagine that the shape of the cone response is accessible to the brain as such. However, the general logic of the model is robust against a number of transformations during signal transmission, all linear transformations among them. These may include sequential integrations and differentiations (low-pass and high-pass filtering) and rescaling, as well as jitter in the transmission speeds over different spatial ''lines'' (see Donner, 1989) . On the other hand, the parameters of the signal (n and s) will indeed be modified by such effects, and therefore neurophysiological attributions of psychophysically observed parameter values (e.g. to specific retinal cell types) must be made with caution. For example, in Fig. 2 the curve with parameters n ¼ 5 and s ¼ 100 ms is shown only as an example of the type of fits provided by Eq. (3). A very similar fit could be obtained with parameters n ¼ 7 and s ¼ 60 ms, but in both cases the time parameters are several times larger than those observed in primate cones (Schneeweis & Schnapf, 1995) .
Interestingly, a negative contrast stimulus with sharp onset is expected to produce a response that has roughly the same waveform, but opposite polarity compared with a positive stimulus. Hence visual delay functions to ON-and OFF stimuli are expected to show similar contrast-dependence over some range (Burkhardt et al., 1987) . It cannot be a priori known whether the first reaction to the onset of spatial contrast modulation on a homogeneous background is determined by the ON-or OFF-pathway, or both.
