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Introduction
Shannon's information theory is a natural framework for studying the correlations among stochastic variables. Claude Shannon proved that the entropy of a single stochastic variable uniquely quantifies how much information is required to identify a sample value from the variable, which follows from four quite plausible axioms (non-negativity, continuity, monotonicity and additivity) [1] . Using similar arguments, the mutual information between two stochastic variables is the only pairwise correlation measure which quantifies how much information is shared. However, higher-order informational measures among three or more stochastic variables remain a long-standing research topic [2] [3] [4] [5] [6] .
A prominent higher-order informational measure is synergistic information [3] [4] [5] [7] [8] [9] [10] , however it is still an open question how to measure it. It should quantify the idea that a set of variables taken together can convey more information than the summed information of its individual variables. Synergy is studied for instance in the context of regulatory processes in cells and networks of neurons. To illustrate the idea at a high level, consider the recognition of a simple object, say a red square, implemented by a multi-layer neuronal network. Some input neurons will implement local edge detection, and some other input neurons will implement local color detection, but the presence of the red square is not defined solely by the presence of edges or red color alone: it is defined as a particular higher-order relation between edges and color. Therefore, a neuronal network which successfully recognizes an object must integrate the multiple pieces of information in a synergistic manner. However, it is unknown exactly how and where this is implemented in any dynamical network because no measure exists to quantify synergistic information among an arbitrary number of variables.
We consider the task of predicting the values of an outcome variable Y using a set of source variables
The total predictability of Y given X is quantified information-theoretically by the classic Shannon mutual information, 
This denotes the remaining entropy of Y given that the value for X is observed.
In this article we address the problem of quantifying synergistic information between X and Y . To illustrate information synergy, consider the classic example of the XOR-gate of two i.i.d. binary inputs, defined by the following (deterministic) input-output table. A priori the outcome value of Y is 50/50 distributed. It is easily verified that observing both inputs 1 X and 2 X simultaneously fully predicts the outcome value Y , while observing either input individually does not improve the prediction of Y at all. Indeed, we find that: 
In words this means that in this case the information about the outcome is not stored in either source variable individually, but is stored synergistically in the combination of the two inputs. In this case Y stores whether 12 XX  , which is independent of the individual values of either 1 X or 2 X .
Two general approaches to quantify synergy exist in the current literature. On the practical side, methods have been devised to approximate synergistic information using simplifying assumptions. An intuitive example is the 'whole minus sum' (WMS) method [10] which simply subtracts the sum of pairwise ('individual') mutual information quantities from the total mutual information, i.e.,    
. This formula is based on the assumption that the i X are uncorrelated; in the presence of correlations this measure may become negative and ambiguous.
On the theoretical side, the search is ongoing for a set of necessary and sufficient conditions for a general synergy measure to satisfy. To our knowledge, the most prominent systematic approach is the Partial Information Decomposition framework (PID) proposed by Williams and Beer [3] . Here, synergistic information is implicitly defined by additionally defining so-called 'unique' and 'shared'
information; together they are required to sum up to the total mutual information   : I X Y , among other conditions. However, it appears that the original axioms of Shannon's information theory are insufficient to uniquely determine the functions in this decomposition framework [11] , so two approaches exist: extending or changing the set of axioms [3, 7, 8, 12] , or finding 'good enough' approximations [3, 6, 9, 10] .
Our work differs crucially from the abovementioned approach. In fact, we will define 'synergy' from first principles which is incompatible with PID. We use a simple example to motivate our perceived incongruence of PID. Our proposed procedure of calculating synergy is based upon a newly introduced notion of perfect 'orthogonal decomposition' among stochastic variables. We will prove important basic properties which we feel any successful synergy measure should obey, such as non-negativity and insensitivity to reordering subvariables. We will also derive a number of intriguing properties, such as an upper bound on the amount of synergy that any other variable can have about a given set of variables. Finally, we provide a numerical implementation which we use for experimental validation and demonstrate that synergistic variables have increased resilience to noise, which is an important property at large and specifically in biological systems. 
In words, B is decomposed into two orthogonal stochastic variables , BB  so that (i) the two parts taken together are informationally equivalent to B ; (ii) the orthogonal part has zero mutual information about A ; and (iii) the parallel part has the same mutual information with A as the original variable B has.
Related literature on decomposing correlated variables
Our notion of orthogonal decomposition is related to the ongoing study of 'common random variable' definitions dating back to around 1970. In particular our definition of B appears equivalent to the definition by Wyner [13] 
 and it appears in practice that typically the 'less than' relation actually holds. Their variable is more restricted than ours but has applications in zero-error communication and cryptography.
Sufficiency of decomposition
Our definition of orthogonal decomposition is sufficient to be able to define a consistent measure of synergistic information, as we will show in Section 2.2. However we leave it as an open question whether Eq. (1) is actually more stringent than strictly necessary. Therefore, our statement is that if orthogonal decomposition is possible then our synergy measure is valid; in case it is not possible then it remains an open question whether this implies that it is impossible to define synergy in a similar manner to ours. Important future work is thus to try to minimize the conditions of orthogonal decomposition while leaving a synergy measure intact.
Satisfiability of decomposition
Indeed it turns out that it is not always possible to achieve a perfect orthogonal decomposition according to Eq. (1), depending on A and B . For example, we demonstrate in Appendix 6.5 that for the case of binary-valued A and B it is impossible to achieve the decomposition in case B depends
On the other hand, one sufficient condition for being able to achieve a perfect orthogonal decomposition is being able to restate A and B as   We propose the following line of reasoning to (asymptotically) reach this restating of A and B or at least approximate it. Nevertheless the remainder of the paper simply assumes the existence of the orthogonal decomposition and does not use any particular method to achieve it.
Consider the Karhunen-Loève transform (KLT) [17] [18] [19] which can restate any stochastic variable X as Typically this transform is defined for a range of random variables in the context of a continuous stochastic process   
The choice of the common k Z could either be natural, such as a common stochastic process of which both A and B are part, or a known common signal which two receivers intermittently record. Otherwise k Z could be found through a numerical procedure to attempt a numerical approximation, as is done for instance in image analysis tasks.
Proposed framework

Synergistic random variable
Firstly we define that S is a synergistic random variable (SRV) of
In words, an SRV stores information about X as a whole but no information about any individual i X which constitute X . Each SRV i S is defined by a conditional probability distribution
 
Pr ii SX and is thus conditionally independent of any other SRV given X . We denote the collection of all possible, non-redundant SRVs of X as the joint random variable () X  . We sometimes refer to   X  as a set because the ordering of its marginal distributions (SRVs) is irrelevant due to their conditional independence.
Maximally synergistic random variables
The set () X  may in general be uncountable, and many of its members may have extremely small mutual information with X , which would prevent any practical use. Therefore we introduce the notion of maximally synergistic random variables (MSRV) which we will also use in some proofs. We do not have a proof that this set is countable, however our numerical results (see especially Figure 3 )
show that a typical MSRV has substantial mutual information with X (about 75% of the maximum possible). This suggests that either the set of MSRVs is countable or that the mutual information of a subset of MSRVs rapidly converges to their maximum, aiding a practical use.
We define the set of MSRVs of X , denoted   X  , as the smallest possible subset of () X  which still makes 
Orthogonalized SRVs
In order to prevent doubly counting synergistic information we orthogonalize all MSRVs. Let us denote   12 , ,... i i S S S  for a particular ordering of all MSRVs in () X  . Then we convert () X  into a set of orthogonal MSRVs, or OSRVs for short, for a given ordering:
In words, we iteratively take each MSRV 
by the above definition of orthogonal decomposition.
Total synergistic information
We define the total amount of synergistic information that Y stores about X as:
In words, we propose to quantify synergy as the sum of the mutual information that Y contains about each MSRV of X , after first making the MSRVs independent and then reordering them to maximize this quantity. In the next Section we will prove several desired properties which this definition satisfies; here we finish with an informal outline of the intuition behind this definition and refer to corresponding proofs where appropriate.
Outline of intuition of the proposed definition
Our initial idea was to quantify synergistic information directly as
, however we found that this results in undesired counting of non-synergistic information which we demonstrate in Section 2.4.3 and in Appendix 6.2.1. That is, two or more SRVs taken together do not necessarily form an SRV, meaning that their combination may store information about individual inputs. For this reason we use the summation over OSRVs. Intuitively, each term in the sum quantifies a 'unique' amount of synergistic information which none of the other terms quantifies, due to the independence among all
That is, no synergistic information is doubly counted, which we also argue in Appendix 6.2 by proving that
. On the other hand, no possible type of synergistic information is ignored (undercounted). This can be seen from the fact that only fully redundant variables are ever discarded in the above process; also we prove for example in Section 2.3.6 in the sense that for any arbitrary X there exists a Y such that
This summation is sensitive to the ordering of the orthogonalization of the SRVs. The reason for maximizing over these orderings is the possible presence of synergies among the SRVs themselves. We prove that   syn I X Y  handles correctly such 'synergy-among-synergies', i.e., does not lead to over counting or undercounting, in Appendix 6.3.
Basic properties
Here we first list important minimal requirements that the above definitions obey. The first four properties typically appear in the related literature either implicitly or explicitly as desired properties; the latter two properties are direct consequences of our first principle to use SRVs to encode synergistic information. The corresponding proofs are straightforward and sketched briefly.
Non-negativity
This follows from the non-negativity of the underlying mutual information function, making every term in the sum of Eq. (6) non-negative.
Upper-bounded by mutual information
This follows from the Data-Processing Inequality [20] , where X is first processed into .
Equivalence class of reordering in arguments
'' , for any reordered labelings ' and '.
This follows from the same property of the underlying mutual information function and that of the sum in Eq. (6). 
Zero synergy about a single variable
This follows from the fact that each
is computed from X and is therefore completely redundant given X , so each term in the sum in Eq. (6) must be maximal and equal to   i HS  . Since
Consequential properties
We now list important properties which are induced by our proposed synergy measure
 along with their corresponding proofs.
Upper bound on the mutual information of an SRV
The maximum amount of mutual information (and entropy) of an SRV of a set of variables can be derived analytically. We start with the case of two input variables, i.e., 2 X  , and then generalize. 
.
using that 
The generalization to N variables is fairly straightforward by induction (see Appendix 6.1) and here illustrated for the case 3 N  for one particular labeling 1  2  3  1  2  3  1  2   2  1  1  3  1  2   2  1  2  1  3  1  2  3  1  2   2  1  3  1  2   1  2  3  1   , , :  , :  :  ,   : : , , ,
I X X X S I X X S I X S X X (17) Since this inequality must be true for all labelings of the   i i X , in particular for the labeling that maximizes   1 HX , and extending this result to any N , we find that
Then their mutual information is bounded as follows:
Finally, we assume that the SRV is 'efficient' in the sense that it contains no additional entropy that is
After all, if it would contain additional entropy then by our orthogonal decomposition assumption we can distill only the dependent part exactly. Therefore the derived upper bound of any SRV is also the upper bound on its entropy.
Non-equivalence of SRVs
It is indeed possible to have at least two non-redundant MSRVs in   X  , i.e.,     is actually the maximum possible mutual information that any SRV can store about X . Since the MSRVs are a subset of the SRVs it follows trivially that SRVs can be non-equivalent or even independent. Figure 1 : the values of the two MSRVs S1 and S2 which are mutually independent but highly synergistic about two 3-valued variables X1 and X2. X1 and X2 are uniformly distributed and independent.
Synergy among MSRVs
The combination of two (or more) MSRVs   
Each XOR-gate of random binary inputs is an MSRV
Lastly we use our definition of synergy to prove the common intuition that the XOR-gate is maximally synergistic about a set of i.i.d. binary variables (bits), as suggested in the introductory example.
We start with the case of two bits   12 , 0,1 XX . As SRV we take 1 1 2
S X X . The entropy of this SRV equals 1, which is in fact the upper bound of any SRV for this X , Eq. (18) . Therefore no other SRV can make 1 S completely redundant such that it would prevent 1 S from becoming an MSRV (Section 2.2.2). It is only possible for another SRV to make 1 S redundant in case the converse is also true, in which case the two SRVs are equivalent. An example of this would be the NXOR (NOT-XOR) gate which is informationally equivalent to XOR. Here we consider equivalent SRVs as one and the same. Following the same reasoning as the two-bit case, S is indeed an MSRV. We remark that conversely, each possible set of XOR gates is not necessarily an MSRV because, e.g., 13 XX  is redundant given both 12 XX  and 23 XX  . That is, some (sets of) XOR-gates are redundant given others and will therefore not be member of the set   X  by construction.
Numerical implementation
We have implemented the numerical procedures to compute the above as part of a Python library named jointpdf (available online 1 ). Here, a set of discrete stochastic variables X is represented by a matrix of joint probabilities of dimensions n m , where n is the number of variables and m is the added to the numerical optimization. The procedure finishes once no more OSRVs are found. The optimization of their ordering is implemented by restarting the sequence of numerical optimizations from different starting points and taking the result with highest synergistic information. Orthogonal decomposition is also implemented even though it is not used since the OSRV set is built directly using this optimization procedure. This uses the fact that each decomposed part of an SRV must also be an SRV (assuming perfect orthogonal decomposition) and can therefore be found directly in the optimization. For all numerical optimizations the algorithm scipy.optimize.minimize (version 0.11.0) is used.
Once the probability distribution is extended with the set of OSRVs, the amount of synergistic information has a confidence interval due to the approximate nature of the numerical optimizations.
That is, one or more OSRVs may turn out to store a small amount of unwanted information about individual inputs. We subtract these unwanted quantities from each mutual information term in Eq. (6) in order to estimate the synergistic information in each OSRV. However, these subtracted terms could be (partially) redundant, the extent of which cannot be determined in general. Thus, once the optimal sequence of OSRVs is found we take the lower bound on the estimated synergistic information 
The following numerical results have been obtained for the case of two input variables, 
Success rate and accuracy of finding SRVs
Our first result is on the ability of our numerical algorithm to find a single SRV as function of the number of possible states per individual variable. Namely, our definition of synergistic information in Eq. (6) relies on perfect orthogonal decomposition; we showed that perfect orthogonal decomposition is impossible for at least one type of relation among binary variables (Appendix 6.5), whereas previous work hints that continuous variables might be (almost) perfectly decomposed (Section 2.1.4). Figure 2 shows the probability of successfully finding an SRV for variables with a state space of 2, 3, 4 and 5 values. Success is defined as a relative error on the entropy of the SRV of less than 10%. Pr , , X X Y distributions. The fact that it is lowest for binary variables is consistent with the observation that perfect orthogonal decomposition is impossible in this case under at least one known condition (Appendix 6.5). The fact that it converges to 1 is consistent with our suggestion that orthogonal decomposition could be possible for continuous variables (Section 2.1.4) . Blue box plot: expected relative error of the entropy of a single SRV, once successfully found.
In Figure 2 we also show the expected relative error on the entropy of an SRV once successfully found. This is relevant for our confidence in the subsequent results. For 2 or 3 values per variable we find a relative error in the low range of 1-3%, indicating that finding an SRV is a bimodal problem: either it is successfully found with relatively low error or it is not found successfully and has high error. For 4 or more values per variable a satisfactory SRV is always successfully found. This indicates that additional degrees of freedom aid in finding SRVs.
Efficiency of a single SRV
Once an SRV is successfully found, the next question is how much synergistic information it actually contains compared to the maximum possible. According to Eg. (18) , the upper bound is the minimum of 21 ( | ) H X X and 12 ( | ) H X X . Thus, a single added variable as SRV has in principle sufficient entropy to store this information. However, depending on   12 Pr , XX it is possible that a single SRV cannot store all synergistic information at once, regardless of how much entropy it has, as demonstrated in Section 2.4.3. This happens if two or more SRVs would be mutually 'incompatible' (cannot be combined into a single, large SRV). Therefore we show the expected synergistic information in a single SRV normalized by the corresponding upper bound in Figure 3 .
The decreasing trend indicates that this incompatibility among SRVs plays a significant role as the state space of the variables grows. This would imply that an increasing number of SRVs must be found in order to estimate the total synergistic information   syn I X Y  . Fortunately, Figure 3 also suggests that the efficiency settles to a non-zero constant which implies that the number of needed SRVs does not grow to impractical numbers. ,: I X X Y due to the perturbation. That is, we ask whether a small perturbation disrupts the information transmission when viewing 12 , X X Y  as a communication channel. In Figure 4 we show that a synergistic Y is significantly less susceptible to local perturbations compared to a randomly generated Y . For non-local perturbations the difference in susceptibility is smaller but still significant. The null-hypothesis of equal population median is rejected both for local and non-local perturbations (Mood's median test, p-values 13 1.2 10   and 5 5.5 10   respectively; threshold 0.01).
Figure 3: Synergistic entropy of a single SRV normalized by the theoretical upper bound. The input consists of two randomly generated stochastic variables with 2, 3, 4, or 5 possible values per variable (x-axis). The SRV is constrained to have the same number of possible values. The initial downward trend shows that individual SRVs become less efficient in storing synergistic information as the state space per variable grows. The apparent settling to a non-zero constant suggests that estimating synergistic information does not require a diverging number of SRVs to be found for any number of values per variable.
Resilience implication of synergy
The difference in susceptibility for local perturbations is intuitive because an SRV has zero mutual information with individual inputs, so it is arguably insensitive to changes in individual inputs. We still find a non-zero expected impact; this could be partly explained by our algorithm's relative error being on the order of 3% which is the same order as the relative impact found (2%). In order to test this intuition we devised the non-local perturbations to compare against. A larger susceptibility is indeed found for non-local perturbations, however it remains unclear why synergistic variables are still less susceptible in the non-local case compared to randomly generated variables. Nevertheless, our numerical results indicate that synergy plays a significant role in resilience to noise. This is relevant especially for biological systems which are continually subject to noise and must be resilient to it.
A simple use-case on using the jointpdf package to estimate synergies, as is done here, is included in Appendix 6.7. Most theoretical work on defining synergistic information uses the PID framework [3] , which (informally stated) requires that  
. That is, the more synergistic information Y stores about X , the less information it can store about an individual i X because those two types of information are required to sum up to the quantity   : I X Y as non-negative terms. Our approach is incompatible with this viewpoint. That is, in our framework the amount of synergistic X . The fact that no successful synergy measure has been found to date that satisfies the PID framework led us to explore a completely different viewpoint. If our proposed measure would prove successful then it may imply that the decomposition requirement is too strong for a synergy measure to obey. Whether our proposed synergy measure can be used to define a different notion of decomposition remains an open question.
We find an additional argument against the decomposition requirement in the example in Section 2.4.2 and 2.4.3. This example demonstrates that two independent SRVs (zero mutual information) can exist which are not synergistic when taken together. That is, there are evidently two distinct ways in which a variable Y can be completely synergistic about X . However, it is impossible to store information about both these SRVs (maximum synergy) while still having zero information about all individual variables i X . This suggests that synergistic information and 'individual' information cannot simply be considered as mutually exclusive. Our proposed definition builds upon the concept of orthogonal decomposition. It allows us to rigorously define a single, definite measure of synergistic information from first principles. However further research is needed to determine for which cases this decomposition can be done exactly, approximately, or not at all. Even if in a specific case it would turn out to be not exactly computable (due to imperfect orthogonal decomposition) then our definition can still serve as a reference point. To the extent that a necessary orthogonal decomposition must be approximated (or bounded), the resulting amount of synergistic information must also be considered an approximation (or bound).
Our final point of discussion is that the choice of how to divide a stochastic variable X into subvariables   i i XX  is crucial and determines the amount of information synergy found. This choice strongly depends on the specific research question. For instance, the neurons of a brain may be divided into the two cerebral hemispheres, into many anatomical regions, or into individual neurons altogether, where at each level the amount of information synergy may differ. In this article we are not concerned with choosing the division and will calculate the amount of information synergy once the subvariables have been chosen.
Conclusion
In this paper we propose a measure to uniquely quantify synergistic information from first principles.
Briefly, we first 'extract' all synergistic entropy of a set of variables   Our proposed measure satisfies important desired properties, e.g., it is non-negative and bounded by mutual information, invariant to rearranging X , and always has zero synergy if the input is a single variable. We also prove four important properties of our synergy measure. In particular, we derive the maximum mutual information in case Y is an SRV; we demonstrate that synergistic information can be of different types (multiple, independent SRVs); and we prove the fact that the combination of multiple SRVs may store non-zero information about an individual i X in a synergistic way. This latter property leads to the intriguing concept of 'synergy among synergies', which we show must necessarily be excluded from quantifying synergy in Y about X but which might turn out to be an interesting subject of study in its own right. Finally, we provide a software implementation of the proposed synergy measure.
The ability to quantify synergistic information in an arbitrary multivariate setting is a necessary step to better understand how dynamical systems implement their complex information processing capabilities. Our proposed framework based on SRVs and orthogonal decomposition provides a new line of thinking and produces a general synergy measure with important desired properties. Our initial numerical experiments suggest that synergistic relations are less sensitive to noise, which is an important property of biological and social systems. Studying the information synergy in complex adaptive systems will certainly lead to substantial new insights into their various emergent behaviors, ranging from 5 Acknowledgements : 
Synergy measure correctly handles synergy-of-synergies among SRVs
By 'correctly handled' we mean that synergistic information is neither overcounted nor undercounted. We already start by the conjecture that 'non-synergistic' redundancy among a pair of SRVs does not lead to under or overcounting synergistic information. That is, suppose that   12 :0 I S S  , which we consider 'non-synergistic' mutual information. If Y correlates with one or neither SRV then the optimal ordering is trivial. If it correlates with both then any ordering will do, assuming that their respective 'parallel' parts (see Section 2.2.5) are informationally equivalent and it does not matter which one is retained in These are the "parallel" and "parsimony" conditions, concluding the proof.
Use-case of estimating synergy using the provided code
Our code can be run using any Python interface. As an example, suppose that a particular probability distribution is given of two 'input' stochastic variables, each having three possible values. We generate a random probability distribution as follows.
from jointpdf import JointProbabilityMatrix # randomly generated joint probability mass function p(A,B) # of 2 discrete stochastic variables, each having 3 possible values p_AB = JointProbabilityMatrix(2,3)
We add a fully redundant (fully correlated) output variable as follows. With the jointpdf package it is also easy to marginalize stochastic variables out of a joint distribution, add variables using various constraints, compute various information-theoretic quantities, and estimate distributions from data samples. It is implemented for discrete variables only. More details can be found on its website https://bitbucket.org/rquax/jointpdf.
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