In this paper, I present a modification of the Beylkin inversion operator. This modification accounts for the band-limited nature of the data and makes the role of discontinuities in the sound speed more precise. The inversion presented here partially dispenses with the small-parameter constraint of the Born approximation. This is shown by applying the proposed inversion operator to upward scattered data represented by the Kirchhoff approximation, using the angularly dependent geometrical-optics reflection coefficient. A fully nonlinear estimate of the jump in sound speed may be extracted from the output of this algorithm interpreted in the context of these Kirchhoff-approximate data for the forward problem.
INTRODUCTION
This paper is motivated by the brilliant paper by Beylkin (1985) . Beylkin presented a theory for asymptotic inversion of observations for the constant-density acoustic wave equation. The method is based on the Born approximation for the forward problem. It allows for a completely general background sound speed in the inverse problem, as well as an assortment of possible source-receiver configurations broad enough to accommodate most of the cases of interest in seismic exploration and other applications. For example, the method applies to zero-offset data; common-source (or single-source), multireceiver array data (or the reverse); or fixed-offset data. The inversion of the data is an integral over the source-receiver array. Extension to other wave equations is also quite apparent from the presentation. Thus, the method provides a unified inversion theory for all of the source-receiver configurations used in practice, including vertical seismic profiles.
Despite the fundamental significance of Beylkin' s results, I find that further analysis is necessary for implementation of his method on reflection seismic data. For example, the results leave imprecise the manner in which his method actually produces the discontinuities in the sound speed. The theory only predicts that the result is a leading-order, high-frequency asymptotic inversion operator. As presented, the theory does not account for the band-limited nature of the input data and does not relate the output to the information being sought. representation of the upward propagating wave by the Born approximation, one could only have confidence in the results for small discontinuities in sound speed. I propose here a modification of the Beylkin inversion operator that addresses each of these issues. I show that the smallparameter constraint of the Born approximation can be at least partially eliminated by applying the inversion operator I propose here to upward scattered data represented by the Kirchhoff approximation, using the fully nonlinear and angularly dependent geometrical-optics reflection coefficient. This operator differs from Beylkin' s in a power of w, the frequency variable, and in a spatial factor as well. The output of the inversion operator presented here is interpreted in terms of its effect on these Kirchhoff data.
The model data are represented in the frequency domain as an integral over the reflecting surface. The inversion of these data requires filtering in the frequency domain, then integration over frequency and over the source-receiver surface. Thus, the application of the inversion operator to these data is a multifold integral over the source-receiver surface, the reflecting surface, and frequency. The spatial integrals are computed by the method of stationary phase. I show that the output is asymptotically a scaled singular function of the reflecting surface. The singular function of a surface is a Dirac delta function whose support is on the surface. Thus, knowledge of the singular functions is equivalent to mathematical imaging of the reflector. The effects of band limiting on the delta function are readily determined and can be accounted for in the analysis of the output of the inversion operator.
The scale factor multiplying the singular function is proportional to the geometrical-optics reflection coefficient. In addition to its dependence on the variations in sound speed, this reflection coefficient depends on an opening angle between rays from a source and receiver pair to the reflector. These two rays satisfy Snell' s law at the output point on the reflector. The opening angle is unknown. I show how to determine this unknown angle by using two inversion operators whose amplitudes differ only by a multiplicative factor. With this angle determined, the reflection coefficient contains only the sound speed below the reflector as an unknown, and it can be determined.
A recursive application of the inversion formalism is possi-ble. That is, starting from the upper surface, each time a major continuity surfaces or curves. In the application to Beylkin' s reflector is imaged, the background sound speed is updated to result, I need only identify his inversion representation as an account for the new information and data are processed inverse Fourier transform and then identify k for this repredeeper into the section until a new major reflector is imaged.
sentation. In fact, Beylkin (1985) provides the Fourier interThe inversion is produced pointwise, rather than globally as in pretation of his formalism. It then remains to verify the validiFourier inversion methods. Hence, the present inversion forty of the application of this theory to upward scattered data in malism lends itself to this type of recursive implementation. this general context, which I present here. In these results, the upper surface is allowed to be curved. Thus, the inversion eliminates two preprocessing steps usually applied to seismic data. The first step is a static correction for variable height of the source-receiver array. The second is stacking to produce "equivalent" zero-offset (backscatter) data.
Central to the derivation of these results is the method of multidimensional stationary phase. The interpretation of the output of the inversion algorithm in terms of a reflector image and the estimation of the reflection coefficient arise in a natural way in this method. Furthermore, the method predicts that such imaging will occur only at those points on the reflector for which there is a specular pair of rays from the source and the receiver to the surface point being imaged. This prediction ties the inversion back to the required source-receiver array necessary for imaging the reflectors in the subsurface.
The main new results presented are as follows. First, I modify Beylkin' s (1985) inversion operator to produce a reflector map. Second, I show how to estimate the new value of sound speed below the reflector from the output. This estimate is based on application of the inversion operator to bandlimited Kirchhoff data. Hence, it accounts for band limiting and it is not subject to the small-perturbation constraint of the Born approximation, even though Beylkin' s inversion operator was originally motivated by the Born representation of the upward scattered data. This analysis is carried out for the cases of common-source data, common-receiver data, and common-offset data and a background propagation speed that depends on all three spatial variables. The analysis is achieved even though the geometrical-optics reflection coefficient depends on an a priori unknown opening angle between an incident and reflected ray pair at the point in question.
The present method neglects multiple reflections. Furthermore, in order for a reflector to be located accurately, the sound speed above the test reflector for the model data must be close to the "true" sound speed. Finally, the estimate of sound speed below the reflector is determined from eequations involving the value of the sound speed above the reflector. Thus, the background sound speed above the reflector of interest must be close to the true value for the value below that reflector to be close to the "true" value. In this sense, I have not completely dispensed with the small perturbations required for the Born approximation. However, having met these criteria, the method allows the increment in sound speed across the reflector to be arbitrary. By adjusting the background based on such an "accurately" determined estimate of sound speed, one could hope that the necessary constraints will apply at the next deeper reflector.
Computer implementation of this algorithm proceeds along the same lines as described in and Cohen and Hagin (1985) . First, each data trace is transformed to the frequency domain, then it is filtered and inverse transformed to provide a new data set of traces. For each output point, a summation is then carried out over the traces in the sourcereceiver array. The time on each trace is taken to be the sum of the traveltimes from the source and receiver points to the output point. In this summation, one must honor causality and antialiasing in the spatial domain. The computation of the traveltimes and amplitude of the inversion operator becomes progressively more intense as the complexity of the background is increased, from constant to depth-dependent to dependent on depth and one or both transverse variables.
The verification of the two-and-one-half dimensional (2.5-D) specialization of this modification of Beylkin' s result has already been presented in Bleistein et al. (1987) . In that case, it is assumed that the data are gathered only on a single line on the surface and that all parameters of the subsurface are functions of the transverse variable along that line and that depth. Significant simplifications occur in the analysis because fourfold integrals over two surfaces appearing in the analysis here reduce to twofold integrals over two curves in the 2.5-D case. The inversion formula (4) was deduced as follows. I started from Beylkin' s (1985) equation (4.3) and expressed the timedomain data of that equation as an integral of the frequencydomain data. Asymptotic analysis indicates that for highfrequency band-limited data, this inversion formula will produce a band-limited step function wherever the sound speed has a discontinuity. In a theory developed in Bleistein (1984) , it is shown that multiplication by an extra factor of iw will produce a band-limited Dirac delta function which peaks on the discontinuity surface; this delta function is the singular function of the surface. The plot of this function is an image of the reflector. The other factors in the amplitude provide the desired scaling of the singular function, as is shown below.
The spatial integration in equation (4) is a Kirchhoff migration of the processed traces. The processing amounts to filtering and tapering in the frequency domain before inverse transforming to the time domain. The time at which the processed traces are evaluated is the traveltime from source to output point to receiver in the background sound speed. Any highfrequency model of the data can be expected to have the same type of phase, except that the output point would be replaced by a subsurface scattering point. Thus, the inversion may be viewed as a matched, spatially varying filter, again with its amplitude determined from the inversion theory. A major objective of the remainder of this paper is to verify that I have picked this filter correctly.
The factor iw/l Vz(x, xS) + VT(X, xJI is a generalization of the operator d/dz appearing in Kirchhoff migration (Schneider, 1978). In the frequency and wave-vector domain, i?/& is equivalent to multiplication by ik, . It can be shown that for a reflector which is not horizontal, the latter filter will produce a pulse, weighted (in part) by the cosine of the angle between the normal to the reflector and the z-direction. The generalization used here avoids that cosine factor. That is one of the main results of the singular function theory (Cohen and Bleistein, 1979 ; Bleistein, 1984 
is the difference of traveltimes, i.e., the source point to the input point to the receiver point, minus the source point to the output point to the receiver point. The surface S is described parametrically in terms of two parameters (0,. oZ) by an equation of the form I focus attention on this stationary point when x is in the neighborhood of S. That is, this is the stationary point which has the limit x' = x as x approaches S. If there were no source-receiver pair in the seismic survey under consideration which included the particular x, and x, needed to complete the stationary triple, then the asymptotic contribution for that point x would be of lower order in o and almost always of a smaller numerical value after the w integration than the result I obtain below. Thus, I proceed under the assumption that such a stationary triple has been determined and that the corresponding values of 6 and 5 are interior points of their respective domains of integration. x' = x' (a), 
with x' evaluated at the stationary point x on S and x, and x, evaluated so as to make the phase stationary. From this result, the determinant is seen to be positive, so that the eigenvalues of each sign must occur in pairs. Thus, the only choices for sig (DC,) are -4 and 0 and the only effect that the signature factor can have on the final result in equations (14) and (15) is a multiplication by -1 or + 1, respectively. In Appendix B, I show that, in fact, the signature is zero and the multiplier is + 1. I argue by continuity that if this signature is equal to unity for x on S, then it must be equal to unity for x in some neighborhood of S. I assume that this neighborhood is at least a few wavelengths at the frequencies within the band of the data. Then, the depiction of the output described below will hold in a region around S sufficiently wide for the reflector to be detected. With sig [' I+,,] = 0, the integral 1(x) defined by equation (15) 
Again, x' , x,, and x, are determined here as functions of x by the stationarity conditions equation (A-l) , so that the entire result is a function of x. This result images the reflector through the dependence of p(x) on the function ys(x). This confirms part of the claim about the nature of the output of the inversion operator equation (4) when applied to Kirchhoff data. To complete the verification, it only remains to determine the peak amplitude of this result when x is on the reflector.
To determine this peak amplitude, I first introduce the acute angle 8 between the upward normal to the surface and the incident and reflected rays on the surface. Note that the downward gradients V' r(x' , XJ and V' T(X' , x,) make angles of (x -0) with this normal and an angle of 20 with one another. Therefore, R(x, x,) ] remain coupled in this equation.
and t3 and c, [which is implicit in
As a first step, I address the determination of 8. From equation (25), the first fraction in equation (28) Equaticn (28) shows that the-actual nmnericai value at the peak depends on the area under the filter in the frequency domain, the opening angle 0 between the normal and each of the rays from x, to x on S and from x, to x on S, and the reflection coefficient at that opening angle. We know the filter and, hence, the area under the filter, but the separate elements Suppose that both operators p(x) and p,(x) have been computed for a data set. Furthermore, a particular point x has been identified as being a peak of the band-limited singular functions depicting the reflecting surface. Then cos 0 is determined from the ratio of the outputs. Furthermore, dividing the peak value of p,(x) by the area under the filter in the frequency domain provides a value for the left side of equation (33) 
IMPLEMENTATION
As an integral operator, the inversion proposed here is a linear operator on the data. Thus, given a standard data set which is the response to many reflectors, the inversion will treat the data from many reflectors (and, unfortunately, the multiples) as described for a single reflector in the previous sections. Reflector locations will be imaged in accordance with traveltimes in the background sound speed.
The method can be used recursively. That is, suppose that from the time section a first major reflector is identified in the subsurface. Data are processed sufficiently deep to image that reflector and estimate the sound speed below it. With this new value of sound speed, the data are now processed through the next major reflector, and so on, through the subsurface.
Computer implementation proceeds along the same lines as in the papers cited is the Introduction. The original traces must be transformed to the frequency domain, filtered, and inverted to provide a modified data set in time Then, for each output point, a weighted sum over the traces must be carried out, with the weights as indicated in equation (4) or equation (29). The time variable in the modified traces is taken to be the sum of traveltimes from the source point to the output point and from the output point to the receiver point.
As noted in the Introduction, the structure of this implementation is exactly the same as in Kirchhoff migration. However, use of the specific frequency-domain filter and spatial weighting provides an output for which the amplitude can be interpreted in the context of the Kirchhoff approximation of the upward-propagating wave and-the geometrical-optics reflection coefficient.
The factor io appearing in equation (4) or equation (29) is the generalization of the a/o' = operator appearing in Kirchhoff migration. That operator in the Fourier domain is of the form ik,. Processing without one of these operators would produce band-limited steps at each reflector. With one of these operators in place, the output at each reflector is a band-limited pulse, essentially a scaled image of the inverse transform of the filter F(o). It can be shown that for a/& or ik,, the scale includes a factor of the cosine of the angle between the normal to the reflector and the z direction. When iw is used instead, this cosine no longer appears. Thus, when analyzing the amplitude, a postprocessing step of estimating the inclination of In current research at the Center for Wave Phenomena, we have had success with sparse computation of these functions and interpolation for intermediary values. These steps considerably diminish computer time I believe that the method works for two reasons. First, the background is approximate anyway, and interpolation can be thought of as a small modification of the intended background to another one nearby. Second, since the inversion is an integration process, it tends to "smooth over" small errors.
For the cases of zero-offset, common-source, or commonreceiver configurations, h(x, 5) can be shown to be related to the same Jacobian as arises in determining the WKB amplitudes of the Green' s function. Hence, computing h(x, 5) adds no great computer burden. For the case of (nonzero) common offset, the relationship between these Jacobians is not so direct.
On the other hand, Beylkin has observed that h(x, 5) is the Jacobian of a certain transformation between the unit sphere and the surface S,. The points on the sphere are defined by the direction of the vector V[Z (X, x3 + ' c(x, x,) ]. Each choice of 5 defines a value of this gradient, hence a direction, and thus defines a point on the sphere. The assumption h(x, 4) # 0 assures that the correspondence goes the other way as well. That is, each direction corresponds to at most one choice of 6, and this functional relationship between & and directions is differentiable. Now consider a family of rays that might be generated as part of the traveltime computation required for this algorithm. Given a ray tube of differential cross-sectional area, the initial directions of those rays map out a differential area element on the unit sphere and their emergence on the upper surface maps out a differential area on S,. Since h(x, 5) is the Jacobian of the transformation between these variables, its value must be the ratio of those differential areas on the unit sphere and on S,. When the rays are determined, these differential area elements can be determined, as well. Thus, computation of h(x, 5) always requires only a minor increase in computer time over the computation of the elements of the WKB Green' s function.
For zero-offset, common-source, or common-receiver cases, the unit sphere of directions for h(x, 5) is exactly the unit sphere of directions for a family of rays from the output point x to a neighborhood of either the source-receiver point, the receiver point, or the source point, respectively. For the case of common offset, the gradient direction depends upon a sum of two ray directions associated with two different ray families, one to the neighborhood of the source point, the other to the neighborhood of the receiver point. That is why h(x, 5) is not so directly related to a WKB ray Jacobian for this case. None-theless, as noted above, h(x, 5) is readily computed from inforpany; Sun Exploration and Research; Texaco USA; Union mation on the ray direction.
Oil Company of California; and Western Geophysical.
CONCLUSIONS
The author also wishes to express his gratitude to Jack K. Cohen for a critical reading of this paper and some helpful suggestions. Motivated by an inversion operator proposed by Beylkin (1985) I have proposed two other inversion operators. Each of those operators is shown by asymptotic analysis to produce a reflector map when applied to Kirchhoff-approximate input data. The peak value of the output of these operators is proportional to the geometrical-optics reflection coefficient. The output also depends upon the opening angle between specular rays from the source to the reflecting surface and from the receiver to the reflecting surface. I show how to determine this opening angle by comparison of the two inversions. Thereafter, the velocity below the reflector is determined as well. These results are valid for three source-receiver configurations of interest: common (or fixed) source, common-receiver, or common-offset, with the last of these including the zero-offset, or backscatter, case. The analysis allows for a curved datum surface. The structure of the inversion operator is exactly the same as the structure of a Kirchhoff migration operator for the same source-receiver configuration and the same background sound speed. However, the amplitude of the inversion operator, as dictated by the inversion theory, allows for interpretation of the amplitude of the output in terms of the geometrical-optics reflection coefficient. Also, the filter io used here, as opposed to the $6~ operator of Kirchhoff migration, has certain inherent advantages when analyzing the amplitude. It is assumed that a proper parameterization has been used for which the two vectors in each case (m = 1, 2) are linearly independent. The first line in equation (A-l) has the interpretation that the tangents to the rays from x, and x, to the surface point x' have equal projections on two linearly independent tangents in the reflecting surface. Consequently, the projections of these two vectors onto S must be equal (Snell' s law for reflection). The magnitudes of the p vectors must be equal [to l/c(x' )], and hence the out-of-plane components must be equal in magnitude as well. Indeed, the normal components of these vectors are of the same sign and must be equal.
The second line in equation (A-l) ties the points on the reflector and observation surfaces to the output point x. Consider the rays from x to the upper surface points x, and x,. Similarly, consider the rays from x' to the upper surface points x, and x, . For each pair of rays, take projections on tangents at their respective emergence points. The sums of these projections for each pair of rays must be equal. This must be true for two linearly independent tangents at each point.
At first glance, it may not seem apparent that such a condition can ever be satisfied. However, consider the case in which x is on the reflecting surface S. Then, for x' = x (and Q chosen accordingly), the two pairs of rays overlie one another and these stationarity conditions are automatically satisfied for nny pair of surface points x, and x,. Thus, we would only have to find such a pair for which Snell' s law is also satisfied. Indeed, if there were no such pair in the seismic experiment being modeled, then that subsurface point would not be one for which the stationarity conditions are satisfied and that point would not be ipaged.
On the other hand, there are many candidates for sourcereceiver pairs on the upper surface when x' = x. To find them, proceed as follows. At x' = x, pass a plane through the normal to S. In the plane, choose two directions making equal angles with the normal. Use these as initial directions for rays from the point. Snell' s law is satisfied for this pair of rays. Both of the pair of emergence points at the upper surface are candidates for a source-receiver pair. Vary the opening angle of the ray pair in the normal plane and rotate the plane, thereby obtaining a two-dimensional continuum of candidate sourcereceiver pairs in the upper surface.
Suppose now that such a pair is available in a given seismic survey when x is on S. Given that pair, it is argued by continuity that for x near S there must by points x' , x,, and x, satisfying equation (A-l) and they must be near the solution obtained in the limit when x is on S. The three points x' , x,, and x, must be in the same plane to satisfy Snell' s law. If x were not in the same plane, then the projections of its p vectors would no longer be collinear and could not sum to zero. On the other hand, the sum of projections of the p vectors from x' would remain zero. Thus, the first condition in equation (A-l) could not be satisfied. Similarly, if x is in the normal plane but not on the normal line, the first condition could not be satisfied. That is, the conditions of stationarity are satisfied by three points x' , xs, and x, which, along with x, lie in a plane normal to the reflector with x' at the foot of the normal to S drawn from x. The only freedom left in these conditions, then, is in the opening angle of the rays at x' and the orientation of the normal plane. Below, I discuss how these are further constrained for particular source-receiver configurations and this flat-reflector, constant-background model.
Constant background sound speed

Case 1: Zero offset
When the source and receiver are coincident, the opening angle of the rays at x' must be zero for both the source and the receiver; both rays from x' to x, and xr must be the normal ray to the surface, passing through x. The stationary point on the upper surface and the point x' must have the same transverse coordinates as x itself. The stationarity conditions are completely satisfied by these three points. Because of the degenerate nature of this case, a specific normal plane is not ' determined. However, that is secondary to determining the actual triple of points.
The generalization of this result to curved surfaces and variable background is fairly straightforward. Given x, find a normal ray from S which passes through x. The initial point of that ray on S is the point x' . The point where the ray emerges on the upper surface S, is the source-receiver point which completes the triple of points satisfying equation (A-l) . For x on S, there is clearly only one stationary triple. On the other hand, for x on the evolute of S (the envelope of normals to S), there will be more than one triple. In order for the asymptotic methods used here to be valid, it is necessary to assume that this evolute is a few wavelengths (at least three) away from S. Thus, it is assumed that the reflector is not severely curved; that is, the principal radii of curvature of the reflector must be a few wavelengths long.
Case 2: Common source Suppose now that the source point is fixed. Given x, drop the normal to S and thereby determine x' . Pass a plane through x,, x, and x' . This plane is normal to S. Draw the ray from x, to x' . Draw the reflected ray in the given normal plane, The emergence point on S, is the point x,. If x is on S, set x' = x and use the normal at that point and the fixed point x,~ to determine the normal plane. Then proceed to determine x, as before, with x not on S.
In a theoretical model, receivers are spread over the entire upper surface. In practice, the spread is finite. Thus, the spread need not extend to the determined x,. In that case, the determined point x' will not be part of a triple satisfying equation (A-l) and will not be imaged. In the text I proceeded as if such candidate points are indeed stationary.
Again I argue by continuity that for curved surfaces and variable c(x) that does not differ greatly from the constantbackground case, the essential features of this analysis still apply.
Case 3: Common receiver
One need only interchange the subscripts s and r in the discussion of case 2 (common source) to obtain a completely analogous conclusion for a common-receiver configuration.
Case 4: Common offset
It is assumed that all of the offset pairs lie on lines that are parallel. I rotate the normal plane containing x and x' until it is parallel to this set of lines. Indeed, the intersection of the normal plane and the upper surface contains one of those lines. Choose the opening angle of the rays from x' so that the rays emerge at the upper surface at a separation distance equal to the common-offset distance. The emergence points are the pair x, and x,. 
