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Foreword 
Abstract tools of the theory of spaces of continuous functions have 
been developed for the last 30 years and have been proved to have 
important applications. The theory may be treated for its intrinsic 
interest, yet we ought to remember always that it is a method rather than 
an independent subject. 
The purpose of this expository article is to show some of the most 
important features of the theory. We cannot, of course, treat here all 
of the numerous interesting problems, nor is it within our scope to 
give an extensive bibliography. We wish rather to describe the main 
ideas, indicate possible applications, and outline the most significant 
and illuminating proofs. Other proofs and pertinent details can be 
found in various, more specialized books and papers, none of which 
covers all of the material considered here. A good deal of this article 
contains standard and well-established material (most of the results 
were known by the 1950’s). The manner of presentation, however, does 
not always follow that of the original papers. 
In order to pursue our purpose and to maintain the introductory 
character of the article, we have avoided the mere assembling of results 
with vague reference to the underlying notions. In addition, we have not 
attempted to present the results in full generality. We have however 
taken special care to account in detail for new notions and problems 
that are usually omitted or barely mentioned. We have attempted to 
justify definitions, indicate their conceptual background, and point out 
possible difficulties as well as various methodological aspects. At the 
same time we have felt free to neglect several questions, in particular 
those considered in the article by Wermer [I] and the author’s article [I] 
which may be considered as a second part of this article. In addition 
to this logical omission, a number of other questions could not be 
considered here. 
It is presupposed that the reader is familiar with some basic notions 
of general topology, functional analysis, and measure theory. 
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The article is implicitly divided into three parts. The first part con- 
sists of Sections 1 and 2 dealing strictly with spaces V(X), the second 
(Sections 3 and 4) concerns the main applications of the technique of 
spaces U(X) (to general topology, almost periodic functions on groups 
and Boolean algebras), and the third contains a general introduction to 
categories and functors (Section 5) and to tensor products (Section 6). 
This general treatment (more general than is necessary for spaces of 
continuous functions) is justified by the fact that most authors consider 
these questions from an algebraic point of view which has to be adapted 
to the language and needs of functional analysis, and the available 
expositions of these ideas are hardly understandable to readers not 
familiar with modern algebraic concepts. 
Some standard methods of homological algebra (like the notion of 
functor and commutative diagrams) are becoming popular in general 
topology and functional analysis; still, outstanding books on the subject 
do not use them and there is no way to learn them directly in the context 
of functional analysis. The author has tried to convince the reader that 
several notions in functional analysis fit a general scheme, and that certain 
algebraic notions may be very useful in other theories too (both methodo- 
logically and technically). This is the reason for changing the usual way 
of defining the tensor products of Banach spaces: the axiomatic way 
is used rather than an explicit construction. 
Introduction 
In this article all topological spaces will be assumed to be HausdorfI 
spaces. The letter X (possibly with indices) will stand for a .compact 
space. %7(X, E) will denote the space of all continuous functions from 
X to E, and U(X) will denote the space of all scalar-valued continuous 
functions on X; here the word “scalar” means any real number or any 
complex number. Thus, e(X) is either U(X, R) or %?(X, C), where 
R and C denote the sets of real and complex numbers, respectively. 
This notation enables us to formulate theorems that are simultaneously 
valid in the real as well as in the complex case, and we may formulate 
a theorem separately for V(X, R) or %(X, C) if necessary. 
97(X) is a Banach space under the pointwise addition and multi- 
plication by scalars 
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and under the supremum norm [if )I = sup { 1 f(x) ) : x E X}. The con- 
vergence I( f, - f 1) -+ 0 with respect to this norm is the uniform con- 
vergence on X. 
G??(X) is also a commutative ring under the pointwise multiplication 
of functions (fg)(x) = f(x)g(x) and it satisfies the inequality 
IM II = s~Plfc4&)l < ~UPlfb4I SUPI &)I = I!fll II g II 
which means that U(X) is a Banach algebra; the function 1 identically 
equal to 1 is the unit, and /If” /I = // f 11% for any f E U(X) and n = 1, 
2 , . . . . 
+7(X, R) is a lattice, too, with the pointwise partial order, viz. f 3 g 
if f (x) > g(x) for all x E X. The supremum and infimum with respect 
to this order are given by 
( f v d(4 = max[f@h &4 ( f h &9(x) = min[f(4 &)I- 
We also define the nonnegative and nonpositive part f+ = f v 0, 
f- = (- f )+ = -(f A 0) and the absolute value 1 f I = f+ + f- = 
f v C-f). Then, f = f+ - f- , f,- A f- = 0, and II f II = II I f I II = 
max(ll f+ IL II f- II). 
U(X, C) is an algebra with involution defined as f + f * where f* is 
the complex conjugate of the function f ; moreover, 
(f +g)* =f* +g*, (fg)* = f*g* and IIf* II = Ilf Il. 
,Thus, we have three very important structures on %‘(X, R), which 
is a metric space, a ring, and a lattice as well; the first two are also 
defined on U(X, C). Each of these structures is an important tool in 
various considerations. Frequently, they can be used alternatively, e.g., 
certain theorems about ‘%(X, R) can be stated in the ring form and in 
the lattice form as well. In the complex case we do not have the lattice 
structure and we use the ring one; in the real case, however, the lattice 
methods are usually more convenient. Lattice methods are better in 
measure theory, too. The difference may be laconically presented as 
follows: The complex-valued case concerns analytic functions which can be 
multiplied and cannot be ordered, whereas the real-valued case concerns 
harmonic functions which can hardly be multiplied, but can be ordered, 
and inequalities appear in most theorems concerning harmonic functions. 
Classical analysis used to consider the expression f(x) as the value 
of f at x, x being a variable and f being a function. It was taken for 
SPACES OF CONTINUOUS FUNCTIONS ON COMPACT SETS 323 
granted that f was fixed although it might be arbitrary. Modern analysis 
considers f(x) either in the classical sense or as the value of a certain 
functional at a function f; then f becomes a variable and x is a fixed 
point. Sometimes f(x) is also considered as a function of two variables 
x E X and f E U(X). This change of treatment is one of the most impor- 
tant features of the technique surveyed in this article. 
If X consists of tt points, then %(X, R) is the space of sequences 
f = (a, , . ..) 4 with llf II = SUP I ai I and the unit ball consists of all 
sequences such that - 1 < ui < + 1 for i = 1, . . . . rz, i.e., it is the 
n-dimensional cube {f: jj f 11 < l> = [- 1, 11”. If X is infinite, then 
V(X) is infinite-dimensional, and the geometric properties of the unit 
ball are more complicated, but still some geometric notions are useful 
in various considerations. 
We shall often use the notion of a commutative diagram defined as 
follows: A diagram is a finite sequence of sets A, , . . . . A, and maps 
: A. +A. , . . . . 01~: A. -+Ajr. If or: Ai-+A, is a map of the 
Zagra’m, the: A, is called*‘the domain and Aj is called the range of 01 
(although we do not assume that CY maps Ai onto Aj); if a set or a map 
appears several times in the sequence A, , .,., A, (or in 01~ , . . . . Q , 
respectively), then the domain and range are certain elements of the 
sequence, not merely certain sets. The diagram is called commutative 
provided that the following condition holds: If we pass from an element 
Ai to an element A, of the diagram composing certain successive maps 
of the diagram, then the final result does not depend on the way we pass, 
i.e., on the chosen maps (the composition is admissible if the range of 
one of the maps is the same element of the sequence A,, . . . . A,, as the 
domain of the other). For instance, let us consider the following diagrams: 
The left-hand one is commutative if and only if a/3 = @, and the other 
is commutative if and only if I,+ = 6 = y/3,. 
This significant notion worked out in abstract algebra appears to be a 
very useful methodological tool. Eilenberg and MacLane [I] have pointed 
out the following rule: Whenever we claim that a map is “natural” in 
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the question, we should try to find commutative diagrams in which the 
map is involved. Of course, the main disadvantage of diagrams is that 
they occupy too much space if they are printed explicitly; however, 
frequently it is easier to remember a definition or a theorem in which 
certain equations describing composite maps are replaced by a statement 
like “such that the corresponding diagram is commutative.” This last 
sentence may be too vague, but usually there is only one way to interpret 
it, and it may explain better the idea of such a definition also. 
The notion of a commutative diagram may be used to explain that 
a space or a map is “essentially unique.” Let us consider the following 
statement: “A completion of a metric space Y is a complete metric space 
Yi such that Y is isometric to a dense subset of Yi . A completion is 
unique up to isometry, that is, any two completions of Y are isometric.” 
This last sentence is perfectly true, but it does not exhaust the problem. 
The sentence “If Y, and Yz are two completions of Y, and ‘pi : Y -+ Y, 
and 0~~ : Y + Yz are the given embeddings, then there exists an isometry 
91 from Y, onto Ya such that ?a1 = or (also ~-~cy~ = (pi by the symmetry)” 
is more precise though somewhat longer; in the former case this commu- 
tation may follow from the proof or is entirely left to the intelligence 
of the reader. 
We shall say that a space defined by certain conditions is unique up 
to commuting isomorphism if for any two spaces satisfying these conditions 
there exists an isomorphism from one space onto the other which com- 
mutes with all maps appearing in the definition of these spaces (i.e., 
such that all such diagrams are commutative). The word “isomorphism” 
may be replaced by a similar one, like homeomorphism or equivalence. 
1. Linear Functionals on U(X) 
1.1. Riesz Representation Theorem. If p is a finite nonnegative 
Bore1 measure on a compact space X, then every continuous function is 
p-integrable. We shall use the symbol 
If p is fixed, then this determines a bounded linear functional on U(X); 
the letter p on the left-hand side denotes the functional and the same 
letter on the right-hand side denotes the set function. 
If pi and pz are two such measures, then p(f) = pi(f) - ps(f) 
is also a bounded linear functional which can be written as an integral 
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with respect to the signed measure p1 - pz . In the complex case, when 
we consider the linear functionals on %(X, C), we multiply functionals 
by arbitrary complex numbers and it is convenient to introduce complex- 
valued measures. Such a measure has the canonical decomposition 
P = (CL1 - PP) A i(P3 - 114) 
where t~i - pz and t.+ - ~~ are the Jordan decompositions of the real 
and imaginary parts of p. The norm of ,LL is defined as the variation 
II P II = yr tL = sup li=1 ‘2 / CL(&)/ : (J E, = X, Ei n Ej = 0 for i #j[; 
i=l 
if p is real-valued, this coincides with the ordinary variation equal to 
sup{p(A) : A C X} - inf{p(B) : B C X}. 
Three questions arise naturally: Can every bounded linear functional 
on e(X) be represented in the form p( f ) for some real- or complex- 
valued measure p ? Is the norm of the functional identical with the 
variation norm of the measure ? Finally, is the set function ~1 determined 
uniquely by the functional ? 
The answers to these questions are affirmative if we restrict the class 
of measures in a suitable way. A nonnegative Bore1 measure p is called 
regular if for every Bore1 set A contained in X and every E > 0 there 
exist an open set G and a closed set F such that F C A C G C X and 
p(G \ F) < E; a complex-valued measure f~ = (pi - p2) + i(pLg - p4) 
is called regular if all pL1 , . . . . p4 are regular. The term Radon measure on 
X will stand for any regular real- or complex-valued measure defined 
on the algebra of all Bore1 subsets of X. A Radon measure on a compact 
space is finite by the definition; if we consider the space +7(X, R), the 
Radon measures are supposed to be real-valued, and if we consider 
U(X, C), they are supposed to be complex-valued. 
THEOREM 1.1. (Riesz representation theorem.) For every bounded 
linear functional on V(X) there exists a unique Radon measure on X such 
that the functional can be represented as the integral p(f) = Jxf(x)p(dx). 
The norm of the functional is equal to the variation norm of the measure, i.e., 
q4.4f) :fEe(X), llfli = 11 = yrp 
A Radon measure p is nonnegative if and only if p( f ) > 0 for every non- 
negative function f E W(X). If p 3 0 and G is an open subset of X, then 
p(G) = sup{p(f) : f E W’(X), 0 < f < 1, f(.x) = 0 for x $ G}; 
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if A is any Bore1 subset of X and ,LL > 0, then 
~(-4) = inf{p(G) : -4 C G, G is open}. 
Thus, the bounded linear functionals on V(X) may be identified with 
the Radon measures on X (roughly speaking, a Radon measure is such 
a set function that ought to appear in the Riesz representation 
theorem). The assumption of regularity is essential; there exists a 
compact space X and a nonnegative nonzero finite Bore1 measure such 
that the corresponding functional is identically equal to zero; if X is 
metrizable, however, then all Bore1 measures are regular and this 
assumption may be neglected. 
A(X) will denote the space of all Radon measures on X provided 
with the variation norm; we shall often identify d(X) with the space 
conjugate to V(X). 
1.2. The U(X) Topology of A(X). There are several important 
topologies on -(v(X). One of them is the topology of the variation norm. 
We are now going to introduce another fairly important topology called 
the %7(X) topology or the *-weak topology. Namely, we are going to 
find a topology such that a sequence pV, tends to p,, in this topology if 
and only if p,( f ) + pO( f ) for eachf E F(X). Moreover, if we consider 
a fixed function f E Y(X), we want p(f) to be continuous in this 
topology. This means that every set 
where f E U(X) and l > 0, is open in this topology and so are all their 
finite intersections. It turns out that the family of all sets of the form 
where fi , . . . . fn E V’(X), is a base of neighborhoods of a Hausdorff (and, 
in fact, a locally convex) topology for A(X) which is the coarsest of 
all topologies such that all functionals p( f ), with fixed f E W(X), are 
continuous. This topology will be called the V(X) topology of A(X). 
THEOREM 1.2. The setsF, = {p EA(X) : /I p jl < l}, F, = {p EF~: 
p 2 0} and F, = {p E F, : / 1 ,u 11 = p(X) = 1 > are convex and compact 
in the VT(X) topology. 
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Convexity of these sets is obvious, compactness can be proved as 
follows. We embed F, into the Cartesian product of intervals [- 1, l] 
indexed by the elements of the unit sphere 5’ of V(X), viz. p corresponds 
to {A f hs * The topology of Fl induced by the product topology coin- 
cides with the U(X) topology and the image of Fl in the product is closed 
in the product topology, hence it is compact (by Tychonoff’s theorem) 
and Fz and F, are obviously closed in Fl . 
1.3. Carrier of a Measure. A Radon measure is said to be concentrated 
on a Bore1 subset A of X if var,\, ,U = 0, i.e., if p(E) = 0 for every 
Bore1 set E disjoint with A. Let G, be the union of all open sets G such 
that ,U is concentrated on X\G. Then ,u(G,) = 0 (this follows from 
regularity of p) and G, is the largest set with this property. The set 
X\G, , i.e., the smallest closed set on which p is concentrated, is called 
the carrier of p and denoted by car p. 
This notion is a very useful tool in various proofs, e.g., it is easy 
to show that a Radon measure p = p+ - CL- attains its norm on the 
unit sphere of %(X, R) (i.e., there exists a function f E 5$(X, R) 
such that l]fll = 1 and p(f) = III-~/I) if and only if the carriers of the 
measures pFL+ and f.~- are mutually disjoint. 
If p is atomless, then the carrier of p is dense-in-itself. Consequently, 
if X does not contain any perfect subset, every Radon measure is purely 
atomic and every bounded linear functional on U(X) can be written 
in the form 
where E I a, 1 = I] p 11 and x1 , x2, . . . is a sequence in X depending on 
the functional. 
If the carrier of a measure is dense-in-itself, then the measure need 
not be atomless (e.g., the carrier of the purely atomic measure con- 
centrated on the set of rational numbers of I = [0, 11, with ~({r,}) = 2-“, 
f, being nth rational number, coincides with the whole interval I). If 
X is dense-in-itself, then there must exist a nonzero atomless Radon 
measure on X, and we may even require that the carrier of such a 
measure contain a countable dense subset. 
1.4. Point Functionals. A functional p on V(X) is called a point 
functional if there exists a point x E X such that p(f) = f(x) for all 
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f E U(X). The corresponding Radon measure is called the Dirac measure 
concentrated at x and denoted by S, . Thus, 
if x$A 
if XEA’ 
car 6, = {x} 
-Wf) =f( x 1 f or every Bore1 set A C X and every f E F(X). The 
term “Dirac measure” is taken from the theory of distributions where 
6, represents the so-called Dirac function 6(x - JJ). In potential theory, 
where Radon measure yields distribution of electric charge or mass, 
S, represents the unit mass concentrated at the point x. If the space X 
consists of n points, of the numbers 1, . . . . 7t, say, then we may consider 
the value of jth Dirac measure (concentrated at j) at a one-point set 
{k} and it is just the Kronecker a,, . 
THEOREM 1.3. Let X be compact. Then the set of all Dirac measures 
6, (x E X), provided with the q(X) topology, is homeomorphic to X, viz. 
the map x + 6, is a homeomorphism from X onto (6, : x E X}. 
This theorem is one of the most important in this theory, yet the 
proof is easy because actually the topology introduced in Section 1.2 
was chosen so that this theorem be true. If xi # xa , then, by Urysohn’s 
lemma, there exists a function f E U(X) such that f(x,) # f(xa) which 
means that 6, # 6, ; hence the map x + 6, is one-one. Continuity of 
this map at a boint i E X means that if fi , .,,, f,, is any finite system in 
g(X) and E is a positive number, then there exists a neighborhood U 
of x such that y E U implies 1 a,( fi) - S,( fi) 1 < E for i = 1, . . . . tt, 
and this, in turn, is an obvious consequence of the continuity of the 
functions fi , . . . . f,, . Finally, since X is compact, the inverse map must 
be also continuous. 
A point a of a convex set K is said to be extremal if it cannot be an 
interior point of a segment with both end points in K. In other words, 
a is extremal if and only if the conditions (I = ta, + (1 - t)a, , ui E K, 
a,EK,andO<t<l implya,=a,=u. 
THEOREM 1.4. Let X be compact and let TV be a Radon measure 
on X. Then the following conditions are equivalent: 
(i) p = 6, for some x E X; 
(ii) p 3 0, 11 p 11 = 1, and car p = {x}; 
(iii) the corresponding functional is multiplicative, i.e., p( fg) = p( f)p(g) 
for all f, g E w(X), and ~(2) = 1 (this means that it is Q ring 
homomorphism onto the field of scalars) and p(f*) = p(f)* ; 
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(iv) p(X) = 1 and, for every Borel set A C X, either p(A) = 0 OY 
P(A) = 1; 
(v) p is ~12 extremal point of the convex set K = {p E d(X) : p > 0, 
II cc II = 1). 
We will show as an example the implication (v) Z- (ii). Suppose that 
p E K and the set A = car p contains two different points x1 and xa . 
Let V, and V, be disjoint open neighborhoods of x1 and x2 , respectively. 
Then p( V,) > 0 and p(A\Vr) > p( V,) > 0 (by the definition of car cl). 
Let 
Pm = 
FL(E n Vl) CL@ \ Vl) 
P(Vl) ’ p2(E) = p(A \ V,) 
for any Bore1 set E C X. Then pl E K, p2 E K, pl # p2 , and 
P = Ndk + P(A \ II1b2 9 
hence p is not extremal, for p( V,) + ~(A\Vr) = 1. 
1.5. Notes. A very detailed historical survey and an extensive 
bibliography of the Riesz representation theorem are given by Dunford 
and Schwartz [l, p. 3731. 
The Jordan decomposition of a measure is a special case of a general 
theorem concerning decomposition of continuous linear functionals on 
real topological vector lattices (in case of Banach lattices such theorems 
are considered by Riesz [l], Kakutani [3], and Day [l]). A functional 5 
is called nonnegative if f > 0 implies t(f) > 0, and decomposition 
theorem states that under certain assumptions every continuous linear 
functional can be represented as the difference 5 = f1 - e2 of two 
nonnegative functionals. Most proofs of the Riesz representation theorem 
begin by decomposing the functional into nonnegative parts and then 
dealing with nonnegative functionals only. 
Bourbaki [l] assumes that a Radon measure is by the definition 
a linear functional on U(X) ( w  IC m h’ h ’ d uces a set function); we keep the 
terminology according to which a Radon measure is by the definition 
a set function (which induces a linear functional). Some authors use the 
term “integral” for any nonnegative linear functional on U(X). 
The Riesz representation theorem may be generalized (and is even 
more important) in the case of a locally compact space. Let Y be a locally 
compact space and let t be a nonnegative linear functional on one of the 
following spaces: (1) the class of all continuous real-valued functions 
on Y, (2) the class of continuous real-valued functions on Y vanishing 
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at infinity, and (3) the class of continuous functions of compact support. 
Then 4 can be represented as f(f) = JrfCy)~(d~) where p is a non- 
negative regular measure (determined uniquely by 5) and such that (1) ,.L 
vanishes outside of a compact set, (2) p(Y) < co, and (3) p(A) < 00 
for every compact set A, respectively. There are several elegant treatises 
on this subject, see, e.g., Naimark [l], Hewitt and Ross [l], and those 
quoted by Dunford and Schwartz [l]. 
Properties of atomic and atomless measures mentioned in Section 1.3 
are taken from Rudin [l, 2, p. 2041 and Pelczynski and Semadeni [ 11. 
2. Relations between Properties of X and U(X) 
2.1. Construction of X in Terms of U(X). We have mentioned that if 
x is a fixed point of X, thenf(x) is a functional on U(X), and all functionals 
of this form can be characterized in terms of various structures of 
g(X). Thus, there is a one-one correspondence between points of X 
and certain functionals on q(X). Moreover, this correspondence turns 
out to be a homeomorphism if the set of all these functionals is provided 
with a suitable topology, namely the V(X) topology. An important fact 
is that this topology can be described purely in terms of elements of 
e(X), and the points of X do not appear in the definition of a base of 
neighborhoods for this topology nor does the topology of X. In other 
words, if V(X) is given as a set provided with some structures and we 
do not know the compact space X in the question, we can reconstruct 
both the set X and its topology. Consequently, if two spaces %(X1) and 
U(X,) are isomorphic in a suitable sense, then the spaces X1 and X, 
are homeomorphic. 
This yields an important one-one correspondence between topological 
properties of compact spaces and various metric, ring, or lattice properties 
of spaces ‘%7(X), and this is the subject of this section. We can write a 
“dictionary’‘-each topological property can be described in the lan- 
guage of some structures of g(X) and conversely so. 
THEOREM 2.1. Let X, and X, be compact and let T : %(X1) -+ 
%7(X,) be an algebra isomorphism onto 9(X,). Then Xl and X, are homeo- 
morphic and, moreover, there exists a homeomorphism ‘p from X2 onto Xl 
such that 
(W(x) = fM4) 
for x E X, and f E %(X1). 
SPACES OF CONTINUOUS FUNCTIONS ON COMPACT SETS 331 
If there exists an isometry from %(X1) onto %7(X,), then X, and X2 
must be homeomorphic; if there exists an isotonic (i.e., one-one monotone 
with monotone inverse) operator from %7(X, , R) onto %7(X, , R), then X, 
and X2 must be homeomorphic, too. 
We shall prove the first statement. Let x be any point of X, , then it 
induces a nonzero multiplicative linear functional 6, on %(X2) and the 
composition S,T is a nonzero multiplicative linear functional on %(X1) 
where by Theorem 1.5 there exists a point y E X, such that (6,T)( f) = 
a,( f ). This point y is uniquely determined by x; let y = p)(x); finally, 
v is a homeomorphism (by Theorem 1.3) and is onto X, . 
2.2. Operators from U(X,) into %‘(X,) Induced by Continuous Maps 
from X, into X, . Let q be a continuous map from a compact space 
X, into a compact space X, . Given a functionf E %‘(X,), let Tf be the 
compositionfg, belonging to %7(X,). Thus, (Tf)(x) = f(v(x)) for x E X2 
and T is an operator from %7(X,) into %(X1). Clearly, it is a linear 
operator, II T II = 1 and T(flf2> = T( fdT( fJ for all fl , fi E %(X1). 
We shall say that T is the linear operator from +7(X,) into ‘%(X2) induced 
by the map F and denote T = V(F). 
THEOREM 2.2. The operator T is one-one if and only if cp is onto, 
and T is onto if and only if F is one-one. 
Proof. If q is onto and f E %(X1), then 11 f 11 = If(x) I for some 
x E X, . Find y E X2 such that I = x, then )I Tf jJ 2 ) (Tf)(y) 1 = 
If (v(r)) I = If (-4 I = Ilf II h ence T is an isometry and one-one. If 
v(X.J # X, , then there exists a function f E ‘%(X1) such that f # 0 
and f(x) = 0 for x E I, whence Tf = 0. 
If y is one-one, then it is a homeomorphism onto a closed subset Y 
of X, and, for every function g E %(X2), the corresponding function 
gv--l belongs to V(Y). H ence, by the Tietze extension theorem, there 
exists a function .f E %(X1) such that j(x) = g(F-l(x)) for x E Y which 
means that g = Tf. Finally, if, v is not one-one and I = &~a) 
for two different points y1 , ya of X, , then any function g E %(X2) such 
that gbd # gbz) d oes not belong to the image of T as Tf(yl) = Tf(yJ 
for everyf E @(Xi). 
Thus, we have shown that continuous functions cp : X2 --f Xi corre- 
spond to certain operators from %(X1) to %(X2). The converse theorem 
will be investigated in next two sections. 
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We have just proved the main theorem which enables us to reduce 
various considerations concerning spaces satisfying the conditions listed 
above to the case of spaces of continuous functions on compact sets. 
The presented proof consists of a number of easy steps and does not use 
the technique of Banach algebras. We will show some important applica- 
tions of this theorem, but first we have to establish the theorem for a 
wider class of spaces. 
3.2. Identification of Functions Equal Almost Everywhere in a 
Generalized Sense. In measure theory we often identify functions equal 
almost everywhere; sometimes we identify functions equal outside of 
a finite set, or outside of a countable set; in potential theory we may 
identify functions equal quasi-everywhere, and so on. The general 
scheme of such identification may be described as follows. 
Let Y and E be as in Theorem 3.1 and let % be an ideal of subsets 
of Y, i.e., we assume that A E R, B E % imply A u B E 9l and A E ?R, 
B C Y imply A n B E %, and we also assume that Y $ %. We do not 
assume, however, that ‘8 is a u-ideal, i.e., the union of countable subset 
of x need not belong to 3, and this makes us change the usual formula- 
tion “two functions f and g are equal S-almost everywhere if the set 
{y E Y : f(y) # g(y)} belongs to 3” which is not adequate for our 
purposes (the set of functions equal R-almost everywhere to 0 would not 
be closed under the uniform convergence). 
Two functions f and g will be called equal %-almost everywhere on a 
subset A of Y if for every l > 0 the set {y E A : 1 f(y) - g(y) 1 3 c} 
belongs to 3. If ‘31 is a u-ideal, this is clearly equivalent to the usual 
definition. Now, let I be the set of all functions of E that are equal to 0 
S-almost everywhere on Y. Then I is an ideal in E: I is a closed linear 
subspace of E, it is a ring ideal and, if real-valued functions are con- 
sidered, it is also a vector lattice ideal. 
Let us write f N g if these functions are equal %-almost everywhere 
on Y. This is an equivalence relation and splits the space E into equi- 
valence classes. Two functions f, g belong to the same coset if and only 
if f - g belongs to I and the quotient space E/I is a ring, a vector lattice 
(in the real case), and a Banach space under the quotient norm 
where sup% denotes the %-essential supremum of 1 f / on the set Y 
which is defined as the infimum of all numbers OL such that {y E Y : 
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infer that A must fill up all of the set v E U(X) : f(x) = 0 for x E F}. 
Thus, we have a perfect duality between ideals in V(X) and closed 
subsets of X. The empty subset of X corresponds to the trivial ideal 
consisting of all functions of U(X) and the whole set X corresponds to 
the trivial ideal consisting of one function 0. If Fl C F, , then the corre- 
sponding ideals satisfy the opposite inclusion A, 3 A, . 
An ideal in U(X) is called proper if it is none of the two trivial ideals 
(0) and U(X), and is called maximal if it is not a proper subset of any 
proper ideal. Obviously, an ideal is maximal if and only if the corre- 
sponding closed subset of X consists of exactly one point. In other words 
there exists a one-one correspondence between the points of X and 
maximal ideals of U(X), and actually the maximal ideals are precisely 
the null hyperplanes of the Dirac measures, i.e., A is a maximal ideal 
if and only if it is of the form A = {f E w(X) : 6,(f) = 0) for some 
x E X. We can also introduce a topology in the space of all maximal 
ideals which corresponds to the topology of X and this is the starting 
point of the Stone-Gel’fand technique of. maximal ideals. 
If F is a closed nonempty subset of X and A is the corresponding 
ideal, then the quotient space %?(X)/A is equivalent to V(F) and we may 
write formally 
V(X)/{f E %(X) : f(F) = 0) = g(F). 
Indeed, two functions of ‘Z(X) belong to the same coset if and only if 
their difference belongs to A, i.e., if the functions are equal on F; their 
values on X\F do not matter. The norm of a coset in the quotient space 
E/A, where E is a Banach space and A is a closed linear subspace, is 
defined as the infimum of the norms of elements of the coset. Con- 
sequently, the norm of a coset in %(X)/A is equal to the supremum of the 
values that the representatives of the coset assume on the set F, i.e., it 
is identical with the norm in V(F). Finally, every function of V(F) 
corresponds to a coset by the Tietze extension theorem. 
Let us compare Theorem 2.2 with the foregoing argument; we find that 
if F is a closed subset of X, then the restriction of the functions of w(X) 
to the set F is a linear operator T from 9?(X) onto V(F) and the kernel 
of T is an ideal A such that %(X)/A may be identified with V(F) under 
the standard identification image = domain/kernel. Conversely, if A is 
any ideal in g(X), then there exists a homeomorphism F from a compact 
set F into X such that A is the kernel of the operator V(F) : U(X) 4 V(F) 
induced by q. 
If we consider the real case, then a subset A of U(X, R) is an ideal if 
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and only if it is a closed vector-lattice ideal. Indeed, any set A as in 
Theorem 2.3 is a closed vector-lattice ideal and the converse can be 
proved similarly to the analogous statement for ring ideals. 
2.4. Continuous Images. We are now going to discuss the second 
part of Theorem 2.2. If F : X, -+ Xi is a continuous map onto, then the 
set X, can be decomposed into disjoint closed nonvoid sets F-‘(X), 
x E Xi, and the induced operator T from GY(X,) into U(X,) is a linear 
multiplicative isometry mapping ‘%?(X,) onto a closed subalgebra con- 
taining the unit 1. If f E %(X1) and g = Tf, then g is constant on each 
inverse set f+-‘(x), x E Xi . The converse is also true: If g is any function 
of %(X,) constant on each inverse set a-‘(x), x E X1 , then g = Tf for 
some f E U(X,). 
The question arises whether every subalgebra of V(X,), satisfying 
perhaps some additional conditions, is the image of a space %(X1) 
under an operator induced by a continuous map from X, onto a com- 
pact space Xi . The answer is positive and may be stated as follows. 
THEOREM 2.4. Let E be any closed linear subalgebra of %(X2) 
containing the unit I and containing the complex conjugate of any of its 
elements. There exists a compact space XI and a continuous map v from X2 
onto XI such that E is the image of the operator V(y) : U(X,) -+ %(X2) 
induced by q; in other words, E consists exactly of all functions of %(X2) 
which are constant on the inverse sets F-‘(X), x E X, . Two elements x1 , 
x2 E X2 belong to the same inverse set [i.e., F(XJ = I] if and only if 
g(x1> = id%) f or all g E E, i.e., if E does not separate these two points. 
The space XI and the map v are unique up to commuting homeomorphism. 
As a special case of Theorem 2.4 we get the Stone-Weierstrass 
theorem. 
THEOREM 2.5. Let E satisfy the assumption of the preceding theorem 
and let E separate the points of X2 , i.e., suppose that for any two distinct 
points x1 , x2 E X2 there exists a function g E E such that g(xJ # g(xJ. 
Then E = U(X). 
Indeed, in this case 9) must be one-one, hence V(v) maps %(X1) onto 
%(X2). It is easier, however, to prove the Stone-Weierstrass theorem 
separately and reduce the proof of Theorem 2.4 to this special case. 
We will outline the proof of Theorem 2.4. Let x be a point of X, . Con- 
sider the point functional 6, restricted to E; if we knew that E is ring- 
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isomorphic to a space %(X1), this restricted multiplicative linear func- 
tional would determine a pointy = v(x) in X, , and this would establish 
the desired map cp. Since it is not assumed that E is isomorphic to a space 
%‘(X,) we have to show this. We define X, as the set of all nonzero 
multiplicative linear functionals on E provided with the E topology and 
the rest of the proof is analogous to that of Theorem 3.1. 
2.5. Metrizability of X. Every compact metric space satisfies the 
second axiom of countability (existence of a countable base of neigh- 
borhoods in the space). By Urysohn’s famous theorem, every normal, 
in particular every compact (Hausdorff) space, satisfying the second 
axiom of countability is metrizable. This topological property of X 
can be described in terms of U(X) as follows. 
THEOREM 2.6. Let X be a compact space. Then X is met&able 
if and only if V(X) is separable, and X is countable if and only if the 
conjugate A(X) of U(X) is separable. If the second conjugate of %7(X) is 
separable, then X is jinite. 
2.6. Cartesian Products. Given two compact spaces XI and X,, a 
compact space X is said to be a sum of X, and X, (written XI + X,) 
if X can be decomposed into Y, u Yz where Y, n Yz = 0, Yi is open- 
closed in X and Yi is homeomorphic to Xi (i = 1, 2). The following 
theorem is almost evident. 
THEOREM 2.7. If X is a sum of compact spaces X1 and X2, then 
V(X) may be identijied with the Cartesian product %(X1) x U(X,) pro- 
vided with the norm 11 ( fi , fi) (I = max(ll fi 11, 11 fi 11). On the other hand, 
the space %7(X, x X,) may be identijed with the space %(X1 , 5$(X,)) 
of continuous vector-valued functions from X1 to 9(X,), namely a function 
f(x1 9 x2) of two variables may be considered as a function f(xl , x2) of the 
second variable x2 for each fixed x1 . 
Thus, formally, 
%JG x X2) = %% 3 %w = wx, , q-q), 
@(Xl + x2> = I x I 
where “=” means that the spaces are isometric and ring-isomorphic. 
2.7. Notes. The middle part of Theorem 2.1. (about isometries) was 
proved by Banach [l] in 1932 under the additional assumption of metri- 
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zability of Xi and X, , and was generalized to arbitrary compact spaces 
by Stone [2]. The ring form of this theorem was proved by Gel’fand 
and Kolmogorov [l]. A survey of other results along these lines is 
given by Dunford and Schwartz ,[l, p. 3851 and Gillman and Jerison 
[I, p. 2681. 
Theorems 2.3 and 2.4 are due to Stone [2] and Silov [l]. For a proof 
of the Stone-Weierstrass theorem, see, e.g., Loomis [I], Naimark [l]. 
Separability of U(X) f or compact metric X was proved by Borsuk [l] 
in 19.29, the converse theorem was implicitly contained in Banach’s 
book [l, pp. 123, 172, 1851 and explicitly stated by Kakutani [3] and 
M. and S. Krein [2]. If X is not compact, then U(X) is not separable 
(this is essentially Cech’s theorem that /IX is not metrizable unless X 
is compact and metrizable, see Section 3.3 and tech Cl]). 
Theorem 2.7 can be sharpened if we assume that %‘(X) can be decom- 
posed as a direct product and it is proved (but not assumed) that the 
factors are also some spaces of continuous functions, see Eilenberg [l] 
and Kaplansky [l]. Using the terminology explained in Sections 5.2 
5.3, we may say the functor X --f U(X) transforms the free join X, + X, 
onto the direct join %(X1) x %?(X,), yet %(X1 x X,) is not the free 
join of %(X1) and %(X,) (in th e category of Banach spaces), but can be 
represented as the weak tensor product %?(X,) 8 %‘(X,) (see Section 
6.3). 
Several other results concerning relations between X and U(X) are 
known, e.g., a compact space X is scattered (i.e., it does not contain any 
nonvoid perfect subset) if and only if the space w(X) does not contain 
any isometric copy of the space 1 (Pelczynski and Semadeni [I]). 
If X is not compact, then C(X) need not determine X (actually it 
determines /?X, see Section 3.3) but we may ask whether the ring of all 
continuous real-valued functions on X determines X. The answer is 
negative (even if X is normal!), and this made Hewitt [I] introduce the 
notion of a Q-space (called also real-compact, or real-complete, or 
functionally closed); a good deal of the monograph by Gillman and 
Jerison [l] is devoted to this problem. 
3. Spaces Equivalent to Spaces g(X) 
3.1. Main Representation Theorem. Let us consider the following 
example: Let N be the set of positive integers and let E be the class 
of all bounded real-valued functions defined on N and such that the 
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limit lim,,,f( n exists (in other words, E is the class of all convergent ) 
sequences of real numbers). E may be considered as a class of continuous 
functions (N being provided with the discrete topology), but neither 
E is the class of all bounded continuous functions on N nor N is com- 
pact. Nevertheless, if we add a point at infinity, then X = N u (00) is 
compact and E may be identified with the space U(X, R) under the 
correspondence 
{f(l),f(2), . ..j - tf(l),f(2), . . . . limf(nN, 
and the linear, metric, ring, and lattice properties are preserved. 
We will deal with the question what are the necessary and sufficient 
conditions in order that a function space be equivalent to a space w(X), 
X being compact; “equivalence” will mean a linear isometry and a ring 
isomorphism from one space onto the other. In the real case any such 
equivalence T must also be a lattice isomorphism because it transforms 
squares onto squares (and, hence, nonnegative functions onto non- 
negative functions), and in the complex case it must preserve the 
complex conjugation, for T(if) = iT(f). 
The class of spaces equivalent to spaces V(X) includes several impor- 
tant spaces, e.g., we will show that the space 1, of all bounded sequences 
a = (a, 7 a2, . ..) with /I c1 11 = sup1 Q, / and the space 9m of essentially 
bounded measurable functions on [0, l] with llfll = ess sup1 f(x)1 are 
equivalent to spaces of continuous functions on certain compact sets. 
In some situations this enables us to say that 1, and ~2’~ “are” spaces 
of continuous functions, too. 
THEOREM 3.1. Let Y be any set and let E be a linear class of 
bounded functions on Y provided with the norm Ij f I/ = sup{ / f(y)\ : y E Y} 
and satisfying the following conditions: 
(i) E is complete, i.e., the limit of any uniformly convergent sequence 
of functions of E belongs to E, 
(ii) if f E E and g E E, then fg E E, 
(iii) the function I (equal identically to 1 on Y) belongs to E, 
(iv) iffEE, thenf*EE. 
Then there exists a compact space X (unique up to homeomorphism) and 
a linear operator T from E onto V(X) such that 
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and f 3 0 implies Tf 3 0, which means that T is an isometry and a ring 
isomorphism, it preserves the complex conjugation and T restricted to the 
subclass of real-valued functions of E is a map onto %‘(S, R), i.e., f is real- 
valued if and on& if Tf is real-valued. 
The theorem appears to be formulated in the complex case when 
55(X) means %‘(X, C), but actually it is valid in the real case as well 
[assumption (iv) being void]; in the real case assumption (ii) is equi- 
valent to the statement that E is a sublattice of Y;(S, R), i.e., f, g E E 
implies f . g E E (hence also f g E E). If f and g are real-valued, then 
T(f SJ g) = (Tf> \I (Tg). 
The idea of the proof of this theorem becomes clear if we assume 
for the moment that the theorem is true. We have to define the set X 
with the desired properties. By Theorem 2.1 such a set X is unique 
and Theorems 1.3 and 1.4 yield the definition: The set X is homeo- 
morphic to the set of all nonzero multiplicative linear functionals on 
V(X) and this set, in turn, may be identified with the set of nonzero 
multiplicative linear functionals on E provided with the E topology. 
We have thus established the first step of the proof: We define X 
as the set of all nonzero multiplicative linear functionals on E and the 
sets 
form a base of neighborhoods in X. A simple computation shows that 
all functionals of X are of norm 1, hence -Y is a subset of the unit ball I’ 
in the space conjugate to E; since V is compact and X is closed in the E 
topology, X is compact and the first part of the proof is complete. 
We have now to define the operator T : E + V(X). We begin with 
the following remark. If we consider an arbitrary space E(X), we have 
several logical levels, namely, first: points of X; second: elements of 
V?(X) - functions on X; third: elements of ;/K(X) - functionals on V(X), 
and so forth. If we start with a space E instead of V(X), we may say that 
we are on the second level at once; when we define 8 as a set of function- 
als on E, we go up to the third level instead of going down. Conse- 
quently, the operator T is responsible for reversing this situation, so it 
must lift the elements of E from the second level to fourth one. If 
f E E, then Tf is a function on X defined by the equation 
(V)(E) = m 
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for 5 E X. This is a real or complex-valued function and it is continuous 
in the E topology of X (this follows immediately from the way in which 
this topology is defined). Thus, T maps E into U(X), and this concludes 
the second step of the proof. 
Third step: T is linear and a ring isomorphism. This follows im- 
mediately from the definition of T which makes use of the corresponding 
properties of functionals of X, namely 
and 
Moreover, T transforms the unit of E (i.e., the function equal identically 
to 1 on Y) onto the unit of V(X); indeed, (TZ)([) = t(Z) = 1 for all 
5 E x. 
Fourth step: T is an isometry. We have to show that T preserves the 
distance, i.e., 11 Tf - Tg II = 11 f-g I/. At this point we are going to 
make use of points of Y. Given y E Y, the point functional &,(f) = f(y) 
belongs to X, hence 
llf il = WlfW I : y E Yl = w-4 5&f> I : y 6 Y> 
G SUP4 5(f) I : 5 E X) = SUP{1 (V)W I : 5 E Xl = II ml 
On the other hand, if 5 E X, then II LJ 11 = 1, hence 
II m = SUP{1 w  I : 5 E x> < ~UP~II E II llfll : ‘t E x> = Ilfll. 
Fifth step: T(f *) = (Tf)“. Th is is equivalent to the following 
statement: 4( f*) = S(f)* for 5 E X, which follows, in turn, from the 
following: If f is real-valued, then t(f) is real for any f E X. Suppose 
that f is real-valued, a, b, and t are real, and t(f) = a + bi. Then 
a2 + b2 + 26t + t* = 1 5(f) + it 12 < IIf + itz 114 = IIf + 12 
Since t may be arbitrary, b must be equal to 0. 
Finally, we have to show that T maps E onto U(X). The set T(E) is 
a linear closed subring of V(X), it contains the unit of U(X), is closed 
under the complex conjugation, and separates the points of X [indeed, 
if 5, # t2 , then 5,(f) f L(f) for SOme f E E, hence (V)(l,) # 
(Tf)(f,)], and by the Stone-Weierstrass theorem T(E) = e(X). 
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We have just proved the main theorem which enables us to reduce 
various considerations concerning spaces satisfying the conditions listed 
above to the case of spaces of continuous functions on compact sets. 
The presented proof consists of a number of easy steps and does not use 
the technique of Banach algebras. We will show some important applica- 
tions of this theorem, but first we have to establish the theorem for a 
wider class of spaces. 
3.2. Identification of Functions Equal Almost Everywhere in a 
Generalized Sense. In measure theory we often identify functions equal 
almost everywhere; sometimes we identify functions equal outside of 
a finite set, or outside of a countable set; in potential theory we may 
identify functions equal quasi-everywhere, and so on. The general 
scheme of such identification may be described as follows. 
Let Y and E be as in Theorem 3.1 and let % be an ideal of subsets 
of Y, i.e., we assume that A E R, B E % imply A u B E 9l and A E ?R, 
B C Y imply A n B E %, and we also assume that Y $ %. We do not 
assume, however, that ‘8 is a u-ideal, i.e., the union of countable subset 
of x need not belong to 3, and this makes us change the usual formula- 
tion “two functions f and g are equal S-almost everywhere if the set 
{y E Y : f(y) # g(y)} belongs to 3” which is not adequate for our 
purposes (the set of functions equal R-almost everywhere to 0 would not 
be closed under the uniform convergence). 
Two functions f and g will be called equal %-almost everywhere on a 
subset A of Y if for every l > 0 the set {y E A : 1 f(y) - g(y) 1 3 c} 
belongs to 3. If ‘31 is a u-ideal, this is clearly equivalent to the usual 
definition. Now, let I be the set of all functions of E that are equal to 0 
S-almost everywhere on Y. Then I is an ideal in E: I is a closed linear 
subspace of E, it is a ring ideal and, if real-valued functions are con- 
sidered, it is also a vector lattice ideal. 
Let us write f N g if these functions are equal %-almost everywhere 
on Y. This is an equivalence relation and splits the space E into equi- 
valence classes. Two functions f, g belong to the same coset if and only 
if f - g belongs to I and the quotient space E/I is a ring, a vector lattice 
(in the real case), and a Banach space under the quotient norm 
where sup% denotes the %-essential supremum of 1 f / on the set Y 
which is defined as the infimum of all numbers OL such that {y E Y : 
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1 f(y) 1 > a} E !R (the implication: “if ljflj = 0, then f N 0” follows 
from the definition assumed above, and it would fail if we did not adapt 
this definition to the case of finitely additive ideals). 
THEOREM 3.2. Let Y, E, %, and I be as above. Then the space E/I 
is equivalent (as a Banach space, as a ring and, in the real case, as a lattice 
too) to the space %(X) f o continuous scalar-valued functions on a compact 
space X, that is, there exists a linear multiplicative isometry from E/I 
onto V(X). In the complex case this equivalence preserves also the complex 
conjugation. 
This follows immediately from Theorem 3.1 and from the arguments 
presented in Sections 2.2 and 2.3. If the ideal R consists of the empty 
set only, then I = (01 and E/Z = E, so Theorem 3.1 is a special case of 
Theorem 3.2. 
3.3. Stone-tech Compactification. Y being a topological space, U(Y) 
will denote the space of all bounded scalar-valued continuous functions 
on Y. The space Y is called completely regular if W(Y) separates points 
from closed subsets, i.e., if for every y,, E Y and every closed subset F 
of Y such that y0 $ F there exists a continuous real-valued function f 
on Y such that f(y) = 0 for y E F and f(yO) = 1 (we may also assume 
that 0 < f < 1). Every compact space is completely regular, consequently 
every subset of a compact space is completely regular. The converse 
theorem (due to Tychonoff) is much deeper and will be proved below. 
The space %(Y) satisfies the conditions of Theorem 3.1, hence there 
exists an essentially unique compact space X such that W(Y) is equivalent 
to U(X); if Y is completely regular, then this space is called the Stone- 
Czech compactification of Y and denoted by /?Y. We will state this problem 
more precisely. 
A topological space X is called a compactification of Y if X is compact 
and if Y is homeomorphic to a dense subset of X. For example, if Y 
is locally compact we get the one-point compactification by adding a 
point at infinity. Strictly speaking, a compactification is a pair: the space 
X and the topological embedding cp of Y into X. Two compactifications 
(Xl , 4 and (X2, ~4 are called equivalent if there exists a homeo- 
morphism $ from X, onto X, such that the corresponding diagram 
is commutative, i.e., #yi = vz [if Y is simply a subset of either compacti- 
fication, then pi and v’z are the identity embeddings and the relation 
4~~ = yz means that $(y) = y for y E yl. Similarly, we shall write 
342 ZBIGNIEW SEMADENI 
(X1 , vl) < (X, , yz) if there exists a continuous map # from X, onto X, 
such that #yz = y1 . It is easy to show that this relation is a partial 
order in the class of all compactifications of a given space if two equiva- 
lent compactifications are identified. 
THEOREM 3.3. Let Y be completely regular and let X be the set 
of all nonzero multiplicative linear functionals on the space U( Y, R) of 
real-valued bounded continuous functions on Y. For each y E Y let 5, be 
the point functional on U(Y, R) de$ned by t,(f) = f(y). Then 
(i) X is compact [in the V( Y, R) topology]. 
(ii) The map I = 5, is a homeomorphism from Y into X, hence X 
is a compacti$cation of Y. 
(iii) If (2, 4) is any compactifcation of Y, then (2, #) < (X, y), 
i.e., X is the largest compacti$cation. 
(iv) If f is any bounded real-valued continuous function on the set 
q(Y) = (6, : y E Y}, then f h as a unique continuous extension to the 
whole of X. 
Proof. Consider E = U(Y) and apply Theorem 3.1. The operator 
T : %?(Y) --t W(X), defined by (Tf)(.$) = f(f), maps U(Y) onto V(X). 
Condition (ii) is a generalization of Theorem 1.4, but in the proof of (ii) 
we have to show both continuity of cp and continuity of T-’ (in Theorem 
1.3, Y is assumed to be compact and ‘p-l must be automatically conti- 
nuous, ‘p being one-one by separation properties of continuous functions). 
Let y,, be any point of Y and let V be any neighborhood of y,, . There 
exists a function f E U(Y) such that f(y,J = 1 and f(y) = 0 for y $ V; 
then the set 
u = K-v : I L(f) - E&f)l < i, 
is a neighborhood of e,, = v(yO) in v(Y) such that v(y) E U implies 
y E V. In other words, condition (ii) is a definition of complete regularity 
expressed in different terms. 
Condition (iv) follows from Theorem 3.1. Indeed, if f is any bounded 
real-valued continuous function on ~JJ( Y), then f corresponds to a func- 
tion fi E U(Y), for Y is homeomorphic to v(Y). Then Tfi is the required 
extension of f. Finally, condition (iii) follows from Theorem 2.4. 
Indeed, let F be the subspace of U(Y) consisting of all functions that 
can be continuously extended to 2 (we assume, for simplicity, that 2 
contains Y). Clearly, F is a closed linear subring with unit and contains 
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the complex conjugate of each of its elements, hence the set T(F) has 
the same properties and induces a continuous map from X onto the 
space of nonzero multiplicative linear functionals on F, which is homeo- 
morphic to 2; we have only to check that this continuous map leaves Y 
fixed pointwise. 
We have assumed that a compactification of Y contains a homeo- 
morphic image of Y; technically, however, it is more convenient to 
assume that Y is a subset of the compactification and instead of 
x = dY) ” (x\dY)) we will consider the space flY = Y u (x\cp(Y)) 
provided with the obvious topology. The Stone-tech compactification, 
called also the maximal compactification, has the following property 
which includes both (iii) and (iv): If I) : Y -+ Yz is any continuous 
map into any compact space Y, , then $I has a unique extension to a conti- 
nuous map $I : /lY + Y, . Uniqueness of such an extension is obvious 
(Y being dense in BY), existence can be proved similarly to (iii). This 
is a really annoying condition: If Y is an open interval, then every 
bounded real-valued continuous function on Y, no matter how behaving 
near the ends of the interval, has a continuous extension to the compact 
closure /3Y of Y! No wonder that BY cannot be metrizable (unless Y is 
compact and Y = /3Y), all known proofs of the existence of /3Y apply 
the axiom of choice, and if Y is any noncompact separable metric space, 
then /?Y is of power 2’ where c = 2 No. Nevertheless, in spite of the pecu- 
liar topological structure of PY, this is a very useful notion. It enables 
us to reduce several topological problems to the case of compact spaces. 
3.4. Bohr Compactification of an Abelian Group. Let G be an 
Abelian group. A character on G is a complex-valued function x on G 
such that 1 x(g) 1 = 1 f or all g E G and xk& = xkJx(gJ for gly 
g, E G. In other words, a character is a homomorphism from G into 
the group T = {eif : 0 < t < 2~) provided with the ordinary multi- 
plication (or, what amounts to the same, into the group T of rotations 
of a circle). The pointwise product of two characters and the inverse 
x-l (being at the same time the conjugate) of a character x are characters, 
so the characters form a group which is denoted by G. Let H be any sub- 
group of G separating G, i.e., such that for any pair of distinct elements 
g, andg, of G there exists x E H such that x(gr) # x(g,J (it is known that 
the whole space G has this property). A complex-valued function on G 
will be called almost periodic with respect to H if it can be uniformly 
approximated by linear combinations of characters of H. 
The space E of all almost periodic functions is a closed linear sub- 
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space of the space Z,(Gi , C) of all bounded complex-valued functions 
on G; moreover, it is a ring with the pointwise multiplication and is 
closed under the complex conjugation. The unit character (equal identi- 
cally to 1) is the unit of E. Thus E satisfies the assumptions of Theorem 
3.1, and there exists a compact space X such that E is equivalent to 
w(X, C). It turns out that this compact space X is a group, and the 
embedding T(g) = 5, [ ana o 1 g ous to that in condition (ii) of Theorem 
3.31 is a group isomorphism from G onto a dense subgroup of X and 
every almost periodic function on G has a unique extension to a conti- 
nuous function on X. 
The compact group X is called the Bohr compactifcation of G with 
respect to H. The crucial point is that we have a natural identification of 
continuous characters on X with those of H and an identification of 
continuous functions on X with the functions on G almost periodic 
with respect to H. Indeed, it can be proved that the continuous charac- 
ters of X are exactly those which are extensions of characters of H and, 
by the famous Peter-Weyl theorem, every continuous function on X 
can be uniformly approximated by linear combinations of continuous 
characters. Since we customarily assume the characters on a topological 
group to be continuous (otherwise we could consider the group provided 
with the discrete topology), we may say that “continuous” and “almost 
periodic” mean the same for any compact Abelian group, and this 
explains the role of the Bohr compactification. We identify almost 
periodic functions and G with those on X, and this enables us to reduce 
certain proofs concerning almost periodic functions to the case of a 
compact group. 
Suppose now that G is a locally compact Abelian group and H is the 
group of all continuous characters. The embedding v : G --+ X into 
the Bohr compactification is continuous and one-one, but it need not be 
bicontinuous, and in fact, if G is not compact, then y-l : F(G) + G 
is never continuous. Indeed, Theorem 3.1 yields a description of the 
topology of X and, at the same time, of the topology induced in G 
by X; it is the E topology, E being the class of almost periodic functions 
on G. If G is locally compact and noncompact, then there are enough 
continuous characters to separate points of G, but not enough to separate 
point from closed sets. It can be shown directly, that if a subgroup of a 
compact group is locally compact in the induced topology, then it is 
closed and hence compact. Thus, if we exclude the trivial example of 
a compact group, the embedding of a locally compact group into the 
Bohr compactification is an algebraic isomorphism but not a topological 
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one. This is.the main difference between the analogous concepts of the 
Stone-Tech and Bohr compactifications. 
3.5. Representation of Boolean Algebras. We have shown that 
Theorem 3.1 yields proofs of the existence of the Stone-Tech compacti- 
fication and of the Bohr compactification of a group. We are now going 
to show that it also yields a proof of Stone’s representation theorem for 
Boolean algebras and we shall also see in the next sections that the 
theory of Boolean algebras is closely related to the theory of spaces of 
continuous functions. 
Boolean algebras are usually defined axiomatically, but we will 
restrict ourselves to the concrete Boolean algebras, i.e., to algebras of 
sets and their quotients (modulo ideals). This includes practically all 
Boolean algebras that appear in analysis, and our restriction enables us 
to avoid the machinery of Banach algebras or Banach lattices and apply 
Theorem 3.1 or 3.2 directly. All essential ideas appear in this special 
case and it is technically much simpler. 
A compact space is called totally disconnected if it does not contain 
any infinite connected set; this property is equivalent (for compact 
spaces) to existence of a base of neighborhoods which are simultaneously 
open and closed. The Cantor set is the most typical example of such a 
space. Obviously, the open-closed subsets of a compact totally dis- 
connected form an algebra of sets, i.e., the union of two elements and the 
complement always belong to the class. 
An ideal in a Boolean algebra is defined exactly as in Section 3.2; 
if !N is such an ideal, then two sets A and B belonging to the considered 
Boolean algebra are called equivalent if (A\B) u (B\A) belongs to ‘31. 
This is an equivalence relation and the quotient space is defined in the 
usual way. If [A] and [B] are two cosets determined by ;4 and B, 
respectively, then [A] u [B] is the coset determined by A u B (this 
definition is independent of a special choice of a representative of a 
coset) and, similarly, we define [A] n [B] and the complement [A]‘. 
In this way we get the quotient Boolean algebra (u/R 
THEOREM 3.4. (Stone’s representation theorem). For every Boolean 
algebra 3 there exists a unique (up to homeomorphism) totally disconnected 
compact space X such that % is isomorphic to the algebra of all open-closed 
subsets of X. 
We will show that if % is a field of subsets of a set Y, then Stone’s 
theorem follows immediately from Theorem 3.1; similarly, if the Boolean 
346 ZBIGNIEW SEMADENI 
algebra is a quotient a/%, where ‘u is an algebra of sets and % is an 
ideal, then Stone’s theorem follows from Theorem 3.2. 
Consider the space E of all bounded real-valued functions on Y that 
are uniformly approximable by linear combinations of the characteristic 
functions of elements of U and apply Theorem 3.1. There exists a 
compact space X such that E is equivalent to %‘(X, R). If A E ‘11, then 
its chara‘cteristic function xA belongs to E whence it corresponds to a 
function fA E U(X, R). Since (x~)~ = xA and T : E -+ U(X, R) is 
multiplicative, we get ( fJ2 = fA , h ence fA must not assume any value 
different from 0 and 1. Consequently, fA is the characteristic function 
of a subset of X; since fA is continuous, this set is open-closed and this 
is just the set h(A) corresponding to A in Stone’s representation. We 
verify successively that h is one-one and onto the class of open-closed 
subsets of X, X is totally disconnected [since the linear combinations 
of the characteristic functions of open-closed sets are dense in ‘%‘(X, R)] 
and, finally, h is a Boolean isomorphism. For example, h preserves the 
intersection, for 
f Af-lB = T(X,n.) = T(X,4Xs) = T(XAY(XB) =f,fm 
hence h(A n B) = h(A) n h(B). Finally, uniqueness of X follows from 
Theorem 2.1. 
We have thus established a one-one correspondence between Boolean 
algebras and totally disconnected compact spaces which are also called 
Boolean spaces. 
Stone’s theorem is fairly significant in the theory of Boolean algebras; 
we may write a “dictionary” translating various algebraic properties 
of a Boolean algebra % into topological properties of its Stone space X. 
For example, X is metrizable if and only if ?I is countable; X has no 
isolated point if and only if U is atomless, and so on. 
3.6. Examples. (1) Let N, d enote a discrete space of power K, . 
Then %‘(N,) coincides with the space Z,(N,) of all bounded functions 
on N, . The corresponding compact space X is the Stone-Tech com- 
pactification /?Na of this discrete space. It can be decomposed as 
PNa = Nx ” (BNa\N,); Nx consists of isolated points and is open in 
BNa , whereas /3N,\N, is closed and dense-in-itself. PospiGl has shown 
that the power of /3N,\N, is 2”’ where m = 2% 
The Stone-tech compactification of a discrete (finite or infinite) space 
will be called afree compact space (this term will be justified in Section 5.4). 
Consider the algebra ‘u of all subsets of N,; then the linear combina- 
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tions of the characteristic functions of sets of ‘u are dense in Z,(N,), 
hence ,8N= is totally disconnected and is the Stone space of the algebra %. 
If % is the ideal of finite subsets of N,, then the Stone space of the 
quotient algebra 2l/% is just the space pN,\N, . 
(2) The space 2, of bounded measurable functions on the interval 
[0, l] (functions equal almost everywhere being identified) provided 
with the norm llfil = ess sup/ f (x)1 satisfies all conditions of Theorem 
3.2; .it is equivalent to the space U(Y) where Y is the Stone space of the 
algebra of all measurable set modulo sets of measure zero. 
3.7. Notes. Theorems 3.1 and 3.2 are special cases of general 
theorems concerning representation of certain Banach lattices or Banach 
algebras as spaces U(X); these ideas were established in the years 
1936-1943 by several authors (Stone [2,4], Kakutani [ 1,2], M. Krein and 
S. Krein [l, 21, Gel’fand and Naimark [I], and others). See also Day [l, 
p. 1031, Naimark [I, p. 2301, and Simmons [I]. 
The crucial point in this proof is the embedding of E into V(X) 
given by the formula (Tf)(f) = &f ). Such an embedding was used 
first by Banach and Mazur in the proof of the following theorem (see 
Banach [l, p. 1851): Every separable Banach space is isometrically 
isomorphic to a subspace of ‘%(I), where I = [0, 11. 
Theorem 3.3. was discovered almost simultaneously by Stone [2] and 
tech [l], but expressed in quite different forms. Stone used maximal 
ideals and Cech followed Tychonoff [ 11, embedding completely regular 
spaces into cubes I”‘. tech’s result became well known rather soon and 
his notation ,!3Y is now generally accepted, but for several years mathema- 
ticians were not aware that Stone’s extensive paper [2] contained essen- 
tially the same result (among numerous other important theorems). 
See also Kelley [2] and Gillman and Jerison [l]. 
The notion of Bohr compactification and the main results are due to 
Weil [l], K a u k t ani [3], and Anzai and Kakutani [l]; see also Loomis [l] 
(the noncommutative case), Gel’fand [l], and Hewitt and Ross [l]. 
The theory of representation of Boolean algebras has been created 
by Stone [I, 21. F or more information, see Sikorski [2]. 
4. Lattice Completeness of U(X, R) 
4.1. Supremum of a Family of Continuous Functions. The space 
%‘(X, R) is a lattice; this means that for each finite system fi , . . . . f, of 
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functions of U(X, R) there exists their supremum fi v ..a v f,, . The 
question arises whether U(X, R) must be a complete (or perhaps a 
a-complete) lattice, i.e., whether there exists the supremum of any 
infinite (or any countable) family in U(X, R). Of course, we have to 
assume that the functions are uniformly bounded, otherwise we would 
have a trivial counterexample-the sequence f, = nf where f is any 
nonzero function. 
A function f. E %‘(X, R) is called the supremum of a family {far} if 
(1) fa < f. for all (Y, and (2) if g E %(X, R) and fa < g for all or, then 
f ,, < g. Must such a function always exist ? 
If X is an infinite compact metric space, then there exists a uniformly 
bounded sequence of continuous functions fi , fi , . . . without supremum 
in ‘Z(X, R). Such a sequence can be constructed as follows: Let xs be 
a nonisolated point of X and let xi , x2 , . . . be a sequence of distinct points 
convergent to x,, . By Tietze’s theorem, there exists a function h continuous 
on X\{x,} and such that h(x,) = (- 1)” and - 1 <h(x) < 1 for x E X\{x,}. 
Let V,, be a sequence of open neighborhoods of x,, such that V,,, C V, 
and f-l V, = {x0}, and let f, be any continuous function on X such that 
-1 ,< f, < 1 andf,(x) = h( x ) f or x E V,, . Since h cannot be extended 
to a function continuous on the whole of X, the sequence (f,) has no 
supremum in U(X, R). 
The question arises whether such a family, perhaps uncountable, can 
be constructed for any infinite compact space X. We might argue as 
follows: Let x,, be a nonisolated point of X and let 
F={fE%(X,R):O<f< 1, f(x,,)=O}. 
Then the function go(x) = sup{ f(x) : f EF) is equal to 1 for x # x,, 
and g,(x,) = 0. Thus, the function g, , which is the supremum of the 
family F, is not continuous, hence F is a desired counterexample. 
Nevertheless, this argument is not correct-the supremum of the family 
F does exist in %‘(X, R) and is equal identically to 1. 
The point is that the pointwise supremum g, is the supremum of the 
family F in the space of all real-valued functions on X, whereas condition 
(2) in the definition above requires that the supremum is the smallest 
of all continuous upper bounds of F. The function I does satisfy both 
conditions (1) and (2), and it is the smallest of all continuous functions 
satisfying the inequality g(x) > g,,(x) for all x E X. Roughly speaking, 
the discontinuity of g, at x0 is not essential, but the discontinuity of h 
in the former example is not removable. The following theorem character- 
izes the cases when the discontinuity of sup F = g, does not matter. 
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Given any bounded real-valued function f on a topological space E, 
the function f’(x) = max( f(x), lim sup,,,f(y)) is called the ff#?r 
regularization off. 
THEOREM 4.1. Let X be a compact space and let F be any bounded 
subset of %?(X, R). If the upper regularization of the pointwise supremum 
of F is continuous on X, then it is the supremum of the set F in S?(X, R). 
If this function is not continuous, then F has no supremum in U(X, R). 
Several theorems concerning spaces F(X) have some analogues in 
the theory of Boolean algebras. Any Boolean algebra is a lattice with the 
partial order defined by the inclusion. An element A of a Boolean 
algebra U is called the supremum of a family {A=} if (1) A, C A for 
all OL and (2) if B E ‘21 and A, C B for all (Y, then A C B. The algebra 
‘u is called complete if the supremum exists for any family of elements 
of 21; if this is the case, then, by de Morgan’s laws, every family has the 
infimum, too. The Boolean analogue of Theorem 4.1 may be stated as 
follows. 
THEOREM 4.2. Let 21 be the algebra of all open-closed subsets of 
a totally disconnected compact space X and let {A,} be any family in 2l. 
if the closure of the set-theoretical union U A, is open, then it is the supremum 
of {A,} in the algebra II. If this closure is not open, the family has no 
supremum in A. 
Theorem 4.2 is a special case of Theorem 4.1; indeed, the character- 
istic function of the closure A of a set A is the upper regularization of 
the characteristic function of A, and the characteristic function of the 
union is the pointwise supremum of the characteristic functions of the 
sets of the family. 
4.2. Extremally Disconnected Spaces. A topological space is called 
extremally disconnected if the closure of every open set is open. This is 
a fairly strong assumption, e.g., a metric space is extremally discon- 
nected if and only if it is discrete; a compact metric space is extremally 
disconnected if and only if it is finite. Certain compact infinite extremally 
disconnected spaces, however, are significant in the general topology, 
particularly in questions related to functional analysis and Boolean 
algebras. 
Let X be a compact square. The space U(X, R) will be called 
m-reticulated (where m is an infinite cardinal number) if every bounded 
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subset of 9(X, R) consisting of at most m elements has the supremum 
in V(X, R) ; U(X, R) will be called completely reticulated if it is m-reticul- 
ated for every cardinal number m. Thus, Y;(X,R) is completely reticulated 
if and only if it is a conditionally complete lattice; we would like, however, 
to avoid the word “completeness” here, and the French term “reticul- 
ated” seems to be much better. 
THEOREM 4.3. Let X be a compact space. Then the following 
conditions are equivalent : 
(i) ‘Z(X, R) is completely reticulated; 
(ii) X is extremitally disconnected; 
(iii) X is totally disconnected and the Boolean algebra of all open-closed 
subsets of X is complete. 
Equivalence (ii)-+ (iii) follows from Theorem 4.2; equivalence 
(i)o (ii) can be deduced from Theorem 4.1, but we will omit the details. 
There are three important types of Stonian spaces. 
1. The free compact spaces (see Section 3.6) are extremally discon- 
nected. Indeed, /IN, is the Stone space of the Boolean algebra of all 
subsets of N, which is obviously complete. 
2. We have mentioned in Section 3.6 that the Stone space Y of the 
Boolean algebra of Lebesgue measurable subsets of [0, I] considered 
modulo sets of measure 0 is the set of nonzero multiplicative linear 
functionals on the space Y, of essentially bounded measurable functions 
on [0, I] and 9% is equivalent to G?(Y). It turns out that this Boolean 
algebra is complete, hence 9% is completely reticulated and Y is extrem- 
ally disconnected. a-Completeness of this algebra is obvious (the union 
and intersection of any countable family of measurable set is measur- 
able), but the algebra would not be complete if we did not neglect the 
sets of measure 0; the completeness of the quotient algebra can be 
shown as follows. It is enough to show that every well-ordered increasing 
family {A,} f 1 o e ements of the algebra has the supremum in the algebra; 
such a family must be actually countable, for 
hence m(A,+,\A,) = 0 for all OL except of a countable set. The same 
is valid for any totally u-finite measure. 
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3. Let T be a nonmeager topological space, let ?I be the algebra of 
Bore1 subsets*of T and let N be the ideal of meager subsets of T (meager 
meaning “of the first category in the sense of Baire”). Then the quotient 
algebra (u/s is complete, and actually every complete Boolean algebra 
is isomorphic to such an algebra [namely, if X is compact and extrem- 
ally disconnected, then any Bore1 set can be written in the form 
A = (G v P)\Q, w h ere G is open-closed in X and P, & are meager, 
hence the algebra of open-closed subsets of X is isomorphic to the 
algebra of Bore1 sets modulo meager sets]. 
We may also consider the quotient space &Y(T, R) of bounded real- 
valued Borel-measurable functions on T neglecting their values on 
meager sets, provided with the quotient norm 
ljfll = inf{$iA (f(x)1 : A is meager in T} 
(supremum essential with respect to the ideal of meager sets). Let 2 be 
the set of all nonzero multiplicative linear functionals on 9(T, R) 
provided with the 9Y(T, R) topology. By Theorems 3.2, 3.5, and 4.3, 
a(T, R) is completely reticulated and is equivalent to U(.Z, R), hence 
2 is extremally disconnected. 
4.3. Minimal Stonian Resolution. By resolution of a compact space 
X we shall mean any pair (2, p’) where Z is a compact space and 9) 
is a continuous map from Z onto X. A Stoniun resolution is any resolu- 
tion such that Z is Stonian. Two resolutions (Z,, vi) and (Z,, TV) are 
called equivalent if there exists a homeomorphism # from Z, onto Z, 
which commutes with the given maps, i.e., such that I,$~ = q’z and 
vi = t,klyz . A continuous map 01 : T, --t T, is called irreducible if it is 
onto and if no proper closed subset of T, is mapped onto T, . 
By a reticulation of a space U(X, R) we shall mean a pair (%(Z, R), S>, 
where Z is a Stonian and S is a linear operator from %(X, R) into 
%(Z, R), which is an isometry, a ring isomorphism, and a lattice iso- 
morphism as well, and such that %(Z, R) is the smallest conditionally 
complete lattice spanned by the image of %7(X, R). 
Such a reticulation need not be unique. For example, let T = I = [0, l] 
and let Y and Z be as in Examples 2 and 3 in Section 4.2. Then both 
%(Y, R) = 9, and V(Z, R) = .%9(1, R) are reticulations of %?(I, R), 
although Z and Y are not homeomorphic. 
THEOREM 4.4. Let X be a compact space, let B(X, R) and Z be 
defined as in Example 3 in Section 4.2 (with T = X). Let 9 be the conti- 
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nuous map from Z onto X determined by restriction of functionals of Z 
to the subalgebra of 23(X, R) consisting of continuous functions on X 
(cf. Section 2.4). Then 
(i) (2, F) is a Stonian resolution of X minimal in the following sense: 
Zf (2, , FJ is any Stonian resolution of X, then there exists a continuous 
map 4 from 2, onto Z such that the corresponding diagram is commutative, 
i.e., C& = y1 and any such 1+5 must be onto Z. 
(ii) The pair (‘4?(Z, R), S}, w h me S is the composition of the natural 
embedding of %‘(X, R) into 93(X, R) with the equivaknce map .from 
22(X, R) onto %‘(Z, R), is a reticulation of %‘(X, R) and is minimal in 
the sense dual to (i), i.e., for every reticulation (V(Z, , R), S,} of %(X, R) 
there’ exists a linear operator SO : %‘(Z, R) + U(Z, , R) which is an 
isometry and a ring and lattice isomorphism such that SOS = S, . 
(iii) q~ is irreducible. 
(iv) (Z, CJI) is unique in the following sense: Zf a Stonian resolution of X 
satisfies (i) OY (iii), then it is equivalent to (Z, q~). 
The map 9 has also the following property: Suppose that A is any 
open-closed set in Z; it corresponds (in Stone’s representation) to a 
Bore1 subset A, of X (A, being determined up to meager sets). Let 
D(A,) = {x E X : A, is not locally meager at x}; 
then D(A,) = y(A). 
Thus, to each compact space X there correspond a unique extremally 
disconnected space Z and a unique (up to commuting homeomorphism) 
continuous irreducible map q~ : Z -+ X. It is called the minimal Stonian 
resolution or a projective co-envelope of X. 
4.4. Notes. Theorem 4.2 and equivalence (ii) o (iii) in Theorem 4.3 
are due to Stone [3]; Theorem 4.1 and equivalence (i) o (ii) in Theorem 
4.3 is due to Stone [4, 51, and Nakano [l]. 
Theorem 4.4 has been stated explicitly by Gleason [l], but it is close 
to results of Stone [3], MacNeille [l], Dilworth [l], and Sikorski [l]. 
Also see Rainwater [l], Sikorski [2, p. 1181, Cohen [I], and Semadeni [2]. 
5. Categories and Functors in the Theory of Spaces ‘Z(X) 
5.1. Notion of a Category. We have discussed various basic proper- 
ties of spaces %‘(X) and we are now going to discuss the problem again 
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from another methodological point of view-using the concept of a 
category due to Eilenberg and MacLane. In our consideration we do not 
assume the reader to know anything about categories and the purpose 
of this section is an introduction to this field with a special attention 
to problems concerning spaces g(X). Consequently, the exposition is 
not rigorous and we will even avoid some formal definitions preferring 
a more naive and intuitive approach. 
A category is a class ~4 of sets called objects and a class 2- of maps 
called morphisms satisfying the three following conditions: 
(i) If a map 01 : A ---t B is a morphism, then A and B are objects; 
in other words, all morphisms are maps from objects to objects. 
(ii) If A is any object, then the identity Ed : A -+ A [defined as 
Ed = a for a E A] is a morphism. 
(iii) If ci :A-+Band/3:B + C are morphisms, then their composi- 
tion @ : A -+ C is also a morphism. 
We may be disappointed by the appearance of these axioms and 
hardly expect deep theorems (unless we admit additional assumptions), 
but the theory turns out to be a quite adequate tool in some investiga- 
tions, and probably in about 10 or 20 years it will become a part of the 
standard education of any mathematician working with abstract theories. 
There are many examples of categories, particularly in abstract algebra, 
but we are interested only in those given in the accompanying tabulation. 
1 2 3 4 5 
Objects Any sets 
Morphisms Any maps 
Compact Boolean Banach Banach 
spaces algebras spaces spaces 
Continuous Boolean Linear Linear 
maps homo- operators operators 
morphisms with with 
/ITll<c= IIT/l< 1 
We should point out explicitly that the term map means a triple 
(LU, A, B), where A and B are sets and OL is a single-valued function from 
A into B. If B is a proper subset of C and 01 is a function from A to B, 
then 01 : A -+ B and OL : A -+ C are considered as different maps, 
although in both cases we have the same function, i.e., the same argu- 
ments a E A and the same values a(a) E B. Similarly, if B, is a proper 
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subset of B, , then the composition of two maps a : A -+ B, and 
/3 : B2 -+ C is assumed not to exist, although the composite function 
/3a : A + C is well defined. In this case we may, however, consider 
the embedding map l RlBl : B, + B, defined as fgz8,(b) = b for b E B, 
and the composition /3~!,~, a is admissible. This convention, which is 
one of the characteristic features of the technique of the theory of 
categories, may seem to be too sophisticated. In classical analysis such a 
subtle distinguishing is not necessary and not even desirable, but in 
the theory of categories it appears to be a convenient technique which 
enables us to avoid some formal difficulties. 
In most cases when the class ~4 of objects is given, the class X of 
morphisms arises naturally. For example, if S# stands for the class of 
groups, then the most natural class of morphisms is that of all homo- 
morphisms; for topological spaces we admit continuous maps, for topolo- 
gical groups-continuous homomorphisms. When JX? is the class of 
Banach spaces, however, we may assume that the morphisms are bounded 
linear operators or we may assume that the morphisms are linear 
operators of the norm less than or equal to 1. 
Categories may be defined axiomatically; then the primary notions 
are: morphisms and composition of morphisms (identities can be defined 
in terms of compositions, and an object A can be eliminated after having 
been identified with the identity l ,). We will not quote the axioms, 
but we have to emphasize the requirement that all notions of the theory 
of categories be expressed purely in terms of morphisms and their 
compositions. If this requirement is not fulfilled, e.g., when the notion 
depends on points of objects, then such a definition is not acceptable 
in this theory. For instance, the notion of a one-one morphism is definable 
in terms of points: /3 is one-one if /3(a) = p(b) implies a = b; this defi- 
nition must be discarded, but we may try to find another one, expressed 
in categorical terms, which is equivalent in several interesting categories. 
A morphism a : A -+ B is called left-cancellable if for any object C and 
any morphisms p1 : C --f A and fl, : C + A the condition CL/~, = a/3, 
implies /?i = B2 . Every one-one morphism is left-cancellable; the con- 
verse statement is true in a wide class of categories, including the five 
examples presented above. 
A morphism a : A -+ B is called an equiwalence if there exists a mor- 
phism /3 : B + A such that ap = Ed and @a = Ed ; if this is the case, 
we write p = a-1 and 01 = p-1. In the five examples considered above the 
equivalences are characterized as follows: 
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1 2 3 4 5 
Equivalence Any one-one Homeomor- Isomorphism Linear Linear 
map onto phism onto homeo- isometry 
onto morphism onto 
onto 
A morphism 01 : A -+ B is called a retraction if there exists a morphism 
@ : B -+ A (called a cross section of a) such that $3 = Ed. The term 
“retraction” is taken from topology; in functional analysis such an 
operator is called a projection. An object B is called a retract of an object 
A if there exists a retraction (Y : A + B. 
5.2. Functors. A functor (of one variable) is a map from a category 
into a category transforming objects onto objects and morphisms onto 
morphisms in a covariant or contravariant way; more precisely, a 
covariant functor from a category (,Ep, Z) into a category (&i , ,X1) is 
a function Q, on d u X satisfying the following conditions: 
(i) A E J&’ implies @(A) E d, and @(Ed) = <0(A) , 
(ii) if a: is a morphism from A into B, then @(a) is a morphism from 
@(A) into Q(B), 
(iii) if y = a/3 (in X), then Q(y) = @(cx)@(/~) (in Xi). 
A contravariant functor is a function @ : s&’ u S? -+ &‘i u X, satis- 
fying (i) and 
(ii’) if OL is a morphism from A into B, then @(a) is a morphism from 
CD(B) into @(A), 
(iii’) if y = ~$3 (in X), then Q(y) = @(&B(U) (in ~7,). 
Two categories are called isomorphic [dual] if there exists a one-one 
covariant [contravariant] functor from one onto the other such that the 
inverse function is also a functor. 
Let M be a fixed object of a category (J&‘, Y), let A* be the set of all 
morphisms from the object A into M, and if (Y is a morphism from A 
into B, let (Y* be the map from B* into A* defined by 
(a*@*))(4 = b”(44) for b* EB*. 
If @(A) = A* and @(cx) = OL*, then @ is a contravariant functor from 
(&, X) into the category of all sets and all maps (described as the first 
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of the five examples). Condition (iii’) means that (c+)* = fl*a* and can 
be checked directly. 
In particular, let us consider the category of Banach spaces and 
bounded linear operators and let A4 be the field of scalars. Then A* is 
the space conjugate to A and if (Y : A + B is a bounded linear. operator, 
then LY* : B* + A* is the adjoint operator. Thus, passing to the con- 
jugate spaces and adjoint operators is a contravariant functor. If such a 
functor is applied twice, we get the covariant passing from A to the 
second conjugate A * * and from 01 to the second adjoint a**. 
Similarly, passing from a compact space X to the space U(X) of 
continuous functions and from a continuous map cy : X + Y to the 
linear operator %‘(a) : V(Y) -P %?(X) induced by 01 is a contravariant 
functor from the category of compact spaces and continuous maps into 
the category of Banach spaces and bounded linear operators. 
The category of Boolean algebras and homomorphisms is “almost” dual 
to the category of compact totally disconnected spaces and continuous 
maps-this duality is established by the Stone representation theorem. 
The notion of a functor yields a formal explanation of some duality 
phenomena appearing in mathematics. Two categorical notions are 
called dual if the definition of one of them can be obtained from the 
definition of the other by reversing all arrows and reversing all products, 
i.e., the formal procedure is that all morphisms OL : A + B are replaced 
bY O1 : B + A and all products ~$3 are replaced by /~CG We shall see 
several examples of such dual definitions in the following sections. 
5.3. Direct Joins and Free Joins. We have shown (in Section 5.1) 
an example of a definition that was originally given in terms not accept- 
able in the theory of categories and was modified so that it could be 
expressed in purely categorical terms. The same can be done with several 
notions; we are now going to discuss the categorical approach to the 
notion of the Cartesian product. The definition “the Cartesian product 
of two sets A and B is the set of pairs (a, b) where a E A, b E A” uses 
the notion of an element of an object, and we have to look for another 
definition. We expect that this new notion will not, perhaps, be quite 
equivalent to the former one, but it might be more appropriate in certain 
situations. For instance, the Cartesian product of an infinite family of 
Banach spaces is no longer a Banach space, but merely a linear topologi- 
cal space. We shall see, however, that the direct join of an infinite 
family of Banach spaces is a well-known object whose role becomes 
clear in the general context of categories. 
SPACES OF CONTINUOUS FUNCTIONS ON COMPACT SETS 357 
The characteristic feature of the Cartesian product is the independence 
of coordinates. This vague statement may be expressed in various terms 
(e.g., as the stochastic independence); we shall use the following. If 
C is any set and fi: C -+ A and fi : C + B are given functions, then 
f(c) = (fi(4 f&N is a function from C into A x B such that 
nk f = fk (k = 1,2) where xk denotes the projection onto kth axis, i.e., 
~,(a, b) = a and rra(u, b) = b. 
Let (~2, X) be a category and let {A1}l,, be a family of objects. The 
direct join (called also the product) of {A,} is a pair (A, {vT~}) where A is 
an object and n1 : A --t A, are fixed morphisms (t E T), called the 
coordinate projections, such that for any object B and any system of 
morphisms /I1 : B + A, there exists a unique morphism fi : B -+ A 
such that the corresponding diagrams are commutative, i.e., fit = r@ 
for all t E T. If the morphisms r1 are taken for granted, we shall simply 
say that A is the direct join of {A,} and write A = II A,. 
The morphisms rrT1 are not assumed explicitly to be certain projections, 
but this can be deduced under some weak assumptions about the cate- 
gory. We do not expect that any family {A,} in any category has the 
direct join either; such an object need not exist, but if it does, it is 
unique up to commuting equivalence. More precisely: 
THEOREM 5.1. If two pairs (A, {rl}) and (A’, {ITS’)) satisfy the 
conditions stated above, then there exists an equivalence v : A + A’ 
such that all the corresponding diagrams are commutative, i.e., 7~~ = rr,‘v 
and rrl) = T~CJ-~ for all t E T. If we assume additionally that for any two 
indices u, t E T there exists a morphism 0~~~ : A, + A, , then all the mor- 
phisms rrL are retractions admitting certain cross sections (TV : A, + A 
such that nlul = EAt for t E T and 7rtcr,, = alU for u # t. 
The proof of the first statement is similar to that of the uniqueness 
of the tensor product (see Section 6.1) and will be omitted here; the 
second statement can be prQved as follows. Fix t and consider the 
family of morphisms /3, : A, -+ A, (u E T) defined as /3, = LY,~ for 
u # t and /II = l Al . There exists a morphism u1 : A, -+ A such that 
rUgI = 8, for u E T. In particular, for u = t we get ~~0~ = fA which t 
means that Us is a cross section of rrl . 
Let us note that for each of the five considered examples the additional 
assumption in the second part of Theorem 5.1 is satisfied. 
We have mentioned that the categorical definitions can be dualized. 
Applying the general procedure of reversing arrows and compositions 
we get the following definition. 
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Thefree join (called also the sum) of {A,} is a pair (A, {or)), where A 
is an object and oL : A, -+ A are fixed morphisms (t E T), called the 
embeddings, such that for any object B and any system of morphisms 
PI : A, -P B there exists a unique morphism /3 : A .+ B such that the 
corresponding diagrams are commutative, i.e., /3r = j&r1 for all t E T. 
The free join will be denoted by E A, . 
The uniqueness of /3 is essential in both definitions. Theorem 5.1 
has an obvious dual: the free join is also unique (if it exists) and the 
morphisms or turn out to be cross sections of certain retractions 
rri . *A-At. 
The axiomatic way in which the two dual notions of direct and free 
join are introduced differs from the common way of defining new 
notions; it does not yield any construction, nor does it claim the existence 
of the new object. It describes certain properties which determine the 
object uniquely; since such properties (expressed in terms of a theory) 
are usually invariant with respect to certain equivalences, such a new 
notion is unique up to equivalence, and we cannot requiie any more. 
This method seems to be more suitable than the constructive one in 
any case when the construction is somewhat artificial, because it stresses 
the properties that are more important in future use than the construc- 
tion. The axiomatic approach makes us accept those definitions in 
special theories (e.g., in special categories) that fit the general scheme 
rather than those that can be expressed only in terms of a special theory 
and.do not correspond to anything in other theories. In our case, it shows 
the duality between the two notions, too (such a duality may be hidden 
if the notions are defined explicitly). 
The direct and free joins are exemplified as follows: 
1 2 3 4 5 
Direct Cartesian Cartesian Direct I,- Join 
join product product union 
Free join Disjoint b of disjoint Product Z,- Join 
union union 
The sum (disjoint union) of a family {Y,}r,, of topological spaces is 
defined as a topological space Z which can be decomposed into a family 
2 = U 2, of disjoint open-closed subsets such that Y, is homeomorphic 
to 2, for each t E T. These homeomorphisms u1 : Y, -F Z are em- 
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beddings of Y, into 2 and, obviously, (2, {uJ) is the free join of (Yt} 
in the category of topological spaces and continuous maps, but it is 
not the free join in the category of compact spaces and continuous 
maps unless the family is finite (because 2 is not compact). The free join 
in the category of compact spaces is just the Stone-Tech compactifica- 
tion /3( U Z,) of the disjoint union. Indeed, suppose that y1 : Y, -+ X 
are any continuous maps into a compact space X. Then qlal-’ are 
continuous maps from Z, into X (t E T) and the map q~ : U Z, ---t X 
defined as p)(z) = ~~(0,~l(z)) f or z E Z, is also continuous, hence, by 
Stone’s theorem quoted in Section 3.3, it has a unique extension to a 
continuous map y’ : /3( U Z,) + X which is the desired map from the 
free join to X that commutes with the given maps v’l and the embeddings. 
The Boolean notions of direct union and product are explained by 
Sikorski [2]; they are dual to the corresponding notions concerning the 
category of totally disconnected compact spaces, namely Stone’s repre- 
sentation yields the correspondence: 
direct join of Boolean algebras t) free join of compact spaces, 
free join of Boolean algehras +-+ direct join of compact spaces. 
In the category of Banach spaces and bounded linear operators the 
Cartesian product of any finite system is the free and direct join simul- 
taneously, but no infinite set of Banach spaces admits free or direct 
join. On the other hand, the free join EF, and the direct join ITF, do 
exist for any infinite family {F,) of B anach spaces if the morphisms are 
supposed to be contractions (i.e., linear operators of norm less than or 
equal to one). They turn out to be the so-called l,-join and L-join, 
respectively, which are defined as the subsets of the Cartesian product 
consisting of all functions f = { ft}lET such that fi E F, and 
respectively, with the obvious embeddings crL and coordinate projections 
71. 
THEOREM 5.2. If E = X E,, then E* = n E: (in the category of 
Banach spaces and contractions). 
The Z,-join is also a direct join in the category of all normed linear 
spaces and contractions, but the free joins are different in these two 
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categories; if {F,} is a family of Banach spaces, then the free join with 
respect to the category of Banach spaces and contractions is the com- 
pletion of the free join of {F,} with respect to t&e category of all normed 
linear spaces and contractions. Namely, if {F,} is a family of normed 
linear spaces, then their free join is the restricted direct sum EF, 
consisting of all functions f = { fi}tET such that fi = 0 for all but a 
finite set of indices, this set varying with f, and provided with the norm 
llf II = Ufi Il. 
5.4. Direct Objects and Free Objects. Suppose that M is a fixed 
object of a category (.M’, X). According to common terminology we 
might ‘say that the set A* of all morphisms from an object A into M 
separates A if for every two different points a, , ua of A there exists a 
morphism v : A + M such that ~(a,) # ~(a~). This is not a categorical 
notion, but it may be modified as follows: The set A* is said to separate 
the object A is for each object B and each pair of different morphisms 
cu:B-+A and /3:B -F A there exists a morphism y : A -+ M such 
that ya # yj3. An object M is said to be a separator if for each object A 
the set A* separates -4. In other words, M is a separator if and only if 
for any two morphisms OL : B -P A and p : B -+ A the condition 
01* = /3* implies OL = /3, where CL* : A* + B* and p* : A* -+ B* are 
the conjugate maps defined in Section 5.2. 
The smallest separator is called the basic direct object (abbreviation: 
b.d.0.); more precisely, M is a b.d.o. if the following conditions are 
satisfied: 
(i) M is a separator; 
(ii) If M’ is a separator and there exists a retraction from M onto M’, 
then there exists an equivalence from M onto M’; 
(iii) If M” is any separator, then there exists a retraction from M” 
onto M. 
Clearly, such an object is unique up to equivalence, but it need not 
exist. An object is called direct if it is the direct join of a set of copies of 
the b.d.o. 
All these definitions can be dualized and we get the notions: a 
cosepurutor, the basic free object (abbreviation: b.f.o.), and a free object. 
We will omit the explicit definition of these notions, but we will explain 
what they mean in the five examples considered in the accompanying 
tabulation. 
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1 2 3 4 5 
b.d.o. Two-point Closed {O, 11 R orC R or C 
set kterval 
b.f.o. One-point One-point (0, 1, A, A’} R or C R or C 
set set 
Direct Sets of Cubes 1’” Algebras of LO’L) 
objects power 2m all subsets or L(n) 
Free objects Any sets /NV,) or Free Boolean Wd 
finite algebras or l(n) 
All spaces appearing in this tabulation are well-known objects. The 
Boolean algebra consisting only of 0 and 1 (the b.d.o. in column 3) is 
the algebra of all subsets of a one-point set (the b.f.o. in column 1) and, 
at the same time, the four-element algebra whose elements are 0, 1, a 
set A, and its complement A’ (the b.f.o. in column 3) is (isomorphic to) 
the algebra of all subsets of a two-point space (the b.d.o. in column 1). 
This duality can be readily explained in Stone’s representation theory. 
The field of scalars (R in the real case and C in the complex one) 
is both the b.d.o. and b.f.o. in the category of Banach spaces and linear 
operators of norm < 1 and corresponds-from this category-theoretical 
point of view-to the closed (unit) interval which is the b.d.o. in the 
category of compact spaces, or to a one-point set which is the b.f.o. in 
this category. 
The set A* of all morphisms from A to a fixed object M may be con- 
sidered for each object M, but the study of such a conjugate space is 
particularly important in some special cases. In each of these categories 
the most important is always the case when this fixed object M is the 
b.d.o. If A is a set and M consist of two elements, say, of 0 and 1, then 
A* is just the space of the characteristic functions of subsets of A, 
which may be identified with the space 2A consisting of all subsets of A; 
if A is a compact space and M= [0, I], then A* is the set of all continuous 
maps from A into the unit interval; if U is a Boolean algebra and 
M = (0, I} then ?I* is the space of all zero-one Boolean homomorphisms, 
which may be identified with the Stone space of the algebra (i.e., the 
space of maximal ideals); finally, if A is a Banach space and M = R, 
then A* is the ordinary conjugate space. 
Let us also note the following rule which is valid in each of the 
categories 1, 2, 3, and 5: Every object is a subobject of a direct object 
and every object is an image of a free object. For example, every compact 
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space can be embedded into a Tychonoff cube Im, every compact space 
is a continuous image of a free compact space ,3N, , every Banach space 
can be embedded into a direct Banach space I,(N,) = %‘(/3N,J, every 
Banach space is the image of a bounded linear operator defined on a free 
Banach space I(N,), and so on. This can be stated as a theorem, but there 
is a subtle problem of a proper generic definition of embeddings and 
maps onto; the notion of a left-cancellable morphism (see Section 5.1) 
is a categorical substitute for a one-one map and is generally weaker 
than an embedding that we want (e.g., it may mean a one-one continuous 
map into, when we wish to have a homeomorphic embedding). Similarly, 
a right-cancellable morphism (defined in an analogous way) is not a 
proper substitute for the maps onto but rather for maps onto dense 
subsets. An exact formulation of this general rule may be expressed in 
an axiomatic system with the notion of a subobject. 
5.5. lnjective Objects and Projective Objects. We are now going to 
discuss some extension theorems from the category-theoretic point of 
view. What is the general meaning of such theorems like Tietze’s 
theorem for continuous functions or the Hahn-Banach theorem for linear 
functionals ? We have apologized for difficulties connected with the 
notion of embedding, and we are going to continue the informal way 
of this exposition. 
Let us take for granted the notion of a subobject and let us assume 
that an injection OL : A + B is a morphism of the form 01 = &, where y 
is an equivalence from A onto a subobject C of B and p is the embedding 
of C into B, i.e., /? : C + B is defined by p(c) = c for c E C. 
We shall work with the notion of injection ruling out the notion of 
a subobject (according to the general tendency of eliminating everything 
but morphisms). First of all, we have to adapt the notion of an extension 
of a morphism. 
Let LY : A + B be an injection and let M be any object. A morphism 
4p : B --f M is called an extension of a morphism $I : A -+ M if ‘pa = #, 
i.e., if the diagram 
71 
P 
A -B II 
is commutative. If an element a E A is identified with the corresponding 
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element b = a(u) E B, then the condition #(u) = q~(a(a)) = v(b) really 
means that # is the restriction of F to the subobject. 
Now, we are going to investigate objects for which a theorem of 
Tietze type is valid. An object M is called inject&e if for any injection 
a : A -P B and any morphism I/J : A + M there is an extension 
9 : B -+ M. We may say that every diagram consisting of a and # can 
“be embedded” into a commutative diagram consisting of p, #, and a. 
THEOREM 5.3. If M is injective and y : M + Ml is a retraction, 
then Ml is injective. 
THEOREM 5.4. If M is the direct join of {MJ and all M, are injectiwe, 
then M is injective. 
THEOREM 5.5. If M is injectiwe and y : M-P C is any injection, 
then y admits a retraction, i.e., there exists 6 : C ---+ M such that Sy = z~. 
THEOREM 5.6. Assume that for eoery object A there exists an 
injection a from A into a direct object, and assume that the b.d.o. is injective. 
Then the following conditions are equivalent: 
(i) M is injective, 
(ii) M is a retract of a direct object, 
(iii) M is an absokte retract, i.e., if there exists an injection from M 
into un object A, then M is a retract of A. 
Implication (i) 5 (iii) is stated in Theorem 5.4; (iii) =L- (ii) follows 
from the assumption of universality of direct objects; finally, (ii) C- (i) 
follows from Theorems 5.2 and 5.3. 
The assumptions of Theorem 5.5 are satisfied for each of the categories 
1, 2, 3, and 5 presented above. The two-point set is injective in the 
category of all sets (obvious), the closed interval I is injective in the 
category of compact spaces (Tietze’s theorem), a two-element algebra 
is injective in the category of Boolean algebras (Stone’s theorem on 
extension of zero-one homomorphisms, essentially the theorem on 
extending ideals to maximal ideals) and, finally, the field of scalars is 
injective in the category of Banach spaces, injections being isometries 
into (Hahn-Banach theorem). 
Suppose now that the notion of surjection is also taken for granted; 
for any of the five categories considered above surjections will mean 
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simply maps onto. All statements about injective objects can be formally 
dualized as follows. 
An object P is called projective if for any morphism (Y : P -+ A and 
any surjection /I : B -+ A there exists a morphism y : P -+ B such that 
/3~ = 01 which means that the diagram 
is commutative. 
THEOREM 5.7. If P is projective and PI is a retract of P, then P, 
is projective. 
THEOREM 5.8. If P is the free join of {Pl} and all P, are projective, 
then P is projective. 
THEOREM 5.9. If P is projective and y : C 4 P is any surjection, 
then y admits a cross section, i.e., there exists 6 : P-+ C such that ya = l p . 
THEOREM 5.10. Assume that for every object A there exists a 
surjection (Y from a free object onto A, and assume that the b.f.o. is pro- 
jective. Then the following conditions are equivalent: 
(i) P is projective, 
(ii) P is a retract of a free object, 
(iii) If there exists a surjection from an object A onto P, then P is a retract 
of A. 
The assumption of Theorem 5.10 are also satisfied for each of the 
categories 1, 2, 3, and 4. Projectivity of the basic free object can be proved 
by the following method. 
Let F be the b.f.o. in one of the categories 1, 2, 3, or 4. Then there 
exists a free generator of F, i.e., an element f0 E F such that for each 
object C and each element c E C there exists a unique morphism F : F+ C 
such that v( fO) = c. Now, let /3 : B + A be any morphism onto and 
let a: : F -+ A be any morphism not necessarily onto. Chose b E B such 
that /3(b) = CL( fO). Th e unique morphism y : F -+ B such that y( fO) = b 
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has the desired property, i.e., &J = 01, because both morphisms /?y and 
OL map f,, onto the same element in A. 
THEOREM 5.11. Let P be any compact space. Then the following 
conditions are equivalent: 
(i) P is projective in the category of compact spaces and continuous 
maps, 
(ii) P is a retract of a free compact space /3N,, 
(iii) P is extremally disconnected. 
Equivalence (i) o (ii) follows from Theorem 5.10. Implication 
(ii) => (iii) is an easy consequence of Theorem 4.3, so the implication 
(iii) + (i) is the only nontrivial part of this theorem, but the proof 
will be omitted. 
THEOREM 5.12. Let E be a Banach space. Then the following 
conditions are equivalent: 
(i) E is injective in the category of Banach spaces and linear operators 
of norm < 1 (injections being linear isometries into); 
(ii) E is a Banach-space retract of a direct Banach space, i.e., E is 
isometric to a subspace E,, of the space l,(N,) of all bounded functions on a 
set N, and there exists a projection of norm 1 from l&N,) onto E,,; 
(iii) For every Banach space E, containing E as a subspace there exists 
a projection of norm 1 from E1 onto E; 
(iv) There exists a compact extremally disconnected space X such that 
E is isometrically isomorphic to the space V(X). 
Equivalence of the first three conditions follows from Theorem 5.5; 
implication (iv) e (ii) follows easily from Theorem 5.11 (cf. Theorem 
2.2). The proof of implication (ii) * (iv), however, is difficult. 
5.6. Relations between Spaces V(X) and L-Spaces. A Banach space E 
is called an L-space if there exist a set Y, a a-ring XR of subsets of Y, and 
a nonnegative measure p on !IJ$ such that E is isometrically isomorphic 
to the space Z( Y, mm, CL) of integrable functions (Y need not belong to m 
and TV need not be u-finite). In this subsection all Banach spaces are 
supposed to be real. 
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THEOREM 5.13. E is an L-space if and only if E can be written 
in the form 
E = W,) + 2 -Y(Im+ 9JG , vt) 
ST 
where l(N,) is a free Banach space, Z denotes the free join in the category 
of Banach spaces and linear operators of norm < 1, T is a set of indices, nt, 
denotes a cardinal number (ml may be equal to m, for t # s), I” is the 
Cartesian product of m copies of the interval I = [0, 11, %JIn, is the algebra 
of Bore1 subsets of I” t and v, is the product measure on 11R, (product of 
Lebesgue measures). 
THEOREM 5.14. The space A(X), i.e., the space of Radon measures 
on a compact space X, is an L-space. 
THEOREM 5.15. Let E be a Banach space. The conjugate space 
E * satisfies the conditions of Theorem 5.12 [i.e., it is isometrically isomorphic 
to a space U(X), X being Stonian] if and only if E is an L-space. 
In particular, the space conjugate to a free Banach space Z(N,) is the 
direct Banach space Z,(N,) = %(/?NJ, and if E is represented as in 
Theorem 5.13, then 
E* = l,(NJ x ~&,(IrnO.Rt , vt) 
tET 
where II denotes the direct join. 
THEOREM 5.16. If X is a compact space, then the second conjugate 
to V(X) is isometrically isomorphic to a space U(Y), Y being Stonian, and 
there exists a continuous map v from Y onto X which induces the canonical 
embedding of U(X) into its second conjugate U(Y). 
THEOREM 5.17. E being a Banach space, the following conditions 
are equivalent: 
(i) E is a free Banach space, i.e., E = Z,(m) for some cardinal m. 
(ii) If B, is a closed subspace of a Banach space B and r is the canonical 
map from B onto A = BIB,, then for every bounded linear operator 
01: E --+ A and for every l > 0 there exists a linear operator fl : E -+ B 
such that r/3 = 01 and II/3 11 < 11 (Y (1 + 6. 
Condition VT/~ = OL means that for every e in E the coset ar(e) in B/B, 
contains the element p(e). Thus, a free Banach space is projective in 
the category of Banach spaces and bounded linear operators (but it is 
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not projective if the operators are assumed to be of norm < 1, because 
the number 4 is indispensable). 
There are other examples showing that certain theorems concerning 
spaces U(X) are dual to certain theorems concerning L-spaces and the 
theot,ies are closely related to each other. 
5.7. Notes. The notion of a category was introduced by Eilenberg 
and MacLane in 1945; their paper [I] together with MacLane’s [I] 
established. the crucial notions of this theory. Main definitions and 
theorems can be found in the article by Kurosh, et al. [l]. The logical 
foundations of this theory are discussed in many papers (see, e.g., 
MacLane [2]), A more advanced treatment is presented by MacLane [3]. 
The notion of duality is considered by MacLane [1], Isbell [I, 21, 
Semadeni [4]. Concerning the notion of a free and a direct object, see 
Semadeni [3, 41. (In these two papers there is asserted that the Z-join 
is the free join in the category of Banach spaces as well as in the category 
of all normed linear spaces, in both cases the morphisms being linear 
contractions. There is also asserted that Z(N,) is projective in the category 
of Banach spaces and contractions; these statements are not correct and 
the right formulations are given above.) 
Actually, the notion of a b.f.o. is very close to that of an integral object 
due to MacLane [l] (but not to an integral object in the sense of some 
other authors), but they are not equivalent (e.g., in the category dual 
to that of compact sets). 
Theorem 5.11 is essentially due to Grothendieck [2, footnote 21 and 
was explicitly stated by Gleason [ 11; its Boolean dual (injective Boolean 
algebras are just those which are complete) is due to Sikorski [l]. 
Theorem 5.12 is due to several mathematicians: to Phillips [1] [equiv- 
alence (i) o (ii) o (iii)], to Nachbin [1] and Goodner [I] [implication 
(iv) 5 (i) and other properties] and to Kelley [1] [implication (i) 3 (iv)]. 
Hasumi [l] proved the theorem in the complex case. See also Cohen [l]. 
The following definition is fairly adequate is certain categories and 
is the best for Theorem 5.6. A map CI! : A + B is called an injection if 
the map 
a* : Map(B, D) + Map(A, D) 
is onto, D being a basic direct object. 
For more information concerning projective and injective objects in 
various categories, see Cartan and Eilenberg [I], Day [I], Nachbin [2], 
Isbell and Semadeni [I], Semadeni [4], and papers quoted in those papers. 
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Theorem 5.13. is due to Kakutani [2] and Maharam [l]. Theorem 
5.14 is due to Kakutani [3]. Necessity of Theorem 5.15 follows from the 
fact that the conjugate to an L-space is equivalent to a space %(X) 
(Kakutani [3]) and the space conjugate to any Banach lattice is completely 
reticulated (Riesz [ 11) and from Theorem 4.3; sufficiency has been 
proved by Grothendieck [2], who also proved Theorem 5.17. 
Theorem 5.16 follows from Theorems 5.14 and 5.15 and from the 
fact that the canonical embedding of U(X, R) into the second conjugate 
is a lattice isomorphism (Kakutani [3], see also Day [l, p. 1001). 
6. The Space U(X, 23) as the Weak Tensor Product U(X) @ E 
6.1. Algebraic Tensor Product of. Vector Spaces. Suppose that A 
and B are fixed vector spaces. An operator 4 from A x B to a vector 
space D is called bilinear if it is linear with respect to each variable 
separately, i.e., if #(a, b) is linear with respect to a for each fixed b 
and linear with respect to b for each fixed a. Consider vector spaces 
C and D, a linear operator u : C -+ D and a bilinear operator 
~JJ : A x B --+ C. Then arp : A x B -+ D is also a bilinear operator. 
If v and C are fixed, then u -+ OF is a map transforming the set of all 
linear operators u : C + D into the set of all bilinear operators 
J,!I : A x B --f D. It may happen that this map is one-one, and it may 
happen that it is onto. If for any vector space D this map is both one-one 
and onto, then it yields a one-one correspondence between bilinear 
operators on A x B and linear operators on C, and C is called the 
tensor product of A and B or an algebraic tensor product if we want to 
emphasize that no topology is involved. 
More precisely, the tensor product of A and B is a pair (C, 9) where 
C is a vector space and ‘p : A x B -P C is a bilinear operator with the 
following property called the unique factorization property. For any 
vector space D and any bilinear operator $ : A x B + D there exists 
a unique linear operator u : C+ D such that I/ = UT which means that 
the diagram 
is commutative. 
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Two facts%are to be shown: existence of such a pair (C, 9) and unique- 
ness. Suppose first that two pairs (C, , p)J and (C, , ‘pa) have the unique 
factorization property; we have to show that there exists an isomorphism 
(Y : C, --f C, such that the corresponding diagram is commutative, i.e., 
‘pz = avl and pi = cy-‘v2 . Let us apply the unique factorization twice, 
substituting D = C, and ZJ = q2, and then D = C, , 1,4 = QJ~ . There 
exist linear operators u1 : C, -+ C, and u2 : C, -+ C, such that v2 = oily 
and q~i = azv+. Combining these relations we get v1 = a,~~~~ . Now 
apply the unique factorization property again, substituting D = C, 
and # = yi. Since q1 = ~c,v~ and IJI~ = (u2u,)g)i, the uniqueness 
yields craui = +, . In a similar way we show that u1u2 = +, which means 
that u2 = ai1 and the linear operator crl : C, + C, is one-one and 
onto, hence it is the desired isomorphism. 
The foregoing argument is fairly general and does not use the partic- 
ular structure of considered spaces. This shows that the notion of a 
tensor product may be defined in any category in which the bilinear 
maps are distinguished and, conversely, if a notion of tensor product 
is given, it yields a definition of bilinear maps. We shall use this proof 
of uniqueness in the case of tensor product of normed linear spaces, too. 
On the other hand, the proof of existence of such a pair (C, v) 
does require additional assumptions. In the case of vector spaces, 
several constructions of (C, v) are known. We shall outline one of 
them. If A and B are finite dimensional, n-dimensional and m- 
dimensional, say, then C is nm-dimensional and if a = (a, , . . . . a,) E A 
and b = (b, , . . . . b,) E B, then ?(a, b) is the n x m matrix 
consisting of all products u,bj . If A and B are any vector spaces, 
we consider Hamel bases (i.e., maximal linearly independent systems) 
(x0 and {y,} in A and B, respectively. Then every element a E A 
and every element b E B can be written uniquely in the form 
a = Z uExE and b = Zbb,y,, where the scalars a( and b, are equal to 
zero for all but a finite set of indices. Let C be any vector space with a 
Hamel basis {ceV} indexed by all pairs (5, v) and let tp(u, b) = E&Z&~,,. 
A straightforward argument shows that (C, ‘p) has the desired property. 
This proof applies the axiom of choice, but it is possible to construct 
such a pair (C, v) effectively in a somewhat more complicated way 
(considering certain quotient spaces). 
From now on, the algebraic tensor product of A and B will be denoted 
by A @ B and the element ~(a, b) will be denoted by a @ b. Thus, 
370 ZBIGNIEW SEMADENI 
and (ta) @b = a @ (tb) = t(a @b) for any scalar t. The finite sums 
2 a, @ bi fill up all of A @ B, although the elements a, @ b( need not be 
linearly independent and such a representation of elements of A 0 B 
is not unique. 
If S and T are linear operators on A and B, respectively, with values 
in some vector spaces A, and B, , then we define 
(S @ T)($Ui @bi) = t(Sai) @(Tbi); 
i=l i=l 
this notion turns out to be independent of a special choice of Z a, @ bi , 
and S @ T is a linear operator from A @ B into A, @ B, . Similarly, if 
* a, , . . . . u$, and b:, . . . . bg are linear functionals on A and B and a, , 
. . . . u, and b, , . . . . b, are elements of A and B, respectively, the we define 
(2.U: @ bl*)($ Ui @ bi) = f$ i; Uj*(U$)bj*(bi), 
j=l i-l f-l i=l 
and every element E UT @ b? may be considered as a linear functional 
on A @ B. This establishes an embedding of the tensor product of the 
spaces of all linear functionals on A and B, respectively, into the space 
of all linear functionals on A 0 B. 
THEOREM 6.1. Let a,, . . . . a, E A und b,, . . . . b, E B. Then the 
following conditions are equivalent: 
(i) ET=i ai @ b, = 0; 
(ii) for each linear functional a* on A and each linear functional b* on B 
$U*(Ui)b*(bi) = 0; 
i=l 
(iii) for each bilinear operator # : A x B -+ D 
$ #(Ui 1 bi) = 0. 
i-l 
Proof. (i) implies (ii). Consider the bilinear functional +(a, b) = 
u*(u)b*(b) and fi d 1 n a inear functional u such that 4 = UT; then 
2 U*(Ui)b*(bi) = zU[F(Ui * bi)] = O(zUi @ bi) = 0. 
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(ii) implies (iii). Consider Hamel bases {xJ in A and {yrl} in B with 
the corresponding systems {a;} and {b,*} of biorthogonal linear function- 
als. Let d,,{ = #(xc, y,J. Then 
(iii) implies (i). Consider D = A @ B and tj = F. 
THEOREM 6.2. Given a bilinear operator $ : A x B --t D, the 
pair (D, #) has the unique factorization property if and only ;f the following 
two conditions are satisfied: 
(i) D is the linear span of #(A X B), 
(ii) The equality IS:=, #(ai , bi) = 0 implies Xyz1 a*(a,)b*(bJ = 0 for 
any linear functionals a* and b* on A and B, respectively. 
Proof. Necessity of (i) is obvious, (ii) follows from Theorem 
6.1. Sufficiency also follows from Theorem 6.2; indeed, consider 
u : A @ B + D such that a~ = # where y(a, b) = a @ b. Condition 
(ii) means that u is one-one whereas (i) means that (T is onto, hence D 
is isomorphic to C and we deduce that (D, #) has also the unique 
factorization property. 
6.2. Crorsnorms. From now on, A and B will be normed linear 
spaces. If we consider them merely as vector spaces, we get the vector 
space A @ B. We are going to restrict ourselves to continuous bilinear 
and continuous linear operators; a bilinear operator is continuous (in 
both variables simultaneously) if and only if it is bounded, and the norm 
II#II of+. d fi d is e ne as the smallest nonnegative number M such that 
j/ $(a, b) /I < M j/ a // /f b I/. It is conceivable that there is a suitable norm 
11 I/ on A @ B such that y : A x B -+ A @ B is a bounded bilinear 
operator, and for each bounded bilinear operator 16 : A x B + D the 
corresponding linear operator u : A @ B + D such that up, = # is 
also bounded. Since we are guided by the idea of identifying bilinear 
operators on A x B with the linear operators on A @ B, we require 
additionally that 11 u/I = II $ 11. 
In particular, applying last equality to the case u = l ABB we get 
11 y I/ = 1, hence /I a 0 b II < 11 a II 11 b 11 for all a E A, b E B, and applying 
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the same equality to the bilinear functional I&X, y) = a*(x)b*(y), where 
a* E A*, b* E B*, /I a* II = 11 b* II = 1, a*(a) = 11 a (I, b*(b) = IIb I), we 
get II a II /I b II = I #(a, b) [ < I[ u @ b II. We have thus shown that the 
equality II a 0 b II = II a II II b II is a necessary condition in order that 
A @ B provided with the norm /I I/ have the unique factorization 
property with respect to bounded linear and bounded bilinear operators. 
It is not a sufficient condition, and it does not determine the norm 
either. This makes us consider the following notion. A norm /I II on 
A @ ‘B is called a crossnorm if // a @ b /I = II a 11 II b II for all a E A, 
bEB. 
Thus, we know the norm on the set K of all elements of the form 
u @ b, and we have to extend it to the linear space spanned by K. 
Since the diagrams appearing in the definition of the free join are analog- 
ous to that in the unique factorization property (the same direction of 
arrows), we may argue as follows. If the elements of the form a @ b 
were linearly independent, we could define the desired extension by the 
free-join formula II E (I~ @ bi II = 2 II ui II II bi 11; since they are not, we 
introduce the quotient norm 
inf I$ I/ ai /j 1) b; I/ : 
I=1 
a;EA, b:EB, $ai@bi =eaj@b;i. 
i=l j=l 
THEOREM 6.3. II I/- is a crossnorm and if /I II is any crossnorm on 
A @ B, then II c II < II c II* for all c E A @ B. Moreover, for every normed 
linear space D and every bounded bilinear operator # : A x B + D, 
the corresponding unique linear operator u : A @ B -+ D (such that 
0~ = $) is also bounded and 1) u I/ = II # I). 
Now, let us consider the algebraic tensor product A* @ B* of the 
conjugate spaces. We have pointed out (in Section 6.1) that every element 
of A* @ B* may be considered as a linear functional on A @ B. If 
II 11 is any norm defined on A @ B, then the expression 
is a norm on A* @ B* provided that it is finite (in other words, it is the 
norm of the functional C a? @ bj* provided that this functional is contin- 
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uous with respect to the norm ‘! J; if it is finite, it is called the tlorm 071 
A* @ B* associated with ” . .4 norm on A @ B will be called a bicross- 
Norm if it is a crossnorm and the associated norm is also a crossnorm 
(on A* @ B*). 
A crossnorm on A* 3 B* may induce, in turn, a norm on A @ B 
(defined dually); we may also consider the norm on A @ B with the 
supremum taken onlv over functionals of the form a 9 b, namely, the 
norm 
= sup ~$a*(aJb*(b,):a*Erl*, b*EB*. IIa*ii!/b*ll < I/ 
1=1 
=sup)I~~b*(b,)u,lI:b*tB*, lib*:! = 1;. 
THEOREM 6.4. Both 11 /I_ and I( 112 are bicrossnorms. If 11 // is any 
bicrossnorm on A @ B, then I/ c 112 < /I c/l fog all c E A 0 B. Thus, 11 /I- 
is the greatest and 11 // * is the smallest of all bicrossnorms on A @ B. More- 
ooer, the norm on A* 0 B* associated with the norm ii /iA on A @ B is just 
the norm I( 112. 
THEOREM 6.5. Let S : A -+ A and T : B 4 B be any bounded 
linear operators, let S @ T : A @ B -+ A @ B be the linear operator 
defined in Section 6.1, and let I/ /i be either /i i/h OY ~ ~ 2. Then I/ S @ T ;/ = 
II SII II Tll. 
Suppose now that A and B are complete, i.e., that they are Banach 
spaces. The completion of A @ B with respect to 11 /i_ is called the 
tensor product of A and B and is denoted by A 8 B. The completion 
of A @ B with respect to j/ I~* is called the weak tensor product of A and 
B and is denoted by A B B. 
THEOREM 6.6. The space A @ B (considered together with the map 
@:A x B + A G B dejked us q-(a, b) = a @ b) has the unique 
factorization property for any bounded bilinear operator from A x B 
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into any Banach space D, and if q!~ : A x B + D is such an operator, 
then the unique bounded linear operator uA : A Q B + D such that 
_ A = t) is the extension of the linear operator CT : A @ B -+ D satis- 
;y:g up, = #. 
6.3. Spaces of Vector-Valued Functions. In some cases the spaces 
A 8 B and A 8 B appear to be well-known spaces, and we are going 
to discuss some examples important in the theory of spaces of continuous 
functions. 
THEOREM 6.7. Suppose successively that Y is a set, F is a linear 
space of scalar-valued functions on Y, A is any vector space, H is the 
space of all vector-valued functions from Y to A, the map cp : F x A + H 
is the bilinear operator de$ned as p’( f, a) = f - a, where f E F, a E A, 
and f * a denotes the vector-valued function y + f (y)a de$ned for y E Y. 
Finally, H,, is the linear subspace spanned by the image of CJJ, i.e., H,, is the 
set of allfinite sums Efi * ai . Then (HO , q~) is the algebraic tensor product 
of F and A, i.e., it has the unique factorization property described in 
Section 6.1. 
This follows from Theorem 6.2. 
THEOREM 6.8. Let Y, F, A,’ H, and HO have the same meaning 
as in Theorem 6.7, and let us assume additionally that A is a Banach 
space and F is a subspace of lm( Y) closed with respect to the supremum 
norm. Then all functions of H,, are bounded and 
which means that the norm of the sum Efi * a, (where fi E F and ai E A) 
considered as an element of the weak tensor product F Q A is identical 
with the supremum norm of the vector-valued function ~fi * ai . Conse- 
quently, the space F $ji A may be identified with the closure of HO in the 
space of all bounded vector-valued functions h : Y -+ A provided with the 
norm II h II = ~~~111 h(y) II : Y E Y>. 
Proof. By the definition of the norm. II 112 we get 
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THEOREM 6.9, Suppose that X is compact and A is any Bunuch 
space. Then the operator p’( f, a) = f * a maps U(X) x A onto a linearly 
dense subset of %‘(X, A) and the weak tensor product U(X) @ A may be 
identiJed with %2(X, A). In particular, ;f X and Y are compact spaces, 
then we may write formally 
U(X x Y) = U(X) FyJ U(Y). 
Proof. Apply the preceding theorems. All functions Efi - a, are 
continuous, and U(X) @ A may be identified with a closed subspace 
of U(X, A), so we have to show that the set of all finite sums Cfi - ai 
is dense in U(X, A). Choose h E U(X, A) and E > 0. There exist 
points xi , . . . . x, E X and open sets U, , . . . . U,, , V, , . . . . V, such that 
xi E Ui , 0, C V, , U, u . . . u U, = X and 
II 49 - 4xi)ll -=c E for x E Vi 
(i = 1, . . . . n). There exist continuous functions g, , . . . . g, on X such 
that gi(X) = 0 for x E X \ Vi, g$(x) = 1 for x E Ui and 0 < gi < 1 
(i = 1, . . . . n). The function g = g, + . . . + g, is everywhere positive 
and continuous. Let fi = gi/g and ui = h(xi). It is easy to check that 
for all x E X, hence 11 h - Efi * ui 11 < 3~. 
THEOREM 6.10. Let Y be any set and let Z(Y) be the set of all 
functions on Y such that I/f jl = EvEy 1 f(y) 1 < co. Let A be any Banuch 
space. Then the space l(Y) 8 A may be identified with the space of all 
functions h : Y -+ A such that 
II h II = 2 II WI < 00 
YEY 
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(i.e., the tensor product of a free Banach space l(Y) and any Banach space 
A is the free join of copies of A). At the same time, the space Z(Y) B A 
may be identi$ed with the space of all functions h : Y --t A such that the 
series I& h(Y) is unconditionally convergent in A, provided with the 
6.4. Notes. The theory of tensor products of Banach spaces has 
been developed by Schatten, von Neumann, Grothendieck, and others. 
Proofs of Theorems 6.3, 6.4, and 6.5 can be found in Schatten [l]. 
Theorems 6.9 and 6.10 are due to Grothendieck [l] who proved more 
formulas of this type. Theorem 6.9 is also valid if X is any locally com- 
pact space and C(X) is replaced by the space C,,(X) of continuous func- 
tions on X vanishing at infinity. 
The symbols @ and 8 follow Grothendieck [l] and are different from 
those used by Schatten [l] and Day [l]. 
Tensor products are significant in the theory of bounded linear 
operators (particularly in the theory of nuclear and quasi-nuclear 
operators). For instance, if T is any bounded linear operator from a 
Banach space A to the conjugate B* of a Banach space B, then it induces 
a bounded linear functional # on A x B defined by #(a, b) = (Ta)(b). 
By the unique factorization property, # induces a linear functional 
u on A 8 B, and this correspondence T -+ u is a linear isometry from 
the space of all bounded linear operators T : A -+ B* onto the space 
conjugate to A Y?$ B. Similarly, the space A* @ B* may be identified 
with the class of all bounded linear operators from A to B* approximable 
in the uniform operator topology by operators of finite-dimensional 
range (see Schatten [l], Grothendieck [l]). 
On the other hand, one may prefer a quite different approach to the 
theory of tensor product of Banach spaces founded on such operator 
representations of considered spaces and avoiding difficulties with the 
construction of the algebraic tensor product A @ B and completions 
A 8 B and A @ B which are actually defined up to equivalence. For 
more information, particularly about applications to the determinant 
theory of linear equations in Banach spaces, see Sikorski [3]. 
The unique factorization property for tensor products and that in the 
definition of a free join are special cases of universal points for functors 
which also include the Stone-Tech and Bohr compactifications. An 
exposition of these concepts is given by MacLane [3]. 
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Let us compare the definition of a tensor product with the two 
following theorems: 
Let Y be a completely regular space and let v : Y--t X be the embedding 
into the Stone-Tech compactijcation X = /IY. Then (BY, 9’) is characterized 
(up to commuting homeomorphism) by the following property: For every 
compact space 2 and every continuous map $ : Y --+ Z there exists a unique 
continuous map (3 : /?Y + Z such that the diagram is commutative, i.e., 
ulp = *. 
Let G be an Abelian group and let y : G -+ X be the embedding into 
the Bohr compactification. Then (X, p’) is characterized (up to commuting 
isomorphism) by the following property: For every compact Abelian group 
Z and every homomorphism # : G ---f Z. there exists a unique continuous 
homomorphism u : X -+ Z such that the diagram is commutative, i.e., 
09) = *. 
In both cases, the uniqueness can be proved in exactly the same way 
as the uniqueness of the tensor product in Section 6.1, and the fact 
that the Stone-Tech and Bohr compactifications have these properties 
follows from previous considerations. Another theorem of the same 
type is the following: 
Let Y be a normed linear space and let 9) : Y -+ X be the embedding 
into the Cantor completion. Then for every Banach space Z and every 
bounded linear operator t,b : Y 4 Z there exists a unique bounded linear 
operator u : X + Z such that UT = #. 
It can also be shown that the three statements “The free join in the 
category of compact spaces is the Stone-Tech compactification of the 
free join in the category of completely regular spaces,” “The free join 
in the category of Banach spaces and contractions is the completion of 
the free join in the category of normed linear spaces and contractions,” 
and “The tensor product A @ B of Banach spaces A, B is the comple- 
tion of the tensor product A @ B” are actually special cases of a general 
rule. 
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