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LOCAL MINIMIZERS WITH UNBOUNDED VORTICITY FOR THE 2D
GINZBURG-LANDAU FUNCTIONAL.
ANDRES CONTRERAS AND ROBERT L. JERRARD
Abstract. A central focus of Ginzburg-Landau theory is the understanding and char-
acterization of vortex configurations. On a bounded domain Ω ⊆ R2, global minimizers,
and critical states in general, of the corresponding energy functional have been studied
thoroughly in the limit → 0, where  > 0 is the inverse of the Ginzburg-Landau param-
eter. The presence of an applied magnetic field of strength hex  1 makes possible the
existence of stable vortex states. A notable open problem is whether there are solutions of
the Ginzburg-Landau equation for any number of vortices below hex|Ω|/2pi, for external
fields of up to super-heating field strength. The best earlier partial results give, for every
0 < c < 1, and K > 0, the existence of local minimizers of the Ginzburg-Landau functional
with a prescribed number of vortices in the range 1 ≤ N ≤ min{K| log |, c(hex|Ω|/2pi)}
and for values of 1 hex smaller than a power of the Ginzburg-Landau parameter.
In this paper, we prove that there are constants K1, α > 0 such that given natural
numbers satisfying
1 ≤ N ≤ hex
2pi
(|Ω| − h−1/4ex ),
local minimizers of the Ginzburg-Landau functional with this many vortices exist, for fields
such that K1 ≤ hex ≤ 1/α. Our strategy consists in combining: the minimization over
a subset of configurations for which we can obtain a very precise localization of vortices;
expansion of the energy in terms of a modified vortex interaction energy that allows for
a reduction to a potential theory problem; and a quantitative vortex separation result for
admissible configurations. Our results provide detailed information about the vorticity
and refined asymptotics of the local minimizers that we construct.
1. introduction
Let Ω be a bounded, open, simply-connected subset of R2 with smooth boundary. Given
(u,A) ∈ H1(Ω;C)×H1(Ω;R2), we define the Ginzburg-Landau functional
GL(u,A) :=
1
2
∫
Ω
|(∇− iA)u|2 + |∇ ×A− hex|2 + (1− |u|
2)2
22
.
Quantized vortices, described below in detail, are a prominent qualitative feature of a large
class of critical points of GL, relevant to both physical phenomena and certain problems
of a geometric flavour. The influential work [1] characterizes minimizers of a simplified
version without magnetic field, where vortices emerge as a result of imposed topologically
non-trivial boundary conditions. Later, this work was extended to a problem contemplating
magnetic influences in [2]. In a series of works, starting with [21] and [22], continuing with
[17, 18] the monograph [19] (and references therein) and culminating in [20], the vortex
structure of global minimizers of the full model has been described in great detail for a
wide range of values of the external field hex. It is known that minimizers transition from
a vortex-less state to one where a specific number of vortices is preferred, as the external
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field increases over a threshold called the first critical field. On the high end of strengths of
applied fields considered in [20], the optimal number of vortices, which diverges as  → 0,
and their asymptotic distribution is obtained at main order.
A satisfactory picture of the moduli space of solutions to the Ginzburg-Landau equa-
tions should not only characterize global minimizers but also other stable equilibria. In
2d Ginzburg-Landau, the existence of branches of solutions with a prescribed number of
vortices (different from those present in a global minimizer) in a range determined by the
capacity of the applied field to contain them, is a known conjecture. This phenomenon is
a mathematical manifestation of the expected hysteretic properties of vortex (and vortex-
less) configurations as noted in [16, 14]. Stable vortex states were obtained in [12] below
the first critical field. On the other hand, it was noted as early as [21, 22] that local min-
imizers with a fixed number of vortices exist for applied fields near the first critical field;
these results were extended in [23] in particular considering fields in a much larger interval
1 hex  1/s, 0 < s < 1/2. In [19], the authors obtain for the first time local minimizers
with a possibly divergent number of vortices, although N  C| log |1/2 and close to the
highest allowed numbers, these solutions exist for a limited range of external fields (smaller
than any power of 1/). In the list of open questions in [19], it is asked to extend the results
about branches of stable solutions in chapter 11, to a larger set of choices of numbers of
vortices and applied fields. The work [4] partially addresses this question and proves, in par-
ticular, the existence of solutions with vortices up to N ∼ | log | for fields sufficiently larger
than the first critical field. The ranges obtained in [4] improve on previous constructions
considerably, however they are still far from establishing the folklore problem about local
branches of mimizers with prescribed vorticity and in fact they do not cover a noticeable
portion of the expected range:
K1  hex  1

and 1 ≤ N ≤ N∗(hex),
where K1 is some, possibly large, number and N
∗(hex) is the maximum expected number
of vortices that can be contained by a field of strength hex. The maximum allowed vorticity
is believed to be N∗(hex) =
hex|Ω|
2pi based on a free boundary problem associated to the
corresponding mean field model [3, 20, 4] for N → ∞ vortices. The condition hex  1
comes from the knowledge that the Meissner (vortex-less) solution is stable for fields of
these strengths; the strength of the field for which the Meissner solution loses its stability
is known as super-heating field.
Most of the above mentioned works also give information about the location of vortices
in terms of a renormalized energy or averaged versions of it. The work [20] introduces
the Coulombian renormalized energy and global minimizers studied there and the local
minimizers found in [4] assort their vortices so as to asymptotically minimize this energy.
Understanding reduced models for a divergent number of vortices in this and other related
equations is of great interest [3, 11, 8, 24]; in the case of 2d Ginzburg-Landau this interest
is partially motivated by connections to problems of crystallization [20, 13]. In all instances
of problems where one has to deal with very large vorticities, the analysis becomes very
technically difficult, and these challenges are partly responsible for the lack of progress in
the problem of obtaining stable vortex configurations with very large number of vortices.
The constructions of local minimizers in the earlier works [19, 21, 22, 23] rely on two
elements:
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• Roughly speaking, the energy contribution of a vortex for E (defined in (1.6) below)
is pi| log |, while the energy associated with interaction between vortices scales like
O(1)× (# of pairs of vortices) = O(N2). The admissible class of functions is chosen
so that the energy contribution to E due to interactions between vortices is known
up to C| log |, for some C > 0 sufficiently small.
• An energy lower bound for an N vortex configuration of the form
(1.1) GL(u,A) ≥ a0h2ex + piN | log |+ a1N2 + a2N + error(N),
for certain explicit constants a0, a1, a2 depending on Ω, hex and (in a mild way) on
N itself.
The idea is that the total vorticity of minimizers in the class can be prescribed because
their energy is compatible only with the desired vorticity; this is why accurate knowledge of
the error is essential. In [19] error(N) = o(N2), whence the restriction N2  | log |. In [4],
the authors exploit lower bounds involving the Coulombian renormalized energy that follow
from results and techniques in [20]. The improved lower bounds yield an expansion (1.1)
(for different constants a1, a2) where error(N) = o(N). Given that the range of N ’s was to
be extended to values much higher than | log |1/2, the first element can not be combined
with the lower bound to prescribe the vorticity as in [19, 21, 22, 23], although a lower bound
for the vorticity is available. Instead, the authors of [4] devise a new approach whereby a
new admissible class allows to bound the total vorticity from above indirectly. Even then
the result can only cover a range of N ’s where the error does not exceed the cost of a vortex.
In this paper we develop a new strategy that allows us to find local minimizers of GL
for much larger numbers N = N of vortices and applied magnetic field hex = hex,. We
will always assume that
(1.2) 0 <  < 0, K1 ≤ hex ≤ k1−1/4,
and
(1.3) 1 ≤ N ≤ min
{
hex
2pi
(|Ω| − h−1/4ex ), k2−1/10h−1/5ex
}
where the constants, fixed below, depend only on Ω. (In general we write kj ,Kj to denote
small and large constants, and we always assume that kj ≤ 1 ≤ Kj .) In particular, for
K1 ≤ hex ≤ k′2−1/12, the entire range 1 ≤ N ≤ hex2pi (|Ω| − h
−1/4
ex ) is included. No technical
adaptation of earlier arguments seems likely to be of use in this whole range. The key new
elements in our approach are:
1. The set over which we minimize prescribes the number of vortices directly: we work
with functions u whose vorticity (see (1.14) below) is close to pi
∑N
i=1 δai where
a = (a1, . . . , an) is an approximate constrained minimizer of a renormalized energy
HN , defined in (1.9).
2. We derive lower bounds in terms of the renormalized energy. A similar renormalized
energy has appeared before in [19]. Here, drawing on [7], we rigorously justify
the renormalized energy for very large values of N and hex. A drawback of these
expressions is that the renormalized energy HN tends to −∞ as vortices approach
the boundary. (In particular, HN does not attain its infimum.) Moreover, it loses
accuracy as vortices approach the boundary or as any pair of vortices approach each
other. These considerations give rise to the constraints to which we have alluded
above on the configurations (a1, . . . , an) that we consider.
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3. A major advantage of our approach is that, unlike earlier works, we do not require1
an energy expansion of the form (1.1). But to handle the difficulties mentioned
above, we need a priori lower bounds for mini dist(ai, ∂Ω) and mini 6=j |ai − aj |,
when a = (a1, . . . , an) is an approximate constrained minimizer of H
N
 . We also
need to show that the “vorticity close to pi
∑N
i=1 δai” condition in point 1. above
can be improved for (u,A) minimizing GL in the admissible class. To do these, we
introduce a modification of the renormalized energy that let us obtain minimizers
of this energy in terms of an obstacle problem. From here we can study deviations
in almost optimal configurations via a “screened” problem. We do this by means of
a quantitative version of an argument used in [15], for a similar problem.
1.1. Main result. To formulate our results, we need some definitions. First, let G =
G(x, y) be the Green’s function defined by
(1.4) −∆xG+G = δy for x ∈ Ω, G(x, y) = 0 for x ∈ ∂Ω.
We let S(·, ·) denote the regular part of G, defined by
(1.5) S(x, y) = 2piG(x, y) + log |x− y|.
We define
E(u) :=
∫
Ω
|∇u|2
2
+
(|u|2 − 1)2
42
,(1.6)
F (ξ) :=
1
2
∫
Ω
|∇ξ|2 + (ξ + 1)2 dx .(1.7)
We will always write ξ0 to denote the (unique) minimizer of F in H
1
0 (Ω). Thus ξ0 satisfies
(1.8) (−∆ + 1)ξ0 = −1 in Ω, ξ0 = 0 on ∂Ω.
For N ∈ N and a = (a1, . . . , aN ) ∈ ΩN , we define the renormalized energy
(1.9) HN (a) =
N∑
i=1
[
2pihexξ0(ai) + piS(ai, ai)
]
+ 2pi2
∑
i 6=j
G(ai, aj),
where we set G(a, a) = +∞ for a ∈ Ω. We will see that this approximately characterizes
the least possible energy of a pair (u,A) with vortices near (a1, . . . , aN ), up to a constant
that depends on ,N and hex but not on vortex locations.
We will always restrict our attention to pairs (u,A) such that
(1.10) ∇ ·A = 0 in Ω, A · ν = 0 on ∂Ω.
holds; in view of the basic gauge invariance property of the Ginzburg-Landau functional
(see for example [19], Section 2.1.3) , this does not entail any loss of generality. Recalling
that Ω is simply connected, we can then write
(1.11) A = ∇⊥B for some (unique) B ∈ H2 ∩H10 (Ω) .
We will write B = (∇⊥)−1A when (1.11) holds, without indicating the role of the boundary
conditions.
1although such an expansion could presumably be derived a posteriori from our results.
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Define
M,N := {a = (a1, . . . , aN ) ∈ ΩN : dist(ai, ∂Ω) ≥ h−1/3ex },(1.12)
M∗,N := {a = (a1, . . . , aN ) ∈M,N : HN (a) ≤ min
M,N
HN + t0} .(1.13)
for some positive t0, to be chosen below (in the proof of Lemma 3.4). Thus, configurations
in M∗,N nearly minimize the renormalized energy H
N
 , subject to the constraint that no ai
is too close to ∂Ω.
Given (u,A) satisfying (1.10), writing u = u1 + iu2 ∼= (u1, u2), we define the associated
vorticity, denoted Ju, by
(1.14) Ju := det∇u = ∂1u1∂2u2 − ∂2u1∂1u2.
A pair (u,A) is thus interpreted as having vortices near a ∈ ΩN if
(1.15) A satisfies (1.10), and ‖Ju− pi
N∑
i=1
δai‖W˙−1,1 ≤ σ
for some small σ. This means roughly that the vorticity Ju is strongly concentrated in a
union ∪Ni=1Bri(ai) with
∑
ri ≤ σ, and with
∫
Bri (ai)
Ju ≈ pi for every i.
In particular, we are interested in the set of pairs (u,A) with vortices very close to a
configuration a = (a1, . . . , aN ) that is a near-minimizer of H
N
 . Thus, we define
(1.16) AN := {(u,A) ∈ H1(Ω;C)×H1(Ω;R2) : ∃ a ∈M∗,N such that (1.15) holds}
for a choice of σ to be specified later; see (5.6). It is a standard fact
2 that GL attains its
minimum in AN . Our main result is
Theorem 1.1. Assume that (1.2), (1.3) hold, and let (u, A) minimize GL in AN , for σ
defined in (5.6), which in particular implies that σ ≤ C1/2.
Then (u, A) belongs to the interior of AN . As a result is a (u, A) is a local minimizer
of GL, and hence a solution of the Ginzburg-Landau equations.
This shows both that there exists a local minimizer with N vortices, and that the vortices
are located near points found by minimizing the renormalized energy.
Theorem 1.1 is the first result showing the existence of local minimizers of GL with a
number of vortices much larger than | log |, going all the way up to −α for some positive
α. For fields smaller than −1/12, our result settles the conjecture about local minimizers
covering the full range of N ’s. Above this range, that is for −1/12 < hex < −1/4, Theorem
1.1 also greatly extends the previous best known partial result [4] in two directions: the
strength of the field is allowed to be as large as −1/4 which is much larger than the −1/7
in [4], and also the number of vortices is still allowed to get as big as −1/12 in this range of
fields.
Our proof also yields a great deal of information about the local minimizers that we
construct. We show that their vortices are approximated with extreme precision by sums
of point masses at points that asymptotically minimize HN . We also describe their energy
2Take a minimizing sequence in AN . By using exactly the argument to prove existence of unconstrained
minimizers for 2d Ginzburg-Landau (see for example Proposition 3.5 in section 3.1.5 in [19]), one can
extract a subsequence that converges weakly in H1×H1 to a limit, with the energy of the limit bounded by
infAN GL. We thus only need to prove that the limit belongs to A
N
 , and this follows from weak continuity
properties of the Jacobian, together with the fact that M∗,N is a closed set.
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up to errors of order o(1). For our local minimizers, our results would in principle make
it possible to derive explicit estimates in terms of the Coulombian renormalized energy by
directly studying the simple discrete energy HN ; this would allow to bypass the delicate
mass displacement results used in [20]. We believe that our results may also have some
implications for global minimizers, at least when hex is not too large, but we do not explore
that here.
Figure 1. Ranges of N and
hex covered in [19, 21, 22, 23]. Figure 2. Ranges covered in [4].
Figure 3. Vorticity and external fields in Theorem 1.1.
The organization of the paper is as follows. First, in Section 2 we present the proof
of Theorem 1.1, assuming various facts that are proved in the remainder of the paper. In
Section 3 we introduce a modification of HN and study properties of near minimizers of this
modification via an auxiliary screened problem. The localization results and corresponding
lower bounds are proved in Section 4. Finally, in Section 5, the upper and lower bounds
for minimizers in AN together with the improved localization of vortices are collected,
concluding the proof of Theorem 1.1.
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2. Proof of Theorem 1.1
In this section we first describe the ingredients in our analysis, and we then show how
these elements combine naturally to yield the proof of our main result. In doing so, we give
a more detailed account of the overall strategy.
2.1. Ingredients in the proof.
2.1.1. Interior near-minimizers of the renormalized energy. The following result provides
information about points in M∗,N , that is, near-minimizers a = (a1, . . . , aN ) of H
N
 , subject
to the constraint that every aj stays a certain distance from ∂Ω.
Proposition 2.1. Assume that (1.2) holds and that
(2.1) 1 ≤ N ≤ hex
2pi
(|Ω| − h−1/4ex )
(which is implied by (1.3)). Then there exists c0, c1 > 0, depending on Ω, such that every
a = (a1, . . . , aN ) ∈M∗,N satisfies
dist(ai, ∂Ω) ≥ c0h−1/4ex for all i,(2.2)
|ai − aj | ≥ c1h−1/2ex for all i 6= j.(2.3)
The proof, which we present in Section 3, uses ideas from [19, 15].
As mentioned earlier the full conjecture about stable vortex states with prescribed vor-
ticity asks to show that the conclusions of Theorem 1.1 hold if assumption (1.3) is replaced
by assumption (2.1), as long as K1 ≤ hex  1 . For use toward a possible proof of this
conjecture, Proposition 2.1 is sharp. The stronger requirement (1.3) arises from other parts
of the proof, described below, involving upper and lower energy bounds in terms of the
renormalized energy.
2.1.2. Lower energy bounds. In Proposition 4.1, we prove some results relating the Ginzburg-
Landau energy and the renormalized energy. We show that if (u,A) satisfies (1.15), then
(2.4) GL(u,A) ≥ HN (a) + κGL − error terms
where κGL is a constant defined in (4.5). The error terms are quite complicated and depend
on , E(u), hex, σ, N, ρa, where
(2.5) ρa =
1
4
min{min
i 6=j
|ai − aj |, min
i
dist(ai, ∂Ω)}.
but will end up being small under assumptions (1.2), (1.3), and for our eventual choice of
σ. The proof of this smallness uses the lower bound for ρa that follows from Proposition
2.1. Estimate (2.4) is reasonably sharp in the sense that for every a ∈ ΩN such that ρa is
not too small, there exist (u,A) such that (1.15) holds and in addition
(2.6) GL(u,A) ≤ HN (a) + κGL + error terms
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for error terms of a similar character, and that are similarly small under our assumptions.
This follows from arguments in the proof of Proposition 5.1.
These results are adaptations to our setting of estimates proved in [7], which dealt with
the simplfied functional E, without magnetic field, rather than the full Ginzburg-Landau
functional GL. Similar results are proved in [10]. Bounds related to (2.4), (2.6) can also
be found in [19]; see for example the formal discussion leading up to equation (9.3), or the
rigorous derivation (10.2), which applies for a bounded number of vortices in the limit as
→ 0.
2.1.3. Localization. The next input needed for Theorem 1.1 is given in Proposition 4.2, also
adapted from [7]. It involves the quantity
ΣGL (u,A, a) := GL(u,A)−
(
HN (a) + κ
GL

)
,
which measures the excess energy of (u,A), relative to the lower bound (2.4). The propo-
sition shows that if (u,A) satisfies (1.15) and ΣGL (u,A, a) is small, then one can find
ξ = (ξ1, . . . , ξN ) near a such that
(2.7) ‖Ju− pi
N∑
i=1
δξi‖W˙−1,1 ≤ error terms
where the (complicated) error terms depend on the same parameters as (2.4), together with
ΣGL (u,A, a). This is a good estimate when the right-hand side is smaller than σ, appearing
in hypotheses (1.15); otherwise it is obvious.
2.2. Proof of Theorem 1.1. We now describe the proof of our main result. The inequal-
ities appearing in the argument are all established in Proposition 5.1
Let (u, A) minimize GL in AN , where the parameter σ in the definition of AN is in
the range 99/100 . σ . 49/100. The precise choice will depend on hex, N and , see (5.6).
We first verify, by construction of a competitor, that
(2.8) GL(u, A) ≤ min
M,N
HN + κ
GL
 +
t0
3
whenever  is small enough. This is an instance of (2.6) and its proof essentially contains
that of the general case (which we omit). We also show that E(u) ≤ Ch2ex, which is needed
to make effective use of the lower bound and localization results.
The definition of AN implies that there exists some a ∈M∗,N such that (u, A) and a
satisfy (1.15). Then (2.8) immediately yields
ΣGL (u, A, a) = GL(u, A)−HN (a)− κGL ≤
t0
3
.
Note also that Proposition 2.1 provides a lower bound ρa ≥ c1h−1/2ex . These estimates and
the scaling assumptions (1.2), (1.3) allow us to control the error terms in (2.7) and finalize
the choice of σ in such a way that
(2.9) ‖Ju − pi
∑
δξi‖W˙−1,1 ≤
1
2
σ
for some ξ ∈M,N . Once this is known, we can apply (2.4) to relate GL(u, A) to HN (ξ).
After controlling error terms as above, this yields
GL(u, A) ≥ HN (ξ) + κGL −
t0
3
.
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Recalling (2.8), we deduce that
(2.10) HN (ξ) ≤ min
M,N
HN +
2
3
t0.
Thus ξ ∈ M∗,N , and in fact Proposition 2.1 guarantees that ξ ∈ (M∗,N )int. Then (2.2),
(2.3),(2.9)and (2.10) imply that (u, A) ∈ (AN )int, and is thus a local minimizer. This
completes the proof. 
3. Near-minimizers of HN in M,N .
In this section we prove Proposition 2.1. The crucial idea is to transform this problem into
a local argument via a screening process. This screening is made possible by first identifying
the leading order distribution of vortices through an obstacle problem. In attempting to
carry this out we encounter a nontrivial technical challenge; the renormalized energy HN is
not bounded from below in ΩN and this makes impossible a dual formulation. To overcome
this difficulty, we modify the renormalized energy near the boundary so as to have the
desired dual formulation, and to do this we need to estimate how fast the divergent parts
of HN go to −∞ as some of the vortices approach ∂Ω.
We remark that HN depends on  only through hex. Similarly, all quantities to be
introduced in this section, (such as auxiliary functions v, w = (−∆ + 1)v, . . . ) that
appear to depend on  in fact depend only on hex (which however may depend on .) Thus
the right hypothesis in these results is not that  be sufficiently small, but rather that hex
be sufficiently large (which however forces  to be rather small, in view of (1.2)).
3.1. Modification of HN . Proposition 2.1 deals with near-minimizers a = (a1, . . . , aN ) of
HN , which is unbounded below, subject to a constraint that dist(aj , ∂Ω) is not too small.
Our first lemma will allow us instead to analyze unconstrained near-minimizers of a function
HN that is continuous on Ω¯
N and in particular bounded below.
Lemma 3.1. There exists a function v ∈ C∞c (Ω) such that
‖(−∆ + 1)v‖L∞(Ω) ≤ Ch−1/3ex | log hex| ,(3.1)
v(x) =
1
2hex
S(x, x) if dist(a, ∂Ω) ≥ h−1/3ex .(3.2)
The lemma will allow us to prove Proposition 2.1 by studying near-minimizers of
(3.3) HN (a) :=
N∑
i=1
2pihex [ξ0(ai) + v(ai)] + 2pi
2
∑
i 6=j
G(ai, aj),
which coincides with HN in M,N as a result of (3.2).
Proof. Let χ : Ω→ [0, 1] denote a smooth function such that
(3.4) χ(x) = 1 if dist(x, ∂Ω) ≥ h−1/3ex , χ(x) = 0 if dist(x, ∂Ω) ≤
1
2
h−1/3ex ,
and
(3.5) ‖∇χ‖∞ ≤ Ch1/3ex , ‖∇2χ‖∞ ≤ Ch2/3ex .
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We define
v(x) :=
χ(x)
2hex
S(x, x).
Then (3.2) is immediate. For the proof of (3.1) we will write s(x) = S(x, x). In view of
(3.4) and (3.5), it suffices to show that
(3.6) |s(x)| ≤ C(| log d(x)|+ 1), |∇s(x)| ≤ Cd(x)−1, |∆s(x)| ≤ Cd(x)−2,
for d(x) = dist(x, ∂Ω).
Estimate of |s(x)|. Let
(3.7) S˜(x, y) = 2pi
(
G(y, x)− J2(y − x)
)
where J2 ∈ L2(R2) is the Bessel potential of order 2, that is, the unique square-integrable
function on R2 solving (−∆ + 1)J2 = δ0. Well-known properties of J2 include the fact
that it is smooth away from the origin, radial, with exponential decay as |x| → ∞; see for
example [25], where rather explicit formulas may be found. This formula, or the maximum
principle, implies that J2 ≥ 0. Also,
(−∆ + 1)(2piJ2(·) + log | · |) = log | · | ∈W 1,.ploc (R2) for all p ∈ [1, 2).
Elliptic regularity thus implies that
(3.8)
2piJ2(·) + log | · | ∈W 3,ploc (R2) ⊂ C1,αloc (R2) for all p ∈ [1, 2), with α = 2p−2p ∈ [0, 1).
In particular, L := limz→0(2piJ2(z) + log |z|) exists, and as a result,
(3.9) s(x) = S(x, x) = lim
y→x
[
S˜(x, y) + 2piJ2(x− y) + log |x− y|
]
= S˜(x, x) + L.
It follows from the definitions of G (see (1.4)) and S˜ that for every y ∈ Ω,
(3.10)
{
(−∆x + 1)S˜ = 0 for x ∈ Ω,
S˜(x, y) = −2piJ2(y − x) for x ∈ ∂Ω.
Then, since J2 ≥ 0, the maximum principle and (3.8) easily imply that for every y,
(3.11) 0 ≥ max
x∈Ω¯
S˜(x, y) ≥ min
x∈Ω¯
S˜(x, y) = min
x∈∂Ω
−2piJ2(x− y) ≥ log(d(y))− C(Ω)
for all y ∈ Ω. This and (3.9) imply the estimate of |s(x)| stated in (3.6).
Estimate of |∇s|. Next, we use the chain rule, (3.9), and (3.10) to compute
∇s(x) =
(
∇xS˜(x, y) +∇yS˜(x, y)
)∣∣∣
y=x
= 2∇yS˜(x, y)
∣∣∣
y=x
,
where the second equality follows from the standard fact that S˜(x, y) = S˜(y, x) for all x
and y. By differentiating (3.10), we find that{
(−∆x + 1)∂yj S˜ = 0 for x ∈ Ω,
∂yj S˜(x, y) = −2pi∂yjJ2(y − x) for x ∈ ∂Ω,
for j = 1, 2.
From (3.8), we see that |∇J2(y− x)| ≤ Cd(y)−1 for y ∈ Ω and x ∈ ∂Ω, so we again use the
maximum principle to deduce that
(3.12) sup
x
|∇yS˜(x, y)| ≤ Cd(y)−1, and thus |∇s(x)| ≤ Cd(x)−1.
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Estimate of |∇2s|. Finally, we compute
∆s(x) =
(
∆xS˜(x, y) + 2∇x · ∇yS˜(x, y) + ∆yS˜(x, y)
)∣∣∣
y=x
= −2S˜(x, x) + 2∇x · ∇yS˜(x, y)
∣∣∣
y=x
.(3.13)
In general, if w(x) satisfies (−∆ + 1)w = 0 in a ball B(r, a), then standard elliptic theory3
implies that
|∇w(a)| ≤ C
r
sup
B(r,a)
|w|,
Fixing y ∈ Ω, we apply this to w(x) = ∂yjS(x, y) in B(d(y), y) and use (3.12) to conclude
that
|∇x∂yj S˜(y, y)| ≤ Cd(y)−2
for every y ∈ Ω. Then (3.13) and our earlier estimate of |s| imply that |∆s(x)| ≤ Cd(x)−2.

3.2. An obstacle problem. Having modified HN , we aim to study near minimizers in
M∗,N by characterizing an associated coincidence set.
The main result of this section is the following lemma, which yields some auxiliary func-
tions that will play a key role in the proof of Proposition 2.1. We introduce a family of
obstacle problems indexed by a parameter λ > 0. For each λ in a certain range, this obstacle
problem yields, among other things, a coincidence set Σλ, see (3.14). We will see in Lemma
3.4 below that, given suitable hex and N, most vortices are found in Σλ for the particular
choice λ = 2pihexN .
This is very convenient, since the obstacle problem formulation allows for the use of
barriers, not only to estimate how far the coincidence set is from ∂Ω but also, as we will see
later, the minimum cost of a vortex lying outside the coincidence set in terms of its distance
to it.
Lemma 3.2. Let ξ = ξ0 + v, where v is the function found in Lemma 3.1. Then for
hex ≥ K1 and λ > (|Ω| − h−1/4ex )−1, there exist m(λ) > 0, a function ϕλ ∈ C1,10 (Ω), and a
set Σλ ⊂ Ω such that
(3.14)
ζλ := λξ + ϕλ ≥ −m(λ),
Σλ = supp((−∆ + 1)ϕλ) = {x ∈ Ω : ζλ(x) = −m(λ)}
and
(3.15)
∫
Ω
(−∆ + 1)ϕλ dx = 1.
Moreover, there exist positive constants λ0 >
1
|Ω| and c2, . . . , c5 such that for all  < 0,
3After rescaling, this is equivalent to the claim that if (−∆ + r2)v = 0 on B(1), then |Dv(0)| ≤ C‖v‖∞.
This is proved by noting that in this context, standard interior estimates ‖v‖Hk(B(2−k)) ≤ C(k)‖v‖L2(B(1))
hold with constants independent of r.
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• if (|Ω| − h−1/4ex )−1 ≤ λ ≤ λ0, then
min
Ω
ζλ = −m(λ) ≤ −c2(|Ω| − 1
λ
)2,(3.16)
ζλ(x) ≥ −2
√
c3λ
(
|Ω| − 1
λ
)
d(x) + λd2(x) if d(x) <
√
c3
λ
(
|Ω| − 1
λ
)
.(3.17)
• if λ ≥ λ0 then
(3.18) min
Ω
ζλ = −m(λ) ≤ −c5λ, and ζλ(x) ≥ −c4d(x).
The new part of the lemma, apart from the dependence on  (which is very mild and
hence mostly suppressed in our notation), consists of conclusions (3.16), (3.17), which of
course imply lower bounds on the distance between Σλ and ∂Ω.
Following ideas from [20], Appendix A we obtain ϕλ from an obstacle problem, stated as
follows. For λ,m ≥ 0, define
Oλ,m := {ϕ ∈ H10 (Ω) : ϕ ≥ −λξ −m},
I(ϕ) :=
1
2
∫
Ω
|∇ϕ|2 + ϕ2 dx.
Since I(·) is strictly convex and Oλ,m is convex and nonempty, we may define
ϕλ,m := the unique minimizer of I(·) in Oλ,m,
ζλ,m := λξ + ϕλ,m,
Σλ,m := {x ∈ Ω : ζλ,m(x) = −m}.
Below we will define ϕλ = ϕλ,m for a suitable choice m = m(λ).
Well-known results about the obstacle problem (see for example [9]), guarantee that ϕλ,m
is C1,1 and that
(3.19) (−∆ + 1)ϕλ,m = 1Σλ,m · (λw −m) ≥ 0, for w := (∆− 1)ξ := 1 + o(h−1/4ex ).
It follows that ζλ,m ∈ C1,1(Ω), and
(3.20) (−∆ + 1)ζλ,m = −λw + 1Σλ,m · (λw −m) ≥ −λw.
This equation allows us to control certain aspects of ζλ,m by constructing sub- and super-
solutions.
Lemma 3.3. Assume that η ∈ C1,1(Ω) and that η ≥ −m everywhere in Ω.
Upper barrier: If η ≥ 0 on ∂Ω, and (−∆ + 1)η ≥ −λw a.e. in Ω, then η ≥ ζλ,m in Ω,
and thus {η = −m} ⊂ Σλ,m.
Lower barrier: If η ≤ 0 on ∂Ω, and (−∆ + 1)η ≤ −λw + 1{η=−m} · (λw−m) a.e. in Ω,
then η ≤ ζλ,m in Ω, and thus Σλ,m ⊂ {η = −m}.
Proof. For an upper barrier η, it is clear that ζλ,m− η = −m− η ≤ 0 on Σλ,m, so the claim
follows by applying the strong maximum principle (which in 2 dimensions requires only
W 2,p regularity for p ≥ 2, see for example [6], Theorem 9.1) to ζλ,m − η ≤ 0 in Ω \ Σλ,m.
The other case similarly follows by applying the strong maximum principle to to η − ζλ,m
on {x ∈ Ω : η(x) > −m}. 
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Proof of Lemma 3.2. Step 1. Let
f(λ,m) :=
∫
Ω
(−∆ + 1)ϕλ,mdx (3.19)=
∫
Σλ,m
(λw −m) dx.
Lemma 3.3 and (3.20) immediately imply that
if 0 < m1 < m2, then
m1
m2
ζλ,m2 ≥ ζλ,m1 and hence Σλ,m2 ⊂ Σλ,m1 .
For m1 < m2, since (λw −m) ≥ 0 on Σλ,m, it follows that
f(λ,m2) =
∫
Σλ,m2
(λw−m2) dx ≤
∫
Σλ,m2
(λw−m1) dx ≤
∫
Σλ,m1
(λw−m1) dx = f(λ,m1),
with strict inequality if f(λ,m2) > 0.
When m = 0, it is clear that η = 0 is both an upper and lower barrier, and hence that
ζλ,0 = 0 and Σλ,0 = Ω. Thus
f(λ, 0) = λ
∫
Ω
w dx = λ|Ω|(1 + o(h−1/4ex )).
In particular, f(λ, 0) > 1 if 1λ < |Ω| − h
−1/4
ex and hex is large enough.
Similarly, if m > λ‖ξ‖∞, then η = λξ is both an upper and lower barrier. Hence
ζλ,m = λξ (that is, ϕλ,m = 0), so Σλ,m = ∅ and
f(λ,m) = 0.
Since f(λ, ·) is strictly decreasing on its support, and compactly supported, there must then
exist a unique m(λ) such that f(λ,m(λ)) = 1.
We now define ϕλ = ϕλ,m(λ), and similarly we set ζλ,m = ζλ,m(λ) and so on. We have just
shown that (3.15) holds. The regularity of ϕλ and properties (3.14) follow directly from the
construction of ζλ,m and facts such as (3.20) about the obstacle problem.
Step 2. It remains to prove (3.16), (3.17). In doing so, we will first assume that
(3.21) (|Ω| − h−1/4ex )−1 ≤ λ ≤ λ0
for λ0 ∈ ( 1|Ω| , 2|Ω|) to be chosen below, independent of  ∈ (0, 0].
For r > 0 we will write
Nr := {x ∈ Ω : d(x) < r}.
Fix d0, depending on Ω, such that the boundary distance function d is smooth on N2d0 , and
for 0 < δ ≤ d0 define
ηδ,m := fδ,m ◦ d, for fδ,m(s) =
{
−2msδ + ms
2
δ2
if s ≤ δ
−m if s > δ .
Then ηδ,m is C
1,1, and
(−∆ + 1)ηδ,m =
{
−(2m
δ2
+ f ′δ,m(d(x)) ∆d(x)) + fδ,m(d(x)) in Nδ
−m in Ω \ N δ.
We claim that there exist m0 and K1, depending only on Ω, such that if 0 < m < m0 and
hex ≥ K1, then
(3.22) ηδ,m is a
{
upper barrier if δ = 2
√
m/λ ≤ d0
lower barrier if δ =
√
m/λ ≤ d0 .
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For example, if δ =
√
m/λ, clearly |f ′δ,m| ≤ 2mδ = 2
√
mλ and |fm,δ| ≤ m, so (as long as
δ ≤ d0)
(−∆ + 1)ηδ,m ≤ −2λ+ 2
√
mλκ+m in Nδ, for κ := ‖∆d‖L∞(Nd0 ).
We require K1 be large enough that w < 3/2 whenever hex ≥ K1. Then (recalling that
λ > |Ω|−1) on sees that ηδ,m is a lower barrier if m0 satisfies
m0 ≤ 1
4
|Ω|−1 , 2√m0κ ≤ 1
4
|Ω|−1/2, m0 ≤ |Ω|−1d20 ,
where the first two conditions guarantee that 2
√
mλκ + m ≤ 12λ, and the last condition
guarantees that δ < d0. The case of an upper barrier is essentially identical. Thus we have
proved (3.22).
Next, we assume that hex ≥ K1 and 0 < m < m0, and we estimate f(λ,m). It follows
from (3.22) that
Ω \ N
2
√
m/λ
⊂ Σλ,m ⊂ Ω \ N√m/λ
Recalling (3.21), we infer that there exist c < C, depending only on Ω, such that
|Ω| − C√m ≤ |Σλ,m| ≤ |Ω| − c
√
m.
Since λw −m = λ−m+ o(h−1/4ex ), it follows that
f(λ,m) =
∫
Σλ,m
(λw −m) dx ≤ (λ−m)(|Ω| − c
√
m) + o(h−1/4ex ).
Thus if c
√
m = 2(|Ω| − λ−1)
(3.21)
≥ 2h−1/4ex , then
f(λ,m) ≤ (λ−m)(λ−1 − h−1/4ex ) + o(h−1/4ex ) < 1
after increasing K1 if necessary. Similarly, if C
√
m = 12(|Ω| − λ−1) ≥ 12h
−1/4
ex , then
f(λ,m) ≥ (λ−m)(λ−1 + C√m) + o(h−1/4ex ) > 1
after adjusting K1. Since f is a decreasing function of m, we conclude that when hex ≥ K1
and 0 < m < m0, if f(λ,m) = 1, then there exist constants C > c > 0 such that
c(|Ω| − λ−1)2 ≤ m ≤ C(|Ω| − λ−1)2 .
In other words,
(3.23) c(|Ω| − λ−1)2 ≤ m(λ) ≤ C(|Ω| − λ−1)2.
In particular (3.16) holds if (3.21) is satisfied. (The condition m < m0(Ω) translates to the
upper bound λ ≤ λ0 in (3.21).)
It now follows from (3.22) that ηδ,m, with m = m(λ) and δ =
√
m/λ, is a lower barrier
for ζλ = ζλ,m(λ). Since m 7→ ηδ,m is a decreasing function, we conclude from this and (3.23)
that ζλ ≥ ηδ,m when m = C(|Ω| − λ−1)2 and δ =
√
m/λ, as long as d(x) < c√
λ
(|Ω| − λ−1).
This is exactly conclusion (3.17).
Step 3. Finally, we prove (3.16), (3.17) for λ > λ0.
First for any δ ∈ (0, d0) and m > 0, we compute as above that
(−∆ + 1)ηδ,m ≥ −2m
δ2
− 2m
δ
κ−m = −
(
2
δ2
+
2κ
δ
+ 1
)
m.
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It follows that for any δ as above, there exists θ(δ) > 0 such that
(−∆ + 1)ηδ,θλ ≥ −1
2
λ whenever 0 < θ < θ(δ)
and hence that ηδ,θλ is an upper barrier for ζλ,θλ. Here we are using the assumption that
w ≥ 12 everywhere, which we have already imposed as a condition on K1. Then arguing as
above, we estimate
f(λ, θλ) ≥ (|Ω| − |Nδ|)(1− θ + o(h−1/4ex ))λ.
Since λ0 > |Ω|−1, we may fix δ0 and θ0 < θ(δ0) so small that (|Ω| − |Nδ0 |)((1 − θ0)λ0 > 1,
and hence also f(λ, θ0λ) > 1 when λ ≥ λ0.
The monotonicity of f(λ, ·) then implies that m(λ) ≥ θ0λ whenever λ ≥ λ0.
It is also clear that ϕλ,m ≥ 0 for all choices of parameters, and hence that ζλ ≥ λξ.
Hopf’s lemma implies that there exists a positive constant c such that ξ0(x) ≤ −cd(x) for
all x, and it follows that ξ(x) ≤ −(c/2)d(x) for all sufficiently large hex. This proves (3.18).

3.3. Proof of Proposition 2.1. We now complete the proof of the proposition by studying
near-minimizers of HN , defined in (3.3). Here, we turn the delicate problem of estimating
deviations of the energy due to small variations in the position of a single vortex. We reduce
this problem, which is clearly nonlocal, to an almost local one by a screening procedure.
This is a quantitative version of an argument4 for a discrete energy similar to ours but
simpler in some respects, to bound from below minimum neighbor distances in minimizers.
Lemma 3.4. There exists c0, c1, t0 > 0 such that if N,hex satisfy (1.2), (1.3) and
a ∈M∗,N := {a = (a1, . . . , aN ) ∈ ΩN : HN (a) ≤ inf
ΩN
HN + t0},
then
dist(ai, ∂Ω) ≥ c0h−1/4ex for all i.(3.24)
|ai − aj | ≥ c1h−1/2ex for all i 6= j(3.25)
Proposition 2.1 is an immediate corollary. Indeed, It follows from (3.2) that HN = H
N

in M,N (defined in (1.12)). Thus for a ∈M∗,N ⊂M,N ,
HN (a) = H
N
 (a)
(1.13)
≤ inf
M,N
HN + t0 = inf
M,N
HN + t0
(3.24)
= inf
ΩN
HN + t0.
Hence a ∈ M∗,.N , so Lemma 3.4 implies that a satisfies (3.24), (3.25), proving Proposition
2.1.
Proof of Lemma 3.4. Assume that a = (a1, . . . , aN ) ∈M∗,N .
For the proof, we will write
µλ := (−∆ + 1)ϕλ dx = 1Σλ(λw −m(λ)) dx
that is, the measure on Ω whose density with respect to Lebesgue measure is (−∆ + 1)ϕλ.
Recall also that µλ is a probability measure, by (3.15).
4attributed by the authors of [15] to unpublished work of Lieb
16 ANDRES CONTRERAS AND ROBERT L. JERRARD
Proof of (3.24). Let
λ =
hex
2piN
(1.3)
≥
(
|Ω| − h−1/4ex
)−1
.
Then for any a˜1 ∈ Ω, we use the functions ϕλ and ζλ = λξ + ϕλ from Lemma 3.2 to write
1
4pi2N
[
HN (a1, a2, . . . , an)−HN (a˜1, a2, . . . , an)
]
= λ[ξ(a1)− ξ(a˜1)] + 1
N
N∑
j=2
(
G(a1, aj)−G(a˜1, aj)
)
= [ζλ(a1) + U(a1)]− [ζλ(a˜1) + U(a˜1)]
for
U(x) = −ϕλ(x) + 1
N
N∑
j=2
G(x, aj), so that
{
(−∆ + 1)U = −µλ + 1N
∑N
j=2 δaj in Ω
U = 0 on ∂Ω.
Since a ∈M∗,N , it follows that
(3.26) [ζλ + U ](a1) ≤ min
Ω
[ζλ + U ] +
t0
4pi2N
.
We claim that
(3.27) inf
Ω
U < 0.
To prove this, assume toward a contradiction that U ≥ 0 in Ω. Then
−
∫
∂Ω
ν · ∇U = −
∫
Ω
∆U ≤
∫
Ω
(−∆ + 1)U = −1 + N − 1
N
< 0,
using the equation for (−∆ + 1)U and the fact that µλ is a probability measure. It follows
that ν ·∇U(x) > 0 at some x ∈ ∂Ω. But since U = 0 on ∂Ω, this contradicts our assumption
that U ≥ 0 in Ω, proving (3.27).
Now the boundary condition for U implies that minΩ U < 0 is attained. This cannot
occur at any aj , j = 2, . . . , N (where U = +∞) or any any other point of Ω \ supp(µλ),
where (−∆ + 1)U = 0. Thus all minima of U are contained in in Σλ = supp(µλ), which is
exactly the set where ζλ attains its minimum. It follows that
min
Ω
[ζλ + U ] = min
Ω
ζλ + min
Ω
U ≤ min
Ω
ζλ + U(a1).
Thus we infer from (3.26) that
(3.28) ζλ(a1) ≤ min
Ω
ζλ +
t0
4pi2N
.
Now (3.24) follows from Lemma 3.2. To prove this we consider two cases:
Case 1: 1λ0 ≤ 1λ = 2piNhex ≤ |Ω| − h
−1/4
ex .
In this case, (3.16) implies that
m(λ) ≥ c2(|Ω| − 1
λ
)2 ≥ c2h−1/2ex ≥ c2(2piλ0N)−1/2 ≥ 2
t0
4pi2N
for any N ≥ 1, if t0 is small enough. As a result,
ζλ(ai) ≤ min ζλ + t0
4pi2N
= −m(λ) + t0
4pi2N
≤ −1
2
m(λ) ≤ −1
2
c2(|Ω| − λ−1)2.
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On the other hand, it is clear from (3.17) that ζλ(x) ≥ −2
√
c3λ(|Ω| − λ−1)d(x) for all x. In
particular,
d(ai) ≥ −Cζλ(ai)(|Ω| − λ−1)−1 ≥ c(|Ω| − λ−1) ≥ ch−1/4ex ,
proving (3.24).
Case 2: 1λ0 ≥ 1λ = 2piNhex .
Then (3.24) follows by similar arguments, using (3.18) in place of (3.16), (3.17).
Proof of (3.25). We now wish to prove a lower bound for the distance from a1 to another
point, say a2. First, note that
(3.29) U(a1) ≤ min
Ω
U +
t0
4pi2N
(3.27)
<
t0
4pi2N
exactly as with (3.28). Next, we let
r = c6h
−1/2
ex
for c6 to be fixed below, and we decompose
U =
(
−ϕnear + 1
N
G(·, a2)
)
+
−ϕfar + 1
N
N∑
j=3
G(x, aj)
 =: Unear + Ufar
where ϕnear and ϕfar vanish on ∂Ω and satisfy
(−∆ + 1)ϕnear = 1B(r,a2) · (λw −m),
(−∆ + 1)ϕfar = −1Σλ\B(r,a2) · (λw −m)
where m = m(λ). We will show below that if c6 is sufficiently small, then
(3.30) 0 ≤ max
∂Br(a2)
Unear < min
B¯r/2(a2)
Unear − t0
4pi2N
.
Accepting this for the moment, we assume toward a contradiction that |a1− a2| ≤ r2 . Then
Ufar(a1) = U(a1)− Unear(a1)
(3.29)
≤ ( min
∂Br(a2)
U +
t0
4pi2N
)− Unear(a1)
≤ min
∂Br(a2)
Ufar + max
∂Br(a2)
Unear +
t0
4pi2N
− Unear(a1)
(3.30)
< min
∂Br(a2)
Ufar
and
Ufar(a1) = U(a1)− Unear(a1) < 0 by (3.29), (3.30).
It follows that Ufar attains a negative local minimum in Br(a2). But this cannot happen,
by the maximum principle, since
(−∆ + 1)Ufar = 1Σλ\B(r,a2) · (λw −m) +
∑
j≥3, |aj−a2|<r
δaj ≥ 0 in Br(a2).
Thus |a1 − a2| > r2 , proving (3.25).
Proof of (3.30). Let r = c6h
−1/2
ex ≤ 12 .
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Recall from (1.5) that
G(x, y) =
1
2pi
(− log |x− y|+ S(x, y)) .
In addition, it follows from (3.7), (3.8) that S can be written as the sum of a radial C1,α
function and a function S˜(x, y) that satisfies certain estimates recorded in (3.11), (3.12).
These imply that
(3.31) |S(x, y)| ≤ C − log d(y), |∇xS(x, y)| ≤ Cd(x)−1.
Since
ϕnear(x) =
∫
Ω
G(x, y)(−∆ + 1)ϕ(y) dy =
∫
B(r,a2)
G(x, y)(λw(y)−m) dy,
we can write Unear in the form
(3.32) Unear(x) = − 1
2piN
log |x− a2|+ ψ1(x) + ψ2(x)
where
ψ1(x) :=
1
2pi
∫
B(r,a2)
log |x− y|(λw(y)−m) dy ,
ψ2(x) :=
1
2piN
S(x, a2)−
(
1
2pi
∫
B(r,a2)
S(x, y)(λw(y)−m) dy
)
.
We have arranged that hex is large enough that w ≤ 2. Noting that log |x − y| < 0 for
x, y ∈ Br(a2), we therefore have
(3.33)
|ψ1(x)| ≤
∣∣∣∣∣λpi
∫
B(r,a2)
log |x− y| dy
∣∣∣∣∣ ≤ λr2(| log r|+ 12) ≤ c26piN (log hex+C) for x ∈ B(r, a2)
where we have used the classical fact that the integral is maximized when x = a2, together
with the choices of λ and r. Similarly
(3.34) |∇ψ1(x)| ≤ 2λr, and thus |ψ1(x)− ψ1(y)| ≤ 4λr2 = 2c
2
6
Npi
for x, y ∈ Br(a2).
Also, it follows easily from (3.31) and (3.24) that for x ∈ Br(a2),
(3.35) |ψ2(x)| ≤
(
1
2piN
+
c26
2N
)
(1 + log h1/4ex )
and
(3.36)
|∇ψ2(x)| ≤ C
N
(1 + c26)h
1/4
ex and thus |ψ2(x)− ψ2(y)| ≤
C
N
h−1/4ex for x, y ∈ Br(a2).
It follows from (3.32), (3.33), (3.35) that if |x− a2| = r = c6h−1/2ex , then
Unear(x) ≥ 1
2piN
(log h1/2ex − log h1/4ex )−
c26
N
(1 + log hex) =
1
8piN
log hex − c
2
6
N
(1 + log hex).
This is clearly positive if c6 is small enough, whence the first inequality in (3.30). Similarly,
if |x− a2| = r and |y − a2| ≤ r/2, then we deduce from (3.32), (3.34), (3.36) that
Unear(y)− Unear(x) ≥ 1
2piN
log 2− C
N
(c26 + o(h
−1/4
ex )).
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By choosing K1 large, c6 small and t0 small, we can therefore clearly arrange that
Unear(y)− Unear(x) > t0
4pi2N
,
completing the proof of (3.30). 
4. Lower bounds and localization
In this section, we prove some results about pairs (u,A) for which there exists N ∈ N
and a = (a1, . . . , aN ) ∈ ΩN such that
(4.1)
∥∥∥∥∥∥J(u)−
N∑
j=1
piδaj
∥∥∥∥∥∥
W˙−1,1(Ω)
≤ σ
and σ  ρa = 14 min{mini 6=j |ai−aj |,mini dist(ai, ∂Ω)}. These are all adapted from results
in [7] about the simplified Ginzburg-Landau functional without magnetic field.
Our first result provides very precise lower bounds for GL(u,A) when (4.1) holds and
σ is small enough, for suitable values of other parameters such as N, ρa, etc.
Proposition 4.1. Let Ω be a bounded, open simply connected subset of R2 with C1 bound-
ary. Then there exists absolute constants C and C1 with the following property:
Assume that (u,A) ∈ H1(Ω;C)×H1(Ω;R2), and that the Coulomb gauge condition (1.10)
holds. If there exist a = (a1, . . . , aN ) ∈ ΩN∗, for some N ≥ 1, such that (4.1) holds and
(4.2) 4
√
ln(ρa/) ≤ 4σ ≤ σ∗ :=
[ ρa
N3
(σ + E(u))
]1/2 ≤ ρa
NC1
then
(4.3) GL(u,A) ≥ HN (a) + κGL − C
[
N5
ρa
(σ + E(u))
]1/2
−$,
where
$ = $(u) = C
(
E(u)
2 + h4ex + σ
7
8
 (E(u) + h
2
ex)
5
8
)
, and(4.4)
κGL = h
2
exF (ξ0) +N(pi ln
1

+ γ).(4.5)
Here F (·) was defined in (1.7), and the definition of γ is discussed following (4.11) below.
The next proposition shows that if (u,A) satisfies (4.1) and nearly attains the energy
lower bound in (4.3), then in fact (4.1) can be strengthened significantly, after possibly
adjusting the points a ∈ ΩN slightly.
Proposition 4.2. Let Ω be a bounded, open, simply connected subset of R2 with C1 bound-
ary. Then there exist constants C and C2, depending on diam(Ω), with the following prop-
erty:
Assume that (u,A) ∈ H1(Ω;C)×H1(Ω;R2), and that the Coulomb gauge condition (1.10)
holds. If there exist a = (a1, . . . , aN ) ∈ ΩN∗, for some N ≥ 1, such that (4.1) holds with
(4.6) σ ≤ ρa
8C2N5
,
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and if in addition
(4.7) E(u) ≥ 1 and
[
N5
ρa
E(u) +
N10
ρ2a
√
E(u)
]
≤ 1

,
then there exist (ξ1, . . . , ξN ) ∈ ΩN∗ such that |ξi − ai| ≤ ρa2C2N4 for all i, and∥∥∥∥∥J(u)− pi
N∑
i=1
δξi
∥∥∥∥∥
W˙−1,1
(4.8)
≤ C 
[
N(C + Σ˜GL )
2e
1
pi
Σ˜GL + (C + Σ˜GL )
N5
ρa
+ E(u)
]
where
(4.9) ΣGL := Σ
GL
 (u,A, a) = GL(u,A)−κGL −HN (a), Σ˜GL := ΣGL (u,A, a) +$(u).
Results very much like Proposition 4.1 are proved in [10], Theorem 4.1, but with the
leading terms on the right-hand side of (4.3) appearing in a different form that is not well-
suited to our purposes. There does not seem to be a counterpart of Proposition 4.2 in
[10].
4.1. A reduction. Both propositions are proved by reducing them to results in [7]. These
relate the simplified Ginzburg-Landau energy E to the renormalized energyW
N : ΩN∗ → R,
introduced in the pioneering book of Bethuel, Brezis and He´lein [1], and defined in our
context by
(4.10) WN (a) = −pi
∑
i 6=j
log |ai − aj |+ pi
∑
i,j
R(ai, aj).
Here R(·, ·) is the regular part of the Green’s function for the Laplace operator on Ω, i.e.
R(x, y) = 2piΓ(x, y) + log |x− y|,
where Γ = Γ(x, y) is characterized by
−∆xΓ = δy for x ∈ Ω, Γ(x, y) = 0 for x ∈ ∂Ω .
The results we will use from [7] involve the quantity
(4.11) ΣBBH = Σ
BBH
 (u, a) = E(u)−κBBH −WN (a), for κBBH := N(pi log
1

+γ).
where γ is the same constant appearing in (4.5), whose definition (which we will not actually
need) can be found in [1], Lemma IX.1, where the constant was first introduced.
The reduction of Propositions 4.1 and 4.2 to results from [7] will be carried out by proving,
roughly speaking, that ΣGL (u,A, a) ≈ ΣBBH (u, a) in the regimes we are interested in. More
precisely, we will prove
Lemma 4.3. Assume that u ∈ H1(Ω;C) satisfies (4.1) and that N ≤ Chex.∣∣∣∣ minA satisfying(1.10) ΣGL (u,A, a)− ΣBBH (u, a)
∣∣∣∣ ≤ $(u).(4.12)
If this is known, both propositions follow essentially by transcribing results from [7]:
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Proof of Proposition 4.1. This is a direct consequence of Lemma 4.3 and [7], Theorem 2.
Indeed, the hypotheses of Proposition 4.1 imply those of [7], Theorem 2, and one of the
conclusions of that result is the lower bound
E(u) ≥WN (a) + κBBH + other positive terms− C
[
N5
ρa
(σ + E(u))
]1/2
.
This and (4.12) immediately imply (4.3). (In fact they imply a stronger result, one that
we have not recorded here, as we do not need the extra positive terms. See [7] or [10] for
more.) 
Proof of Proposition 4.2. This follows immediately from Lemma 4.3 and [7], Theorem 3.
Indeed, Proposition 4.2 and the cited result from [7] have exactly the same hypotheses.
The conclusion of the result in [7] is (4.8), but with ΣBBH (u, a) in place of Σ˜
GL
 (u,A, a).
Since Lemma 4.3 implies that ΣBBH (u, a) ≤ Σ˜GL (u,A, a), the result follows. 
4.2. Proof of Lemma 4.3. The proof has two main steps. The first is to show that
ΣBBH (u, a) is close to
(4.13) Σ˜GL (u, a) := GL
min
 (u)− min
B∈H2∩H10
(
Φ(B)− 2pi
N∑
i=1
B(ai)
)
−WN (a)− κBBH ,
where
(4.14)
GLmin (u) := min
A satisfying (1.10)
GL(u,A), and Φ(B) :=
1
2
∫
Ω
|∇⊥B|2 + (∆B + hex)2.
We will then check that
min
A satisfying (1.10)
ΣGL (u,A, a) = Σ˜
GL
 (u, a).
Lemma 4.4. Assume that u ∈ H1(Ω;C) satisfies (4.1) and that N ≤ hex|Ω|/2pi. Then for
any θ ∈ (0, 1) ∣∣∣Σ˜GL (u, a)− ΣBBH (u, a)∣∣∣ ≤ $ .(4.15)
The implicit constants in (4.15) depend on Ω, θ and the assumed bound on N/hex.
Proof. Step 1. Preliminaries. We start from the algebraic identity
(4.16) GL(u,A) = E(u) −
∫
Ω
j(u) ·A+ 1
2
∫
Ω
|A|2 + |∇ ×A− hex|2 +R(u,A)
where
(4.17) R(u,A) :=
1
2
∫
Ω
(|u|2 − 1)|A|2.
We rewrite in terms of B = (∇⊥)−1A, see (1.11), then integrate by parts to find that
(4.18) GL(u,∇⊥B) = E(u) − 2
∫
Ω
B Ju + Φ(B) +R(u,∇⊥B).
Thus
GL(u,∇⊥B)−
[
E(u) +
(
Φ(B)− 2pi
N∑
i=1
B(ai)
)]
= −R(u,∇⊥B)−2
∫
Ω
B
(
Ju− pi
∑
δai
)
.
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Step 2: lower bound for Σ˜GL (u, a) . We now prove that
(4.19) Σ˜GL (u, a)− ΣBBH (u, a) & −
(
E(u)
2 + h4ex
)− σ1− 2m (E(u) + h2ex) 12+ 2m .
For this, let A∗ = ∇⊥B∗ minimize B 7→ GL(u,∇⊥B), so that GLmin (u) = GL(u,∇⊥B∗).
Then
(4.20) E(u) +
1
2
|Ω|h2ex = GL(u, 0) ≥ GL(u,∇⊥B∗) ≥
∫
Ω
|∆B∗ + hex|2.
Since B∗ = 0 on ∂Ω, basic elliptic estimates (see for example [5], Section 6.3.2, Theorem 4
and the remark that follows) imply that
(4.21) ‖B∗‖H2 ≤ C‖∆B∗‖L2 ≤ C(‖∆B∗ + hex‖L2 + hex) ≤ C(
√
E(u) + hex).
Since W 1,m embeds into H2 for every m < ∞ (and since we always assume hex ≥ 1), it
follows that
(4.22) |R(u,∇⊥B∗)| ≤
∫
Ω
(|u|2 − 1)2

+ |∇⊥B∗|4 ≤ C
(
E(u)
2 + h4ex
)
.
For the remaining term, for any m > 2 we estimate
(4.23)
∣∣∣∣∣
∫
B∗
(
Ju− pi
N∑
i=1
δai
)∣∣∣∣∣ ≤ ‖Ju− pi
N∑
i=1
δai‖W˙−1, mm−1 ‖B∗‖W˙ 1,m0 .
For any m > 2, an interpolation inequality and (4.1) yield
‖Ju− pi
N∑
i=1
δai‖W˙−1, mm−1 ≤ ‖Ju− pi
N∑
i=1
δai‖
1− 2
m
W˙−1,1
‖Ju− pi
N∑
i=1
δai‖
2
m
L1
≤ σ1−
2
m
 ‖Ju− pi
N∑
i=1
δai‖
2
m
L1
≤ Cσ1−
2
m
 (E(u) + piN)
2
m ,(4.24)
since
‖Ju− pi
N∑
i=1
δai‖L1 ≤ ‖Ju‖L1 + ‖pi
N∑
i=1
δai‖L1 ≤ CE(u) + piN.
Since N ≤ hex|Ω|/2pi, it follows that
(4.25)
GLmin (u) = GL(u,∇⊥B∗) ≥ E(u) +
(
Φ(B∗)− 2pi
N∑
i=1
B∗(ai)
)
− C (E(u)2 + h4ex)− Cσ1− 2m (E(u) + h2ex) 12+ 2m .
Subtracting WN (a) + κBBH from both sides and rearranging, we obtain (4.19)
Step 3: upper bound for Σ˜GL (u, a). The opposite inequality is proved in a very similar
way. First, for any B,
‖B‖H2 ≤ C‖∆B‖L2 ≤ C(‖∆B + hex‖L2 + hex) ≤ C(
√
Φ(B) + hex).
Thus, using the bound N ≤ hex|Ω|/2pi,
(4.26) Φ(B)− 2pi
∑
B(ai) ≥ Φ(B)−NC(
√
Φ(B) + hex).
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It follows from this and elementary inequalities, together with our standing assumption
N ≤ C|Ω|, that
(4.27) Φ(B)− 2pi
∑
B(ai) ≥ −Ch2ex.
Thus standard lower semicontinuity arguments imply that the minimum of the left-hand
side is attained. Let β denote a minimizer. It is clear that Φ(β) − 2pi∑β(ai) ≤ 0, since
otherwise we could decrease the value of the functional by taking β = 0. Then it follows
from (4.26) that
(4.28) Φ(β) ≤ Ch2ex, and hence ‖β‖2H2 ≤ Ch2ex.
Thus β satisfies the same estimate as B∗ in (4.21) — a slightly stronger estimate actually,
although we will not use the improvement. We can thus estimate the error terms exactly
as above to conclude that
GLmin (u) ≤ GL(u,∇⊥β) ≤ E(u) + Φ(β)− 2pi
N∑
i=1
β(ai)
+ C
(
E(u)
2 + h4ex
)
+ Cσ
1− 2
m
 (E(u) + h
2
ex)
1
2
+ 2
m .
Recalling the choice of β and rewriting as above, this implies that
Σ˜GL (u, a)− ΣBBH (u,A) . −
(
E(u)
2 + h4ex
)− σ1− 2m (E(u) + h2ex) 12+ 2m .
Choosing m = 116 completes the proof. 
To finish the proof of Lemma 4.3, we will rewrite Σ˜GL (u, a), which was defined in (4.13),
(4.14). Toward this end, we fix a = (a1, . . . , aN ) ∈ ΩN , and we let β ∈ H2 ∩H10 (Ω) denote
the unique minimizer of
B 7→ Φ(B)− 2pi
N∑
i=1
B(ai).
We want to find a simple expression for Φ(β)− 2pi∑Ni=1 β(ai).
Lemma 4.5. β belongs to W 3,p(Ω) for every p < 2, and satisfies
∆2β −∆β = 2pi
N∑
i=1
δai in Ω, β = 0 on ∂Ω, −∆β = hex on ∂Ω.
We omit the proof, which is standard.
We now define B1 : Ω→ R as the solution of the boundary value problem
∆2B1 −∆B1 = 2pi
N∑
i=1
δai in Ω, B1 = 0 on ∂Ω, −∆B1 = 0 on ∂Ω.
With this notation we can state
Lemma 4.6.
min
B∈H10∩H2
[
Φ(B)− 2pi
∑
i
B(ai)
]
= h2exF (ξ0) + 2pihex
∑
i
ξ0(ai)− pi
∑
i
B1(ai).
where ξ0 is defined in (1.8).
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Proof. By differentiating the equation satisfied by ξ0, one finds that
∆2ξ0 −∆ξ0 = 0 in Ω, ξ0 = 0 on ∂Ω, −∆ξ0 = −1 on ∂Ω.
It follows that
(4.29) β = −hexξ0 +B1.
Defining w1 = −∆B1, it follows that ∆β = −hex(ξ0 + 1)− w1, and hence that
(4.30) (hex + ∆β)
2 = (hexξ0 + w1)
2.
Furthermore,
(4.31) −∆(w1 +B1) = (−∆ + 1)w1 = (∆2 −∆)B1 = 2pi
∑
i
δai .
Using (4.29) and (4.30), we rewrite
Φ(β) =
1
2
∫
|∇β|2 + (∆β + hex)2
=
1
2
∫
|∇(hexξ0 −B1)|2 + (hexξ0 + w1)2
= h2ex
(
1
2
∫
|∇ξ0|2 + ξ20
)
+ hex
(∫
−∇ξ0 · ∇B1 + ξ0w1
)
+
(
1
2
∫
|∇B1|2 + w21
)
.
For the second term on the right-hand side, note that∫
∇ξ0 · ∇B1 − ξ0w1 = 0, since ξ0 ∈ H10 and −∆B1 = w1.
For the final term on the right-hand side, since B1 = w1 = 0 on ∂Ω and w1 = −∆B1, we
integrate by parts and use the equations (in particular (4.31)) to find that
1
2
∫
|∇B1|2 + w21 =
1
2
∫
−B1∆B1 − w1∆B1
= −1
2
∫
(B1 + w1)∆B1
= pi
∑
B1(ai).
The conclusion now follows by using these facts and (4.29) to rewrite Φ(β)−2pi∑i β(ai). 
Finally, we complete the
Proof of Lemma 4.3. In view of Lemma 4.4, we must show that
min
A satisfying (1.10)
ΣGL (u,A, a) = Σ˜
GL
 (u, a).
By comparing the definitions, we see that this is the same as
(4.32) HN (a) + h
2
exF (ξ0) = min
B∈H10∩H2
[
Φ(B)− 2pi
∑
i
B(ai)
]
+WN (a).
Using the previous lemma and various definitions, see (1.5), (1.9), (4.10), this reduces to
checking that
pi
N∑
i,j=1
S(ai, aj) = pi
N∑
i,j=1
R(ai, aj)− pi
N∑
i=1
B(ai).
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So we only need to prove that
B1(x) =
∑
j
R(x, aj)− S(x, aj)
for all x. To do this, we use the equations for G and Γ to compute
−∆
(∑
j
R(x, aj)− S(x, aj)
)
= −∆x
(
2pi
∑
j
Γ(x, aj)−G(x, aj)
)
= 2pi
∑
j
G(x, aj).
Thus, applying (−∆ + 1) to both sides, we find that ∑j R(·, aj) − S(·, aj) satisfies the
boundary-value problem that characterizes B1. Thus we have completed the proof. 
5. Energy-minimizers in AN
The proposition below completes our argument; once it is known, the proof of Theorem
1.1 follows by exactly the argument given in Section 2.2.
Recall that t0 is a constant that appears in the definition of AN and was fixed in the
proof of Lemma 3.4.
Proposition 5.1. Assume that (u, A) minimizes GL in AN and that A satisfies the
Coulomb gauge condition (1.10). Then
(5.1) GL(u, A) ≤ min
M,N
HN + κ
GL
 +
t0
3
,
and in addition, there exists ξ ∈M,N such that
(5.2)
∥∥∥∥∥Ju − pi
N∑
i=1
δξi
∥∥∥∥∥
W˙−1,1
≤ 1
2
σ
and
(5.3) GL(u, A) ≥ HN (ξ) + κGL −
t0
3
.
Before we can use results from the previous section effectively, we need to control E(u),
which appears in many error terms. This is the point of our first lemma.
Lemma 5.2. Assume that (u,A) satisfies (4.1) for some σ > 0 and a ∈ ΩN , with N ≤
hex|Ω|/2pi. Then
(5.4) E(u) ≤ GL(u,A) + Ch2ex + Ch4ex + CGL(u,A)2 + Cσ(GL(u,A) + h2ex)3/2.
for constants depending only on Ω.
Proof. Recall from (4.18) the identity
E(u) = GL(u,∇⊥B)−
(
Φ(B)− 2pi
N∑
i=1
B(ai)
)
+R(u,∇⊥B) + 2
∫
Ω
B
(
Ju− pi
∑
δai
)
,
where R(u,A) := 12
∫
Ω(|u|2−1)|A|2. Arguing as in (4.20), (4.21), we see that B = (∇⊥)−1A
satisfies
(5.5) ‖B‖2H2 ≤ C(GL(u,A) + h2ex).
As in (4.22), we deduce that
|R(u,A)| ≤ C  (GL(u,A)2 + h4ex).
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Next, by combining (4.23) and (4.24) with (5.5) and a Sobolev embedding, we find that for
any m > 2, ∣∣∣∣∫
Ω
B
(
Ju− pi
∑
δai
)∣∣∣∣ ≤ Cσ1− 2m (GL(u,A) + h2ex)(E(u) + piN) 2m
Taking m = 6 and using elementary inequalities, we deduce that the right-hand side is
bounded by
1
3
E(u) + Chex + Cσ(GL(u,A) + h
2
ex)
3/2.
The lemma follows by combining these estimates with (4.27). 
Proof of Proposition 5.1. Step 0. Our eventual aim is to use Propositions 4.1 and 4.2 from
the previous section, adjusting the parameters in our scaling assumptions both to arrange
that the hypotheses are satisfied and to control the error terms. We will go through the
choice of parameters rather carefully, to make it clear that there is nothing circular in our
argument. We recall the assumptions:
0 <  < 0, K1 ≤ hex ≤ k1−1/4,
1 ≤ N ≤ min
{
hex
2pi
(|Ω| − h−1/4ex ), k2−1/10h−1/5ex
}
.
For the definition (1.16) of AN , we will choose
(5.6) σ = 
99/100 max{N5h1/2ex , h2ex}
If a ∈M,N then it follows from Proposition 2.1 that
ρa ≥ c1h−1/2ex .
Finally, we will only apply Propositions 4.1 and 4.2 to (u,A) such that
(5.7) E(u) ≤ C3h2ex
for C3(Ω) to be determined below. (In fact we will take C3 = max{C5, C6}, where these
constants are identified below.) We have already imposed conditions on K1 for example.
We now adjust 0, k1, k2 as follows.
First, by decreasing 0 and k1 as necessary,
(5.8)
(right-hand side of (4.8)) ≤ 1
2
σ if Σ˜
GL
 ≤ t0 and u satisfies (5.7),
$(u) ≤ t0
6
if u satisfies (5.7).
Similarly, by decreasing k2 we may assume that
(5.9) hypotheses (4.6), (4.7) of Proposition 4.2 hold, if u satisfies (5.7) .
Hypothesis (4.2) of Proposition 4.1 involves both an upper and lower bound on σ. The
lower bound σ ≥ 
√
log(ρ0/) follows from the form of σ, after possibly adjusting 0, and
the upper bound is less stringent than (4.6), already satisfied. Finally, we claim that by
further decreasing 0, we can arrange that N
5ρ−1a (σ + E(u)) is as small as we like, and
hence, in view of (5.8), that
(5.10) (right-hand side of (4.3)) ≥ HN (a) + κGL −
t0
3
if u satisfies (5.7).
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To see this, note that
N5ρ−1a σ ≤ CN5h1/2ex σ ≤ C99/100 max{N10h,N5h5/2}
Using N ≤ k2(h2ex)−1/10 for large hex and N ≤ Chex for small hex, we deduce that
N5ρ−1a σ ≤
{
C(k2) max{−1/100h−1, 49/100h3/2} if −1/12 ≤ hex ≤ −1/4
C99/100h11ex if hex ≤ −1/12
which can be made as small as we like by a suitable choice of 0. Similar considerations
show that the same holds for N5ρ−1E(u), subject to (5.7). Thus we may achieve (5.10).
Step 1. We now prove (5.1). We start by noting that for every N ≥ 1 satisfying (1.3),
(5.11) min
a∈M,N
HN (a) = min
a∈ΩN
HN ≤ 0.
The equality on the left is clear from Lemma 3.4, which, for this range of N , implies that
minΩN H
N
 is attained in M,N , in which H
N
 = H
N
 . The inequality follows by an easy
induction argument, which relies on the fact that ξ0 and v vanish on ∂Ω, as does G(·, a),
for every a ∈ Ω.
Let a minimize HN in M
∗
,N . Then we deduce from (4.32), (4.27) and (5.11) that
(5.12) WN (a) ≤ C4h2ex, C4 = C4(Ω).
According to Lemma 14 in [7], there exists ua ∈ H1(Ω) such that
(5.13)
∥∥∥∥∥Jua − pi
N∑
i=1
δai
∥∥∥∥∥
W−1,1
≤ CN (1 + N2ρ−2a )
and
ΣBBH (ua, a) = E(ua)− κGL −WN (a) ≤ CN2ρ−2a .
In particular, it follows from the above and (5.12) that
(5.14) E(ua) ≤ C5h2ex
for C5 depending only on Ω. It then follows from (5.8) that
(5.15) $(ua) ≤ t0
6
.
Now let Aa minimize A 7→ GL(ua, A) among all competitors satisfying the Coulomb
gauge condition (1.10). It follows that for  < 0 with 0 is small enough, then
(ua, Aa) ∈ AN , ΣBBH (ua, a) ≤
t0
6
Then we infer from the above and Lemma 4.3 that the minimizer (u, A) satisfies
GL(u, A)− min
M,N
HN − κGL ≤ GL(ua, Aa)− min
M,N
HN − κGL
= GL(ua, Aa)−HN (a)− κGL
= ΣGL (ua, Aa, a)
≤ ΣBBH (ua, a) +$(ua) ≤
t0
3
,
proving (5.1).
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Step 2. From (5.1), (5.11), and (5.4), we see that
E(u) ≤ C6h2ex.
Since u ∈ AN , there exists a ∈M∗,N such that (4.1) holds. We have arranged above that
the other hypotheses (4.6), (4.7) of Proposition 4.2 hold. Also, it follows from Step 1 above
that
Σ˜GL (u, A, a) = Σ
GL
 (u, A, a) +$(u) ≤
t0
2
.
Thus Proposition 4.2 (see in particular (4.8)) and (5.8) yield ξ ∈ ΩN such that (5.2) is
satisfied. It follows from this and (4.1) that
(5.16) ‖pi
N∑
i=1
(δai − δξi)‖W˙−1,1 ≤
3
2
σ
(5.6)
≤ pi
2
h−1/3ex for 0 <  < 0,
and this and (3.24) imply that
(5.17) ξ ∈M,N , or in other words d(ξi) = dist(ξi, ∂Ω) ≥ h−1/3ex for every i.
To see this, assume toward a contradiction that d(ξi) < h
−1/3
ex for some i, and define
f(x) :=

0 if d(x) ≤ h−1/3ex ,
d(x)− h−1/3ex if h−1/3ex ≤ 2h−1/3ex ,
h
−1/3
ex if d(x) ≥ 2h−1/3ex .
It follows from (3.24) and the assumption that d(ξi) < h
−1/3
ex for some i,
pi
∫
Ω
f(x)
∑
i
δai = Npih
−1/3
ex , pi
∫
Ω
f(x)
∑
i
δξi ≤ (N − 1)pih−1/3ex .
On the other hand, from (5.16) and the construction of f , it is evident that∣∣∣∣∣pi
∫
Ω
f(x)
∑
i
(δai − δξi)
∣∣∣∣∣ ≤ ‖pi
N∑
i=1
(δai − δξi)‖W˙−1,1‖f‖W˙ 1,∞ ≤
pi
2
h−1/3ex .
(Here we are using the same convention as in [7], which is that ‖f‖W˙ 1,∞ = ‖∇f‖∞‖, for
f vanishing on ∂Ω.) This is a contradiction, proving (5.17), and completing the proof of
(5.2).
Step 3. Finally, (5.3) follows immediately from Proposition 4.1, in view of (5.10). (Note
that the hypotheses of the proposition are satisfied due to (5.2) and the choice of 0, k1
etc..)

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