Let K be the scalar field of the first orthomodular (or Form Hilbert) space, described by H. Keller in 1980. It has a non-Archimedean order, an infinite rank valuation compatible with the order as well as an explicitly defined ultrametric, all of which induce the same topology.
Introduction
Ultrametric Calculus over valued fields of rank one is a well developed theory (see [4] ), and for the last years it has been studied in the case of the field of Levi Civita, where the valuation has rank 1 ( [11, 12, 13, 14] ). R. Hobeika (Ph.D Thesis, University of Paris VI, 1976) studied power series and Laurent series on Krull valued fields F (with an infinite rank valuation), but the classical definition of analytic functions only gives entire functions on F . Y. Feneyrol extended the notion of analytic functions on an open subset, following ideas of Krasner ([7] ) and studied properties of these functions like algebraic operations, derivation and other results similar to the complex case (See [8] , [9] and [10] ). However the fields she considers are always algebraically closed.
Let K be the scalar field of the first orthomodular space, described by H. Keller ([5] ), which is provided with an infinite rank valuation. H. Moreno introduced in [1] , [2] and [3] an Ultrametric Calculus on K, where he studied some properties of analytic functions on K. There exists an important difference between K and the hederic fields studied by Y. Feneyrol-Perrin and comes from the fact that K is not algebraically closed. On the other hand, K is different from the Levi Civita field, that is also an ordered field, because there is no distinguished element d > 0 in K such that ∀ǫ > 0 ∃k ∈ N (d k < ǫ).
In this article, we will continue the study of analytic functions defined on K, using the fact that the order topology is induced by an infinite rank valuation as well an ultrametric. Moreover, following ideas of [3] , its posible to prove that analytic functions with non-null derivative in an open set has a local analityc inverse.
Preliminaries.
Let us consider F 0 = R with its usual ordering, and the set of variables {X 1 , X 2 , X 3 , . . .}.
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For any n ≥ 1 define F n : = F 0 (X 1 , . . . , X n ) and let
We order F n by powers of X n , a polynomial P (X n ) = a 0 + a 1 X n + ... + a s X s n ∈ F n−1 [X n ] is positive in F n if and only if a s > 0 in F n−1 . For λ ∈ F n , λ = p(X n ) q(X n ) with p(X n ), q(X n ) ∈ F n−1 [X n ] and q(X n ) = 0, we shall say that λ is a positive element in F n if and only if p(X n )q(X n ) > 0. Since the ordering of F n extends the ordering of F n−1 , F ∞ is an ordered field. In fact given λ ∈ F ∞ there exists n ∈ Z such that λ ∈ F n , hence λ > 0 in F ∞ if and only if the same is true in F n . Notice that this ordering is non-Archimedean.
As usual |λ| will denote the absolute value of λ ∈ F ∞ , that is to say,
The order of F ∞ induces a topology on the field, which has as a base of zero neighborhoods the collection of sets U ǫ = {a ∈ K : |a| < ǫ} for all ǫ in F ∞ .
We consider now a non-Archimedean valuation in F ∞ . Firstly we define the value group. For every i = 1, 2, 3, 4, ... we pick a real number g i > 1 and we consider the multiplicative cyclic subgroup G i generated by g i , ordered by the usual ordering of R. We define Γ by
with supp(γ) := {i ∈ N : n i = 0}. Γ is a linearly ordered group with the componentwise operation and the antilexicographical ordering. The identity is 1 = (1, 1, 1, 1, 1, ...).
For every m ≥ 1 we put
. are the convex subgroups of Γ. Therefore this is a group of infinite rank.
where 0 is a minimal element adjoined to Γ such that 0 · g = g · 0 = 0.
It can be proved directly that each of the following collections of subsets of F ∞
is a subbasis for a topology in K. But since for every x ∈ F ∞ the following inclusions hold
for every n ≥ 1, these topologies are identical. This common topology will be denoted by τ .
(F ∞ , τ ) is an ultrametrizable topological space, the ultrametric is defined by the map d(x, y) = φ(|x − y|) where φ(0) = 0, and
Therefore we can consider K the completion of F ∞ by Cauchy sequences (nets). The topology on K is generated by the extension of d to K,
where x, y ∈ K and (x n ) n , (y n ) n are sequences in F ∞ such that lim n→∞ x n = x and lim n→∞ y n = y.
Let a, b ∈ K and (a n ) n , (b n ) n sequences in F ∞ such that lim n→∞ a n = a and lim n→∞ b n = b. K is a field with the operations a + b = lim n→∞ (a n + b n ), ab = lim n→∞ (a n b n ) and
n . On the other hand, we extend the order of F ∞ to K by defining the binary relation ≤ in K as a ≤ b if and only if a = b, or a = b and there exist sequences in F ∞ such that lim n→∞ a n = a, lim n→∞ b n = b and (a n − b n ) ≤ 0 for all n ≥ N for some N ∈ N.
(K, ≤) is an ordered field and the order ≤ induces an absolute value on K, which will also be denoted by | |.
Let a ∈ K with a = 0, there exists a sequence (a n ) n in F ∞ that converges to a. Hence, for some N ∈ N we have that v(a n ) = v(a n − a N + a N ) = v(a N ) (n ≥ N ).
Therefore we can extend the valuation v of F ∞ to K as v(a) = v(a N ), and it can be proved directly that (K, v) is a valued field and v is a valuation of infinite rank.
As in the case of F ∞ , each of the maps d, v and | | induce the same topology τ in K, and (K, τ ) is a topological field. We remark that K is not locally compact and not separable.
Analytic functions.
Let a 0 , a 1 , ... be a sequence in K. The power series ∞ j=0 a j z j is the sequence of polynomial functions in the variable z given by s n (z) = n j=0 a j z j . The region of convergence of the power series ∞ j=0 a j z j is the set {z ∈ K : (s n (z)) n converges in K}.
Since the valued group Γ has an infinitude of convex subgroups, if x ∈ K then exists y ∈ K such that x n < y for all n ∈ N. Then, we obtain the following theorem proved in [1] and [2] concerning convergence of power series. An analytic function is infinitely many times differentiable in the order topology.
Considering f (z) as above we have f ′ (z) = ∞ n=1 n a n (z − u) n−1 for z ∈ D. The following theorem ( [1] , [4] ) says that it does not matter the choose of u ∈ D in the definition of analyticity. 
Although the topology τ defined on K is zero dimensional, the set of zeros of an analytic function on a ball B a (r) does not have an accumulation point. On the another hand, it can be prove (with an example) that if f is an analytic function that has no zeros in an open set then 1 f is not always an analytic funcion. (See [1] and [2] for more details)
Analytic continuation is trivial in this case. On the other hand, let f (z) = ∞ n=0 b n (z− u) n be an analytic function in an open set D. By theorem 3.1, we can extend this function for all z ∈ K, and the theorem 3.3 assures us that there are a 0 , a 1 , a 2 , ... ∈ K such that for every z ∈ K we have that f (z) = ∞ n=0 a n z n , in particular, for every z ∈ D. Therefore, we can conclude that a function is analytic in D if and only if there exists a 0 , a 1 , ... ∈ K such that for every z ∈ D f (z) = ∞ n=0 a n z n .
Let X ⊂ K be a set with no isolated points. As in [4] , analytic functions f : X → K are also continuously differentiable on X (f ∈ C 1 (X → K)) in the sense that the function
can be entended to a continuous function on X × X.
For the proof of the next theorems we need to introduce the residual field associated to K. Let us consider now the following sets
Then R is a local ring with maximal ideal D. The residual field isk := R/D, it isk is isomorphic to R, therefore is an Archimedean ordered field, so there exists an order-embedding φ :k → R. The canonical homomorphism from R tok is the map x → π(x).
Theorem 3.4 (Maximum principle). Let f be an analytic function on B 0 (r) given by ∞ n=0 a n z n , then there exists max{v(f (z)) : v(z) ≤ r} in Γ and
Proof. Let f be an analytic function on B 0 (1),k = B 0 (1)/B 0 (1 − ) the residual field and x → π(x) the quotient map B 0 (1) →k. Without loss of generality we suppose that max n v(a n ) = 1.
Since lim n→∞ a n z n = 0 we have π(a n ) = 0 for n large, so the quotient map induces a nonzero polynomial
for some m ∈ N. π(f ) has only finite many zeros and |k| = ∞, so there exists s ∈k such that s = π(0) and (π(f ))(s) = π(0) .
To prove the case r ∈ Γ arbitrary, we can repeat the arguments above to the function g(z) = f (az) with a ∈ K, v(a) = r and z ∈ B 0 (1).
a n z n for all z ∈ K. Applying theorem 3.4, we have that v(a n )s n ≤ r for all s ∈ Γ, which implies that v(a n ) ≤ (s n ) −1 r. In particular, considering the sequence (s m ) defined by s m = X m , we observe v(a n ) ≤ lim m→∞ v(X n m ) −1 r = 0 for all n ≥ 1. Then, a n = 0 for all n ≥ 1.
Let f : D → K an non-constant analytic function and let x 0 ∈ K. By theorem 3.3, f has a power expansion series about x 0 of the form
By usual arguments we prove that a n = f (n) (x 0 ) n! for each n ∈ N. Therefore, for all
exists.
Proposition 3.6. Let f : D → K a non-constant analytic function, and let
then x 0 is a relative extremum if and only if m is even. In this case,
Proof. If f is an analytic function on D, then f has a power series expansion of the form
Let h ∈ K, we replace z by x 0 + h in the expression above and we obtained
For the first part, we prove that there exist a neighbourhood V of x 0 such that for
The power series
as well as g 1 , g 2 ∈ G such that
By properties of the absolute value, from the expression 
A direct consecuence of the previous proposition is the following corollary.
Proof. Firstly, we suppose that f analytic on [0, 1] and f (0) = 0. Let f (z) = ∞ j=0 a j z j for z ∈ [0, 1], without loss of generality we can assume that max j v(a j ) = 1.
As in the proof of theorem 3.4, the quotient map x → π(x) induces a nonzero polynomial (π(f ))(x) = m n=0 π(a n )x n ∈k[X].
We remind that the residual field isk := R/D is isomorphic to R by an order-
(φ • π)(a n )x n . Then, the derivative p ′ (x) is the polynomial
Since max j v(a j ) = 1, p(x) is a non-null polynomial and its derivative is positive on [0, 1] in R, and p(0)=0. Therefore p(0) < p (1) , which implies that
with π(f (1)) = π(0) and v(δ f (1) ) < 1. By the definition of the order of K,k and φ, we have that f (0) < f (1) .
Suppose now that f is analytic on ( 
Let z 1 , z 2 ∈ K. Consider the following cases:
(2) If s < z 1 ≤ z 2 < X 1 for all s ∈ R, it can be prove directly that
As the previous part, it is proven thatf (z 1 ) ≤ f (z 2 ).
(3) If 0 ≤ z 1 ≤ z 2 ≤ s for all s ∈ R, we have that z 2
(4) If 0 ≤ z 1 ≤ t y s < z 2 for some t ∈ R and for all s ∈ R, then f (z 1 ) ≤ 0 ≤ f (z 2 ).
Therefore, f is negative and decreasing on [1, X 2 1 ]∩{z : 0 ≤ z ≤ s for some s ∈ R} , and f is positive and increasing on [1, X 2 1 ]∩{z : s ≤ z for all s ∈ R}. However, f (z) does not have a minimum on this interval because f ′ (z) = 0 for all z ∈ [1, X 2 1 ].
In [3] , the author proved an implicit function theorem for functions f :
The proof relies in an application of Banach fixed point theorem on the space C 1 (X → K) consisting of functions continuously differentiable (in the sense of [4] ) which is complete and ultrametrizable with the uniform norm induced by the valuation. Since analytic functions are C 1 -functions, we prove that the local inverse g of an analytic function f with derivate non-null on an open set U is also an analytic function. For this purpose, we need some previous results.
For a function f : X → K, we define
Let A(X → K) := {f : X → K| f is analytic on X}.
A(X → K) is a normed space over K (in the sense of [6] ) and · ∞ is a non-Archimedean norm with values in Γ # . The topology induced by the norm is denoted by τ (B) , whose basic open sets are the form
On the other hand, we define an ultrametric d 1 in A(X → K) in terms of the ultrametric d : K → R + (see Preliminaries). The image of d is a discrete set and bounded above in R + , so we can take maximum instead of supremum, that is:
(A(X → K), d 1 ) is an ultrametric space; hence, d 1 induces a zero dimensional topology on A(X → K).
We recall that for all a ∈ K and n ∈ N \ {0}, [3] , the norm ∞ and the ultrametric d 1 induce the same topology on A(X → K). The ultrametric d 1 induces a metric uniformity on A(X → K) whose base are the sets of the forms:
In the same way, the norm · ∞ induces an uniformity on A(X → K) as follows: for each r ∈ Γ # we consider the sets
We have the following properties: The uniform space (A(X → K), U) is ultrametrizable, then this is complete if and only if each Cauchy sequence converges in (A(X → K), U). Hence, if B is a basis for U, a sequence (f n ) n is a Cauchy sequence in (A(X → K), U) if and only if for all U ∈ B there exist n 0 ∈ N such that if m, n ≥ n 0 then (a m , a n ) ∈ U . Then, the followings statements are equivalents:
(1) (f n ) n∈N is a Cauchy sequence in (A(X → K), U).
(2) For all ǫ > 0 there exists n 0 ∈ N such that if m, n ≥ n 0 then d 1 (f m , f n ) < ǫ.
(3) For all ǫ ∈ Γ # there exists n 1 ∈ N such that if m, n ≥ n 1 then f m −f n ∞ < ǫ.
Theorem 3.12. Let a ∈ K and r ∈ Γ. Let p n : B a (r) → K a Cauchy sequence of polynomial in K[X] with respect to ∞ in B a (r), then p n converges uniformly to an analytic function f : B a (r) → K.
Proof. Let r ∈ Γ, without loss of generality we suppose that a = 0. Let ǫ > 0 with ǫ < r i for all i ∈ N and (p n (z)) n is a Cauchy sequence of polynomials (in K[x]) with respect to ∞ on B 0 (r). We consider the following cases: If {deg(p n (z)) : n ∈ N} es finite, then the elements of (p n (z)) n are of the form
for some m ∈ N. Since (p n ) is a Cauchy sequence, there exists N ∈ N such that p t − p u ∞ < ǫ 2 for all t, u ≥ N and for all i ∈ {0, .., m}. Applying the Maximum Principle to (p t − p u ), we observe that v a
Therefore, by the choose of ǫ, v(a If {deg(p n (z)) : n ∈ N} is infinite, we consider a subsequence (q n (z)) n of (p n (z)) n with deg(q k ) < deg(q k+1 ), and clearly (q n (z)) n is a Cauchy sequence. We suppose that
Using similar arguments of the previous case, there exists N ∈ N such that v(a
for all i ∈ N. Therefore the sequence (a (n) i ) n is Cauchy uniformly in i and hence converges in K. Let a i = lim n→∞ a (n) i . We fix u and then t → ∞ in ( * ), we have that v(a i − a
Therefore lim i→∞ a i = 0, and by theorem 3.1 the function p(z) = ∞ i=0 a i z i is well defined on B 0 (r). Using classical arguments it can be prove directly that (q n (z)) n converges uniformly to p(z) on B 0 (r). On the another hand,
Since (q n (z)) n is a subsequence of (p n (z)) n and that is a Cauchy sequence uniformly on B 0 (r), then (p n (z)−q n (z)) n → 0 if n → ∞ uniformly in B 0 (r). Therefore, we can conclude that the sequence of polynomial p n (z) converges uniformly to an analytic function p(z). Proof. Let ǫ ∈ Γ. There exists a sequence of polynomials (p n ) n such that f n − p n ∞ < ǫ for all n ∈ N. For all
Since (f n ) n converges we have that lim n→∞ p n = f uniformly on B a (r), and by the previous theorem f is analytic on B a (r). Proof. Let (f n ) n be a Cauchy sequence in (A(B a (r) → K), d 1 ). By the previous assertions, we only must prove that (f n ) n converges in (A(B a (r) → K), ∞ ).
Let ǫ ∈ Γ # , then there exists m ∈ N such that for all k, n ≥ m,
By theorem 3.12, for each n ∈ N there exists a polynomial p n ∈ K[x] such that f n − p n ∞ < ǫ. We have that
for all k, n ≥ m, that is, (p n ) n is also a Cauchy sequence in (A(B a (r) → K), d 1 ). Then by Corollary 3.13, (p n ) converges uniformly to an analytic function f on B a (r). But f − f n ∞ ≤ max{ f − p n ∞ , p n − f n ∞ } and by usual arguments, we conclude that f n converges uniformly to f on B a (r). Example 3.15 (A continuous function that is not uniformly approximable on K by polynomials). We remark thatk = {x
However, v(p(n)) = v(f (n)− w(n)) = v(n− w(n)) = 1 for all n ∈ N since v(w(n)) < ǫ < 1.
Using the corollary 3.14 and usual arguments, we can prove directly the following corollary.
Corollary 3.16. If C is closed set in K, then (A(X → C), d 1 ) is a complete metric space. Proof. Let F (x, y) = f (x) − y and y 0 = f (x 0 ). We remark that f is also a continuously differentiable function on B x0 (r), so we have that F (x, y) satisfies the following conditions:
can be extended to a continuous function G :
The proof has the following parts: Firstly, we choose appropriate values of r and δ in order that B x0 (r) and B y0 (δ) are eventually the neighbourhoods U and V respectively. Then, we choose a function h ∈ (BC 1 (B x0 (r) → B y0 (δ)), d 1 ) and we prove that h is well defined and it is a contraction. The Banach fixed point theorem allows us to complete the proof.
Let s = F x (x 0 , y 0 ). We observe that the limit of G(x, x 0 , y 0 ) when x → x 0 is G(x 0 , x 0 , y 0 ) = F x (x 0 , y 0 ).
Since G is continuous in K 3 and F x (x 0 , y 0 ) = 0, there exists
Using the strong triangular inequality, it follows that
On the other hand, F (x, y) is continous in (x 0 , y 0 ) and F (x 0 , y 0 ) = 0, then there exists δ 1 ∈ Γ such that v(F (x 0 , y)) ≤ v(s) · r 1 for each y ∈ B x0 (δ 1 ).
Let δ = min{r 1 , δ 1 } and consider the set A(B y0 (δ) → B x0 (r 1 )). Since B x0 (r 1 ) is a closed subset of K, by Corollary 3.16 we have that (A(B y0 (δ) → B x0 (r 1 )), d 1 ) is a complete metric space.
For ψ ∈ A(B y0 (δ) → B x0 (r 1 )), we define the function
as follows (h(ψ))(y) := ψ(y) − s −1 F (ψ(y), y).
We prove that h is well defined. Let y ∈ B y0 (δ) and ψ ∈ (A(B y0 (δ) → B x0 (r 1 )), d 1 ), then ψ(y) ∈ B x0 On the other hand, v(F (x 0 , y)) ≤ v(s) · r 1 if v(y − y 0 ) ≤ δ, it follows that v(s −1 F (x, y 0 )) ≤ δ. Then v((h(f ))(x) − y 0 ) ≤ r 1 and (h(ψ))(y) ∈ B x0 (r 1 ), which implies that h is well defined.
Finally, we prove that Hence, |(h(ψ))(y) − (h(ϕ))(y)| < |X −1 1 (ψ(y) − ϕ(y))|, which implies that φ(|(h(ψ))(y) − (h(ϕ))(y)|) ≤ φ(|X −1 1 (ψ(y) − ϕ(y))|) ≤ φ(|X −1 1 |)φ(|ψ(y) − ϕ(y)|), where φ is the function that defines the ultrametric d on K. Therefore, d((h(ψ))(x), (h(ϕ))(x)) ≤ 1 2 d(ψ(x), ϕ(x))) (x ∈ B x0 (δ), ψ(x) = ϕ(x)).
If ψ(x) = ϕ(x) for some x ∈ B x0 (r), then (ψ(f ))(x) = (ϕ(g))(x) and the inequality above is true. Hence, for all x ∈ B x0 (r) d((h(ψ))(x), (h(ϕ))(x)) ≤ 1 2 d(ψ(x), ϕ(x))) ≤ 1 2 d 1 (ψ, ϕ).
Therefore h is a contraction, and the Banach fixed point theorem assures that there exists a unique function g ∈ A(B y0 (δ) → B x0 (r 1 )) such that (h(g))(y) = g(y). But (h(g))(y) = g(y) − s −1 F (g(y), y), that implies F (g(y), y) = 0 for all y ∈ B y0 (δ).
