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ON TITCHMARSH-WEYL FUNCTIONS OF FIRST-ORDER
SYMMETRIC SYSTEMS WITH ARBITRARY DEFICIENCY INDICES
SERGIO ALBEVERIO, MARK MALAMUD, AND VADIM MOGILEVSKII
Abstract. We study general (not necessarily Hamiltonian) first-order symmetric sys-
tems Jy′(t)−B(t)y(t) = ∆(t)f(t) on an interval [a, b〉 with the regular endpoint a. The
deficiency indices n± of the corresponding minimal relation Tmin may be arbitrary (pos-
sibly unequal). Our approach is based on the concept of a decomposing boundary triplet,
which enables one to parametrize various classes of extensions of Tmin (self-adjoint, m-
dissipative, etc.) in terms of boundary conditions imposed on regular and singular values
of a function y ∈ dom Tmax at the endpoints a and b respectively. In particular, we de-
scribe self-adjoint and λ-depending Nevanlinna boundary conditions which are analogs of
separated ones for Hamiltonian systems. With a boundary value problem involving such
conditions we associate the m-function m(·), which is an analog of the Titchmarsh-Weyl
coefficient for the Hamiltonian system. In the simplest case of minimal (unequal) defi-
ciency indices n± the m-function m(·) coincides with the rectangular Titchmarsh-Weyl
coefficient introduced by Hinton and Schneider. We parametrize all m-functions in terms
of the Nevanlinna boundary parameter at the endpoint b by means of the formula similar
to the known Krein formula for resolvents. Application of these results to differential
operators of an odd order enables us to complete the results by Everitt and Krishna
Kumar on the Titchmarsh-Weyl theory of such operators.
1. Introduction
Assume that H and Ĥ are finite dimensional Hilbert spaces with dimH = ν+ and
dim Ĥ = ν̂ and let
H0 = H ⊕ Ĥ, H = H0 ⊕H = H ⊕ Ĥ ⊕H.(1.1)
The main object of the paper is a first-order symmetric system of differential equations
defined on an interval I = [a, b〉,−∞ < a < b ≤ ∞, with the regular endpoint a and singular,
generally speaking, endpoint b. Such a system is of the form [1, 14]
(1.2) Jy′(t)−B(t)y(t) = ∆(t)f(t), t ∈ I,
where B(t) = B∗(t) and ∆(t) ≥ 0 are the [H]-valued functions on I and
(1.3) J =
 0 0 −IH0 iI
Ĥ
0
IH 0 0
 : H ⊕ Ĥ ⊕H → H ⊕ Ĥ ⊕H.
We suppose that the system (1.2) is definite, that is for each λ ∈ C the equalities
(1.4) Jy′(t)−B(t)y(t) = λ∆(t)y(t)
and ∆(t)y(t) = 0 a.e. on I yield y(t) = 0, t ∈ I.
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The system (1.2) is called Hamiltonian if Ĥ = {0}, in which case
(1.5) J =
(
0 −IH
IH 0
)
: H ⊕H → H ⊕H.
Assume that L2∆(I) is the semi-Hilbert space of H-valued functions f(t) on I with
||f ||2∆ :=
∫
I
(∆(t)f(t), f(t))H dt < ∞, L2∆(I) is the corresponding Hilbert space of equiv-
alence classes, pi is a quotient map from L2∆(I) onto L
2
∆(I) and pi = pi ⊕ pi. Denote also by
L2∆[K,H] the set of all operator functions Y (t)(∈ [K,H]) on I such that Y (t)h ∈ L
2
∆(I) for
each h ∈ K (here K is a finite dimensional Hilbert space).
As is known the extension theory of symmetric linear relations is the natural approach
to boundary value problems involving symmetric systems (see [39, 28, 7, 8, 17, 23, 2, 29]
and references therein). According to [39] the system (1.2) generates linear relations Tmin
and Tmax in L2∆(I) and minimal and maximal relations Tmin = piTmin and Tmax = piTmax
in L2∆(I). It turns out that Tmin is a closed symmetric relation with not necessarily equal
deficiency indices n± and Tmax = T
∗
min. Moreover, the equality
(1.6) [y, z]b = lim
t↑b
(Jy(t), z(t)), y, z ∈ domTmax,
defines a skew-Hermitian bilinear form on the domain of Tmax with finite indices of inertia
νb+ and νb−.
A description of various classes of extensions of Tmin (self-adjoint, m-dissipative, etc.) in
terms of boundary conditions is an important problem in the spectral theory of symmetric
systems. In particular, a boundary value problem for the system (1.2) with self-adjoint
separated boundary conditions generates the Fourier transform with the spectral function
of the minimal dimension. Assume that the system (1.2) is Hamiltonian, n+ = n− =: n and
let y(t) = {y0(t), y1(t)}(∈ H ⊕H) be the representation of a function y ∈ domTmax. Then
according to [19] the general form of self-adjoint separated boundary conditions is
(1.7) cosB1 y0(a) + sinB1 y1(a) = 0, [y, χj ]b = 0, j = 1÷ νb, y ∈ domTmax,
where B1 = B
∗
1 ∈ [H ], νb = n−dimH and χ1, χ2, . . . , χνb are linearly independent modulo
dom Tmin functions from dom Tmax such that χj(0) = 0 and [χj , χk]b = 0, j 6= k. An element
yb := {[y, χj]b}
νb
1 ∈ C
νb is called a singular boundary value of a function y ∈ dom Tmax.
Observe that for differential operators the notion of a singular boundary value as well as
formula (1.7) go back to the paper by Calkin [3] (see also [9, Ch.13.2]).
Boundary conditions (1.7) generate a self-adjoint extension A˜ of Tmin given by A˜ =
pi{{y, f} ∈ Tmax : y satisfies (1.7)}. The resolvent of A˜ is defined by (A˜ − λ)−1f˜ = piyf ,
where yf is the L2∆-solution of the boundary problem involving the system
(1.8) Jy′(t)−B(t)y(t) = λ∆(t)y +∆(t)f(t), f ∈ f˜ , λ ∈ C \ R,
and the boundary conditions (1.7). Moreover, according to [19] the Titchmarsh - Weyl
coefficient MTW (λ)(∈ [H ]) of the boundary problem (1.8), (1.7) is defined by the relations
(1.9) v(t, λ) := ϕ(t, λ)MTW (λ) + ψ(t, λ) ∈ L
2
∆[H,H] and [v(·, λ)h, χj ]b = 0, h ∈ H.
for all j = 1 ÷ νb. Here ϕ(·, λ) and ψ(·, λ) are the [H,H]-valued operator solutions of Eq.
(1.4) with the initial data ϕ(a, λ) = (sinB1 : − cosB1)⊤ and ψ(a, λ) = (− cosB1 : sinB1)⊤.
Note also the paper [26], in which the Titchmarsh - Weyl coefficient is defined by means
of a limiting process from a compact interval [a, β] ⊂ I. It turns out that MTW (·) is a
Nevanlinna operator function, i.e., MTW (·) is holomorphic on C\R and Imλ · ImMTW (λ) ≥
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0, M∗TW (λ) =MTW (λ), λ ∈ C \R. Moreover, the spectral function of MTW (·) is a spectral
function of the corresponding Fourier transform with the minimal dimension.
Another approach to description of boundary conditions is based on the concept of a
decomposing boundary triplet for Tmax (see [38] for symmetric systems and [35, 36, 37]
for differential operators). To explain this concept note that there exist finite-dimensional
Hilbert spaces Hb and Ĥb and a surjective linear map
Γb = (Γ0b : Γ̂b : Γ1b)
⊤ : dom Tmax → Hb ⊕ Ĥb ⊕Hb(1.10)
such that the bilinear form (1.6) admits the representation
(1.11) [y, z]b = i · sign (νb+ − νb−)(Γ̂by, Γ̂bz)− (Γ1by,Γ0bz) + (Γ0by,Γ1bz).
Moreover, let Xa ∈ [H] be the operator such that X∗aJXa = J , and let
Γa =
(
Γ0a : Γ̂a : Γ1a
)⊤
: AC(I;H)→ H ⊕ Ĥ ⊕H.
be the block representation of the linear map Γay = Xay(a), y ∈ AC(I;H) (here AC(I;H)
is the set of all absolutely continuous H-valued functions on I). By using Hb, Ĥb and
Γa, Γb one constructs the Hilbert space H0, the subspace H1 in H0 and the linear maps
Γ′j : domTmax → Hj , j ∈ {0, 1}, such that the classical Lagrange’s identity takes the form
(1.12) (f, z)∆ − (y, g)∆ = (Γ
′
1y,Γ
′
0z)− (Γ
′
0y,Γ
′
1z) + i sign (n+ − n−)(P2Γ
′
0y, P2Γ
′
0z)
(in (1.12) {y, f}, {z, g} ∈ Tmax and P2 is the orthoprojector in H0 onto H2 := H0 ⊖ H1).
Finally, a decomposing boundary triplet for Tmax is defined as a collection Π = {H0 ⊕
H1,Γ0,Γ1}, in which Γj : Tmax → Hj , j ∈ {0, 1}, are the linear maps given by
Γ0{y˜, f˜} = Γ
′
0y, Γ1{y˜, f˜} = Γ
′
1y, {y˜, f˜} ∈ Tmax.(1.13)
In the case of equal deficiency indices n+ = n− one has
H = H0 ⊕Hb(:= H0 = H1)
and the decomposing boundary triplet takes the form Π = {H,Γ0,Γ1}, where
Γ0{y˜, f˜} = {−Γ1ay + i(Γ̂a − Γ̂b)y, Γ0by}(∈ H0 ⊕Hb),(1.14)
Γ1{y˜, f˜} = {Γ0ay +
1
2 (Γ̂a + Γ̂b)y, −Γ1by}(∈ H0 ⊕Hb), {y˜, f˜} ∈ Tmax.(1.15)
Moreover, for the Hamiltonian system with n+ = n− one has H = H ⊕Hb and
(1.16) Γ0{y˜, f˜} = {−Γ1ay,Γ0by}(∈ H ⊕Hb), Γ1{y˜, f˜} = {Γ0ay,−Γ1by}(∈ H ⊕Hb).
It turns out that Γby can be represented as a singular boundary value yb of a function
y ∈ domTmax (for more details see Remark 3.3). Therefore the operators (1.14) and (1.15)
are defined , in fact, by means of boundary values of a function y at the endpoints a (regular
value) and b (singular value). At the same time emphasize that a concrete form of the
map Γb satisfying (1.11) does not matter, which is suitable for a compact representation
of boundary conditions. To illustrate this assertion note that according to [38] self-adjoint
separated boundary conditions exists only for a Hamiltonian system (1.2) with n+ = n−, in
which case the general form of such conditions is
cosB1 y0(a) + sinB1 y1(a) = 0,(1.17)
cosB2Γ0by + sinB2 Γ1by = 0, y ∈ dom Tmax,(1.18)
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with self-adjoint operators B1 ∈ [H ] and B2 ∈ [Hb]. Formulas (1.17) and (1.18) seem to
be more convenient than (1.7), because they enable one to parametrize regular self-adjoint
boundary conditions (1.17) (at the point a) and singular ones (1.18) (at the point b) by
means of self-adjoint boundary parameters B1 and B2 respectively.
In the present paper we investigate boundary value problems for general (not necessarily
Hamiltonian) symmetric systems (1.2) with the aid of decomposing boundary triplets. We
do not impose any restrictions on the deficiency indices n± of Tmin. To cover the case
n+ 6= n− we consider the following problems:
– to find and describe λ-depending Nevanlinna (in particular, self-adjoint) boundary
conditions which are analogs of self-adjoint separated boundary conditions for Hamiltonian
systems;
– to find the operator functions which are analogs of the Titchmarsh-Weyl coefficient for
Hamiltonian systems and describe these functions in terms of boundary conditions.
We suppose that solution of these problems will give rise to generalized Fourier transforms
for the system (1.2) with the spectral functions of the minimally possible dimension. Our
investigations are based on a fact that a decomposing boundary triplet Π = {H0⊕H1,Γ0,Γ1}
is a boundary triplet for Tmax in the sense of [33]; moreover, in the case n+ = n− a
decomposing triplet Π = {H,Γ0,Γ1} is a boundary triplet (boundary value space) for Tmax
in the sense of [16, 30]. This makes it possible to apply to the systems (1.2) the general theory
of boundary triplets for abstract symmetric relations in Hilbert spaces (see [16, 5, 4, 30, 33]
and references therein).
Assume for simplicity that n+ = n− and let Π = {H,Γ0,Γ1} be a decomposing boundary
triplet (1.14), (1.15) for Tmax. By using the results in [4, 30] we show that
T := {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = Γ̂by, Γ0by = Γ1by = 0}(1.19)
is a symmetric extension of Tmin and each generalized resolvent R(λ) of T is defined by
R(λ)f˜ = pi(yf (·, λ)), λ ∈ C \ R, where f ∈ L2∆(I), pif = f˜ and yf(·, λ) is the L
2
∆-solution
of the following boundary value problem:
Jy′ −B(t)y = λ∆(t)y +∆(t)f(t), t ∈ I,(1.20)
Γ1ay = 0, Γ̂ay = Γ̂by,(1.21)
C0(λ)Γ0by + C1(λ)Γ1by = 0, λ ∈ C \ R.(1.22)
Here C0(λ)(∈ [Hb]) and C1(λ)(∈ [Hb]) are components of a Nevanlinna operator pair τ(λ) =
{(C0(λ), C1(λ))}, so that (1.22) defines a Nevanlinna boundary condition at the singular
endpoint b. A pair τ = τ(λ) plays a role of a boundary parameter, since R(λ) runs over
the set of generalized resolvents of T when τ(λ) runs over the set R˜(Hb) of all Nevanlinna
operator pairs. To emphasize this fact we write R(λ) = Rτ (λ). Observe also that a particular
case of a boundary parameter τ ∈ R˜(Hb) is τ(λ) = {(I,K(λ))}, where K(λ) is a Nevanlinna
operator function.
The boundary problem (1.20)-(1.22) defines a canonical resolvent Rτ (λ) if and only if τ
is a self-adjoint operator pair τ = {(cosB, sinB)} with some B = B∗ ∈ [Hb]. In this case
(1.23) Rτ (λ) = (A˜τ − λ)
−1, λ ∈ C \ R,
where A˜τ is a self-adjoint extension of Tmin defined by the following mixed boundary con-
ditions (c.f. (1.17) and (1.18)):
Γ1ay = 0, Γ̂ay = Γ̂by, cosB · Γ0by + sinB · Γ1by = 0.
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For each λ ∈ C \ R denote by N̂λ(⊂ Tmax) the subspace of all {y˜, f˜} ∈ Tmax such
that f˜ = λy˜. According to [5, 30] one associates with the decomposing boundary triplet
Π = {H,Γ0,Γ1} for Tmax the γ-field γ(λ)(∈ [H, L
2
∆(I)]) and the abstract Weyl function
M(λ)(∈ [H]) defined by
(1.24) γ(λ) = pi1(Γ0 ↾ N̂λ)
−1, M(λ)h = Γ1{γ(λ)h, λγ(λ)h}, h ∈ H, λ ∈ C \ R.
It turns out that the γ-field satisfies the equality
(γ(λ)h)(t) = pi(Z(t, λ)h), h ∈ H, λ ∈ C \ R,
with some operator L2∆-solution Z(·, λ) ∈ L
2
∆[H,H] of Eq. (1.4). This fact enables us to
show, that for each Nevanlinna boundary parameter τ(λ) = {(C0(λ), C1(λ))} there exists
a unique operator L2∆-solution vτ (·, λ) ∈ L
2
∆[H0,H] (λ ∈ C \ R) of Eq. (1.4) satisfying the
boundary conditions
Γ1a(vτ (t, λ)h0) = −PHh0,
i(Γ̂a − Γ̂b)(vτ (t, λ)h0) = PĤh0,(1.25)
C0(λ)Γ0b(vτ (t, λ)h0) + C1(λ)Γ1b(vτ (t, λ)h0) = 0, h0 ∈ H0, λ ∈ C \ R(1.26)
(here PH and PĤ are the orthoprojectors in H0 onto H and Ĥ respectively). By using
the solution vτ (·, λ) we introduce the concept of the m-function mτ (·) : C \ R → [H0]
corresponding to the boundary parameter τ or, equivalently, to the boundary value problem
(1.20)-(1.22). This function is defined by the following statement:
— for each τ(λ) = {(C0(λ), C1(λ))} ∈ R˜(Hb) there exists a unique operator function
mτ (λ)(∈ [H0]) such that the operator solution
(1.27) vτ (t, λ) := ϕ(t, λ)mτ (λ) + ψ(t, λ), λ ∈ C \ R,
of Eq. (1.4) belongs to L2∆[H0,H] and satisfies the boundary conditions (1.25) and (1.26).
Here ϕ(·, λ) and ψ(·, λ) are the [H0,H]-valued solutions of Eq. (1.4) with the initial data
(1.28) Xaϕ(a, λ) =
(
IH0
0
)
(∈ [H0, H0 ⊕H ]), Xaψ(a, λ) =
(
− i2PĤ
−PH
)
(∈ [H0, H0 ⊕H ]).
The m-function mτ (·) is called canonical if τ = {(cosB, sinB)} is a selfa-adjoint operator
pair or, equivalently, if mτ (·) corresponds to the canonical resolvent (1.23). In this case the
boundary condition (1.26) can be written as
(1.29) cosB · Γ0b(vτ (t, λ)h0) + sinB · Γ1b(vτ (t, λ)h0) = 0, h0 ∈ H0, λ ∈ C \ R.
It turns out that under the special choice of the maps Γ0b and Γ1b the condition (1.29)
takes the form of the second relation in (1.9). This and (1.27) imply that in the case of the
Hamiltonian system (1.2) the canonical m-function mτ (·) coincides with the Titchmarsh-
Weyl coefficient MTW (·) in the sense of [19] (for more details see Remark 6.11).
We show in the paper that all m-functions can be parametrized immediately in terms of
the Nevanlinna boundary parameter τ by means of the formula similar to the known Krein
formula for resolvents. More precisely the following theorem holds
Theorem 1.1. Let Π = {H,Γ0,Γ1} be a decomposing boundary triplet for Tmax and let
(1.30) M(λ) =
(
m0(λ) M2(λ)
M3(λ) M4(λ)
)
: H0 ⊕Hb → H0 ⊕Hb, λ ∈ C \ R,
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be the block representation of the Weyl function (1.24). Then for every Nevanlinna boundary
parameter τ(λ) = {(C0(λ), C1(λ))} the corresponding m-function mτ (·) is of the form
(1.31) mτ (λ) = m0(λ) +M2(λ)(C0(λ) − C1(λ)M4(λ))
−1C1(λ)M3(λ), λ ∈ C \ R.
Note that a description of all canonicalm-functions of a differential operator in the case of
maximal deficiency indices of the minimal operator can be found in [15, 13, 21]; similar result
for Hamiltonian systems was obtained in [18]. In these papers each canonical m-function
mτ (·) is represented as a certain linear fractional transformation of a self-adjoint boundary
parameter τ . Observe also that for a differential operator of an even order with arbitrary
(possibly unequal) deficiency indices a description of m-functions in the form (1.31) was
obtained in [34].
It turns out that mτ (·) is a Nevanlinna operator function satisfying the inequality
(1.32) (Imλ)−1 · Immτ (λ) ≥
∫
I
v∗τ (t, λ)∆(t)vτ (t, λ) dt, λ ∈ C \ R,
Moreover, the canonical m-function mτ (·) satisfies the identity
(1.33) mτ (µ)−m
∗
τ (λ) = (µ− λ)
∫
I
v∗τ (t, λ)∆(t)vτ (t, µ) dt, µ, λ ∈ C \ R,
which implies that for the canonical m-function the inequality (1.32) turns into the equality.
The identity (1.33) follows from the fact that mτ (·) is the abstract Weyl function of a
boundary triplet for some symmetric extension of Tmin. Note that for the Titchmarsh-Weyl
coefficient MTW (·) of the Hamiltonian system the identity (1.33) was proved in [19].
In the case of minimal equal deficiency indices n+ = n−(= ν−) the extension T in (1.19)
is self-adjoint and the boundary condition (1.22) vanishes. Therefore in this case there exists
a unique (canonical) m-function m(·) of the problem (1.20), (1.21), which coincides with the
abstract Weyl function M(λ) (see (1.24)).
Actually we consider symmetric systems with arbitrary (possibly unequal) deficiency
indices n±. To this end we use the decomposing boundary triplet Π = {H0 ⊕ H1,Γ0,Γ1}
with possibly unequal Hilbert spaces H0 and H1 (see (1.13)), which enables us to obtain the
results similar to those specified above for the case n+ = n−. In particular, we define the
m-function mτ (λ)(∈ [H0]) and describe all the m-functions by means of formulas similar to
(1.31). It turns that mτ (·) is a Nevanlinna function, which in the case n+ < n− has the
triangular form
(1.34) mτ (λ) =
(
m1,τ (λ) 0
m+,τ (λ)
i
2I
)
, λ ∈ C+.
Emphasize that for the system (1.2) with n+ 6= n− there are no longer canonicalm-functions.
The simplest situation is in the case of minimal deficiency indices n± = ν± (for not
Hamiltonian systems (1.2) this implies that n+ < n−). In this case there exists a unique
m-function m(·), which has the triangular form
(1.35) m(λ) =
(
M(λ) 0
N+(λ)
i
2IĤ
)
: H ⊕ Ĥ → H ⊕ Ĥ, λ ∈ C+.
Here the entries M(λ) and N+(λ) are taken from the block representation
(1.36) M+(λ) = (M(λ) : N+(λ))
⊤ : H → H ⊕ Ĥ, λ ∈ C+,
of the abstract Weyl function M+(·) corresponding to the decomposing boundary triplet Π
(see Definition 2.11). Note in this connection that the systems (1.2) with minimal deficiency
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indices n± were studied in the paper by Hinton and Schneider [20], where the concept of the
”rectangular” Titchmarsh-Weyl coefficientMTW (λ)(∈ [H,H⊕Ĥ ]), λ ∈ C+, was introduced.
This coefficient is defined by the relation
(1.37) ϕ(t, λ)MTW (λ) + χ(t, λ) ∈ L
2
∆[H,H], λ ∈ C+,
where ϕ(t, λ)(∈ [H0,H]) and χ(t, λ)(∈ [H,H]) are the operator solutions of Eq. (1.4) with
the initial data
(1.38) Xaϕ(a, λ) =
(
IH0
0
)
(∈ [H0, H0 ⊕H ]), Xaχ(a, λ) =
(
0
−IH
)
(∈ [H,H0 ⊕H ])
(c.f. (1.28)). It is not difficult to prove that the abstract Weyl function (1.36) coincides with
MTW (λ) (see Remark 6.3).
In the final part of the paper we consider the operators generated by a differential ex-
pression l[y] of an odd order r = 2n + 1 defined on an interval I = [a, b〉 (see (7.1)).
Such differential operators have been investigated in the papers by Everitt and Krishna
Kumar [10, 11, 12, 27], where the limiting process from the compact intervals [a, β] ⊂ I
was used for construction of (n+1)-component operator L2-solutions v(t, λ) of the equation
l[y] = λy, λ ∈ C \ R. With each solution v(t, λ) the authors associate curtain boundary
conditions and the Titchmarsh-Weyl matrix MTW (λ) = (mrs(λ))
k+1
r,s=1. These results are
not completed; in particular, they do not enable to define self-adjoint boundary conditions
without some hardly verifiable assumptions even in the case of equal minimally possible
deficiency indices n+(L0) = n−(L0) = n+ 1 of the minimal operator L0.
Our approach is based on the known fact [24] that the equation l[y] = λy is equivalent
to some symmetric not Hamiltonian system (1.4). This enables us to extend the results
obtained for symmetric systems to differential operators of an odd order with arbitrary
deficiency indices n±(L0). In particular, we define the m-function mτ (·) of such an operator
and describe all m-functions immediately in terms of a Nevanlinna boundary parameter τ .
Note in conclusion that the Green’s functions of generalized resolvents Rτ (λ) and the
generalized Fourier transform for symmetric systems will be considered in the forthcoming
paper.
2. Preliminaries
2.1. Notations. The following notations will be used throughout the paper: H, H denote
Hilbert spaces; [H1,H2] is the set of all bounded linear operators defined on the Hilbert
space H1 with values in the Hilbert space H2; [H] := [H,H]; A ↾ L is the restriction of an
operator A onto the linear manifold L; PL is the orthogonal projector in H onto the subspace
L ⊂ H; C+ (C−) is the upper (lower) half-plane of the complex plane.
Recall that a closed linear relation from H0 to H1 is a closed linear subspace in H0⊕H1.
The set of all closed linear relations from H0 to H1 (in H) will be denoted by C˜(H0,H1)
(C˜(H)). A closed linear operator T from H0 to H1 is identified with its graph grT ∈
C˜(H0,H1).
For a linear relation T ∈ C˜(H0,H1) we denote by domT, ranT, kerT and mulT the
domain, range, kernel and the multivalued part of T respectively. Recall also that the inverse
and adjoint linear relations of T are the relations T−1 ∈ C˜(H1,H0) and T ∗ ∈ C˜(H1,H0)
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defined by
T−1 = {{h1, h0} ∈ H1 ⊕H0 : {h0, h1} ∈ T }
T ∗ = {{k1, k0} ∈ H1 ⊕H0 : (k0, h0)− (k1, h1) = 0, {h0, h1} ∈ T }.(2.1)
In the case T ∈ C˜(H0,H1) we write 0 ∈ ρ(T ) if kerT = {0} and ranT = H1, or
equivalently if T−1 ∈ [H1,H0]; 0 ∈ ρ̂(T ) if kerT = {0} and ranT is a closed subspace in
H1. For a linear relation T ∈ C˜(H) we denote by ρ(T ) := {λ ∈ C : 0 ∈ ρ(T − λ)} and
ρ̂(T ) = {λ ∈ C : 0 ∈ ρ̂(T − λ)} the resolvent set and the set of regular type points of T
respectively.
Recall also the following definition.
Definition 2.1. A holomorphic operator function Φ(·) : C \R→ [H] is called a Nevanlinna
function if Imλ · ImΦ(λ) ≥ 0 and Φ∗(λ) = Φ(λ), λ ∈ C \ R.
2.2. Holomorphic operator pairs. Let Λ be an open set in C, let K,H0,H1 be Hilbert
spaces and let Cj(·) : Λ → [Hj ,K], j ∈ {0, 1} be a pair of holomorphic operator functions
(in short a holomorphic pair). Two such pairs Cj(·) : Λ→ [Hj ,K] and C′j(·) : Λ→ [Hj ,K
′]
are said to be equivalent if there exists a holomorphic isomorphism ϕ(·) : Λ→ [K,K′] such
that C′j(λ) = ϕ(λ)Cj(λ), λ ∈ Λ, j ∈ {0, 1}. Clearly, the set of all holomorphic pairs splits
into disjoint equivalence classes; moreover, the equality
(2.2) τ(λ) = {(C0(λ), C1(λ));K} := {{h0, h1} ∈ H0 ⊕H1 : C0(λ)h0 + C1(λ)h1 = 0}
allows us to identify such a class with the C˜(H0,H1)-valued function τ(λ), λ ∈ Λ.
In what follows, unless otherwise stated, H0 is a Hilbert space, H1 is a subspace in H0,
H2 := H0 ⊖H1 and Pj is the orthoprojector in H0 onto Hj , j ∈ {1, 2}.
Let α ∈ {−1,+1}. With each linear relation θ ∈ C˜(H0,H1) we associate the ×-adjoint
linear relation θ×α ∈ C˜(H0,H1) given by
θ×α = {{k0, k1} ∈ H0 ⊕H1 : (k1, h0)− (k0, h1) + iα(P2k0, P2h0) = 0 for all {h0, h1} ∈ θ}.
It follows from (2.1) that in the case H0 = H1 =: H one has θ×α = θ
∗.
Next assume that K+ and K− are auxiliary Hilbert spaces and
(2.3) τ+(λ) = {(C0(λ), C1(λ));K+}, λ ∈ C+; τ−(λ) = {(D0(λ), D1(λ));K−}, λ ∈ C−
are equivalence classes of the holomorphic pairs
(C0(λ) : C1(λ)) : H0 ⊕H1 → K+, λ ∈ C+(2.4)
(D0(λ) : D1(λ)) : H0 ⊕H1 → K−, λ ∈ C−.(2.5)
Assume also that
C0(λ) = (C01(λ) : C02(λ)) : H1 ⊕H2 → K+; D0(λ) = (D01(λ) : D02(λ)) : H1 ⊕H2 → K−
are the block representations of C0(λ) and D0(λ).
Definition 2.2. Let as before α ∈ {−1,+1}. A collection τ = {τ+, τ−} of two holomorphic
pairs (2.3) (more precisely, of the equivalence classes of the corresponding pairs) belongs to
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the class R˜α(H0,H1) if it satisfies the following relations:
2 Im(C1(λ)C
∗
01(λ)) + αC02(λ)C
∗
02(λ) ≥ 0, λ ∈ C+(2.6)
2 Im(D1(λ)D
∗
01(λ)) + αD02(λ)D
∗
02(λ) ≤ 0, λ ∈ C−(2.7)
C1(λ)D
∗
01(λ)− C01(λ)D
∗
1(λ) + iαC02(λ)D
∗
02(λ) = 0, λ ∈ C+(2.8)
if α = +1, then 0 ∈ ρ(C0(λ) − iC1(λ)P1) and 0 ∈ ρ(D01(λ) + iD1(λ))(2.9)
if α = −1, then 0 ∈ ρ(C01(λ) − iC1(λ)) and 0 ∈ ρ(D0(λ) + iD1(λ)P1).(2.10)
A collection τ = {τ+, τ−} ∈ R˜α(H0,H1) belongs to the class R˜0α(H0,H1) if for some (and
hence for any) λ ∈ C+ one has
2 Im(C1(λ)C
∗
01(λ)) + αC02(λ)C
∗
02(λ) = 0,
0 ∈ ρ(C01(λ) + iC1(λ)) if α = +1 and 0 ∈ ρ(C0(λ) + iC1(λ)P1) if α = −1.
The following proposition is immediate from Definition 2.2 and the results of [32].
Proposition 2.3. 1) If τ = {τ+, τ−} ∈ R˜α(H0,H1), then (−τ±(λ))×α = −τ∓(λ), λ ∈ C∓,
and the following equality holds
(2.11) τ∓(λ) = {{−h1 − iαP2h0,−P1h0} : {h1, h0} ∈ (τ±(λ))
∗}.
2) Each collection τ = {τ+, τ−} ∈ R˜α(H0,H1) given by (2.3) satisfies the relations
if α = +1, then dimK+ = dimH0 and dimK− = dimH1;(2.12)
if α = −1, then dimK+ = dimH1 and dimK− = dimH0(2.13)
3) The set R˜0α(H0,H1) is not empty if and only if dimH0 = dimH1. This implies that
in the case dimH0 <∞ the set R˜0α(H0,H1) is not empty if and only if H0 = H1 =: H.
4) Each collection τ = {τ+, τ−} ∈ R˜0α(H0,H1) can be represented as a constant
(2.14) τ±(λ) ≡ {(C0, C1);K} = θ(∈ C˜(H0,H1)), λ ∈ C±,
where Cj ∈ [Hj ,K], j ∈ {0, 1} and (−θ)×α = −θ.
Moreover, one can easily prove the following proposition.
Proposition 2.4. If dimH0 <∞, then a collection τ = {τ+, τ−} of two holomorphic pairs
(2.3) belongs to the class R˜α(H0,H1) if and only if it satisfies (2.6)–(2.8), (2.12), (2.13) and
the following relations
(2.15) ran (C0(λ) : C1(λ)) = K+, λ ∈ C+; ran (D0(λ) : D1(λ)) = K−, λ ∈ C−.
Remark 2.5. 1) It follows from Proposition 2.3, 2) that for each collection τ = {τ+, τ−} ∈
R˜α(H0,H1) one can put in the representation (2.3) K+ = H0, K− = H1 in the case α = +1
and K+ = H1, K− = H0 in the case α = −1.
2) If H1 = H0 =: H, then the class R˜(H) := R˜α(H,H) (α ∈ {−1,+1}) coincides with the
well-known class of Nevanlinna functions τ(·) with values in C˜(H) (see, for instance, [4]). In
this case the collection (2.3) turns into the Nevanlinna pair
(2.16) τ(λ) = {(C0(λ), C1(λ));H}, λ ∈ C \ R,
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with C0(λ), C1(λ) ∈ [H]. In view of (2.6)–(2.10) such a pair is characterized by the relations
(cf. [4, Definition 2.2])
Imλ · Im(C1(λ)C
∗
0 (λ)) ≥ 0, C1(λ)C
∗
0 (λ)− C0(λ)C
∗
1 (λ) = 0, λ ∈ C \ R,(2.17)
0 ∈ ρ(C0(λ)− iC1(λ)), λ ∈ C+; 0 ∈ ρ(C0(λ) + iC1(λ)), λ ∈ C−.(2.18)
Moreover, the function τ(·) belongs to the class R˜0(H) := R˜0α(H,H) if and only if it admits
the representation in the form of the constant (cf. (2.14))
(2.19) τ(λ) ≡ {(C0, C1);H} = θ(∈ C˜(H)), λ ∈ C \ R
with the operators Cj ∈ [H] such that Im(C1C∗0 ) = 0 and 0 ∈ ρ(C0 ± iC1) (this means
that θ = θ∗). Observe also that according to [40] each τ ∈ R˜0(H) admits the normalized
representation (2.19) with
(2.20) C0 = cosB, C1 = sinB, B = B
∗ ∈ [H].
Assume now that n := dimH < ∞, e = {ej}n1 is an orthonormal basis in H, τ(λ) =
{(C0(λ), C1(λ));H} is a pair of holomorphic operator-functions Cl(·) : C \ R → [H] and
Cl(λ) = (ckj,l(λ))
n
k,j=1 is the matrix representations of the operator Cl(λ), l ∈ {0, 1}, in the
basis e. Then by Proposition 2.4 τ belongs to the class R˜(H) if and only if the matrices
C0(λ) and C1(λ) satisfy (2.17) and the following equality:
rank (C0(λ) : C1(λ)) = n, λ ∈ C \ R.
Moreover, the operator pair θ = {(C0, C1);H} belongs to the class R˜0(H) if and only if
Im(C1C
∗
0 ) = 0 and rank (C0 : C1) = n (here Cl = (ckj,l)
n
k,j=1 is the matrix representation
of the operator Cl, l ∈ {0, 1}, in the basis e). Note that such a ”matrix” definition of the
classes R˜(H) and R˜0(H) in the case dimH <∞ can be found, e.g. in [8, 25]
2.3. Boundary triplets and Weyl functions. Let A be a closed symmetric linear relation
in the Hilbert space H, let Nλ(A) = ker (A
∗ − λ) (λ ∈ ρ̂(A)) be a defect subspace of A, let
N̂λ(A) = {{f, λf} : f ∈ Nλ(A)} and let n±(A) := dimNλ(A) ≤ ∞, λ ∈ C± be deficiency
indices of A. Denote by ExtA the set of all proper extensions of A, i.e., the set of all relations
A˜ ∈ C˜(H) such that A ⊂ A˜ ⊂ A∗.
Next assume that H0 is a Hilbert space, H1 is a subspace in H0 and H2 := H0 ⊖H1, so
that H0 = H1 ⊕H2. Denote by Pj the orthoprojector in H0 onto Hj , j ∈ {1, 2}.
Definition 2.6. Let α ∈ {−1,+1}. A collection Πα = {H0 ⊕H1,Γ0,Γ1}, where Γj : A
∗ →
Hj , j ∈ {0, 1} are linear mappings, is called a boundary triplet for A∗, if the mapping
Γ : f̂ → {Γ0f̂ ,Γ1f̂}, f̂ ∈ A∗, from A∗ into H0 ⊕ H1 is surjective and the following Green’s
identity
(2.21) (f ′, g)− (f, g′) = (Γ1f̂ ,Γ0ĝ)H0 − (Γ0f̂ ,Γ1ĝ)H0 + iα(P2Γ0f̂ , P2Γ0ĝ)H2
holds for all f̂ = {f, f ′}, ĝ = {g, g′} ∈ A∗.
In the sequel we will also use the notation Π+ (resp. Π−) instead of Π+1 (resp. Π−1).
Proposition 2.7. Let Πα = {H0 ⊕H1,Γ0,Γ1} be a boundary triplet for A
∗. Then
dimH1 = n−(A) ≤ n+(A) = dimH0, if α = +1;(2.22)
dimH1 = n+(A) ≤ n−(A) = dimH0, if α = −1.(2.23)
Conversely for any symmetric relation A with n−(A) ≤ n+(A) (resp. n+(A) ≤ n−(A)) there
exists a boundary triplet Π+ (resp. Π−) for A
∗.
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Proposition 2.8. Let Πα = {H0 ⊕H1,Γ0,Γ1} be a boundary triplet for A∗. Then:
1) ker Γ0 ∩ ker Γ1 = A and Γj is a bounded operator from A
∗ into Hj , j ∈ {0, 1};
2) The equality
(2.24) A0 := ker Γ0 = {f̂ ∈ A
∗ : Γ0f̂ = 0}
defines the maximal symmetric extension A0 ∈ ExtA such that C+ ⊂ ρ(A0) in the case
α = +1 and C− ⊂ ρ(A0) in the case α = −1.
In the following two propositions we denote by pi1 the orthoprojector in H⊕H onto H⊕{0}.
Proposition 2.9. Let n−(A) ≤ n+(A) and let Π+ = {H0⊕H1,Γ0,Γ1} be a boundary triplet
for A∗.Then:
1) the operators Γ0 ↾ N̂λ(A), λ ∈ C+, and P1Γ0 ↾ N̂z(A), z ∈ C−, isomorphically map
N̂λ(A) onto H0 and N̂z(A) onto H1 respectively. Therefore the equalities
γ+(λ) = pi1(Γ0 ↾ N̂λ(A))
−1, λ ∈ C+; γ−(z) = pi1(P1Γ0 ↾ N̂z(A))
−1, z ∈ C−,(2.25)
M+(λ)h0 = Γ1{γ+(λ)h0, λγ+(λ)h0}, h0 ∈ H0, λ ∈ C+(2.26)
M−(z)h1 = (Γ1 + iP2Γ0){γ−(z)h1, zγ−(z)h1}, h1 ∈ H1, z ∈ C−(2.27)
correctly define the operator functions γ+(·) : C+ → [H0,H], γ−(·) : C− → [H1,H] and
M+(·) : C+ → [H0,H1], M−(·) : C− → [H1,H0], which are holomorphic on their domains.
Moreover, the equality M∗+(λ) =M−(λ), λ ∈ C−, is valid.
2) assume that
M+(λ) = (M(λ) : N+(λ)) : H1 ⊕H2 → H1, λ ∈ C+(2.28)
M−(z) = (M(z) : N−(z))
⊤ : H1 → H1 ⊕H2, z ∈ C−(2.29)
are the block representations of M+(λ) and M−(z) respectively and let
M(λ) =
(
M(λ) N+(λ)
0 i2IH2
)
: H1 ⊕H2 → H1 ⊕H2, λ ∈ C+(2.30)
M(λ) =
(
M(λ) 0
N−(λ) −
i
2IH2
)
: H1 ⊕H2 → H1 ⊕H2, λ ∈ C−.(2.31)
Then M(·) is a Nevanlinna operator function satisfying the identity
(2.32) M(µ)−M∗(λ) = (µ− λ)γ∗+(λ)γ+(µ), µ, λ ∈ C+.
Similar statements for the triplet Π− are specified in the following proposition.
Proposition 2.10. Let n+(A) ≤ n−(A) and let Π− = {H0 ⊕ H1,Γ0,Γ1} be a boundary
triplet for A∗.Then:
1) the equalities
γ+(λ) = pi1(P1Γ0 ↾ N̂λ(A))
−1, λ ∈ C+; γ−(z) = pi1(Γ0 ↾ N̂z(A))
−1, z ∈ C−,(2.33)
M+(λ)h1 = (Γ1 − iP2Γ0){γ+(λ)h1, λγ+(λ)h1}, h1 ∈ H1, λ ∈ C+(2.34)
M−(z)h0 = Γ1{γ−(z)h0, zγ−(z)h0}, h0 ∈ H0, z ∈ C−(2.35)
correctly define the holomorphic operator functions γ+(·) : C+ → [H1,H], γ−(·) : C− →
[H0,H] and M+(·) : C+ → [H1,H0], M−(·) : C− → [H0,H1].
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2) assume that
M+(λ) = (M(λ) : N+(λ))
⊤ : H1 → H1 ⊕H2, λ ∈ C+(2.36)
M−(z) = (M(z) : N−(z)) : H1 ⊕H2 → H1, z ∈ C−(2.37)
are the block representations of M+(λ) and M−(z) respectively and let
M(λ) =
(
M(λ) 0
N+(λ)
i
2IH2
)
: H1 ⊕H2 → H1 ⊕H2, λ ∈ C+(2.38)
M(λ) =
(
M(λ) N−(λ)
0 − i2IH2
)
: H1 ⊕H2 → H1 ⊕H2, λ ∈ C−.(2.39)
Then M(·) is a Nevanlinna operator function satisfying the identity
(2.40) M(µ)−M∗(λ) = (µ− λ)γ∗−(λ)γ−(µ), µ, λ ∈ C−.
Definition 2.11. The operator functions γ±(·) and M±(·) defined in Propositions 2.9 and
2.10 are called the γ-fields and the Weyl functions, respectively, corresponding to the bound-
ary triplet Πα.
Proposition 2.12. Let Πα = {H0 ⊕H1,Γ0,Γ1} be a boundary triplet for A∗ and let γ±(·)
and M±(·) be the corresponding γ-fields and Weyl functions respectively. Moreover, let the
spaces H0 and H1 be decomposed as
H1 = Ĥ ⊕ H˙1, H0 = Ĥ ⊕ H˙0
(so that H˙0 = H˙1 ⊕H2) and let
Γ0 = (Γ̂0 : Γ˙0)
⊤ : A∗ → Ĥ ⊕ H˙0, Γ1 = (Γ̂1 : Γ˙1)
⊤ : A∗ → Ĥ ⊕ H˙1
be the block representations of the operators Γ0 and Γ1. Then:
1)The equality
A˜ = {f̂ ∈ A∗ : Γ̂0f̂ = Γ˙0f̂ = Γ˙1f̂ = 0}
defines a closed symmetric extension A˜ ∈ ExtA and the adjoint relation A˜∗ of A˜ is
A˜∗ = {f̂ ∈ A∗ : Γ̂0f̂ = 0}.
If in addition n±(A) <∞, then the deficiency indices of A˜ are n±(A˜) = n±(A)− dim Ĥ.
2) The collection Π˙α = {H˙0 ⊕ H˙1, Γ˙0 ↾ A˜∗, Γ˙1 ↾ A˜∗} is a boundary triplet for A˜∗.
3) The γ-fields γ˙±(·) and the Weyl functions M˙±(·) corresponding to Π˙α are given by
γ˙+(λ) = γ+(λ) ↾ H˙0, M˙+(λ) = PH˙1M+(λ) ↾ H˙0, λ ∈ C+
γ˙−(λ) = γ−(λ) ↾ H˙1, M˙−(λ) = PH˙0M−(λ) ↾ H˙1, λ ∈ C−
in the case α = +1 and by the same formulas with H˙1 (H˙0) in place of H˙0 (resp. H˙1) in
the case α = −1.
We omit the proof of Proposition 2.12, since it is similar to that of Proposition 4.1 in [4]
(see also remark 2.16 below).
Recall further the following definition.
Definition 2.13. An operator function R(·) : C\R→ [H] is called a generalized resolvent of
a symmetric linear relation A ∈ C˜(H) if there exist a Hilbert space H˜ ⊃ H and a self-adjoint
linear relation A˜ ∈ C˜(H˜) such that A ⊂ A˜ and R(λ) = PH(A˜− λ)−1 ↾ H, λ ∈ C \ R.
R(·) is a canonical resolvent if and only if H˜ = H. In this case R(λ) = (A˜−λ)−1, λ ∈ C\R.
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Theorem 2.14. Let Πα = {H0⊕H1,Γ0,Γ1} be a boundary triplet for A∗. If τ = {τ+, τ−} ∈
R˜α(H0,H1) is a collection of holomorphic pairs (2.3), then for every g ∈ H and λ ∈ C \ R
the abstract boundary value problem
{f, λf + g} ∈ A∗(2.41)
C0(λ)Γ0{f, λf + g} − C1(λ)Γ1{f, λf + g} = 0, λ ∈ C+(2.42)
D0(λ)Γ0{f, λf + g} −D1(λ)Γ1{f, λf + g} = 0, λ ∈ C−(2.43)
has a unique solution f = f(g, λ) and the equality R(λ)g := f(g, λ) defines a generalized
resolvent R(λ) = Rτ (λ) of the relation A. Conversely, for each generalized resolvent R(λ)
of A there exists a unique τ ∈ R˜α(H0,H1) such that R(λ) = Rτ (λ). Moreover, Rτ (λ) is a
canonical resolvent if and only if τ ∈ R˜0α(H0,H1).
In the following corollary we reformulate the statement of Theorem 2.14 for parameters
τ of a special form.
Corollary 2.15. Assume that H′ and H˜1 are Hilbert spaces, H1 is a subspace in H˜1 and
Π− = {(H′⊕H˜1)⊕H1,Γ0,Γ1} is a boundary triplet for A∗. If τ = {τ+, τ−} ∈ R˜−1(H˜1,H1)
is a collection (2.3), then the direct statement of Theorem 2.14 holds with the following
boundary conditions in place of (2.42) and (2.43):
C0(λ)PH˜1Γ0{f, λf + g} − C1(λ)Γ1{f, λf + g} = 0, λ ∈ C+
D0(λ)PH˜1Γ0{f, λf + g} −D1(λ)Γ1{f, λf + g} = 0, PH′Γ0{f, λf + g} = 0, λ ∈ C−
Proof. Let τ˙+(λ) = {(C˙0(λ), C˙1(λ)),K+}, λ ∈ C+, and τ˙−(λ) = {(D˙0(λ), D˙1(λ)),H′ ⊕
K−}, λ ∈ C−, be holomorphic operator pairs with
C˙0(λ) = C0(λ)PH˜1 (∈ [H
′ ⊕ H˜1,K+]), C˙1(λ) = C1(λ) (∈ [H1,K+])
D˙0(λ) = PH′ +D0(λ)PH˜1 (∈ [H
′ ⊕ H˜1,H
′ ⊕K−]), D˙1(λ) = D1(λ)) (∈ [H1,H
′ ⊕K−]).
Then the direct calculations show that the operator functions C˙j(·) and D˙j(·), j ∈ {0, 1},
satisfy the relations (2.6)–(2.8), (2.10) and hence a collection τ˙ = {τ˙+, τ˙−} belongs to
R˜−1(H′⊕H˜1,H1). Applying now Theorem 2.14 to τ˙ we arrive at the desired statement. 
Remark 2.16. 1) For α = +1 definition of the boundary triplet Πα = Π+ and the correspond-
ing Weyl functions M±(·) are given in the paper [33]. Moreover, the proof of Propositions
2.7-2.9 and Theorem 2.14 for the triplets Π+ is adduced in this paper as well (for the triplets
Π− the proof is similar).
2) If H0 = H1 := H, then the triplet Πα turns into the boundary triplet (boundary value
space) Π = {H,Γ0,Γ1} for A∗ in the sense of [16, 30].In this case n+(A) = n−(A) = dimH,
A0(= ker Γ0) is a self-adjoint extension of A and according to [5, 30, 6] the relations
(2.44) γ(λ) = pi1(Γ0 ↾ N̂λ(A))
−1, Γ1 ↾ N̂λ(A) =M(λ)Γ0 ↾ N̂λ(A), λ ∈ ρ(A0)
define the γ-field γ(·) : ρ(A0) → [H,H] and the Weyl function M(·) : ρ(A0) → [H] cor-
responding to the triplet Π. It follows from (2.44) that γ(·) and M(·) are associated
with the operator functions γ±(·) and M±(·) from Definition 2.11 via γ(λ) = γ±(λ) and
M(λ) =M±(λ), λ ∈ C±. Moreover, for such a triplet the identity (2.32) takes the form
(2.45) M(µ)−M∗(λ) = (µ− λ)γ∗(λ)γ(µ), µ, λ ∈ C \ R.
Observe also that for the triplet Π = {H,Γ0,Γ1} all the results in this subsection were
obtained in [5, 30, 6, 4].
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In what follows a boundary triplet Π = {H,Γ0,Γ1} in the sense of [16, 30] will be
sometimes called an ordinary boundary triplet for A∗.
3. Decomposing boundary triplets for symmetric systems
3.1. Notations. Let I = [a, b〉 (−∞ < a < b ≤ ∞) be an interval of the real line (in the
case b <∞ the endpoint b may or may not belong to I), let H be a finite-dimensional Hilbert
space, let AC(I;H) be the set of all functions f(·) : I → H which are absolutely continuous
on each segment [a, β] ⊂ I and let AC(I) := AC(I;C). Denote also by L1loc(I; [H]) the set
of all Borel operator functions F (·) defined almost everywhere on I with values in [H] and
such that
∫
[a,β]
||F (t)|| dt <∞ for each β ∈ I.
Next assume that ∆(·) ∈ L1loc(I; [H]) is an operator function such that ∆(t) ≥ 0 a.e. on
I and let L2∆(I) be the linear space of all Borel functions f(·) defined almost everywhere on
I with values in H and such that
∫
I
(∆(t)f(t), f(t))H dt < ∞. Moreover, for a given finite-
dimensional Hilbert space K denote by L2∆[K,H] the set of all Borel operator-functions
F (·) : I → [K,H] such that there exists the integral
∫
I
F ∗(t)∆(t)F (t) dt. It is clear that the
latter condition is equivalent to F (t)h ∈ L2∆(I) for each h ∈ K.
As is known [22, 9] L2∆(I) is a semi-Hilbert space with the semi-definite inner product
(·, ·)∆ and semi-norm || · ||∆ given by
(3.1) (f, g)∆ =
∫
I
(∆(t)f(t), g(t))H dt, ||f ||∆ = ((f, f)∆)
1
2 , f, g ∈ L2∆(I).
The semi-Hilbert space L2∆(I) gives rise to the Hilbert space L
2
∆(I) = L
2
∆(I)/{f ∈ L
2
∆(I) :
||f ||∆ = 0}, i.e., L2∆(I) is the Hilbert space of all equivalence classes. The inner product
and norm in L2∆(I) are defined by
(f˜ , g˜) = (f, g)∆, ||f˜ || = (f˜ , f˜)
1
2 = ||f ||∆, f˜ , g˜ ∈ L
2
∆(I),
where f ∈ f˜ (g ∈ g˜) is any representative of the class f˜ (resp. g˜).
In the sequel we systematically use the quotient map pi from L2∆(I) onto L
2
∆(I) given
by pif = f˜(∋ f), f ∈ L2∆(I). Moreover, we let pi = pi ⊕ pi : (L
2
∆(I))
2 → (L2∆(I))
2, so that
pi{f, g} = {f˜ , g˜}, f, g ∈ L2∆(I).
3.2. Symmetric systems. In this subsection we provide some known results on symmetric
systems of differential equations.
Let as above I = [a, b〉 (−∞ < a < b ≤ ∞) be an interval and let H be a Hilbert space
with n := dimH < ∞. Moreover, let B(·),∆(·) ∈ L1loc(I; [H]) be operator functions such
that B(t) = B∗(t) and ∆(t) ≥ 0 a.e. on I and let J ∈ [H] be a signature operator ( this
means that J∗ = J−1 = −J).
A first-order symmetric system on an interval I (with the regular endpoint a) is a system
of differential equations of the form
(3.2) Jy′(t)−B(t)y(t) = ∆(t)f(t), t ∈ I,
where f(·) ∈ L2∆(I). Together with (3.2) we consider also the homogeneous system
(3.3) Jy′(t)−B(t)y(t) = λ∆(t)y(t), t ∈ I, λ ∈ C.
A function y ∈ AC(I;H) is a solution of (3.2) (resp. (3.3)) if the equality (3.2) (resp. (3.3)
holds a.e. on I. Moreover, a function Y (·, λ) : I → [K,H] is an operator solution of the
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equation (3.3) if y(t) = Y (t, λ)h is a (vector) solution of this equation for each h ∈ K (here
K is a Hilbert space with dimK <∞).
Everywhere below we suppose that the system (3.2) is definite in the sense of the following
definition.
Definition 3.1. [14, 39, 24] The symmetric system (3.2) is called definite if for each λ ∈ C
and each solution y of (3.3) the equality ∆(t)y(t) = 0 (a.e. on I) implies y(t) = 0, t ∈ I.
As is known [39] the symmetric system (3.2) induces the maximal relations Tmax in L2∆(I)
and Tmax in L
2
∆(I), which are defined by
(3.4)
Tmax = {{y, f} ∈ (L
2
∆(I))
2 : y ∈ AC(I;H) and Jy′(t)−B(t)y(t) = ∆(t)f(t) a.e. on I}
and Tmax = piTmax. Moreover the Lagrange’s identity
(3.5) (f, z)∆ − (y, g)∆ = [y, z]b − (Jy(a), z(a)), {y, f}, {z, g} ∈ Tmax.
holds with
(3.6) [y, z]b := lim
t↑b
(Jy(t), z(t)), y, z ∈ dom Tmax.
Formula (3.6) defines the boundary bilinear form [·, ·]b on domTmax, which plays an essential
role in our considerations. By using this form we define the minimal relations Tmin in L2∆(I)
and Tmin in L
2
∆(I) via
(3.7) Tmin = {{y, f} ∈ Tmax : y(a) = 0 and [y, z]b = 0 for each z ∈ domTmax}.
and Tmin = piTmin. According to [39] Tmin is a closed symmetric linear relation in L2∆(I)
and T ∗min = Tmax.
For each λ ∈ C denote by Nλ the linear space of all solutions of the homogeneous system
(3.3) belonging to L2∆(I). Definition (3.4) of Tmax implies that
Nλ = ker (Tmax − λ) = {y ∈ L
2
∆(I) : {y, λy} ∈ Tmax}, λ ∈ C.
and hence Nλ ⊂ dom Tmax.
Assume that
n± := n±(Tmin) = dimNλ(Tmin), λ ∈ C±,
are deficiency indices of Tmin. It is easily seen that piNλ = Nλ(Tmin) and ker (pi ↾ Nλ) =
{0}, λ ∈ C. This implies that dimNλ = n±, λ ∈ C±.
Let J ∈ [H] be the signature operator in (3.2) and let
ν+ = dim ker (iJ − I) and ν− = dimker (iJ + I).
In what follows we suppose that
(3.8) ν̂ := ν− − ν+ ≥ 0.
In this case one can assume without loss of generality that the following statements hold:
(i) the Hilbert space H is of the form
H = H ⊕ Ĥ ⊕H,(3.9)
where H and Ĥ are finite dimensional Hilbert spaces with
(3.10) dimH = ν+, dim Ĥ = ν̂;
(ii) the operator J is of the form (1.3).
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Introducing the Hilbert space
(3.11) H0 = H ⊕ Ĥ
one can represent the equality (3.9) as
(3.12) H = (H ⊕ Ĥ)⊕H = H0 ⊕H.
Let νb+ and νb− be indices of inertia of the skew-Hermitian bilinear form (3.6). Then
νb± <∞ and the following equality holds [2, 38]
(3.13) n+ = ν+ + νb+, n− = ν− + νb−.
Therefore Tmin has equal deficiency indices n+ = n− if and only if
(3.14) ν̂ = νb+ − νb−.
Observe also that according to [38, Lemma 5.1] there exist Hilbert spaces Hb and Ĥb and a
surjective linear map
Γb = (Γ0b : Γ̂b : Γ1b)
⊤ : dom Tmax → Hb ⊕ Ĥb ⊕Hb(3.15)
such that for all y, z ∈ dom Tmax the following equality is valid
[y, z]b = i · sign (νb+ − νb−)(Γ̂by, Γ̂bz)− (Γ1by,Γ0bz) + (Γ0by,Γ1bz).(3.16)
Moreover, for such a map Γb one has kerΓb = ker [·, ·]b and
(3.17) dimHb = min{νb+, νb−}, dim Ĥb = |νb+ − νb−|.
Recall that the system (3.2) is called regular if I = [a, b] is a compact interval and both
the integrals
∫
I
||B(t)|| dt and
∫
I
||∆(t)|| dt are finite. For a regular system one can put
Hb = H, Ĥb = Ĥ and Γby = Xby(b), y ∈ dom Tmax, where Xb ∈ [H] and X∗b JXb = J .
Next assume thatXa ∈ [H] is the operator such thatX
∗
aJXa = J and let Γa : AC(I;H)→
H be the linear map given by
(3.18) Γay = Xay(a), y ∈ AC(I;H).
In accordance with the decomposition (3.9) Γa admits the block representation
(3.19) Γa =
(
Γ0a : Γ̂a : Γ1a
)⊤
: AC(I;H)→ H ⊕ Ĥ ⊕H.
The particular case of the operator Xa is (cf. [20])
(3.20) Xa =
X00 0 X010 I 0
X10 0 X11
 : H ⊕ Ĥ ⊕H → H ⊕ Ĥ ⊕H,
where the entries Xjk satisfy
Im(X00X
∗
01) = 0, Im(X10X
∗
11) = 0, −X10X
∗
01 +X11X
∗
00 = IH .
If Xa is given by (3.20) and the function y ∈ AC(I;H) is decomposed as
y(t) = {y0(t), ŷ(t), y1(t)}(∈ H ⊕ Ĥ ⊕H), t ∈ I,
then in the representation (3.19) one has
(3.21) Γ0ay = X00y0(a) +X01y1(a), Γ̂ay = ŷ(a), Γ1ay = X10y0(a) +X11y1(a).
ON TITCHMARSH-WEYL FUNCTIONS 17
Let λ ∈ C. By using the operator Xa we associate with each operator solution Y (·, λ) :
I → [K,H] of the equation (3.3) the operator Ya(λ) ∈ [K,H] given by
(3.22) Ya(λ) = XaY (a, λ)
(recall that here K is a finite-dimensional Hilbert space).
Lemma 3.2. 1) If Y (·, λ) ∈ L2∆[K,H] is an operator solution of Eq. (3.3), then the relation
(3.23) K ∋ h→ (Y (λ)h)(t) = Y (t, λ)h ∈ Nλ.
defines the linear map Y (λ) : K → Nλ and,conversely, for each such a map Y (λ) there exists
a unique operator solution Y (·, λ) ∈ L2∆[K,H] of Eq. (3.3) such that (3.23) holds.
2) Let Y (·, λ) ∈ L2∆[K,H] be an operator solution of Eq. (3.3) and let F (λ) = piY (λ)(∈
[K, L2∆(I)]). Then for each f˜ ∈ L
2
∆(I)
(3.24) F ∗(λ)f˜ =
∫
I
Y ∗(t, λ)∆(t)f(t) dt, f ∈ f˜ .
The first statement of this lemma is obvious, while the second one can be proved in the
same way as formula (3.70) in [35].
Clearly, for each solution Y (·, λ) ∈ L2∆[K,H] of Eq. (3.3) the operator (3.22) admits the
representation
(3.25) Ya(λ) = ΓaY (λ),
where Y (λ) is defined in Lemma 3.2.
Remark 3.3. According to [38, Remark 5.2] one can construct the map Γb by using the
following assertion:
— there exist systems of functions {ψj}
νb
1 , {ϕj}
νˆb
1 and {θj}
νb
1 in dom Tmax with νb =
min{νb+, νb−} and νˆb = |νb+ − νb−| such that the operators
(3.26) Γ0by = {[y, ψj]b}
νb
1 , Γˆby = {[y, ϕj ]b}
νˆb
1 , Γ1by = {[y, θj]b}
νb
1 , y ∈ dom Tmax
form the surjective linear map Γb = (Γ0b : Γˆb : Γ1b)
⊤ : dom Tmax → Cνb ⊕ Cνˆb ⊕ Cνb
satisfying the equality (3.16).
This assertion shows that Γby is, in fact, a singular boundary value of a function y ∈
dom Tmax (c.f. [9, Ch. 13.2]).
3.3. Decomposing boundary triplets. As is known (see for instance [29]) the maximal
relation Tmax induced by the definite symmetric system (3.2) possesses the following prop-
erty: for each {y˜, f˜} ∈ Tmax there exist a unique function y ∈ AC(I;H) ∩ L2∆(I) such that
y ∈ y˜ and {y, f} ∈ Tmax for each f ∈ f˜ . Below, without any additional comments, we
associate such a function y ∈ AC(I;H) ∩ L2∆(I) with each pair {y˜, f˜} ∈ Tmax.
Let as before Γb and Γa be the operators (3.15) and (3.19) respectively and let H0 be the
Hilbert (3.11). Consider the following three alternative cases:
Case 1 : νb+ − νb− ≥ ν− − ν+ ≥ 0.
It follows from (3.17) that in this case
dimHb = νb− , dim Ĥb = νb+ − νb−(3.27)
and (3.10) gives dim Ĥb ≥ dim Ĥ . Therefore without loss of generality we can assume that
Ĥ ⊂ Ĥb and hence
Ĥb = H
′
2 ⊕ Ĥ(3.28)
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with H′2 = Ĥb ⊖ Ĥ. Let H˜b = Hb ⊕H
′
2 (so that Hb ⊂ H˜b) and let
Γ˜0b = Γ0b + PH′
2
Γ̂b : dom Tmax → H˜b(3.29)
In Case 1 we put
H0 = H0 ⊕ H˜b, H1 = H0 ⊕Hb,(3.30)
Γ′0 =
(
−Γ1a + i(Γ̂a − PĤ Γ̂b)
Γ˜0b
)
: dom Tmax → H0 ⊕ H˜b,
Γ′1 =
(
Γ0a +
1
2 (Γ̂a + PĤ Γ̂b)
−Γ1b
)
: domTmax → H0 ⊕Hb,
(3.31)
If in addition n+ = n−, then in view of (3.14) and (3.17) Ĥb = Ĥ and H
′
2 = {0}. Therefore
(3.32) H˜b = Hb, Γ˜0b = Γ0b
and the equalities (3.30) and (3.31) take the form
H = H0 ⊕Hb(:= H0 = H1),(3.33)
Γ′0 = (−Γ1a + i(Γ̂a − Γ̂b) : Γ0b)
⊤ : dom Tmax → H0 ⊕Hb,
Γ′1 = (Γ0a +
1
2 (Γ̂a + Γ̂b) : −Γ1b)
⊤ : dom Tmax → H0 ⊕Hb.
(3.34)
Case 2 : ν− − ν+ > νb+ − νb− > 0,
so that the equalities (3.27) holds. It follows from (3.10) that in this case dim Ĥ > dim Ĥb.
Therefore one may assume that Ĥb ⊂ Ĥ and hence Ĥ = Ĥb ⊕H′2 with H
′
2 = Ĥ ⊖ Ĥb. This
implies that the Hilbert space (3.11) admits the representation
(3.35) H0 = H ⊕ Ĥb ⊕H
′
2︸ ︷︷ ︸
Ĥ
= H ′0 ⊕H
′
2,
where
(3.36) H ′0 = H ⊕ Ĥb.
In Case 2 we let
H0 = H
′
0 ⊕H
′
2 ⊕Hb, H1 = H
′
0 ⊕Hb,(3.37)
Γ′0 =
−Γ1a + i(PĤb Γ̂a − Γ̂b)iPH′
2
Γ̂a
Γ0b
 : domTmax → H ′0 ⊕H′2 ⊕Hb,
Γ′1 =
(
Γ0a +
1
2 (PĤb Γ̂a + Γ̂b)
−Γ1b
)
: dom Tmax → H ′0 ⊕Hb.
(3.38)
Case 3 : ν̂ ≥ 0 ≥ νb+ − νb− and ν̂ 6= νb+ − νb−(6= 0),
so that in view of (3.17)
(3.39) dimHb = νb+, dim Ĥb = νb− − νb+.
Let H˜b := Hb⊕Ĥb (so that Hb ⊂ H˜b) and let Γ˜0b : dom Tmax → H˜b be the linear map given
by
(3.40) Γ˜0b = Γ0b + Γ̂b.
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In Case 3 we put
H0 = H ⊕ Ĥ ⊕ H˜b = H0 ⊕ H˜b, H1 = H ⊕Hb,(3.41)
Γ′0 =
−Γ1aiΓ̂a
Γ˜0b
 : dom Tmax → H ⊕ Ĥ ⊕ H˜b, Γ′1 = ( Γ0a−Γ1b
)
: dom Tmax → H ⊕Hb.(3.42)
Note that for evrey system (3.2) one (and only one) of Cases 1–3 holds. In each of these
cases H1 is a subspace in H0 and Γ′j is a linear map from dom Tmax to Hj , j ∈ {0.1}.
Moreover, the subspace H2 = H0⊖H1 coincides with H′2 in Cases 1–2 and H2 = Ĥ⊕Ĥb in
Case 3. Observe also that according to [38, Proposition 5.5] the deficiency indices of Tmin
are n± = ν±+νb±. Therefore n− ≤ n+ in Case 1 and n+ < n− in Cases 2 and 3. Moreover,
formulas (3.10), (3.27) and (3.39) imply that in all Cases 1–3
(3.43) dimH0 + dimH1 = ν+ + ν− + νb+ + νb− = n+ + n−.
Proposition 3.4. Let Hj be Hilbert spaces and Γ′j : domTmax → Hj , j ∈ {0, 1}, be
linear mappings constructed for the alternative Cases 1–3 before the proposition and let
Γj : Tmax → Hj , j ∈ {0, 1}, be the operators given by
Γ0{y˜, f˜} = Γ
′
0y, Γ1{y˜, f˜} = Γ
′
1y, {y˜, f˜} ∈ Tmax.(3.44)
Then the collection Πα = {H0 ⊕H1,Γ0,Γ1} with α = +1 in Case 1 and α = −1 in Cases 2
and 3 is a boundary triplet for Tmax.
If in addition n+ = n− (so that Case 1 holds), then Π+ turns into an ordinary boundary
triplet Π = {H,Γ0,Γ1} for Tmax, where H is the Hilbert space (3.33) and Γj : Tmax →
H, j ∈ {0, 1}, are the operators given by (3.44) and (3.34).
Proof. The immediate calculations with taking (3.16) into account show that in each of the
Cases 1–3 the operators Γ′0 and Γ
′
1 satisfy the relation
[y, z]b − (Jy(a), z(a)) = (Γ
′
1y,Γ
′
0z)− (Γ
′
0y,Γ
′
1z) + iα(P2Γ
′
0y, P2Γ
′
0z), y, z ∈ dom Tmax.
This and the Lagrange’s identity (3.5) give the identity (2.21) for the operators Γ0 and
Γ1 defined by (3.44). To prove surjectivity of the mapping Γ = (Γ0 : Γ1)
⊤ note that
ker Γ′0 ∩ ker Γ
′
1 = kerΓa ∩ ker Γb = domTmin. Hence ker Γ(= ker Γ0 ∩ ker Γ1) = Tmin and by
using (3.43) one obtains
dim(domΓ/kerΓ) = dim(Tmax/Tmin) = n+ + n− = dim(H0 ⊕H1).
This implies that ranΓ = H0 ⊕H1 and, consequently, Πα is a boundary triplet for Tmax.
The latter statement of the proposition follows from reasonings before formula (3.33). 
Definition 3.5. The boundary triplet Πα = {H0 ⊕H1,Γ0,Γ1} constructed in Proposition
3.4 will be called a decomposing boundary triplet for Tmax.
Remark 3.6. In the paper [38] decomposing boundary triplets Π+ were constructed for the
maximal relations Tmax satisfying the condition n− ≤ n+. In Case 1 such a triplet coincides
with the triplet Π+ introduced in Proposition 3.4.
Combining Propositions 3.4 and 2.12 we arrive at the following three propositions.
Proposition 3.7. Let in Case 1 Π+ = {H0⊕H1,Γ0,Γ1} be a decomposing boundary triplet
(3.31), (3.44) for Tmax. Then:
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1) The equalities
T = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = PĤ Γ̂by, Γ˜0by = Γ1by = 0}(3.45)
T ∗ = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = PĤ Γ̂by}(3.46)
define a symmetric extension T of Tmin and its adjoint T
∗. Moreover, the deficiency indices
of T are n+(T ) = νb+ − ν̂ and n−(T ) = νb−.
2) The collection Π˙+ = {H˜b ⊕Hb, Γ˙0, Γ˙1} with the operators
(3.47) Γ˙0{y˜, f˜} = Γ˜0by, Γ˙1{y˜, f˜} = −Γ1by, {y˜, f˜} ∈ T
∗,
is a boundary triplet for T ∗ and the (maximal symmetric) relation A0(= ker Γ˙0) is of the
form
(3.48) A0 = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = PĤ Γ̂by, Γ˜0by = 0}.
If in addition n+ = n− and Π = {H,Γ0,Γ1} is an ordinary decomposing boundary triplet
(3.34), (3.44) for Tmax, then the equality (3.45) take the form
T = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = Γ̂by, Γ0by = Γ1by = 0}(3.49)
and n+(T ) = n−(T ) = νb−. Moreover, in this case A0 = A
∗
0 and
(3.50) A0 = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = Γ̂by, Γ0by = 0}.
Proposition 3.8. Let Case 2 holds and let Π− = {H0 ⊕ H1,Γ0,Γ1} be a decomposing
boundary triplet (3.38), (3.44) for Tmax. Then:
1)Statement 1) of Proposition 3.7 holds with
T = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = Γ̂by, Γ0by = Γ1by = 0}(3.51)
T ∗ = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, PĤb Γ̂ay = Γ̂by}.(3.52)
Moreover, the deficiency indices of T are n+(T ) = νb− and n−(T ) = ν̂ + 2νb− − νb+.
2) The collection Π˙− = {(H′2 ⊕Hb)⊕Hb, Γ˙0, Γ˙1} with the operators
(3.53) Γ˙0{y˜, f˜} = {iPH′
2
Γ̂ay,Γ0by}(∈ H
′
2⊕Hb), Γ˙1{y˜, f˜} = −Γ1by(∈ Hb), {y˜, f˜} ∈ T
∗,
is a boundary triplet for T ∗ and A0(= ker Γ˙0) is of the form
(3.54) A0 = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = Γ̂by, Γ0by = 0}.
Proposition 3.9. Let in Case 3 Π− = {H0⊕H1,Γ0,Γ1} be a decomposing boundary triplet
(3.42), (3.44) for Tmax. Then:
1) Statement 1) of Proposition 3.7 holds with
T = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = 0, Γ˜0by = Γ1by = 0}(3.55)
T ∗ = {{y˜, f˜} ∈ Tmax : Γ1ay = 0}.(3.56)
Moreover, the deficiency indices of T are n+(T ) = νb+ and n−(T ) = ν̂ + νb−.
2) The collection Π˙− = {(Ĥ ⊕ H˜b)⊕Hb, Γ˙0, Γ˙1} with the operators
(3.57) Γ˙0{y˜, f˜} = {iΓ̂ay, Γ˜0by}(∈ Ĥ ⊕ H˜b), Γ˙1{y˜, f˜} = −Γ1by(∈ Hb), {y˜, f˜} ∈ T
∗,
is a boundary triplet for T ∗ and A0(= ker Γ˙0) is of the form
(3.58) A0 = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = 0, Γ˜0by = 0}.
ON TITCHMARSH-WEYL FUNCTIONS 21
4. L2∆-solutions of boundary value problems
4.1. Case 1. Assume that in Case 1 Π+ = {H0 ⊕ H1,Γ0,Γ1} is a decomposing boundary
triplet (3.31), (3.44) for Tmax and τ = {τ+, τ−} ∈ R˜+1(H˜b,Hb) is a collection of holomorphic
pairs (2.3). For a given f ∈ L2∆(I) consider the following boundary value problem:
Jy′ −B(t)y = λ∆(t)y +∆(t)f(t), t ∈ I,(4.1)
Γ1ay = 0, Γ̂ay = PĤ Γ̂by, C0(λ)Γ˜0by + C1(λ)Γ1by = 0, λ ∈ C+,(4.2)
Γ1ay = 0, Γ̂ay = PĤ Γ̂by, D0(λ)Γ˜0by +D1(λ)Γ1by = 0, λ ∈ C−.(4.3)
A function y(·, ·) : I × (C \R)→ H is called a solution of this problem if for each λ ∈ C \R
the function y(·, λ) belongs to AC(I;H) ∩ L2∆(I) and satisfies the equation (4.1) a.e. on I
(so that y ∈ domTmax) and the boundary conditions (4.2), (4.3).
Application of Theorem 2.14 to the boundary triplet (3.47) yields the following theorem.
Theorem 4.1. Let in Case 1 T be a symmetric relation in L2∆(I) defined by (3.45). If
τ = {τ+, τ−} ∈ R˜+1(H˜b,Hb) is a collection (2.3), then for every f ∈ L2∆(I) the boundary
problem (4.1) - (4.3) has a unique solution y(t, λ) = yf (t, λ) and the equality
(4.4) R(λ)f˜ = pi(yf (·, λ)), f˜ ∈ L
2
∆(I), f ∈ f˜ , λ ∈ C \ R,
defines a generalized resolvent R(λ) =: Rτ (λ) of T . Conversely, for each generalized resol-
vent R(λ) of T there exists a unique τ ∈ R˜+1(H˜b,Hb) such that R(λ) = Rτ (λ).
If n+ = n−, then (3.32) is valid. This and Theorem 4.1 yield the following corollary.
Corollary 4.2. Let n+ = n−, let Π = {H,Γ0,Γ1} be a decomposing boundary triplet (3.34),
(3.44) for Tmax and let T be a symmetric relation (3.49). Then the statements of Theorem
4.1 hold with the Nevanlinna operator pairs τ ∈ R˜(Hb) in the form (2.16) and the following
boundary conditions in place of (4.2) and (4.3):
(4.5) Γ1ay = 0, Γ̂ay = Γ̂by, C0(λ)Γ0by + C1(λ)Γ1by = 0, λ ∈ C \ R.
In this case Rτ (λ) is a canonical resolvent of T if and only if τ ∈ R˜0(Hb).
Remark 4.3. Let in Theorem 4.1 τ0 = {τ+, τ−} ∈ R˜+1(H˜b,Hb) be defined by (2.3) with
(4.6) C0(λ) ≡ IH˜b , C1(λ) ≡ 0 and D0(λ) ≡ PHb(∈ [H˜b,Hb]), D1(λ) ≡ 0
and let R0(λ) = Rτ0(λ) be the corresponding generalized resolvent of T . Then
R0(λ) = (A0 − λ)
−1, λ ∈ C+ and R0(λ) = (A
∗
0 − λ)
−1, λ ∈ C−,
where A0 is given by (3.48).
Similarly, let in Corollary 4.2 τ0 = {(IHb , 0);Hb} ∈ R˜
0(Hb). Then R0(λ) := Rτ0(λ) =
(A0 − λ)−1, where A0 is the selfadjoint extension (3.50).
Proposition 4.4. Let in Case 1 Π+ = {H0⊕H1,Γ0,Γ1} be a decomposing boundary triplet
(3.31), (3.44) for Tmax, let γ±(·) be the corresponding γ-fields and let
M+(λ) =
(
m0(λ) M2+(λ)
M3+(λ) M4+(λ)
)
: H0 ⊕ H˜b → H0 ⊕Hb, λ ∈ C+(4.7)
M−(λ) =
(
m0(λ) M2−(λ)
M3−(λ) M4−(λ)
)
: H0 ⊕Hb → H0 ⊕ H˜b, λ ∈ C−(4.8)
be the block representations of the corresponding Weyl functiions. Then:
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1) For every λ ∈ C \R there exists an operator solution v0(·, λ) ∈ L2∆[H0,H] of Eq. (3.3)
such that
Γ1av0(λ) = −PH , λ ∈ C \ R,(4.9)
(Γ0a + Γ̂a)v0(λ) = m0(λ)−
i
2PĤ , λ ∈ C \ R,(4.10)
i(Γ̂a − PĤ Γ̂b)v0(λ) = PĤ , λ ∈ C \ R,(4.11)
Γ˜0bv0(λ) = 0, Γ1bv0(λ) = −M3+(λ), λ ∈ C+,(4.12)
Γ˜0bv0(λ) = −iPH′
2
M3−(λ), Γ1bv0(λ) = −PHbM3−(λ), λ ∈ C−.(4.13)
2) For every λ ∈ C+ (λ ∈ C−) there exists a solution u+(·, λ) ∈ L2∆[H˜b,H] (resp.
u−(·, λ) ∈ L2∆[Hb,H]) such that
Γ1au±(λ) = 0, λ ∈ C±,(4.14)
(Γ0a + Γ̂a)u±(λ) =M2±(λ), λ ∈ C±,(4.15)
i(Γ̂a − PĤ Γ̂b)u±(λ) = 0, λ ∈ C±,(4.16)
Γ˜0bu+(λ) = IH˜b , Γ1bu+(λ) = −M4+(λ), λ ∈ C+,(4.17)
Γ˜0bu−(λ) = IHb − iPH′2M4−(λ), Γ1bu−(λ) = −PHbM4−(λ), λ ∈ C−.(4.18)
In formulas (4.9)– (4.18) v0(λ) and u±(λ) are linear maps from Lemma 3.2 corresponding
to the solutions v0(·, λ) and u±(·, λ) respectively.
3) The solutions v0(·, λ) and u±(·, λ) are connected with γ-fields γ±(·) by
γ±(λ) ↾ H0 = piv0(λ), λ ∈ C±;(4.19)
γ+(λ) ↾ H˜b = piu+(λ), λ ∈ C+; γ−(λ) ↾ Hb = piu−(λ), λ ∈ C−.(4.20)
Proof. Let γ±(·) be the γ-fields (2.25) of the triplet Π+. Since the quotient mapping pi
isomorphically maps Nλ onto Nλ(Tmin), it follows that for every λ ∈ C+ (λ ∈ C−) there
exists an isomorphism Z+(λ) : H0 → Nλ (resp. Z−(λ) : H1 → Nλ) such that
(4.21) γ+(λ) = piZ+(λ), λ ∈ C+; γ−(λ) = piZ−(λ), λ ∈ C−.
Combining of (4.21) with (2.25) - (2.27) and the obvious equality Γj{piy, λpiy} = Γ′jy, y ∈
Nλ, j ∈ {0, 1}, gives
Γ′0Z+(λ) = IH0 , Γ
′
1Z+(λ) =M+(λ), λ ∈ C+,(4.22)
PH1Γ
′
0Z−(λ) = IH1 , (Γ
′
1 + iPH′2Γ
′
0)Z−(λ) =M−(λ), λ ∈ C−,(4.23)
which in view of (3.31) can be written as(
−Γ1a + i(Γ̂a − PĤ Γ̂b)
Γ˜0b
)
Z+(λ) =
(
IH0 0
0 I
H˜b
)
, λ ∈ C+(4.24) (
Γ0a +
1
2 (Γ̂a + PĤ Γ̂b)
−Γ1b
)
Z+(λ) =
(
m0(λ) M2+(λ)
M3+(λ) M4+(λ)
)
, λ ∈ C+(4.25) (
−Γ1a + i(Γ̂a − PĤ Γ̂b)
Γ0b
)
Z−(λ) =
(
IH0 0
0 IHb
)
, λ ∈ C−(4.26) (
Γ0a +
1
2 (Γ̂a + PHˆ Γ̂b)
−Γ1b + iPH′
2
Γ̂b
)
Z−(λ) =
(
m0(λ) M2−(λ)
M3−(λ) M4−(λ)
)
, λ ∈ C−.(4.27)
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It follows from (4.24)–(4.27) that
Γ1aZ±(λ) = (−PH : 0),
1
2 (Γ̂a − PHˆ Γ̂b)Z±(λ) = (−
i
2PĤ : 0), λ ∈ C±(4.28)
Γ0aZ±(λ) = (PHm0(λ) : PHM2±(λ)), λ ∈ C±(4.29)
1
2 (Γ̂a + PĤ Γ̂b)Z±(λ) = (PĤm0(λ) : PĤM2±(λ)), λ ∈ C±.(4.30)
Summing up the second equality in (4.28) with (4.29) and (4.30) one obtains
(4.31) (Γ0a + Γˆa)Z±(λ) = (m0(λ)−
i
2PĤ :M2±(λ)), λ ∈ C±.
Moreover, (4.24)-(4.27) yield
Γ˜0bZ+(λ) = (0 : IH˜b), Γ1bZ+(λ) = (−M3+(λ) : −M4+(λ), λ ∈ C+,(4.32)
Γ1bZ−(λ) = (−PHbM3−(λ) : −PHbM4−(λ), λ ∈ C−,(4.33)
Γ0bZ−(λ) = (0 : IHb), PH′2 Γ̂bZ−(λ) = (−iPH′2M3−(λ) : −iPH′2M4−(λ)), λ ∈ C−
and in view of (3.29) one has
(4.34) Γ˜0bZ−(λ) = (−iPH′
2
M3−(λ) : IHb − iPH′2M4−(λ)), λ ∈ C−.
Assume now that the block representations of Z±(λ) are
Z+(λ) = (v0(λ) : u+(λ)) : H0 ⊕ H˜b → Nλ, λ ∈ C+(4.35)
Z−(λ) = (v0(λ) : u−(λ)) : H0 ⊕Hb → Nλ, λ ∈ C−(4.36)
and let v0(·, λ) ∈ L
2
∆[H0,H], u+(·, λ) ∈ L
2
∆[H˜b,H] and u−(·, λ) ∈ L
2
∆[Hb,H] be the operator
solutions of Eq. (3.3) corresponding to v0(λ), u+(λ) and u−(λ) respectively (see Lemma
3.2). Then the representations (4.35) and (4.36) together with (4.28), (4.31) and (4.32) -
(4.34) yield the relations (4.9)-(4.18) for v0(·, λ) and u±(·, λ).
Finally, (4.19) and (4.20) follow from (4.21) and (4.35), (4.36). 
Theorem 4.5. Let the assumptions of Proposition 4.4 be satisfied and let τ = {τ+, τ−} ∈
R˜+1(H˜b,Hb) be a collection of operator pairs (2.3). Then:
1) For each λ ∈ C \R there exists a unique operator solution vτ (·, λ) ∈ L
2
∆[H0,H] of Eq.
(3.3) satisfying the boundary conditions
Γ1avτ (λ) = −PH , λ ∈ C \ R,(4.37)
i(Γ̂a − PĤ Γ̂b)vτ (λ) = PĤ , λ ∈ C \ R,(4.38)
C0(λ)Γ˜0bvτ (λ) + C1(λ)Γ1bvτ (λ) = 0, λ ∈ C+,(4.39)
D0(λ)Γ˜0bvτ (λ) +D1(λ)Γ1bvτ (λ) = 0, λ ∈ C−(4.40)
(here PH and PĤ are the orthoprojectors in H0 onto H and Ĥ respectively).
2) vτ (·, λ) is connected with the solutions v0(·, λ) and u±(·, λ) from Proposition 4.4 by
vτ (t, λ) = v0(t, λ)− u+(t, λ)(τ+(λ) +M4+(λ))
−1M3+(λ), λ ∈ C+(4.41)
vτ (t, λ) = v0(t, λ)− u−(t, λ)(τ
∗
+(λ) +M4−(λ))
−1M3−(λ), λ ∈ C−.(4.42)
If in addition n+ = n− and Π = {H,Γ0,Γ1} is a decomposing boundary triplet (3.34),
(3.44) for Tmax, then τ ∈ R˜(Hb) is given by (2.16) and the boundary conditions (4.37)-(4.40)
take the form
Γ1avτ (λ) = −PH , i(Γ̂a− Γ̂b)vτ (λ) = PĤ , C0(λ)Γ0bvτ (λ) +C1(λ)Γ1bvτ (λ) = 0, λ ∈ C \R.
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Proof. Since in view of Proposition 3.7, 2) M4±(·) are the Weyl functions of the boundary
triplet Π˙+, it follows from [33] that 0 ∈ ρ(τ+(λ) +M4+(λ)), λ ∈ C+, and 0 ∈ ρ(τ∗+(λ) +
M4−(λ)), λ ∈ C−. Therefore for each λ ∈ C \ R the equalities (4.41) and (4.42) correctly
define the solution vτ (·, λ) ∈ L2∆[H0,H] of Eq. (3.3). Let us show that this solution satisfies
(4.37)–(4.40).
Combining (4.41) and (4.42) with (4.9), (4.11) and (4.14), (4.16) one gets the equalities
(4.37) and (4.38). To prove (4.39) and (4.40) we let T+(λ) = (τ+(λ) +M4+(λ))
−1, λ ∈ C+,
and T−(λ) = (τ
∗
+(λ) +M4−(λ))
−1, λ ∈ C−. Then
(4.43) τ+(λ) = {{T+(λ)h, (I −M4+(λ)T+(λ))h} : h ∈ Hb}
and τ∗+(λ) = {{T−(λ)h, h−M4−(λ)T−(λ))h} : h ∈ H˜b}, which in view of (2.11) yields
τ−(λ) = {{(−T−(λ) − iPH′
2
+ iPH′
2
M4−(λ)T−(λ))h,(4.44)
(−PHb + PHbM4−(λ)T−(λ))h} : h ∈ H˜b}.
Moreover, the relations (4.41) and (4.42) with taking (4.12), (4.13), (4.17) and (4.18) into
account give
Γ˜0bvτλ = −T+(λ)M3+(λ), Γ1bvτλ = −(I −M4+(λ)T+(λ))M3+(λ), λ ∈ C+,
Γ˜0bvτλ = (−iPH′
2
− T−(λ) + iPH′
2
M4−(λ)T−(λ))M3−(λ), λ ∈ C−,
Γ1bvτλ = (−PHb + PHbM4−(λ)T−(λ))M3−(λ), λ ∈ C−
Hence by (4.43) and (4.44) one has
(4.45) {Γ˜0bvτ (λ)h0,Γ1bvτ (λ)h0} ∈ τ±(λ), h0 ∈ H0, λ ∈ C±,
which in view of the equalities (2.3) yields (4.39) and (4.40).
Next assume that v1(·, λ) ∈ L2∆[H0,H] and v2(·, λ) ∈ L
2
∆[H0,H] are the operator solutions
of Eq. (3.3) satisfying (4.37)–(4.40) and let v(t, λ) = v1(t, λ)−v2(t, λ). Then for each h0 ∈ H0
the function y = v(t, λ)h0 is a solution of the homogenous boundary problem (4.1)–(4.3)
(with f = 0). Since by Theorem 4.1 such a problem has a unique solution y = 0, it follows
that v(t, λ) = 0. This proves the uniqueness of vτ (·, λ). 
4.2. Case 2. Applying Corollary 2.15 to the boundary triplet (3.53) we obtain the following
theorem.
Theorem 4.6. Let in Case 2 Π− = {H0 ⊕ H1,Γ0,Γ1} be a decomposing boundary triplet
(3.38), (3.44) for Tmax, let T be a symmetric relation in L
2
∆(I) defined by (3.51) and let
τ ∈ R˜(Hb) be a Nevanlinna operator pair (2.16). Then for every f ∈ L2∆(I) the boundary
value problem
Jy′ −B(t)y = λ∆(t)y +∆(t)f(t), t ∈ I,(4.46)
Γ1ay = 0, PĤb Γ̂ay = Γ̂by, C0(λ)Γ0by + C1(λ)Γ1by = 0, λ ∈ C+,(4.47)
Γ1ay = 0, Γ̂ay = Γ̂by, C0(λ)Γ0by + C1(λ)Γ1by = 0, λ ∈ C−.(4.48)
has a unique solution y(t, λ) = yf (t, λ) (in the same sense as the problem (4.1)–(4.3)) and
the equality (4.4) gives a generalized resolvent R(λ) =: Rτ (λ) of T .
Remark 4.7. Let in Theorem 4.6 τ0 = {(IHb , 0);Hb} ∈ R˜
0(Hb) and let A0 be the symmetric
extension (3.54). Then R0(λ) := Rτ0(λ) is if the form
(4.49) R0(λ) = (A
∗
0 − λ)
−1, λ ∈ C+ and R0(λ) = (A0 − λ)
−1, λ ∈ C−,
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Proposition 4.8. Assume that in Case 2 Π− = {H0⊕H1,Γ0,Γ1} is a decomposing boundary
triplet (3.38), (3.44) for Tmax, γ±(·) are the γ-fields of Π− and
M+(λ) =
M1(λ) M2(λ)N1+(λ) N2+(λ)
M3(λ) M4(λ)
 : H ′0 ⊕Hb → H ′0 ⊕H′2 ⊕Hb, λ ∈ C+(4.50)
M−(λ) =
(
M1(λ) N1−(λ) M2(λ)
M3(λ) N2−(λ) M4(λ)
)
: H ′0 ⊕H
′
2 ⊕Hb → H
′
0 ⊕Hb, λ ∈ C−(4.51)
are the block representations of the corresponding Weyl functions. Moreover, let m0(·) :
C \ R→ [H0] be the operator function given by
m0(λ) =
(
M1(λ) 0
N1+(λ)
i
2IH′2
)
: H ′0 ⊕H
′
2︸ ︷︷ ︸
H0
→ H ′0 ⊕H
′
2︸ ︷︷ ︸
H0
, λ ∈ C+(4.52)
m0(λ) =
(
M1(λ) N1−(λ)
0 − i2IH′2
)
: H ′0 ⊕H
′
2︸ ︷︷ ︸
H0
→ H ′0 ⊕H
′
2︸ ︷︷ ︸
H0
, λ ∈ C−.(4.53)
Then: 1) for every λ ∈ C \ R there exists an operator solution v0(·, λ) ∈ L
2
∆[H0,H] of Eq.
(3.3) such that (4.9) and (4.10) hold and
i(P
Ĥb
Γ̂a − Γ̂b)v0(λ) = PĤb , λ ∈ C+; i(Γ̂a − Γ̂b)v0(λ) = PĤ , λ ∈ C−,(4.54)
Γ0bv0(λ) = 0, λ ∈ C \ R,(4.55)
Γ1bv0(λ) = −M3(λ)PH′
0
, λ ∈ C+; Γ1bv0(λ) = (−M3(λ) : −N2−(λ)), λ ∈ C−(4.56)
(in (4.56) PH′
0
is the orthoprojector in H0 onto H
′
0). Moreover, for every λ ∈ C \ R there
exists a solution u(·, λ) ∈ L2∆[Hb,H] of Eq. (3.3) such that
Γ1au(λ) = 0, λ ∈ C \ R,(4.57)
(Γ0a + Γ̂α)u(λ) =M2(λ) +N2+(λ), λ ∈ C+; (Γ0a + Γ̂α)u(λ) =M2(λ), λ ∈ C−(4.58)
i(P
Ĥb
Γ̂a − Γ̂b)u(λ) = 0, λ ∈ C+; i(Γ̂a − Γ̂b)u(λ) = 0, λ ∈ C−,(4.59)
Γ0bu(λ) = IHb , Γ1bu(λ) = −M4(λ), λ ∈ C \ R.(4.60)
2) The following equalities hold
γ−(λ) ↾ H0 = piv0(λ), λ ∈ C−; γ±(λ) ↾ Hb = piu(λ), λ ∈ C±.(4.61)
Proof. 1) By using the reasonings from Proposition 4.4 to the γ-fields (2.33) of the triplet Π−
one can prove that for every λ ∈ C+ (λ ∈ C−) there exists an isomorphism Z+(λ) : H1 → Nλ
(resp. Z−(λ) : H0 → Nλ) such that (4.21) holds and the relations
PH1Γ
′
0Z+(λ) = IH1 , (Γ
′
1 − iPH′2Γ
′
0)Z+(λ) =M+(λ), λ ∈ C+,(4.62)
Γ′0Z−(λ) = IH0 , Γ
′
1Z−(λ) =M−(λ), λ ∈ C−.(4.63)
are valid. In view of (3.38) the equalities (4.62) can be represented as(
−Γ1a + i(PĤb Γ̂a − Γ̂b)
Γ0b
)
Z+(λ) =
(
IH′
0
0
0 IHb
)
, λ ∈ C+(4.64) Γ0a + 12 (PĤb Γ̂a + Γ̂b)PH′
2
Γ̂a
−Γ1b
Z+(λ) =
M1(λ) M2(λ)N1+(λ) N2+(λ)
M3(λ) M4(λ)
 , λ ∈ C+(4.65)
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Therefore for all λ ∈ C+ one has
Γ1aZ+(λ) = (−PH : 0),
1
2 (PĤb Γ̂a − Γ̂b)Z+(λ) = (−
i
2PĤb : 0),(4.66)
Γ0aZ+(λ) = (PHM1(λ) : PHM2(λ)),(4.67)
1
2 (PĤb Γ̂a + Γ̂b)Z+(λ) = (PĤbM1(λ) : PĤbM2(λ)),(4.68)
PH′
2
Γ̂aZ+(λ) = (N1+(λ) : N2+(λ)).(4.69)
Moreover, summing up the second equality in (4.66) with the equalities (4.67), (4.68) and
(4.69) one gets
(4.70) (Γ0a + Γ̂a)Z+(λ) = (M1(λ) +N1+(λ)−
i
2PĤb : M2(λ) +N2+(λ)) : H
′
0 ⊕Hb → H0.
Next, by using (3.38) we may rewrite the equalities (4.63) as−Γ1a + i(PĤb Γ̂a − Γ̂b)iPH′
2
Γ̂a
Γ0b
Z−(λ) =
IH′0 0 00 IH′
2
0
0 0 IHb
 , λ ∈ C−(4.71)
(
Γ0a +
1
2 (PĤb Γ̂a + Γ̂b)
−Γ1b
)
Z−(λ) =
(
M1(λ) N1−(λ) M2(λ)
M3(λ) N2−(λ) M4(λ)
)
, λ ∈ C−.(4.72)
In view of (3.37) and (3.35) one has
(4.73) H0 = H0 ⊕Hb.
Let T−(λ) ∈ [H0, H ′0] be the operator given by the block representation
(4.74) T−(λ) = (M1(λ) : N1−(λ)) : H
′
0 ⊕H
′
2 → H
′
0, λ ∈ C−.
It follows from (4.71) and (4.72) that in the decomposition (4.73) of H0 the following equal-
ities hold for all λ ∈ C−:
Γ1aZ−(λ) = (−PH : 0),
1
2 (PĤb Γ̂a − Γ̂b)Z−(λ) = (−
i
2PĤb : 0),(4.75)
PH′
2
Γ̂aZ−(λ) = (−iPH′
2
: 0), Γ0aZ−(λ) = (PHT−(λ) : PHM2(λ)),(4.76)
1
2 (PĤb Γ̂a + Γ̂b)Z−(λ) = (PĤbT−(λ) : PĤbM2(λ)),(4.77)
Multiplying the second equality in (4.75) by 2 and summing up with the first equality in
(4.76) we obtain
(4.78) (Γ̂a − Γ̂b)Z−(λ) = −i(PĤ : 0), λ ∈ C−.
Moreover, summing up the second equality in (4.75) with the equalities (4.76) and (4.77)
one gets
(4.79) (Γ0a + Γ̂a)Z−(λ) = (T−(λ) −
i
2PĤb − iPH
′
2
: M2(λ)), λ ∈ C−.
Assume now that
Z+(λ) = (r(λ) : u(λ)) : H
′
0 ⊕Hb → Nλ, λ ∈ C+(4.80)
Z−(λ) = (v0(λ) : u(λ)) : H0 ⊕Hb → Nλ, λ ∈ C−(4.81)
are the block representations of Z±(λ) (in (4.81) we make use of the decomposition (4.73)
of H0). Moreover, let
(4.82) v0(λ) := (r(λ) : 0) : H
′
0 ⊕H
′
2 → Nλ, λ ∈ C+.
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Then the equalities (4.81) and (4.82) define the linear mapping v0(λ) : H0 → Nλ, while
(4.80) and (4.81) give the mapping u(λ) : Hb → Nλ. Next we show that the operator
solutions v0(·, λ) ∈ L2∆[H0,H] and u(·, λ) ∈ L
2
∆[Hb,H] of Eq. (3.3) corresponding to v0(λ)
and u(λ) in accordance with Lemma 3.2 have the desired properties.
Combining (4.80)–(4.82) with (4.66), the first equality in (4.75) and (4.78) we obtain (4.9)
and the relations (4.54), (4.57) and (4.59). Moreover, in view of (4.52), (4.53) and (4.74)
one has
m0(λ)−
i
2PĤ = (M1(λ) +N1+(λ))PH′0 +
i
2PH′2 −
i
2 (PĤb + PH
′
2
) =
(M1(λ) +N1+(λ) −
i
2PĤb)PH
′
0
, λ ∈ C+,
m0(λ)−
i
2PĤ = T−(λ)−
i
2PH′2 −
i
2 (PĤb + PH
′
2
) = T−(λ) −
i
2PĤb − iPH′2 , λ ∈ C−.
Combining these equalities with (4.70), (4.79) and taking the block representations (4.80)–
(4.82) into account one gets the equalities (4.10) and (4.58). Finally, the relations (4.55),
(4.56) and (4.60) are implied by the block representations (4.80)-(4.82) and the equalities
(4.64), (4.65) and (4.71), (4.72).
2) The equalities (4.61) are immediate from (4.21) and the block representations (4.80),
(4.81). 
Theorem 4.9. Let the assumptions of Proposition 4.8 be fulfilled and let τ = τ(λ) ∈ R˜(Hb)
be a Nevanlinna operator pair (2.16). Then:
1) The statement 1) of Theorem 4.5 holds with the boundary condition (4.37) and the
following boundary conditions instead of (4.38)–(4.40):
i(P
Ĥb
Γ̂a − Γ̂b)vτ (λ) = PĤb , λ ∈ C+; i(Γ̂a − Γ̂b)vτ (λ) = PĤ , λ ∈ C−(4.83)
C0(λ)Γ0bvτ (λ) + C1(λ)Γ1bvτ (λ) = 0, λ ∈ C \ R(4.84)
(here P
Ĥb
(P
Ĥ
) is the orthoprojector in H0 onto Ĥb (resp. Ĥ) in accordance with the
decomposition (3.35));
2) the operator function vτ (·, λ) can be represented as
vτ (t, λ) = v0(t, λ)− u(t, λ)(τ(λ) +M4(λ))
−1M3(λ)PH′
0
, λ ∈ C+,(4.85)
vτ (t, λ) = v0(t, λ)− u(t, λ)(τ(λ) +M4(λ))
−1S−(λ), λ ∈ C−,(4.86)
where v0(t, λ) and u(t, λ) are defined in Proposition 4.8 and
(4.87) S−(λ) := (M3(λ) : N2−(λ)) : H
′
0 ⊕H
′
2 → Hb, λ ∈ C−.
Proof. Let us show that the solution vτ (·, λ) defined in (4.85) satisfies the boundary condi-
tions (4.37), (4.83) and (4.84). Combining (4.85) with (4.9), (4.54) and (4.57), (4.59) one
obtains the relations (4.37) and (4.83). Similarly, the relations (4.55), (4.56) and (4.60) give
Γ0bvτ (λ) = −(τ(λ) +M4(λ))
−1M3(λ)PH′
0
, λ ∈ C+,
Γ1bvτ (λ) = (−I +M4(λ)(τ(λ) +M4(λ))
−1)M3(λ)PH′
0
, λ ∈ C+,
Γ0bvτ (λ) = −(τ(λ) +M4(λ))
−1S−(λ), λ ∈ C−,
Γ1bvτ (λ) = (−I +M4(λ)(τ(λ) +M4(λ))
−1)S−(λ), λ ∈ C−.
Hence {Γ0bvτ (λ)h0,Γ1bvτ (λ)h0} ∈ τ(λ), h0 ∈ H0, λ ∈ C\R, which yields (4.84). Finally, by
using Theorem 4.6 one proves uniqueness of vτ (·, λ) in the same way as in Theorem 4.5. 
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4.3. Case 3. Application of Corollary 2.15 to the boundary triplet (3.57) gives the following
theorem.
Theorem 4.10. Let in Case 3 Π− = {H0 ⊕H1,Γ0,Γ1} be a decomposing boundary triplet
(3.42), (3.44) for Tmax, let T be a symmetric relation (3.55) and let τ = {τ+, τ−} ∈
R˜−1(H˜b,Hb) be a collection of holomorphic operator pairs (2.3). Then for every f ∈ L2∆(I)
the boundary value problem
Jy′ −B(t)y = λ∆(t)y +∆(t)f(t), t ∈ I,(4.88)
Γ1ay = 0, C0(λ)Γ˜0by + C1(λ)Γ1by = 0, λ ∈ C+,(4.89)
Γ1ay = 0, Γ̂ay = 0, D0(λ)Γ˜0by +D1(λ)Γ1by = 0, λ ∈ C−.(4.90)
has a unique solution y(t, λ) = yf (t, λ) and the equality (4.4) defines a generalized resolvent
R(λ) =: Rτ (λ) of T . If in addition Ĥ = {0}, then for each generalized resolvent R(λ) of T
there exists a unique τ ∈ R˜−1(H˜b,Hb) such that R(λ) = Rτ (λ).
Remark 4.11. Let in Theorem 4.10 τ0 = {τ+, τ−} ∈ R˜−1(H˜b,Hb) be defined by (2.3) with
(4.91) C0(λ) ≡ PHb(∈ [H˜b,Hb]), C1(λ) ≡ 0, D0(λ) ≡ IH˜b , D1(λ) ≡ 0
and let A0 be the symmetric extension (3.58). Then R0(λ) := Rτ0(λ) is if the form (4.49).
Proposition 4.12. Let in Case 3 Π− = {H0 ⊕ H1,Γ0,Γ1} be a decomposing boundary
triplet (3.42), (3.44) for Tmax, let γ±(·) be the γ-fields and let
M+(λ) =
 M1(λ) M2+(λ)N1+(λ) N2+(λ)
M3+(λ) M4+(λ)
 : H ⊕Hb → H ⊕ Ĥ ⊕ H˜b, λ ∈ C+(4.92)
M−(λ) =
(
M1(λ) N1−(λ) M2−(λ)
M3−(λ) N2−(λ) M4−(λ)
)
: H ⊕ Ĥ ⊕ H˜b → H ⊕Hb, λ ∈ C−(4.93)
be the block representations of the corresponding Weyl functions. Assume also that m0(·) :
C \ R→ [H0] is the operator function defined by
m0(λ) =
(
M1(λ) 0
N1+(λ)
i
2IĤ
)
: H ⊕ Ĥ → H ⊕ Ĥ, λ ∈ C+(4.94)
m0(λ) =
(
M1(λ) N1−(λ)
0 − i2IĤ
)
: H ⊕ Ĥ → H ⊕ Ĥ, λ ∈ C−.(4.95)
Then: 1) For every λ ∈ C \ R there exists an operator solution v0(·, λ) ∈ L2∆[H0,H] of Eq.
(3.3) such that (4.9) and (4.10) hold and
iΓ̂av0(λ) = PĤ , λ ∈ C−,(4.96)
Γ˜0bv0(λ) = iPĤbM3+(λ)PH (∈ [H0, H˜b]), Γ1bv0(λ) = −PHbM3+(λ)PH , λ ∈ C+,(4.97)
Γ˜0bv0(λ) = 0, Γ1bv0(λ) = (−M3−(λ) : −N2−(λ)), λ ∈ C−.(4.98)
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2) For every λ ∈ C+ (λ ∈ C−) there exists a solution u+(·, λ) ∈ L2∆[Hb,H] (resp.
u−(·, λ) ∈ L2∆[H˜b,H]) of Eq. (3.3) such that
Γ1au±(λ) = 0, λ ∈ C±,(4.99)
(Γ0a + Γ̂a)u+(λ) =M2+(λ) +N2+(λ), λ ∈ C+,(4.100)
Γ0au−(λ) =M2−(λ), Γ̂au−(λ) = 0, λ ∈ C−.(4.101)
Γ˜0bu+(λ) = IHb + iPĤbM4+(λ), Γ1bu+(λ) = −PHbM4+(λ), λ ∈ C+,(4.102)
Γ˜0bu−(λ) = IH˜b , Γ1bu−(λ) = −M4−(λ), λ ∈ C−.(4.103)
3) The following equalities hold
γ+(λ) ↾ Hb = piu+(λ), λ ∈ C+; γ−(λ) ↾ H˜b = piu−(λ), λ ∈ C−.(4.104)
Proof. As in Proposition 4.4 one proves the existence of isomorphisms Z+(λ) : H1 →
Nλ (λ ∈ C+) and Z−(λ) : H0 → Nλ (λ ∈ C−) satisfying (4.62) and (4.63) or, equiva-
lently, the equalities
(
−Γ1a
Γ0b
)
Z+(λ) =
(
IH 0
0 IHb
)
,
 Γ0aΓ̂a
−Γ1b − iΓ̂b
Z+(λ) =
 M1(λ) M2+(λ)N1+(λ) N2+(λ)
M3+(λ) M4+(λ)
 , λ ∈ C+,
(4.105)
−Γ1aiΓ̂a
Γ˜0b
Z−(λ) =
IH 0 00 I
Ĥ
0
0 0 I
H˜b
 , λ ∈ C−(4.106)
(
Γ0a
−Γ1b
)
Z−(λ) =
(
M1(λ) N1−(λ) M2−(λ)
M3−(λ) N2−(λ) M4−(λ)
)
, λ ∈ C−.(4.107)
It follows from (4.105)–(4.107) that
Γ1aZ+(λ) = (−IH : 0), λ ∈ C+; Γ1aZ−(λ) = (−IH : 0 : 0), λ ∈ C−,(4.108)
(Γ0a + Γ̂a)Z+(λ) =
(
Γ0a
Γ̂a
)
Z+(λ) =
(
M1(λ) M2+(λ)
N1+(λ) N2+(λ)
)
: H ⊕Hb → H ⊕ Ĥ,(4.109)
(Γ0a + Γ̂a)Z−(λ) =
(
Γ0a
Γ̂a
)
Z−(λ) =(4.110) (
M1(λ) N1−(λ) M2−(λ)
0 −iI
Ĥ
0
)
: H ⊕ Ĥ ⊕ H˜b → H ⊕ Ĥ,
Γ0bZ+(λ) = (0 : IHb), Γ̂bZ+(λ) = (iPĤbM3+(λ) : iPĤbM4+(λ)), λ ∈ C+,(4.111)
Γ1bZ+(λ) = (−PHbM3+(λ) : −PHbM4+(λ)), λ ∈ C+,(4.112)
Γ˜0bZ−(λ) = (0 : 0 : IH˜b), Γ1bZ−(λ) = −(M3−(λ) : N2−(λ) : M4−(λ)), λ ∈ C−,
(4.113)
and combining of (3.40) with (4.111) gives
(4.114) Γ˜0bZ+(λ) = (iPĤbM3+(λ) : IHb + iPĤbM4+(λ)), λ ∈ C+.
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Assume that
Z+(λ) = (r(λ) : u+(λ)) : H ⊕Hb → Nλ, λ ∈ C+,(4.115)
Z−(λ) = (v0(λ) : u−(λ)) : H0 ⊕ H˜b → Nλ, λ ∈ C−,(4.116)
are the block representations of Z±(λ) (see (3.41) ) and let
(4.117) v0(λ) := (r(λ) : 0) : H ⊕ Ĥ → Nλ, λ ∈ C+.
Then the equalities (4.115)–(4.117) define the linear mappings v0(λ) : H0 → Nλ (λ ∈
C \ R), u+(λ) : Hb → Nλ (λ ∈ C+) and u−(λ) : H˜b → Nλ (λ ∈ C−), which according to
Lemma 3.2 generate the operator solutions v0(·, λ) ∈ L2∆[H0,H], u+(·, λ) ∈ L
2
∆[Hb,H] and
u−(·, λ) ∈ L2∆[H˜b,H] of Eq. (3.3). Combining now (4.115)–(4.117) with (4.108)– (4.110)
and taking the equalities (4.94) and (4.95) into account we arrive at the relations (4.9),
(4.10), (4.96) and (4.99)–(4.101). Moreover, the block representations (4.115)–(4.117) and
the equalities (4.112)–(4.114) lead to (4.97), (4.98) and (4.102), (4.103).
Finally, (4.104) is implied by (4.21) and (4.115), (4.116). 
Theorem 4.13. Let the assumptions of Proposition 4.12 be satisfied, let τ = {τ+, τ−} ∈
R˜−1(H˜b,Hb) be a collection of operator pairs (2.3) and let
(4.118) S−(λ) = (M3−(λ) : N2−(λ)) : H ⊕ Ĥ → Hb, λ ∈ C−.
Then: 1)the statement 1) of Theorem 4.5 holds with the boundary condition (4.37) and
the following boundary conditions in place of (4.38)–(4.40):
iΓ̂avτ (λ) = PĤ , λ ∈ C−,(4.119)
C0(λ)Γ˜0bvτ (λ) + C1(λ)Γ1bvτ (λ) = 0, λ ∈ C+,(4.120)
D0(λ)Γ˜0bvτ (λ) +D1(λ)Γ1bvτ (λ) = 0, λ ∈ C−.(4.121)
2) the solution vτ (·, λ) is of the form
vτ (t, λ) = v0(t, λ) − u+(t, λ)(τ
∗
−(λ) +M4+(λ))
−1M3+(λ)PH , λ ∈ C+(4.122)
vτ (t, λ) = v0(t, λ) − u−(t, λ)(τ−(λ) +M4−(λ))
−1S−(λ), λ ∈ C−.(4.123)
Proof. Let us show that the solution vτ (·, λ) ∈ L2∆[H0,H] of Eq. (3.3) defined by (4.122)
and (4.123) satisfies the boundary conditions (4.37) and (4.119)–(4.121).
Combining (4.122) and (4.123) with (4.9) and (4.99) we obtain the equality (4.37). More-
over, (4.122) and (4.123) together with (4.96) and the second equality in (4.101) give (4.119).
Next assume that T+(λ) = (τ
∗
−(λ) + M4+(λ))
−1, λ ∈ C+, and T−(λ) = (τ−(λ) +
M4−(λ))
−1, λ ∈ C−. Then by using (2.11) one obtains
τ+(λ) = {{(−T+(λ) + iPĤb − iPĤbM4+(λ)T+(λ))h,(4.124)
(−PHb + PHbM4+(λ)T+(λ))h} : h ∈ H˜b},
τ−(λ) = {{T−(λ)h, (I −M4−(λ)T−(λ))h} : h ∈ Hb}(4.125)
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(c.f. proofs of the equalities (4.43) and (4.44) in Theorem 4.5). Moreover, combining (4.122)
and (4.123) with with the equalities (4.97), (4.98) and (4.102), (4.103) one gets
Γ˜0bvτ (λ) = (iPĤb − T+(λ)− iPĤbM4+(λ)T+(λ))M3+(λ)PH , λ ∈ C+,
Γ1bvτ (λ) = (−PHb + PHbM4+(λ)T+(λ))M3+(λ)PH , λ ∈ C+,
Γ˜0bvτ (λ) = −T−(λ)S−(λ), Γ1bvτ (λ) = −(I −M4−(λ)T−(λ))S−(λ), λ ∈ C−,
which in view of (4.124) and (4.125) yields the inclusions (4.45). This implies that vτ (·, λ)
satisfies (4.120) and (4.121). Finally, by using the same arguments as in Theorem 4.5 one
proves uniqueness of the solution vτ (·, λ). 
5. m-functions
Assume that Πα = {H0⊕H1,Γ0,Γ1} is a decomposing boundary triplet for Tmax defined
by (3.44) and one of the equalities (3.31), (3.38) or (3.42).
Definition 5.1. A boundary parameter τ (at the endpoint b) is:
— a collection τ = {τ+, τ−} ∈ R˜α(H˜b,Hb) of operator pairs (2.3) with α = +1 in Case
1 and α = −1 in Case 3 ;
— an operator pair τ ∈ R˜(Hb) defined by (2.16) in Case 2.
If n+ = n− and Π = {H,Γ0,Γ1} is a decomposing boundary triplet (3.34), (3.44) for
Tmax, then a boundary parameter is an operator pair τ = R˜(Hb) of the form (2.16).
Let τ be a boundary parameter and let vτ (·, λ) ∈ L2∆[H0,H] be the corresponding operator
solution of Eq. (3.3) defined in Theorems 4.5, 4.9 and 4.13.
Definition 5.2. The operator function mτ (·) : C \ R→ [H0] defined by
(5.1) mτ (λ) = (Γ0a + Γ̂a)vτ (λ) +
i
2PĤ , λ ∈ C \ R,
will be called the m-function corresponding to the boundary parameter τ or, equivalently,
to the boundary value problem (4.1)–(4.3) (in Case 1 ), (4.46)–(4.48) (in Case 2 ) or (4.88)–
(4.90) (in Case 3 ).
If n+ = n−, then mτ (·) corresponds to the boundary value problem (4.1), (4.5). In this
case the m-function mτ (·) will be called canonical if τ ∈ R˜0(Hb).
It follows from (4.37) that mτ (·) satisfies the equality
(5.2) vτ,a(λ)
(
=
(
Γ0a + Γ̂a
Γ1a
)
vτ (λ)
)
=
(
mτ (λ)−
i
2PĤ
−PH
)
: H0 → H0 ⊕H, λ ∈ C \ R.
In the following proposition we show that them-functionmτ (·) can be defined in a somewhat
different way.
Proposition 5.3. Let Πα = {H0⊕H1,Γ0,Γ1} be a decomposing boundary triplet for Tmax,
let τ be a boundary parameter at the endpoint b and let ϕ(·, λ)(∈ [H0,H]) and ψ(·, λ)(∈
[H0,H]), λ ∈ C, be the operator solutions of Eq. (3.3) with the initial data
(5.3) ϕa(λ) =
(
IH0
0
)
: H0 → H0 ⊕H, ψa(λ) =
(
− i2PĤ
−PH
)
: H0 → H0 ⊕H, λ ∈ C.
Then there exists a unique operator function m(·) : C\R→ [H0] such that for every λ ∈ C\R
the operator solution v(·, λ) of Eq. (3.3) given by
(5.4) v(t, λ) := ϕ(t, λ)m(λ) + ψ(t, λ)
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belongs to L2∆[H0,H] and satisfies the following boundary conditions: (4.38)–(4.40) in Case
1; (4.83) and (4.84) in Case 2; (4.119)–(4.121) in Case 3. Moreover, the equalities v(t, λ) =
vτ (t, λ) and m(λ) = mτ (λ) are valid.
Proof. Let mτ (·) be the m-function in the sense of Definition 5.2 and let v(·, λ), λ ∈ C \R,
be the solution of Eq. (3.3) given by (5.4) with m(λ) = mτ (λ). Then in view of (5.3) and
(5.2) one has va(λ) = vτ,a(λ) and, consequently, v(t, λ) = vτ (t, λ). Therefore by Theorems
4.5, 4.9 and 4.13 v(·, λ) belongs to L2∆[H0,H] and satisfies the required boundary conditions.
Hence there exists an operator function m(λ)(= mτ (λ)) with the desired properties.
Assume now that the solution v(·, λ) of Eq. (3.3) given by (5.4) with somem(λ) belongs to
L2∆[H0,H] and satisfies the specified boundary conditions. Then in view of (5.3) Γ1av(λ) =
−PH and according to Theorems 4.5, 4.9 and 4.13 v(t, λ) = vτ (t, λ). Therefore m(λ) =
mτ (λ), which proves uniqueness of m(λ). 
Description of all m-functions immediately in terms of the boundary parameter τ is
contained in the following three theorems.
Theorem 5.4. Let in Case 1 the assumptions of Proposition 4.4 be satisfied and let τ0 =
{τ+, τ−} be a boundary parameter (2.3), (4.6). Then m0(λ) = mτ0(λ) and for every boundary
parameter τ = {τ+, τ−} defined by (2.3) the corresponding m-function mτ (·) is of the form
(5.5) mτ (λ) = m0(λ) +M2+(λ)(C0(λ)− C1(λ)M4+(λ))
−1C1(λ)M3+(λ), λ ∈ C+.
Proof. It follows from (4.9) and (4.11)–(4.13) that v0(t, λ) = vτ0(t, λ) and (4.10) yields
m0(λ) = mτ0(λ). Next, applying the operator Γ0a + Γ̂a to the equalities (4.41) and (4.42)
with taking (4.10) and (4.15) into account one obtains
mτ (λ) = m0(λ) −M2+(λ)(τ+(λ) +M4+(λ))
−1M3+(λ), λ ∈ C+,(5.6)
mτ (λ) = m0(λ)−M2−(λ)(τ
∗
+(λ) +M4−(λ))
−1M3−(λ), λ ∈ C−.(5.7)
It follows from the equalityM∗+(λ) =M−(λ) thatm
∗
0(λ) = m0(λ), M
∗
2+(λ) =M3−(λ), M
∗
3+(λ) =
M2−(λ) and M
∗
4+(λ) =M4−(λ). This and (5.6), (5.7) yield
(5.8) m∗τ (λ) = mτ (λ), λ ∈ C \ R.
Moreover, according to [31, Lemma 2.1] 0 ∈ ρ(C0(λ) − C1(λ)M4+(λ)) and
−(τ+(λ) +M4+(λ))
−1 = (C0(λ) − C1(λ)M4+(λ))
−1C1(λ), λ ∈ C+,
which together with (5.6) yields (5.5). 
The following corollary is immediate from Theorem 5.4 and the equalities (3.32).
Corollary 5.5. Let n+ = n−, let Π = {H,Γ0,Γ1} be a decomposing boundary triplet (3.34),
(3.44) for Tmax, let τ0 = {(IHb , 0);Hb} ∈ R˜
0(Hb) and let
(5.9) M(λ) =
(
m0(λ) M2(λ)
M3(λ) M4(λ)
)
: H0 ⊕Hb → H0 ⊕Hb, λ ∈ C \ R,
be the block representation of the Weyl function of Π. Then m0(λ) = mτ0(λ) and for every
boundary parameter τ defined by (2.16) the corresponding m-function mτ (·) is
(5.10) mτ (λ) = m0(λ) +M2(λ)(C0(λ) − C1(λ)M4(λ))
−1C1(λ)M3(λ), λ ∈ C \ R.
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Theorem 5.6. Let in Case 2 the assumptions of Proposition 4.8 be satisfied, let τ0 =
{(IHb , 0);Hb} ∈ R˜
0(Hb) and let S(λ) be the operator function (4.87).
Then: 1) m0(λ) = mτ0(λ) and for every boundary parameter τ defined by (2.16) the
corresponding m-function mτ (·) is
(5.11) mτ (λ) = m0(λ) +M2(λ)(C0(λ)− C1(λ)M4(λ))
−1C1(λ)S−(λ), λ ∈ C−.
2) mτ (λ) admits the triangular block representation
mτ (λ) =
(
m1,τ (λ) 0
m+,τ (λ)
i
2IH′2
)
: H ′0 ⊕H
′
2︸ ︷︷ ︸
H0
→ H ′0 ⊕H
′
2︸ ︷︷ ︸
H0
, λ ∈ C+(5.12)
mτ (λ) =
(
m1,τ (λ) m−,τ (λ)
0 − i2IH′2
)
: H ′0 ⊕H
′
2︸ ︷︷ ︸
H0
→ H ′0 ⊕H
′
2︸ ︷︷ ︸
H0
, λ ∈ C−,(5.13)
where
m1,τ (λ) =M1(λ) +M2(λ)(C0(λ)− C1(λ)M4(λ))
−1C1(λ)M3(λ), λ ∈ C \ R,(5.14)
m−,τ (λ) = N1−(λ) +M2(λ)(C0(λ) − C1(λ)M4(λ))
−1C1(λ)N2−(λ), λ ∈ C−,(5.15)
m+,τ (λ) = m
∗
−,τ (λ), λ ∈ C+.(5.16)
Proof. 1) The equality m0(λ) = mτ0(λ) is implied by (4.9), (4.54) and (4.55) in the same
way as in Theorem 5.4. Next, by (4.85), (4.86) and (4.10), (4.58) one has
mτ (λ) = m0(λ)− (M2(λ) +N2+(λ))(τ(λ) +M4(λ))
−1M3(λ)PH′
0
, λ ∈ C+,(5.17)
mτ (λ) = m0(λ) −M2(λ)(τ(λ) +M4(λ))
−1M3(λ)S−(λ), λ ∈ C−.(5.18)
It follows from (4.50), (4.51) and the equality M∗+(λ) =M−(λ) that for all λ ∈ C−
(M3(λ)PH′
0
)∗ =M2(λ), M
∗
4 (λ) =M4(λ),
(M2(λ) +N2+(λ))
∗ = (M3(λ) : N2−(λ)) = S−(λ).
This and (5.17), (5.18) yield the equality (5.8). Moreover, applying to (5.18) the same
arguments as in the proof of Theorem 5.4 one obtains (5.11).
2) It follows from (5.11) and (4.87) that
mτ (λ) =
(
M1(λ) N1−(λ)
0 − i2IH′2
)
+
(
M2(λ)
0
)
(C0(λ) − C1(λ)M4(λ))
−1C1(λ)(M3(λ) : N2−(λ))
for all λ ∈ C−. This proves (5.13)–(5.15), which in view of (5.8) implies (5.12) and (5.16). 
Theorem 5.7. Let in Case 3 the conditions of Proposition 4.12 be fulfilled, let τ0 = {τ+, τ−}
be a boundary parameter (2.3), (4.91) and let S−(λ) be the operator function (4.118). Then:
1) m0(λ) = mτ0(λ) and for every boundary parameter τ = {τ+, τ−} defined by (2.3) the
m-function mτ (·) is of the form
(5.19) mτ (λ) = m0(λ) +M2−(λ)(D0(λ) −D1(λ)M4−(λ))
−1D1(λ)S−(λ), λ ∈ C−.
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2) The m-function mτ (·) has the triangular block representation
mτ (λ) =
(
m1,τ (λ) 0
m+,τ (λ)
i
2IĤ
)
: H ⊕ Ĥ︸ ︷︷ ︸
H0
→ H ⊕ Ĥ︸ ︷︷ ︸
H0
, λ ∈ C+(5.20)
mτ (λ) =
(
m1,τ (λ) m−,τ (λ)
0 − i2IĤ
)
: H ⊕ Ĥ︸ ︷︷ ︸
H0
→ H ⊕ Ĥ︸ ︷︷ ︸
H0
, λ ∈ C−,(5.21)
where
m1,τ (λ) =M1(λ) +M2−(λ)(D0(λ) −D1(λ)M4−(λ))
−1D1(λ)M3−(λ), λ ∈ C−,(5.22)
m−,τ (λ) = N1−(λ) +M2−(λ)(D0(λ)−D1(λ)M4−(λ))
−1D1(λ)N2−(λ), λ ∈ C−,(5.23)
m1,τ (λ) = m
∗
1,τ (λ), m+,τ (λ) = m
∗
−,τ (λ), λ ∈ C+.(5.24)
Proof. We give only the sketch of the proof, because it is similar to that of Theorems 5.4
and 5.6. The equality m0(λ) = mτ0(λ) follows from (4.9) and (4.96)-(4.98). Next, by using
(4.10), (4.100), (4.101) and (4.122),(4.123) one proves the equalities
mτ (λ) = m0(λ)− (M2+(λ) +N2+(λ))(τ
∗
−(λ) +M4+(λ))
−1M3+(λ)PH , λ ∈ C+,
mτ (λ) = m0(λ)−M2−(λ)(τ−(λ) +M4−(λ))
−1S−(λ), λ ∈ C−,
which imply (5.8) and (5.19). Moreover, in view of (4.118) the equality (5.19) can be written
as
mτ (λ) =
(
M1(λ) N1−(λ)
0 − i2IĤ
)
+
(
M2−(λ)
0
)
(D0(λ)−D1(λ)M4−(λ))
−1D1(λ)(M3−(λ) : N2−(λ)).
This and (5.8) yield (5.20)–(5.24). 
Proposition 5.8. The m-function mτ (·) is a Nevanlinna operator function such that the
relation
(5.25) (Imλ)−1 · Immτ (λ) ≥
∫
I
v∗τ (t, λ)∆(t)vτ (t, λ) dt
holds for all λ ∈ C+ in Case 1 and λ ∈ C− in Cases 2 and 3.
If in addition n+ = n−, then (5.25) holds for all λ ∈ C \ R.
Proof. We prove the proposition only for Case 1 (in Cases 2 and 3 the proof is similar).
Let Π+ = {H0 ⊕ H1,Γ0,Γ1} be a decomposing boundary triplet (3.44), (3.31) for Tmax
and let τ = {τ+, τ−} ∈ R˜+1(H˜b,Hb) be a boundary parameter defined by (2.3). Let us show
that the corresponding m-function mτ (·) satisfies (5.25).
Assume that λ ∈ C+, h0 ∈ H0 and let y := vτ (λ)h0, so that y = y(t) = vτ (t, λ)h0, t ∈ I.
Applying the Lagrange’s identity (3.5) to {y, λy} ∈ Tmax and taking the equalities (1.3) and
(3.16) into account one obtains
(5.26) Imλ · (y, y)∆ =
1
2 (||Γ̂by||
2 − ||Γ̂ay||
2) + Im (Γ1ay,Γ0ay)− Im (Γ1by,Γ0by).
It follows from (4.38) that P
Ĥ
Γ̂by = Γ̂ay + iPĤh0 and, therefore,
(5.27) ||P
Ĥ
Γ̂by||
2 = ||Γ̂ay||
2 + ||P
Ĥ
h0||
2 + 2Im(Γ̂ay, PĤh0).
Moreover, in view of (3.29) one has
(5.28) PH′
2
Γ̂by = PH′
2
Γ˜0by, (Γ1by,Γ0by) = (Γ1by, Γ˜0by).
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Now by using first the decomposition (3.28) and then the equality (5.27) one gets
||Γ̂by||
2 − ||Γ̂ay||
2 = ||P
Ĥ
Γ̂by||
2 + ||PH′
2
Γ̂by||
2 − ||Γ̂ay||
2 =(5.29)
||P
Ĥ
h0||
2 + 2Im(Γ̂ay, PĤh0) + ||PH′2 Γ˜0by||
2.
Next, according to (5.2)
Γ0ay = PHmτ (λ)h0, Γ1ay = −PHh0,(5.30)
Γ̂ay = PĤmτ (λ)h0 −
i
2PĤh0(5.31)
and substitution of (5.31) to (5.29) yields
(5.32) ||Γ̂by||
2 − ||Γ̂ay||
2 = 2Im (P
Ĥ
mτ (λ)h0, PĤh0) + ||PH′2 Γ˜0by||
2.
Moreover, by (5.30) one has
(5.33) Im (Γ1ay,Γ0ay) = Im (PHmτ (λ)h0, PHh0).
Substituting now (5.32) and (5.33) to (5.26) and taking the second equality in (5.28) into
account we obtain
(5.34) Imλ · (y, y)∆ = Im (mτ (λ)h0, h0)− (Im (Γ1by, Γ˜0by)−
1
2 ||PH′2 Γ˜0by||
2).
It follows from (4.39) that {Γ˜0by,Γ1by} ∈ τ+(λ). Therefore according to [32, Proposition
4.3]
(5.35) Im (Γ1by, Γ˜0by)−
1
2 ||PH′2 Γ˜0by||
2 ≥ 0.
Moreover, in view of (3.1) one has
(5.36) (y, y)∆ =
∫
I
(∆(t)vτ (t, λ)h0, vτ (t, λ)h0) dt = ((
∫
I
v∗τ (t, λ)∆(t)vτ (t, λ) dt)h0, h0).
Combining now (5.35) and (5.36) with (5.34) we arrive at the relation (5.25).
It follows from (5.5) that the operator function mτ (·) is holomorphic in C+. Moreover,
the relation (5.25) shows that Immτ (λ) ≥ 0 for all λ ∈ C+. This and (5.8) imply that mτ (·)
is a Nevanlinna function. 
In the following proposition we show that a canonical m-function mτ (·) is the Weyl
function of some symmetric extension of Tmin.
Proposition 5.9. Assume that n+ = n− and Π = {H,Γ0,Γ1} is a decomposing boundary
triplet (3.34), (3.44) for Tmax. Moreover, let τ ∈ R˜0(Hb) be a boundary parameter (2.19)
and let vτ (·, λ) ∈ L2∆[H0,H] be the operator solution of Eq. (3.3) defined in Theorem 4.5.
Then: 1) The equalities
T˜ = {{y˜, f˜} ∈ Tmax : y(a) = 0, Γ̂ay = Γ̂by, C0Γ0by + C1Γ1by = 0},
T˜ ∗ = {{y˜, f˜} ∈ Tmax : C0Γ0by + C1Γ1by = 0}
define a symmetric extension T˜ of Tmin and its adjoint T˜
∗;
2) The collection Πn = {H0,Γn0 ,Γ
n
1} with the operators
(5.37) Γn0{y˜, f˜} = −Γ1ay + i(Γ̂a − Γ̂b)y, Γ
n
1{y˜, f˜} = Γ0ay +
1
2 (Γ̂a + Γ̂b)y, {y˜, f˜} ∈ T˜
∗,
is a boundary triplet for T˜ ∗. Moreover, the γ-field γn(·) and Weyl function Mn(·) of Πn are
(5.38) γn(λ) = pivτ (λ), M
n(λ) = mτ (λ), λ ∈ C \ R;
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3) the following identity holds
(5.39) mτ (µ)−m
∗
τ (λ) = (µ− λ)
∫
I
v∗τ (t, λ)∆(t)vτ (t, µ) dt, µ, λ ∈ C \ R.
This implies that for the canonical m-function mτ (·) the inequality (5.25) turns into the
eq1uality, which holds for all λ ∈ C \ R.
Proof. Clearly, we may assume that τ is given in the normalized form (2.20), in which case
the operators
Γ0{y˜, f˜} = {−Γ1ay + i(Γ̂a − Γ̂b)y, C0Γ0by + C1Γ1by}(∈ H0 ⊕Hb),(5.40)
Γ1{y˜, f˜} = {Γ0ay +
1
2 (Γ̂a + Γ̂b)y, C1Γ0by − C0Γ1by}(∈ H0 ⊕Hb), {y˜, f˜} ∈ Tmax,(5.41)
form a decomposing boundary triplet Π = {H,Γ0,Γ1} for Tmax. Let γ(λ) be the γ-field and
(5.42) M(λ) =
(
m0(λ) M2(λ)
M3(λ) M4(λ)
)
: H0 ⊕Hb → H0 ⊕Hb, λ ∈ C \ R,
be the Weyl function of the triplet Π. Assume also that v0(·, λ) ∈ L2∆[H0,H] is the operator
solution of Eq. (3.3) defined in Proposition 4.4 (for the triplet Π). Then v0(t, λ) = vτ (t, λ)
and (4.19) yields γ(λ) ↾ H0 = pivτ (λ). Moreover, in view of (4.10) one has m0(λ) =
mτ (λ), λ ∈ C \ R. Applying now Proposition 2.12 to the triplet Π (with H˙0 = H˙1 = H0)
we obtain the statements 1) and 2). Finally, (5.39) follows from the identity (2.45) for the
triplet Πn and Lemma 3.2, 2) applied to the solution vτ (·, λ). 
Remark 5.10. Let Π = {H,Γ0,Γ1} be a decomposing boundary triplet for Tmax, let τ ∈
R˜0(Hb) be a boundary parameter given in the normalized form (2.19), (2.20) and let Π =
{H,Γ0,Γ1} be a decomposing boundary triplet (5.40), (5.41) for Tmax. It is easy to see that
Π and Π are connected by (
Γ0
Γ1
)
=
(
X1 X2
X3 X4
)(
Γ0
Γ1
)
,
where Xj ∈ [H0 ⊕Hb] are defined as follows:
X1 =
(
I 0
0 C0
)
, X2 =
(
0 0
0 −C1
)
, X3 =
(
0 0
0 C1
)
, X4 =
(
I 0
0 C0
)
.
Therefore according to [6] the Weyl functions M(·) andM(·) of the triplets Π and Π respec-
tively are connected via
(5.43) M(λ) = (X3 +X4M(λ))(X1 +X2M(λ))
−1.
By using the block representation (5.9) of M(λ) one obtains (X1 +X2M(λ))
−1 =
=
(
I 0
−C1M3 C0 − C1M4
)−1
=
(
I 0
(C0 − C1M4)−1C1M3 (C0 − C1M4)−1
)
and (5.43), (5.42) imply that m0(λ) coincides with the right hand side of (5.10). This and
the equality mτ (λ) = m0(λ) obtained in the proof of Proposition 5.9 yield (5.10). Thus, for
canonical m-functions mτ (·) formula (5.10) is a simple consequence of the relation (5.43) for
Weyl functions.
Note that considerations in this remark are inspired by [6, Remark 86], where the Krein
formula for resolvents was proved in a similar way.
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6. Particular cases
6.1. Symmetric systems with minimal deficiency indices. It follows from (3.13) that
the minimally possible deficiency indices of Tmin are
(6.1) n+ = ν+, n− = ν−
and (6.1) holds if and only if νb+ = νb− = 0 or, equivalently, [y, z]b = 0 for all y, z ∈
dom Tmax. This implies that the system (3.2) with minimal deficiency indices of Tmin is in
Case 2 and by (3.17) Hb = Ĥb = {0}. Therefore in (3.35)
(6.2) H ′0 = H, H
′
2 = Ĥ
and the decomposing boundary triplet for Tmax takes the form Π− = {H0 ⊕ H,Γ0,Γ1},
where H0 is given by (3.11) and
(6.3) Γ0{y˜, f˜} = {−Γ1ay, iΓ̂ay} (∈ H ⊕ Ĥ), Γ1{y˜, f˜} = Γ0ay (∈ H), {y˜, f˜} ∈ Tmax.
In the case of minimal deficiency indices the symmetric extension T defined by (3.51)
coincides with
(6.4) A0(= kerΓ0) = {{y˜, f˜} ∈ Tmax : Γ1ay = Γ̂ay = 0}
(c.f. (3.54)). The unique generalized resolventR0(λ) ofA0 is of the form (4.49) and according
to Theorem 4.6 it is given by the boundary value problem
Jy′ −B(t)y = λ∆(t)y +∆(t)f(t), t ∈ I,(6.5)
Γ1ay = 0, λ ∈ C+; Γ1ay = 0, Γ̂ay = 0, λ ∈ C−.(6.6)
In view of Theorem 4.9 for each λ ∈ C \ R there exists a unique operator solution
v(·, λ) ∈ L2∆[H0,H] of Eq. (3.3) such that
Γ1av(λ) = −PH , λ ∈ C+; Γ1av(λ) = −PH , iΓ̂av(λ) = PĤ , λ ∈ C−,
and according to Definition 5.2 the m-function of the boundary value problem (6.5), (6.6)
is given by
(6.7) m(λ) = (Γ0a + Γ̂a)v(λ) +
i
2PĤ , λ ∈ C \ R.
In view of Proposition 5.3 the m-function m(·) can be also defined by the relations
(6.8) v(t, λ) := ϕ(t, λ)m(λ) + ψ(t, λ) ∈ L2∆[H0,H], λ ∈ C \ R; iΓ̂av(λ) = PĤ , λ ∈ C−,
where ϕ(·, λ) and ψ(·, λ) are the solutions of Eq. (3.3) with the initial data (5.3).
Next, Proposition 4.8, 2) and Theorem 5.6 yield the following proposition.
Proposition 6.1. Assume that Tmin has minimal deficiency indices (6.1), Π− = {H0 ⊕
H,Γ0,Γ1} is a decomposing boundary triplet (6.3) for Tmax, γ−(·) is the γ-field and
M+(λ) = (M(λ) : N+(λ))
⊤ : H → H ⊕ Ĥ, λ ∈ C+,(6.9)
M−(λ) = (M(λ) : N−(λ)) : H ⊕ Ĥ → H, λ ∈ C−,(6.10)
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are the corresponding Weyl functions. Then γ−(λ) = piv(λ), λ ∈ C−, and the following
equalities hold
m(λ) =
(
M(λ) 0
N+(λ)
i
2IĤ
)
: H ⊕ Ĥ︸ ︷︷ ︸
H0
→ H ⊕ Ĥ︸ ︷︷ ︸
H0
, λ ∈ C+(6.11)
m(λ) =
(
M(λ) N−(λ)
0 − i2IĤ
)
: H ⊕ Ĥ︸ ︷︷ ︸
H0
→ H ⊕ Ĥ︸ ︷︷ ︸
H0
, λ ∈ C−.(6.12)
Formulas (6.11) and (6.12) imply that the m-function m(·) coincides with the functionM(·)
corresponding to the decomposing boundary triplet Π− (see (2.38) and (2.39)).
Combining the latter statement of Proposition 6.1 with (2.40) and taking the equality
γ−(λ) = piv(λ) and Lemma 3.2, 2) into account we obtain the following corollary.
Corollary 6.2. m(·) is a Nevanlinna operator function satisfying the identity
m(µ)−m∗(λ) = (µ− λ)
∫
I
v∗(t, λ)∆(t)v(t, µ) dt, µ, λ ∈ C−.(6.13)
Remark 6.3. It follows from (6.8) and (6.11) that the Weyl function (6.9) of the decomposing
boundary triplet Π− for Tmax is defined by the relation
ϕ(t, λ)M+(λ) + χ(t, λ) ∈ L
2
∆[H,H], λ ∈ C+,
where χ(t, λ)(∈ [H,H]) is a solution of Eq. (3.3) with the initial data (1.38). This and (1.37)
imply that M+(λ) coincides with the Titchmarsh - Weyl coefficient MTW (λ) introduced in
[20] for symmetric systems (3.2) with minimal deficiency indices n± under the additional
assumption that the operator Xa is of the special form (3.20). Observe also that the square
matrixm(λ) defined by (6.11) appears in [20, p.34], where it forms the upper left block of the
Nevanlinna matrix M̂(λ) (here M̂(λ) is the Titchmarsh - Weyl coefficient of the ”doubled”
system with equal deficiency indices).
6.2. Symmetric systems with minimal equal deficiency indices. It follows from
(3.13) and (3.14) that the minimally possible equal deficiency indices of Tmin are
(6.14) n+ = n− = ν−
and the equalities (6.14) hold if and only if νb− = 0 and νb+ = ν̂. Therefore by (3.17) and
Proposition 3.4 the (ordinary) decomposing boundary triplet for Tmax in the case (6.14)
takes the form Π = {H0,Γ0,Γ1} with
(6.15) Γ0{y˜, f˜} = (−Γ1a+ i(Γ̂a− Γ̂b))y, Γ1{y˜, f˜} = (Γ0a+
1
2 (Γ̂a+Γ̂b))y, {y˜, f˜} ∈ Tmax,
where Γ̂b : dom Tmax → Ĥ is a surjective linear mapping such that
[y, z]b = i(Γ̂by, Γ̂bz), y, z ∈ dom Tmax.
Moreover, the extension (3.49) coincides with the self-adjoint extension
(6.16) A0(= ker Γ0) = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ̂ay = Γ̂by}
and the canonical resolvent R0(λ) = (A0 − λ)−1, λ ∈ C \ R, is defined by the boundary
value problem (c.f. (4.5))
Jy′ −B(t)y = λ∆(t)y +∆(t)f(t), t ∈ I,(6.17)
Γ1ay = 0, Γ̂ay = Γ̂by, λ ∈ C \ R.(6.18)
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It follows from Theorem 4.5 that in the case (6.14) for each λ ∈ C \R there exists a unique
operator solution v(·, λ) ∈ L2∆[H0,H] of Eq. (3.3) such that
Γ1v(λ) = −PH , i(Γ̂ay − Γ̂b)v(λ) = PĤ , λ ∈ C \ R,
and according to Definition 5.2 and Proposition 5.3 the (canonical) m-function m(·) of the
boundary value problem (6.17), (6.18) is defined by (6.7) or, equivalently, by the relations
v(t, λ) := ϕ(t, λ)m(λ) + ψ(t, λ) ∈ L2∆[H0,H], i(Γ̂a − Γ̂b)v(λ) = PĤ , λ ∈ C \R.
Finally, (4.19) and Corollary 5.5 yield the following proposition.
Proposition 6.4. Let Tmin has minimal equal deficiency indices (6.14), let Π = {H0,Γ0,Γ1}
be the decomposing boundary triplet (6.15) for Tmax, let γ(·) and M(·) be the corresponding
γ-field and Weyl function respectively and let m(·) be the m-function of the boundary value
problem (6.17), (6.18). Then
γ(λ) = piv(λ), M(λ) = m(λ), λ ∈ C \ R,
and the identity (5.39) holds with mτ (λ) = m(λ) and vτ (t, λ) = v(t, λ).
6.3. Hamiltonian systems. Recall that the system (3.2) ia called Hamiltonian if ν+ =
ν− =: ν, in which case the following assertions hold:
1) Ĥ = {0}, so that H = H ⊕H (with dimH = ν) and the signature operator (1.3) takes
the form (1.5);
2) the deficiency indices of Tmin are n± = ν + νb± (c.f. (3.13));
3) the block representation (3.19) of the mapping Γa takes the form
Γa =
(
Γ0a
Γ1a
)
: AC(I;H)→ H ⊕H.
In this subsection we let
α = sign (νb+ − νb−) = sign (n+ − n−).
Clearly, the Hamiltonian system (3.2) is in Case 1 when α ∈ {0, 1} and in Case 3 when
α = −1. Moreover, in view of (3.14) n+ = n− if and only if
(6.19) νb+ = νb− =: νb.
Assume that Hb and Ĥb are Hilbert spaces and Γb is a surjective linear map (3.15) such
that (3.16) holds. Let H˜b = Hb ⊕ Ĥb and let Γ˜0b : domTmax → H˜b be the mapping (3.40).
The following proposition is implied by Proposition 3.4.
Proposition 6.5. Let in the case of the Hamiltonian system (3.2) H0 := H ⊕ H˜b, H1 =
H ⊕Hb and let Γj : Tmax → Hj , j ∈ {0, 1}, be the linear maps given for {y˜, f˜} ∈ Tmax by
(6.20) Γ0{y˜, f˜} = {−Γ1ay, Γ˜0by}(∈ H ⊕ H˜b), Γ1{y˜, f˜} = {Γ0ay,−Γ1by}(∈ H ⊕Hb).
Then the collection Πα = {H0 ⊕H1,Γ0,Γ1} is a decomposing boundary triplet for Tmax.
If in addition n+ = n−, then Πα turns into the ordinary boundary triplet Π = {H,Γ0,Γ1},
where H = H ⊕ Hb and the operators Γ0 and Γ1 are given by (6.20) with H˜b = Hb and
Γ˜0b = Γ0b.
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It follows from Propositions 3.7 and 3.9 that in the case of the Hamiltonian system the
equality
(6.21) T = {{y˜, f˜} ∈ Tmax : Γ1ay = 0, Γ˜0by = Γ1by = 0}
defines a symmetric extension T of Tmin with the deficiency indices n±(T ) = νb±. If in
addition n+ = n−, then in (6.21) Γ˜0b = Γ0b and T has equal deficiency indices n+(T ) =
n−(T ) = νb.
Theorems 4.1 and 4.10 yield the following theorem.
Theorem 6.6. Let in the case of the Hamiltonian system (3.2) Πα = {H0⊕H1,Γ0,Γ1} be a
decomposing boundary triplet (6.20) for Tmax. If τ = {τ+, τ−} ∈ R˜α(H˜b,Hb) is a collection
(2.3), then for every f ∈ L2∆(I) the boundary value problem
Jy′ −B(t)y = λ∆(t)y +∆(t)f(t), t ∈ I,(6.22)
Γ1ay = 0, λ ∈ C \ R(6.23)
C0(λ)Γ˜0by + C1(λ)Γ1by = 0, λ ∈ C+; D0(λ)Γ˜0by +D1(λ)Γ1by = 0, λ ∈ C−,(6.24)
has a unique solution y(t, λ) = yf (t, λ) and the equality (4.4) defines a generalized resolvent
R(λ) =: Rτ (λ) of T (see (6.21)). Conversely, for each generalized resolvent R(λ) of T there
exists a unique τ ∈ R˜α(H˜b,Hb) such that R(λ) = Rτ (λ).
If in addition n+ = n− and Π = {H,Γ0,Γ1} is an ordinary decomposing boundary triplet
for Tmax, then the statements of the theorem hold with the Nevanlinna operator pairs τ ∈
R˜(Hb) in the form (2.16) and the boundary conditions
(6.25) Γ1ay = 0, C0(λ)Γ0by + C1(λ)Γ1by = 0, λ ∈ C \ R,
instead of (6.23) and (6.24). In this case Rτ (λ) is a canonical resolvent of T if and only if
τ ∈ R˜0(Hb).
For Hamiltonian systems the operator solution vτ (·, λ) takes on values in [H,H] in place
of [H0,H] for general systems. More precisely, the following theorem is implied by Theorems
4.5 and 4.13.
Theorem 6.7. Let the assumptions of Theorem 6.6 be satisfied. Then for each collection τ =
{τ+, τ−} ∈ R˜α(H˜b,Hb) defined by (2.3) there exists a unique solution vτ (·, λ) ∈ L2∆[H,H] of
Eq. (3.3) such that
Γ1avτ (λ) = −IH , λ ∈ C \ R,(6.26)
C0(λ)Γ˜0bvτ (λ) + C1(λ)Γ1bvτ (λ) = 0, λ ∈ C+,(6.27)
D0(λ)Γ˜0bvτ (λ) +D1(λ)Γ1bvτ (λ) = 0, λ ∈ C−.(6.28)
If n+ = n−, then τ ∈ R˜(Hb) is given by (2.16) and the conditions (6.26)–(6.28) take the
form
(6.29) Γ1avτ (λ) = −IH , C0(λ)Γ0bvτ (λ) + C1(λ)Γ1bvτ (λ) = 0, λ ∈ C \ R.
Next, a boundary parameter in the sense of Definition 5.1 is a collection τ = {τ+, τ−} ∈
R˜α(H˜b,Hb) of operator pairs (2.3). Moreover, in the case n+ = n− the boundary parameter
is an operator pair τ ∈ R˜(Hb) given by (2.16).
For Hamiltonian systems Definition 5.2 and Proposition 5.3 take the following form.
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Definition 6.8. The operator function mτ (·) : C \ R→ [H ] defined by
mτ (λ) = Γ0avτ (λ), λ ∈ C \ R,
is called the m-function corresponding to the boundary parameter τ or, equivalently, to the
boundary value problem (6.22)–(6.24).
If n+ = n−, then mτ (·) corresponds to the problem (6.22), (6.25). In this case the
m-function mτ (·) is called canonical if τ ∈ R˜0(Hb).
Proposition 6.9. The m-function mτ (·) is a unique [H ]-valued function such that
(6.30) vτ (t, λ) := ϕ(t, λ)mτ (λ) + ψ(t, λ) ∈ L
2
∆[H,H], λ ∈ C \ R,
and the boundary conditions (6.27) and (6.28) are satisfied. If, in addition, n+ = n− and
τ ∈ R˜0(Hb) is given by (2.19), then the conditions (6.27) and (6.28) take the form
(6.31) C0Γ0bvτ (λ) + C1Γ1bvτ (λ) = 0, λ ∈ C \ R.
In formula (6.30) ϕ(·, λ) and ψ(·, λ) are the operator solutions of Eq. (3.3) with values in
[H,H ⊕H ] and such that
ϕa(λ) =
(
IH
0
)
: H → H ⊕H, ψa(λ) =
(
0
−IH
)
: H → H ⊕H, λ ∈ C.
The following theorem is implied by Theorems 5.4, 5.7 and Corollary 5.5.
Theorem 6.10. Let the conditions of Theorem 6.6 be satisfied and let τ0 = {τ+, τ−} be a
boundary parameter (2.3) defined by (4.6) in the case n+ > n− and by (4.91) in the case
n+ < n−. Assume also that the Weyl functions M±(·) have the block representations:
— in the case n+ > n−
M+(λ) =
(
m0(λ) M2+(λ)
M3+(λ) M4+(λ)
)
: H ⊕ H˜b → H ⊕Hb, λ ∈ C+;
— in the case n+ < n−
M−(λ) =
(
m0(λ) M2−(λ)
M3−(λ) M4−(λ)
)
: H ⊕ H˜b → H ⊕Hb, λ ∈ C−.
Moreover, let τ = {τ+, τ−} be a boundary parameter (2.3). Then: 1) m0(λ) = mτ0(λ); 2)
in the case n+ > n− the equality (5.5) holds; 3) in the case n+ < n− the equality
mτ (λ) = m0(λ) +M2−(λ)(D0(λ)−D1(λ)M4−(λ))
−1D1(λ)M3−(λ), λ ∈ C−,
is valid. Moreover, if n+ = n− and the Weyl function M(λ) has the block representation
(5.9) with H instead of H0, then for every boundary parameter τ in the form (2.16) the
equality (5.10) is valid.
For the Hamiltonian system the minimally possible deficiency indices of Tmin are
(6.32) n+ = n− = ν(= dimH),
in which case the boundary triplet (6.20) for Tmax takes the form Π = {H,Γ0,Γ1} with
(6.33) Γ0{y˜, f˜} = −Γ1ay, Γ1{y˜, f˜} = Γ0ay, {y˜, f˜} ∈ Tmax,
and the extension (6.21) turns into the self-adjoint extension
A0(= ker Γ0) = {{y˜, f˜} ∈ Tmax : Γ1ay = 0}.
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Moreover, the resolvent R(λ) = (A0 − λ)−1, λ ∈ C \ R, of this extension is defined by the
boundary value problem (6.22), (6.23).
It follows from Theorem 6.7 that in the case (6.32) for each λ ∈ C\R there exists a unique
operator solution v(·, λ) ∈ L2∆[H,H] of Eq. (3.3) such that Γ1av(λ) = −IH . The m-function
of the problem (6.22), (6.23) is defined by m(λ) = Γ0av(λ), λ ∈ C \ R, or, equivalently, by
the relation
v(t, λ) := ϕ(t, λ)m(λ) + ψ(t, λ) ∈ L2∆[H,H], λ ∈ C \ R.
Note in conclusion, that according to Proposition 6.4 m(·) is the Weyl function of the
boundary triplet (6.33).
Remark 6.11. Assume that n+ = n− and the operators Γ0b and Γ1b in (6.20) are defined
by (3.26). Moreover, let τ ∈ R˜0(Cνb) be a self-adjoint boundary parameter (2.19). Then
by using the matrix representation of C0 and C1 one can express the boundary condition
(6.31) as
[vτ (·, λ)h, χj ]b = 0, h ∈ H, j = 1÷ νb,
where χj ∈ dom Tmax are linear combinations of ψk and θk. This and Proposition 6.9 imply
that the canonical m-function mτ (·) is the Titchmarsh - Weyl coefficient of the Hamiltonian
system in the sense of [19].
7. Applications to differential operators
In this section we apply the above results to operators generated by a differential expres-
sion l[y] of an odd order r = 2n + 1 defined on an interval I = [a, b〉 (−∞ < a < b ≤ ∞)
with the regular endpoint a. Such an expression is of the form [41]
(7.1) l[y] = 1
w
{
n∑
k=0
(−1)k
(
i
2 [(qn−ky
(k))(k+1) + (qn−ky
(k+1))(k)] + (pn−ky
(k))(k)
)}
,
where pj(·), qj(·) and w(·) are real valued functions on I such that : 1) pj(·) and qj(·) are
smooth enough and q0(t) > 0, t ∈ I; 2) w(·) ∈ L1([a, β]) for each β ∈ I and w(t) > 0 a.e.
on I. Denote by y[k](·), k = 0 ÷ 2n+ 1 the quasi-derivatives of a complex-valued function
y(·) ∈ Ac(I) and let dom l be the set of functions y(·) for which l[y] := y[2n+1] makes sense
[41, 24, 40]. For each y ∈ dom l we let
y(1)(t) := {y[k−1](t)}nk=1(∈ C
n), y(2)(t) := {y[2n−k+1](t)}nk=1(∈ C
n),
y(t) = {y(1)(t), ŷ(t), y(2)(t)} (∈ C2n+1),
where ŷ(t) = q
1
2
0 (t)y
(n)(t). Moreover, for each m-component operator solution
(7.2) Y (t, λ) = (y1(t, λ) : y2(t, λ) : . . . ym(t, λ)) : C
m → C
of the differential equation
(7.3) l[y] = λy (λ ∈ C)
we put
Y (j)(t, λ) = (y
(j)
1 (t, λ) : y
(j)
2 (t, λ) : . . . : y
(j)
m (t, λ)) : C
m → Cn, j ∈ {1, 2},
Ŷ (t, λ) = (ŷ1(t, λ) : ŷ2(t, λ) : . . . : ŷm(t, λ)) : C
m → C,
Y(t, λ) = (Y (1)(t, λ) : Ŷ (t, λ) : Y (2)(t, λ))⊤ : Cm → C2n+1, t ∈ I.
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Next assume that L2r(I) is the Hilbert space of all complex-valued Borel functions on I
such that
∫
I
r(t)|f(t)|2 dt <∞. It is known [41] that the expression (7.1) generates in L2r(I)
the maximal operator L and the minimal operator L0. Moreover, L0 is a closed densely
defined symmetric operator and L∗0 = L.
By using the results of [24] one can easily prove the following assertion.
Assertion 7.1. Let l[y] be the expression (7.1) and let
J0 =
 0 0 −In0 iI1 0
In 0 0
 ∈ [Cn ⊕ C⊕ Cn], ∆0(t) = (w(t) 00 0
)
∈ [C⊕ C2n].
Then there exists a continuous operator function B0(t) = B
∗
0(t) ∈ [C
2n+1] (defined in terms
of pj and qj) such that:
1) a complex-valued function y(·, λ) (operator function Y (·, λ) of the form (7.2)) is a
solution of Eq. (7.3) if and only if y(·, λ) (resp. Y(·, λ)) is a solution of the symmetric
system
(7.4) J0y
′ −B0(t)y = λ∆0(t)y, t ∈ I;
2) the equality
(7.5) V {y, f} = {y, f˙}, {y, f} ∈ gr L,
with f˙(t) = {f(t), 0, . . . , 0}(∈ C2n+1) defines a unitary operator V : grL → Tmax, where
Tmax is the maximal relation in L2∆0(I) for the system
(7.6) J0y
′ −B0(t)y = ∆0(t)f(t), t ∈ I.
Moreover, V grL0 = Tmin, where Tmin is the minimal relation for the system (7.6).
Assertion 7.1 enables us to identify all the objects related to the expression (7.1) with
similar objects for the system (7.6). In particular, we assume that: 1) νb+ and νb− are
indices of inertia of the bilinear form (3.6) for the system (7.6); 2) the linear map Γb in
(3.15) is defined on domL, so that Γ0by, Γ1by and Γ̂by are the singular boundary values of a
function y ∈ domL and its quasi-derivatives (c.f. Remark 3.3). Moreover, let Xa ∈ [C2n+1]
be the operator such that X∗aJ0Xa = J0 and let
Γa = (Γ0a : Γ̂a : Γ1a)
⊤ : dom l → Cn ⊕ C⊕ Cn
be the linear map given by Γay = Xay(a), y ∈ dom l.
Clearly, for the system (7.6) one has ν− − ν+ = 1. Hence this system is either in Case 1
or in Case 3 and the reasonings in Subsection 3.3 take the following form:
1) Case 1 : νb+ − νb− ≥ 1 or, equivalently, n−(L0) ≤ n+(L0). In this case we put
d = νb+ − νb− − 1, Hb = Cνb− and Ĥb = Cd ⊕ C (c.f. (3.28)), so that the operator Γ̂b can
be represented as
Γ̂b = (Γ̂
′
b : Γ̂
′′
b )
⊤ : domL→ Cd ⊕ C.
This implies that H˜b = Cνb− ⊕ Cd and by (3.29) Γ˜0b = (Γ0b : Γ̂′b)
⊤.
2) Case 3 : νb+ − νb− ≤ 0 or, equivalently, n+(L0) < n−(L0). We put d′ = νb− −
νb+, Hb = Cνb+ and Ĥb = Cd
′
(c.f. (3.39)). Then H˜b = Cνb+ ⊕ Cd
′
(= Cνb−) and in view of
(3.40) one has
Γ˜0b = (Γ0b : Γ̂b)
⊤ : domL→ Cνb+ ⊕ Cd
′
.
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Now by using Assertion 7.1 one can easily reformulate all the previous results for sym-
metric systems (3.2) in terms of the expression (7.1). For example Theorems 4.5, 4.9 and
4.13 take the following form.
Theorem 7.2. Let τ = {τ+, τ−} ∈ R˜α(H˜b,Hb) be a collection of operator pairs (2.3) with
α = +1 in the case n−(L0) ≤ n+(L0) and α = −1 in the case n+(L0) < n−(L0). Then for
each λ ∈ C \ R there exists a unique (n+ 1)-component operator solution
(7.7) vτ (t, λ) = (v1(t, λ) : v2(t, λ) : . . . vn(t, λ) : vn+1(t, λ)) : C
n ⊕ C→ C
of Eq. (7.3) such that vj(·, λ) ∈ L2r(I), j = 1÷(n+1), and the following boundary conditions
are satisfied:
1) in the case n−(L0) ≤ n+(L0)
Γ1avτ (λ) = (−ICn : 0) : C
n ⊕ C→ Cn, λ ∈ C \ R,(7.8)
i(Γ̂a − Γ̂
′′
b )vτ (λ) = (0Cn : IC) : C
n ⊕ C→ C, λ ∈ C \ R,(7.9)
C0(λ)Γ˜0bvτ (λ) + C1(λ)Γ1bvτ (λ) = 0, λ ∈ C+,(7.10)
D0(λ)Γ˜0bvτ (λ) +D1(λ)Γ1bvτ (λ) = 0, λ ∈ C−.(7.11)
2) in the case n+(L0) < n−(L0) – the conditions (7.8), (7.10), (7.11) and
(7.12) iΓ̂avτ (λ) = (0Cn : IC) : C
n ⊕ C→ C, λ ∈ C−.
Here the linear map vτ (λ) : C
n ⊕ C→ Nλ(L0) is given by
(vτ (λ)h)(t) = vτ (t, λ)h =
n+1∑
j=1
vj(t, λ)hj , h = {h1, h2, . . . , hn, hn+1} ∈ C
n ⊕ C,
so that Γavτ (λ) = Xavτ (a, λ).
Next, the m-function mτ (·) of the expression l[y] corresponding to the boundary parame-
ter τ ∈ R˜α(H˜b,Hb) (with the same α as in Theorem 7.2) is defined as the m-function of the
system (7.6). In view of Proposition 5.3 this means that mτ (·) : C \R→ [Cn+1] is a unique
operator function such that for every λ ∈ C \ R the (n + 1)-component operator solution
(7.7) of Eq. (7.3) given by
vτ (t, λ) := Y1(t, λ)mτ (λ) + Y2(t, λ)
possesses the following properties: 1)vj(·, λ) ∈ L2r(I) for all j = 1 ÷ (n + 1), 2) vτ (·, λ)
satisfies the boundary conditions (7.9)-(7.11) in the case n−(L0) ≤ n+(L0) and (7.10)-(7.12)
in the case n+(L0) < n−(L0). Here Y1(t, λ) and Y2(t, λ) are the (n+1)-component operator
solutions of Eq. (7.3) with the initial data XaY1(a, λ) =
In 00 I1
0 0
 ∈ [Cn⊕C,Cn⊕C⊕Cn]
and XaY2(a, λ) =
 0 00 − i2I1
−In 0
 ∈ [Cn ⊕ C,Cn ⊕ C⊕ Cn].
According to results in Section 5 mτ (·) is a Nevanlinna operator function, which in the
case n+(L0) < n−(L0) has the triangular form (5.20) and (5.21) with H = C
n and Ĥ = C.
The reformulations of other results in Sections 5 and 6 to the case of the m-functions of
the differential expression (7.1) are left to the reader.
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