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The semiclassical Double Herman-Kluk Initial Value Representation is an accurate approach to computing
quantum real time correlation functions, but its applications are limited by the need to evaluate an oscillatory
integral. In previous work, we have shown that this ‘sign problem’ can be mitigated using the modified Filinov
filtration technique to control the extent to which individual modes of the system contribute to the overall
phase of the integrand. Here we follow this idea to a logical conclusion: we analytically derive a general
expression for the mixed quantum-classical limit of the semiclassical correlation function — AMQC-IVR,
where the phase contributions from the ‘classical’ modes of the system are filtered while the ‘quantum’ modes
are treated in the full semiclassical limit. We numerically demonstrate the accuracy and efficiency of the
AMQC-IVR formulation in calculations of quantum correlation functions and reaction rates using three model
systems with varied coupling strengths between the classical and quantum subsystems. We also introduce a
separable prefactor approximation that further reduces the computational cost, but is only accurate in the
limit of weak coupling between the quantum and classical subsystems.
I. INTRODUCTION
Semiclassical methods based on the initial value repre-
sentation (SC-IVR) can be used to characterize quan-
tum mechanical effects of many-body systems in real
time.1–7 Using classical trajectories from molecular dy-
namics simulations, SC-IVR methods accurately describe
bound-state motion, tunneling processes, chemical re-
action rates, and coherence effects in both adiabatic
and nonadiabatic systems.8–20 And while there are other
classes of trajectory-based methods such as ring poly-
mer molecular dynamics21–25 and centroid molecular
dynamics26,27 that can capture some quantum effects in
condensed phase systems, these methods cannot be used
for systems where quantum coherence effects play a role.
Yet other classes of methods are derived from either the
exact path integral representation of the propagator,28
the quantum Liouvillian,29 or wavepacket dynamics,30,31
through a series of rigorous approximations. However,
these approaches remain limited to low-dimensional sys-
tems or condensed phase systems where a large number
of near-classical modes serve to mitigate the importance
of long-lived quantum coherence effects.32–35
Efforts to make SC-IVR methods computationally fea-
sible focus on dealing with the ‘sign problem’ that arises
from the inclusion of a phase from individual trajec-
tories that must be averaged over. There are a num-
ber of existing approximations that make SC-IVR the-
ory more amenable to large-scale simulation, such as
the widely-used linearized SC-IVR,36–39 a classical limit
of SC theory that is accurate on short time scales
but suffers from zero-point energy leakage and fails
to describe long-time coherence effects.1,12,19,40,41 Other
methods include the various forward-backward41–45 SC-
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IVRs, and there are promising semiclassical meth-
ods based on time-averaging,46,47 the “divide and
conquer” methodology,48–50 linearization,51 symmetrical
windowing,52 and semiclassical quantization53 for the
calculation of electronic coherence and/or 1D and 2D vi-
brational and vibronic spectra. Still, however, there is
need of practical methods that include a true description
of nuclear coherence in real time for the study of inter-
esting processes such as the generation of hot-electrons
at metal surfaces, intramolecular vibrational relaxation,
molecular collisions, and other electronically and vibron-
ically nonadiabatic processes.54–60
The mixed quantum-classical IVR (MQC-IVR) is a
semiclassical approach to calculating correlation func-
tions that has shown promise in mitigating the SC-IVR
sign problem in low-dimensional adiabatic and nonadi-
abatic systems.61–63 It is derived by applying modified
Filinov filtration64–68 (MFF) to the double Herman-Kluk
(DHK-IVR) formulation of the correlation function, mak-
ing the level of theory used on each dof tunable (via
an adjustable ‘tuning’ parameter) between classical and
quantum limits of SC-IVR theory.† The zero-limit of the
tuning parameters is equivalent to treating the full sys-
tem at the DHK-IVR level of theory (i.e. the quantum
limit SC correlation function), and setting the tuning pa-
rameters to infinity results in a classical limit description
of the system similar to LSC-IVR. MQC-IVR thus pro-
vides a uniform framework for SC simulations with mode-
specific quantization and no uncontrolled approximations
to the forces between quantum and classical subsystems,
as are made in standard multi-physics approaches.69
†Throughout the study we may refer to dofs treated in the classical
limit of SC-IVR theory as ‘classical’, and to dofs treated in the
quantum limit of SC-IVR theory as ‘quantum’ in order to distin-
guish the level of SC-IVR theory used for different modes in a given
system. We do this with the understanding that the whole system
is described at the semiclassical level of theory.
2A challenge with MQC-IVR is, however, determining
the optimal set of tuning parameters to minimize both
computational cost and loss of accuracy. One approach
to this challenge, and the subject of this study, is to ana-
lytically evaluate the general MQC-IVR limit where the
tuning parameters associated with the quantum subsys-
tem go to zero, and the tuning parameters associated
with the classical subsystem go to infinity. The result
is an analytical mixed quantum-classical (AMQC-IVR)
expression for the SC-IVR time correlation function that
offers reduced computational effort, and circumvents the
need to find optimal values of the tuning parameters used
in MQC-IVR.
In this study we use three multidimensional model
systems to demonstrate that AMQC-IVR accurately de-
scribes quantum dynamical features of systems over a
wide range of coupling strengths between quantum and
classical subsystems. We also introduce a separable pref-
actor (SP) approximation to the AMQC-IVR prefactor
that further reduces computational cost. We show that
the SP approximation is increasingly accurate as the
coupling between quantum and classical subsystems de-
creases, and increasingly efficient when the classical sub-
system is larger than the quantum subsystem. Finally,
we show that AMQC-IVR has the potential to be sys-
tematically improved, and to be amenable to a variety
of existing representations and approximations in the SC
literature.70,71
This paper is organized as follows. In Sec. II we briefly
review MQC-IVR theory and provide an overview of the
derivation of AMQC-IVR. In Sec. III we describe the
model systems and in Sec. IV we provide simulation de-
tails. Results are discussed in Sec. V and conclusions are
drawn in Sec. VI.
II. THEORY
A. MQC-IVR
Throughout this manuscript we use atomic units
and take ~ = 1. The general MQC-IVR correlation
function62,63 is given by
CAB(t) =
1
(2π)
2N
∫
dz0
∫
dz′0Az0z′0Bz′tzt
×ei[St(z0)−St(z′0)]Dt (z0, z′0; c) e−
1
2
∆T0 c∆0 , (1)
where N is the dimensionality of the entire system,
and we use the double-forward formulation.62 The 2N -
dimensional phase space vectors of the unprimed and
primed trajectories at time t are defined as
zt =(pt,qt)
=
(
pt1 , . . . , ptN , qt1 , . . . , qtN
)
=
(
zt1 , . . . , ztN , ztN+1, . . . , zt2N
)
, (2)
z′t =(p
′
t,q
′
t)
=
(
p′t1 , . . . , p
′
tN , q
′
t1 , . . . , q
′
tN
)
=
(
z′t1 , . . . , z
′
tN , z
′
tN+1, . . . , z
′
t2N
)
, (3)
respectively. We also take St (z) to be the classical action
of a trajectory originating at point z, and ∆0 = z
′
0 − z0
is the phase space displacement between pairs of forward
trajectories at t = 0. The position-space wavefunction of
the coherent state |zt〉 at time t is given by
〈x|zt〉 =
(
det [γt]
πN
) 1
4
e−
1
2
(x−qt)
Tγt(x−qt)+ip
T
t (x−qt),
(4)
where γt is a diagonal N×N matrix that determines the
width of the wavepacket. We also represent the coher-
ent state matrix element of a given quantum mechanical
operator Ωˆ as
Ωzz′ = 〈z|Ωˆ|z′〉 . (5)
A detailed form of the MQC-IVR prefactor Dt (z0, z
′
0; c)
is provided in Appendix A. The diagonal 2N×2N matrix
of tuning parameters c is given by
c =
(
cp O
O cq
)
, (6)
and O is the null matrix. The elements of the diagonal
N ×N matrices cp and cq determine the extent of sep-
aration (in momentum and position space, respectively)
between trajectory pairs at time t = 0 and, therefore, de-
termine the extent of phase cancellation in the integrand
of Eq. 1. In the limit that all the elements of c approach
zero, the effect of MFF is removed and Eq. 1 reduces to
DHK-IVR,
CAB(t) =
1
(2π)
2N
∫
dz0
∫
dz′0Az0z′0Bz′tzt
×Ct (z0)C∗t (z′0) ei[St(z0)−St(z
′
0)], (7)
which we refer to as the quantum limit SC-IVR corre-
lation function. In Eq. 7, Ct (z0) is the Herman-Kluk
prefactor for a trajectory beginning at point z0,
Ct (z0) = det
[
1
2
(
γ
1
2
0 Mqqγ
− 1
2
t + γ
− 1
2
0 Mppγ
1
2
t
− iγ 120Mqpγ
1
2
t + iγ
− 1
2
0 Mpqγ
− 1
2
t
)] 12
, (8)
3and elements of the monodromy matrixM are defined by
Mαβ =
∂αt
∂β0
with (α,β) ∈ (p,q). In the limit that all the
elements of c approach infinity, the unprimed and primed
trajectories are constrained to be identical, resulting in
complete phase cancelation in the MQC-IVR integrand.
In this limit, MQC-IVR is identical to a classical limit
SC-IVR correlation function similar to LSC-IVR,
CAB(t) =
1
(2π)
N
∫
dz0 Az0z0Bztzt , (9)
which we refer to as Husimi-IVR. It is clear that the
values of c in MQC-IVR control the phase contributions
to the integrand from each dof and, therefore, the level
of SC theory used to describe each dof.
B. AMQC-IVR
Here we outline the AMQC-IVR derivation and pro-
vide details in Appendix B. First, as a matter of book-
keeping, we consider a general system with F quantum
dofs and N − F classical dofs. We also order the ele-
ments of the position and momentum vectors (qt, q
′
t, pt,
and p′t) such that the F elements of the quantum subsys-
tem are listed before the N − F elements of the classical
subsystem.
The c-dependence of the MQC-IVR integrand in Eq. 1
can be written as
Gt (z0, z
′
0; c) =Dt (z0, z
′
0; c) e
− 1
2
∆T0 c∆0 . (10)
We now evaluate Eq. 10 in the limit that the elements of
c associated with the quantum subsystem go to zero, and
the limit that the elements of c associated with the clas-
sical subsystem go to infinity. In order to distinguish the
phase space variables of the two subsystems, we intro-
duce the following 2F -dimensional vectors to represent
the initial conditions of the quantum subsystem,
zQ =
(
p01 , . . . , p0F , q01 , . . . , q0F
)
, (11)
z′Q =
(
p′01 , . . . , p
′
0F , q
′
01 , . . . , q
′
0F
)
, (12)
and the following 2(N − F )-dimensional vectors to rep-
resent the initial conditions of the classical subsystem,
zC =
(
p0F+1 , . . . , p0N , q0F+1 , . . . , q0N
)
, (13)
z′C =
(
p′0F+1 , . . . , p
′
0N , q
′
0F+1 , . . . , q
′
0N
)
. (14)
Using the following δ-function identity,
δ(x) = lim
a→∞
( a
2π
) 1
2
e−
a
2
x2 , (15)
we obtain
lim
cquantum→0
cclassical→∞
Gt (z0, z
′
0; c) = (2π)
N−F
Ct (z0)C
∗
t (z
′
0) Λt (z0, z
′
0)
∏
δ (z′C − zC) . (16)
Note that the product on the right-hand side of Eq. 16 is
over all 2× (N − F ) elements of the classical subsystem
in zC and z
′
C . In addition, we note that the prefactor
can be written as a product of a pair of Herman-Kluk
prefactors for the primed and unprimed trajectories and
Λt (z0, z
′
0), an additional term that accounts for coupling
between the quantum and classical subsystems defined in
Appendix B. Substituting the limit of Eq. 16 into Eq. 1,
and then evaluating the integrals over the primed initial
conditions of the classical subsystem, i.e. over dz′C , we
obtain the AMQC-IVR correlation function,
CAB(t) =
1
(2π)
N+F
∫
dz0
∫
dz′QAz0z¯0Bztz′t
×Ct (z0)C∗t (z¯0) ei[St(z0)−St(z¯0)]
×Λt
(
z0, z
′
Q
)
. (17)
The 2N -dimensional phase space vector z¯0 replaces the
classical components of z′0 with the classical components
of z0.
In obtaining Eq. 17 from Eq. 1 we have constrained
the initial conditions of the classical subsystem in the un-
primed and primed trajectories to be identical, and, con-
sequently, reduced the dimensionality of the phase space
integral by 2× (N − F ), twice the dimensionality of the
classical subsystem. The additional prefactor Λt appears
as a result of this constraint. The reduced dimensionality
of the integral and the similarity of initial conditions in
each trajectory pair also results in significant phase can-
cellation and an acceleration in convergence, while the
initial non-zero displacements in the quantum subsys-
tem contribute phase information essential to describing
quantum coherence effects accurately.
Like MQC-IVR, AMQC-IVR is an approximate rep-
resentation of the quantum mechanical time correlation
function that offers mode-specific quantization in a dy-
namically uniform framework. While both methods offer
a significant improvement over DHK-IVR’s sign prob-
lem, AMQC-IVR does not require any tuning parame-
ters, making it a more efficient and theoretically satisfy-
ing implementation of the mixed SC limit. Furthermore,
as discussed in the following section, the AMQC-IVR
4prefactor is a good starting point for a variety of ad-
ditional approximations that can improve computational
efficiency even further.
C. Separable Prefactor Approximation
In the simplest case where the quantum and classical
subsystems are not coupled, AMQC-IVR can be simpli-
fied significantly. First, note that the phase terms and
prefactors in the MQC-IVR and DHK-IVR integrands
can be separated into the product of a quantum compo-
nent and a classical component,
Gt (z0, z
′
0; c)e
i[St(z0)−St(z
′
0)] =
Gt
(
zQ, z
′
Q; cQ
)
ei[St(zQ)−St(z
′
Q)]
×Gt (zC , z′C ; cC) ei[St(zC)−St(z
′
C)], (18)
Ct (z0)C
∗
t (z
′
0)e
i[St(z0)−St(z
′
0)] =
Ct
(
zQ
)
C∗t
(
z′Q
)
ei[St(zQ)−St(z
′
Q)]
×Ct (zC)C∗t (z′C) ei[St(zC)−St(z
′
C)]. (19)
Matrices cQ and cC represent the quantum and classical
blocks of matrix c. Given the limiting behavior of MQC-
IVR as described in Sec. II, and given the separability of
Eq. 18, it is straightforward to show that the AMQC-IVR
expression for non-interacting quantum-classical subsys-
tems is given by
CAB(t) =
1
(2π)
N+F
∫
dz0
∫
dz′QAz0z¯0Bz′tzt
×ei[St(zQ)−St(z′Q)]Ct
(
zQ
)
C∗t
(
z′Q
)
. (20)
Note that the phase terms and prefactors in Eq. 20 only
depend on the quantum subsystem. A comparison of
Eq. 20 and Eq. 17 with the use of Eq. 19 shows that,
when quantum and classical subsystems do not interact,
the AMQC-IVR prefactor reduces to unity,‡
Λt
(
z0, z
′
Q
)
= 1. (21)
We now use Eq. 20 and Eq. 21 to motivate an efficient ap-
proximation to AMQC-IVR when quantum and classical
subsystems are weakly coupled,
CAB(t) =
1
(2π)
N+F
∫
dz0
∫
dz′QAz0z¯0Bztz′t
×ei[St(z0)−St(z¯0)]Ct
(
zQ
)
C∗t
(
z′Q
)
. (22)
‡Note that, since the unprimed and primed trajectories of the clas-
sical subsystem are identical (when uncoupled from the quan-
tum subsystem), the product of phase terms and prefactors as-
sociated with the classical subsystem is also equal to unity:
C
t
(
z
C
)
C∗
t
(
z
C
)
e
i[St(zC)−St(zC)] = 1.
We refer to Eq. 22 as the SP approximation, and it is
increasingly valid as the coupling between quantum and
classical subsystems approaches zero. The advantage of
the SP approximation is that it significantly reduces com-
putational expense, particularly when the classical sub-
system is larger than the quantum subsystem, i.e. when
N >> F . This is because the SP approximation con-
tains only two F × F Herman-Kluk prefactors, rather
than two N ×N Herman-Kluk prefactors and the addi-
tional 4N × 4N prefactor Λt
(
z0, z
′
Q
)
in Eq. 17.
There are several other approximations that could be
made in addition to the SP approximation. For exam-
ple, one could choose to evolve only a subset of the mon-
odromy matrix elements, those associated with the quan-
tum subsystem, albeit approximately, and reduce com-
putation time even further. Furthermore, since the SP
approximation contains only Herman-Kluk prefactors,
which have been extensively studied, it is amenable to a
variety of other representations and approximations70,71
that may reduce computational expense even further. In
this study, we numerically explore the applicability of the
SP approximation, reserving other possibilities for future
work.
III. MODEL SYSTEMS
Model 1 is a 1D anharmonic oscillator coupled to a
heavy harmonic ‘bath’ mode. The Hamiltonian is given
by
Hˆ =
pˆ21
2m1
+
pˆ22
2m2
+
1
2
m1ω
2
1 qˆ
2
1 − 0.1qˆ31 + 0.1qˆ41
+
1
2
m2ω
2
2 qˆ
2
2 + kqˆ1qˆ2, (23)
where mi and ωi are the mass and frequency of the i
th
mode and k is the bilinear coupling parameter. The ini-
tial state of the system is a product of coherent states,
the position-space wavefunction of which is
Ψ (x, 0) = 〈x|zi〉 (24)
=N
N∏
j=1
e−
γj
2 (xj−qij )
2
+ipij (xj−qij ), (25)
with N for normalization.
Model 2 contains the anharmonic mode of model 1 but
now coupled to a bath of N−1 harmonic oscillators. The
Hamiltonian is given by
Hˆ =
pˆ21
2m1
+
1
2
m1ω
2
1 qˆ
2
1 − 0.1qˆ31 + 0.1qˆ41
+
N∑
j=2

 pˆ2j
2mj
+
1
2
mjω
2
j
(
qˆj − cj qˆ1
mjω2j
)2 . (26)
The initial state of the full system is a product of N
coherent states, as in Eq. 25.
5Model 3 is the widely used 1D symmetric double-well
potential coupled to a thermal bath of N − 1 harmonic
oscillators. The Hamiltonian is
Hˆ =
pˆ21
2m1
+ V (qˆ1)
+
N∑
j=2

 pˆ2j
2mj
+
1
2
mjω
2
j
(
qˆj − cj qˆ1
mjω2j
)2 , (27)
with
V (qˆ1) = −1
2
m1ω
2
b qˆ
2
1 +
m21ω
4
b
16V ‡0
qˆ41 . (28)
In models 2 and 3, an Ohmic spectral density with an
exponential cutoff is used for the bath,
J(ω) = ηωe−ω/ωc . (29)
In model 2 we take ωc = ω1 and in model 3 we take
ωc = ωb.
IV. SIMULATION DETAILS
With model 1 we take Bˆ = xˆ1 to compute the average
position of the anharmonic mode 〈xˆ1〉t as a function of
time. We take m1 = 1.0, m2 = 25.0, ω1 =
√
2, ω2 = 1/3,
and we vary the bilinear coupling k between 0.5 and 2.0,
all in atomic units. Operator Aˆ is the projection operator
corresponding to the initial state,
Aˆ = |zi〉 〈zi| . (30)
The initial coherent states are centered at qi1 = qi2 = 1.0
and pi1 = pi2 = 0.0 with width parameters γj = mjωj
(j = 1, 2). The initial conditions of the jth quantum dof
are sampled from
ρ
(
p0j , q0j , p
′
0j , q
′
0j
)
= N e−
γj
4
(
q0j
−qij
)2
− 1
4γj
(
p0j
−pij
)2
×e−
γj
4
(
q′0j−qij
)2
− 1
4γj
(
p′0j−pij
)2
,
(31)
and the initial conditions of the jth classical dof are sam-
pled from
ρ
(
p0j , q0j
)
= N e−
γj
2
(
q0j
−qij
)2
e
−
γj
2
(
p0j
−pij
)2
, (32)
with N for normalization. The coherent state matrix
element of xˆ1 is
〈z′t|xˆ1|zt〉 =
1
2
[(
q′t1 + qt1
)− i (p′t1 − pt1) /γ1]
×〈z′t|zt〉 . (33)
We found that approximately 105 trajectory pairs are
needed to converge AMQC-IVR calculations with model
1, whereas DHK-IVR required upwards of 108. We also
use a time step of 0.05.
With model 2 we compute 〈xˆ1〉t in the presence of
12 bath modes as a function of time, and with different
values of the coupling η between the system and the bath.
The initial coherent states are centered at qi1 = 1.0, pi1 =
0.0, and qij = pij = 0.0 ∀ j ∈ [2, N = 13]. And the
coherent state width parameter of the jth dof is given
by γj = mjωj . The initial conditions of the quantum dof
are sampled from Eq. 31, and the initial conditions of the
classical dofs are sampled from Eq. 32. We found that
AMQC-IVR requires approximately 106 trajectory pairs
for convergence. We also use a time step of 0.025.
With model 3 we compute the thermal transmission
coefficient κ (T ) of the symmetric double-well by means
of a flux-side correlation function,72
κ (T ) =
k(T )
kTSTcl (T )
(34)
=
1
kTSTcl (T )Qr(T )
lim
t→∞
Cfs(t), (35)
where kTSTcl (T ) is the classical transition state theory re-
sult, Qr(T ) is the partition function in the reactant well,
and Cfs(t) is the flux-side correlation function character-
ized by the following operators,
Aˆ = e−βHˆ/2Fˆ e−βHˆ/2, (36)
Bˆ = hˆ. (37)
Eq. 36 contains the flux operator Fˆ = i
[
Hˆ, hˆ
]
and con-
stant β = 1/kT with temperature T = 300K and Boltz-
mann constant k. In Eq. 37 hˆ is the unit step function
specifying the dividing surface. Numerical parameters
for the Hamiltonian of model 3 can be found in Ref. [22].
In order to evaluate the coherent state matrix element of
Aˆ in Eq. 36 we make a normal-mode approximation at
the transition state43 so that the Hamiltonian is approx-
imately separable:
Hˆ ≈Hˆ1 +
N=13∑
j=2
Hˆj , (38)
Hˆ1 =
pˆ21
2m
− 1
2
mλ‡2xˆ21 + V
‡
0 , (39)
Hˆj =
pˆ2j
2mj
+
1
2
mjλ
2
j xˆ
2
j . (40)
Frequencies λ‡ and λj are the imaginary and real normal-
mode frequencies at the transition state, respectively.
Under this approximation, the coherent state matrix el-
6ement of Aˆ in Eq. 36 is given by
Az0z′0 =FzQz′Q
∏
j
(Bz
C
z′
C
)
j
, (41)
Fz
Q
z′
Q
=
γ1
8m1
√
π cos2 u‡
× [(p′01 + p01) /√γ1 − i√γ1 (q′01 − q01)]
×e− γ14 (q′201+q201)e− 14γ1 (p′201+p201)
×e i2 (p01+p′01)(q01−q′01 )e−βV ‡0 , (42)(Bz
C
z′
C
)
j
=e
−
γj
4
(
q20j
+q′20j
)
e
− 1
4γj
(
p20j+p
′2
0j
)
e
i
2
(
p0j
q0j
−p′0j
q′0j
)
×e 12 e
−2uj
[
γjq0j q
′
0j
+p0j p
′
0j
/γj+i
(
p′0j q0j−p0j q
′
0j
)]
e−uj ,
(43)
with u1 = β
∣∣λ‡∣∣ /2, uj = βλj/2 ∀ j = 2 . . .N , and we
choose γ1 = m1|λ‡| cotu‡ as well as γj = mjλj ∀ j =
2 . . .N . With AMQC-IVR, however, only the diagonal
elements of Eq. 43 are needed, i.e.
〈z0|Aˆ|z¯0〉 = FzQz′Q
∏
j
(Bz
C
z
C
)
j
, (44)
(Bz
C
z
C
)
j
= e
−
γj
2 (1−e
−2uj )q20j e
− 1
2γj
(1−e−2uj )p20j e−uj .
(45)
Note that the products on the right-hand sides of Eq. 41
and Eq. 44 are over all components of the classical sub-
system. Initial conditions for the quantum and classical
dofs are sampled from the following distributions,
ρ
(
q01 , p01 , q
′
01 , p
′
01
)
= N e− γ14 (q′201+q201)
×e− 14γ1 (p′201+p201), (46)
ρ
(
q0j , p0j
)
= N (Bz
C
z
C
)
j
euj , (47)
respectively. Constant N is for normalization. The co-
herent state matrix element of hˆ at time t is given by
hz′tzt =
1
2
[
Erf
(
1
2
αt
)
+ 1
]
〈z′t|zt〉 , (48)
αt =
√
γ1
(
qt1 + q
′
t1
)− i (p′t1 − pt1) /√γ1. (49)
Erf (x) is the error function of x. We found that ap-
proximately 106 trajectory pairs were required for conver-
gence. We also use time step of 10.0. The SC Corr-Code
Package, an open-source program developed in-house,
was used to run all the simulations in this study.73
V. RESULTS AND DISCUSSION
The position expectation value of the anharmonic
mode in model 1 is plotted as a function of time in Fig. 1
with three different coupling strengths. The rapid os-
cillations in the exact quantum results (dashed) at long
times are a result of nuclear coherence, a feature that
is clearly absent in the classical limit Husimi-IVR results
(black). The AMQC-IVR results (blue), in which the an-
harmonic mode is treated in the quantum limit and the
harmonic mode is treated in the classical limit, is con-
sistently accurate (see Table I) with only slight damping
in the coherences at long times when the quantum and
classical modes are strongly coupled.
k 0.5 1.5 2.0
Avg. % Error 1.07 0.96 0.91(0.31)
TABLE I. The time-averaged (relative) % error of each
AMQC-IVR result with model 1. The result in parenthe-
ses was obtained after quantizing both the anharmonic and
harmonic dofs.
Also plotted in Fig. 1 are the AMQC-IVR results ob-
tained with the SP approximation (red) of Eq. 22. In
Fig. 1(a) and Fig. 1(b) these results are nearly identical
to the AMQC-IVR results without approximations to the
prefactor. There is some additional loss of long-time co-
herences in the SP approximation in Fig. 1(c), and the
reported error increases (see Table II). We note that the
SP results with this low-dimensional model serve only as
a proof of principle, offering limited reduction in compu-
tational cost.
k 0.5 1.5 2.0
Avg. % Error 1.06 1.53 1.85
TABLE II. The time-averaged (relative) % error of the SP
approximation with model 1.
Fig. 1(c) also plots 〈xˆ1〉t as computed with AMQC-
IVR when both modes are treated in the quantum limit.
Since all dofs are quantized here, this is equivalent to us-
ing DHK-IVR of Eq. 7, but the AMQC-IVR prefactors
were used during computation. The result is nearly iden-
tical to the exact quantum result at all times, showing
that, by increasing the size of the quantum subsystem,
AMQC-IVR results can be systematically improved to-
ward the DHK-IVR limit.
The average position of the anharmonic mode of model
2 is plotted in Fig. 2 as a function of time. Each panel
uses a different reduced coupling strength η/mω1 be-
tween the anharmonic dof and the harmonic bath. And
each AMQC-IVR result was obtained by quantizing the
anharmonic mode and treating the harmonic bath in the
classical limit. In Fig. 2(a), where the coupling between
the system and bath is very weak, AMQC-IVR (blue)
is nearly identical to the exact result of the uncoupled
anharmonic oscillator (dashed), but with a slight overes-
timation of the amplitudes at later times. The SP ap-
proximation (red) in Fig. 2(a) is nearly identical the ex-
act uncoupled result as well, and computational time was
reduced by a factor of four. The classical limit result ob-
tained with Husimi-IVR (black) in Fig. 2(a) appears to
fail at all but very short times. A comparison of these
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FIG. 1. The average position of the anharmonic mode in
model 1 as a function of time, as computed with exact quan-
tum (black, dashed), Husimi-IVR (black), as well as AMQC-
IVR with one quantized mode (blue), AMQC-IVR with one
quantized mode under the SP approximation (red), and, in
(c), AMQC-IVR with two quantized modes (green). Each
panel corresponds to a different coupling strength used dur-
ing the simulation: (a) k = 0.5, (b) k = 1.5, and (c) k = 2.0.
The inset in (c) amplifies the correlation function from t = 55
to t = 80.
results suggest that AMQC-IVR and the SP approxima-
tion are accurately capturing nuclear coherence effects
in the position correlation function. This is encouraging
since a full DHK-IVR treatment of such a highly multi-
dimensional system is not possible without a remedy to
the sign problem.
In Fig. 2(b), where the coupling between the system
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FIG. 2. The average position of the anharmonic mode in
model 2 as computed with AMQC-IVR (blue), the SP ap-
proximation (red), and Husimi-IVR (black, solid) with a cou-
pling strength of (a) η/mω1 = 10
−4, (b) η/mω1 = 10
−2, and
(c) η/mω1 = 1.0. The black dashed curve is the exact quan-
tum result of the 1D anharmonic oscillator in the absence of
coupling to the bath.
and bath is 100 times stronger than in Fig. 2(a), the
AMQC-IVR and SP results again resemble the oscillatory
structure of the uncoupled result, albeit with damped
amplitudes around t = 65 due to the stronger influence
from bath dofs. Once again, the Husimi-IVR result in
Fig. 2(b) does not show the oscillatory behavior of the
AMQC-IVR with and without the SP approximation.
Fig. 2(c), where the coupling is 104 times stronger than
in Fig. 2(a), the AMQC-IVR and Husimi-IVR results are
very similar, though the amplitudes in the AMQC-IVR
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η mωb
κ
FIG. 3. The thermal transmission coefficient of model 3 at
T = 300K as a function of the reduced coupling strength.
Exact path integral results74 were obtained with permission
from Ref. [74].
result are slightly larger from about t = 20 and beyond.
Since the coupling between the system and bath is strong
here, one would expect that the coherence effects asso-
ciated with the motion of the system would be signifi-
cantly damped due the strong influence from the bath.
It is therefore reasonable to see that AMQC-IVR and
Husimi-IVR give similar results in the strong coupling
limit. The oscillatory structure of the SP approxima-
tion in Fig. 2(c) resembles that of the AMQC-IVR and
Husimi-IVR results, but with some moderate damping
of the amplitudes, particularly at longer times. However,
since the SP approximation is most valid when the cou-
pling between the system and bath is weak, it is intuitive
that the SP approximation is less reliable than AMQC-
IVR in Fig. 2(c).
The thermal transmission coefficient of the symmetric
double well of model 3 is plotted in Fig. 3 as a func-
tion of the reduced coupling strength η/mωb (see Ap-
pendix C for the tabulated data). AMQC-IVR results
(red) were obtained by quantizing the double-well and
treating each bath dof in the classical limit. AMQC-IVR
clearly agrees well with the exact quantum results (black)
in the weak coupling limit, and captures the turnover re-
gion around η/mωb = 0.5. In the stronger coupling limit,
however, AMQC-IVR begins to increasingly underesti-
mate the transmission coefficient, though the trend is
qualitatively correct. It is reasonable to expect AMQC-
IVR to fail in the strong coupling limit, since much of
the phase information from bath dofs is removed.
Fig. 4 plots the thermal transmission coefficient of
model 3 in the weak coupling regime, η/mωb = 0.05,
as a function of time with AMQC-IVR (black) and the
SP approximation (red). Both results show an oscilla-
tory structure in the transmission coefficient, correspond-
ing to the transfer of population between the two wells.
The amplitude of the second peak (t = 6000) in the SP
result is slightly damped relative to the AMQC-IVR re-
0 2000 4000 6000 8000 10000 12000
0.0
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1.5
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Time
κ
FIG. 4. The thermal transmission coefficient of model 3 at
T = 300K as a function of time, as computed with AMQC-
IVR (black) and the SP approximation (red), for a fixed weak
coupling strength of η/mωb = 0.05.
sult, but, appealingly, both results clearly converge to the
same long-time limit, where the rate is determined. Fur-
thermore, computation with the SP approximation was 4
times faster than without, and when the number of bath
modes was doubled to 24 (which does not affect the rate),
computation was 8 times faster than without. Note, how-
ever, that while the % error between AMQC-IVR and the
SP approximation is small when η/mωb = 0.05, the SP
approximation increasingly underestimates the rate for
larger coupling strengths (see Table III). Overall, our
η/mωb 0.05 0.1 0.5
%Error 3.0 38 65
TABLE III. The percent error between the AMQC-IVR and
SP results for the thermal transmission coefficient at three
different coupling strengths.
analysis of model 3 shows that AMQC-IVR and the SP
approximation can be very reliable in computing chem-
ical reaction rates in the condensed phase, particularly
when the coupling between quantum and classical sub-
systems is weak.
VI. CONCLUSIONS
An analytical parameter-free mixed quantum-classical
limit of DHK-IVR has been derived such that some
modes of the system can be treated in the quantum and
others in the classical limit of SC-IVR theory. AMQC-
IVR shares the advantages of MQC-IVR as a method-
ology that both mitigates the SC-IVR sign problem and
offers mode-specific quantization in a dynamically uni-
form framework. But AMQC-IVR offers a reduction in
dimensionality of the phase space integral and it removes
the task of having to choose an optimal set of tuning pa-
rameters. We have tested AMQC-IVR on three system-
bath models and showcased its numerical accuracy across
9coupling regimes. We have also shown that the SP ap-
proximation to AMQC-IVR can be very accurate when
the coupling between quantum and classical dofs is weak,
and very efficient when the quantum subsystem is smaller
than the classical subsystem.
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Appendix A: MQC-IVR Prefactor
The MQC-IVR62 prefactor is given by
Dt (z0, z
′
0; cp, cq) = det
[1
2
γ−1t G
] 1
2 det
[1
2
A
(
G−1 + I
)
B
+C
(
1
2
γ−10 + cp
)
G−1B+
1
2
C
(
G−1 + I
)
D
+A
(
1
2
γ0 + cq
)
G−1D
] 1
2 , (A1)
with
A =Mfpp − iγtMfqp (A2)
B =Mbppγt + iM
b
pq (A3)
C =γtM
f
qq + iM
f
pq (A4)
D =Mbqq − iMbqpγt (A5)
G =(cq + γ0) cp + cq
(
γ−10 + cp
)
. (A6)
Appendix B: Derivation of AMQC-IVR
Here we derive AMQC-IVR in detail. According to a
previous study62 one can rewrite Eq. 16 as,
lim
cquantum→0
cclassical→∞
Gt (z0, z
′
0; c) = (2π)
N−F
D¯t (z0, z
′
0)
2N
N∏
j=F+1
j=N+F+1
δ
(
∆0j
)
, (B1)
D¯t (z0, z
′
0) = lim
cquantum→0
cclassical→∞
2N
N∏
j=F+1
j=N+F+1
[
1
cjj
] 1
2
det
[
KT + ic˜J
] 1
2 . (B2)
KT is a complex 4N × 4N matrix,
KT =
(
X X∗
YM′ Y∗M
)
, (B3)
with constant 2N × 2N matrices
X =
(
i
2γ0 − 12 I
1
2 I
i
2γ
−1
0
)
, (B4)
Y =
(
i
2γt
1
2 I
− 12 I i2γ−1t
)
. (B5)
M andM′ are the full 2N×2N monodromy matrices for
trajectories beginning at z0 and z
′
0, respectively. We also
have the 4N×4N diagonal matrix of tuning parameters,
c˜ =
(
c O
O O
)
, (B6)
with c defined in Eq. 6. We also have the 4N×4N matrix
J,
J =
(
I −I
M′ −M
)
. (B7)
The procedure from here is to expand the determinant
on the right-hand side of Eq. B2 and evaluate the limit
term-by-term. Using the definition of the determinant of
a general 4N × 4N matrix Ξ,
det [Ξ] =
4N∑
i1,...,i4N
ǫi1...i4N
4N∏
j=1
Ξjij , (B8)
where ǫ is the Levi-Civita symbol, the expansion of the
determinant in Eq. B2 gives
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D¯t (z0, z
′
0) = lim
cquantum→0
cclassical→∞
{ 2N
N∏
j=F+1
j=N+F+1
[
1
cjj
] 4N∑
i1,...,i4N
ǫi1...i4N
4N∏
j=1
[
KT + ic˜J
]
jij
} 1
2
. (B9)
Given that c˜ is diagonal, and given that the lower blocks of c˜ contain only zeros, we have
D¯t (z0, z
′
0) = lim
cquantum→0
cclassical→∞
{ 2N
N∏
j=F+1
j=N+F+1
[
1
cjj
] 4N∑
i1,...,i4N
ǫi1...i4N
2N∏
j=1
[
KTjij + icjjJjij
] 4N∏
j=2N+1
[
KTjij
]} 12
. (B10)
When the leading product on the right-hand side of
Eq. B10 is carried through the summation, the only terms
that will survive the limit are those that are independent
of the elements of c. We then have,
D¯t (z0, z
′
0) =
{ 4N∑
i1,...,i4N
ǫi1...i4N
2N
N∏
j=F+1
j=N+F+1
4N∏
m 6=j
[
iJjij
] [
KTmim
]} 12
. (B11)
Note that the right-most product on the right-hand side
of Eq. B11 is over all m ∈ [1, F ], all m ∈ [N + 1, N + F ],
and all m ∈ [2N + 1, 4N ]. The right-hand side Eq. B11
can be viewed as the determinant of matrix KT plus an
additional matrix Σ,
D¯t (z0, z
′
0) = det
[
KT +Σ
] 1
2 . (B12)
The addition of matrix Σ to matrix KT effectively re-
places certain rows of KT (specifically, rows associated
with the classical subsystem) with the corresponding
rows of matrix iJ. Therefore,
Σ =
(
Ω Ω∗
O O
)
, (B13)
(Ω)jk =


i
(
1− 12γjj
)
F < j ≤ N,
i
(
1− 12γ−1jj
)
N + F < j ≤ 2N,
− 12δj−N,k N + F < j ≤ 2N,F < k ≤ N,
1
2δj,k−N F < j ≤ N,N + F < k ≤ 2N
0 else.
(B14)
Since matrix KT is invertible, we can equivalently write
Eq. B12 as
D¯t (z0, z
′
0) = det
[
KT
] 1
2 det
[
I+Σ
(
KT
)−1] 12
. (B15)
And since the leading term on the right-hand side of
Eq. B15 is proportional to the product of HK prefactors,
det
[
KT
] 1
2 = (−1)N2 Ct (z0)C∗t (z′0) , (B16)
the AMQC-IVR prefactor is given by,
Λt (z0, z
′
0) = (−1)
N
2 det
[
I+Σ
(
KT
)−1] 12
. (B17)
Note that, for the model systems studied here, however,
Eq. B12 was used for all computations. The results of
Eq. B15, Eq. B16, and Eq. B17 are used here to motivate
the SP approximation.
Appendix C: Tabulated Thermal Transmission Coefficients
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η/mωb κ
0.05 0.58(7)
0.1 0.86(2)
0.2 1.21(4)
0.25 1.31(4)
0.35 1.51(6)
0.4 1.56(2)
0.5 1.62(3)
0.6 1.62(5)
0.75 1.60(2)
0.9 1.54(1)
1.0 1.48(2)
1.1 1.41(1)
1.25 1.30(2)
1.4 1.20(1)
1.5 1.12(1)
TABLE IV. The AMQC-IVR results for the thermal trans-
mission coefficient of model 3.
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