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ABSTRACT
We present a detailed description and validation of our massively-parallel update to
the mass-Peak Patch method, a fully predictive initial-space algorithm to quickly gen-
erate dark matter halo catalogues in very large cosmological volumes. We perform an
extensive systematic comparison to a suite of N-body simulations covering a broad
range of redshifts and simulation resolutions, and find that, without any parame-
ter fitting, our method is able to generally reproduce N-body results while typically
using over 3 orders of magnitude less CPU time, and a fraction of the memory cost. In-
stead of calculating the full non-linear gravitational collapse determined by an N-body
simulation, the mass-Peak Patch method finds an overcomplete set of just-collapsed
structures around a hierarchy of density-peak points by coarse-grained (homogeneous)
ellipsoidal dynamics. A complete set of mass-peaks, or halos, is then determined by
exclusion of overlapping patches, and second order Lagrangian displacements are used
to move the halos to their final positions and to give their flow velocities. Our results
show that the mass-Peak Patch method is well-suited for creating large ensembles
of halo catalogues to mock cosmological surveys, and to aid in complex statistical
interpretations of cosmological models.
Key words: large-scale structure of Universe – galaxies: haloes – dark matter –
methods: numerical
1 INTRODUCTION
Future large scale structure and cosmic microwave back-
ground surveys require extensive ensembles of large-volume
mock halo catalogs in order to model observables, estimate
their covariance matrices, study their systematic errors, and
test data analysis pipelines. Due to the size of these sur-
veys, and the need to simulate many different cosmological
parameter values and “beyond the standard model cosmolo-
gies”, this task becomes computationally restrictive when
using traditional N-body methods to generate halo catalogs.
Therefore, accelerated methods for generating simulations of
the large scale structure of the universe are widely desired in
cosmology, and this has resulted in an introduction of many
“approximate” methods over the last few decades. Each of
these methods is built upon different approximations to the
fully non-linear gravitational collapse calculated by an N-
body simulation, and many use fit parameters calibrated
? E-mail: gstein@cita.utoronto.ca
to the N-body results. Our focus here is on the mass-Peak
Patch method of Bond & Myers (1996a,b,c), the natural
outgrowth of the ‘peaks’ picture of Bardeen et al. (1986)
and the excursion set picture of Bond et al. (1991), aug-
mented by the fundamental recognition of the role of tides
and strain in defining dynamical evolution in the cosmic
web. Approximate methods can be divided into three main
groups: stochastic, abridged particle mesh, and predictive.
Stochastic methods such as EZMOCKS (Chuang et al.
2015a), HALOGEN (Avila et al. 2015), PATCHY (Kitaura
et al. 2014), PThalos (Scoccimarro & Sheth 2002; Manera
et al. 2013), QPM (White et al. 2014), and log-normal mod-
els (Coles & Jones 1991; Agrawal et al. 2017), apply a (usu-
ally stochastic) model to a density field in order to lay down
halos or galaxies, commonly based on free parameters fit to
N-body results. Though fast, they require calibration, and
have difficulty extending to regimes (cosmology, redshifts, or
higher point estimators) where they have not already been
fit (Colavincenzo et al. 2018).
The second group, which includes COLA (Tassev et al.
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2013; Howlett et al. 2015; Izard et al. 2016) and FastPM
(Feng et al. 2016), can be considered as abridged parti-
cle mesh methods. These use additional approximations on
top of standard particle-mesh gravity solvers to attempt
to achieve accurate gravitational evolution with far fewer
timesteps than required by a pure N-body, while still using
standard N-body halo finding techniques. COLA uses the
N-body solver to add a residual displacement on top of so-
lutions from Lagrangian Perturbation Theory (LPT), while
FastPM uses a broadband correction applied at each time
step to artificially enforce the correct linear growth on large
scales. These are very accurate for approximate methods,
but still require ∼10-40 timesteps, halo finding, and can re-
quire a significant memory overhead.
The third group can be dubbed predictive methods,
which the mass-Peak Patch method belongs to. Others in
this class include PINOCCHIO (Monaco et al. 2002, 2013),
and HaloNet (Berger & Stein 2018). These methods imple-
ment physical models of gravitational collapse (or machine
learned models in the case of HaloNet) to directly find halos
in the initial conditions, and then use a version of Lagrangian
perturbation theory to move them to their final positions1.
PINOCCHIO, the most similar to our Peak Patch method,
computes collapse times of individual dark matter particles
using an ellipsoidal collapse model based on LPT, and then
applies a prescription to fragment the collapsed cells into
distinct objects (halos). This method still requires calibra-
tion to N-body simulations to determine free parameters in
the fragmentation step.
The mass-Peak Patch (mPP) method described and val-
idated here explicitly models nonlinear halo collapse and ex-
clusion. As such, it requires essentially no additional calibra-
tion with respect to N-body simulations, as the basic ingre-
dients of coarse-grained local ellipsoidal dynamics into the
nonlinear regime, hierarchical exclusion of small-scale enti-
ties within larger-scale entities, and bulk motion and flow,
are invariant. Radical variation of cosmological parameters
does not alter the algorithm, nor does focusing on different
halo definitions, selecting on secondary halo properties, or
even choosing to concentrate on dynamical entities that are
not halos. This allows modular improvements to be straight-
forwardly incorporated, e.g., improving flow dynamics be-
yond second-order LPT (2LPT) (such as Kitaura & Heß
(2013) or Neyrinck (2016)), adding non-CDM forces to el-
lipsoidal dynamics, or extending to all manner of “beyond
the standard model of cosmology”situations. The mass-Peak
Patch method also requires significantly less memory usage
than abridged particle mesh methods, at a minimum (maxi-
mum) of 28 (84) bytes per particle, depending on if memory
is the limiting step, compared to 120 bytes for FastPM and
144 bytes for COLA (when using an optimistic value of a
force resolution factor, B = 2, and a no over-allocation of
memory storage (A = 1), which is in practice needed. Using
routine values of B = 3 and A = 1.5 increases the memory
1 This differs from a common definition of ‘predictive’ used in the
field, where a predictive method is instead defined as any method
that ‘finds’ halos in a given density field - initial or final. Using
this definition instead would then also include N-Body, COLA,
FastPM, and, arguably, the second implementation of PThalos.
requirements to 300 and 336 bytes per particle for FastPM
and COLA, respectively) (Feng et al. 2016).
Many validation exercises have shown that the mass-
Peak Patch method works well, beginning with the second
of the original set of mPP papers, The Peak-Patch Picture
of Cosmic Catalogs: II Validation (Bond & Myers 1996b),
which used the then state-of-the-art 1283 adaptive parti-
cle particle mesh CDM (without Λ) simulations of Couch-
man (1991) and the first spherical overdensity halo finder
to demonstrate with many statistical tests the accuracy of
the Peak-Patch catalogs for the cluster-group system, in-
cluding of the mass function and the spatial distribution.
Further testing was done throughout the nineties, includ-
ing on ΛCDM cosmology. The halos in the mass-Peak Patch
method, oriented according to the tidal field, were the basis
of the theory of the cosmic web of Bond et al. (1996).
Very recently, motivated by the mock simulation re-
quirements for the Euclid mission (Laureijs et al. 2011),
seven of the approximate methods, including mPP, were
tested in detail in a set of three papers, comparing their
clustering statistics and covariance matrices with those from
N-body simulations constructed from the same initial con-
ditions. Lippich et al. (2018) compared the correlation func-
tions, Blot et al. (2018) compared the power spectrum mul-
tipoles, and Colavincenzo et al. (2018) compared the bis-
pectra. These papers showed all the methods fared well, in-
cluding the mPP method. For another recent performance
comparison of approximate methods (not including mPP)
see Chuang et al. (2015b), and for a detailed review of the
subject see Monaco (2016). Though it may seem then that
the mPP method has been validated in a modern as well
as an ancient setting, these works were limited to a single
redshift and simulation resolution. In this work we expand
upon these validations to multiple redshifts and simulation
resolutions.
In §2 we present the updated and massively-parallel
version of the mass-Peak Patch method of Bond & Myers
(1996a), highlighting and testing the inherent choices needed
to run the large-scale simulations required for the mocks of
current and future data. In §3 we validate mass-Peak Patch
halo catalogues against those from a suite of N-body runs
at various redshifts and simulation resolutions by comparing
with a variety of summary statistics, including novel halo-
proximity measures. In §4 we summarize our findings and
discuss their implications along with the many important
applications of the method already underway. Finally, in
Appendix A we discuss in detail the performance and par-
allelization scheme of the updated Peak Patch method.
2 THE MASS-PEAK PATCH METHOD
We generate halo catalogs with the mass-Peak Patch ap-
proach, originally described in Bond & Myers (1996a,b,c)
(hereafter refereed to as BM), and recently used to create
large synthetic mocks of the extragalactic microwave sky2
(Alvarez et al. 2018, in prep.), mocks of the carbon monox-
ide line emission from high redshift galaxies (Tveit Ihle et al.
2 mocks.cita.utoronto.ca
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Figure 1. The four main steps of the mass-Peak Patch method. 1) Generation of a linear density field at z = 0. 2) Candidate halo
locations (white circles, with a radius equal to the smoothing scale they were found at) are found by top-hat smoothing the linear density
field on a hierarchy of filter scales and selecting density peaks above the threshold δc ∼ 1.5. The Lagrangian radius of the collapsed
region (blue circles) is then determined by adjusting the radius until the nonlinear ellipsoid trajectories, homogeneous over that radius
in all three directions, have compactified to near-zero volume by the redshift in question. Halos in a slice thickness equal to the filter
size are shown, and the left (right) half of the image shows the result of smoothing with a top-hat filter size equal to 5.5 Mpc (13 Mpc).
Note that some density peaks above the linear density threshold do not end up collapsing, a consequence of the role of tides and strain
in the gravitational collapse of a halo. 3) Exclusion is performed to trim overlapping patches in order to create a final complete set of
disconnected ordered mass-peaks (halos). The left side of the image shows the full catalogue before exclusion, while on the right side we
have performed exclusion. 4) Halos are moved to their final positions using second order Lagrangian perturbation theory. Black arrows
show the displacements from the initial positions, and the halo size shown is R200,M .
2018), and to create covariance matrices of clustering statis-
tics (Lippich et al. 2018; Blot et al. 2018; Colavincenzo et al.
2018). In this new version, we have adapted the method
to run on massively parallel computing architectures, and
performed systematic studies of the accuracy and parame-
ter choices required for application to large scale structure
surveys. Bond & Myers (1996a) provides the physical mo-
tivation and analytical derivations, while here we provide a
brief summary of our new implementation and the parame-
ters needed to run a given simulation.
The mass-Peak Patch method can be thought of as a
dark matter halo finder that operates on the initial (La-
grangian) density field, which then uses Lagrangian per-
turbation theory to displace the halos to their final (Eule-
rian) positions. The gravitational collapse of halos is approx-
imated by solving the set of ordinary differential equations
of homogeneous ellipsoid collapse, which depend only on the
strain tensor of the linear displacements averaged over a cor-
responding spherical region in Lagrangian space. The four
main steps of the method can be understood through Fig-
ure 1 and are described in more detail in the following list:
1) Generation of the initial overdensity field δ(q) = ρ(q)−ρ
ρ
,
where q is the initial (Lagrangian) position. This is accom-
plished by first generating a white noise field on a three di-
mensional lattice by drawing each lattice value from a Gaus-
sian distribution with unit variance and a mean of 0, and
then convolving with the linear matter power spectrum for
the given cosmological parameters of the simulation. As the
mass-Peak Patch method works on a discrete periodic cubic
lattice, we perform many operations in the Fourier domain,
where the Fourier transform of the matter overdensity field,
δ(k), is defined through
δ(q) = 1(2pi)3
∫
dk eik·qδ(k). (1)
Throughout this paper we use the same notation for vari-
ables in either domain, and simply denote operations done
in real space with the Lagrangian q (or Eulerian x) variable,
and those done in Fourier space by the use of k.
The first and second order linear displacements, s(1)(q) and
s(2)(q), are then calculated from the density field through
s(1)(q) = D
(1)
(2pi)3
∫
dk i k
k2
eik·qδ(k) (2)
and
s(2)(q) = − D
(2)
(2pi)3
∫
dk i k
k2
eik·qF(k), (3)
where F(q) =
∑
i> j
[s(1)
i,i
(q)s(1)
j, j
(q) − s(1)
i, j
(q)s(1)
i, j
(q)], (4)
s(1)
i, j
(q) = ds
(1)
i (q)
dqj
(so s(1)
i, j
(k) = −kik jδ(k)/k2), and D(1) and
D(2) are the first and second order linear growth factor, re-
spectively. By Fourier transforming to configuration space
and performing the multiplications necessary sequentially,
we are able to maintain the memory usage of the code at
seven floats per mass element (δ(q), s(1)(q), s(2)(q)) at the ex-
pense of only one additional Fourier transform. All fields are
expressed in terms of their values at a redshift of 0.
2) The location of potential dark matter halo candidates are
found by smoothing the density field on a number of filter
scales, Rf , to find regions above a certain density threshold
by
δ(q; Rf ) = 1(2pi)3
∫
dk eik·qδ(k)W f (k; Rf ), (5)
where f denotes the type of filtering used ( f = G →
Gaussian, f = TH → Top Hat, etc.). The size (mass)
of the halo is found by solving a set of homogeneous el-
lipsoidal collapse equations to determine if the given re-
gion will gravitationally collapse by the redshift in ques-
MNRAS 000, 1–17 (2018)
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tion. The collapse redshift is determined by the linear strain
e(1)
i j
≡ (∂s(1)
i
/∂qj+∂s(1)j /∂qi)/2, averaged over a sphere centered
on each region of interest (see Section 2.1.2 for details).
3) Overlapping regions of Lagrangian space belonging to mul-
tiple halos are dealt with through exclusion, which can be
of various physically-motivated varieties as described in Sec-
tion 2.1.3.
4) Halos are then displaced to their final (Eulerian) position
xh, at redshift z, using xh(z) = qh + D(1)(zh)s(1) + D(2)(zh)s(2),
where s(1) and s(2) are the first and second order displace-
ment fields averaged over the volume of the halo. We use the
standard approximation D(2)(z) = − 37D(z)2Ω−1/143m (Bouchet
et al. 1995). The velocity of each halo is determined by
vh = ah[ ÛD(1)(zh)s(1) + ÛD(2)(zh)s(2)].
2.1 Optimal Mass-Peak Patch Parameters
Though we do not vary the free parameters of the mass-Peak
Patch model with cosmology or resolution, and no parame-
ters are fit to N-body simulations, there still remain a few
definitions of halo collapse and exclusion parameters that
need to be chosen in order to perform a simulation, and to
maximize computational efficiency. These include the over-
density at which a halo is considered to have collapsed, how
to divide overlapping volumes of Lagrangian space belonging
to separate halo candidates in order to avoid double count-
ing of mass, and how to efficiently find the locations of inter-
est at which to calculate the ellipsoidal collapse equations.
These choices are discussed and validated in the remainder
of this section, and the optimal parameter findings settled
upon are listed in Table 1.
2.1.1 Density-Peak Finding to Generate Candidate
Mass-Peak Points
The mass-Peak Patch method is a halo finder that identi-
fies halos with the largest regions of Lagrangian initial-state
space that will collapse by the redshift in question using
approximate dynamics, rather than the more exact N-body
dynamics used for final-state Eulerian halos. The first mPP
step after the generation of the initial conditions is to gen-
erate a point process of possible sites of halo collapse. A
highly overcomplete set is to use every initial-space lattice
point, adjusting the Lagrangian radius of the region until
the nonlinear ellipsoid trajectories, homogeneous over that
radius in all three directions, would have compactified to
near-zero volume. In its fully glory this is the correlated ex-
cursion set approach. Afterwards, the final complete set of
non-overlapping halos would be found by an exclusion pro-
cess.
In practice, such dense sampling of candidates is a
computationally-expensive overkill. BM used a much smaller
subset of linear density peaks smoothed on a hierarchy of fil-
ter scales {Rf }, chosen to lie above a linear density threshold
δc low enough that it would not cause collapsed structures
to be missed. The concrete choice δc ∼ 1.5 was made, safely
below the δcrit = 1.686 of top hat spherical overdensity col-
lapse, and the catalogues were shown to be insensitive to
the specific value chosen. We continue with that choice in
our modernized version. Smoothing is performed by con-
volving the density field with a top hat filter of the form
W(kRf ) = 3 j1(kRf )/(kRf ), where j1 is the spherical Bessel
function of order 1. This differs from the BM implementation
in which Gaussian smoothing was used, since we found that
this gives more candidate peak-points on a given scale than
Gaussian or sharp k-space filtering, and is better matched
to how we actually average various fields about the candi-
date points to determine the ellipsoidal dynamics, namely
with top-hat filtering over scales Rc . The number density of
peaks on a coarse-grained scale Rf scales as R−3f , meaning
the smallest filters in the hierarchy dominate the candidate
peak list, so there is much room for modifying the distribu-
tion of filters without adding much more expense than that
of the smallest element in the multi-resolution hierarchy.
Thus, in order to optimize performance, we want to de-
termine the best number of filters and their spacing for our
‘filter bank’. Too few filters may cause potential halos in
the simulation to be missed, while too many filters, espe-
cially of small scale, will reduce the computational perfor-
mance of the code. The filters need to span a range that
covers the mass range of halos that we expect to find. The
largest halo expected to be found at redshift z = 0 has a
mass of ∼1016M, corresponding to a radius of ∼36Mpc in
Lagrangian space, while the smallest halo is set by the res-
olution of the simulation. At a larger redshift one can use
a universal halo mass function to quickly estimate the size
of the largest halo expected to be found (e.g. Tinker et al.
(2008)). For the homogeneous ellipsoidal calculations we use
spherical averaging, which essentially imposes a minimum
number of lattice sites needed for good smoothed-field res-
olution. Here we set the minimum radius to be 2alatt, two
lattice spacings of size alatt in the simulation (also called the
cell size in this work). This therefore defines a minimum
halo mass that we can possibly resolve: about each candi-
date point at least 32 neighbours are needed to encompass
the top-hat smoothing estimates, similar to the minimum
count used in smoothed particle hydrodynamic simulations.
For more accurate sphericalization, a minimum count of 100
lattice “particles” is more conservative, and is the typical
number we use to define our minimum halo target mass in
the simulations. The speed of the mass-Peak Patch method
means that there is no real problem with making larger and
larger lattices, so we can design a simulation to achieve a
desired minimum resolved halo mass given a specified box
size.
With the physical arguments setting the minimum and
maximum filter sizes to use, we have the freedom to choose
how many filters lie within in this range, and what their
spacing is. Logarithmic spacing in Rf is what BM used. Lin-
ear in Rf is another possible choice, or some combination of
logarithmic on large scales and linear on small to control the
low Rf regime. The number of filters to well-sample candi-
date mass-peaks is determined empirically. In this work we
also investigated using filters spaced by the field variance on
the scale of the filter,
σ2(Rf ) = 1(2pi)3
∫
k2P(k)W2(kRf )dk, (6)
which was not done in the original Peak Patch implemen-
tation, but is logical to consider since the mass functions
are dominantly functions of σ(Rf ) (Bond et al. 1991; Tinker
et al. 2008). To converge on an optimal choice we ran a suite
of 10243 particle, 1024 Mpc mPP simulations at z = [0, 1, 2]
MNRAS 000, 1–17 (2018)
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Figure 2. To maximize the computational performance of the mass-Peak Patch method we converged on an optimal ‘filter bank’ by
running a suite of 10243 particle, 1024 Mpc simulations at z = [0, 1, 2], which varied the number and spacing of filters. Each column
(type of filter spacing) shows the convergence of the mass-Peak Patch mass function when varying the number of filters, referenced to
the ‘converged’ case of 100 filters. From left to right we present linear spacing in R f , logarithmic spacing in R f , linear spacing in σ(R f ),
and logarithmic spacing in σ(R f ). Each row shows a different redshift, from z = 2 at the top to z = 0 at the bottom. Colours represent
the number of filters used in each filter bank, where blue, red, and black indicate 10, 20, and 30 filters, respectively. Filters are spaced
from a minimum size of Rmin=2Mpc to a maximum size of Rmax=36Mpc.
which varied the filter spacing between linear and logarith-
mic in Rf and in σ(Rf ), and using a total number of filters
ranging from 5 to 100. The effects of the filter choice on the
halo mass function of the resulting mPP simulation, relative
to the ‘converged’ case of 100 filters, can be seen in Figure 2.
We chose to plot results for 10, 20, and 30 filters, as using
greater than 30 was nearly indistinguishable from 30, and
using less than 10 was clearly insufficient. It is evident that
using linearly spaced filters in R (first column) is inferior
to using log spaced filters in R (second column). The linear
spaced filters leave large gaps and spikes in the mass func-
tion, especially at the low mass end, where collapsed regions
in the simulation have not been identified, and therefore the
halos they correspond to were not found. The logarithmi-
cally spaced filters do much better for the same total num-
ber of filters (same computational cost). For filter spacing in
σ(R) both linear and logarithmic spacing are roughly equiva-
lent, and give similar results to filters logarithmically spaced
in R. It is also clear that more than 10 filters are needed, as
each spike seen when using only 10 filters corresponds to a
filter, and halos in between these masses were missed. We
find that between 20 and 30 filters are sufficient.
This convergence test was conducted at a single simula-
tion resolution, so the total number of filters is not the most
robust way to create the filter bank - the filter spacing is. As
a rule of thumb, the number of filters converged upon above
(20-30) correspond to a filter spacing of: ∆lnR=0.15 to 0.1,
∆σ(R)=-0.08 to -0.06, or ∆σ(R)=-0.09 to -0.06. These filters
should be spaced from a minimum radius of Rf,min = 2alatt to
a maximum radius of the largest halo expected to be found
at the redshift in question (Rf,max ∼36Mpc at z=0).
2.1.2 Homogeneous Ellipsoid Collapse
The final size of a mass-Peak Patch halo is determined
through a set of homogeneous ellipsoid collapse equations,
which take as input the linear strain e(1)
i j
(Rp1 ) ≡ (∂s(1)i /∂qj +
∂s(1)
j
/∂qi)/2 averaged over a sphere of Lagrangian radius Rp1 ,
centered on each halo candidate. The mean strain within
a given measurement radius is diagonalized to obtain its
eigenvalues, λi = −(δ/3)(1 + ci), and eigenvectors, nˆi , related
through ei j =
∑
k λk nˆik nˆ
j
k
, where c3 = pν + 3eν , c2 = −2pν ,
and c1 = pν − 3eν . The redshift at which the corresponding
homogeneous ellipsoid would collapse is calculated from the
following system of ordinary differential equations:
Üxi
xi
=
Üa
a
− 1
2
ΩmH2
[
biδ + ciδlin
]
. (7)
a is the background scale factor, xi(t) = Ri(t)/Rm1 are the
scale factors in each of the three principal axes of the ellip-
soid, δ = a3/(x1x2x3) − 1, δlin = δD, and
bi(t) ≡ 32
∫ ∞
0
dτ[x˜2i + τ]−1
∏
j
[x˜2j + τ]−1/2. (8)
The parameters bi are defined by the Newtonian poten-
tial of an isolated homogeneous ellipsoid in a coordinate sys-
tem aligned with its principal axes: Φ(x) = 4piGρ∑i bi x2i /2,
and depend only on its evolving shape. Thus, the first term
in the brackets on the right hand side of equation (7) is
proportional to the gravitational acceleration from mate-
rial inside of the ellipsoid, and is exact, while the second
term represents that from external tidal fields, and is ap-
proximated by the linear solution, which only depends on
the mean linear strain within R, through ci (Bond & My-
ers 1996a). The parameters bi and ci can be considered to
encode the anisotropy of the internal and external forces,
respectively. Since the shape of the ellipsoid is time depen-
dent, while the shape of the linear tidal field is not, bi is
time dependent while ci is not. Note that in the spheri-
cal case, x1 = x2 = x3 = x implies bi = 1, ci = 0, and
Üx/x = Üa/a−ΩmH2δ/2, which is the usual equation of motion
for spherical collapse.
Each of the three axes of the ellipsoid is evolved until
it reaches a critical collapse radius of xcoll,i = a fcoll,i, after
MNRAS 000, 1–17 (2018)
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Figure 3. left three panels: Evolution of halos in a 70 comoving Mpc region at three redshifts, where circles represent the radius of
the Lagrangian halos determined by the mass-Peak Patch method, and the background image shows the linear density field scaled by
the linear growth factor. The growth and merging of halos is immediately apparent as the central halo (coloured) grows from a mass of
1.7 × 1012M at z = 2, to a mass of 2.6 × 1015M at z = 0. White arrows show the Lagrangian displacement field, scaled down by a factor
of 5, in the reference frame of the central halo at each redshift. Arrows are bent as a result of plotting the 1LPT (arrow tail) and 2LPT
(arrow head) components of the displacement separately. right panel: Evolution of the homogeneous ellipsoid axes (co-moving size) for
the most massive halo at each redshift shown on the left. Dotted, dashed, and solid lines show the collapse along the third, second, and
first axis of the ellipsoid, respectively, while the colours (matched with the 3 left panels) indicate the redshift. The third and second axes
are stopped at a radial freezout factor of ∆
−1/3
h
= 0.171, and the complete collapse of the first axis marks the formation redshift of the
halo. Included are the values of the halo’s mean density δ, ellipticity eν , and prolaticity pν , which completely determine it’s collapse as
per equation 7.
which the axis is ‘frozen in’ at that value, as seen in the
right panel of Figure 3. The eigenvalues of the ellipsoid sat-
isfy λ3 ≥ λ2 ≥ λ1, so the 3-axis will be the first to collapse,
and the 1-axis will be the last. In the mass-Peak Patch pic-
ture the collapse of the 1-axis marks the virialization of the
halo into a collapsed object. If a halo of radius Rp1 has col-
lapsed by the redshift in question, we then perform the mea-
surement at increasingly larger radii, Rpn > ... > Rp1 , until
the halo centered at that location no longer collapses. If the
halo has not collapsed at Rp1 , we step down to increasingly
smaller radii. The largest region found to collapse at that
location is then appended to the initial halo catalogue.
There remains freedom for the initial search radius
Rp1 (Rf ), where Rf is the filter scale that the density peak
was found at, and freedom for the choices of the three ra-
dial freezeout factors, fcoll,3, fcoll,2, and fcoll,1. The initial
search radius is a parameter that can help to minimize
under-prediction of halo sizes while maximizing computa-
tional efficiency. In theory, to ensure the largest halos are
always found, one would choose Rp1 to be the size of the
largest halo expected to be found in the entire simulation,
Rp1 = Rh,max , and then step down to increasingly smaller
radii until the first radius at which a halo collapses. But,
this can be very inefficient, as the cost of calculating the
mean strain used in the collapse equations scales as R3 (for
a 0.5 Mpc resolution simulation one would then be summing
over ∼1×106 cells for every halo). Conversely, if Rp1 ' Rf ,
while stepping out to larger radii, a larger halo (for example
of size 1.3Rf ) would not be identified even though it would
collapse, if a smaller halo (for example 1.2Rf ) does not col-
lapse, as the calculation is stopped when the halo centered
at that location no longer collapses. We found that choos-
ing Rp1 = 1.75Rf results in a nearly identical halo catalogue
to that of the theoretical best choice of Rp1 = Rh,max , at a
fraction of the computational cost. This choice was adopted
as the default for all future simulations.
The radial freeze-out factors fcoll,i are fundamental for
the homogeneous ellipsoid approximation to gravitational
collapse. Two physically motivated values are fcoll,i = ∆
−1/3
h
,
which corresponds to the standard top hat virial density
contrast of ∆h, and fcoll,i ∼ 0, which corresponds to complete
collapse along the axis. For this work we have adopted the
halo definition of ∆h = 200ρm, where ρm is the mean density
of the universe. Therefore, we have the choice of fcoll,i =
200−1/3 = 0.171, or fcoll,i ∼ 0.
To determine the effect of axis freeze-out on the final
halo catalogue we ran a suite of simulations with the follow-
ing four axis choices:
( fcoll,3, fcoll,2, fcoll,1) = (∆−1/3h ,∆
−1/3
h
,∆
−1/3
h
)
= (∆−1/3
h
,∆
−1/3
h
, 0.01)
= (∆−1/3
h
, 0.01, 0.01)
= (0.01, 0.01, 0.01).
(9)
A value of 0.01 was chosen for complete collapse along
an axis as it was near enough to complete collapse,
but not sufficiently small to cause any unwanted nu-
merical effects from calculating the differential equations.
We found that requiring complete axis collapse along
the final axis, and virialization along the first 2, i.e.
( fcoll,3, fcoll,2, fcoll,1)=(0.171, 0.171, 0.01), results in halo cata-
logues that most closely match common universal halo mass
functions, so we adopt this for our runs. The other three
choices over-predicted the number of halos at the high mass
end.
2.1.3 Exclusion
The final choice in the mass-Peak Patch method is how to
ensure that collapsed regions are distinct and that there is
no double counting of matter. After the computation of the
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Algorithm Step Required Parameters Finalized Choices
Density-Peak Finding (2.1.1) Type of filters Top hat
Spacing between filters Logarithmic in R or σ(R), or Linear in σ(R)
Total number of filters 20-30
Ellipsoidal Collapse (2.1.2) Initial search radius 1.75 R f
Overdensity of a halo† ∆h = 200 ρM
Axis ‘freeze out’ ratio† (λ3, λ2, λ1)=(∆−1/3h , ∆
−1/3
h
, 0.01)
Exclusion (2.1.3) Partition of overlapping Lagrangian space† Binary exclusion, type (ii)
Displacements First or second order LPT Second order
Table 1. Parameters of the mass-Peak Patch method that need to be specified in advance in order to run a simulation. Entries followed
by a † are fundamental to the physical choice of approximating gravitational collapse used in the mass-Peak Patch method, while those
without a † are simply to maximize computational efficiency.
R1 R2
R3
d12
V2,1 V1,2
d13
h2 h1
Figure 4. Overlapping halos in Lagrangian space are dealt with
through exclusion and reduction. Considering the binary merge
(type (ii)) used for the N-body comparisons of Section 3, patch
3 would be removed from the list of candidate halos, and both
patches 1 and 2 will see a reduction in volume (mass) of V1 =
V1 − V1,2 and V2 = V2 − V2,1, respectively. Although the volume
reduction occurs only as a consequence of the spherical caps of
the union of the two spheres, we treat it as a reduction of halo
radius which retains the sphericity of the halo.
homogeneous ellipsoid collapse there will be candidate peak
patches that overlap, and there will be smaller collapsed
objects enveloped in larger collapsed patches. In order to
prevent this unphysical result propagating to the final halo
catalogue we must perform a hierarchical Lagrangian exclu-
sion and reduction algorithm.
One may think of a number of ways of doing this, with
many discussed in detail in Bond & Myers (1996a). Figure 4
depicts the geometrical problem that needs to be solved in
the simple case of 3 overlapping halos. Two options are bi-
nary exclusion and half exclusion. In both of these methods,
candidate mass-peak patches are first ranked in mass, and
for each patch all neighbors that have any overlap with its
Lagrangian radius are considered. If the center of a smaller
patch resides inside the Lagrangian volume of a larger patch,
the smaller patch is removed from the list (excluded). For
the half exclusion option this is the only step, and the re-
maining halo catalogue is then written to disk. For binary
exclusion, another step, called reduction, is implemented in
order to prevent any double counting of Lagrangian mass. If
adjacent patches have any overlap we calculate the volume
(mass) of the union of the two intersecting spheres by the
standard equations of the volume of a spherical cap,
Vi, j =
1
3
pih2i (3Ri − hi). (10)
The height of the cap hi overlapping sphere j can be written
as
hi =
(Rj − Ri + di j )(Rj + Ri − di j )
2di j
(11)
where Ri is the radius of sphere i .
Considering the configuration shown in Figure 4, we
have a patch p3 that will be excluded, and 2 overlapping
spheres p1 and p2, where the volumes of overlap are V1,2
and V2,1. There are then 3 options of how to partition this
overlapping mass:
(i) Subtract the total mass (V1,2+V2,1) from the larger patch.
(ii) Consider the plane perpendicular to the vector di j which
divides the two spherical caps. Subtract any volume beyond
this plane from each halo, V1 = V1 − V1,2, V2 = V2 − V2,1.
(iii) Subtract the total mass (V1,2+V2,1) from the smaller patch.
The overlapping mass from all neighboring halos is ac-
counted for before reducing the volumes. Although the mass
reduction occurs only on the overlap between peaks, we treat
it as a reduction in radius which retains the sphericity of the
patch. These reductions conserve mass, but as the patches
are approximated as spheres, there may still be a small over-
lap in volume after, which we ignore. The final radius of a
halo is easily related to the mass through Mh = 4piR3h ρM/3,
where ρ¯M = 2.775 × 1011ΩMh2 [M/Mpc3].
The effects of binary exclusion, compared with half ex-
clusion, were studied through a series of simulations at vary-
ing redshifts and resolutions. As expected we found that half
exclusion has more halos at all masses, as a result of not
conserving mass of overlapping volumes. We find that just
as in the original implementation of the mass-Peak Patch
method, binary exclusion of type (ii) is currently the best
choice. There remains the possibility to design and imple-
ment a more physical method to perform exclusion, but this
is left for future work.
We note that although there most likely exists an opti-
mal combination of choices for the filter bank, axis-freezeout,
and exclusion, that might maximize a specific summary
statistic when compared to a specific N-body, we do not at-
tempt to do this. Overall, we found that the BM choices have
MNRAS 000, 1–17 (2018)
8 G. Stein et al.
stood well against the test of time. The parameter choices
we described in this section can be seen in Table 1.
3 MASS-PEAK PATCH N-BODY VALIDATION
In this section we validate the mass-Peak Patch method
against N-body simulations through a number of summary
statistics. By matching the initial conditions of a mPP sim-
ulation to those of the N-body run we are able to compare
halo mass functions, halo power spectra & cross correlations,
and higher order spatial matching.
3.1 Reference Simulations
To test the accuracy of the mass-Peak Patch method we
created a suite of N-body simulations using the publicly
available Gadget-23 code. (Springel 2005). We ran a set of
5123 particle simulations with box-sizes equal to 256 Mpc,
512 Mpc, and 1024 Mpc. Throughout this paper we refer
to these three sets of simulations by the comoving resolu-
tion of the 3-D grid of the initial conditions: the 0.5 Mpc
resolution simulation, the 1 Mpc resolution simulation, and
the 2 Mpc resolution simulation. For each resolution we ran
three independent realizations, which we refer to as different
simulation seeds, resulting in a suite of 9 simulations in to-
tal. The following cosmological parameters were used, which
match those of the Euclid comparison project: ΩM = 0.285,
Ωb = 0.044, ΩΛ = 0.715, h = 0.695, ns = 0.9636, and
σ8 = 0.828.
The initial conditions were generated with the publicly
available 2LPTic code4 using a starting time of a = 0.02
(z=49) and a linear power spectrum generated with CAMB5.
The comoving force softening length ( = 20h−1kpc), abso-
lute force error tolerance (α = 0.002), and time stepping
(∆ ln(a)max= 0.0125) chosen was informed by the conver-
gence tests of the Aemulus project (DeRose et al. 2018). If
we were instead targeting validations at high redshift regime
the starting redshift would be increased to z ∼ 100.
To perform halo finding we used the Adaptive Mesh In-
vestigations of Galaxy Assembly (AMIGA) halo finder6, also
known as AHF. We defined dark matter halos as Eulerian-
space spherical overdensities - which are themselves mass-
peak patches - of 200 times the background matter density.
We use ‘strict’ spherical overdensity masses, where strict
refers to the inclusion of unbound particles residing within
a halo. This choice was made since we are mainly interested
in the total mass of the halo and not its internal properties
for this study.
For our mass-Peak Patch runs we modified 2LPTic to
output the density and displacement fields, linearly evolved
to redshift 0, instead of the 2LPT displaced particles. Each
mass-Peak Patch simulation used the internal parameters
specified in Table 1.
3 https://wwwmpa.mpa-garching.mpg.de/gadget/
4 http://cosmo.nyu.edu/roman/2LPT/
5 https://camb.info/
6 http://popia.ft.uam.es/AHF/Download.html
To create the reference Lagrangian N-body halo cata-
logues we traced back each N-body halo’s constituent par-
ticles to their initial positions and calculated their cen-
tre of mass, which we define as the halo’s Lagrangian
position. A halo’s Lagrangian radius is then simply
Rh = (3Mh/4piρM))1/3.
A list of all runs used in this paper and their computa-
tional requirements are shown in Table 2.
3.1.1 Halo Clustering Benchmarks
As in Bond & Myers (1996a), one of the most compelling
ways to compare the mass-Peak Patch method to N-body is
by direct visual comparison of the positions of the halos in
the two catalogues, since this involves high order clustering
as well as the traditional low order two-point correlations.
To make that more precise mathematically we introduce a
new high order statistic, by removing the mPP halos resid-
ing inside of N-body halos, and vice versa, using our exclu-
sion/merger post-processing. We entitle this a halo spatial
matching comparison, and present the results in Section 3.3.
We also use more traditional 2-point statistics in Sec-
tion 3.4 to show the power spectra of the catalogues are quite
similar. We quantify this by a near-unity halo transfer func-
tion T(k), and by a more demanding halo cross correlation
coefficient, r(k), which probes the mismatch of halo centres
in the 2-catalogues. Ideally this would have a halo-mass-
dependent scaling to avoid small object and large object
offsets being treated exactly the same. We have not done
this scaling here, since, in many respects, the first test of
merging of one catalogue relative through exclusion is the
more demanding scaling test.
For the 2-point tests, the halo power spectra are cal-
culated by first binning halos onto a cubic grid to create
the halo density field, δh(x), or its Fourier transform δh(k),
where h represents halos from the N-body or mass-Peak
Patch methods: h = [NB, PP]. The power spectrum is then
defined as 〈δh(k)δh∗ (k′)〉 = (2pi)3δ3D(k + k′)Ph,h∗ (k), which we
can simply calculate for each linearly spaced bin ki through
Ph,h∗ (ki) =
∫
|k | ∈ki
d3k
Vki
δh(k)δh∗ (−k)
=
1
Vcell
∑
|k | ∈ki
1
nki
δh(k)δh∗ (−k).
(12)
The second equality holds when the calculation is performed
on a discrete periodic grid as in our analysis. Vcell is the
volume of a cell, and Vki ≈ 4pik2i ∆k. We used the python
package nbodykit (Hand et al. 2017) to perform some of
these calculations.
Ph,h∗ (k) allows us to define the transfer function T(k) as
the ratio of the square root of the power spectra,
T(k) =
√
PPP,PP(k)
PNB,NB(k) , (13)
and the cross correlation coefficient, r(k), as
r(k) = PNB,PP(k)√
PNB,NB(k)PPP,PP(k)
. (14)
The transfer function is a measure of the relative bias
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Method Nruns Ncells Lbox [Mpc] Redshift Nprocessors Total Runtime [s/run] Memory [Gb]
Peak Patch 56 10243 1024 0,1,2 32 185 35
N-Body 3 5123 1024 0,1,2 200 ∼168,000 61
Peak Patch 3 5123 1024 0,1,2 8 100 15
N-Body 3 5123 512 0,1,2 200 ∼168,000 61
Peak Patch 3 5123 512 0,1,2 8 140 15
N-Body 3 5123 256 0,1,2 200 ∼168,000 61
Peak Patch 3 5123 256 0,1,2 8 300 15
Table 2. A list of all validation runs included in this paper. The compute time to generate the initial conditions is not included in the
timing, as this was done externally, but the timing does include reading the initial conditions from disk. Note that although the speed-up
factor of these small 5123 validation runs is generally greater than a factor of 103, this factor becomes increasingly large for more massive
runs, due to the straightforward parallelization of the mass-Peak Patch method described in Appendix A. We found a speed up factor of
> 3000 when comparing to the 40963 particle Gadget-2 Mice Grand Challenge (Fosalba et al. 2015b; Carretero et al. 2015; Fosalba et al.
2015a), the results of which will be presented in a future work.
N-Body
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Eulerian
z = 0z = 1
0 250 500 750 1000
x [Mpc]
0
200
400
600
800
1000
y
[M
pc
]
z = 2 z = 0z = 1
Figure 5. Lagrangian (left) and Eulerian (right) halos of a 1024 Mpc simulation for both N-body (black, solid lines) and mass-Peak
Patch (red, dashed lines). The top panels show the full simulation volume at z = 0, while the bottom show a 200 Mpc zoom-in at
z = [2, 1, 0] centered near the largest halo at z = 0. Lagrangian N-body halo positions were created by finding all particles belonging to
each Eulerian halo, tracing the particles back to their initial positions (depicted here by the diffuse black background), and calculating
their center of mass. Visualized here is a 20 Mpc thick slice in the z-direction. The radius of the Lagrangian halos is proportional to their
mass by Rh = ( 34piρM M)
1/3, while the Eulerian radius is a factor of three larger than R200,M for visualization purposes.
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between halos. The cross correlation coefficient is related
to another measure of bias: if the two halo number-density
fields, nPP(x) and nNB(x) are considered to be in the cor-
related Gaussian random field limit, appropriate for low k,
then the mean response of the mPP density to a given N-
body density is
< n˜PP(k)|n˜NB(k) > =
PPP,NB(k)
PNB,NB(k) n˜NB(k)
=
r(k)
T(k) n˜NB(k).
(15)
As mentioned above it would be better to band halos of
nearly the same mass together, and do the cross-test for the
individual mass-bands, each scaled with a radius ∝ M1/3, but
here we shall be content with just showing the global results,
with one very coarse halo-mass band. All results we show in
this work are calculated after abundance-matching the mass-
Peak Patch halo catalogues to those of the N-body, which
is accomplished by rank ordering in halo mass and selecting
the same number of the most massive halos for each. The
labels shown on the figures then represent the number of
particles or mass of the N-body halos.
3.2 Halo Visuals
Figure 5 provides a first, qualitative comparison of mass-
Peak Patch halos with those of an N-body simulation in
both Lagrangian and Eulerian space. The large panels on
top show a 20 comoving Mpc thick slice of the full 1024
Mpc simulation at z = 0 in Lagrangian space (left) and Eu-
lerian space (right), while the zoom-ins on the bottom show
a 200 Mpc region at z = [2, 1, 0] centered near the largest
halo in the simulation at z = 0. Black circles represent the
Lagrangian or Eulerian radius of the N-body halos, while
red represent mass-Peak Patch. The Eulerian radii were in-
creased by a factor of 3 for visualization purposes. We see
that halos generally have the same positions and size (mass)
in both methods across all redshifts, and that the large scale
structure is very well-reproduced. In Lagrangian space we
also show the positions of all N-body particles which end up
in halos as the diffuse black background. We see that even
N-body halos with an aspherical Lagrangian shape are gen-
erally well matched by the mass-Peak Patch halos. Shown
are all N-body halos with a mass greater than 100 cells of
the simulation, ∼3×1013M, and the equivalent number of
mass-Peak Patch halos, with no mass corrections.
The relatively thin slicing of 20 Mpc in the z-direction
causes some matching halo pairs to have one member in and
one member out of the slice, which artificially increases the
number of unmatched halos in the visualization. As well,
halos slightly above the minimum mass boundary can have
a partner of slightly lower mass, which also increases the
visual discrepancy. Therefore, in the following sections we
quantify the accuracy of the mass-Peak Patch method in
Lagrangian and Eulerian space with a number of halo sum-
mary statistics: halo matching, halo clustering, and the halo
mass function.
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Figure 6. Top: Partnered (red) and un-partnered (gray) La-
grangian mass-Peak Patch halos in a 20 Mpc thick simulation
slice at z=0. Bottom: Percentage of mass-Peak Patch halos with
a Lagrangian N-body partner as a function of halo mass at z = 0
(blue), z = 1 (yellow), and z = 2 (red). The linestyle indicates the
resolution of the simulation, where solid, dashed, and dotted de-
note a 0.5 Mpc, 1 Mpc, and 2 Mpc resolution, respectively. Shown
is the mean of the 3 simulation seeds. The vertical lines denote
the mass of 100 particles for each simulation resolution.
3.3 Halo Matching
To quantify the small discrepancies seen between the meth-
ods in Figure 5, many of which can simply be a result of the
visualization method as described in Section 3.2, we per-
formed a quantitative analysis of the halo spatial matching
between the two methods in Lagrangian space as a function
of the mass of a halo. We defined a mass-Peak Patch halo
to have an N-body partner if its Lagrangian center of mass
is within the Lagrangian radius of an N-body halo; meaning
that the two halos are constructed from roughly the same
particles of the simulation. This allows for each mass-Peak
Patch halo to classified as partnered or unpartnered. This
test is a very efficient post-processing, just involving one
more run of the exclusion merger program on the combined
catalogues.
Figure 6 shows a visualization of the halos with and
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without partners (top), and the halo partner percentage as
a function of the mass of a mass-Peak Patch halo (bottom).
The top panel shows the same 20 Mpc thick simulation slice
at z = 0 as Figure 5, where we now instead show mass-Peak
Patch halos as two different colours: partnered (red) and
unpartnered (gray). We see that a significant fraction of the
halos directly correspond to those of the N-body simulation.
It is also clear that the only non-partnered halos are those
near the low mass end of the simulation, and that every
massive halo seen has a partner.
The bottom panel shows the halo partner percentage
as a function of mass for the three simulation resolutions
and three redshifts. For large halo masses the partner ra-
tio is very close to unity for all simulation resolutions and
redshifts, as expected from the top panel. The linestyle indi-
cates the resolution of the simulation while the colour shows
the redshift of the halo catalogue. Solid, dashed, and dot-
ted lines denote a 0.5 Mpc, 1 Mpc, and 2 Mpc resolution,
while red, yellow, and blue denote redshifts of z = 2, z = 1,
and z = 0, respectively. As the halo mass decreases to the
mass of 100 particles of the simulation (vertical black lines),
which is the smallest halo we expect to accurately resolve,
the partner ratio decreases to 90% for the 2 Mpc resolution
simulation for all redshifts, while for the 1 Mpc (0.5 Mpc)
resolution simulations we see a variation as a function of
redshift from ∼ 90% at z = 2 to ∼ 80% at z = 0 (∼ 80% at
z = 2 to ∼ 70% at z = 0) for a 100 particle mass halo. For all
simulation resolutions and redshifts we find a high partner
percentage of ≥ 90% for halos above a mass of ∼200 particles
in the simulation.
3.4 Halo Clustering
The 2-point and 3-point clustering of halos above various
mass cuts in simulations are commonly used quantifications
of the accuracy of approximate methods when compared to
full N-body simulations. Recently, mass-Peak Patch cluster-
ing results were presented in a series of three papers (Lippich
et al. 2018; Blot et al. 2018; Colavincenzo et al. 2018) which
investigated the accuracy of six different approximate meth-
ods (HALOGEN (Avila et al. 2015), ICE-COLA (Izard et al.
2016), log-normal (Agrawal et al. 2017), mass-Peak Patches,
PATCHY (Avila et al. 2015), and PINOCCHIO (Monaco
et al. 2013)) when compared to N-body for the purpose of
creating mock catalogues and covariance matrices for the
Euclid collaboration. Also included was the Gaussian recipe
of (Grieb et al. 2016) which created covariance matrices only.
All methods but the log-normal one simulated 300 indepen-
dent realizations with matching initial conditions of a 10003
dark matter particle box, with a side length of 2158 Mpc, to
create 300 halo catalogues at z = 1.
Lippich et al. (2018) investigated the correlation func-
tion results, Blot et al. (2018) investigated the power spec-
trum results, and Colavincenzo et al. (2018) performed
a comparison of the halo bispectrums. When considering
abundance matched halos above a minimum mass cut of 100
particles (the only mass sample we provided because of our
concerns about patches defined on small numbers of lattice
sites), mass-Peak Patch fared well across all halo summary
statistics, remaining consistently among the top few meth-
ods. Along with ICE-COLA it performed best on the mean
and the variance of the power spectrum multipoles, and
alongside ICE-COLA and PINOCCHIO it performed best
on the mean and the variance of the bispectrum. One inter-
esting result of the bispectrum analysis was that the differ-
ence between predictive and abriged particle mesh methods
compared to stochastic methods became much greater than
for the power spectrum or correlation function, with the ex-
ception of PATCHY which fared well. This can partially be
attributed to the fact that stochastic methods work by tun-
ing parameters until they can best match specific summary
statistics of a few of the N-body runs, such as the correla-
tion function. When then asked to create a halo catalogue to
encapsulate a clustering statistic that the method wasn’t fit
to (such as capturing the correct bispectrum when the pa-
rameters of method were fit to give an accurate correlation
function), they tend to greatly decrease in accuracy.
This comparison project was very broad in scope, but it
was limited to a single simulation resolution of ∼2 Mpc, and
a single redshift of z = 1. In this work we expand upon this
by looking at three different simulation resolutions and three
different redshifts. Although the mass-Peak Patch method
is a Lagrangian space halo finder, the final Eulerian state
accuracy is generally more important for the desired use of
creating large-volume mock halo catalogues to model cosmo-
logical observables and their covariances. In the mass-Peak
Patch method, halos are moved to their Eulerian positions
by calculating the average Lagrangian displacement of every
particle belonging to a halo, and for this study the displace-
ments are calculated using second order Lagrangian pertur-
bation theory. Going to an even higher order LPT (at a cost
of computational efficiency and memory) has been shown
to slightly improve halo displacements in the PINOCCHIO
method when compared to N-body (Munari et al. 2017). Be-
cause of the halo-adaptive smoothing inherent in mPP it is
unclear that higher order LPT will be of use, but we leave
this for further study: a modest boost in accuracy may not
be worth the trade off in efficiency.
3.4.1 Lagrangian Halo Clustering
Figure 7 shows the halo clustering results in Lagrangian
space as a function of redshift for the three simulation reso-
lutions. The top row shows the transfer function of the La-
grangian particles that belong to halos, the middle row shows
the transfer function of the Lagrangian halo positions, and
the bottom row shows the cross correlation coefficient of the
Lagrangian particles that belong to halos. Each line is the
mean of the 3 simulation seeds. The colour indicates the red-
shift of the analysis, where blue, yellow, and red represent
z = 0, z = 1, z = 2, respectively, and the linestyle indicates
the minimum number of particles per halo, where dotted,
dashed, and solid show a 50, 100, and 500 particle minimum.
The conversion from number of particles to halo mass is sim-
ply Mmin = 3.82×1012
(
resolution
1Mpc
)3 ( Nparticle
100
)
M. The lines not
shown at z = 2 are due to the insufficient number of ha-
los found in both methods to perform a meaningful power
spectrum calculation.
For the Lagrangian-space halo particles (top) we find
that the transfer function is flat on large scales (small k), and
within 5−10% for all simulation redshifts, number cuts, and
resolutions. On small scales (large k) we find that mass-Peak
Patch has more power. This is expected since mass-Peak
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Figure 7. Lagrangian Space. Top row: Transfer function of the Lagrangian particles that belong to halos. Middle row: Transfer
function of the Lagrangian halo positions. Bottom row: Cross correlation coefficients of Lagrangian particles that belong to halos. The
Lagrangian radius of the largest halo expected at z = [0, 1, 2] is roughly Rh=[30 Mpc, 15 Mpc, 10 Mpc]. Translating this to a wavenumber
results in k ∼ [0.1Mpc−1, 0.15Mpc−1, 0.2Mpc−1], which is nearly exactly where we see the deviation of the mass-Peak Patch Lagrangian
particle transfer function and particle cross correlation function from the N-body. This is expected, as mass-Peak Patch halos are strictly
spherical, while the N-body are not. Additionally, we have not abundance matched the halos in mass, meaning that the total number
of particles in mass-Peak Patch halos is not equivalent to N-body in this comparison. Each panel shows the mean results of the three
simulation seeds at z = 0 (blue), z = 1 (yellow), and z = 2 (red), for three halo particle number cuts. The linestyle indicates the minimum
number of particles per halo, where dotted, dashed, and solid show a 50, 100, and 500 particle minimum, respectively. The conversion
from number of particles to halo mass is simply Mmin = 3.82×1012
(
resolution
1Mpc
)3 ( Nparticle
100
)
M.
0.9
1.0
1.1
√ P
P
P
/P
N
B
0.5 Mpc Resolution
10−1 100
k [Mpc−1]
0.6
0.8
1.0
r
1.0 Mpc Resolution
10−1
k [Mpc−1]
z=2
z=1
z=0
2.0 Mpc Resolution
10−2 10−1
k [Mpc−1]
Figure 8. Eulerian Space. Halo transfer function (top row) and cross correlation coefficient (bottom row) of the N-body and mass-Peak
Patch halo catalogues in Eulerian space at z = [0, 1, 2] for three particle number cuts. Shown is the mean of the three simulation seeds.
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number cuts. The linestyle indicates the minimum number of particles per halo, where dotted, dashed, and solid indicate a 50, 100, and
500 particle minimum, respectively.
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Patch halos are taken to be strictly spherical in Lagrangian
space, while N-body halos are strictly spherical in Eule-
rian space, hence not when mapped back to in Lagrangian
space. The Lagrangian radius of the largest halo expected
at z = [0, 1, 2] is roughly Rh=[30 Mpc, 15 Mpc, 10 Mpc].
Translating this to a wavenumber results in k ∼ [0.1Mpc−1,
0.15Mpc−1, 0.2Mpc−1], which is nearly exactly where we see
the deviation of the mass-Peak Patch Lagrangian particle
transfer function from the N-body. Additionally, we have
not abundance-matched the halos in mass, hence the total
number of particles in mass-Peak Patch halos is not equal
to those in the N-body halos.
The transfer function for the Lagrangian halo positions
(middle) is flat on all scales for the 1 Mpc and 2 Mpc res-
olution simulations, though with some scale dependence on
large scales for the 0.5 Mpc resolution simulation, similar to
what is seen in the Eulerian case. For both the 1 Mpc and
2 Mpc simulation resolutions the transfer function is within
5% for z = 1 and z = 2, and within ∼ 7% percent for z = 0.
For the 0.5 Mpc resolution simulation we see more deviation
at the large scales. When considering k > 0.1 Mpc−1 we see
that for all simulation redshifts, number cuts, and resolu-
tions the transfer remains within 7%, but for the 0.5 Mpc
resolution simulation it deviates by up to 25% for k < 0.1
Mpc−1. This may be attributed to the small 256 Mpc size of
the box: more investigation is needed.
The cross correlation coefficient of the Lagrangian halo
particles (bottom) is close to unity for all simulation red-
shifts and resolutions at large scales. For the 0.5 Mpc resolu-
tion simulation we find, for redshifts z = [0, 1, 2], that r ≥ 0.95
at k=[0.2Mpc−1, 0.3Mpc−1, 0.4Mpc−1], and that r ≥ 0.9 at
k=[0.3Mpc−1, 0.45Mpc−1, 0.6Mpc−1]. For the larger resolu-
tion simulations we find a small decrease at high k values,
which is to be expected as these small spatial scales are un-
resolved.
3.4.2 Eulerian Halo Clustering
Figure 8 shows the halo clustering results in Eulerian space
as a function of redshift for the three simulation resolutions.
The top row shows the transfer function, while the bottom
shows the cross correlation coefficient, where each line is the
mean of the 3 simulation seeds. The colour indicates the red-
shift of the analysis, where blue, yellow, and red represent
z = 0, z = 1, z = 2, respectively, and the linestyle indicates
the minimum number of particles per halo, where dotted,
dashed, and solid show a 50, 100, and 500 particle minimum.
The lines not shown at z = 2 are due to the insufficient num-
ber of halos found in both methods to perform a meaningful
power spectrum calculation.
We find that the transfer function is nearly flat at large
scales for all simulation resolutions, but shows a scale de-
pendence on large scales that increases between z=2 to z=0
for the 0.5 Mpc resolution simulation. For both the 1 Mpc
and 2 Mpc simulation resolutions we find that the transfer
function is within 5% for all redshifts and number cuts for
the entire k range. Considering the 2 Mpc resolution sim-
ulation, at z = [0, 1, 2] the transfer function agreement is
within [5%, 2.5%, 1%], and for the 1 Mpc resolution simula-
tion the agreement at z = [0, 1, 2] is within [5%, 2.5%, 2.5%],
across the entire k range. For the 0.5 Mpc resolution simu-
lation the transfer function remains within 10% for all red-
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Figure 9. Halo mass functions at z = [0, 1, 2]. Shown is the mean
of the 3 simulation seeds for each redshift and simulation resolu-
tion. Linestyle indicates the resolution of the simulation, where
solid, dashed, and dotted denote a 0.5 Mpc, 1 Mpc, and 2 Mpc
simulation resolution, respectively. The thick black lines in the up-
per panel, which both mass-Peak Patch and N-body accurately
match, show the universal mass function of Tinker et al. (2008).
The vertical lines illustrate the mass of 100 cells (particles) of
a simulation for each simulation resolution, and the gray bar on
the bottom panel denotes a ±10% deviation of Peak Patch from
N-Body. The ? symbols show the value of M∗ at each redshift,
while the + symbols show the value of Mnon−lin.
shifts and number cuts. We also find that the Eulerian-space
cross correlation coefficient of the halo positions (bottom)
remains high for all resolutions, particle number cuts, and
redshifts. The transfer function results of the Euclid com-
parison project, Blot et al. (2018), a ∼ 2.2 Mpc resolution
simulation at z=1, are nearly identical in amplitude to the
results shown in Figure 8 by the dotted yellow line (z=1) of
the 2 Mpc resolution simulation, adding further validation
to mPP simulations compared with N-body simulations. We
find the same exercise for Lagrangian space halo positions
reveals more deviation, largely attributable to not adding a
mass-dependent position uncertainty: the large halos encom-
pass enormous regions of Lagrangian space. After dynamical
evolution, this effect is partly mitigated, but even for the Eu-
lerian space tests a radius-scaling associated with positional
uncertainty would further improve the halo-halo cross cor-
relation coefficients. One way to do this is to create a 3D
map from the catalogue by adding a halo-radius Gaussian
uncertainty. The merger test described above uses top hats
rather than Gaussians, and uses the halo radius rather than
a range of fuzziness scales, but has more statistical content
than the power spectra of these 3D fuzzy maps so we have
not pursued the fuzzy-halo approach further in this paper.
3.5 Mass Function
Though the halo mass functions are well-reproduced, we
note that even if only roughly correct we could still have
an accurate method for creating mocks of the large scale
structure of the universe. It is straightforward to abundance-
match the mass of halos through a few small simulations, or
through universal halo mass functions, so the main criterion
for accuracy is that the mass-ranking of the halos of the ap-
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proximate method matches that of the N-body, and that a
sufficient number of halos are detected (Lippich et al. 2018;
Blot et al. 2018; Colavincenzo et al. 2018). The results of
the number matched transfer function and cross correlation
coefficient of Figure 8 show that this is indeed true for the
mass-Peak Patch method.
The halo mass function of the simulations, with no
abundance matching or tuning, can be seen in Figure 9.
We show the mean of the 3 simulation seeds, where solid,
dashed, and dotted lines denote a 0.5 Mpc, 1 Mpc, and 2
Mpc simulation resolution, respectively, and the colours blue
(z = 0), yellow (z = 1), and red (z = 2) indicate the redshift.
The vertical lines show where our effective mass cutoff of
100 cells (particles) lie as the resolution varies, and the gray
bar on the bottom panel shows the ±10% deviation of the
mass-Peak Patch from N-Body. We also show the conven-
tional characterization of the mass spectrum M∗, defined by
σ(M∗) = 1.686, and the “non-linear” mass Mnon−lin defined
by σ(M∗) = 1.686 (σ(Mnon−lin) = 1.0, as ? and + symbols,
respectively.
We find that the homogeneous ellipsoidal collapse ap-
proximation and binary exclusion of the mass-Peak Patch
method produces a halo mass function that agrees with the
results from N-body, generally to 10% for all simulation res-
olutions and redshifts above a minimum halo mass cut of
100 particles. At the highest mass end we see a slightly
larger deviation, but this can be attributed to the small
number statistics of halos in the largest bins. We also find
that mass-Peak Patch reproduces the mass function within
±10%, even to below the non-linear scale Mnon−lin, at all red-
shifts and simulation resolutions. As in BM, we prefer the
Spherical Overdensity approach to Eulerian halo-finding as
one more closely matched to what is done in the the mass-
Peak Patch algorithm, rather than, e.g., the oft-used friends-
of-friends method. More dynamically-refined advanced halo
finding based on detailed orbits is not really suitable for
comparison with mass-Peak Patch halos.
3.6 Additional Validations
Our results on validation are robust across a broad range of
simulation resolutions and cosmological parameter choices.
Grid cell masses of 2.5 × 108M up to 2.6 × 1011M have
been used in various simulations, without any significant
change to the accuracy of the mass function or power spec-
trum when compared to a universal halo mass function or
an N-body simulation of the same resolution. Flat ΛCDM
cosmologies with ΩM = (0.2 to 0.35), ns = (0.75 to 0.9), and
σ8 = (0.7 to 0.9), have also had no qualitative or quantita-
tive effect on the accuracy of the method when compared to
N-body.
We briefly now report on other tests we have done over
the years in the lead-up to the current analysis. We com-
pared mass-Peak Patch to spherical overdensity halo cata-
logues constructed from a suite of simulations created with
the CUBEP3M N-body code (Harnois-De´raps et al. 2013),
that covered the cluster formation and galaxy formation
range of redshifts shown here, but, more importantly, were
extended to cover the early galaxy regime at higher red-
shifts, where the power spectrum has almost equal power per
decade, presenting challenges because of the large cross-talk
among quite disparate wavenumbers. A set of mass-Peak
Patch and CUBEP3M simulations with box-sizes of 857, 215,
and 6.43 Mpc (at z = 10.6) were constructed from matching
initial conditions. These showed halo biasing factors were ac-
curately reproduced. At that time adaptive 1LPT was used
to move the halos rather than our now standard 2LPT. Even
so, the 6.43 Mpc simulations showed the mass-Peak Patch
method was able to reproduce the remarkably deformed spa-
tial structure of large voids at z = 10.6, in spite of the chal-
lenges of nearly-flat density power and extremely large-scale
tides. Although in the work presented here we have focused
on using simulations at lower redshifts to further our vali-
dation, we are confident the mass-Peak Patch method can
accurately simulate halo catalogues at high redshifts: the
“first star” regime and the epoch of reionization.
4 DISCUSSION & CONCLUSIONS
In this work we presented an updated and massively paral-
lel version of the mass-Peak Patch method of Bond & Myers
(1996a), an accelerated method for generating simulations of
the large scale structure of the universe. Motivated by the
requirements of future large scale structure and CMB sur-
veys and their need for ensembles of large-volume mocks,
we have shown that this method (described in Section 2),
designed to run on massively parallel computing architec-
tures, produces accurate dark matter halo catalogues over 3
orders of magnitude faster than N-body, at a fraction of the
memory cost. In Appendix A we discuss the performance
and parallelization of the method in detail.
The mass-Peak Patch method explicitly models non-
linear halo collapse and exclusion. As such, it does not re-
quire calibration with respect to N-body simulations, since
the basic ingredients of coarse-grained local ellipsoidal dy-
namics into the nonlinear regime, hierarchical exclusion of
small-scale entities within larger-scale entities, and bulk mo-
tion and flow, are invariant. Radically varying cosmological
parameters does not alter the algorithm, nor does focusing
on different halo definitions. This allows modular improve-
ments to be straightforwardly incorporated, e.g., improving
flow dynamics beyond 2LPT, adding non-CDM forces to el-
lipsoidal dynamics, or extending to all manner of beyond
the standard model of cosmology situations. That does not
mean that there are not fun challenges, e.g., incorporating
scale-dependent dark matter components into the ellipsoid
collapse model.
In Section 3 we compared the accuracy of the method to
that of N-body simulations across a broad range of redshifts,
z = [0, 1, 2], and simulation resolutions, [0.5 Mpc, 1 Mpc, 2
Mpc]. We presented a variety of halo summary statistics and
showed that, without any parameter tuning, the algorithm
produces accurate results. The higher order spatial matching
of the mass-Peak Patch halo catalogues compared was inves-
tigated in Section 3.3, the Eulerian and Lagrangian cluster-
ing was presented in Section 3.4, and the halo mass function
results were shown in Section 3.5. This follows on from the
vintage Bond and Myers validations of the nineties, and spo-
radic, but instructive, validation exercises subsequently. The
most important of those not presented here, in our regard, is
the demonstration that the mass-Peak Patch algorithm can
successfully treat the tidally extreme regime from which the
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first small objects emerge at high redshift when compared
to CUBEP3M N-body simulations.
The accuracy of the halo summary statistics presented
in this work make the mass-Peak Patch method well-suited
for creating large ensembles of dark matter halo catalogues
to mock current and next-generation cosmological surveys,
ensembles to aid in complex statistical interpretations of
the standard model of cosmology and likelihood function
creation, and ensembles with cosmic parameters extended
to describe beyond the standard model of cosmology. In a
forthcoming paper (Alvarez et al. 2018, in prep.) we describe
the set of publicly available full-sky extragalactic simula-
tions that we have developed for current and future CMB
surveys.7
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APPENDIX A: PARALLELIZATION &
PERFORMANCE
A1 Performance
Figure A1 shows the weak scaling performance of the mass-
Peak Patch method. Although we have easily run mass-Peak
Patch simulations of a grid size of 61443 cells, these were
unable to be included in the figure due to the setup of the
MNRAS 000, 1–17 (2018)
16 G. Stein et al.
Lbox
rank=3 rank=4 rank=5
rank=6 rank=7 rank=8
Nbuffer
slab 1
slab 2
rank=0 rank=1 rank=2
slab n
Nmesh
Figure A2. Parallelization setup of the mass-Peak Patch
method. The three dimensional initial conditions are created us-
ing a slab decomposition, where slabs (shaded in orange) are
spread evenly across all MPI processes. Slabs are then re-arranged
into cubes, using an additional buffer region (light blue shaded
region when considering cube 0) in order to properly perform halo
finding on regions near a cube boundary (examples shown by the
red and orange halos). MPI processes then independently find
halos and calculate their properties, requiring no further message
passing until the calculation is complete and halo catalogues are
written to disk.
compute cluster used for these tests, which prevented us
from keeping the same ratio of processors to simulation vol-
ume due to a lack of memory per node. For reference, when
comparing to the 40963 particle Mice Grand Challenge simu-
lation which required ∼ 3, 100, 000 CPU hours (Fosalba et al.
2015b; Carretero et al. 2015; Fosalba et al. 2015a), mass-
Peak Patch required a total compute time of ∼1,000 hours,
a speed up factor of over 3000. The weak scaling test shows
that as the simulation size increases, the generation of the
initial conditions starts to become the dominating factor,
showing the computational efficiency of the Peak Patch al-
gorithm.
A2 Parallelization
The initial conditions used for running an N-body or a mass-
Peak Patch simulation are in the form of a monolithic cubic
periodic grid. As the mass-Peak Patch algorithm needs only
semi-local information about neighbouring grid cells to de-
termine the size and location of dark matter halos, this total
cubic volume can be divided into subregions with an extra
buffer added, each subregion can be passed to a different
compute node or (group of) processor(s), and the full cal-
culation can continue without any further message passing.
This allows for the simulation to proceed much more rapidly
than N-body calculations which require the entire volume to
be evolved at the same time, which necessitates complicated
message passing.
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Figure A3. The simplicity of homogeneous collapse allows for
light-cone simulations to be created on the fly. The comoving
distance from the observer (placed here in the center of the box) to
the halo in question (h1, h2, h3 in this example) is translated into
a redshift, z = [z1, z2, z3]. The size of each halo is then determined
by calculating the radius of the largest homogeneous ellipsoid that
will collapse by that redshift, and the first and second order halo
displacement vectors are scaled by the appropriate factors of the
linear growth factors before moving the halo to its final Eulerian
position along the light-cone.
Figure A2 shows the domain decomposition of the up-
dated MPI implementation of the mass-Peak Patch algo-
rithm. We create the three dimensional initial conditions us-
ing a 1D (or ‘slab’) decomposition, and preform Fast Fourier
Transforms using the FFTW3 library8. A slab decompo-
sition has the limitation that, given a cubic simulation of
size N3, only N processors can be used to calculate the
initial conditions, as each MPI process has to contain at
least one slab of data. Although this is a problem for cer-
tain types of cosmological simulations, for mass-Peak Patch
it is not a limiting step. Each mass-Peak Patch sub-region
requires a buffer to allow for halos near the edge of the sub-
volume to be properly calculated (shown in Figure A2 as
the light blue shaded region when considering cube 0). This
buffer is usually a non-negligible fraction of the total vol-
ume, e.g. a 2563 region which needs an additional buffer of
32 cells on a side will have a “usable volume fraction” of
(256/(256 + 32×2))3 = 0.512. If we consider the case of N
processors for an N3 cubic simulation which we divide into
N sub-volumes (in the case of no threading), by increas-
ing the number of processors by a factor of 23 each sub-
volume will decrease to a size of 1283, meaning the usable
volume fraction drops to (128/(128 + 32×2))3 = 0.296, and
the buffer starts to dominate the compute resources. There-
fore, it is better to utilize shared memory multiprocessing
through OpenMP9 and use more threads per process in this
scenario. For this reason we designed mass-Peak Patch to
also use OpenMP for the compute heavy calculations, such
8 http://www.fftw.org/
9 https://www.openmp.org/
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as smoothing the density cubes to find density peaks and the
homogeneous ellipsoid calculations, and there is no current
need to implement a 2D (or ‘pencil’) decomposition.
The simplicity of homogeneous ellipsoid collapse and
the parallelization scheme also allows for light-cone simula-
tions to be created on the fly. This saves a large computa-
tional cost when compared to N-body or abridged particle
mesh methods, which usually require finely spaced snapshots
to be written to disk, halo finding to be performed, and
the resulting catalogues to be stitched together. Figure A3
shows how lightcones are created in the mass-Peak Patch
method for no extra computational cost when compared to
a single redshift simulation. The comoving distance from the
observer to the halo in question is translated into a redshift,
and the size of each halo is then determined by calculat-
ing the radius of the largest homogeneous ellipsoid that will
collapse by that redshift. The first and second order halo dis-
placement vector is scaled by the appropriate linear growth
factors before moving the halo to its final Eulerian position
along the light-cone.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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