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Abstract
Regional-scale numerical hydrodynamic modelling is increasing in importance for
estimating the tidal stream energy resource that is available in any given location,
and for predicting the environmental effects of exploiting that resource. However,
the state-of-the-art models that are commonly used in academia are not always
trusted by investors or regulators, and are hence of limited value to commercial site
developers.
In this work two commercially-available modelling suites that are widely used in
industry — MIKE and Delft3D — are used to simulate the effects of tidal farms
in the Pentland Firth, Scotland. The optimum methodology with each software
package is explored, and their predictions compared. It is concluded that they are
suitable for the broad-scale predictions for which they are intended, but should not
be relied upon alone for fine detail.
A flaw is identified in the approach to tidal turbine representation at very high
resolutions, relating to the estimation of upstream velocity, which leads to inaccuracy
of up to 15%. A correction is implemented and tested.
A similar approach in a third model code, FVCOM, is used to estimate the power
available from the Goto Islands, Japan, and to study the interactions of parallel
channels when energy is extracted. It is found that the multiple channels in Goto do
not behave in the same way as the multiple channels of the Pentland Firth, and a
possible explanation for this is discussed.
Finally, the techniques developed in earlier chapters are combined in the development
of a new MIKE 3 model of Lashy Sound, Orkney, and the use of this to estimate the
maximum theoretical power yield from this channel.
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Chapter 1
Introduction
This project studied, and improved upon, best practice for incorporating tidal stream
energy extraction in regional-scale hydrodynamic models. It then used these methods
to investigate the tidal energy resources available in three promising areas, and the
effects on the flow of exploiting those resources.
This introductory chapter will briefly cover the background to and motivation for
the work, and its context in relation to the TeraWatt and EcoWatt2050 projects.
Following this is an explanation of its goals and an outline of the thesis, with an
emphasis on highlighting the novel contributions that have been made.
1.1 Background
It is widely accepted that to avoid a potentially catastrophic rise in global temper-
atures, and other detrimental effects such as ocean acidification, humanity must
reduce its emissions of greenhouse gases (GHG) (IPCC, 2014). Combustion of fuel
for energy accounts for 68% of global anthropogenic GHG emissions, of which 42%
is for the generation of electricity (IEA, 2016). There is, therefore, a need to develop
forms of electricity generation that involve low or no emissions of greenhouse gas. A
reduction in the use on fossil fuels is also desirable for energy security, since being
dependant on imported hydrocarbons makes nations politically and economically
vulnerable.
One potential source of low-GHG electricity is the tides. Earth’s tides are best
considered as a resonant wave system that is forced by the tractive forces of the Sun
and Moon, together with the Coriolis force (Boon, 2004), with an input power of
approximately 3.5TW (Munk and Wunsch, 1998). Shallow water waves are created
in the ocean basins, and these drive tidal dynamics on continental shelves and in
connected smaller bodies of water.
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Tidal electricity generation has generally been considered via two different modes,
although at high levels of exploitation the dividing line between them can be unclear.
“Tidal range” power consists of creating a difference in elevation between water on
either side of a wall, and then allowing the water to return to equilibrium through a
set of turbines, much as in a low-head hydroelectric scheme. It is usually proposed
to create this height difference by means of a barrage across an estuary mouth (as
per the constructed scheme at La Rance, France) or by enclosing a “lagoon” area
on all sides (as per the proposed scheme at Swansea, Wales). A third approach is
to build a long T- or L-shaped wall, joined to the coast at one end, and exploit the
phase difference in the tidal wave either side of the wall.
“Tidal stream” power involves placing Tidal Energy Converters (TECs) in areas of
fast flow and converting kinetic energy to electricity. All of the “first-generation”
designs of TEC are rotating horizontal-axis turbines analogous to wind turbines,
although other approaches have been suggested. It is this tidal stream approach,
with horizontal-axis turbines, that will be considered in this work, but the majority
of the methods and conclusions developed could be adapted easily to other device
concepts.
Tidal steam energy has some significant advantages over other forms of renewable
energy such as solar and wind: while inherently variable, it is periodic and can
be accurately predicted far in advance, making it relatively easy to plan for its
inclusion in a wider energy mix. It occupies little land, and is thus not in competition
with crops, although in some locations there may be spatial conflict with fisheries.
Depending on the design, it may be fully submerged and thus not represent any visual
intrusion on landscapes. However, this does not mean that it is free of environmental
impacts. Removing energy from a system must change it, and if regulators are to
grant or deny consent for tidal energy developments in a rational way, conforming to
applicable legislation, they and developers will require means of estimating those
changes (Gallego et al., 2016).
1.2 Context
My PhD project was conceived in support of the TeraWatt and EcoWatt2050 projects
(EPSRC, 2012, 2014), and throughout my studentship I have been closely associated
with them. Both of these were EPSRC-funded Grand Challenge endeavours with
participants from a number of universities across Scotland and Wales, under the
auspices of the Marine Alliance for Science & Technology for Scotland (MASTS).
TeraWatt was born from a realisation that numerical modelling will increasingly
be used to inform regulators as to the environmental impacts of wave and tidal
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models, and that it will be necessary to establish clear and consistent best practice
methods to ensure that different submissions of modelled evidence are comparable.
A significant output of the project was a book of position papers (MASTS, 2015)
reviewing the state of the art, and I was a major contributor to one of these (Baston
et al., 2015).
EcoWatt2050 was a follow-on project, aiming to move beyond the then-planned
developments and to use the methods developed in TeraWatt to predict the effects of
very large-scale energy extraction as might, at the time, have been anticipated in the
year 2050. Within the period of my studentship I was employed by the EcoWatt2050
project on two occasions: The first was for thirteen months in 2014/15 with Heriot-
Watt University to cover PDRA maternity leave, working on tidal energy extraction.
The second was for eight months in 2017 with the University of Edinburgh to produce
deliverables in spectral wave modelling. During the first of these periods my doctoral
studentship was suspended, and during the second I switched my studies to part
time, whilst working at the University of Edinburgh for 4 days / week.
1.3 Motivation
1.3.1 Why use numerical models?
Regional-scale numerical modelling of flow is important, in the context of tidal energy,
for two purposes: to understand the energy resource available in an area, and to
estimate the effects of exploiting that resource. A very brief outline of these matters
will be given here to establish the need for modelling; they will be returned to in
greater detail in Chapter 2.
The methodology of early tidal resource assessments was based on that used for
wind farms: a calculation was made of the power that could be produced by a single
TEC placed in the undisturbed channel, based on the speed of the flow, and this
was multiplied by the number of TECs planned. This is valid for wind farms, but
it is less applicable to tidal arrays because a large tidal array can affect the flow
in the channel as a whole, making the speed of the undisturbed channel a poor
indicator of the power that can be extracted. In order to arrive at a credible estimate
of the power available from a channel, it is therefore necessary to understand how
the proposed TEC array will affect the flow in that channel — something which is
also required if we wish to predict the environmental impacts of abstracting that
power.
Direct analytical techniques such as those developed by Garrett and Cummins (2005,
2007) can be used to estimate the power available in simple channels with idealised
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energy extraction, but for realistic TECs in real-world sea areas, the problem is too
complex for analytical solution and a numerical modelling approach is required.
1.3.2 Why use commercial software?
At the outset of TeraWatt, strong guidance was received from industrial stakeholders
that only unaltered, reputed and well-tested commercial software could be used for
modelling work if the results were to be accepted by investors and, to a lesser extent,
regulators. We were advised of a perception amongst investors that open source
code cannot be trusted unless backed with the reputation of a trusted commercial
organisation (personal communications with site developers under Chatham House
rule, 2013–14).
The current IEC Technical Report on marine energy resource assessment notes that
one of the factors in model selection should be (IEC Technical Committee PEL/114,
2015),
“acceptance of the code in the commercial domain; i.e. that the results
will be acceptable for project financing decisions.”
Many of the academic modelling codes commonly used in research were deemed
unsuitable on this basis, and based on guidance from industry two three-dimensional
flow modelling systems were selected: MIKE 3 by DHI∗, and Delft3D-Flow by
Deltares†. Both of these packages are already in extensive use commercially.
FVCOM, used in Chapter 5, is not commercial software. However, it has benefited
from considerable trust-building both through its use around the world and from
its adoption by Marine Scotland Science for their modelling work. As such, it is
very likely to be trusted by the regulator in Scotland (which is another part of the
Scottish Government), and this will lend it further credence with investors.
1.4 Goals
The initial goals of this project were,
• To establish whether existing commercial software can be used to predict the
regional-scale effects of tidal stream energy extraction, and what the best
practice is for using such software for this purpose.
• To improve upon this state-of-the-art where practicable.
∗http://www.mikepoweredbydhi.com/
†https://www.deltares.nl/en/software
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• To test and demonstrate this best practice, and the improvement made, in a
real-world scenario.
1.5 Outline of thesis
This work has four main elements of new investigative work, reported in chapters
3–6. After this introduction and the literature review, Chapter 3 relates work that
was conducted as part of TeraWatt, demonstrating and testing the inclusion of
energy extraction in MIKE 3 and Delft3D. Validated models were received from
other project members and compared without energy extraction. Tidal turbines were
then included, and a similar comparison performed with them present. The method
of including tidal turbines in Delft3D is, to the best of my knowledge, new to the
academic literature. The work in this chapter has recently been published in Ocean
& Coastal Management (Waldman, Bastón et al., 2017). New MATLAB code for
efficiently placing large numbers of turbines in both models has been made publicly
available. Due to a bug in this code some of the figures in the journal article were
incorrect, and an erratum has been submitted, which is included in Appendix C.
The figures shown in Chapter 3 are the corrected versions.
While studying MIKE’s representation of tidal turbines, I identified a flaw — applic-
able not just to MIKE, but to most regional-scale models — that becomes significant
at very high mesh resolutions and can cause the effects of tidal turbines to be
underestimated by 10–15%. In Chapter 4 this error is investigated and a correction
derived. The correction is implemented as a MATLAB script that is run externally
to the model, and is tested extensively. This script is publicly available. The work
in this chapter was presented at an early stage at the EWTEC conference in 2015
(Waldman et al., 2015). Parts of the correction itself, and all of the implementation,
are novel (see note in Chapter 4).
An area of personal interest during my studies has been the interactions between
tidal arrays in separate, nearby channels. The Goto Islands in Japan are an area
of planned tidal energy development that has such channels, and I identified an
opportunity to collaborate with researchers at Kyushu University by applying the
methods of energy extraction that had been studied in MIKE 3 to an existing model
that they had produced in the FVCOM modelling suite. While FVCOM is not
commercial software, it is still of interest for UK industry as it has recently been
adopted by Marine Scotland Science for their Scottish Shelf Model (Wolf et al., 2016).
This work, presented in Chapter 5, provided the first resource assessment of the
Goto Islands to take account of the effects of energy extraction, and generated new
insight into the effects of the layout of multiple channels on the level of interaction
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between them. An article on this work, co-authored with Japanese and Scottish
collaborators, has recently been published in the International Journal Of Marine
Energy (Waldman, Yamaguchi et al., 2017).
In the final segment of this project (Chapter 6), nearly all of the techniques used
in earlier sections were combined in a case study of Lashy Sound, Orkney. A new
MIKE 3 model was built using the lessons learned in Chapters 3 & 5, and calibrated
and validated with techniques from Section 2.2. An assessment of the maximum
extractable power was conducted in a manner similar to that performed in the Goto
Islands, and the far-field effects of both this scenario and a more realistic one were
investigated. It was planned to test the model’s predictions with and without the
correction of Chapter 4, but unfortunately this was impractical in the time available.
Some of the work in this chapter was presented at the EWTEC conference in 2017
(Waldman, Side et al., 2017), and to the best of my knowledge it is the first academic
study to look at Lashy Sound in detail.
Discussion and conclusions relating to each section of work are included in the
relevant chapters, but Chapter 7 discusses broader points and conclusions that may
be drawn from the project as a whole, as well as outlining some areas of followup
work that might be worthwhile.
Appendices A and B detail specific techniques for modelling in MIKE that were
established during my early experimentation with the MIKE software, including the
development of approaches to preparing bathymetry, and some sensitivity testing
to understand the effects of the input parameters. Finally, in Appendix C, selected
peer reviewed articles produced during my studentship — including most of those
referenced above — are bound into this thesis for the reader’s convenience. A
complete list of peer-reviewed outputs is also included here.
6
Chapter 2
Literature & theory
The work in this thesis is primarily concerned with using numerical flow models
and their results, and not the development of the models themselves. However,
it is important for the practical modeller to understand the principles behind the
models that they use, in order to understand what effects the models do and do
not include and hence apply appropriate judgement in interpreting their results.
Therefore the mathematical underpinnings will be touched, but not dwelt upon, in
this chapter.
The chapter has five sections: First is a short explanation of the principles of
numerical flow modelling. Next is a review of the calibration and validation of
such models — why these processes are necessary and how the skill of a model can
be assessed. The third section examines how energy extraction is implemented in
regional models, and touches on how these methods have been tested.
As established in the introduction, there are two primary uses of regional-scale
modelling in connection with tidal energy: to estimate the energy resource that is
available in an area, and to predict the environmental impacts of removing that
energy. The final two sections give overviews of prior work and methodologies for
both of these applications.
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2.1 Numerical hydrodynamic modelling
“It is, as I understand it, quite candidly admitted by Mr. Froude that
the regime contemplated by his theory is not capable of exact expression.
This, however, is no obstacle to the application of any theory in real
hydrodynamics; if it were necessary for the engineer to await the pleasure
of the pure mathematician in these matters, the subject would have made
scarcely perceptible progress since the time of Noah.”
— F.W. Lanchester, 1915, quoted by Garrett and Cummins (2007)
In this section I shall first discuss some fundamentals of numerical modelling. Chief
among these is the concept that models are inaccurate representations of the real
world. There is usually a trade-off to be made between accuracy and performance, so
to build a model it is necessary to decide what simplifications and assumptions may
be used to provide useful results while running in a practical time on the available
hardware.
Next is a brief explanation of the Navier-Stokes equations, followed by details of
some of the simplifications that are relevant for the work in this thesis. Finally the
available options for discretization and will be touched upon, and the approaches used
by the three model codes used here (MIKE, Delft3D, and FVCOM) identified.
2.1.1 Fundamental aspects of numerical modelling
Why do we use numerical models? In most cases, we use them to solve problems that
cannot be solved analytically — either because they are theoretically intractable or
because they are impractical to solve that way.
Our use of a model is normally because we want it to provide a prediction; we want
it to use quantities that we do know to predict quantities that we do not know. Dee
(1995), citing Hodges and Dewar (1992), defines a prediction as
“a statement about a potentially observable quantity or event, supplemen-
ted with a claim about the accuracy of the statement as well as with an
argument that backs up the claim”.
For a prediction to be worth anything it must be possible to justify it; without such
justification, it is simply speculation. However, providing an argument that backs
up a claim from a numerical model is not straightforward. The individual making
the prediction (or, indeed, a reviewer) cannot simply work through the calculations
themselves, because if this were practicable then the model would not have been
required in the first place. In some cases it might be feasible to follow the method
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used, and to justify the prediction on that basis, but (as will be discussed below)
this is not always the case.
One solution is to use the model to make predictions that we can test against
observations. If there is a good match, it is reasonable to assume that other similar
predictions will be good as well. For example, if a tidal model correctly predicts
the water levels at a tide gauge for a given month, it may be reasonable to believe
that it will predict them similarly well for a different month or a different location
(although care must be taken that the situations are sufficiently alike).
Sources of error in numerical hydrodynamic models
A model is a simplified, and hence degraded, expression of reality. It cannot represent
real systems correctly in every way, because if it did then the model would be just
as complex as reality. There is usually a trade-off to be made between accuracy and
performance, so to build a model it is necessary to decide what simplifications and
assumptions may be used to provide useful results while running in a practical time
on the available hardware.
Statistician George Box famously encapsulated this concept in a section title “All
models are wrong, but some are useful” (Box, 1979), going on to comment that,
“It would be very remarkable if any system existing in the real world could
be exactly represented by any simple model. However, cunningly chosen
parsimonious models often do provide remarkably useful approximations.
For such a model there is no need to ask the question “Is the model
true?”… The only question of interest is ”Is the model illuminating and
useful?”.”
Inherent in using a model, then, is accepting that it involves errors. Dee (1995)
looked at the sources of these errors and proposed four levels of modelling, each of
which is less true to reality than the one before.
1. Natural system: This level is the reality that the model is intended to represent.
By definition, it has perfect fidelity.
2. Conceptual model: A description of the physics of the model. At this level the
modeller has codified what variables are to be considered, and what assumptions
are to be made about their behaviour and interrelationships. This might be
expressed as a system of continuous differential equations. By defining what
is to be included, the modeller has also determined the effects that are to be
disregarded, and as such they have introduced the first differences between the
model and reality.
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3. Algorithmic implementation: The methods for computing the model. This
step determines the approaches to discretization of the continuous equations,
the numerical methods that are to be used, and so forth. While the conceptual
model is a perfect representation of the simplified physics that are being
included, the algorithmic implementation is an approximation to these, and as
such it is a further source of error.
4. Software implementation: This level covers the conversion of the mathemat-
ical algorithms of level 3 to actual software code. Wheras steps 2 and 3 have
intentionally made approximations as part of the modelling process, in an
ideal world this stage should be exact. However, any software has bugs and
so, in practice, additional errors may be introduced. Post and Votta (2005)
mention that the defect rate in scientific programming is similar to that in
other programming disciplines, and imply that hard-won lessons on quality
control in general software development are not always applied in scientific
project teams.
With modern model codes, which are applied to many different problems, a fifth
level could be included in this list:
5. Scenario specification: The details of the specific scenario that the model code
is being asked to simulate. In a flow model this includes the mesh that is
used, the representations of coastlines and bathymetry, the open boundary
conditions, the model parameters chosen, and so forth.
These inputs represent another source of errors that will affect the predictions
made by the model. Hackett et al. (1995) note, on the importance of data quality,
that,
“great care must be given to the specification of the model set-up, initial
conditions, boundary conditions and forcing… At worst, the whole exercise
may be rendered useless, if the model’s performance was dominated by,
e.g., faulty boundary forcing”
The need for validation
From an idealised perspective, a reviewer should be able to follow through every
stage in this process and verify it at each point. In many cases, however, this is not
practical or even possible. For example, the MIKE software from DHI is closed-source,
and while DHI do share the conceptual formulations used (DHI, 2012a), it is not
possible to verify their code. Willmott (1981) saw this difficulty emerging some
decades ago, stating that
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“As models become ever more lengthy and complex, it will become in-
creasingly important to have access to source programs in order to serve
the guidelines of science, i.e. verification and reproducibility”.
Even where the code is available for public inspection, Post and Votta (2005) highlight
the reality that some modern model codes are too complex for any one person to
understand them in their entirety, especially if doing so is not their main job. While
this observation was made in the context of significantly more complex models than
those that we are dealing with here, a related point remains that an expert in the
physics behind a simulation may not have the expertise to verify the mathematical
methods or the software approaches used.
In many circumstances, then, step-by-step verification will not provide the confidence
that is needed. Indeed, even if every step was subject to expert verification to
avoid inadvertent errors, it would still be very difficult to predict the effects of
intentional error sources, such as simplifications and discretizations, in this manner.
An alternative (or additional) approach is to treat the model as a “black box”
and to test it against known scenarios to see whether its outputs are as expected.
Dee refers to this as “functional validation”, while Post and Votta simply call it
“validation”.
2.1.2 The Navier-Stokes equations
The Navier-Stokes equations, also known as the momentum equations, are a set of
partial differential equations that describe the accelerations of a parcel of fluid in
the frame of the Earth’s surface. Together with the continuity equation, they are
the foundation of most numerical flow modelling. They can be derived from the
principles of conservation of mass and momentum, together with Newton’s second
law, but will simply be stated here for brevity. For a clear derivation, see Stewart
(2008).
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= −1
ρ
∂p
∂x
+ 2Ωv sinϕ+ Fx (2.1a)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= −1
ρ
∂p
∂y
− 2Ωu sinϕ+ Fy (2.1b)
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
= −1
ρ
∂p
∂z
+ 2Ωu cosϕ+ Fz − g (2.1c)
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 (2.2)
where u, v and w are components of velocity in the x, y and z directions where
x, y and z are traditional Cartesian axes with z oriented normal to the geoid and
pointing upwards. p is pressure, ρ is water density, Ω is the angular velocity of the
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earth’s spin, ϕ is latitude, and g the acceleration due to gravity. The first term on
the right hand side represents any pressure gradient in the fluid (such as that caused
by a change in surface elevation), the second accounts for Coriolis force, the third
the drag from friction, and the fourth (in the equation for the z direction only) the
acceleration due to gravity.
The form of the equations shown here assumes an incompressible fluid (see below
on Bousinnesq assumption) with fixed temperature and salinity, and only considers
advection (not diffusion). The equations are shown here for Cartesian axes, but
because the surface of the Earth is not a plane this is in itself an approximation,
analogous to a map projection. The same relations may be stated in spherical
coordinates, but they then become more complex as terms relating to curvature and
rotation enter each equation. It is therefore common to use the Cartesian form at
small scales, where the planet’s curvature is small compared to the scale of the model.
This also simplifies postprocessing, as distances between points relate directly to
differences in their grid coordinates. For most purposes this approach is acceptable
for domains covering less than 1000 km (Cushman-Roisin and Beckers, 2011).
2.1.3 A range of simplification
Many different types of modelling are based on the Navier-Stokes equations, solving
diverse problems in a huge number of fields. In nearly all cases, it is necessary for
the modellers to make simplifications and assumptions to make the computational
problems tractable while still retaining the features that are important for the
intended application. The next few pages will explain a few types of model that are
used for geophysical flows, starting with the most directly linked to the Navier-Stokes
equations and proceeding through additional simplifications until reaching the shallow
water solvers that are used here.
Direct numerical simulation
Solving the Navier-Stokes equations at the Kolmogorov scale — the scale at which
turbulence dissipates and at which molecular viscosity applies — should yield a good
description of fluid flow (Bakker, 2006b). This approach is indeed used for some
specialist studies of small-scale turbulence, when it is referred to as Direct Numerical
Simulation (DNS). However, the difference in scale between these studies and most
problems in engineering and oceanography renders DNS infeasible for most uses;
there is not sufficient computing power to work at the smallest scales across a domain
of metres or kilometres (Moin and Mahesh, 1998). For the majority of applications,
then, assumptions are applied to make the problem more tractable. These can be
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thought of as a “spectrum” of methods, which trade accuracy for speed.
RANS and LES CFD
Reynolds-Averaged Navier-Stokes (RANS) models consider the velocity of a parcel
of water as the sum of its average velocity 〈u〉 and a random fluctuation, u′, that
represents turbulence:
utotal = 〈u〉+ u′ (2.3)
It is assumed that, since u′ acts randomly in all directions, over a short time it will
average to zero.
Ideally this would remove turbulence from the equations. However, the Navier-Stokes
equations are non-linear, and the square of a mean is not the same as the mean of
a square; therefore, additional terms are generated. For example, if we wanted to
consider the average of a product of two velocity components, this expands as follows
when (2.3) is applied (adapted from Cushman-Roisin and Beckers (2011):
〈uv〉 = 〈(〈u〉+ u′)× (〈v〉+ v′)〉 (2.4)
= 〈〈u〉〈v〉〉+ 〈〈u〉v′〉+ 〈〈v〉u′〉+ 〈u′v′〉 (2.5)
〈u′〉 = 〈v′〉 = 0 by definition, so the middle two terms disappear, but we cannot say
the same for 〈u′v′〉 so we are left with
〈uv〉 = 〈u〉〈v〉+ 〈u′v′〉 (2.6)
which gives us the desired product in terms of averaged components but also an
additional term that depends upon the turbulent fluctuations. These extra terms
are called “Reynolds stresses”.
The point of separating out the short random fluctuations from the larger-scale flow
is so that we do not have to resolve the turbulence in a numerical model. We must
still consider the Reynolds stresses, though, and so an assumption is made that
energy lost to these stresses can be treated in the same way as energy lost to the
viscosity of the fluid. This is one of the concepts sometimes known as the Boussinesq
assumptions, and the resulting term is known as “eddy viscosity”. Turbulence is thus
modelled separately as a subgrid process, appearing in the governing equations only
as part of the overall drag.
Some formulation is required to estimate the magnitude of this eddy viscosity. Such
schemes range from the very simple that use fixed values, through approaches such as
Smagorinsky’s (which relates the eddy viscosity to the change in velocity, i.e. shear,
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between grid cells (Smagorinsky, 1963)), to more complex turbulence models such as
the k −  and Mellor-Yamada approaches (Launder and Spalding, 1974; Mellor and
Yamada, 1982), which solve additional transport equation(s) for turbulent kinetic
energy and, in the case of k − , its dissipation.
Large Eddy Simulation (LES) is a compromise approach where turbulence down
to a specific scale — usually chosen to include the most meaningful scales for the
task at hand — is explicitly modelled, and turbulence below this scale is treated as
eddy viscosity (Lesieur and Metais, 1996). This method usually yields more accurate
results than RANS, but at a higher computational cost.
An illustration of the scales at which these methods operate, with respect to the
scales at which large-scale eddies form and at which small-scale turbulence dissipates,
may be seen in Figure 2.1. The typical resolution of RANS and LES models is in
the orders of millimetres to metres, although they can be successfully employed on
both larger and smaller meshes.
Regional scale shallow water models
The term “shallow water models” encompasses a variety of different formulations,
including models of the type that are used throughout this project. A common
theme is that they take the RANS approach and make a number of additional
assumptions and simplifications to reduce the complexity of the problem and thus
the computational expense. The higher computational speed of these models allows
them to be run for large domains (from tens to thousands of kilometres) over
significant time periods (days to months or years) on available hardware in practical
timescales. The typical resolution of shallow water models is in the orders of tens of
metres to tens of kilometres.
In shallow water models the scale of vertical motion is assumed to be much smaller
than that of horizontal motion, and vertical accelerations are assumed to be small
compared to the acceleration due to gravity. Momentum equations are only solved
in the horizontal plane. In two-dimensional models the Navier-Stokes equations
are depth-integrated for the entire water column, and are sometimes known as the
Saint-Vernant equations. In three-dimensional models the horizontal equations are
solved in multiple vertical layers, taking account of shear stress between them, and
vertical velocity is retrieved from the continuity equation (Deltares, 2014; DHI,
2012a).
Models of this type commonly follow a further Boussinesq approximation: an assump-
tion that density is constant, except in terms that are multipled by g. This implies
that water is nearly incompressible, and that its density is constant except in terms
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Figure 2.1: Illustration depicting the scales of turbulence at which DNS, LES and RANS
operate. Source: Bakker (2006a).
relating to buoyancy — an assumption which is valid provided that velocities are
small compared to the speed of sound, and greatly simplifies the continuity equation
(Stewart, 2008). Relatedly, an assumption of hydrostatic pressure is usually made —
i.e. that pressure changes only with depth (Deltares, 2014).
It is common for 3D shallow water models to use “sigma layers”, whereby vertical
layers relate not to an absolute z coordinate but to a relative vertical coordinate
σ whose value varies between 0 at the seabed and 1 at the surface thus (e.g. DHI,
2012a):
σ =
z − zb
h
(2.7)
where zb is the elevation of the seabed and h is the depth of water. The “vertical
velocity” in the model then describes movement of water between layers, and actual
vertical velocity is computed as a post-processing step. The number of layers remains
constant regardless of the water depth, with the thickness of the layers scaling as
necessary. This allows the representation of a smooth seabed without allowing
steps to appear, as is common with the alternative absolute-coordinate approach
(Figure 2.2).
Figure 2.2: Illustration of the difference between relative (σ) and absolute (z) vertical
coordinate systems. Source: Deltares (2014).
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2.1.4 Discretization & numerical methods
To this point we have considered the continuous physics that are to be represented.
Unfortunately, a general analytic solution of the Navier-Stokes equations has yet
to be found.∗ It is therefore not possible to solve the continuous equations exactly;
instead, it is necessary to discretize them in space and time, and use iterative
numerical solvers. A wide variety of numerical methods has been used to represent
geophysical flow. The the most common will be described here in conceptual terms.
For further detail including more mathematical explanations, the reader is referred
to Cushman-Roisin and Beckers (2011), except for finite element methods, for which
Durran (2010) is suggested.
Finite difference methods
If time is discretized as tn = t0 + n∆t where n is the timestep, and un = u(tn), then
from the definition of differentiation,
du
dt
= lim
∆t→0
u(t+∆t)− u(t)
∆t
(2.8)
Therefore we can write an approximation to the value of du
dt
at timestep n as
du
dt
∣∣∣∣
tn
≈ un+1 − un
∆t
(2.9)
We have replaced the infinitesimal timestep dt with the finite difference ∆t. Doing
the same in space allows us to solve the equation at a grid of discrete points.
The right hand side of (2.9) is the first term of a Taylor expansion of the continuous
function. The sum of the remaining terms is known as the “truncation error” and
represents the difference between this discretized approximation and the true value.
Including additional terms can reduce the error but requires consideration of more
points.
This is the simplest form of finite difference method, known as the Euler method.
The approach is conceptually simple and, for a structured grid, it is relatively
straightforward to implement and obtain good performance. However, it is difficult
to implement on an unstructured grid without introducing unwanted complications,
and it tells us nothing about the spaces between the discrete points.
∗Showing that such a solution does or does not exist was identified by the Clay Mathematics
Institute as one of its “Millennium Problems” for which a proof would win a million-dollar prize
(Clay Mathematics Institute, 2000). The prize has yet to be claimed.
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Finite volume methods
The finite volume approach is built upon Gauss’s theorm, which tells us that for any
vector, the volume integral of its divergence is equal to the integral of the flux over
the surface area of that volume (Cushman-Roisin and Beckers, 2011). To put this in
less formal terms, for the quantity of something in a given volume to change, there
must be a flux of that thing across the surface of the volume. If we can evaluate the
integral of the flux over the surface, we have an exact value for the change within
the volume.
Discretization comes from the fact that the flux must be averaged over the duration
of a timestep. While the true value at a single moment and position may not be
represented exactly, the average flux leaving one volume during a timestep must be
exactly equal to that entering another (or crossing the open boundary), meaning that
this method is inherently conservative. This is an important advantage for modelling
hydrodynamic flow, where a number of properties such as mass and momentum must
be conserved.
Since we are concerned with a set of volumes that fill the model domain, rather than
a set of discrete points, the volumes can have arbitrary shapes. This means that
finite volume methods lend themselves well to unstructured meshes. In the models
used here triangular mesh elements are mostly employed, but quadrilateral ones
appear in Chapter 4 and are equally valid.
The finite volume approach tends to be more computationally expensive than finite
difference ones.
Finite element methods
In the broader category of “series expansion methods” the continuous equations
are replaced by a combination of a finite number of predetermined functions with
a weight assigned to each. A familiar example is that of a Fourier series. Solving
the system then becomes a problem of finding the set of weights that minimises the
residual between the approximation (it must be an approximation in most cases
because a finite number of functions is used) and the original governing equation.
Different ways of minimising this residual exist, of which the most common for
finite element techniques is the Galerkin method. For further details see Durran
(2010).
This is a very general approach, and the finite difference method can be shown to be
a special case of it (Durran, 2010).
The finite element method is a subset of this category where the weights are designed
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such that each function has a weight > 0 in only one mesh element. It is very
flexible, and can be applied to nearly any situation in any geometry (good for
unstructured meshes). However, it is mathematically complex to fully describe
and, often, expensive to solve. There is little obvious physical significance to the
mathematics, which makes intuitive understanding harder (Autodesk, 2015).
Explicit vs. implicit schemes
The terms “implicit” and “explicit” in this context refer to the way in which a model
is moved forward through time.
In an explicit scheme, the state at timestep n+ 1 can be expressed as a function of
the state at timestep n. In an implicit scheme, terms that are not time derivatives
may be defined in terms of values at timestep n + 1 — i.e. unknowns defined by
other unknowns.
Implicit methods are more difficult to implement and often more computationally
expensive on a per-timestep basis, as additional iterative processes may be required
to solve them. However, they also tend to be more numerically stable, which can
permit the use of much longer timesteps — often enough to more than pay back the
extra cost of each timestep and lower the computational effort per unit of model
time. The tradeoff for using longer timesteps, i.e. a lower temporal resolution, is
a certain level of smoothing, which may be undesirable if the model must resolve
transient events.
2.1.5 Description of the models used herein
All of the models used in this thesis are shallow water models as described in
Section 2.1.3 and use the Boussinesq and hydrostatic approximations (FVCOM has
a non-hydrostatic option, but this was not used). All offer a choice of Cartesian or
spherical coordinates. All are capable of baroclinic simulations, but in this work all
were used in barotropic mode (i.e. temperature and salinity, and hence density, are
fixed) because the waters being studied were known to be well-mixed. All use the
Smagorinsky formulation for eddy viscosity in the horizontal, but offer a range of
turbulence sub-models to estimate it in the vertical.
Delft3D-FLOW (used in Chapter 3) is a finite difference model on a structured,
quadrilateral grid using implicit timestepping. Spherical (lon/lat) coordinates were
used. A number of options are available for vertical eddy viscosity, but in this case
the k −  model was selected.
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MIKE 3 (used in Chapters 3, 4, and 6) is a finite volume model, solved explicitly
on an unstructured mesh. Triangular mesh elements are most commonly used,
but quadrilateral ones are also supported and are used in Chapter 4. Cartesian
coordinates were used. In Chapter 3 vertical eddy viscosity uses the k −  method,
while in later chapters a simple log law is employed.
FVCOM (the Finite Volume Community Ocean Model, used in Chapter 5) is, as
per its name, also a finite volume model, although it uses slightly different grid
arrangements to MIKE. Cartesian coordinates were chosen. It offers a choice of
explicit or semi-implicit solution; explicit was used here. It uses an unstructured
mesh of triangular elements. Vertical eddy viscosity is estimated by a Mellor-Yamada
turbulence sub-model.
It is worth noting that a model can rarely be perfect for its intended application,
becuase of the necessary simplifications that are described above. For example, the
choice of a shallow water model is a sensible one for regional-scale modelling, because
it makes useful results achievable on available hardware. However, the assumption
that vertical motion is small, combined with the hydrostatic assumption, means
that the models used here are unlikely to correctly represent the upwellings that are
commonly seen in fast-flowing areas such as the Pentland Firth. This illustrates why
it is important for the modeller to be aware of what choices and compromises have
been made in model design, and bear these in mind when considering results.
2.2 Tidal model skill, tuning & validation
Section 2.1.1 established that in order to put trust in numerical models, we must first
validate them by comparing their predictions to measurements. Below is a review of
methods for performing this comparison, followed by a look at how these methods
are used for tuning (“calibration”) and validation.
2.2.1 Comparing models to observations
In order to calibrate or validate a model, it is necessary to compare its predictions
to observations. When doing this, it is worth bearing in mind that the observations
will not be perfectly accurate or reliable (Gerritsen et al., 1995). Owen and Bryden
(2007) note that much bathymetry and current data is based on surveys that are a
hundred or more years old, and comment that
“The availability of data is… often much greater than its continuity
or accuracy, and this fact must be borne in mind when modelling the
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resource”
It is also worth noting a fundamental difference between model predictions and most
observations: that the values produced by a model represent the area of an entire
grid cell over the length of a time step, while most observed values are instantaneous
measurements taken at a single point (Gerritsen et al., 1995). Interestingly, neither
of these things is true for ADCPs. Spatially, their output represents the volume of
their beams in each depth bin, but this will usually be much smaller than a grid
cell (at least horizontally), and so can be considered as a single point. Temporally,
however, ADCPs average over an ‘ensemble’ period (Teledyne RD Instruments, 2011)
and this, often between ten and thirty minutes, is likely to be substantially longer
than the time step of a coastal flow model.
A theme throughout this section will be that the best method for assessing the
capability of a model depends upon the use that is planned for that model. Gerritsen
et al. (1995) describe this as “application-driven skill assessment”. The most obvious
choice is whether water levels or velocities are most important for the intended
application, but one can go further. Vested et al. (1995) gives an example of a storm
surge model that was tested not for the accuracy of all of its water level predictions,
but for the accuracy of its predictions of peak water levels.
There is no clear consensus in the literature on a single best way to evaluate the
goodness of fit between a model and observations. However, there are a number of
common methods.
Accuracy statistics
The simplest approach is to compare predictions and observations in the time domain
using one of a number of statistical measures of accuracy. The most straightforward
two measures are the Root Mean Square Error (RMSE) and the Mean Absolute
Error (MAE):
RMSE(S,O) =
√√√√ 1
N
N∑
n=1
(sn − on)2 (2.10)
MAE(S,O) =
1
N
N∑
n=1
|sn − on| (2.11)
where sn is a prediction of the simulation, on is an observed value at the same point
in time and space, and S and O are the sets of N of these values (adapted from
Sutherland, Peet et al., 2004). Mean Square Error (MSE) is also sometimes used,
and is simply the RMSE without the square root.
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Using relative rather than absolute values can make it more straightforward to
compare one model to another. Scatter Index (SI, also known as normalised root
mean square error or nRMSE) and Relative Mean Absolute Error (RMAE) accomplish
this for RMSE and MAE respectively, in each case dividing the absolute statistic by
the mean observed value. See Brière et al. (2007) for details.
Correlation statistics
Another approach to measuring goodness of fit is to use the linear correlation
coefficient:
rXY =
〈(Y − 〈Y 〉)(X − 〈X〉)〉
σXσY
(2.12)
where X and Y are two sets of values, 〈〉 denotes the mean of the set contained
within, and σX is the standard deviation of X (adapted from Sutherland, Peet et al.
(2004)). This is a measure of correlation rather than accuracy, and as such should
not be used as the only measure of goodness of fit. This is because a model with
a constant systematic error could give predictions that are perfectly correlated to
measurements while still being wrong at every point (see Figure 2.3 for an example).
However, the combination of a correlation statistic and a measure of accuracy can
be useful.
Bias statistics
Accuracy statistics can tell us how much predictions differ from observations, and
correlation statistics can tell us whether they change in the same way over time. Bias
statistics serve to highlight systematic under- or over-predictions by the model.
The simplest approach is simply to report the mean error (ME), often also known as
Figure 2.3: Example of two sets of model outputs that would both have a perfect correlation
with the observed values (i.e. r = 1), despite being inaccurate. Source: Will-
mott (1981).
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the bias:
ME(S,O) =
1
N
N∑
n=1
sn − on (2.13)
which is expected to be close to zero if errors are random, but will deviate from zero
to indicate a systematic bias. An alternative is to report the gradient of the line
of best fit to a scatter plot of predictions vs observations (see section on graphics
below). This complements the correlation coefficient well, in that both are measures
of fit between the scatter plot and a straight line.
Skill scores
A refinement, expounded by Sutherland, Peet et al. (2004), is “skill” measurements.
These are non-dimensional quantities that represent how much better the predic-
tions are than a set of “baseline predictions”, and have been in use for assessing
meteorological models for some time (Murphy, 1992). They can be used to provide a
simple indicator of how much better or worse different models are than a baseline
model, for instance when conducting a sensitivity analysis (e.g. Oke et al., 2002) or
a model calibration. Alternatively a “naïve” model may be adopted as the baseline,
and all other models compared against it. For morphodynamic modelling and for
meteorological applications, the naïve model is sometimes simply taken as being the
mean measured value. It is not inmediately clear what an appropriate equivalent
would be for a periodic quantity such as tidal elevation.
Skill measurements can be constructed using any of the accuracy statistics mentioned
above. Sutherland, Peet et al. favour the Brier Skill Score (BSS), which is based on
the MSE. Murphy refers to the same simply as the Skill Score.
BSS = 1− MSE(S,O)
MSE(B,O)
(2.14)
where S and O are sets of predictions and observations, as above, and B is the set of
baseline predictions. A value of 1 represents a perfect model, a value of 0 means that
the model is no better than the baseline prediction, and a negative value means that
it it worse. For two skill values to be comparable the same baseline model must have
been used for both, and so the baseline model that has been used should always be
clearly stated.
There are two main advantages to the skill approach:
Firstly, that it provides a simple and easily-readable comparison between two models
(the baseline and another); it is much easier to see at a glance whether a skill score
is above or below zero than to compare two RMSE values presented in a table.
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Secondly, that a raw measure of error such as MAE or RMSE can be lowered by
expanding the domain to include “easy” areas in which the model performs well (e.g.
areas far offshore) — thus “diluting” the errors. With a skill measurement, including
these areas will have little effect if the baseline prediction performs well within them
as well.
Gunn and Stock-Williams (2013) note that while skill scores are good for finding
which of two models is the better, they do not provide any quantitative understanding
of how well any model matches observations. Therefore, while they may be helpful
for sensitivity studies or for calibration, they should not be used for validation of
models.
Graphical representations
Whatever statistical measure one adopts, it is also important to visually inspect the
comparison on a graph. Hackett et al. (1995) give an example of simulated and
observed water level data that match closely, but exhibit a phase shift. Since there
would be a difference in water level at nearly every moment that is compared, this
results in a high RMSE, but a visual inspection clearly reveals that the model is
predicting the right things at the wrong times. Where the results are to be used for
statistical rather than predictive purposes, this may not be a problem. ABP Mer
(2012), using absolute and relative RMSE statistics, state that,
“Under certain conditions, models can meet statistical calibration stand-
ards but appear to perform poorly in a visual comparison; conversely,
seemingly accurate models judged visually can fall outside of statistical
standards.”
Time series, such as that shown in Figure 2.4, are the most obvious means of graphical
comparison. They make it easy to spot phase shifts, but suffer from only showing
a short length of time (or becoming unreadable as the time axis is compressed).
Willmott (1981) and Gunn and Stock-Williams (2013) recommend the use of scatter
plots, as shown in Figure 2.5. These allow an overall impression of the model’s
behaviour throughout its runtime, and make it easy to spot, for instance, particular
velocity ranges in which the model underperforms. A further development of this
technique is to colour the points according to the phase of the tide (flood or ebb), as
in the example.
Using linear regression to calculate a line of best fit to the scatter plot makes it
possible to compute the proportion of the MSE attributable to systematic and to
unsystematic error (Willmott, 1981; Gunn and Stock-Williams, 2013). If a significant
systematic error is found, further refinement of the model may be called for.
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Figure 2.4: Example of a time series plot of model predictions against observations. In
this case a phase shift is clearly visible, as well as a small discrepancy in
amplitude on these dates. Source: Author.
Figure 2.5: Example of a scatter plot of predictions (on the vertical axis) vs observations
(on the horizontal). In this case the points have been coloured according to
the direction of flow: blue points for the flood and green for the ebb. The red
line represents a perfect match. It is easy to see from this plot that the model
overpredicts the higher speeds on the ebb. Source: Baston et al. (2013).
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For current velocity, the direction as well as the magnitude is important. Two scatter
plots can be used for direction and speed. Alternatively a 2D scatter plot, also
known as a hodograph, may be used to show the velocity in vector form from the
origin, with the points coloured according to whether they are from predictions or
observations. See Figure 2.6 for an example.
Taylor diagrams (Taylor, 2001) provide a means of plotting datasets according to
their standard deviations and correlations with one another, such that the distance
between them on the diagram is proportional to the RMSE (Figure 2.7). Note,
however, that they do not show bias, and hence do not provide a “complete” picture
of the quality of match between datasets. Taylor diagrams are common in climate
science, where many different models are compared, but rarely seen in the literature
around tidal energy.
3D models
For three-dimensional models, it is also necessary to test how well the variation in
velocities with depth is predicted. One way is to use the measures above at a number
of different depths. However, while this gives a numerical measure of the model’s
accuracy, it does not provide an intuitive understanding of any discrepancies in the
the vertical velocity profiles (Gunn and Stock-Williams, 2013).
Davies and Gerritsen (1994, p.214) describe the ability to reproduce the vertical
velocity profile as “the most sensitive test of a 3D model”. This comparison of vertical
profiles should be used in addition to, not instead of, comparisons of velocities over
time when assessing a model’s skill.
A useful graphical approach is to examine the profile of how velocity changes with
depth at a given horizontal position at a given instant by the use of a profile plot
(Figure 2.8), and compare this between model and measurements (e.g. Baston et al.,
2013). This introduces the risk that the instant chosen may not be typical. This
risk can be mitigated by using not a single instant, but an average for that phase of
the tide. For example, one might take the instants of maximum flow at a number of
flood tides around springs and plot the mean profile, and do the same for ebbs at
springs, floods at neaps, and ebbs at neaps (e.g. Warner et al., 2005).
It is common practice to simply plot current speeds, and for some applications or
in a strongly rectilinear flow this may be acceptable. However, some planned tidal
energy sites are known to exhibit changes in flow direction with depth (known as
“veer”), and so it is preferable to capture the direction of flow in some manner.
There are various ways of showing this graphically:
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Figure 2.6: Example of a hodograph showing flow velocity. The distance of a point from
the centre represents the magnitude of its velocity, and its position on the
circle represents the direction. The colours distinguish between predicted and
observed values. Source: Gunn and Stock-Williams (2013).
Figure 2.7: Illustration of a Taylor Diagram. The contours marking distance from the
“reference” dataset represent the root mean squared difference to any other
dataset occupying that point on the diagram. Often only the right-hand
quadrent is shown, as it is seldom necessary to compare datasets with negative
correlations. Source: Taylor (2001).
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Figure 2.8: Example of a vertical velocity profile for a given location at a given instant,
comparing two different models against measurements. Source: Baston et al.
(2013).
• One straightforward approach is to plot the vertical profiles for u and v velocity
components separately; if they differ in shape, there must be a change in
direction with depth.
• Figure 2.9 shows the changes of direction very clearly for a given instant by
using arrows, but does not make changes in magnitude visible and does not
demonstrate changes over time.
• Figure 2.10 shows how things change over time, but still shows only direction
and not velocity magnitudes.
• Figure 2.11 shows all three pieces of information, by colouring a set of velocity
profiles by direction, but in this author’s opinion is a relatively difficult plot to
interpret.
While none of the figures shown actually compares a model to observations, in all
cases two plots could be made side by side, and in some cases both could be shown
on the same graph while remaining readable.
Frequency domain
The statistical techniques above are all applied to raw values of elevation and velocity.
As already noted, they have a weakness when dealing with periodically varying results
such as tidal effects: if a model has predicted the right result at a slightly wrong
time, it will be awarded a high error score that may, depending on the objective of
the exercise, be considered unfair (Sutherland, Walstra et al., 2004). One way to
address this is to evaluate the goodness of fit in the frequency domain.
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Figure 2.9: Alternative method of showing veer in the water column, using arrows to
show direction. Source: Sutherland et al. (2013).
Figure 2.10: Method of showing veer in the water column at different stages of the tide.
The horizontal axes represent the phase of the tide (both graphs together
making up 12 hours) and the vertical axis represents direction. The squares
indicate the mean direction, and the “whiskers” represent the range of
directions through the water column. Source: Sutherland et al. (2013).
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Figure 2.11: Example of a set of velocity profiles, captured at different times during the
same phase of the tide (in this case ebb), using colour to show the direction
of flow. The change in colour with depth indicates veer, i.e. differences in
flow direction according to depth. Source: Gunn and Stock-Williams (2013).
The well-established technique of harmonic analysis (see e.g. Boon, 2004) can be
used to express the periodic actions of tides as a series of sinusoidal constituents
with specific astronomically-driven periods. If this technique is applied to both
predictions and observations, then comparisons can be made between the phase
and amplitude of each constituent. Gerritsen et al. (1995) extol the virtues of this
approach, describing it as “quantitative and normed, reproducible and transferable”.
An additional advantage is that measurements and predictions may be taken at
different times and the resulting tidal constituents still used together.
Easton et al. (2012) note that given a long enough data series, frequency-domain
analysis removes meteorological effects and leaves only the tidal signal. However, if
only a short time series is available for analysis, it can have the effect of “enshrining”
these effects instead.
When harmonic analysis is applied to current speeds rather than surface elevations, it
may not be able to capture all of the behaviour of the flow. This is because currents
can include “aharmonic” components that do not correspond to the periods of any
of the standard tidal constituents. These components can be produced by local
topography and bathymetry, turbulence and eddies of all scales, and density-driven
circulation in baroclininc models (Godin, 1983; Polagye et al., 2010). Therefore,
while frequency-domain analysis is a useful tool when used with currents, it should
not be used alone.
Amplitude and phase results for water levels may be plotted graphically as pairs of
scatter graphs. For velocities, a similar approach can be adopted of using a pair of
scatter plots for u-velocity and another pair for v-velocity. Gunn and Stock-Williams
(2013) show an alternative display where the same information is used to produce a
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visualisation of the tidal ellipse for each constituent (see Figure 2.12).
2.2.2 Model setup and tuning
In the setup of a new hydrodynamic model, there are many variables that must be
specified. These fall roughly into three categories:
• Some variables are based on physical properties that can be measured, such
as bathymetry, and we want to get as close to the physical reality as possible
given the limitations of measurement and of the model’s discretization. Values
of these parameters are likely to be fixed from the beginning of a model’s life.
• Some variables do not relate to physical reality, but to the approximations
made in the model. Examples include the density of the computational
mesh, the positions of the boundaries, and the length of the time step used.
Sensitivities to these will vary from one model to another, and the optimum
values will depend on the purpose for which the model is intended, but in
general there is a compromise between maximising the accuracy of the model
and minimising the computing power or time needed to run it. Greater
accuracy can always be obtained, at a cost, but for any given application there
will be a point at which further fidelity is not useful. Vested et al. (1995)
describe a situation in operational storm surge modelling where increasing the
computation time beyond the required minimum would be not only wasteful
but actively counterproductive, as a slower model would mean less warning of
an impending flood.
• Some variables are based on properties that cannot be practically measured,
such as bed resistance. The optimum value of these can only be arrived at by
a tuning process, where the model is run with different values and the results
compared to known observations.
The nature of model calibration
Parameters in the final category above can only be arrived at by an iterative process
of trial and error. This tuning of the model is often referred to as “calibration”∗.
When the value of a variable is established in this way, it no longer represents just
the physical quantity that it is intended to embody, but also the influence of all of
the effects that are not otherwise included in the model (Green and McCave, 1995).
Despite this, it is important to bear in mind the physical parameters that calibration
∗Strictly speaking this is, perhaps, not an accurate term, but it is generally used in the modelling
community and so is adopted here.
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Figure 2.12: Example plots showing tidal ellipses for the M2 and M6 constituents. Red
shows the measured ellipse, and blue the modelled one. The small circle
on each ellipse indicates the phase at a given time. In this example we can
see that M2 is strongly rectilinear, and that the model gets both the phase
and the direction very slightly wrong. For M6 the model correctly predicts
a much wider ellipse than for M2, and gets the phase almost exactly right,
but the direction is slightly wrong and the model substantially underpredicts
the amplitude of this constituent. Source: Gunn and Stock-Williams (2013).
variables are intended to represent, and to adjust the variables plausibly (Kurniawan
et al., 2010). Gerritsen et al. (1995) give an example of an automated calibration
algorithm that was allowed to run too far, producing physically implausible changes
in bed resistance from one subregion of their model to another. They describe this
effect as “overcalibration” and note that in this scenario,
“the adjustments… may become fully unrealistic: The estimation may
lead to pure data fitting and the model does then not retain its predictive
properties for the subregion in question, let alone any predictive capability
for the region as a whole.”
In this scenario, while predictions made at the calibration points will be excellent,
those at any other location may be worse than if no tuning was attempted.
2.2.3 Model validation
As established in section 2.1.1, after a model has been tuned it is necessary to validate
it to establish its predictive ability. This can be accomplished by using the model
to make testable predictions and comparing them to observations. It is important
that these not be the same observations that were used in calibration, as otherwise
one is simply measuring how good the calibration has been — a “self-fulfilling
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prophecy” (ASME, 2009). Instead they can be measurements taken at different
locations and/or at different times. Ideally they should be in the area of interest for
the model, because it is the model’s predictive ability in this area that matters.
Validation is continuous, not binary. In other words, it is not correct to say that
a model is or is not validated — instead we should report how well the model’s
predictions match observations. A threshold, determined in advance, may then be
applied as to the goodness of fit that is acceptable for a particular application (Dee,
1995; Gunn and Stock-Williams, 2013). This threshold may be defined in the time
or frequency domain, using any of the measures of goodness-of-fit that are discussed
above. However, any validation exercise can only give quantitative results for the
specific locations that are tested. While thresholds may be defined for these locations,
confidence in the use of the model in areas away from validation points is a matter
on which the modeller’s judgement must be applied (ASME, 2009).
The United Kingdom Foundation for Water Research (cited in Easton et al. (2012))
have published standards that specify a maximum RMSE in tidal elevation of 10%
at springs and 20% at neaps compared to measurements,∗ and a maximum RMSE in
the timing of high water of 25 minutes. ABP Mer (2012) specifies similar, although
slightly more complex, limits.
NOAA, in their standards for modelling (NOAA, 2003), have validation thresholds
of an entirely different form. They measure, among other things, the frequency with
which the model is wrong in each direction. This is a good example of validation
criteria being set according to the application of the model. NOAA’s primary
application is for navigation and so, to take the example of water level, the critical
statistic for them is the frequency with which the model overpredicts the water level
— as this form of error could result in vessels running aground. An underprediction
of water level, even of greater magnitude, is unlikely to be dangerous and so is of
less import.
Kutney et al. (2013) briefly discuss the validation approach for tidal resource as-
sessment, and they recommend validation metrics based on power density (i.e. the
kinetic energy per unit cross-section of the flow) rather than current speed. However,
assuming that water density is constant on the time and distance scales in question,
power density is proportional to the cube of the speed (indeed, the measurements
that predictions are compared against are likely to be derived by cubing measured
speeds), and so it is effectively just a more sensitive measure of the same thing, and
the same effect could be achieved by using speed with more stringent acceptance
criteria.
∗It is not clear, in the portion quoted by Easton et al. (2012), exactly what these are percentages
of. It seems likely that these are actually nRMSE / Scatter Index values.
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2.2.4 Recommendations for calibration & validation
For calibration, provided a suitable set of measurements is available which coincides
with available forcing data, it is usually sufficient to work in the time domain. The
skill score is a very useful way to compare the accuracy of a series of different variations
on the model as they are compared to a baseline. This should be combined with a
view of time series plots to allow systematic error to be diagnosed. Comparisons
should ideally be made against both water level and current speed. There may be no
set of parameters that optimises for both, and priority should be given to whichever
predicted value is more important for the purposes of the model.
If effects that are not included in the model are thought likely to have a strong
influence on the flow — e.g. surface winds in areas of very low current speed — then
using the time domain alone for calibration may not be best advised. However, if
effects not in the model are thought to be so important to the area, the modeller
may ask whether those effects should be included.
For validation, numerical and visual comparisons should be made in both time and
frequency domains. For validation, it is recommended to plot both short time series
and scatter plots observations versus measurements.
Numerically, the RMSE should be used to describe accuracy. To examine systematic
vs random error it is recommended to calculate the correlation coefficient, and
the gradient and intersect of the line of best fit for the scatter plots mentioned
above.
This approach is preferred over using standard deviation and bias because of the
intuitive relationship between the numerical values and the scatter plot. However,
they would be acceptable alternatives. An acceptable alternative to scatter plots
for velocity is to plot hodographs, which can be more compact, but again have less
intuitive connection to the numerical measures used.
It may be helpful to also calculate scatter index / nRMSE, if different models or
different locations in the model are to be compared.
In the frequency domain, one of two approaches should be adopted for velocity
measurements: Either to produce scatter plots of, and compare numerical values
of, the phases and amplitudes of constituents in u and v separately; Or, to produce
tidal ellipses and compare semi-major axis, semi-minor axis, inclination and phase. I
think that the first approach is more intuitive, but both are valid.
This document is concerned with barotropic models, but if temperature and salinity
have been included in a more sophisticated model then these should be compared to
measurements by similar methods.
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Mesh and time step sensitivity
In the field of computational fluid dynamics, it is normal practice to test for mesh
sensitivity by running a simulation using a finer mesh than that which is intended
to check that the results are not significantly different. This is less practical for
regional-scale models, as some days or weeks of work may have gone into obtaining
a mesh that is stable and performs well, and much of this work would have to be
repeated for a general increase in resolution. Nevertheless, the modeller should
always bear resolution in mind when developing a mesh, and if at this stage or later
during testing they feel that a region may not be fully resolving the dynamics that
are considered important, they may wish to test a local mesh refinement.
More practically, it is worth testing regional models for time step sensitivity by
running using a shorter timestep than that intended and checking for any significant
change to results.
2.3 Energy extraction from numerical models
Having covered the underlying mathematics of regional scale tidal models, and the
means of assessing their skill, we now review how tidal energy extraction has been
represented in them.
2.3.1 How turbines affect the flow
In operation, TEC rotors exert a retarding force on the flow, known as “thrust”, as
a result of the energy that is extracted. In regional models it is usual to follow an
actuator disc approach, where the swept area of the rotor is considered as a disc and
thrust is applied equally across its surface. This approach has been compared to
Blade Element Momentum models (a more accurate and computationally demanding
method that calculates the forces on each blade) and to a high-resolution, blade-
resolving model, and shown to produce similar results except in the very near wake
(Crammond et al., 2013). Using the actuator disc approach, thrust (F ) is defined as
as
F = 1
2
CTρAu
2 (2.15)
where ρ is the density of the water, A is the cross-sectional swept area of the rotor, u
is the component of the flow velocity that is parallel to the axis of the turbine, and
CT is the “thrust coefficient”.
TECs cause a loss of energy from the flow in a number of locations (Vennell, 2012),
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illustrated in Figure 2.13:
• From thrust at the rotor. Some of the power extracted here is converted to
electricity, and some is lost in this converstion.
• In drag from the supporting structure.
• In turbulence caused by wake mixing, at at least two scales: the wake behind
each turbine must mix into the general flow through the array, and the wake
behind the array as a whole must mix into the surrounding flow. There may
also be intermediate scales relating to “subgroups” of TECs (Garrett and
Cummins, 2007).
Additional turbulence, not necessarily connected to wake mixing, is also generated
at all scales; from trailing edge structures on individual turbine blades to vorticity
generated in the flow behind a turbine, and so forth (Vennell et al., 2015; Nishino
and Willden, 2012b). It is important to note that the total power lost from the flow
is greater than the power removed at the rotor.
In a regional-scale model, where a single cell is usually larger than a tidal turbine,
most of these processes occur at a sub-grid scale and cannot be represented explicitly.
Hence, there are two “macro” quantities that are relevant: the overall loss of
momentum in each cell, including most of the effects above, and any overall effect on
the level of turbulent kinetic energy (TKE). A third factor that may be of interest to
researchers is the level of power absorbed by the rotor, as this can be used to calculate
the electrical power produced. However, this is not of importance to operation of
the model itself, being included as part of the overall loss of momentum.
Many researchers have investigated the loss of momentum in the cells containing
turbines, and have implemented facilities for simulating this in models. Examples of
these will be discussed below. A few have also modified turbulence models to account
for increased TKE downstream of turbines — usually in models with a particularly
high resolution. Losses to wake mixing beyond the cells with turbines will, to some
extent, be handled by the model’s standard mechanics for inter-cell shear. However,
to the best of this author’s knowledge, little testing has been done of the accuracy of
this representation in regional models.
2.3.2 Representing energy extraction in the model
In early work the most common way of representing energy extraction in a regional
model was simply to increase the drag of the seabed in the region containing turbines.
Studies using this approach include Sutherland et al. (2007), Karsten et al. (2008)
and Draper et al. (2014b), who used the TIDE2D, FVCOM and ADCIRC model
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Figure 2.13: Illustration of energy lost to the flow due to a turbine. A: thrust from the
turbine rotor. Some of the power lost here will be converted to electricity.
B: drag from the supporting structure. C: Energy lost through turbulence
in wake mixing, as the faster bypass flow (u1) mixes with the slower wake
(u2). Not shown on this diagram is wake mixing at larger scales, from the
combined wakes of groups of turbines or the whole array.
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codes respectively. All of these models are two dimensional ones, where no distinction
is possible between drag at the seabed and drag higher in the water column, and so
it is sensible to use the mechanism of bed resistance that already exists in the model
code. This approach would not be appropriate in a three dimensional model.
For a 3D model it is necessary to remove momentum from the vertical position of the
TECs, by introducing a mid-water-column momentum sink. This approach can also
be used in 2D models, where it may be convenient to be able to treat the turbines’
thrust separately from other sources of drag. Researchers have added such a facility
to various models, including Delft3D (Ramos et al., 2013), TELEMAC (Haverson
et al., 2015), ROMS (Roc, Conley et al., 2013), and FVCOM (Yang, Wang and
Copping, 2013).
Modifications to turbulence models have, to the author’s knowledge, only been made
to two codes so far. Roc, Conley et al. (2013) made this addition first to ROMS
and verified it against experimental data. Very recently Li et al. (2017) introduced
similar code into FVCOM, and compared the results both to a (different) physical
experiment and to a high-resolution RANS CFD simulation using a BEM theory
model. In both cases the authors show that modifying TKE as well as removing
momentum produces a more accurate result than using the momentum sink alone.
Both of these studies use very high resolutions for their shallow water models (approx.
1/3 of a rotor diameter in ROMS, and 1/5 of a rotor diameter in FVCOM). It is not
yet clear whether the TKE modifications made are beneficial or appropriate at lower
resolutions.
2.3.3 Complications and complexities
Incorporating the concepts above into a real regional-scale model introduces a number
of additional considerations, some of which are active research topics.
Flow is not always rectilinear
Many implementations of energy extraction in models make an assumption that the
turbine is always oriented to face into the current. In areas of strong currents such
as the Pentland Firth, complex flows tend to be generated including large eddies,
and so the flow is often not simply bidirectional (Owen and Bryden, 2007). Some
designs of tidal turbine can turn to face in any direction, and for these no additional
difficulty is created for modellers. However, some designs are fixed in orientation
and are designed to work optimally in flow from directly in front or directly behind.
In this case consideration should ideally be made in the model of the angle between
the flow and the turbine’s heading.
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Turbines do not have constant thrust coefficients
Much of the modelling work described above has assigned a fixed thrust or drag
coefficient to a turbine. This treats the turbine as akin to any other fixed object in
the flow, represented by a constant drag coefficient and removing a fixed proportion
of the momentum in the flow. The reality is that tidal turbines have a cut-in speed
below which they produce no electricity, and a rated capacity above which they
produce no additional electricity, and they use active control methods (e.g. variable
pitch blades). Therefore, the thrust coefficient will not be constant, but will vary
with the speed of the flow through the rotor (Easton and Woolf, 2013). It should
also be remembered that any turbine has a supporting structure with a fixed drag
coefficient, in addition to the rotor with its variable thrust coefficient (Plew and
Stevens, 2013).
Both of these studies found that allowing the drag coefficient to vary as a function
of flow speed makes significant changes to the modelled effect of the turbines on the
flow. This is especially noticeable at times of peak current speed, where the turbines
are operating at their rated capacity and are thus “shedding” excess energy (see
Figure 2.14).
Array effects
An array of turbines cannot simply be considered as a group of turbines that operate
independently. Each turbine will affect each other turbine in a number of ways. For
example, downstream turbines will experience reduced flow speeds as a result of
upstream turbines (Stallard et al., 2013) and increased turbulence if they interact with
the upstream turbines’ wakes. Mixing between turbine wakes and the surrounding
flow removes energy from the system (Draper et al., 2010). Pairs of turbines may
accelerate flow between them to improve the efficacy of downstream ones (Myers
and Bahaj, 2012). These effects, between turbines within an array, are difficult to
represent in a regional-scale model as they occur below or on a similar scale to that
of the mesh. One approach to mitigate this problem may be to apply a correction
factor to account for array effects in general. Shives et al. (2013) propose a solution
where a regional-scale hydrodynamic model and a high-resolution CFD model of a
small group of turbines are coupled together, to allow each model to perform at the
scale for which it is designed. They show an iterative approach where the regional
model provides the flow velocity to the CFD model, and the CFD model returns
turbine performance parameters to the regional model, which is computationally
expensive.
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Figure 2.14: Time series of energy dissipation by an array with (solid) and without
(dashed) variable CT . A variable thrust coefficient allows the model to reflect
the capacity of the turbine, reducing the peaks in the output. Source: Easton
and Woolf (2013).
Grid scale issues
The question of grid size is closely linked to the array effects discussed above. If
no correction for array effects is to be applied to the model, then it is desirable to
make the mesh elements (or grid cells) small enough to have one element per turbine,
ideally with an additional element in-between each turbine to allow for flow to pass
between. While this can certainly not fully represent interactions between turbines,
it does allow each device to experience a different flow velocity, influenced by other
turbines in the array. For this reason, some recent works have used high resolution
grids around turbines, as for example a regular grid with a resolution of 50m (e.g.
Ramos et al., 2013) or an unstructured grid with one third of the rotor diameter
resolution (Roc, Conley et al., 2013).
It would be computationally prohibitive to mesh an entire model domain at this
scale, and so a local increase in resolution would be required. This can be achieved
using a flexible mesh or by nesting multiple grids. However, the timestep required
for a model to be stable tends to be determined by the smallest cells (Dix et al.,
2007, Appendix B), and so even if a local resolution increase only raises the number
of elements by a small percentage it may dramatically increase the time required to
run it. Additionally, a guarantee of one turbine per cell would often require the mesh
to be adjusted if the array layout is changed. While this is the ideal, then, it is not
always practical to achieve and so multi-turbine cells, and the resulting inaccuracies
from neglecting array effects, must be accepted.
An additional consideration emerges with high-resolution models in that the standard
method for representing tidal turbines, described above, develops an error as the
scale of the grid reduces to approach that of the turbines. This matter is the focus
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of Chapter 4, and the reader is referred there for further detail.
Open boundaries
Regional-scale hydrodynamic models are driven by their open boundary conditions.
These are frequently “clamped” boundaries, in which time-varying water levels or
velocities are specified either from observations, or from a wider-scale model that
is itself driven by observations. Clamped boundaries are prescribed by the model
setup, and cannot be affected by processes within the model.
When energy extraction is introduced in the model, it changes the hydrodynamics of
the region around it. The energy extraction is not present in the observations from
which the boundaries are taken, and so clamped boundary conditions cannot reflect
the change. As such, the boundary conditions may constrain the response of the
model to energy extraction. While well studied in other applications, the relevance
of this issue to tidal energy extraction was first identified by Garrett and Greenberg
(1977), who noted that the use of clamped boundaries is common and commented
that
“The size of the region to be modelled is chosen… [such that] in the
opinion of the modeller, it is large enough for the effect of the structure
not to be felt at the open boundary. This assumption is obviously wrong in
principle as the disturbance in the tidal regime introduced by the structure
will propagate away from it and cause changes on the open boundary of
the system, however far away they are.”
Kawase and Gedney (2013) demonstrated, with a numerical model of an idealised
fjord and ocean basin,
“Changes in tidal energy flux due to extraction… throughout the ocean,
indicating no discernible outer limit to the source region for the extracted
energy… energy extraction in the fjord has a minute but global effect on
the tides.
Adcock et al. (2011) showed that the power captured by turbines can be sensitive to
the locations of the boundaries, and hence that this matter requires attention for
resource assessment purposes, and proposed two mitigating techniques:
Firstly, that the domain should be large enough that the “error wave” created by the
tidal array is negligible by the time it reaches the boundary. This can be accomplished
either by sheer distance, or by extending the domain beyond the continental shelf,
where the sudden change in depth will tend to reflect the outgoing wave. Care should
be taken to avoid excluding any reflecting features (e.g. sudden changes in channel
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size or depth) that may cause a resonance effect.
Secondly, that transmissive or relaxing boundaries should be used that allow the
outgoing “error wave” to pass out of the domain without reflecting at the open
boundary. This problem has been well-studied in the context of ocean and coastal
modelling, and a number of alternative boundary conditions have been proposed in
the past; see Blayo and Debreu (2005), sections 1–3, for a review. Of the formulations
mentioned, only that of Flather (1976) is available in the MIKE modelling suite
used for the majority of this work. Use of this option requires that both the surface
elevation and the velocity is specified at the boundary. Carter and Merrifield (2007)
note that while elevations are readily available from global models based on satellite
altimetry, the velocities given by these models can be unreliable in shallow waters.
An alternative approach, suggested by Flather himself, is to initially run the model
with clamped elevation boundaries (obtained from a global model) and from this
predict the velocities at the boundaries, to be used in a second model run using
Flather boundaries (Flather, 1987). This is clearly wrong in a theoretical sense, but
may be better than the other available techniques; further testing would be required
to establish the utility of this approach for tidal energy modelling.
Draper et al. (2014b) used two methods to check for constraint by the boundary
conditions: Firstly, they specified the open boundaries by setting the water level
and they compared the current flowing through the boundaries with and without
turbines present. A significant difference would indicate that the effects of the
energy extraction reached the boundary, and that unrealistic influences might arise.
Secondly, they tested for resonance effects with the open boundary by re-running
their simulation using a smaller computational domain and checking for significant
differences in the available power. The first of these techniques is recommended by
the recent IEC Technical Specification for tidal resource assessment (IEC Technical
Committee PEL/114, 2015).
2.3.4 Validation of energy extraction
It is not currently possible to validate models’ representations of large scale energy
extraction using real-world measurements, because a tidal energy array of sufficient
size has yet to be built in the sea. Two alternative approaches have been used. The
first is to build models of idealised channels that can be analysed using analytic
models and check the results against these “simple” models. Examples of this method
are reported by Wan et al. (2015) and Pérez-Ortiz et al. (2017), although the latter
probably tells us more about the limitations of the analytic model used than the
strengths of the numerical one. This highlights a difficulty with this approach, that
it is a comparison of one model to another.
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The second approach is to compare numerical models directly to physical models (tank
testing). Draper et al. (2013) reported such a test, comparing a physical experiment
to a two-dimensional model, and concluded that “the numerical simulations reproduce
the… measurements reasonably well across the full range of experiments”, except in
the area immediately behind the TEC. A similar test against ROMS, at very high
resolution, was conducted by Roc et al. (2014).
Some work has been conducted to compare analytic models to tank tests, with mixed
success in some areas (Whelan et al., 2009; Cooke et al., 2015). Li et al. (2017)
compared the FVCOM model to a full RANS CFD system (Ansys Fluent) which,
while helpful, again suffers from the difficulty of validating one numerical model with
another.
2.4 Tidal resource assessment
For a developer or investor to assess the business case for a tidal energy development,
they must be able to anticipate the amount of energy that it will produce. This
section describes the development of how such resource assessments have been carried
out in the nascent field of tidal energy. Only tidal stream resource will be considered,
and not the energy available to tidal range schemes.
2.4.1 The Farm & Flux methods
Initial work on tidal resource assessment was based on a simple technique used for
wind farms, known as the “farm method”. This approach examines the undisturbed
kinetic energy flux passing through each possible turbine location (or, sometimes,
each cell in a grid) and assumes that a certain proportion of it can be extracted:
P =
1
2
CpρAu
3 (2.16)
where P is the power available, ρ the density of the water, A the swept area of the
rotor, u the undisturbed speed of the flow at that point, and Cp a power coefficient
representing the proportion of the kinetic energy of the flow that is converted to
electricity.
A JOULE II project (European Commission, 1996) applied this method to EU waters
in 1996, using Admiralty charts to provide velocities for UK waters and undisclosed
sources for other areas. Approximately 64% of the total EU resource was estimated
to lie in UK waters. ETSU (2003) performed a similar exercise for just the UK.
Bahaj and Myers (2004) applied the farm method in greater detail to the Alderney
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Race, and more recently ABP Mer (2007) used it, on a cell-by-cell basis, on a grid
covering UK waters.
The farm method takes no account of the cumulative effects of TEC arrays, or the
effects of one array on another. In the context of wind farms this is often reasonable,
as appropriately-spaced wind turbines can be considered to exist in nearly unlimited
open space (there being no boundary to the sides or above), and thus a full recovery
of velocity can be assumed a sufficient distance downwind of a turbine as the kinetic
energy is “replenished” from the surroundings. However, tidal flow is constrained
above by the water’s surface and often to one or both sides by coastlines. This means
that there is little or no opportunity for additional kinetic energy to be added along
the length of the channel. In a long channel it is possible for the farm method to
arrive at an estimate for extractable power that is greater than the total kinetic
energy flux through the channel, which is clearly unrealistic∗ (Owen and Bryden,
2007).
Whereas the farm method can be considered a “bottom-up” approach, in that it takes
the power extractable by a single turbine and multiplies it by the number of turbines
planned, the “flux method” adopts a “top-down” paradigm. An estimate is made of
the total power of the tidal flow passing through a site — often from very limited
information, as flow velocities are usually only known at a few points rather than
across whole channels — and then an assumption is made that a certain proportion
of this power can be extracted. Early proponents were Black & Veatch, who noted
the flaws in the farm method and adopted the flux approach for a resource assessment
for UK waters (Black & Veatch, 2005). They, and their academic collaborators
(Couch and Bryden, 2006), postulated the idea of a “Significant Impact Factor” (SIF)
which represented the proportion of the energy flux through the channel that could
be removed without having a “significant impact” on the environment. Depending
upon the cause of the high speeds in the channel this was estimated at between
10% and 50%, although these figures were not tested in any way. Note that the flux
approach only provides information on the channel as a whole, and does not give any
insight into the current speeds, and hence the energy available, at specific turbine
locations.
In 2009 EMEC proposed a preliminary standard for resource assessment for tidal
energy developments (EMEC, 2009), in which they combined both of these ap-
proaches and recommended that farm calculations be given an upper limit by the
flux method.
The farm method is a straightforward approach for identifying potential areas for
small tidal farms, before proceeding onto more detailed modelling or survey work.
∗This is something that later research showed to be possible, through increasing head, but not
in any way that the farm method could predict.
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However, the nature of tidal arrays is to remove energy from the flow, and this must
inevitably change the flow in the channel from its undisturbed state. When an array
is large enough to have a significant effect on the flow in the channel as a whole,
there is no longer any straightforward relationship between the undisturbed kinetic
energy flux and the extractable power (Bryden and Couch, 2006; Polagye et al.,
2008), and the farm and flux methods cease to be useful.
Vennell et al. (2015) defined a “large array” as
“one which is able to influence channel-scale dynamics or one where the
channel alters turbine performance via the duct-effect”,
and offered a rule of thumb that to be “large” in this sense, a TEC array must occupy
more then 2–5% of the channel’s cross-sectional area. Similarly, the IEC Technical
Specification for tidal resource assessment (IEC Technical Committee PEL/114,
2015) permits direct measurements to be used for farms of less than 10MW whose
capacities are less than 2% of the undisturbed kinetic energy flux. Beyond this level,
the use of models is required.
Karsten et al. (2008) reported that in the Minas Passage in Canada, theoretical
and numerical modelling predicts that the extractable resource is more than three
times greater than the figure given by an analysis based on the undisturbed kinetic
energy. McMillan et al. (2013) gave an example of three adjacent channels where
the one with the lowest undisturbed speed turned out, after modelling, to have the
highest extractable resource. These differences between the actual resource and that
indicated by undisturbed flow speeds in these studies are because adding impedance
to the channel, in the form of tidal turbines, causes the driving hydraulic head to
increase. In addition, Karsten et al. (2008) suggested that extracting the maximum
possible power from the Minas Passage may move the M2 tide closer to resonance,
further increasing its amplitude.
2.4.2 Use of modelling for resource assessment
It has been established above that some form of model is required to be able to
accurately predict the resource of a tidal energy site. The “gold standard” here
is to use numeric models of the type already discussed, well validated against
measurements, but these are time-consuming to build and computationally expensive
to run. There is thus scope for a simpler form of theoretical model, where the problem
is reduced to a tractable one to solve either analytically or with a very simple iterative
solver, which can give useful insights without the costs of the numerical approach.
This section will first describe some of this latter type of model, and then look at
how numerical models are best used to estimate tidal resource.
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Theoretical models
The early seminal papers in this area were by Garrett and Cummins (2004, 2005)
(hereafter GC04 & GC05), who took the one-dimensional momentum balance in a
simple channel (effectively a simple form of the shallow water equations mentioned in
Section 2.1.3) and used this to derive expressions for the maximum possible energy
dissipation in either a channel linking a bay to a large sea, or a channel linking two
large seas to one another. Blanchfield et al. (2008) combined these two models and
showed that the GC05 formula could be applied to both situations, with modifications
to constants according to the size and geometry of the bay∗. The maximum available
mean power from a tidal constituent can be approximately expressed in terms
of the mean undisturbed volume transport and the driving amplitude across the
channel.
These early papers noted that the maximum power calculated using their methods
would apply if an unbroken, even tidal fence were to occupy the entire cross-section
of the channel. To study the more likely scenario where gaps are left, Actuator Disc
Theory (ADT) can be used.
”An actuator disk is defined… as an artificial device producing sudden
discontinuities in flow properties.” —Horlock (1978)
Actuator disc theory was developed independently by both Lanchester and Betz
in the early part of the 20th Century to describe propellers, but is now used for
a variety of purposes wherever a thin disc effects a discontinuity in an otherwise
continuous parameter of a flow. In this case the concept can be used to represent
the removal of momentum by a TEC rotor, and the discontinuity in pressure that
results. See Manwell (2009) for a clear mathematical explanation, as applied to wind
turbines.
The first application of ADT to tidal energy was by Garrett and Cummins (2007)
(hereafter GC07), studying a turbine that blocks only part of a channel. They
considered the flow through the turbine, and the “bypass” flow around it, in terms of
velocities and pressures. They arrived at expressions relating the thrust and power
of the turbine to the ratios of speeds at various locations in the model, as well as
the maximum proportion of the total energy in the channel that could be extracted,
allowing for the diversion of flow around the turbine. Assumptions were made that
the free surface was not distorted by the turbine and that the overall flow in the
channel was not altered by the energy extracted (the latter being incompatible with
GC05). Since this early work there has been a great deal of theoretical activity on
the topic from a relatively small number of authors.
∗The GC05 case of a channel linking two oceans is of course a special case of linking to a bay,
where the bay is of very large size.
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Whelan et al. (2009), Houlsby et al. (2008) and Draper et al. (2010) extended the
theory to permit deformation of the free surface and to better consider wake mixing
behind the turbine. A readable review is given by Houlsby and Vogel (2016). Nishino
and Willden (2012b) proposed considering the problem at two scales — turbine scale
and array scale — simultaneously using the same approach, and Vogel et al. (2016)
applied this concept to study the optimum layout of a given number of turbines
across a channel.
Vennell (2010, 2011) combined GC05 and GC07 differently to study the optimal
tuning of the performance characteristics of tidal turbines, and noted that this would
vary depending on channel blockage (and a number of other factors, including the
phase of the tide). Vennell (2012) analysed the various losses of energy in a tidal
channel, and in particular the relationship between extractable power and mixing
losses behind the turbines.
The work above all considers flow through a channel, constrained by land on both
sides. Flow around a headland has been much less studied, being visited from a
theoretical perspective only by Garrett and Cummins (2013).
A third type of simple model has been proposed by some authors: that where a
system of water bodies and the channels between them are represented, by analogy,
as an electrical circuit. Channels have resistance and inductance, representing friction
and inertia, while bays and harbours have capacitance. Surface elevation is analogous
to voltage, as it provides a driving potential in a similar way. The most obvious
limitation of this analogy is that resistance applies linearly in electrical circuits while
drag in hydraulic flow is quadratic. However, this weakness is also a strength, as
the use of linear drag can render complex hydraulic problems suddenly tractable,
and there is existing software designed to analyse linear electrical circuits. The most
commonly proposed use of this technique is to understand complex systems with
multiple interacting channels. Proponents of the electrical circuit approach have
included Woolf (2013), Draper et al. (2014a) and Cummins (2013).
Use of numerical models
For information on the mechanics of using numerical models and extracting energy
from them, see Sections 2.1 to 2.3. The question remains, given the tools described
above, how they can be best used to estimate the tidal resource of a channel or
region. Three approaches have been used:
Undisturbed speeds: Here the undisturbed flow speed predicted by the model
is used to calculate either the kinetic energy density or an estimated power
output, using either the farm or flux method. As noted above, this approach
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is theoretically wrong because it takes no account of the effects of energy
extraction on the flow, and is wholly unreliable when looking at large scale
development. However, it requires only a single model run and is the only
method currently practical for evaluating many areas at once, for example
when searching a whole country or region for promising areas for development.
As such it has been used for many such “national resource assessments”, e.g.
Black & Veatch (2005) and ABP Mer (2008) for the UK and NEDO (2014) for
Japan (in Japanese, described in English by Kinoshita (2012) and Hennequin
(2016)). Sentchev and Thiébaut (2015) used this approach for a smaller area
around Ushant.
Continuous lines of resistance: A continuous line momentum sink is placed
across the channel(s), and its intensity is adjusted to find the greatest available
power. This approach is concerned with what is theoretically available from
the channel, and does not take into account practical considerations for real
tidal farms such as water depth, navigational requirements, etc.. Examples of
this approach include Hasegawa et al. (2011) and Draper et al. (2014b).
Realistic turbine layouts: Individual turbines are placed in the model in proposed
locations, and the effects of the layout evaluated. Examples include Adcock
et al. (2013) and Ramos et al. (2014). This approach initially only gives a
prediction of the power of the array layout, and the turbine specification, that
is tested, rather than the maximum available from the channel. From this
starting position some level of optimisation is possible, either manually or
using automated tools, although this will often be limited by the available
computational resource. Optimisation of tidal array layouts in useful computing
time is an active topic of research (Roc, Greaves, Conley et al., 2013; Kramer
et al., 2015).
The first approach cannot be recommended except where there is no alternative, and
then only with a great deal of caution. The second and third approaches mentioned
are used to answer different questions: one is concerned with the maximum power
that could theoretically be extracted from the channel, while the other predicts the
power available from specific turbine types and layouts. The correct approach to
choose depends, therefore, upon the task at hand — although with a dense enough
array layout, a regional-scale model loses the ability to resolve individual turbines
and the two methods become very similar.
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2.4.3 Estimates of Pentland Firth tidal resource
The Pentland Firth is one of the most promising tidal energy sites in the world,
and as such has been extensively studied. Table 2.1 lists some of the estimates that
have been made of the available power and the methods used for these. As these
studies have used very different methods, and have sought to answer slightly different
questions, the figures given are rarely directly comparable. The table is intended
to show the range of different approaches used and the resulting range in answers
reached.
2.5 Environmental impacts of tidal power
Removing energy from an environment must change it, and hence it is inevitable
that tidal energy extraction will have impacts. These fall into three categories:
• Direct physical effects on the flow, e.g. changes in speed or direction and the
resulting alterations in bed stress, temperature, salinity, etc..
• Secondary physical effects caused by the above changes, such as changes to
stratification or to sediment transport.
• Biological and ecological effects resulting from changes to any of the variables
in the other two categories.
Each of these impact categories experiences two-way feedbacks with each of the
others; for example, not only do changes to the flow effect benthic life, but changes
to (e.g.) kelp beds can affect the flow. Only the first category, that of direct physical
effects, is within the scope of this project, but it is the third category of biological and
ecological impacts that is generally of concern for environmental impact assessments,
etc., and prediction of these secondary and tertiary effects is an important use of the
outputs of the modelling discussed here. This section is, therefore, not intended to
be exhaustive, but is an overview of the potential impacts. Emphasis will be placed
on the operational phase rather than construction or decommissioning.
2.5.1 Direct physical effects
A great many studies have considered the effects of energy extraction on the flow,
as this is an essential byproduct of producing tidal power. Typically a reduction
in speed, and hence in bed stress, is seen in line with the TECs, reflecting the
momentum removed from the flow, and often an increase is seen to the sides as the
flow takes a path of less resistance (e.g. Gillibrand et al., 2016). In a 3D model, such
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Power (MW)
Authors & year Method & notes Mean Peak
European Commission (1996) Farm method; PF sites as part
of national survey
1167 3066
Black & Veatch, 2004 1 Flux method, SIF of 20%. PF
sites as part of national survey.
1455 –
Black & Veatch (2005) Refinement of 2004 work. SIFs
changed, flux passing through
multiple sites counted only once.
1005 –
ABP Mer (2007) Plausible turbine locations &
specifications, based on undis-
turbed velocities.
586 1824
Adcock et al. (2013) 2D numerical modelling. Rows
of turbines placed across channel
until marginal gain of next row
is small. M2 & S2 only.
1900 –
Vennell (2013) Theoretical analytic model in a
simple channel “loosely resem-
bling the PF”. M2 only.
31002 74002
Draper et al. (2014b) 2D numerical modelling. Coast-
to-coast line momentum sinks.
M2 & S2.
4187 –
O’Hara Murray and Gallego
(2016)
3D numerical modelling; tur-
bines in lower 25m of water
column. M2 only.
1400 3000
De Dominicis et al. (2017) 3D modelling at national scale;
individual turbines but at low
resolution, many per cell
1640 –
1 Report no longer available; information taken from 2005 document.
2 Vennell’s estimated powers are described as upper bounds which “do not include
the effects of losses due to turbine support structure, nor electro-mechanical
losses, power conversion or transmission losses”.
Table 2.1: Table showing a non-exhaustive list of resource estimates for the Pentland
Firth (PF), using different methods, between 1996 and 2017.
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diversion may occur over and under the rotor as well. These changes to velocities
result in changes to seabed stress (see Chapter 3 for more detail).
Such effects typically extend for some kilometres, but this does depend upon the
scale of development. By including a very large level of energy extraction in the
Pentland Firth and using a model with a large domain, De Dominicis et al. (2017)
predicted a shifting of the amphidrome in the southern North Sea, with resulting
small effects on tidal range along the British and Dutch coasts hundreds of kilometers
from the tidal array.
Flow at many sites is not symmetrical, and because the processes affecting flow and
energy extraction are non-linear, energy extraction can result in a change in the
degree of asymmetry present (Defne et al., 2011). This can result in a change in the
residual current (the overall flow that remains when tidal cycles are averaged out).
Ramos et al. (2014) noted a 10% change in residual current from their modelling of
energy extraction in a Spanish estuary.
In the very far field, Kawase and Gedney (2013) showed very small basin-scale effects
of energy extraction in an idealised numerical model, and Walkington (2014) used a
2D numerical model of the north Atlantic to predict that an extreme level of energy
extraction in the Severn Estuary could cause small changes in the Bay of Fundy
and the Hudson Strait, suggesting a possible disruption to basin-scale resonance.
However, while illustrating well the global connectivity of the oceans, the effects
shown in these studies are likely to be negligible in scale.
2.5.2 Secondary physical effects
Changes to velocities mean changes to turbulence intensities, and hence to vertical
mixing. This can result in changes to the degree of stratification that is present in the
water column. Only a modest amount of modelling work has studied stratification to
date because representing it requires a baroclinic 3D model, which is computationally
expensive to run.
Using an idealised model, Yang and Wang (2013) predicted a decrease in stratification
as a result of energy extraction, presumably due to increased turbulence and the
mixing that results. By contrast, De Dominicis et al. (2017) predicted small increases
in stratification, using a large-scale model of the Scottish shelf, due to reduced mixing
resulting from the reduction of velocities. The two scenarios are very different in
scale and character, and it seems possible that effects may occur in either direction
as a result of energy extraction.
Changes to bed stress may influence the pick-up of sediment by the flow, and changes
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to flow speed will influence its carrying capacity. Changes to the residual current
will have significant effects on sediment transport (Neill et al., 2009).
Ahmadian et al. (2012) used a 2D model to predict changes to sediment patterns up
to 15 km away from a large tidal array in the Bristol Channel. Fairley et al. (2015)
used a 3D model to predict the effects on sediment of the planned Pentland Firth
tidal developments, and found small effects which could cause the migration of a
sandbank over time. Martin-Short et al. (2015) used a 2D model with a very high
(18m) resolution to study effects on sediment in the Inner Sound. They found little
impact at low levels of exploitation, but when sufficient turbines were included, new
gravel deposits started to form beneath the turbines. It is not clear whether this
effect would apply in a 3D model that permitted the acceleration of bypass flow
under the turbines.
2.5.3 Biological & ecological effects
Collision risks, noise and electromagnetic fields are disregarded here as the type of
modelling under consideration can tell us nothing about them. A number of other
potential routes to ecological impact have been identified, based on the changes to
physical parameters outlined above.
Benthic species that live in high flow regions have adaptations for such environments,
such as the ability to withstand large shear forces or the use of fast flow for transport
of nutrients, food, waste products, larvae, etc. (Shields et al., 2011). Consequently,
a change in current speeds and seabed shear stress has the potential to alter this
ecological niche.
There is evidence that megafauna use areas of fast tidal flow for foraging. This
may be due to concentration or vulnerability of prey, or because benthic species are
tranported to the surface by upwellings. Fish are known to use areas of rapid flow
for travel, by inserting themselves into the stream in one direction and then moving
to a slower part of the water column while the tide flows the other way (Benjamins
et al., 2015). A change in current speed could thus affect predator-prey relationships
and might affect connectivity for swimming, as well as benthic, species.
Changes to tidal range resulting from energy extraction would alter the size of the
intertidal zone, and hence the availability of such habitat. Movement of areas of
sediment will clearly have impact on species which dwell or feed in sediment (Shields
et al., 2011). Changes in the concentration of organic suspended sediment may also
affect oxygen levels in the water (Gill, 2005)
Changes to stratification — especially in estuary environments — may change the
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temperature and/or salinity in particular parts of the water column or at the seabed.
This represents a change to habitats (Yang, Wang, Copping and Geerlofs, 2013).
2.6 Chapter summary
The following are the main points from this chapter that are of relevance to future
chapters:
• Regional flow models use the Navier-Stokes equations with a number of simpli-
fications.
• Such models are not fully realistic. There are choices to be made as to which
simplifications and assumptions are used, and which physical parameters are
included in a model, which require judgement by the modeller. In general there
is a tradeoff to be made between accuracy and computational effort.
• Such models are calibrated (tuned) and validated by comparison with meas-
urements. Many methods have been reviewed.
• Energy extraction is implemented by increased bed resistance (2D models only)
or with a momentum sink term. In the literature, most such work has been
with academic models or with modifications to the code of models such as
Delft3D, which may not be acceptable to investors (see Section 1.3.2). Means
of doing energy extraction in trusted commercial models will be addressed in
Chapter 3.
• The standard method of representing energy extraction in regional models
develops an error at high resolutions. This will be addressed in Chapter 4.
• Available resource can be estimated, in ideal conditions, using theoretical
models. For accurate predictions in complex flows numeric modelling is required,
and can be used either by simulating realistic array layouts or by removing
momentum from the whole width of the channel to understand the theoretical
maximum that can be extracted. The latter approach is used in Chapters 5
and 6.
• Environmental impacts of energy extraction can be physical or ecological in
form, e.g. by affecting sediment or habitats. A significant physical parameter
that can be used to estimate further impacts is the bed stress.
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Chapter 3
Implementation of tidal energy
extraction in MIKE 3 & Delft3D
models
The TeraWatt project, of which this work formed a part, aimed to identify best
practice methods for predicting the regional-scale effects of tidal energy extraction
which could be used by industry and regulators. As discussed in Section 1.3.2, the
project received strong guidance from industrial stakeholders that only unaltered,
reputed and well-tested commercial software could be used for this work if the results
were to be accepted by investors. Based on guidance from industry two such three-
dimensional modelling suites were selected: MIKE 3 by DHI∗, and Delft3D-Flow by
Deltares†. Both of these packages are already in extensive use commercially.
Orkney is an archipelago off the north coast of Scotland, and the Pentland Firth is
the channel between Orkney and the Scottish mainland (see Figure 3.1). This region
is of interest for its tidal energy potential. Demonstration models of the Pentland
Firth and Orkney Waters (PFOW) area were developed separately in the two suites
by different teams, according to the capabilities of each. No attempt was made to
match parameters between the models, as this approach would be unavailable to
a developer or consultancy with access to only one software package. Rather, an
emphasis was placed upon evaluating the differences, in both methods and results,
between the two systems.
The objective of the work described here was to start with the validated models from
these teams, and,
• compare the predictions of the two models without energy extraction.
∗http://www.mikepoweredbydhi.com/
†https://www.deltares.nl/en/software
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Figure 3.1: Map showing the domains of the MIKE (inner green box) and Delft3D (outer
red box) models. Inset map shows the location of the PFOW region on the
north-west European shelf.
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• implement energy extraction in both models, as well as possible using the
unaltered facilities of each.
• produce example predictions of the effects of energy extraction, which could be
used by other project members to investigate methods for predicting ecological
effects.
3.1 The models
Only a brief overview will be given here, as background, since these models were built
by others. More detail on the supplied models, including calibration and validation,
may be found in Waldman, Bastón et al. (2017) and Venugopal and Nemalidinne
(2014). The versions of the model codes used were the 2012 edition of MIKE and
the version of Delft3D with source control tag 3574.
The location of the study, and the domains of the models, can be seen in Fig-
ure 3.1.
There are no major river outflows in the Pentland Firth and Orkney area, and hence
fresh water input from rivers was not included. Both models were run in barotropic
mode, with no consideration of temperature or salinity and a fixed value for water
density.
The open boundaries were driven using clamped time-varying water levels derived
from global models based on TOPEX/POSEIDON satellite altimetry, although
different models were used for each. It is acknowledged that the use of clamped
boundaries is not ideal for the reasons discussed in Section 2.3.3, especially on
relatively small model domains such as that of the MIKE model. Both MIKE 3 and
Delft3D support more sophisticated radiative/transmissive boundaries, but in both
cases they require external velocities, as well as elevations, to be provided. Accurate
velocities over large spatial areas are not generally available in coastal areas, and
so it would be unhelpful to suggest that commercial modellers should require this
information. As noted in Section 2.3.3, it might be possible to use an initial clamped
run to generate approximate open boundary velocities for further runs, but this has
not been explored further in this work.
Both models use ten equally-spaced sigma layers in the vertical. For horizontal
discretization the MIKE 3 model uses an unstructured triangular mesh, while Delft3D
uses a regular, “rectangular” (in cylindrical coordinates), staggered Arakawa-C grid.
In MIKE the timestep was automatically varied according to a target Courant number
of 0.8, while in Delft3D it was fixed at 25 s. In both models the k −  turbulence
model was selected for vertical eddy viscosity (Launder and Spalding, 1974).
55
Both models were calibrated and validated against ADCP data in the Pentland Firth
and the Fall of Warness. The locations of the ADCPs may be seen in Figure 3.7. The
calibration and validation work was carried out by others, so for details the reader is
referred to Waldman, Bastón et al. (2017). As a result of the calibration process,
different values for bed resistance were used in each model. In the MIKE model bed
resistance is defined as a quadratic drag coefficient (cf ) that is applied to the bottom
layer of the model, and is set equal to 0.01. In the Delft3D model bed resistance
is defined via a Chezy value C3D, set to 50m1/2s−1. Using the approximation
cf ' g/C23D (Soulsby, 1997), we can calculate that cf ' 0.004 in Delft3D, meaning
that the Delft3D model uses just under half the quadratic bed resistance of the
MIKE one.
3.2 Variables of interest, and calculation of bed
stress
Through discussion with other consortium members, the following variables were
identified as being of interest for investigating the effects of tidal energy extraction
on the benthic ecology of the area (M. Bell, personal communication):
• Depth-averaged current speed
• Current speed in the bottom layer
• Bed shear stress
The first two variables are outputs of the models, or trivially calculable from those
outputs. Bed stress is less straightforward, as there is little consensus on the best
method for deriving bed stress from information on velocity (Soulsby and Clarke,
2005). Wilcock (1996) identifies three approaches, all of which make use of the ‘Law
of the Wall’ (von Karman, 1931):
uz
u∗
=
1
κ
ln
(
z
z0
)
(3.1)
where uz is the flow velocity at a distance z above the seabed, κ is Von Karman’s
constant (equal to 0.4), and z0 is the hydraulic roughness length of the seabed. u∗ is
the friction velocity, defined as u∗ =
√
τb/ρ where τb is the bed stress and ρ is the
density of seawater. The Law of the Wall makes the assumption that the vertical
variation in velocity follows a logarithmic profile.
The three methods for estimating the bed stress at a given horizontal location are as
follows:
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1. Use a single value of uz, the closest available to the seabed (i.e. that from the
bottom layer of the model) which we shall call ub:
τb = ρcf |ub|ub (3.2)
This has the advantage that a logarithmic profile is only assumed between
this location and the seabed. It makes full use of the ability of a 3D model to
predict different vertical velocity profiles at different locations and timesteps,
which need not all be logarithmic above the bottom layer. A disadvantage is
that, due to the use of sigma coordinates, the distance between the seabed
and the centre of the bottom layer of the model varies from point to point and
timestep to timestep, so a temporal or spatial comparison using this approach
is not necessarily comparing like with like.
2. Use the depth-averaged velocity, using a formulation given by Soulsby (1997):
τb = ρU|U|
(
0.4
1 + ln(z0/h)
)2
(3.3)
where U is the depth-averaged velocity and h is the water depth.
This is the only approach available for 2D models, and for 3D models it avoids
the difficulty of varying layer thicknesses, but it does assume a logarithmic
vertical velocity profile throughout the water column.
3. The Law of the Wall can be rearranged into the form of an equation of a
straight line: uz = u∗κ ln(z) − u∗κ ln(z0) (note that u∗ and z0 are constant).
Consequently u∗, and hence τb, can be estimated by plotting ln(z) against
uz and finding the gradient of the line of best fit. This method assumes a
logarithmic vertical profile, but also offers a means of assessing the validity
of this assumption by looking at the quality of the fit. Unlike the other two
methods, it does not require knowledge of the roughness length z0 (which is
related to the intercept, rather than the gradient, of the line of best fit).
Method 3 is in some respects the ideal approach because it is a more direct application
of the Law Of The Wall than the other methods, and because the calculation of bed
stress does not depend upon knowing the roughness length (or bed resistance), which
has been used as a tuning parameter in the model. The computational requirements
of performing a least-squares fit for the vertical profile of every horizontal element at
every timestep makes it impractical for use alone. However, a short 6 h set of outputs
from each model was analysed this way, and used to inspect how good the correlation
is between the vertical profiles in the model and a log curve in order to inform the
level of confidence that could be invested in the other methods (Figure 3.2). This
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correlation was good in all areas in MIKE 3, except near slack water when current
speeds (and hence bed stress) are low. In Delft3D some areas deviated from a log
curve, but the correlation was still good (R2 > 0.85) in the areas of interest in, and
close to, tidal energy sites.
Since the areas of interest in both models showed a close fit to a logarithmic profile,
Method 2 was adopted for the remainder of this chapter. The formulation in (3.3)
can be applied to the output from both models once z0 is known, but the method
for finding z0 differs due to the different ways in which the models define bed
resistance.
For the MIKE 3 model, where bed resistance is a constant quadratic drag coefficient
cf applied to the bottom layer,
z0 =
zb
exp
(
κ√
cf
) (3.4)
where zb is the distance from the seabed to the centre of the bottom layer.
Delft3D uses a Chezy value C3D, defined as
C3D =
√
g
κ
ln
(
1 +
zb
z0
)
(3.5)
z0 can therefore be found using
z0 =
zb
exp
(
κC3D√
g
)
− 1
(3.6)
3.3 Predictions without turbines
From two numerical models of the same region it is reasonable to expect similar
results, and that can help to build confidence in the models’ predictive power.
However, some differences are also expected because of the use of different boundary
forcing, different grids and bathymetries, different numerical methods, etc.
3.3.1 Method of comparison
Each model was run for a period of 32 days starting from 01/02/2012. Output from
the first four days, based on empirical observations, was discarded to allow for model
spinup, leaving 28 days of predictions for use.
The two models use different grids, so in order to do any quantative comparison it was
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(a) (b)
Figure 3.2: Maps showing the mean correlation over six hours between the vertical velocity
profile and a logarithmic curve in each grid or mesh element in MIKE (a)
and Delft3D (b).
necessary to interpolate their outputs in the area of interest onto a common grid. A
square grid (in UTM coordinates) was chosen with a resolution of 100×100m, which
is a higher resolution than either model’s outputs, thus minimising loss of detail.
Coordinate transform of the Delft3D data from lon/lat to UTM was performed using
the MATLAB Mapping Toolbox, and interpolation of both data sets was completed
using MATLAB’s scatteredInterpolant function using the ‘natural neighbour’
technique∗.
To compare the predictions of the models without turbines, the following plots and
statistics were produced for each parameter of interest:
• False colour maps showing the mean value, over the full 28 days, in each grid
or mesh element without interpolation. Presented side-by-side, these allow a
qualitative comparison of the two models’ predictions on their original meshes.
• Root mean square difference and mean difference between the models taken
over similar maps (not shown) on the interpolated grid, to give a quantitative
equivalent to this view.
• A scatter plot with MIKE values on one axis and Delft3D values on the
other, with each point representing the predicted mean values for one cell on
the interpolated grid. This provides an easy visual impression of the spatial
correlation between the two models, and any difference in the magnitudes of
their mean predictions.
• The R2 correlation coefficient between the points in the scatter plot and the
line of best fit, and the gradient of that line. This gives a quantitative backing
to the correlation observed in the scatter plot, and puts a value to any scaling
factor that is present between the two models: if the models match perfectly
∗See Appendix B for a description of natural neighbour interpolation.
59
the gradient will be 1, but if one predicts higher values than the other then
the gradient will show this.
3.3.2 Results
Comparison of the two models’ predictions without turbines showed that they gave
very similar spatial distributions of all the measured parameters, when viewed at a
regional scale (Figure 3.3).
Mean depth-averaged speeds are very closely matched between the models. The
interpolated scatter plot (Figure 3.4a) gives a line of best fit of gradient 0.97, which
suggests that Delft3D tends to predict speeds 3% lower than MIKE 3.
Mean bottom speeds were slightly higher in Delft3D than in MIKE, maintaining the
good correlation but with a gradient of 1.15.
Delft3D predicts dramatically lower mean bed stress magnitude than MIKE, with a
gradient of 0.47, although once again the variation over the spatial domain is very
similar.
3.3.3 Discussion
Some match in depth-averaged speeds between the two models is expected, because
both were calibrated against the same measurements. However, this does not
guarantee uniformity of their predictions away from the measurement locations, and
so their agreement on the variation of depth-averaged current speed across the spatial
domain is pleasing.
The small difference in bottom layer current speeds and the large difference in bed
stress magnitudes are consistent with the fact that the MIKE model uses over twice
the bed resistance of the Delft3D one. The scaling factor of 0.47 between MIKE and
Delft3D’s bed stress is consistent with the difference in bed resistance between the
models and the small difference in depth averaged speed, using (3.3) and (3.4).
Some time was spent investigating this difference in bed stress, by use of the other
two methods of calculating it discussed in Section 3.2. Using (3.2) to give τb ∝ cfu2b ,
we can estimate that had bottom speed rather than depth-averaged speed been used
to calculate bed stress, Delft3D would have approximately 0.53 times the bed stress of
MIKE rather than 0.47. The curve fitting approach was used over a short 6 h period
near springs∗, and by this method Delft3D was estimated to have approximately
∗6 h being the minimum period to include peak flow in both directions, although not a full
semidiurnal cycle.
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(a) Depth-averaged current speed in MIKE 3 (b) Depth-averaged current speed in Delft3D
(c) Bottom layer current speed in MIKE 3 (d) Bottom layer current speed in Delft3D
(e) Mean bed stress magnitude in MIKE 3 (f) Mean bed stress magnitude in Delft3D
Figure 3.3: Comparison of mean depth-averaged current speed (magnitude), bottom layer
current speed, and bed stress magnitude, over 28 days, predicted by the MIKE
3 and Delft3D models. Note the difference in colour scales between sub-figures
(e) & (f).
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(a) Depth-averaged current speed (b) Bottom layer current speed
(c) Bed stress magnitude
Figure 3.4: Scatter plots comparing mean predictions of three parameters, over 28 days,
by the two models without turbines. Plots include points from the area covered
by the inner domain of the Delft3D model. Points are partially transparent to
emphasise regions of high point density. Red lines indicate 1:1 relationships,
while green lines show lines of best fit.
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0.39 times the bed stress of MIKE (albeit with a poorer correlation than the other
methods). See Figure 3.5 for detailed results of the curve-fitting test.
These results are close enough to reasonably conclude that the difference in bed stress
in the models is “real” and not, for example, the result of an erroneous understanding
of the input parameters. Both models produce vertical velocity profiles that follow
a logarithmic curve, but that which emerges in Delft3D has a steeper gradient.
Since the models have been calibrated to have equal depth-averaged speeds, this is
consistent with the bottom layer speed being higher. However, if the bottom speed
is 3% higher and the bed stress 47% lower in Delft3D, this implies 45% less energy
dissipation in Delft3D∗.
If MIKE is losing more energy while water flows through the channel at a similar
speed, this would suggest that the change in surface elevation across the channel —
the head, or potential, driving the flow — should be greater in MIKE in order to
provide this energy. To investigate this, the amplitude of the difference in surface
elevation between the ends of the Pentland Firth was “measured” over the same
arbitrary 24-hour period in both models. The points used and the amplitudes found
are shown in Table 3.1. This check showed that the Delft3D model has a driving
amplitude of approximately 7% less than the MIKE model, which is too far from the
45% difference in energy dissipation to explain matters satisfactorily.
No further investigation was carried out on this discrepancy, but it remains troubling.
Two factors may offer some explanation:
• As noted in Section 2.2.2, although a parameter that is tuned for calibration
purposes nominally represents a particular physical variable — in this case
bed resistance — it also implicitly represents the influence of all other effects
that are not captured by the model, as well as errors that are introduced in
the modelling process. While the physical scenarios represented by these two
models are very similar, they do use different numerical methods, different
meshes/grids and discretization approaches. One might, therefore, expect some
small variation in the value of “bed resistance” that must be used to achieve
the same results in flow rates.
• It is possible that one or both of the models was not perfectly calibrated.
As noted at the start of the chapter, these models were calibrated by others,
independently and (importantly) using different measurement locations (see
Waldman, Bastón et al. (2017) for more detail). An example calibration, by
me, of a MIKE model is described in Appendix A. The parameter controlled
there is ks rather than the drag coefficient cf , but if one performs a conversion
based on a typical 50m depth, the range of values tested corresponds to more
∗1.03× 0.53 = 0.55
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(a) (b)
(c)
Figure 3.5: Estimates of mean bed stress from a 6 hour period by curve fitting from
MIKE 3 (a) and Delft3D (b), and element-by-element comparison of them
on the whole of the common interpolated grid (c). Note the different colour
scales in (a) & (b).
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than factor of 2 in cf (i.e. more than the difference between the two models in
this chapter), and the change in peak current speeds is only approx. 0.5m s−1.
In other words, flow speed is rather insensitive to bed stress.
We can conclude from the latter point that adjusting the bed resistance to match a
flow speed to measurements is a poor method for determining bed resistance. Finding
a method for measuring bed resistance or for estimating it from known factors, such
as bathymetry, may be an important topic for future research.
3.4 Implementation of energy extraction
In both models, energy was extracted based on designated locations of individual
TECs — although neither model had the resolution to resolve the actual devices.
This was thought to represent an approach that could be readily adopted by site
developers, who would know the specifications for their turbine and have a proposed
layout. Since no real turbine or proposed layout existed for this project, it was
necessary to arrive at plausible examples.
In February 2014, Marine Scotland Science held a workshop for wave and tidal
developers under the Chatham House rule∗, in which the parameters for a suitable
generic TEC were discussed. By liaising with device developers following this event,
parameters were agreed for a generic device that was acceptable to all concerned as
being appropriate for use in the Pentland Firth, yet not infringing on commercial
confidentiality. The agreed parameters are shown in Table 3.2 and Figure 3.6.
Example layouts for TEC arrays within five Crown Estate round 1 lease zones (see
Figure 3.7), containing a total of 1000 rotors, were developed by Marine Scotland
Science based on Environmental Statements submitted by developers. For details of
their methodology, see O’Hara Murray (2015). The layouts were provided as lists of
∗The Chatham House rule states that those present at a discussion may relate what was said,
but not who said it.
MIKE 3 Delft3D
Western point (479257, 6510323) (-3.335936, 58.73007)
Eastern point (501747, 6502651) (-2.970657, 58.66363)
Amplitude 1.375m 1.283m
Table 3.1: Table showing “measurement” of the driving amplitude across the Pentland
Firth in both models, without TECs. The western point is situated approx-
imately half way between Dunnet Head and the south-western coast of Hoy.
The eastern point is approximately half way between Duncansby Head and the
Pentland Skerries. MIKE 3 coordinates are given in UTM30, and Delft3D
ones as lon/lat.
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Device type Unducted horizontal axis turbine.
Rotor diameter 20.0m
Cut-in speed 1.0m s−1
Cut-out speed 4.0m s−1
Rated speed 2.5m s−1
Thrust curve CT = 0.85 from cut-in to rated speed, decreasing
above this so as to maintain constant power.
Supporting structure Monopile of 2.5m diameter
Table 3.2: Parameters for a generic TEC, as agreed with stakeholders. See Figure 3.6
for the agreed thrust curve.
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Figure 3.6: Thrust curve for the generic TEC, as agreed with stakeholders. Strictly
speaking, although the thrust would be minimised outside the operating range,
it would not be zero, due to drag from the stationary rotor.
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coordinates in text files, with information on the distance above the seabed at which
the rotors should be positioned. An example layout may be seen in Figure 3.8.
A brief investigation was made into the frequency distribution of tidal speeds and
directions in each of the sites, based on the depth-averaged predictions of the MIKE 3
model. Tidal roses showing the outcome of this work may be seen in Figure 3.9. Note
that while Westray South and Cantick Head have flows that reverse direction by 180°
as the tide changes, the other sites have more complex cycles where the direction
of the ebb does not exactly reciprocate that of the flood. Detailed examination
of MIKE’s predictions for the Brough Ness site indicated that parts of the zone,
including the point from which the rose was generated, are affected by an eddy that
causes them to experience strong tidal flow in only one direction. In a commercial
situation, it is unlikely that TECs would be placed in this location.
3.4.1 Implementation of turbines in MIKE 3
Information below on the MIKE software is derived from the software’s manual (DHI,
2012c) and scientific documentation (DHI, 2012a) and from personal communications
with representatives of DHI. Except where information comes from a different source
to these, detailed referencing has been omitted in the interests of readability.
The MIKE Hydrodynamic module allows the user to incorporate a number of sub-grid
structures in the model, and one of the pre-defined types is “turbine”. This option
provides a basic actuator disc implementation of a horizontal axis tidal turbine,
allowing the user to specify,
• Horizontal location of the turbine.
• Vertical position of the centre of the turbine, as an absolute elevation. There
is no provision for relating this to water level, so floating turbines would be
difficult to represent accurately.
• Horizontal orientation of the turbine (i.e. its heading).
• Diameter of the rotor.
• A lookup table of “lift” and “drag” coefficients representing the components of
the force exerted by the turbine that are parallel and orthogonal to the flow,
respectively. These vary according to the current speed at the turbine and the
angle between the axis of the rotor and the flow direction, as per Figure 3.10.
For conditions in-between those specified in the table, linear interpolation
is used. For conditions outside those specified, there is no extrapolation —
instead, the nearest value is used. This allows for cut-in and cut-out speeds.
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Figure 3.7: Map showing part of the Pentland Firth and Orkney Waters. Black points
show the locations of the five ADCPs used for calibration & validation: three
in the centre of the Pentland Firth (labelled PF), one in the Inner Sound
(labelled IS) and one in the Fall of Warness (labelled FoW). Coloured polygons
show the areas in which tidal turbines were simulated.
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0 500 1000 1500 2000 m
Figure 3.8: Map showing the array layout provided for the Inner Sound zone, showing
400 TECs. Each red dot represents one device.
Figure 3.9: Tidal roses as predicted by the MIKE model from the central areas of the
arrays, using depth-averaged velocities over 28 days. The distance that sectors
extend from the centre of each circle indicates the frequency of flow in that
direction, while colours indicate the distribution of current speed in that
direction. Two roses are shown for the Inner Sound array as there is a
significant change in the flow direction within the exploited area.
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The drag and lift forces are calculated as follows:
FD =
1
2
ραCDAeu
2 (3.7)
FL =
1
2
ραCLAeu
2 (3.8)
where FD and FL are the forces parallel and orthogonal to the flow direction respect-
ively, ρ is the density of water, CD and CL are the drag and lift coefficients, Ae is the
‘effective area’ of the rotor (after any angle between the turbine axis and the flow
is taken into account), u is the current speed, and α is an arbitrary user-specified
coefficient that defaults to 1.
The current speed used to look up the lift and drag coefficients, and thence to
calculate the force applied, is the mean speed from all the layers that are intersected
by the turbine; vertical shear over the turbine’s disc is neglected. Similarly, the force
applied by the turbine is equally distributed between all vertical layers that intersect
the rotor, taking no account of differences in the area of the rotor that is in each
layer.
These existing facilities were used to implement the agreed TECs. It was assumed
that the turbines would rotate to face the flow (sometimes known as “weathervaning”).
This was achieved by setting the lift and drag coefficents to the same values for every
angle of incidence (see Figure 3.10). This allowed a single axial thrust coefficient to
be used instead of lift and drag; i.e. CD = CT and CL = 0.
The supporting monopiles were included by use of MIKE’s “pier” structure type.
This facility is intended for modelling of bridge piers, but they can be specified
as finishing short of the water’s surface, and hence effectively emulate monopiles.
Circular piles were inserted at the TEC locations, extending from the seabed to the
hub height of the turbines.
The MIKE GUI requires all of the parameters that are used to define a turbine or a
pier to be entered for each turbine, which is impractical when a thousand rotors are
to be included. Consequently, a MATLAB script was produced to read coordinates
from a text file and insert turbines with specified parameters at those locations in a
MIKE model by modifying the model definition file. This script is publicly available
(see Section 3.7).
3.4.2 Implementation of turbines in Delft3D
Unlike MIKE 3, the current version of Delft3D does not have any dedicated provision
for tidal turbines built in. Other studies have modified its code to incorporate
TECs as momentum sinks (e.g. Ramos et al., 2013) in a similar manner to MIKE’s
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Figure 3.10: Thrust curve for a weathervaning turbine entered in the MIKE GUI.
implementation, and this approach would be preferable, but for the TeraWatt project
a restriction was introduced to use unmodified commercial software (see Section 1.3.2).
Consequently, this work focused on incorporating TECs into Delft3D as well as could
be accomplished using the unmodified code.
Delft3D includes a built-in hydraulic structure called a ‘porous plate’. Porous plates
apply a retarding force on the flow based on a parameter closs, a quadratic drag
coefficient which is applied to the layers that the plate occupies. The approach
adopted was to calculate the equivalent porous plates to represent tidal turbines.
The porous plates for an example TEC array are shown in Figure 3.11b.
Theory for determining closs
From the Delft3D manual (Deltares, 2014), equation 10.87 (shown as scalars for
simplicity) describes a porous plate aligned with the y-axis (so affecting flow in an
east-west direction):
M =
closs-u
∆x
u2 (3.9)
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Figure 3.11: (a) 400 turbines in the Inner Sound, viewed through the MIKE GUI; (b)
The same 400 turbines represented as porous plates for Delft3D. Higher
values of the closs parameter, shown by bluer colours, indicate plates with
higher drag.
whereM is the change of momentum per second per unit mass, ∆x is the x-dimension
of the cell, and u is the current speed.
Assuming for now a 2D model, the drag force of N turbines is the sum of thier
individual drag forces:
F = N
1
2
CDρAtu
2 (3.10)
where At is the area of a single turbine rotor.
Force is equal to change in momentum per second, while (3.9) refers to change in
momentum per second per unit mass. Therefore, by dividing (3.10) by the mass of
one grid cell we can equate the two:
M =
closs-u
∆x
u2 =
N 1
2
CDρAtu
2
ρ∆x∆yh
(3.11)
where h is the water depth. Cancelling,
closs =
CDNAt
2∆yh
(3.12)
which allows the calculation of closs from known quantities.
Practical implementation
This approach was implemented in a MATLAB script (publicly available, see Sec-
tion 3.7) which reads a set of turbine information and the model grid, and outputs a
set of porous plate specifications in Delft3D’s “PPL” format. Two elaborations are
required upon the theoretical approach above: firstly, accounting for flow directions
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that are not along a grid axis, and secondly, for turbines that occupy more than one
vertical layer in the 3D model.
Delft3D requires that porous plates align with grid axes, or are at exactly 45° to
them. In order to be able to represent turbines at arbitrary angles, two porous plates
were inserted at right angles for each cell containing one or more turbines, and the
required force decomposed into components parallel to the grid axes. Instead of
using an area per turbine and the number of turbines, as in (3.12), we calculate the
total effective area of rotor, from all the turbines in that cell, that is “visible” when
viewed along the relevant grid axis. See Figure 3.12 for an illustration.
Delft3D requires a constant closs value for each porous plate (i.e. it cannot vary with
time). CD was therefore set equal to the value at the turbine’s rated velocity, in this
case 0.85.
The immutability of porous plates, combined with the approach of using two plates
at right angles to represent arbitrarily-angled turbines, means that the orientation
of the turbines must remain fixed throughout the model run. It is therefore not
possible to accurately model weathervaning (yawing) machines. In commercial use,
a site developer using fixed-angle turbines would supply the modeller with device
orientations as well as positions. For the purposes of this work, the orientation of
each turbine was determined by aligning it with the direction from which the highest
undisturbed speed in a month was predicted. A more sophisticated approach would
be to use the direction from which the greatest total power was received over that
period.
In a 3D Delft3D model, a porous plate must occupy a whole number of vertical
layers. Because the position of the plate is specified in terms of sigma layers, and
cannot change which layers it occupies between timesteps, the rotor will effectively
move up and down and expand and contract as the water depth changes through the
tidal cycle. This is a limitation to this approach for incorporating energy extraction.
In this implementation, the layers occupied by the rotor are determined from the
mean elevations of the layers.
Thus for the u direction (parallel to the x-axis),
closs-u =
CDAu/n
2∆y∆z
(3.13)
where n is the number of layers that the porous plate intersects, ∆z is the vertical
height of a layer, and
Au =
∑
At| sin θ| (3.14)
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Figure 3.12: Calculation of components of rotor area for each cell. The rotor has area
At with an arbitrary angle θ between the x-axis and the axis of the turbine.
The area Au represents the total area of rotor that is represented by the
porous plate aligned perpendicular to the x-axis (i.e. impeding flow in the u
direction). The area Av represents the total area of rotor that is represented
by the porous plate aligned perpendicular to the y-axis.
where θ is the angle between the u direction and the turbine’s axis and the summation
is over all turbines in that cell. Similarly for the v direction,
closs-v =
CDAv/n
2∆y∆z
(3.15)
Av =
∑
At| cos θ| (3.16)
Supporting structures were not included in the Delft3D model. It would be possible
to make some approximation to their effects by increasing CD by an appropriate
amount, but is not clear how this amount should be calculated.
3.4.3 Discussion
There are some differences between the implementations of TECs in the two models
that should be highlighted from the sections above. A number of these stem from
limitations in using porous plates to represent TECs in Delft3D. In some cases the
MIKE model could have been designed to have the same limitations as the Delft3D
one, but the approach taken was to create the best possible representation using
each code, as would be done in a commercial setting, rather than to limit one to
match the other.
• Both models use sigma layers in the vertical, which move and expand and
contract as the water level rises and falls. TEC elevations are fixed, and do
not move with the layers (disregarding floating turbines, which would move
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differently to sigma layers). MIKE recalculates the vertical position of its
turbines on every time step, changing which model layers they fall within to
maintain the correct absolute elevation. Delft3D requires porous plates to be
fixed with respect to its sigma layers, and the plates therefore rise and fall,
and change height, over time. This is unrealistic for TECs, and is a limitation
of using porous plates to represent tidal energy extraction in Delft3D.
• When turbines were inserted into the MIKE model, it was assumed that they
would “weathervane”, or yaw to face the oncoming current at any given moment.
In Delft3D, TEC orientation must be fixed.
• MIKE allows the thrust coefficient to be a function of the current speed. The
porous plate approach in Delft3D requires that it is constant. As shown by
Easton and Woolf (2013), modelling a realistic thrust curve makes a significant
difference to simulated TEC performance. This is a further limitation of the
porous plate approach to energy extraction.
• In MIKE, supporting structures were included. In Delft3D they were not.
3.5 Predictions of effects of energy extraction
In order to show the effects of energy extraction, each model was run with and
without turbines present. The predictions with turbines were subtracted from those
without on a per-element, per-timestep basis, to produce maps of the mean changes
that result.
The same general features are present in the predicted effects on depth-averaged
current speed from both models (Figures 3.13a & 3.13b): both show decreases in
average speed in line with TEC arrays, and increases to either side. These effects
are particularly strong in the Inner Sound, where the concentration of turbines is
greatest and where the flow is tightly constrained by land boundaries on either side.
Speeds in regions of the Pentland Firth distant from energy extraction are affected
slightly (< 0.1m s−1), but in some areas the models disagree on whether this is a
slight increase or a slight decrease.
At all of the energy extraction sites (including Westray South, not shown in plots)
the magnitude of the effect of energy extraction is slightly greater in Delft3D than
MIKE. In regions distant from energy extraction, the general effects on the flow are
also greater in Delft3D. In the Inner Sound there are minor differences in the spatial
distributions of the predicted effects.
The models predict similar effects on bottom layer current speed as on depth averaged
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current speed, although slightly smaller in magnitude (Figures 3.13c & 3.13d).
Because of the large difference in the level of bed stress predicted by each model,
there is little benefit in using the absolute changes with energy extraction as a
comparison. Figure 3.14 compares the effect of adding TECs on bed stress as a
proportion of the bed stress without TECs, calculated on a per-timestep basis and
then averaged over 28 days. When viewed in this way, the spatial distribution of
effects is similar to that for depth-averaged speed and the (proportional) magnitude
of them is similar between the two models. Note that increases in bed stress are
greater in magnitude than decreases. The proportional changes in bed stress that
are predicted are substantial, with decreases of 45% and increases of 100% in some
areas.
3.5.1 Discussion
The greater magnitude of the effect of energy extraction in Delft3D is consistent with
the lower bed resistance in this model. Thanks to the lower natural resistance in the
channel, the additional resistance of the TECs is a greater proportionate change to
the overall impedance in that area.
In the western part of the Inner Sound, both models predict eddies at a scale which
can only just be resolved by the meshes used. It is possible, therefore, that the
different computational meshes and the different numerical methods in the two
models are predicting these eddys in slightly different locations, such that they affect
the turbines differently in the two models. This might explain the small differences
in the locations of effects. Without any velocity measurements in these areas (or
without a higher-resolution local study), it is not possible to know which model
provides the better predictions.
The fact that increases in speed lead to larger changes in bed stress than decreases do
is expected, and relates to the square relationship between the two parameters (the
difference between x2 and (x+ 1)2 being greater than that between x2 and (x− 1)2,
for positive x). One implication of this is that the areas that experience the greatest
change in bed stress (and associated environmental impact) due to energy extraction
may not be the regions in line with the turbines, where the effect on speed is the
strongest, but the areas to either side where flow is accelerated.
It is noteworthy that although the absolute values predicted for bed stress vary
greatly between the two models, because of the different levels of bed resistance, their
proportional changes with the addition of energy extraction are remarkably consistent.
In the absence of measurements of bed resistance or bed stress (or the detailed velocity
and surface elevation records that would be needed to empirically estimate them) it
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(a) Depth-averaged current speed in MIKE (b) Depth-averaged current speed in Delft3D
(c) Bottom layer current speed in MIKE (d) Bottom layer current speed in Delft3D
Figure 3.13: Changes in mean current speeds over 28 days as a result of adding turbines.
See Fig. 3.7 for locations of energy extraction.
(a) MIKE (b) Delft3D
Figure 3.14: Change in mean bed stress magnitude over 28 days as a result of adding
turbines, expressed as a proportion of the value without turbines. See Fig. 3.7
for locations of energy extraction.
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is not possible to make any assertion as to which, if either, model is closer to the true
values. However, for many purposes it will suffice to understand which regions of the
model will experience the greatest changes, and for that information the consistency
between the models allows us some confidence.
Upstream velocity
To be strictly correct in calculating the thrust in MIKE, or closs in Delft3D, one
should bear in mind the difference between the free-stream velocity when the flow is
unaffected by energy extraction (u in (3.10)), and the velocity at the porous plate (u
in (3.9)). With this consideration, (3.12) becomes
closs =
CDNAt
2∆yh
· u
2
fs
u2cell
(3.17)
where ufs is the free-stream velocity and ucell is the cell velocity. This correction has
not been used in this chapter’s work with Delft3D, and is also not allowed for by the
version of the MIKE software used. It will be discussed in detail, in the context of
MIKE 3, in the next chapter. The uncorrected predictions of the effects of turbines
given here are likely to be slight underestimates.
3.6 Further discussion & chapter conclusions
For discussion of the results of these specific models without and with turbines,
see Sections 3.3.3 and 3.5.1 respectively. The aim of this work was not to develop
the best possible tidal energy extraction models of the region of interest, but to
determine how to best use existing industry-standard tools for this purpose, given
their capabilities and limitations. Therefore, the emphasis of this final section is
not on the specific models that were developed, but on observations of a broader
scope.
3.6.1 Observations on model capabilities
Based on the work presented here, both MIKE 3 and Delft3D are suitable for
modelling channels with strong currents at a regional scale, and for predicting the
regional effects of energy extraction. These models cannot offer certainty regarding
effects at specific locations at a scale that is similar to the resolution of the grid.
For applications where such predictions are important, validation data should be
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collected at the points of interest. In some cases, the use of a finer-scale model
(backed up by this data) may be warranted.
At the time that this work was carried out, it is clear that MIKE 3 offered superior
facilities for representing horizontal-axis tidal turbines. The porous plate approach
used in Delft3D has been shown to be a good approximation, but requires that
turbines are represented with a constant thrust coefficient and constant orientation,
and causes their vertical position to vary over time in an unrealistic way. Both DHI
and Deltares have recently released new versions of their respective software suites,
and it is believed that the new version of Delft3D offers a dedicated tidal turbine
module. No evaluation of these new versions has been attempted here.
For some users it will be notable that MIKE is a commercial software pack- age that
must be licensed at considerable cost, while Delft3D is open source and available
without payment. However, given the the perception of open source software men-
tioned in Section 1.3.2, if a user is aiming to satisfy an investor that the model code
is trustworthy it is probable that they will use the commercial version of Delft3D,
which attracts a license fee. This version uses the same underlying model code as
the open source one, but benefits from the full support of Deltares.
Both models, operating as they do at a regional scale where the turbine is unresolved,
can only deal in terms of the power removed from the flow by TECs. This will
be greater than the power available for conversion to electricity, due to energy
that is lost in mixing turbulence between the turbine wakes and the surrounding
flow (Vennell, 2010). The power removed from the flow is the correct quantity to
study when interested in environmental impacts, but it is interesting to note this
discrepancy between the quantity being studied and the quantity that is controlled
by the consenting process.
3.6.2 Observations on model performance & methods
Following calibration the two models made very similar predictions of current speed
across all areas of the domain (including those not used for calibration), with an R2
value of 0.95 when comparing the two models’ predictions at each point of a common
interpolated grid, and a ratio of Delft3D predictions to MIKE 3 predictions of 0.97
(see Figure 3.4). This suggests that we can have some confidence in the models’
predictions of current speeds without energy extraction.
Achieving this calibration required the seabed resistance, which was used as a tuning
parameter, to be set to markedly different values in the two models. This resulted in
the prediction of different values for bed stress, although these values were highly
correlated between the models due to similarity in their spatial distributions. This
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finding underlines the importance of developing means of setting model bed resistance
values from theory or measurement, rather than using it as an empirical tuning
parameter, and this could be a focus for future work. In the meantime, models of
this type should only be used for relative comparisons of bed stress (in this case, with
and without turbines) and not as a means of estimating the absolute values.
The models predict broadly similar effects from energy extraction, and it is reasonable
to conclude that their results may be used to inform policy as to regional-scale effects.
There is some small disagreement on the magnitude of the effects on velocities, which
is likely to be largely due to the difference in bed resistance mentioned above. There
are minor differences in the models’ predictions at a finer scale, which indicate that
a model of this type should not be used for studying the effects of turbines within an
array or at specific fine-scale locations elsewhere. In the case of changes in bed stress,
where different absolute magnitudes are predicted, the spatial variation — which was
the primary measure of interest for the prediction of environmental impact within
the TeraWatt project — was similar between the models.
It is noteworthy that, because of the square relationship between velocity and bed
stress — which means that increases in velocity have a stronger effect on bed stress
than decreases do — the greatest changes in bed stress in this example scenario occur
not in the immediate vicinity of any TEC array but to either side of one, where the flow
is accelerated. This finding may be of relevance when considering the morphodynamic
or ecological effects of energy extraction, for example in environmental impact
assessments for tidal energy developments.
3.7 Source code availability
The MATLAB scripts for the insertion of tidal turbines into MIKE 3 models and
for automating the calculation of equivalent porous plates in Delft3D models are
publicly available at https://github.com/TeraWatt-EcoWatt2050.
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Chapter 4
Correcting for the difference
between free-stream and cell
velocity
Historically, regional hydrodynamic models have used cell sizes that are much larger
than the diameter of a tidal turbine. In recent years, for applications related to tidal
energy, the resolution of these models has increased such that the cross-sectional
area of a cell in the model approaches that of a turbine rotor (e.g. Ramos et al.,
2014; Martin-Short et al., 2015). This increase in resolution is desirable as it permits
more accurate representation of a channel and/or turbine array, which can make a
significant difference to predicted current speeds (Culina and Karsten, 2011).
While studying the means by which tidal turbines are represented in regional scale
models, it became clear that a mesh dependency in the calculation of thrust ought
to exist when the scale of a model cell approaches the scale of a turbine. This error
is unusual in that it becomes more severe as the resolution increases, which is the
reverse of most inaccuracies in discretized models. Correcting for it improves the
accuracy of the representation of tidal energy extraction in models of this type, and
allows further improvements by permitting higher resolutions to be used without
difficulty.
In this chapter the cause of the error will initially be explained in intuitive terms,
and then demonstrated through a series of simple MIKE 3 models. Following this
demonstration a correction will be derived from theory, and then its implementation
for MIKE and MATLAB will be related in stages, starting with a very simple
correction and then allowing for more of the variables that would be encountered in
a real-world model. While testing was performed at each stage of this work, lastly
overall testing in a taxing model will be documented.
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A simplifying assumption will be made that the tidal turbines being considered are
yawing types that are always aligned with the flow. This is realistic for some, but
not all, of the technologies currently being developed.
A note on timing and originality
I had identified that the mesh dependency detailed here should exist, and that a
correction should be possible through actuator disc theory, by the time that Kramer
et al. (2014) was presented at the EIMR conference, relating work by a team at
Imperial College. This demonstrated the error and gave a formula for the correction
in two dimensions, but gave no information on the derivation for the correction or its
implementation. Consequently, having derived the formula to my own satisfaction, I
shifted the focus of my work to implementing this correction for MIKE users so as
to make it useful for “real world” modelling.
Waldman et al. (2015) presented a basic working implementation, adapted for a
three-dimensional model and a triangular mesh. This peer-reviewed conference paper
was accepted prior to the availability of Kramer and Piggott (2016), which covers
similar ground in more detail, on the arXiv preprint server. The remaining work in
this chapter, which covers implementation details, has little in common with the
work of the team at Imperial College.
In this chapter, therefore, the reasoning behind the error (Section 4.1) and the
derivation of the correction (Section 4.3), although not the form of the correction
itself, were arrived at independently. The implementation (Section 4.4 onwards) is
original and novel to the best of my knowledge.
A draft of Waldman et al. (2015) was sent to DHI prior to publication, and this may
have contributed to their decision to build a correction of this form into the 2016
edition of the MIKE software — although it is Kramer et al. (2014) that is cited in
the user manual.
4.1 Explaining the error
MIKE 3’s built-in Turbine module represents a tidal turbine as a sub-grid object. It
calculates the retarding force that is exerted on the flow as a function of the flow
velocity, the turbine’s thrust coefficient, and the area of the rotor:
F =
1
2
ραCTAu
2 (4.1)
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where ρ is the density of the water, CT is the thrust coefficient, A is the area of the
rotor, u is the flow speed and α is a user-defined coefficient that is equal to 1 by
default (simplified from DHI (2012c), assuming that the turbine is aligned with the
flow).
As water approaches a tidal turbine, it slows from its “free stream” velocity u0 to
that at the turbine, ut. By convention, and as specified in standards documents
(IEC, 2013), the thrust coefficient is defined in terms of the free-stream velocity u0.
It is, therefore, u0 that should be used in (4.1). However, the free stream velocity is
not known in the model. The only velocity available is ucell, representing the whole
of the cell that contains the turbine, and so this is what is used in (4.1) to calculate
the thrust.
When the model cell is large compared to the turbine, most of its cross-section
is unobstructed and ucell ' u0, so a reasonably accurate result will be obtained.
However, as the size of the cell is reduced to approach the scale of the turbine, an
increasingly large proportion of its cross-section is occupied by the rotor and the
reduction in speed due to the turbine has a significant effect on the cell as a whole,
so that ucell < u0. This results in an underestimate of the turbine’s thrust, which
will lead to an error in any prediction of either the energy that can be harvested by
the turbine or the environmental effects of its energy extraction.
4.2 Demonstrating the error
The modelling work in this section was conducted by an undergraduate summer intern
under the guidance of the author.
To demonstrate this effect four simple models were built in MIKE 3, identical except
for their meshes. The scenario chosen was a channel 5 km in length and 1 km in
width, with a rectangular cross-section and a constant depth of 50m. Bed roughness
height was set to a constant value of ks = 0.05m and vertical eddy viscosity was by
a simple log law formulation. Two open boundaries were specified at the ends of
the channel, and were given clamped elevations such that there was a difference in
water level of 0.083m (an arbitrary value) from one end of the channel to the other,
resulting in a steady undisturbed flow of 2.1ms−1.
All four meshes used ten equally spaced vertical layers. The MIKE Mesh Generator
tool was used to create a computational mesh with a target triangle face length of
approximately 250m. The same base mesh was used for all four models, but for
three of them an area of approximately 500m square was refined to higher resolution,
as shown in Figure 4.1.
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Figure 4.1: The four meshes used for demonstrating the error and testing the initial
MATLAB correction. Nominal element widths were (a) 250m, (b) 150m, (c)
100m, and (d) 50m. Turbine position T1, described in Section 4.2, is shown
in red. Turbine positions T2 & T3, referenced in Section 4.4.2, are shown in
blue. The direction of current flow is from the bottom to the top of the figure.
For each mesh the model was run for 25 hours, which was more than sufficient for a
steady flow to be reached. Initially they were run without any turbines in place, in
order to test for any mesh sensitivity unrelated to the turbine implementation.
A single turbine was then added at the centre of each channel, close to the upstream
end of the refined mesh region and oriented to face into the direction of flow. The
diameter of the turbine was set to 20m, and its hub elevation to −37m. A constant
thrust coefficient of 0.9 was specified. The force experienced by the turbine on the
final time step was recorded and plotted against the width of the mesh element in
Figure 4.2.
4.2.1 Result & discussion
In the test without turbines, all four meshes predicted the same flow speed at the
planned turbine location to four significant figures (see Table 4.1). Thus, it is
reasonable to conclude that the model is insensitive to mesh size when there are no
turbines present.
With the turbine included, it can be clearly seen in Table 4.1 and Figure 4.2 that
the force experienced by the turbine decreases with the size of the cell, indicating
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Figure 4.2: Initial results, demonstrating the existence of the hypothesised mesh depend-
ency. The value for ‘width’ used here is determined by the centroid method
explained in Section 4.5.2.
Table 4.1: Predicted flow speeds in the four meshes without and with a turbine. The
nominal element width, used for mesh generation, may not reflect the size of
the actual triangle in which the turbine sits.
Nominal element
width (m)
Speed without
turbine (m/s)
Speed with
turbine (m/s)
Force on turbine
(kN)
250 2.109 1.897 514
150 2.109 1.876 502
100 2.109 1.815 470
50 2.109 1.756 440
85
that the result depends on the mesh. The loss of apparent force from the coarsest to
the finest mesh trialled was approximately 14%.
This result qualitatively matches those presented in Kramer et al. (2014) from larger,
but two-dimensional, models in both MIKE 21 and Fluidity.
4.3 Theory behind a correction
The problem facing us is that the velocity being used in (4.1) is ucell, while it should
be u0. What is needed is a way to estimate u0 from the information available to the
model.
The free stream velocity u0 is frequently described as the velocity far upstream,
before the flow has started to feel the effects of the turbine. In the simple case of a
single turbine in a simple, wide, channel, the most straightforward way to determine
u0 would be simply to take the velocity from some distance upstream of the turbine.
However, in the second or subsequent row of an array, or in a heavily blocked channel
where the tidal farm affects the overall flow through the channel as a whole, the
meaning of this description becomes unclear.
If we assume that no single turbine can affect the flow in the channel as a whole, then
a better definition is that u0 for a turbine is the velocity at the turbine’s location
when only that turbine is not present. It would be possible to discover u0 for n
turbines by running the model an additional n times, with a single turbine removed
in each case, but the computational effort required would make this impractical for
more than a very small value of n.
The approach adopted here is to use a relationship between CT and the ratio of u0ut
that is given by actuator disc theory, and extend this to provide the ratio u0
ucell
.
The first part of this derivation, to (4.12), is a well-known approach from actuator
disc theory and is based on Manwell (2009).
Consider a streamtube from far upstream to far downstream of a turbine, illustrated
in Figure 4.3. We define uk, pk and Ak to be the velocity, the pressure, and the
cross-sectional area of the streamtube, respectively, at location k. k may refer to
any of four locations, denoted by numerals in Figure 4.3: 0 is far upstream of the
turbine, 1 is immediately upstream of it, 2 is immediately downstream, and 3 is
far downstream. Additionally, from continuity, ut = u1 = u2 and At = A1 = A2,
where t denotes the turbine location. Assume a single device in an infinitely wide
channel with incompressible, steady flow. These assumptions mean that the pressure
far upstream and far downstream of the rotor can be assumed to be equal to each
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other and to the undisturbed pressure. The turbine rotor is represented by an
“actuator disc”, which is a thin circle at which there is a discontinuity in the flow —
in this case, a discontinuity in pressure. Individual blades are not resolved, and the
pressure difference across the disc (hence also the thrust) is assumed to be evenly
distributed.
From conservation of momentum, the thrust of the turbine must be equal and
opposite to the rate of change of momentum of the flow:
F = u0(ρA0u0)− u3(ρA3u3) (4.2)
where ρ is the density of water. For steady flow (a good enough approximation for
tidal devices at these scales, since the time for a parcel of water to pass the turbine
is much less than the time scale of the tidal wave), conservation of mass indicates
that ρA0u0 = ρA3u3 = ρAtut, and so
F = ρAtut(u0 − u3) (4.3)
Applying the Bernoulli equation upstream and downstream of the turbine gives,
p0 +
1
2
ρu20 = p1 +
1
2
ρu21 (4.4)
p2 +
1
2
ρu22 = p3 +
1
2
ρu23 (4.5)
and since p0 = p3 and u1 = u2, we can solve these to give
p1 − p2 = 12ρ(u20 − u23) (4.6)
From the definition of pressure as force / area, we can say that F = At(p1 − p2).
Substituting in (4.6),
F = 1
2
ρAt(u
2
0 − u23) (4.7)
and equating this to (4.3) and solving for ut simplifies to
ut =
u0 + u3
2
(4.8)
i.e. the velocity at the turbine is half way between the velocities far upstream and
far downstream.
The “axial induction factor” a is conventionally defined as the proportional loss of
velocity from the free stream (far upstream) to the rotor:
a = 1− ut
u0
(4.9)
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Figure 4.3: Section through a streamtube around the turbine rotor, after Manwell (2009).
The actuator disc and its thrust are shown in red. Numerals 0 & 3 denote
positions far upstream and far downstream of the rotor, while 1 & 2 are
immediately upstream and immediately downstream of the rotor.
thus
u3 = u0(1− 2a) (4.10)
Returning to (4.7) and substituting in (4.10),
F = 1
2
ρAtu
2
04a(1− a) (4.11)
Comparing to the standard thrust equation (4.1), this means that
CT = 4a(1− a) (4.12)
which is a well-known result (see e.g. Manwell (2009)). Solving this quadratic for a,
substituting in (4.9), and then squaring both sides, gives
u20 =
4
(1 +
√
1− CT )2
u2t (4.13)
which provides a relationship between the thrust coefficient and the ratio of u0 and
ut. This is used by some high-resolution implementations of tidal turbines (e.g. Roc
et al., 2014) to solve the problem that we are addressing. However, it does require
knowledge of ut, and the models used here do not have a sufficiently small grid to
resolve the turbine.
The thrust coefficient represents the proportion of the momentum passing through
the rotor that is removed. If we define an analogous coefficient ν to represent the
proportion of the momentum passing through the whole cell that is removed as a
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result of the presence of the turbine, then
u20 =
4
(1 +
√
1− ν)2u
2
cell (4.14)
As an approximation for the value of ν (neglecting turbulence, supporting structures,
or other losses of momentum caused by the turbine’s presence), we can scale the
turbine’s thrust coefficient by the proportion of the cross-sectional area of the cell
that the rotor occupies. In a three-dimensional model, where the rotor may intersect
one or more vertical layers and where (as in MIKE 3) the thrust is split equally
between l such layers,
ν = CT
At/l
∆x∆z
(4.15)
where ∆x∆z is the cross-sectional area of the cell.
We now have a means of estimating u20 from u
2
cell and CT , both of which are known
to the model, and thus of correcting the thrust calculation to use u0 in (4.1). Let us
define η as this correction factor, where η = u
2
0
u2cell
.
4.3.1 A note on applicability
The theory above is only applicable in a “Betz scenario”, i.e. for a single turbine in
an infinitely wide, unconstrained channel — or to put it another way, in a scenario
where the channel blockage is negligible and hence the overall flow in the channel is
not affected by the turbine. This is not a good match to the real scenarios that have
been simulated in other chapters.
However, the correction can be used in more complex scenarios, because the channel
for which the theory must be applicable is not that which we are simulating, but
rather the channel (whether physical or virtual) in which the thrust curve was
originally measured or calculated by the turbine manufacturer.
4.3.2 Verification
The simplest way to verify whether the correct correction is being arrived at is to plot
the corrected thrust predictions from a number of different meshes, as per Figure 4.2,
and check that a horizontal line is produced. When cyclic currents are used, thus
making more than the final time step relevant, a similar assessment can be made by
calculating the RMSE between the values predicted on the largest mesh and on each
of the others. Both of these techniques provide evidence that mesh-independence is
achieved, but do not show that it is achieved at the correct magnitude.
89
Evidence that the correct values are produced can be obtained by fitting a curve to
the uncorrected points in Figure 4.2 and checking whether the corrected points align
to the asymptote of this curve at large cell size (see Figure 4.4 for an example from
an early experiment).
While this approach is straightforward and useful in simple test scenarios, it ceases
to be appropriate in complex models with many turbines, because other mesh
dependencies (e.g. in the representation of turbine wakes) will influence cell velocities
and thus turbine thrust. An alternative, more direct, method is explained below.
The purpose of the correction is to estimate the unknown u0 from the known ucell. As
noted above, one definition of u0 for a turbine is that it is the velocity at the turbine’s
location when the turbine is not present. Therefore, by running the simulation with
a given turbine removed, the correct value for u0 can be discerned∗. Let us refer
to this value “measured” from a modified model as u′0. A value for u0 can also be
calculated from the corrected simulation by u0 = ucell
√
η, where η is the correction
factor. A comparison of the measured u′0 to the calculated u0 can reveal whether
the correct correction is being applied and permit the technique to be tested in any
given scenario.
4.4 Initial implementation of a correction
In realistic scenarios the speed and direction of flow in a mesh element may change
on each time step, as may the water level. CT (a function of flow speed) and ∆x (a
function of flow direction) may therefore change from one time step to another, as
may both the value of ∆z and the number of layers that the rotor intersects, due to
the use of sigma coordinates in the vertical. Therefore, it would become necessary
to calculate a correction for each turbine in each time step, and would necessitate
automation. Eventually a MATLAB package would be developed to perform the
necessary corrections with a minimum of human input, but initially a manual test
was conducted.
4.4.1 Manual tests on a mixed square and triangular grid
It was intended that the manual test should be conducted using a square grid, so
that the question of triangle width (see Section 4.5.2) would be avoided. A model
∗For a simple scenario where blockage is low and turbines do not affect one another, it is
sufficient to perform a simulation with no turbines to find u0. Where turbines are not independent
of one another, or where the array significantly affects the flow in the channel as a whole, it is
necessary to perform a seperate simulation for each turbine to be tested, where only that turbine is
removed.
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Figure 4.4: The corrected and uncorrected values predicted in an early test are shown
here, with a curve fitted to the uncorrected values and the x-axis extended to
extrapolate to its asymptotic value. As illustrated by the dashed line, this is
close to the corrected values.
was constructed using MIKE 3’s quadrilateral grid feature representing a channel
5 km long, 1 km wide and 50m deep. Five different meshes were constructed, using
square cells of sides 50, 100, 125, 200 & 250 metres, chosen to allow a whole number
of cells to fit in the width of the channel. The eastern and western boundaries were
specified as land with zero normal velocity (i.e. a conventional “slip” condition). The
southern and northern boundaries were set as fixed elevations of 0.05m and −0.05m
respectively, giving a hydraulic head of 0.1m and thus a steady flow of 2.26m s−1
from south to north in the absence of turbines. The bottom roughness was set to
the default value of 0.05m. Coriolis effects were turned off.
When a turbine was added to this model, its effect on the flow turned out to be
highly unrealistic, with the resulting velocity deficit largely confined to one cell
in a cross-flow direction and continuning to the edge of the domain to the north
and south. There appeared to be little or no mixing between the wake and the
surrounding flow (see Figure 4.5a). Adjustments were made to the model’s horizontal
eddy viscosity module, but these had no effect. After considerable experimentation,
it was eventually concluded that there is a problem with MIKE’s quadrilateral mesh
option when a grid is perfectly aligned to a simple channel, and the flow aligns
perfectly to this grid.
New meshes were constructed which used triangular elements for the majority of the
domain but included three rows of quadrilaterals: the one containing the turbine,
one upstream, and one downstream (Figure 4.6). The maximum triangle area for the
91
    03/02/2016 12:58:26D:\temp\mike-mesh-correction\test models\151224 1t quad mesh non-utm\corrected\meshing50.m3fm - Result Files\elevation.dfsu Page 1/1    
Depth averaged V velocity
[m/s]
Above 2.248
2.244 - 2.248
2.240 - 2.244
2.236 - 2.240
2.232 - 2.236
2.228 - 2.232
2.224 - 2.228
2.220 - 2.224
2.216 - 2.220
2.212 - 2.216
2.208 - 2.212
2.204 - 2.208
2.200 - 2.204
2.196 - 2.200
2.192 - 2.196
Below 2.192
Undefined Value
1:00:00 02/01/2004  Time Step 25 of 25. 
0 500 1000
[m]
-2600
-2400
-2200
-2000
-1800
-1600
-1400
-1200
-1000
 -800
 -600
 -400
 -200
    0
  200
  400
  600
  800
 1000
 1200
 1400
 1600
 1800
 2000
 2200
 2400
 2600
[m]
(a)
    10/03/2018 17:36:21F:\MTMC stu f\not-in-git\t t models\160204 1t mixed mesh small quad\uncorrected\meshing50.m3fm - Result Files\elevation.dfsu Page 1/1    
Depth averaged V velocity
[m/s]
Above -1.422
-1.424 - -1.422
-1.426 - -1.424
-1.428 - -1.426
-1.430 - -1.428
-1.432 - -1.430
-1.434 - -1.432
-1.436 - -1.434
-1.438 - -1.436
-1.440 - -1.438
-1.442 - -1.440
-1.444 - -1.442
-1.446 - -1.444
-1.448 - -1.446
-1.450 - -1.448
Below -1.450
Undefined Value
1:00:00 02/01/2004  Time Step 25 of 25. 
-1000 0 1000
[m]
-6000
-5000
-4000
-3000
-2000
-1000
    0
 1000
 2000
 3000
 4000
 5000
 6000
[m]
(b)
Figure 4.5: Unsmoothed depth-averaged v-velocities from final time step on two meshes.
(a) shows the 50m square grid, whose results were thought to be erroneous.
(b) shows the finest mixed triangular/quadrilateral mesh eventually used, as
shown on the right-hand side of Figure 4.6. Note that the two subfigures show
meshes of different dimensions, use different colour scales, and have flow in
opposite directions — so they should not be directly compared! Subfigure (b)
is included to give an idea of what (a) was expected to look like.
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triangular parts of the mesh was specified to give the triangles approximately the
same area as the squares. In fact the triangles had somewhat smaller areas, because
the mesh generator tends to produce triangles of smaller than the maximum allowed
area.
The length of the channel was increased to allow for better wake mixing, but the
difference in elevation between the ends was not changed. This resulted in a decreased
speed in the centre, without a turbine, of approximately 1.49m s−1. The length of the
quadrilateral area was different between different meshes (as it was always three cells,
regardless of the cells’ size), and this introduced a small amount of mesh dependency
to the speed without a turbine. This variation was judged to be acceptable, as it
was at least an order of magnitude smaller than the effect of interest.
Manually calculating the correction for this mixed square & triangular mesh gave
excellent results, which may be seen graphically in Figures 4.7 & 4.8. The difference in
thrust between the largest and smallest meshes, expressed as Fmax−Fmin
Fmax
, was reduced
from 8% to 0.4%. Calculating the free-stream speed from the corrected speed (u0 =
ucell
√
η) produced values very similar to the speed without a turbine present.
4.4.2 Initial MATLAB implementation
A MATLAB package was developed with the intent of minimising the level of manual
intervention that was required, in order to allow its use as part of a practical modelling
workflow by others. To this end, all of the required input data is parsed from various
MIKE model files — some from the model input files, and some from the outputs
of an uncorrected run of the model. The package was called “MTMC” for “MIKE
Turbine Mesh Correction”.
The initial implementation, which was described in Waldman et al. (2015), produced
a series of time-varying values for α in (4.1) for each turbine, and modified the
model input files so that these corrections would be applied on the next run of the
model. The flow of information and calculations in this version may be seen in
Figure 4.9.
This version was tested using the meshes shown in Figure 4.1 and produced promising
results in a simple scenario involving a single turbine at position T1, with a fixed
thrust coefficient in steady flow (see Figure 4.4). While perfect mesh-independence
was not achieved, the range in forces amongst the four meshes tested was reduced
from 14% of the maximum to just 1%, a worthwhile improvement. Further tests
were conducted with turbines at different depths and different horizontal locations
on the same mesh (positions T2 & T3 in Figure 4.1). In order to avoid inter-turbine
interactions at this stage, only one turbine was modelled, and its location was changed
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Figure 4.6: Five mixed meshes used for manual testing of the correction.
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Figure 4.7: Comparison of turbine thrust, predicted on five meshes with mixed quadrilateral
and triangular elements, with and without the correction.
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√
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for each set of simulations.
For different depths at the same horizontal location (Figure 4.10a), while the absolute
force values vary with depth due to vertical velocity shear, the proportional change
in force with mesh size is near-identical. This is as expected, because the turbine
lies within the same horizontal triangle on each mesh at any depth. When the
turbine was placed in different horizontal locations (Figure 4.10b), in each case
the corrected result shows a reduction in sensitivity to mesh size compared to the
uncorrected result. However, some mesh dependency clearly remained, and this
varied in magnitude between different locations on the mesh. This variation is likely
to be related to the interpretation of mesh geometry, which will be discussed further
in Section 4.5.2.
4.5 Elaborations for non-idealised models
The work in the previous section provided the material for Waldman et al. (2015).
It demonstrated the feasibility of a correction of this type, but was applicable only
to a single turbine in a simple channel with constant flow. This section describes the
improvements that made it appropriate for “real world” use.
4.5.1 New triangular meshes for testing
A new set of all-triangular test meshes was developed, using a larger domain than
before and with better mesh characteristics (smoothness, triangle angles, etc.), based
on the mixed square/triangular meshes shown in Figure 4.6. The new meshes were
12 km long by 2 km wide, and incorporated a sloping bottom to the channel with the
same gradient as the undisturbed free surface. This was to avoid a slight acceleration
of flow towards the outflow that was visible in previous models due to the reduction
in water depth.
Five nominal element widths were chosen (250m, 200m, 150m, 100m & 50m —
although these should be treated simply as labels rather than accurate measurements),
and the area of them was determined by A = 3
4
w2, where w is the nominal width∗. To
keep computation times low, only an inner area of 2 km up- and downstream of the
turbine location was given the full mesh resolution (see Table 4.2 & Figure 4.11). For
the 50m mesh an additional buffer zone between the fine and coarse mesh areas was
∗There is no mathematically rigorous reason for using 34 rather than
1
2 in this formula; this was
done because it is a maximum area that is specified, and the actual elements generated are often
smaller. Additionally, most elements will not show their widest aspect to the flow. Ultimately the
nominal width is only a label; the real cross-sectional area of elements is measured by the script.
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included to prevent the change in mesh sizes from being too abrupt. The procedure
used to generate the meshes in the MIKE Mesh Generator was as follows:
1. Set up the desired maximum element areas.
2. Run the “Generate Mesh” command.
3. Use the “Smooth Mesh” command with 500 iterations, with nodes not con-
strained to arcs. This allows the boundaries between mesh sizes to be softened.
4. Apply the desired bathymetry to the mesh.
With a difference in surface elevation between the two ends of 0.1m, the current
speed at the turbine location in these meshes (in the absence of any turbine) was
consistent to four significant figures at 1.484m s−1.
4.5.2 Approaches to triangle width
The parameter ∆x in (4.15) refers to the width of the mesh element in which the
turbine lies, from which the cross-sectional area (CSA) of the element is calculated.
The value of ∆x is clear when using a rectangular grid that is aligned to the flow,
but in other circumstances it becomes non-obvious, and leads to a question “how to
define the width of a triangle?”.
The correct answer to this question depends on the numerical methods used within
MIKE 3, and without access to the source code or information on its detailed
functioning it must remain unknown. An empirical approach was therefore adopted.
A number of methods were tried; unsuccessful ones included:
• The mean width as “perceived” by a parcel of water moving through the
triangle.
• The maximum width at any point during this journey.
Nominal Width (m) Area (inner, m2) Area (outer, m2)
250 46,875 46,875
200 30,000 30,000
150 16,875 30,000
100 7,500 30,000
50 1,875 7,500 / 30,000
Table 4.2: Maximum element areas specified the MIKE Mesh Generator when constructing
the new test meshes. For the 50m mesh a third zone of intermediate resolution
was included to smooth the transition between the inner and outer zones.
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Figure 4.11: Set of five test meshes described in Section 4.5.1. The red dot shows (0,0),
which was the location used for a turbine except where specified otherwise.
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• The (larger) value given by projecting the triangle’s vertices onto a line per-
pendicular to the flow and measuring the distance between the two outermost.
Two methods gave good results in use:
One approach, hereafter referred to as the “centroid method”, was to use the
distance between two faces of the triangular element along a line that passes through
the centroid of the triangle and is perpendicular to the direction of current flow
(Figure 4.12a). It is this method that was used for the initial testing described
above.
The second approach, hereafter the “weighted average method”, was to measure the
length between faces of a large number of lines (typically 100) perpendicular to the
direction of flow and evenly spaced throughout the element, and to take a weighted
mean of these lengths where the weight assigned to each line was proportional to its
length (Figure 4.12b):
w =
n∑
1
w2i
n∑
1
wi
(4.16)
Two ways of considering this approach are that the length of each line is weighted by
the proportion of the flow through the element that would pass through that line, or
that the triangle is divided into rectangular areas, and the width is the area-weighted
mean. Although triangular meshes were used for the remainder of this work, the
weighted average method should also be applicable to other element shapes.
In order to test these two approaches, turbines were specified at three locations on
the new meshes, as detailed in Table 4.3. The script was run, and then MIKE run
with the corrections, with each of the two possible width approaches. Results were
evaluated by comparing the maximum and minumum values for thrust across five
meshes, normalised by the maximum value (Fmax−Fmin
Fmax
). These results may be seen
in Table 4.4.
A second test was conducted using the method of comparing predicted and “meas-
ured” u0 and u′0 values described in Section 4.3.2. Results of this are shown in
Table 4.5.
It is clear that both methods provide a substantial improvement in inter-mesh
consistency over the uncorrected scenario. Using the inter-mesh comparison of thrust
predictions the weighted average method gives slightly better mean results, but the
centroid method is more consistent. Using the comparison of u0 values, this situation
is reversed: the centroid method gives the lowest mean nRMSE, while the weighted
average method gives more consistent results. It is not possible to determine a
“winning” method without extensive further testing on more than three points. Since
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Figure 4.12: Illustration of the two candidate methods of determining the “width” of an
element, using: (a) centroid method; (b) weighted average method (see text).
x y z
T1 0 0 -26
T2 -400 250 -18
T3 350 -200 -30
Table 4.3: Locations of simulated turbines for testing width methods. z = 0 at mean sea
level. All units are metres. T1 is at the same central location as used for
single-turbine simulations.
Uncorrected Centroid W. Avg
T1 12% 2% 1%
T2 11% 3% 4%
T3 10% 2% 1%
Mean 11% 3% 2%
Table 4.4: Fmax−FminFmax values showing variation of thrust between meshes at three locations,
with two different methods of determining triangle width.
Cent. RMSE (ms−1) W. avg RMSE (ms−1) Cent. nRMSE W. avg nRMSE
T1 0.0021 0.0102 0.17% 0.81%
T2 0.0159 0.0113 1.23% 0.87%
T3 0.0124 0.0114 1.01% 0.93%
Mean 0.0101 0.0110 0.80% 0.87%
Table 4.5: RMSE and normalised RMSE (nRMSE) between u0 (calculated) and u′0 (meas-
ured) values. nRMSE values are normalised by dividing by the mean value of
u′0. Cent. = centroid method, W. avg = weighted average method.
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both methods appear to perform reasonably well — although the remaining errors
suggest that neither is quite correct — it was decided to proceed with the weighted
average approach for the remainder of the work described in this chapter.
4.5.3 Allowing for variable CT
Until this point, a constant value of the thrust coefficient had been assumed. To
represent realistic turbines a thrust curve must be applied, such that CT is a function
of velocity. MIKE allows the user to specify a table of CT values according to velocity,
and this table can be read from the MIKE input files. The thrust curve discussed in
Section 3.4 was applied to the simulated turbine. This curve is reproduced in this
section as Figure 4.13 for convenience.
The early version of the MTMC script used for Waldman et al. (2015) included code
to read the CT table from the MIKE input file and perform a similar interpolation
to that conducted by MIKE to arrive at an appropriate value for each timestep.
However, using a realistic thrust curve with this code produced a perverse result,
where a reduction in mesh scale caused an increase in thrust. This was because,
while that version of the script corrected for the difference between ucell and u0 when
calculating thrust, it did not have any effect on the speed value used to look up the
thrust coefficient; a table of u0 vs CT was specified, but ucell was used to look up
values in it. Consequently, if the simulated speeds were in the part of the thrust curve
between the rated and cut-out speeds (in our case between 2.5m s−1 and 4m s−1),
the lower ucell that arises from a smaller mesh would cause a higher value of CT to
be selected and hence a greater thrust predicted.
To cope with a variable CT (u0), it was thus clearly necessary not only to correct
the actual thrust calculation, but also to correct the velocity values in the table of
thrust coefficients. These are specified as u0, but need to be converted to ucell since
this is the information available to MIKE. This conversion can be done using the
same correction (4.14 & 4.15) as is used elsewhere in this chapter. However, the
conversion itself depends on the thrust coefficient, cell cross-sectional area (CSA)
and number of layers intersected, which complicates matters.
Four possible approaches, of increasing accuracy and complexity, were identified,
with advantages (+) and disadvantages (-). These methods are summarised below in
text form, and are detailed in flowcharts in Figure 4.16. All of these methods require
a prior, uncorrected, simulation to provide information.
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Figure 4.13: Thrust curve for a generic tidal turbine, agreed by industrial partners in the
TeraWatt project and used for testing. See Section 3.4 for further details.
Method A
Produce a ucell/CT table, using mean and modal values of CSA and number of
layers for calculating ucell, then proceed as before with individual corrections on a
per-timestep basis.
• + Simple.
• + The correction is still calculated accurately on a per-timestep basis.
• - Since CT is a function of ucell, which is itself affected by the thrust determined
by CT , iteration between the model and the correction will be required to
obtain correct results in a non-horitzontal part of the thrust curve.
• - Since the u0 to ucell conversion has been done based on mean and modal
values, there will be an effective distortion of the thrust curve when CSA,
number of layers, etc., are far from their means and modes.
Method B
Precalculate the correction and produce a table of ucell/C ′T , where C
′
T = CTη. The
time-varying correction factor is not used. This is the approach suggested by Shives
and Crawford (2015) (who use a CFD sub-model to arrive at a correction) and
Kramer and Piggott (2016) (who take the same analytical approach used here).
• + Simple.
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• + Because the correction is included in the thrust table, no iteration is required
to deal with changes in current speed caused by the correction.
• - Because there is no time-varying correction, things must be approximated
by mean and modal values, and (importantly) there is no way to respond to
changes in surface elevation or current direction during the tidal cycle.
Method C
Produce both ucell/CT and ucell/C ′T tables using mean and modal values. For each
timestep, use the first of these tables to determine CT , compare the correction
indicated against the value of C
′
T
CT
, and apply a time-varying 2nd-order correction to
resolve the difference. These differences may arise through changes in cross-sectional
area or number of layers away from the mean (due to changes in surface elevation or
current direction), but can also appear because of the linear interpolation that is
applied by MIKE to the thrust curve, especially around vertical cut-offs.
• + No iteration required.
• + Allows varying surface elevation (and other effects) to influence the correction
on a per-timestep basis.
• - Not strictly correct, as the values for ucell were still calculated using mean
and modal values.
Method D
As Method C, but calculate a new ucell/CT table for each timestep and use this when
determining the desired correction.
• + Should be the most accurate method available without iteration.
• - Complicated, and potentially slow when dealing with many turbines and
many timesteps.
Method B was tested with a steady flow and achieved Fmax−Fmin
Fmax
of 0.2%, a record
for this work (see Figure 4.14). Methods C and D were not tested at this stage, as
without a varying surface elevation they would be unlikely to show any noticable
difference.
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Figure 4.14: Comparison of force predictions in a steady flow between the old approach
used for fixed values of CT (which did not correct the velocity side of the
thrust table) and Method B. The old method produces a perverse result, with
thrust sharply rising with decreasing CSA, because the part of the thrust
curve that this simulation is operating in causes a reduced velocity to indicate
a higher value for CT .
4.5.4 Allowing for changing surface elevation
With the use of sigma layers in the model, a change in surface elevation will result
in a change in the height of each layer (∆z) and hence a change in the required
correction factor. To perform corrections on realistic scenarios where sea level rises
and falls with the tidal cycle, this effect must be accounted for.
An additional input file was added to those required by the correction script: a 2D
MIKE output file containing predictions of surface elevation from a prior, uncorrected,
run of the model. This additional information is used to recalculate ∆z and the
positions of layer boundaries on a per-timestep basis.
Strictly speaking, surface elevation and the correction factor both depend on each
other. However, iteration would only be required if the correction to thrust, rather
than the uncorrected thrust itself, were to result in a significant change to surface
elevation, and so for most scenarios iteration is not necessary.
In order to test the response to changing surface elevation, it was necessary to move
away from steady flow test scenarios and introduce tidal cycles into the channel.
Initially one end of the modelled channel was changed to a land boundary, and
an M2 signal applied to the other end, in order to convert the channel into a bay.
However, the small dimensions of the channel, and hence the small volume of water
contained within it, meant that elevation changes at one end propagated very rapidly
to the other. As a result no significant hydraulic head could be developed, and
thus no strong currents produced. The maximum speed obtainable at the turbine
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location using this approach was less than 0.1m s−1, which was clearly not useful for
testing.
Instead, an M2 cyclic elevation was applied at one end and the other end was
clamped to zero elevation, with free flow of water permitted through both ends. This
is unrealistic, and does not match any obvious natural scenario. However, it does
provide a convenient means to establish oscillatory flows with high current speeds
at the turbine location while using a small model domain, and without the need to
calculate the correct phase offsets for varying the elevation at both ends. Since the
purpose of this work is to evaluate the behavior of a modelled turbine in a given flow,
and not to simulate a realistic channel, this was judged to be appropriate.
The behavior of the resulting channel is illustrated in Figure 4.17. The phase
difference between elevation and flow speed is approximately 42°, indicating that
friction and inertia have similar levels of influence on the oscillating flow.
The capability to allow for changing surface elevation was implemented and tested
in parallel with that of allowing for variable CT . Three of the methods described
above were tested. Method A would not allow for feedback from changes in speed
as a result of the correction to changes in CT , and so was rejected. Method B lacks
a time-varying element to the correction and so would not allow for the effects of
changing surface elevation. It was included in tests for comparison purposes. Method
D is the most “correct” approach, and was anticipated to be the most accurate
possible without iterating between script and model. Method C is a simplification of
this with fewer steps, which might offer a performance benefit.
An M2 signal with an amplitude of 0.8m was applied at one end of the channel, for
a tidal range of 1.6m at the boundary and aproximately half of this at the turbine
location. Methods B, C and D were applied to this scenario. Since we were now
dealing with a time-varying driving force, the results could no longer be meaningfully
expressed in terms of the thrust forces at the final timestep. Instead, results are
shown in Table 4.6 as the root mean square difference between the largest (250m)
mesh and the other mesh scales.
Mesh size (m) Uncorrected Method B Method C Method D
50 38 646 8691.3 8687.0 8642.6
100 16 334 5874.4 6185.7 5873.8
150 5429.7 2757.7 2761.0 2750.1
200 3453.9 2148.6 2169.2 2143.4
Table 4.6: Comparison of the RMSE of predicted forces (in N) for the given mesh sizes
compared to those from the 250m mesh, using three correction methods with
an M2 amplitude of 0.8m at the channel mouth.
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Figure 4.17: Plot showing the phase difference between surface elevation and v-velocity
at the centre of the test channel with no turbine.
All of the corrected values are quite different to the uncorrected ones, but differences
between the different correction methods are small. Method D consistently represents
a small improvement on Method B. Method C is worse than either B or D, and as
such should not be used. As Method B makes no allowance for changing surface
elevation — which may become a more important factor in real scenarios where
the tidal range is somewhat greater than that in this model — Method D was
selected for future use. While it is more complex than the others, no difference in
the performance of the script was discernable in timing tests, suggesting that even
with multiple turbines and many timesteps, the speed of this calculation step will
not be important∗.
4.6 Overall testing
All tests to this point had concerned a single turbine operating in undisturbed flow.
In order for the correction technique to be widely applicable, it was necessary to
demonstrate that it produced the right results in less ideal conditions. Two further
tests were carried out: one with a tightly packed array, where downstream turbines
were within the wakes of upstream turbines, and one with a high channel blockage.
Only the finest (“50m”) grid was used for these tests, because this was the most
sensitive to the error in question and because only the finer grids allowed the desired
∗The runtime of the correction script is currently dominated by the time taken to calculate cell
widths / cross-sectional areas from mesh geometry, and so any future optimisation effort should
focus there.
113
multi-turbine tests to be performed while maintaining a maximum of one turbine
per mesh element.
The use of just a single mesh size meant that it was not possible to verify the
correction by comparing multiple mesh scales. Instead, the corrected model was
run an additional three times with a different turbine removed each time, and
verification for these three turbine locations was performed by comparing the values
of u0 calculated from the corrected model to values of u′0 “measured” from a model
with just that turbine removed, as described in Section 4.3.2. Results are reported
numerically as the root mean square error between these two values over all timesteps,
and are shown graphically as scatter plots.
4.6.1 Array test
Five turbines were placed in the usual channel, as shown in Figure 4.18. A 45×160m
spacing was used, as suggested by O’Hara Murray (2015) based on environmental
statements for real developments. From viewing the outputs of the uncorrected
simulation (Figure 4.19) it is clear that all five turbines are within the single “blob”
of decreased velocity that they cause, so the downstream pair are certainly affected
by the wakes of the upstream ones.
Three out of the five turbines were removed, one at a time, to allow their free-stream
speeds to be tested, and the results are shown in Table 4.7. In all three locations the
normalised RMSE between the calculated and “measured” values of u0 was 0.65% or
less, and this was judged to be acceptable.
4.6.2 High blockage test
A single row of turbines was evenly spaced across the 2 km width of the channel,
as close as was achievable without exceeding one turbine per mesh element. This
Turbine # RMSE (ms−1) nRMSE
1 0.0142 0.63%
3 0.0148 0.65%
5 0.0146 0.64%
Mean 0.0145 0.64%
Table 4.7: RMSE between u0 values measured from model run without that turbine versus
calculated from model run with corrected turbines, in a scenario with a two-row
array. nRMSE values are normalised by dividing by the mean value from the
run without the turbine.
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Figure 4.18: Layout of five simulated turbines in the centre of the channel used for testing
in an array. Not to scale.
transpired to be 39 turbines at 50m hub-to-hub spacings, equal to a blockage of
12.6% of the total cross-sectional area of the channel. Such a tight spacing, which
would give a distance between blade tips of only 1.5 rotor diameters, is unlikely to be
realistically simulated by MIKE on this mesh, as the channels between turbines will
not be well resolved. However, the purpose of the test is to evaluate the performance
of the correction script and not the ability of MIKE to accurately simulate the
scenario.
Once again, three sample turbines were removed one at a time, and the corrected
model rerun without each one, to allow the calculated value of u0 to be verified at
these locations. The three sample turbines are shown in Figure 4.20 and consisted of
one adjacent to the channel wall, one in the middle of the channel, and one 3/4 of
the way across.
Results of this test are shown in Table 4.8, and suggest that the correction applies
in channels with significant blockage. A graphical illustration of the results, in the
form of a scatter plot, may be seen in Figure 4.21.
Figure 4.22 shows a time series of total thrust, with and without the correction,
from the high blockage scenario. This figure demonstrates the importance of using a
realistic thrust curve: for much of the time the flow speed is above the rated speed
of the turbine and so the thrust is reduced to avoid capturing more than the rated
power. This means that the effect of the correction is to reach the maximum thrust
at slightly lower speeds, which would result in the rated power being produced for a
longer period on each tidal cycle.
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Figure 4.19: “Snapshot” of a sample time step (with northwards flow) from uncorrected
array test run, showing depth-averaged v-velocity and turbine locations.
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Figure 4.20: Layout of 39 simulated turbines across the channel used for testing a high
blockage scenario, highlighting the three locations used for verification.
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T1: y = 0.99434x + 0.0147; R 2 = 0.99994
T20: y = 0.99316x + 0.020898; R 2 = 0.99988
T30: y = 0.99321x + 0.015328; R 2 = 0.99994
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Figure 4.21: Scatter plot showing calculated values of the upstream velocity against those
measured at the same locations without turbines.
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Turbine # RMSE (ms−1) nRMSE
1 (by wall) 0.0115 0.50%
20 (middle) 0.0157 0.69%
30 (half way to far wall) 0.0117 0.51%
Mean 0.0130 0.57%
Table 4.8: RMSE between u0 values measured from model run without that turbine versus
calculated from model run with corrected turbines, in a scenario with significant
channel blockage. nRMSE values are normalised by dividing by the mean value
from the run without the turbine.
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Figure 4.22: Time series showing total array thrust in the high blockage scenario without
(blue) and with (red) the correction. Yellow line shows uncorrected ucell,
averaged across all turbines. The brief excursions into negative thrust are
the result of a bug in MIKE, possibly relating to “overshoot” where there is
a step change in the thrust curve.
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4.7 Discussion & chapter conclusions
A correction has been implemented to allow for the error identified and all testing so
far suggests that it works accurately, with a normalised RMSE between calculated
and “measured” values of the free-stream velocity of less than 1%, such that it could
be used for real modelling problems.
It is possible that greater accuracy could be achieved by using a more sophisticated
sub-grid model. For example, the approach in Whelan et al. (2009) takes account of
free-surface distortion by turbines, which might have a significant effect in shallow
channels with high vertical blockage. Consideration of losses of momentum to in-cell
turbulence might also be fruitful. However, at least in the scenarios examined here, the
accuracy is already high enought that the potential benefits from further refinements
are small compared to other uncertainties in regional flow modelling.
The following limitations apply to the current implementation:
• A maximum of one turbine per mesh element is permitted. Correcting for
multiple turbines in a single element will require further thought, development,
and testing.
• Turbines are assumed to lie on-axis to the flow at all times. This is realistic
for some of the current designs, which yaw to face the current, but not for
others, which are fixed or bi-directional. Off-axis turbines are well catered for
in MIKE, which breaks the thrust coefficient down into components termed
as “drag” and “lift” for forces parallel and orthogonal, respectively, to the
turbine’s axis∗. However, it is not clear from the documentation how MIKE
calculates the thrust for such turbines internally, and experimentation would
be required to determine this in order to apply the same correction.
The emphasis of this work has been on correctly predicting turbine thrust, as it is
this that affects the functioning of a regional-scale hydrodynamic model. One use of
this type of model is estimating the power that may be produced by a TEC, and
so it is relevant to briefly consider how the error referred to here will affect power.
The power of a turbine would usually be described in terms of a power coefficient
CP , but in this case it is more helpful to consider it in terms of force and velocity.
The power available at the rotor for conversion to electricity is equal to the thrust
multiplied by the speed at the rotor, i.e.
Protor = Fut =
1
2
ρCTAtu
2
0ut (4.17)
∗For avoidance of confusion, note that drag and lift are not used here in their correct hydro-
dynamic sense of forces on individual blades.
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ut is not known to the model, but it could be estimated as a post-processing step
using (4.12), (4.9) and u0 = ucell
√
η, where ucell is taken from a corrected run of the
model and η is the correction that was applied.
The power that is removed from the flow is greater than that available for conversion,
partly due to the energy lost to turbulent mixing between the turbine wake and
the surrounding flow (see Section 2.3.1). Some of this mixing will occur within the
mesh element containing the turbine and some, at a larger scale, without it. Due to
conservation of momentum, the total power lost to the flow within the element must
be equal to the thrust multiplied by the overall speed in the cell, i.e.
Ptotal = Fucell =
1
2
ρCTAtu
2
0ucell (4.18)
where ucell is taken from a corrected run of the model. The portion of mixing losses
that occur outside the turbine’s mesh element should be dealt with by the model’s
standard turbulence scheme. Vogel et al. (2013) make a similar argument, only they
assume that all wake mixing happens within a single model cell and hence use u0 in
place of ucell.
This calculation can be made as a post-processing step, using information that is
available in or derived from outputs of the corrected model, provided that the total
correction applied for each timestep have been saved. The total correction is recorded
by the MTMC script in the .mat file that it produces.
4.8 Source code availability
The MATLAB code developed in this chapter is publicly available at https://
github.com/TeraWatt-EcoWatt2050/MTMC. Development was continuous while the
work in this chapter was conducted, but the version on which the final testing was
performed is tagged “Thesis”.
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Chapter 5
Resource assessment and
interactions between channels in
the Goto Islands, Japan
It was originally planned that the methods developed in the last chapter should
be applied to a MIKE model of Lashy Sound in Orkney, and that work is indeed
shown later. However, an opportunity arose to collaborate with Kyushu University
in Japan to perform similar work on a group of islands there. The model used was
FVCOM, which is an open source academic code and thus not ideal according to
the discussion in Section 1.3.2. However, FVCOM was the system chosen by Marine
Scotland Science for their recently-commissioned Scottish Shelf Model (Wolf et al.,
2016). It is thus trusted and accepted by a regulator, and hence still of relevance to
this project.
The Goto Islands in Nagasaki Prefecture, Japan, contain three parallel channels that
are suitable for tidal energy development. Two of them are the planned location for
a tidal energy test centre. Multiple channels are a common occurrence at tidal sites
around the world, giving the findings here wider relevance than the location being
studied. The work described in this chapter had two goals: Firstly, to provide an
initial tidal resource assessment for the Goto Islands, and secondly to explore the
behaviour of the parallel channels when energy is extracted.
Kyushu University provided a pre-existing 3D FVCOM model of the region, office
space, computing facilities, advice and supervision. The research described here
was conducted by the author. In this chapter, after describing the background to
Japan’s energy situation, the Goto archipeligo itself, and some theoretical background,
Section 5.4 describes the numerical model that was used. Sections 5.5–5.7 relate
simulations using realistic TEC representations, aimed at estimating the available
resource. In Section 5.8 the realistic TEC parameters are put aside in an effort to
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explore the maximum possible extractable power in one of the channels and its effect
on the other straits. Section 5.9 discusses findings and compares the behaviour of
the Goto Islands to that of the Pentland Firth.
5.1 Background
In 2010 nuclear power provided 25% of Japan’s electricity (Statistics Japan, 2016),
making Japan the third-largest producer of nuclear energy in the world (US Energy
Information Administration, 2015). Following the tsunami of 2011 and the subsequent
events at the Fukushima Daiichi nuclear power plant this figure reduced to less than
2% (in 2012) as the nation’s reactors were taken offline, and most of the shortfall was
replaced by fossil fuels. Lacking substantial fossil resources of its own, by 2015 Japan
had become one of the world’s greatest importers of fossil fuels, and in addition
to the environmental implications this represents a significant drain on economic
resources (US Energy Information Administration, 2015). While there has been
some limited resumption of nuclear generation, this is deeply unpopular with sections
of the public (Bricker et al., 2016). As part of a strategy to increase domestic energy
supply, the Japanese government plans for 22–24% of electricity to be generated
by renewables in 2030 (Japanese Ministry of Economy, Trade and Industry, 2015).
Work is in progress to set up a marine energy test centre, similar to the European
Marine Energy Centre in Orkney, in the Goto Islands of Nagasaki Prefecture (Iwata,
2015).
5.2 Geographic & hydrodynamic situation
The Goto Islands form an archipelago approximately 80 km to the west of Nagasaki
city and, at their closest point, separated from the Japanese mainland by approxim-
ately 20 km of sea (Fig. 5.1a). To the north is the Korea Strait, the main southern
entrance to the Sea of Japan, while to the south lies part of the East China Sea and
the Pacific Ocean. A portion of flow between these large bodies of water must pass
through or around the archipelago.
Within the islands there are four channels running from north-west to south-east,
three of which are approximately parallel and of similar dimensions: 7–8 km in
length, 1–3 km in width, and 50–60m deep in mid-channel. These are the Tanoura,
Naru and Takigawara Straits (Fig. 5.1b). The first two have been designated by the
Japanese government as an area for tidal energy development, and the first tidal
energy convertor (TEC) is due to be installed by OpenHydro in the Naru Strait
in 2018 (OpenHydro, 2016). The fourth channel, the Wakamatsu Strait, is less
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than 30m deep for most of its length and is hence unsuitable for the TEC design
considered here.
The region experiences mixed diurnal / semi-diurnal tides. When compared to
European seas, less of the energy is to be found in the M2 constituent and a greater
proportion (approx. 15% of the total) is in K1 and O1. Table 5.1 shows the most
important constituents.
5.3 Theoretical background & prior work
To extract tidal stream energy, a porous obstruction is placed in the flow in the form
of a TEC. A proportion of the kinetic energy passing through the TEC is removed
for conversion to electricity and a retarding force is applied to the flow, usually
resulting in a reduction in its speed. For a given array in a given channel there exists
an optimum proportion of energy removed, beyond which the flow is retarded to
such an extent that the available power diminishes. In an idealised channel, this
optimum is given by the theoretical model of Garrett and Cummins (2005) (see
Section 2.4.2).
The exportable power available from the turbines cannot exceed the power extracted
from the flow, and will usually be less. Where the array does not fill the cross-section
of a channel, some flow will divert around it. The kinetic energy of this bypass flow is
clearly not available for conversion, but some of it will still be lost from the channel
in turbulent mixing when the bypass flow meets the slower wake behind the turbine
(Vennell, 2012). Thus, so long as financial limitations on the number of turbines do
not apply, a tidal stream array occupying the entire cross-section of a channel will
always be optimal. This was demonstrated with theoretical models by Garrett and
Constituent
Proportion of total energy (%)
Goto Fall of Warness
M2 65.2 79.3
S2 13.2 11.2
K1 9.2 1.9
O1 6.0 1.0
N2 2.7 3.3
Table 5.1: Table showing the five most energetic tidal constituents in the Goto islands,
based on a 29 day time series of surface elevation from a combined pressure
sensor and ADCP deployment in the Naru Strait (Sun et al., 2014). For
comparison purposes the same information is presented for the Fall of Warness,
Orkney, using pressure sensor data from four weeks of EMEC ADCP records.
Harmonic analysis was conducted using the U-Tide software.
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Figure 5.1: Maps showing (a) the situation of the Goto Islands with respect to Japan,
and (b) the four channels running through the middle of the archipelago.
Cummins (2007) and Houlsby et al. (2008).
The behaviour of multiple channels has been studied from a theoretical perspective by
Atwater and Lawrence (2010), who considered the available power in terms of head
loss, and Cummins (2013), who used the analogy of an electical circuit. Practical
modelling investigations of the multiple channels in the Pentland Firth, Scotland,
have been conducted by Draper et al. (2014b) (in two dimensions) and O’Hara Murray
and Gallego (2016) (in three dimensions, using FVCOM). In all of these studies,
where there are parallel sub-channels, there is a tendency for exploitation of one
channel to cause flow to be diverted into unexploited sub-channels, reducing the
yield.
The author is unaware of any prior resource assessments of the Goto Islands that
account for the effects of energy extraction, and hence the estimates made here
(also recently published as Waldman, Yamaguchi et al. (2017)) may be the first
available.
5.4 Description of the model
Numerical simulations were conducted using the Finite Volume Community Ocean
Model (FVCOM) (Chen et al., 2003). The model used in this work was developed
by others at Kyushu University using FVCOM version 2.8. It will be summarised
here, but is described more fully in Sun et al. (2014).
An unstructured triangular mesh was used in a relatively small computational domain,
the full extent of which is shown in Fig. 5.2. The mesh had a typical element size
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of 50m around the three narrow channels in the Goto islands (Fig. 5.3), gradually
increasing to 5000m toward the open boundary. Twenty sigma layers were used
in the vertical. The small size of the domain is a potential cause for concern, as
per Section 2.3.3. As the model was provided by others in a validated condition
it was not practical to test different domain sizes. However, the mean changes in
speed at the boundary, in the scenario with the maximum energy extraction, were
occasionally an order of magnitude lower than those in the tidal channels and usually
much less.
The model bathymetry (Fig. 5.2) was produced from data supplied by the Hydro-
graphic and Oceanographic Department, Japan Coast Guard. Eight major tidal
constituents (M2, S2, K2, N2, K1, O1, P1, Q1) were forced using a clamped open
boundary, using amplitudes based on the NAO.99Jb regional tide model (Matsumoto
et al., 2000) and phases arrived at during the calibration process. The modified
Mellor and Yamada level 2.5 turbulence closure scheme built into FVCOM (Mellor
and Yamada, 1982) was used for vertical eddy viscosity. The model was run in
barotropic mode with no freshwater inputs or meteorological effects.
The model was provided by its creators for FVCOM version 2.8, but the code that
was to be used for energy extraction (see below) required a more recent version. An
early task was therefore to update it to run under version 3.2.2 (the latest at the
time). This required converting or remaking some of the input files, often changing
from text to NetCDF format. Primary validation of this model had been conducted
by others (Sun et al., 2014), but because of the scope of these changes, and because of
the possibility of changes to the physics algorithms in the new version, some further
testing was conducted to ensure that the new version still produced plausible results,
by comparing a two-week simulation to observations in the Naru and Takigawara
straits (see Figure 5.3 for locations). The results of this comparison are illustrated
in Figure 5.4, and were judged to be acceptable.
5.4.1 Energy extraction
Energy extraction was simulated by introduction of momentum sinks at the relevant
locations, an approach first reported with FVCOM by Yang, Wang and Copping
(2013). This method was implemented and enhanced by O’Hara Murray and Gallego
(2016), who kindly provided their code. In summary, additional terms in the relevant
momentum equations simulate a retarding force, where the total thrust is determined
by
F = 1
2
ρCTA|u|u (5.1)
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Figure 5.2: Plot showing the model domain and bathymetry. The spatial coordinates are
in metres, referring to the “Japan Plane Rectangular” coordinate system zone
CS1, EPSG ref 2443.
and this total is divided amongst the layers occupied by the rotor at mean sea level
according to the proportion of the rotor’s area that lies within each layer. ρ refers
to the water density, CT to the thrust coefficient of the turbine, A to the area of
the rotor facing the flow, and u to the water’s velocity. The thrust coefficient is
determined at each timestep by the value of |u|, using a lookup table and linear
interpolation. The value of u is one that applies to the entire cell, as the correction
discussed in Chapter 4 has not been implemented for FVCOM. The thrust is therefore
likely to be slightly higher than the correct value for most of the tidal cycle.
The simulated TEC was based on the OpenHydro device that has been proposed
for the Naru Strait. This is a seabed-mounted design with a diameter of 16m, a
hub height of 19m above the seabed, and a rated capacity of 2MW (OpenHydro,
personal communication with Kyushu University collaborators). A realistic thrust
curve was applied, based on that established in Chapter 3 but scaled to use a cut-in
speed of 1m s−1 and a rated speed of 3m s−1. This rated speed was adopted because
it is a speed that is regularly encountered during spring tides in the area of interest;
the turbine’s rated capacity of 2MW would imply a rated speed of over 3.5m s−1,
but it is unlikely that this would ever be reached. The thrust coefficient between the
cut-in and rated speeds is 0.85, while above the rated speed it is scaled to provide a
constant power output.
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Figure 5.3: Plot showing the inner part of the computational mesh. Thick red lines
show the locations used for tidal turbines, as described in Section 5.5. Green
points show ADCP locations, used for re-validation. Spatial coordinates are
in metres, referring to the “Japan Plane Rectangular” coordinate system zone
CS1, EPSG ref 2443.
(a) Naru strait (b) Takigawara strait
Figure 5.4: Hodographs showing current velocity in the updated model compared to meas-
urements, for a one month period. Radial axis is speed in m/s.
127
5.4.2 Calculation of power
Electrical power was calculated from simulated current speeds as a post-processing
step. Initially, thrust was determined using (5.1). Power was then estimated
using
P = CCF |u| (5.2)
where CC is a coefficient that represents the conversion losses between kinetic energy
in the flow and electricity. This is, again, not entirely correct, as the value of |u| that
is used represents an entire mesh element, while it should be the speed at the turbine.
A value of 0.5 was assigned to CC based on experimental results with a Schottel
turbine reported by Jeffcoate et al. (2015). This two-stage approach is equivalent,
below the rated speed, to a power coefficient of 0.425, which is within the range
shown by Bahaj et al. (2007) from tank testing.
5.5 Single-channel scenarios
A transect across each strait between the 30m depth contours was identified to hold
TECs. This depth limitation allowed for the full height of the TEC (27m from base
to blade tip) to remain submerged throughout the tidal cycle. Simulated turbines
were placed, evenly spaced, along these lines, and the number of turbines lying inside
each intersected mesh element was provided to the FVCOM model. The transects
were located by inspection of the areas of highest speeds without turbines on both
flood and ebb, which were usually at or near to the narrowest parts of the channels.
Their locations can be seen in Fig. 5.3.
A wide range of turbine numbers was tested in each channel, from the conservative
to the implausible. In the more heavily exploited scenarios a single row of turbines is
unrealistic, as they would be placed very close together and even overlap and collide.
However, this approach allowed the level of energy extraction in a channel to be
reduced to a single parameter, which is convenient and, in the event of performing
an optimisation across multiple channels, reduces the number of degrees of freedom.
Since the purpose of this work was not to study realistic array layouts but to examine
the behaviour of the channel as a whole, this was judged to be acceptable.
In order to minimise computation time, initial simulations were driven only by the
M2 tidal constituent. This allows the use of just 12.4 hours of output — a single
M2 cycle — as a representative time period. It was determined empirically that the
model required 3 days of spinup time before its output became fully periodic, so
each scenario was run for 4 days of model time and the output data taken from the
final 12.4 hours.
128
Fig. 5.5 shows the maximum and mean power output for each channel with scenarios
between 5 and 1000 turbines. The use of M2 only means that results in this section
show unrealistically low levels of power, so limited attention should be paid to
the absolute power levels; of interest instead are the differences in output between
different scenarios. It is clear that even with modest numbers of TECs, additional
machines offer diminishing returns. The mean power available in each strait peaks at
implausibly high levels of exploitation, ranging from 270 to 446 TECs; beyond this
point, adding additional turbines gives a negative marginal return. The maximum
power also peaks in each channel, but at even higher numbers of TECs than the
mean.
O’Hara Murray and Gallego (2016) noted that when simulating turbines in their
correct vertical locations, a portion of the flow would divert over and under the
turbine rotors instead of passing through them (although in reality, or in a more
detailed simulation, some of the flow under the rotor would be impeded by the device’s
base structure). This behaviour appears to be replicated in the Goto channels, as
suggested by Fig. 5.6. Vertical diversion limits the power output that can be achieved,
but is unavoidable while using bottom-mounted turbines and while, in some areas,
preserving clear water above for navigation.
The use of realistic TEC arrangements will be continued for the next two sections
to arrive at realistic resource estimates. In Section 5.8 the TEC description will be
modified to explore the maximum power that can be extracted without engineering
or navigational constraints.
5.6 Interactions between channels
Fig. 5.7 shows the effect on mean current speeds of placing 100 TECs in the Naru
Strait. A reduction in mean speed of up to 0.15m s−1 through the TECs is seen,
as expected, and an increase of 0.1m s−1 occurs at the sides of the channel around
the array. Adding impedence to the Naru Strait has only small effects on the other
channels; mean speeds in the Tanoura Strait are affected by less than 0.02m s−1, and
those in the Takigawara Strait by slightly more.
There are substantial areas of change to the north and south of the islands. These
appear to be caused by changes in the positions of eddy structures that form at the
downstream ends of the channels (see Figure 5.8).
The equivalent maps for the other two channels are not shown, but the qualitative
results are similar: reductions in mean speed in the exploited channel, but only small
changes in other channels.
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Figure 5.5: Plots showing (a) maximum and (b) mean power output from the three
channels with varying numbers of realistic TECs, using M2 tides only. The
maximum power in the Tanoura strait peaks at approximately 2400 TECs,
beyond the limits of this plot.
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Figure 5.6: Vertical speed profiles showing mean current speed over 24 hours with and
without TECs. The scenario used for “with turbines” is that of 100 TECs in
the Naru strait, and the mesh element used is that with the greatest number
of TECs in this scenario.
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Figure 5.7: Map showing the change in mean current speed over an M2 cycle in each
mesh element as a result of adding 100 TECs to the Naru Strait. Yellow line
shows location of turbines. Spatial coordinates are in metres in the “Japan
Plane Rectangular” coordinate system zone CS1, EPSG ref 2443.
In order to provide a quantitative perspective on inter-channel effects a series of
simulations was conducted, using only the M2 constituent, with 60 TECs in each
channel and in each combination of channels. Comparisons were made between the
maximum and mean power outputs of these channels, and in particular between the
power provided by a scenario with two or three channels together and the sum of the
powers provided by each of those channels alone; interactions between the channels
whould result in differences between these values.
The results of these simulations are shown in Table 5.2, and show an increase in
mean power of the order of 1% from using two channels together, indicating that
some interaction does exist but that it is weak. The reason why “all 3 together” has
a lower maximum power, but a higher mean power, than the sum of 3 separately, is
unclear. It may relate to slight phase differences in the progress of the tide through
the channels.
The low level of interaction between channels in Goto contrasts with the findings
of Draper et al. (2014b) in the Pentland Firth, where the power available in each
subchannel depended markedly upon the level of exploitation in the others.
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Figure 5.8: Snapshot of a single timestep showing flow without turbines (top left), with
100 turbines in the Naru strait (top right), and difference (bottom). Note the
differences in the eddies to the north of the channels.
Channels exploited Mean power (MW) Max power (MW)
Tanoura alone 3.2 8.4
Naru alone 4.3 12.3
Takigawara alone 5.6 13.8
Sum of Tanoura & Naru separately 7.4 20.3
Tanoura & Naru together 7.5 20.5
Sum of Naru & Takigawara separately 9.9 25.2
Naru & Takigawara together 10.0 25.2
Sum of all 3 separately 13.1 32.7
All 3 together 13.2 32.3
Table 5.2: Table showing mean and maximum outputs from different combinations of
channels. 60 turbines were used in the exploited channels. Sums are on
a per-timestep basis. The models were forced with M2 only, so the power
estimates will be unrealistically low.
132
5.7 Estimating the resource
Thus far, simulations have been driven only by the M2 constituent in order to
minimise computation time. However, only 65% of tidal energy in this region is
in M2 (see Table 5.1), and so this does not give a useful estimate of the available
power.
Four “candidate scenarios” were identified to be run for 28 days (plus spinup)
with eight constituents. Three corresponded to low, medium and high levels of
development, where for each scenario the turbines of each channel had the same
capacity factor. This was intended to represent a similar level of return on investment
in each channel. The actual values of the capacity factors are not meaningful due to
both the unrealistic array layouts and the use of M2 only, and so are not reported
here. In the fourth scenario, termed “optimum”, each channel had the number of
turbines that corresponded to the greatest mean power output attainable over an
M2 cycle. This “optimum” number of TECs may be different with more constituents
than with M2 only, and indeed might change with realistic array layouts, but the
number established here is used as an approximation that is available while keeping
computing times low. The optimum number of TECs was estimated using simple
parabolic interpolation between the highest-power scenario in Section 5.5 and the
two either side of it.
It should be noted that this approach, where each channel is optimised independently
and then the indicated level of deployment for each is combined in a single model, is
not generally applicable; it is appropriate in situations such as this one where the
channels do not interact significantly with one another, and avoids the need for a
more difficult simultaneous optimisation of all channels.
Each of the four scenarios was simulated with all three channels active and with
turbines in the Takigawara Strait removed, thus including only the channels currently
designated for development. Table 5.3 shows the mean and maximum power outputs
of each scenario, as well as the ratio of mean to maximum power output.
It is notable that at low levels of exploitation, the Takigawara Strait is predicted
to give the most power at a given capacity factor, offering more than the other two
channels combined in the “Low” scenario. At higher levels of development the Naru
strait has more potential, as with the M2-only predictions in Fig. 5.5. In all scenarios,
the ratio of mean:max power is higher when the Takigawara Strait is included than
when it is not.
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Level of
development
Number of turbines Power (MW) Mean /
MaxTanoura Naru Takigawara Total Mean Max
Low (A) 5 42 0 47 4.70 23.50 20%
Medium (A) 46 88 0 134 9.67 48.38 20%
High (A) 130 190 0 320 14.08 69.01 20%
Optimum (A) 414 446 0 860 16.25 79.30 20%
Low (B) 5 42 73 120 11.93 49.49 24%
Medium (B) 46 88 112 246 17.73 75.16 24%
High (B) 130 190 182 502 22.34 97.35 23%
Optimum (B) 414 446 270 1130 24.53 106.78 23%
Table 5.3: Table showing the number of turbines allocated to each channel in each scenario,
and the predicted power outputs. Scenarios marked “A” use only the two
channels designated for tidal development, while those marked “B” use all
three.
5.8 Exploring the maximum power in the Naru
Strait
In earlier sections a realistic representation of a bottom-mounted TEC was used. As
noted in Section 5.5, this only occupies a portion of the water column and allows the
flow to divert over and under the rotor. Additionally, the limitation of not placing
TECs in water shallower than 30m allows large regions of horizontal diversion in
some channels. In this section these restrictions are discarded in an effort to maximise
the energy available in one channel — the Naru Strait — and look for any response
in the other channels.
Three changes were made from earlier scenarios:
1. Instead of extracting momentum from the vertical layers intersected by the
rotor, the same thrust was applied evenly across all layers. This simulates the
way that energy extraction would appear in a two-dimensional model, and
approximates a possible future scenario where a large number of smaller TECs,
with lower individual thrust, are deployed at different depths throughout the
water column. Such a deployment might be possible through designs such as
the Triton device (Black Rock Tidal Power, n.d.) that is planned for deployment
in the Bay of Fundy. The same approach of “smearing” thrust throughout
the water column was used by O’Hara Murray and Gallego (2016) for some
scenarios in their modelling of the Pentland Firth.
2. Instead of placing turbines along a line between the 30m contours, the line
was extended to run from coast to coast. This is unrealistic with a natural
coastline, but could be achieved through civil engineering works (e.g. dredging
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or channelisation) to provide a minimum depth.
3. The thrust curve, previously a function of the current speed, was changed to a
constant value of CT = 0.85. This is because the presence of a cut-in speed
would otherwise set a limit on how far the TECs could reduce the transport
through the channel. This constant thrust coefficient is probably unrealistic,
but it is certainly possible that future TECs will have cut-in speeds below the
1m s−1 that was used to this point.
The M2-only simulations of the Naru Strait were repeated with these modifications.
Additionally, transport through the northern mouth of the strait was recorded for
each scenario. This was calculated by taking 200 sample points along a straight line
from coast to coast, extracting mean depths and depth-averaged velocities normal
to this line at each point, and using simple trapezoidal integration. The number of
TECs was increased far beyond commercially realistic levels until a maximum power
output was found past which the marginal change in power for extra TECs was
negative. Fig. 5.9 shows the power output as a function of the number of turbines,
and Fig. 5.10 relates it to the reduction in transport through the channel.
The maximum power available from the Naru Strait (M2 only) under these artificial
conditions is predicted as approximately 36MW, with between 600 and 800 turbines.
This maximum occurs when transport through the channel is reduced by 36%;
additional impedance, and further reductions in transport, beyond this point result
in decreased power output.
Fig. 5.11 shows the effect on mean current speeds of 700 turbines across the full height
and width of the Naru Strait. The effects in the exploited strait are unsurprisingly
much greater than those with 100 turbines in Fig. 5.7. Once again, it is clear that
there is minimal effect on the other channels through the archipelago.
5.9 Discussion
5.9.1 Capacity of Naru Strait
When pushing the simulated Naru Strait to its limit of available power, through
unrealistic array layouts and turbine parameters, the maximum power of 36MW
was predicted with a reduction in transport through the channel of 36%. This may
be compared against similar values found in modelling the Pentland Firth of 38%
(O’Hara Murray and Gallego, 2016) and 42% (Draper et al., 2014b), and is within the
range of 29–42% that is given from theory by Garrett and Cummins (2005).
The maximum power that can be removed from this channel can be compared to
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Figure 5.9: Maximum output during a tidal cycle from M2 only with turbines evenly
spread across full channel height and width, with no cut-in speed, compared
to the realistic circumstances of Section 5.5.
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Figure 5.10: Maximum power output during a tidal cycle from M2 only with turbines
evenly spread across full channel height and width, with no cut-in speed,
plotted against proportional reduction in the maximum transport.
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Figure 5.11: Map showing the change in mean current speed over an M2 cycle in each
mesh element as a result of adding 700 TECs to the Naru Strait, covering
the full cross-section of the channel. Yellow line shows the location of
turbines. Spatial coordinates are in metres in the “Japan Plane Rectangular”
coordinate system zone CS1, EPSG ref 2443.
that predicted by the Garrett & Cummins model:
Plost = γρgaQmax (5.3)
where γ is determined according to the balance between frictional and inertial
domination of the channel’s dynamics. This balance can be estimated by measuring
the phase lag between head and transport and referring to Figure 4 of Garrett and
Cummins (2005). In this case (see Figure 5.12) γ is set to 0.20 based on a phase lag,
measured from the model, of 24°. Using values for Qmax and a from the model, this
predicts a maximum power of 65MW.
Garrett and Cummins noted that an assumption in their model was that there was
no “back effect”, i.e. the height difference between the ends of the channel is not
increased by the imposition of the turbines. As shown in Fig. 5.13, there is a small
but noticeable back effect in the case of the Naru Strait at optimal yield, which
should cause an increase in both flow and yield. The calculation of power here
includes an efficiency factor of 0.5 in (5.2), and once this is taken into account the
value of 36MW is indeed slightly greater than that suggested by the simple model.
The level of agreement between these values is encouraging.
Comparison with the realistic turbine setup used in earlier sections (Fig. 5.9) shows,
as mentioned with respect to theory in Section 5.3, that spreading a given thrust
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Figure 5.12: Reproduction of Figure 4 of Garrett and Cummins (2005), showing its use
to convert a phase difference to a value for λ0 and thence γ.
evenly across a channel will maximise the available power. This is difficult to realise
with bottom-mounted TECs while allowing room for navigation, but it is possible to
design tidal energy projects to get as close to this ideal as possible given the available
technology and constraints. It is likely that some of the benefit of filling the channel
cross-section with TECs could be realised by using a lesser quantity of TECs and
reducing the channel cross-section, or increasing the impedance of bypass areas, with
passive civil engineering measures. However, this option has not been studied here
and it may have severe environmental impacts.
The difference between the realistic and non-realistic scenarios, in terms of the
vertical distribution of thrust, highlights the importance of using three-dimensional
models for detailed resource assessment work.
5.9.2 Interaction between channels
In the Pentland Firth, Scotland, Draper et al. (2014b) found strong connections
between subchannels;∗ exploiting one led to flow diversion into others, and exploiting
all together gave more power than the sum of each channel alone. This does not
appear to be the case in the Goto Islands. While in some respects the channel
systems of the Goto Islands and the Pentland Firth are quite similar, there are
notable differences in the connectivity between their channels.
Both the Pentland Firth and the Goto channels run between large bodies of water
that are strongly connected by other routes, and hence whose surface elevations
∗The subchannels being the Inner Sound between the mainland and Stroma, the Outer Sound
between Stroma and Swona, and the channel between Swona and South Ronaldsay to the east. See
Figure 3.7 for a map with these islands labelled.
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cannot be altered by changes to the transport through the channels in question
(although local changes around the channel mouth(s) are possible). Thus the head
over the archipelago as a whole is approximately fixed, but the distribution of the
head loss within the isles may be altered by the addition of TECs.
In the Pentland Firth, the three sub-channels merge at either end into a single
main channel. If a single channel is exploited, then (assuming low impedance in
unexploited channels) the maximum head available for generation is slightly greater
than the undisturbed elevation change over the length of the divided subchannel.
This is because once the head reaches this level it also affects the other subchannels
and causes flow to divert into them, resulting in the strong interactions that are
predicted in that region. The full potential of the elevation difference between the
Atlantic and the North Sea is thus only available if all three subchannels are exploited
together.
In Goto, by contrast, the three main channels are almost entirely distinct, opening
directly into the large bodies of water that they link without an intervening combined
channel. As a result the full potential drop across the islands is available for energy
extraction in any or all of the channels independently. Because there is no combined
channel, and because the channel mouths are separated by significant distances, local
elevation changes at one channel mouth are greatly diminished before they reach
other channels. This results in very weak interactions between the straits.
Fig. 5.13 shows the changes in surface elevations as a result of adding 700 turbines to
the Naru Strait. It is clear that the elevation gradient of that channel is dramatically
altered — with water level upstream of the TECs increased and that downstream
decreased, and most of the potential drop concentrated on the line of turbines. This
effect does propagate weakly beyond the ends of the channel, in particular to the
south, and this is probably because the bay-like shape of the archipelago here acts
as a buffer between the Naru Strait and the South China Sea. However, this wider
effect is small (generally <1 cm) and and there is almost no change in the elevation
drop across the other straits.
As further work, it would be interesting to better understand the factors that influence
whether channels are independent. In particular, it is not obvious how close the
channel mouths must be to interact through local effects on surface elevation. This
is likely to relate to both the distance between the channel mouths and the volume
transport through each channel. The Rossby radius for 50m water depth at a latitude
of 33° is approximately 280 km, so rotational effects are unlikely to be significant in
this case, but for shallower channels at high latitudes they should be considered.
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(a) (b)
Figure 5.13: Maps showing the change in surface elevations at single timesteps during
(a) flood and (b) ebb, as a result of adding 700 turbines to the Naru Strait
with full horizontal and vertical blockage. Spatial coordinates are in metres,
referring to the “Japan Plane Rectangular” coordinate system zone CS1,
EPSG ref 2443.
5.9.3 Resource estimation
Estimating resource in the channels of Goto is more straightforward than in some
areas because the channels do not significantly affect one another. In other areas it
would be necessary to perform a difficult optimisation with at least as many degrees
of freedom as there are channels, but in Goto one can simply arrive at a resource
estimate for each channel and sum them.
In this case the number of turbines required to obtain the greatest possible mean
output from each channel is very high, and unlikely to be commercially viable.
Therefore, in addition to optimising for mean power, three arbitrary scenarios were
simulated with lower levels of exploitation. The total available power from the three
channels reaches maxima of 49.5, 75.2, and 97.4MW at low, medium and high levels
of exploitation respectively. The mean power in each scenario is consistently 23–24%
of the maximum. There is a greater difference between mean and maximum here
than is common in European waters, which may make development slightly less
economically attractive. The relatively high variation in this study area can be
attributed to its mixed diurnal and semidiurnal tides.
The maximum available resource in just the Tanoura and Naru straits, which are
those designated for tidal energy development, is 23.5, 48.4, or 69.0MW for the three
scenarios. It is interesting to note that the channel with the greatest output in the
low deployment scenario (probably the most economically attractive scenario) is the
Takigawara Strait, which is not within the designated development area. Omitting
the Takigawara Strait also reduces the Mean:Max power ratio to 20%.
The relatively modest capacities of these channels means that, even at quite low
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levels of development, TECs’ performances within any single channel will not be
independent of one another. This will have implications for the management of the
planned marine energy test centre, where a number of device developers might be
testing different technologies within the same channel and may be affected by each
others’ activities.
5.10 Chapter conclusions
Methods similar to those discussed in earlier chapters have been used to predict the
effects of tidal energy extraction from the Tanoura, Naru and Takigawara Straits
in the Goto Islands using tidal energy converters (TECs) of the type planned by
OpenHydro for deployment in the region. It is estimated that between 24 and 79MW
of power is available, depending on the level of development, from the designated tidal
energy zone, and that between 50 and 107MW is available from all three channels
together, using the currently proposed bottom-mounted turbines (Table 5.3). The
channel with the greatest potential at early stages of development (the Takigawara
Strait) is not in the designated area.
As the level of energy extraction increases the marginal gain from adding additional
turbines decreases, both because of a reduction in transport through the channel as
a result of the increased impedance and because flow tends to divert over and under
the rotors. TECs occupying more of the water column can use the same total rotor
area more efficiently, which may be achievable in future using a larger number of
smaller rotors.
Because modest levels of exploitation have noticeable effects on transport, managers
and clients of the planned tidal energy test centre will need to be aware that the
performance of a given device or array may be influenced by other test activities
occurring in the same channel.
The maximum power that could, in principle, be generated from the Naru strait
from M2 only is estimated to be 36MW, in contrast with 22MW using realistic
technology. The necessary conditions for this higher output are unrealistic and
undoubtedly uneconomical, but it is possible that civil engineering works to modify
the channel, together with different designs of TEC, could permit a closer approach
to this maximum.
There is little interaction between the channels in the Goto Islands, meaning that
any or all of them can be exploited independently of the others. This may increase
the attractiveness of the area for development, as — unlike Scotland’s Pentland Firth
— it is not necessary to develop all channels to realise the full potential of one. The
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interaction of parallel channels is sensitive to their geometry, and it would be useful
to understand this more fully.
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Chapter 6
Case study : Lashy Sound
Much research effort has been put into studying the Pentland Firth (because it
promises a great deal of tidal energy in the long term) and the large northern channel
that includes the Fall of Warness (because it is the location of the EMEC test centre).
Relatively little attention has been paid to the smaller channels within Orkney, what
power may be available from them, and whether their exploitation could affect the
major sites. In this chapter, the approach to resource assessment developed in the
Goto islands is used to examine one of these smaller channels, Lashy Sound, which
has tidal energy development planned but has been largely uncovered in the academic
literature.
In this chapter a new MIKE 3 model of the Orkney area is created for the study of
Lashy Sound as a case study of the methods developed to this point, intended to
answer three questions,
1. How much energy is available, at the physical limit, from Lashy Sound?
2. What can this tell us about the feasibility of the planned 30MW capacity
array?
3. What would be the changes in current speeds and sea level resulting from
energy extraction, and would there be any significant effect on the nearby tidal
energy site in the Fall of Warness?
The development of the model is described in some detail, including mesh generation,
calibration, and validation. Following this the approach to resource assessment will
be explained, drawing upon lessons learned from the Goto Islands project. Results
will be shown and then discussed, both as to the energy resource and regarding the
effects of removing that energy.
It was originally intended to apply the “MTMC” correction developed in Chapter 4
to this model, but this was not possible because the implementation of the correction
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does not currently permit multiple turbines in a single mesh element.
6.1 About Lashy Sound
Lashy Sound lies in the northern part of the Orkney archipelago, situated between
the isles of Eday to the west and Sanday to the east. At the southern end it becomes
Eday Sound, which links to the large channel through Orkney that includes the Fall
of Warness. Eday Sound also has a shallow and partially-obstructed exit to the east
which sustains rapid flows at some states of the tide. To the north, Lashy Sound
opens into open sea. For a labelled map of these channels, see Figure 6.2.
It is notable that Lashy Sound has a north-south orientation, while the dominant
tidal flow across the archipelago as a whole is between east and west. Strong currents
in Lashy Sound must, therefore, stem not directly from the hydraulic forcing between
the Atlantic and the North Sea, but from these links to other channels.
Lashy Sound itself is approximately 5 km long (measuring to the southern end of
Sanday), between 3.5 and 1.5 km in width, and between 10 and 30m deep. At
the northern end a smaller subchannel of <0.5 km width and approx. 10m depth
branches off the main stream and passes to the other side of a small island known as
the Calf of Eday. Between the Calf of Eday and Sanday, which is the narrowest part
of the main channel, is a narrow constriction in the deep channel with shallow water
to either side.
The channel is of interest for commercial tidal energy generation, and developer
Scotrenewables Ltd. has received an “agreement for lease” from The Crown Estate
for a project of up to 30MW capacity (Scotrenewables, 2012).
6.2 Model development
A new hydrodynamic model was built in MIKE 3 for the purposes of this investigation.
For a description of MIKE 3 itself, see Chapter 3. This section will describe the
techniques adopted for development of the model.
6.2.1 Coastlines and bathymetry
In the inner part of Lashy Sound, coastline data supplied by Scotrenewables was used.
Elsewhere, coastline shapes were sourced from the GSHHS global dataset (Wessel
and Smith, 1996) at the highest available resolution, and then adjusted. The MIKE
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Figure 6.1: Situation of Lashy Sound with respect to the Orkney archipeligo and the north
of Scotland. The black box shows the extent of the model domain, and the red
box highlights the location of Lashy Sound.
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Figure 6.2: Map showing the layout of Lashy Sound and the surrounding islands and
channels. Colours show bathymetry with respect to mean sea level.
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mesh generator places a mesh node at each vertex of the coastline, so the density of
points on the coast has an impact on the eventual resolution of the mesh. In the area
of interest points were kept at approx. 100m spacing (and closer where necessary to
preserve important detail), while outside Lashy Sound the line was smoothed to use
fewer nodes. In areas away from those of interest, the coast was further simplified by
hand to remove details such as small river estuaries, which would require a fine mesh
but would be unlikely to affect tidal flow far from their mouth. These variations in
node spacing can be seen in Figure 6.3.
Bathymetry was obtained from a variety of sources, detailed in Table 6.1. The
primary dataset used was a gridded product of 20m resolution that was created
by ABPmer under contract to The Crown Estate, and kindly made available to
the project by the latter (ABPmer, 2012). A description of the inputs to this
dataset is given in O’Hara Murray and Gallego (2017). In outer areas not covered
by this product, the SeaZone bathymetry product was used (SeaZone Solutions Ltd.,
obtained via EDINA Marine Digimap Service, 2008). The Seazone bathymetry was
smoothed using a gaussian filter along the model boundary, as this was found to
improve numerical stability. In the inner area of Lashy and Eday Sounds these sources
were supplemented by multibeam echo sounder data supplied by Scotrenewables.
The bathymetry sources used for each area can be seen in Figure 6.3.
Some of these bathymetry data sets used Chart Datum for their vertical datum,
while some referred to the local mean sea level (MSL). To correct between these
the Vertical Offshore Reference Framework (VORF) dataset, produced by the UK
Hydrographic Office, was used (Ziebart and Iliffe, 2009; University College London,
2012). This provided a spatial grid of offsets between chart datum and mean sea
level, which was used to convert all bathymetry to MSL. Most of the datasets were
reduced in resolution prior to use in MIKE, in order to fit within MIKE’s limitations
on the number of data points (see Appendix B). In all areas the linear resolution of
the bathymetry was kept at least three times greater than that of the mesh.
Source Supplied resolution Intermediate resolution Datum
Scotrenewables MBES 20m 20m CD
ABPMer 20m 40m, 100m and 1000m MSL
SeaZone 1 arc minute 1 arc minute CD
Table 6.1: Table detailing the sources of bathymetry used. “Intermediate resolution” is the
resolution to which the bathymetry was reduced before being provided to MIKE
(see Appendix B for more details). ABPMer data was reduced by different
amounts according to mesh density in that area. CD = Chart Datum; MSL =
Mean Sea Level.
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Figure 6.3: View of the model setup prior to mesh generation. Red dots show coastline
nodes; note the higher density around the isles of Sanday and Eday than
elsewhere. Pink lines represent the zones in which different sources of
bathymetry were used, as per the text labels and Table 6.1. Green lines show
zones of different mesh density, as described in Table 6.2.
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6.2.2 Mesh generation
MIKE uses an unstructured horizontal mesh, described by “nodes” (or vertices)
and “elements” (the triangles that the nodes form). The model is described as
“element-centred”, which means that while depths are held at the nodes, all other
values are considered to represent the elements. For example, a node has a depth,
but a triangle has a velocity.
In order to get a high resolution in the area of interest while keeping computational
times reasonable, a number of different mesh scales were adopted. The MIKE mesh
generator allows one to specify the maximum element area that is permissible in a
zone, rather than the inter-node spacing. However, one can gain an approximate idea
of the spacing by assuming equilateral triangles and applying the standard formula
for the area of a triangle, resulting in:
node spacing '
√
2A (6.1)
where A is the element area. In practice this tends to overestimate node spacing,
because not all triangles are generated at the maximum permitted size.
The element sizes for this mesh are shown in Table 6.2, and the zones to which they
apply marked on Figure 6.3 with green lines. This scheme is approximately guided by
the rule of thumb that element areas should not change by more than a factor of ten
in one step, although it falls slightly short of this standard at some transitions.
Vertically, ten sigma layers were used.
Mesh optimisation
Optimisation of the computational mesh can result in a many-fold increase in model
speed, because it enables longer timesteps to be used.
Region Max element area (m2) Approx. node spacing (m)
Lashy Sound & Fall of War-
ness
5000 100
Inner (North) 60 000 346
Inner (South) 400 000 632
Mid 600 000 775
Outer 5 000 000 2236
Remainder of grid 57 000 000 7550
Table 6.2: Maximum element areas specified for the mesh, according to zone. The
boundaries of these zones can be seen in green on Figure 6.3.
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The Courant-Friedrichs-Lewy number (also known as the “CFL number” or “Courant
number”) describes the ratio between the maximum distance that information in a
model can travel in a single timestep and the size of a mesh element. The formulation
used by MIKE (DHI, 2012b) allows for the speed of a shallow water gravity wave in
addition to the speed of the current:
C =
(√
gh+ |u|
) ∆t
∆x
+
(√
gh+ |v|
) ∆t
∆y
(6.2)
where g is the acceleration due to gravity, h is the depth of water at that location,
∆t is the timestep, u and v are the eastward and northward components of the
veloctiy respectively, and ∆x and ∆y are the size of the mesh element in eastward
and northward directions. For a model that uses explicit timestepping, such as
MIKE’s flexible mesh system, C < 1 is necessary (although not always sufficient) for
numerical stability. This is often known as the “CFL condition”. Effectively, it is a
requirement that information cannot “skip” between non-contiguous mesh elements
in a single timestep.
A consequence of the CFL condition is that the timestep of a model will usually be
determined by a few triangles that are smaller than others, that are highly skewed
(far from equilateral — hence small in one direction) or experience faster flow, and
hence have a higher CFL number than the majority. Triangle shape is also important
for numerical stability, as highly skewed triangles can increase the risk of numerical
divergence (Pointwise, 2012).
Mesh optimisation is a process of removing small elements where they are not required,
and improving the triangles to remove small angles. MIKE’s Mesh Generator includes
an an “Analyse Mesh” tool which shows the elements with the smallest areas and
the narrowest angles at their vertices. It also includes a “Smooth Mesh” tool which
attempts to iteratively improve the quality of the mesh by moving nodes to increase
small angles. It is noted by Dix et al. (2007, Appendix B) that while the smoothing
tool is generally successful at improving the mean statistics of the triangles, it tends
to create a small number that are worse than it started with. The following process
was therefore adopted for mesh optimisation:
1. The MIKE Mesh Generator’s “Smooth mesh” tool was run for 20 iterations.
Both of the options “Smoothing constrained by mesh criterion” and’ “Leave
mesh nodes at arcs untouched” were unchecked, allowing the software to soften
the boundaries between areas of different mesh densities.
2. The “Analyse Mesh” tool was used to identify the cells with the narrowest
angles and the cells with the smallest areas. The mesh was modified manually,
by moving nodes and — where necessary — merging triangles, to improve
these. In particular the minimum internal angle of any triangle was increased
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to be over 25°.
3. The “Smooth mesh” tool was run again for another 20 iterations. No significant
changes were seen, indicating that it had converged on at least a local optimum,
and hence the best mesh that would be reached by this method.
4. The model was run for a short period of a few days around spring tides. One
of the outputs specified was information on the CFL number for each mesh
element in each time step in the area of densest mesh around Lashy Sound
and the Fall of Warness. A mid-layer was processed∗ to produce a plot of the
maximum CFL value that was reached during the run in each mesh element
(Figure 6.4). Using this plot, the “hot spots” with the highest max CFL were
identified and the mesh was improved by hand in these areas.
Through this process a significant speedup was obtained; the final step alone increased
the average timestep by 15%†.
The finished mesh is shown in Figures 6.5 & 6.6. This was found to run at approx-
imately 1.75 times speed (i.e. it takes 1 day to simulate 1.75 days of model time) on
a 3.3GHz 8-core Intel Xeon workstation.
6.2.3 Model physics
MIKE includes high and low order versions of its numerical implementation. DHI
recommend that the “high order equations” option should be used in areas with
strong currents. A test was made of the low order version. The low-order simulation
ran approximately four times faster than the high-order version. A comparison was
made between the results of the two formulations in short test runs. The maximum
difference in speeds in the area of interest was more than 0.5ms−1, and so it was
decided to continue with the high-order version.
Eddy viscosity was determined in the horizontal by the Smagorinsky formulation
(Smagorinsky, 1963) and in the vertical by a simple log law. The simulation was run
in barotropic mode without wind forcing. Open boundaries were specified as clamped
time-varying water levels, generated using the DHI global tidal model database
(Cheng and Andersen, 2010). This database is derived from TOPEX/POSEIDON
altimetry and provides twelve tidal constituents at a spatial resolution of 0.125° —
although only a single constituent was used for much of the work in this chapter.
∗The results of this appeared to be similar for all layers that were not at the top or bottom of
the water column, and the top and bottom ones had lower CFL values.
†MIKE does not require the user to specify the timestep. Instead, the user gives a target
CFL number, usually C = 0.8, and MIKE dynamically adjusts the length of its timestep during a
simulation to maintain this. This allows longer timesteps to be used during periods of low flow
speeds, such as slack water in a tidal model, while retaining for stability at other times.
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Figure 6.4: Example plot showing the maximum CFL number that was ever reached by
each mesh element of a mid layer during a simulation. Some “hot spots” can
be seen in the bottom left and the top of the image.
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Figure 6.5: Plot showing the full extent of the final mesh and bathymetry.
Figure 6.6: Plot showing a zoomed view of the final mesh and bathymetry around the area
of interest.
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Land boundaries were constrained to have zero velocity normal to the boundary, but
permitted free slip along the shoreline.
MIKE allows two different methods for specifying seabed resistance. In the simpler
one, used in Chapter 3, a quadratic drag coefficient for the seabed (cf) is specified
directly, and the velocity of the bottom layer (ub) is used with this to calculate the
bottom stress τb:
τb
ρ
= cfub|ub| (6.3)
where ρ is the density of the water. This approach is limited by taking no account of
the changing distance between the centre of the bottom layer and the seabed as the
thickness of the model’s sigma layers varies over space and time.
The alternative offered is to specify the “hydraulic roughness length” of the seabed,
ks. This roughness length∗ is translated to a roughness height z0 thus,
z0 =
ks
30
(6.4)
and the drag coefficient calculated, on the assumption of a logarithmic velocity profile
between the seabed and the middle of the bottom layer, by
cf =
1(
1
κ
ln
(
zb
z0
))2 (6.5)
where κ is Von Karman’s constant (equal to 0.4), and zb is the distance above the
seabed of the middle of the bottom layer (DHI, 2012b).
This latter method was chosen for use in this chapter, as it takes account of the
varying height of zb. The value of ks was used as a calibration parameter.
6.3 Calibration and validation
The model was calibrated against ADCP records from the Fall of Warness (marked
“FoW ADCP” in Figure 6.9), and validated against records from Lashy Sound. The
choice was made to use different locations, rather than different times at the same
locations, to ensure confidence in the validation as a measure of the model’s skill in
the area of interest.
∗This is a Nikuradse roughness length, but the usual connection between this number and grain
size is unlikely to apply in fast-flowing scenarios such as this, where drag is dominated by bedform
rather than skin drag.
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Just two days of data (from a four day simulation period, to allow for spinup) was
used for calibration. It is acknowledged that the best tuning of the model at a given
point in the springs/neaps cycle may not be identical to that at another point, and
hence this is a compromise that was made to keep the necessary computation time
low while testing different settings.
The seabed roughness parameter ks was adjusted to obtain the best fit between
observations and measurements, considering both a visual assessment of the goodness
of fit and statistical measures of the same (see Table 6.3a and Figures 6.7 & 6.8).
A small phase shift was observed between observations and measurements, which
varied according to the bottom roughness, and minimising this was also taken into
account. A value of ks = 0.1m was chosen. No other parameters were adjusted as
calibration.
Post-viva note: When this calibration was carried out, early in my studentship,
measurements at all depths contributed to the depth-averaged velocities that were
used to compare against model predictions. It was noted at my exam that Figure 6.8
shows some non-tidal flows in the shallowest layers, probably due to wave action, and
that it would have been better to remove these layers from measurements and model
predictions before performing the comparison. The statistical results after removing
these layers are shown in Table 6.3b. Based on this version of the table I might
have tested a lesser roughness height (e.g. 0.08m). However, the results of visually
inspecting Figures 6.7 & 6.8 would have remained unchanged, and so it is likely that
I would have still selected ks = 0.1m as the preferred value. If a different value had
been chosen, the difference would have been small.
The model was validated against three ADCP surveys in the area of interest, (marked
as “LS ADCPs” in Figure 6.9), using a one-month period in February and March
2012. Comparisons of u and v velocity components were made at three depths
corresponding to approximately 20%, 50% and 80% of the water column. Statistical
measures of agreement may be viewed in Table 6.4, and visual comparisons in
Figures 6.10–6.12.
In Lashy Sound the model provides accurate predictions at most states of the tide.
However, it significantly overpredicts the highest current speeds near the surface,
especially at Site 1. A “jet” of accelerated flow is predicted downstream of the
constriction at the northern end of Lashy Sound — a prediction which can be visually
confirmed from the photograph in Figure 6.13. It is possible that the model is
incorrectly predicting the width or the strength of this jet. The overprediction may
also relate to incorrect simulation of the flow through the subchannel to the west
of the Calf of Eday, which meets the main channel close to ADCP Site 1. As this
subchannel is shallower than the main channel, its effects would be most apparent
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Figure 6.8: Vertical velocity profiles comparing ADCP measurements at Fall of Warness
to model predictions, at two instants, for calibration.
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Figure 6.9: Map showing the inner part of the computational mesh. Red lines show the
two transects along which TECs were placed. Green line shows the transect
that was used to measure transport from the model. Blue dots show the
locations of Fall of Warness (FoW) and Lashy Sound (LS) ADCP surveys
used for calibration and validation. LS ADCP points are Site 1, 2 & 3 from
north to south. Axis are units of metres, in UTM coordinate system zone
30N.
Site 1 Site 2
u v u v
RMSE (m/s)
Shallow 0.341 0.298 0.134 0.375
Mid 0.162 0.294 0.166 0.426
Deep 0.213 0.260 0.257 0.430
Scatter index
Shallow 0.577 0.304 0.175 0.372
Mid 0.231 0.256 0.202 0.386
Deep 0.278 0.206 0.302 0.375
R2
Shallow 0.980 0.986 0.978 0.982
Mid 0.983 0.988 0.979 0.983
Deep 0.983 0.989 0.980 0.984
Bias (m/s)
Shallow 0.077 0.107 0.012 0.040
Mid −0.010 0.092 −0.043 0.057
Deep −0.117 0.074 −0.092 0.058
Table 6.4: Validation statistics, comparing predictions of the MIKE 3 model to observations
in Lashy Sound over a one month period.
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Figure 6.10: Time series comparison of current speed between model and observations at
three depths. For legibility, only 48 hours at spring tides are shown.
near the surface. These hypotheses are presented as possible explanations for the
difference seen, but neither can be tested with the available measurements.
The measured and predicted phases show a good match, and the asymmetry of the
flow in the channel is reproduced well. At Site 1 the flow direction is predicted well,
but at Site 2 there is a modest discrepancy.
Frequency-domain validation was conducted using the same predictions and meas-
urements, using the t_tide software (Pawlowicz et al., 2002). Additionally, a third
ADCP survey was made available which was taken at a different time and further
south in Lashy Sound. The measured and predicted phases and amplitudes are
shown in Table 6.5 and Figure 6.14. All of those at Sites 1 and 2 match within 95%
confidence intervals except for M2 amplitudes at Site 2. These M2 amplitudes are
underpredicted in the u direction and overpredicted in the v direction, which matches
the small discrepancy in flow direction seen in the time-domain analysis.
At Site 3 it was found that the sign of the v-velocities was reversed, and this
was corrected. Following this adjustment the phases of model and measurements
agree acceptably well, but the amplitudes are quite different; analysis of the ADCP
measurements gives M2 and S2 amplitudes that are roughly half of those from the
model. Once again, this may relate to the “jet” that forms downstream of the
northern constriction. As can be seen in Figure 6.15, the predicted edge of this jet
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Figure 6.11: Scatter plots comparing current speed between model and observations at
three depths. For legibility, a regular sample of every fifth time step is shown.
This results in a plotted time step of 25 minutes, and hence extreme values
may be clipped slightly. The red lines represent 1:1 relationships.
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Figure 6.12: Hodographs comparing measured and predicted velocities at three depths.
Direction is that in which the flow is travelling. Radial axis indicates current
speed in m/s.
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Figure 6.13: Ariel photograph looking south into Lashy Sound during a flood tide. Photo:
Scotrenewables Ltd.
Amplitude (m) Phase (°)
Model ADCP Model ADCP
M2 u
Site 1 1.132 1.064 56.9 59.8
Site 2 1.040 1.220 59.3 62.3
Site 3 0.719 0.438 63.5 65.6
M2 v
Site 1 1.881 1.784 55.6 56.9
Site 2 1.954 1.608 56.5 58.1
Site 3 1.609 0.646 60.2 62.0
S2 u
Site 1 0.412 0.406 93.5 96.2
Site 2 0.378 0.461 95.4 96.9
Site 3 0.262 0.108 98.7 98.8
S2 v
Site 1 0.680 0.691 92.7 93.6
Site 2 0.709 0.612 93.7 94.7
Site 3 0.588 0.167 96.5 98.3
Table 6.5: Comparison of depth-averaged predictions and observations in frequency domain
at two ADCP locations in Lashy Sound.
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Figure 6.14: Graphical representation of frequency-domain validation at three ADCP
locations in Lashy Sound (see over for Site 3). Error bars show the 95%
confidence intervals given by the t_tide software (Pawlowicz et al., 2002).
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(c) Site 3
Figure 6.14: cont…
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has a sharp edge with a large change in velocity over a short distance, and ADCP
Site 3 is close to this edge. If the true edge of the jet is as defined as predicted, and
is situated just 100–150m to the east of where the model predicts it — potentially
a matter of a single mesh element — then this could explain the large amplitude
discrepancy.
It is interesting to note that harmonic analysis is not able to fully represent the flow
in this area, with t_tide typically reporting that only 95% of the signal is explained
by harmonic constituents. Since this aharmonic flow occurs in the model as well as
the measurements, it cannot be attributed to weather effects. It probably relates
to the jet of accelerated flow mentioned above, which introduces asymmetry that
cannot be represented by sine waves at astronomical frequencies. The inability of
harmonic analysis to fully capture shallow water current speeds has previously been
noted by Polagye et al. (2010).
6.4 Method for predicting maximum power
The aim of this work was not to consider realistic array layouts, but to arrive at a
figure for the maximum power obtainable from this channel regardless of engineering
or economic considerations. It is known that the most efficient way of extracting
energy from a channel is to spread turbines evenly across its whole cross-sectional
area to prevent any bypass flow (Garrett and Cummins, 2007; Vennell, 2012). As
demonstrated in the Goto Islands, it is necessary to minimise vertical as well as
horizontal bypass.
The MIKE software represents tidal energy convertors (TECs) as sub-grid momentum
sinks based on actuator disc theory, and requires that they be specified in terms
of hub location, diameter, and thrust coefficient. Transects were identified to form
“tidal fences” that crossed Lashy Sound at two locations: one at the narrowest point
at which it remains a single channel (i.e. south of the split around the Calf of Eday;
see Figure 6.9), one between the Calf of Eday and Sanday. Turbine locations were
placed, evenly spaced, along these lines, in separate model scenarios in the same way
as in the previous chapter.
Unlike FVCOM, which allowed the thrust to be spread arbitrarily throughout the
water column, MIKE models a circular rotor of a given diameter. The use of a single
design of TEC would thus result either in large regions of horizontal bypass flow,
at the sides of the channel where the depth was insufficient for the rotor, or — if
smaller diameter turbines were used — a great deal of vertical bypass in the middle
as flow diverted over and under the rotors. To avoid this bypass flow, the diameter
of each turbine was calculated to fit the depth at that location subject to maximum
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Figure 6.15: Plot showing predicted depth-averaged speed in Lashy Sound on one timestep
near the peak of southbound flow. Pink dot shows location of ADCP Site 3.
and minimum diameters of 20m and 4m respectively, and with a 3m allowance for
bottom clearance and tidal range. However, this change in rotor diameters would
have led to evenly spaced turbines having unequal gaps between them, which would
have caused changes in local blockage across the channel. To address this, additional
rotors were added to each location as necessary to normalise the local blockage ratio
to the same as that of the largest turbine (see Figure 6.16). Although clearly not
physically realistic at a sub-grid level, at the resolution of the model this is equivalent,
in all but the sparsest layouts, to placing the smaller rotors closer together.
A realistic turbine would be expected to have a thrust coefficient that varied as a
function of the flow speed. However, as established in the previous chapter, when
Figure 6.16: Diagram showing, in section, how additional co-located turbines are added
in areas of shallow water to maintain local blockage.
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exploring the maximum potential of a channel this can be problematic, because if the
turbines have a cut-in speed they are unable to reduce the flow in the channel below
this speed. For this work, therefore, the turbines were given a fixed thrust coefficient
of 0.85. For simplicity, no supporting structures were included in the model.
A range of levels of exploitation were simulated, from 10 to 2400 TEC locations.
In the more heavily exploited scenarios a single row of turbines is unrealistic, but
should be considered as representing a two-dimensional array. Because this single-row
layout is unlikely to be optimal, the actual number of TECs should be used only
for comparative purposes, and it is not intended that capacity factors or matters of
economic viability should be considered.
In order to allow a large number of scenarios to be explored in limited computation
time, only the M2 tidal constituent was used. This allows the use of just 12.4 hours
of output — a single M2 cycle — as a representative time period. It was determined
empirically that the model required 3 days of spinup time before its predictions in
Lashy Sound became fully periodic, so each scenario was run for 4 days of model
time and the output data taken from the first 12.4 hours of the fourth day.
Power was calculated in the same way as in the previous chapter:
F = 1
2
ρCTA|u|u (6.6)
P = CCF |u| (6.7)
with CC once again set to 0.5.
Volume transport through the channel was recorded for each scenario. This was
estimated by taking 200 sample points along a straight line from coast to coast
(Figure 6.9), extracting mean depths and depth-averaged velocities normal to this
line at each point, and using simple trapezoidal integration.
Parabolic interpolation between the three highest points on each relevant curve of
Figure 6.17a was used to estimate the number of TEC locations which would give the
greatest mean power for each of the north and the south fence locations. These two
scenarios were then simulated using 12 tidal constituents for 29 days (after spinup).
It is acknowledged that the optimum number of TEC locations for all constituents
may not be identical to that for M2 only, but this approach offers a means of getting
close to the correct value at modest computational effort.
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6.5 Results
6.5.1 Tidal energy resource
M2 only
Figure 6.17a shows the maximum and mean power output of the various scenarios over
a single M2 cycle for both positions of tidal fence. Figure 6.17b relates the maximum
output to the maximum reduction in volume transport through the channel.
With both the northern and southern TEC locations there is a near-linear relationship
between TEC numbers and output at low levels of exploitation, beyond which the
marginal gain in power for each new turbine location decreases as the flow speed
through the channel is reduced. This “levelling off” and eventual downturn happens
with dramatically different numbers of turbines, with the southern fence achieving
maximum yield with approx. three times as many TECs as the northern one. However,
both fences offer maximum yield at approximately the same reduction in transport
through the channel — around 20%. The northern TEC location appears to offer
slightly more power from M2 only, with a maximum and mean powers of 64.0MW
and 25.1MW respectively compared to 61.6MW and 23.2MW from the southern
position.
All constituents
The results of the two runs with all constituents are shown in Table 6.6. The two
fence locations give broadly similar outputs, although once again, slightly more power
appears to be available in the northern location. Achieving these similar outputs
requires nearly three times as many turbines in the southern location.
6.5.2 Effects of energy extraction
The effects of energy extraction on the surrounding area were examined in terms of
three physical parameters: changes to the depth-averaged current speed, changes to
TEC fence position # TEC locations Mean power (MW) Max power (MW)
North 656 28.1 123.4
South 1749 26.1 117.5
Table 6.6: Table showing the power available from the “optimum” number of turbines for
each fence location, using 12 tidal constituents for 1 month.
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Figure 6.17: Plots using M2 only, showing (a) the maximum and mean power output of
scenarios with varying numbers of TEC locations on the northern (dashed)
and southern (solid) fence locations; and (b) the same maximum outputs
plotted against the proportional reduction in volume transport through the
channel (Qold−QnewQold ).
the maximum speed in the bottom layer, and changes to maximum and minimum
sea level. The first is of interest because of its relevance for navigation and for
swimming marine life. The second is similarly relevant to benthic ecology — where
the maximum speed is likely to matter more than the mean. The third is important
because of potential effects on the intertidal zone and, in the case of changes to
maximum sea level, on flood risk.
To allow the consideration of energy extraction scenarios other than the maximum,
the M2-only results were used for this analysis. The effects at springs are therefore
likely to be slightly greater than those shown, and those at neaps slightly smaller.
The predicted effects were similar for the two locations of the tidal fence, so for
reasons of brevity only those for the southern fence location are shown here. Two
scenarios were considered with this southern location: The first is that of 1200 TEC
locations and a peak output of 61MW which, since it is the most energy that can be
extracted, should be the “worst case” for environmental impacts. The second is one
with 100 TEC locations and a peak output of 33MW, which is close to the 30MW
that is planned for Lashy Sound. In each case the flow was compared to that with
no TECs.
The effects of energy extraction on mean depth-averaged current speed over an M2
cycle are shown in Figure 6.18. The 61MW scenario results in a large reduction in
speed of up to 0.7m s−1 through the TEC array itself, for the length of Lashy and
Eday Sounds, and for some kilometres beyond. Some flow acceleration around the
array is also visible, which has arisen because of the lower limit that was placed on
the size of a rotor and hence the absence of simulated turbines from water shallower
than 7m.
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(a) 1200 TEC locations, max 61MW. (b) 100 TEC locations, max 33MW.
Figure 6.18: Map showing the mean effect on depth-averaged current speed, over a
single M2 cycle, of extracting the (a) maximum available power, and (b)
approximately the planned power, from Lashy Sound. Speed differences are
calculated on a per-timestep basis before the temporal mean is taken. Spatial
coordinates are in metres, referring to UTM Zone 30N.
Outside the immediate area of Lashy and Eday Sounds, effects are small but extant.
There is a very small increase in speeds in the Fall of Warness, of up to 5 cm s−1.
There are more significant increases in flow along the south coast of Eday (up to
0.2m s−1) and through the channel between Sanday and Stronsay (up to 0.5m s−1)
at certain stages of the tidal cycle, suggesting that some flow diverts through this
route. These changes are not visible in the figure as this only shows a temporal
average.
The effects on current speed of the 33MW scenario are far smaller. A reduction
in speed of approx. 0.3m s−1 is predicted through the TEC array, and an increase
around it, and the effect is largely confined to Lashy Sound.
Figure 6.19 shows the effects of energy extraction on the maximum bottom layer
speed that is reached during an M2 cycle. These effects are similar in character to
those on depth-averaged speed, but of greater magnitude: in the 61MW scenario, a
decrease in max bottom speed of up to 1.2m s−1 is predicted through the centre of
Lashy Sound, an increase of up to 0.5m s−1 in small areas to either side of the array,
and a minor (less than 0.2m s−1) increase south-east of the Fall of Warness. In the
33MW scenario effects are once again much smaller and more local, with the only
significant change being a reduction of approx. 0.5m s−1 in maximum bottom speed
to the south of the TEC array.
Figure 6.20 shows changes in the maximum and minimum water level in each cell.
In the 61MW scenario the line of turbines is very clear because a 15 cm increase
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(a) 1200 TEC locations, max 61MW. (b) 100 TEC locations, max 33MW.
Figure 6.19: Map showing change in the maximum current speed in the bottom layer,
over a single M2 cycle, as a result of extracting the (a) maximum available
power, and (b) approximately the planned power, from Lashy Sound. Spatial
coordinates are in metres, referring to UTM Zone 30N.
in the amplitude of M2 is produced north of them. This increase in range is not
replicated south of the tidal fence; instead, the southern part of Lashy and Eday
Sounds show a small increase in both minimum and maximum sea level, with the
maximum increasing by up to 7 cm on the coast of Sanday.
Effects on water levels beyond Lashy and Eday sounds are small, even in the
maximum-yield scenario, but reductions in tidal range of the order of 1–2 cm are
predicted along substantial parts of the Sanday and Stronsay coasts, as well as the
south coast of Eday and even parts of Shapinsay, Rousay and the West Mainland
(not shown in figure). Mid-channel water levels in the Fall of Warness are affected
by a similar amount.
In the 33MW scenario the effects follow the same pattern, but with greatly reduced
magnitude. Within Lashy Sound an increase in maximum sea level at the coasts of
up to 2 cm may be expected but impacts beyond Lashy and Eday Sounds, including
those on other tidal sites, are predicted to be negligible.
6.6 Discussion
6.6.1 Resource and TEC fence location
The two turbine fence locations are predicted to give similar maximum power yields,
with a small advantage to the northern location, but the southern position requires
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(a) 1200 TECs, change in min sea level (b) 1200 TECs, change in max sea level
(c) 100 TECs, change in min sea level (d) 100 TECs, change in max sea level
Figure 6.20: Maps showing the change in the extremes of surface elevation of each cell
at any time during an M2 cycle as a result of extracting power from Lashy
Sound at the southern TEC fence location. Spatial coordinates are in metres,
referring to UTM Zone 30N.
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many more turbines to achieve this (see Figure 6.17a & Table 6.6). The difference
in the number of TECs required is unsurprising, because the southern position is
wider — hence we expect a greater rotor area to be needed to achieve the same
blockage.
The small difference in maximum yield is potentially of interest. From a theoretical
perspective the narrower channel and faster flow at the northern location should
give a higher power:thrust ratio, and hence a greater maximum yield.∗ However,
the presence of the small channel should permit flow to bypass the tidal fence and
thus reduce the yield. It is tempting to conclude that these two effects nearly
balance out, giving the similar maximum power values that were found. However,
the method adopted for laying out the turbines did not place any in water shallower
than 7m, hence permitting some horizontal bypass at the sides of the channel. Due
to differing channel cross-sections at the two locations, the two TEC fences have
different amounts of open space at either end, which may have at least as much
influence as either of the effects already discussed. It is, then, not possible to make
any firm conclusion about the superiority of either location from the perspective
of available output — although economic considerations would undoubtedly make
the northern one more favourable due to the lower number of TECs required. With
hindsight, it would have been better to have no minimum depth for turbines.
The maximum yield of the channel has been identified as approx. 120MW peak
power. While extracting this level of power is very unlikely to be practicable, this
does indicate that the planned 30MW development is likely to be feasible.
In these simulations, the maximum power obtainable from the channel is achieved
with a reduction in transport of 20%. This is well outside the range of 29–42% that is
given by the simple analytic model of Garrett and Cummins (2005) (hereafter GC05),
and substantially below figures that have been identified by numerical modelling
for the Goto Islands (Chapter 5) and the Pentland Firth (Draper et al., 2014b;
O’Hara Murray and Gallego, 2016).
Part of this discrepancy is due to the presence of bypass flow around the ends of
the simulated TEC array where the water is too shallow for the minimum rotor
diameter that was specified. Part may also be due to the GC05 model not being
fully applicable.
A limitation that Garret and Cummins noted in their model was that it did not
allow for the driving head across a channel to change as a result of energy extraction.
This is a valid assumption for their scenario of a single channel connecting two large
∗This is because the number of TECs that gives maximum yield is determined by the combined
thrust of the fence, which varies with the square of the flow speed, while the power available per
unit of rotor area varies with the cube of the speed.
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basins, but does not hold for the more complex situation studied here. In fact surface
elevations near to the northern mouth of Lashy Sound, and within the southern part
of Eday Sound, are predicted to change by 2–8 cm at some stages of the tide in the
maximum yield scenario. The complexity of the surrounding archipelago may also
mean that, even when the model is driven with only the M2 tidal constituent, Lashy
Sound itself experiences more complex forcing.
6.6.2 Effects of energy extraction
Roughly doubling the power extracted (from M2 only) from 33MW to 61MW
involves a 12-fold increase in the area of turbines required in the southern location,
with a similarly disproportionate increase in environmental impacts (Figure 6.17a).
The difference at the northern fence location is similar. It is clear that reaching the
maximum yield of any channel, as well as being impractical from an engineering
perspective, is likely to be both environmentally and economically prohibitive.
The environmental changes predicted from the lower 33MW output scenario in Lashy
Sound are small (Figures 6.18b, 6.19b, 6.20c, & 6.20d), and the effect on maximum
transport is less than 1.5%. Since a realistic array would spread its thrust less evenly
across the channel than the continuous fence arrangement modelled here, it would
lose more power to wake mixing (Vennell, 2012). This means that the total power
lost from the channel, and hence the impacts predicted here should be seen as lower
limits. Nevertheless, this investigation suggests that the environmental impacts of
an array of the scale of that which is proposed would be small, and hence probably
acceptable to regulators.
6.6.3 Limitations & Further work
Small discrepancies were encountered in validation at Lashy Sound ADCP Site
1, which were thought likely to relate to the output jet of the constriction at the
northern mouth of the channel. It would be useful to obtain spatial data, such as
could be supplied by a series of transects with a vessel-mounted ADCP, to understand
the shape and extent of this jet and test whether MIKE 3 correctly predicts its shape
and location. Such a survey might also shed light on the more severe difference
between measurements and predictions at Site 3.
With more time and computing resources it might be worthwhile to perform a mesh
sensitivity study around this same jet, and additionally in the subchannel to the west
of the Calf of Eday. At present this subchannel has very little transport. This may
be correct, since it is relatively shallow and very narrow, but it may also be that the
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model does not have sufficient resolution to behave realistically in such a small channel.
After confidence was gained in the ability of the mesh to model this subchannel, it
would be interesting to test the response of the main channel to alterations in the
small channel (e.g. at the simplest level, blocking or unblocking it). This and the
findings in Goto could help to move towards a more general understanding of the
interactions of multiple channels and tidal energy extraction.
6.7 Chapter conclusions
In this chapter a new 3D hydrodynamic model of the Pentland Firth and Orkney
Waters area was developed to study the area around Lashy Sound. Validation
showed good general performance at two out of three sites, although there was an
unexplained overprediction of the highest flow speeds. Discrepancies in amplitude
were encountered at the third site.
Simulations using only the M2 tidal constituent indicate that the maximum yield
available from Lashy Sound, using unrealistically large numbers of turbines that
form a nearly complete fence, is a mean power of 23MW with a peak of 61MW.
This is achieved with a reduction in volume transport of 20%. A mean power of
10MW and peak of 33MW, similar to the array that is planned in the strait, can
be achieved with a 1.5% reduction in transport. Using all tidal constituents, the
unrealistic maximum yield is predicted as approx. 27MW mean and 120MW max
power.
These powers will be underestimates of the maximum values, because some bypass
flow was permitted in shallow water at the sides of the channel. A realistic 30MW
array would lose more energy to wake mixing than the continuous fence arrangement
modelled here, and would hence cause a slightly greater reduction in transport for
the same power output.
In the 61MW scenario very small environmental impacts are predicted over a wide
area, and increases in maximum sea level of up to 15 cm within Lashy Sound are
estimated. We emphasise that this scenario is a hypothetical one which is very
unlikely to be realised.
In the 33MW scenario significant effects do not extend beyond Lashy and Eday
Sounds. Changes to the flow patterns within Lashy Sound would have modest effects
on bed stress in the area, and an increase in maximum sea level of up to 2 cm is
predicted on the coasts of Eday and Sanday close to the development site.
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6.8 Further development
The work in this chapter was heavily constrained by the remaining time in the
investigator’s studentship. The original intention had been, after building the new
model, to compare it to a small-domain, high-resolution, quasi-steady-state CFD
model that had been made available by Scotrenewables. This would have enabled
testing of the MTMC correction against CFD, and would also have permitted
investigation of the best methods for using these two types of models together in a
complementary fashion. Some very early work towards this goal may be seen in a
poster from 2014 (Waldman et al., 2014), but it was never progressed further.
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Chapter 7
Discussion & Conclusions
In this final main chapter, selected conclusions from the previous four chapters will
be brought together and overall observations made. In many cases only the methods,
and not the specific quantitative conclusions, are generally applicable. Therefore,
values such as the maximum yield of a specific channel will not be repeated here, and
the interested reader should refer to the relevant chapter’s conclusions section.
7.1 Modelling practice
The goals of this project, as stated in the introduction, were:
1. To establish whether existing commercial software can be used to predict the
regional-scale effects of tidal stream energy extraction, and what the best
practice is for using such software for this purpose.
2. To improve upon this state-of-the-art where practicable.
3. To test and demonstrate this best practice, and the improvement made, in a
real-world scenario.
Chapters 3, 5 and 6 demonstrated that regional-scale flow modelling can provide
valuable insight into both the large-scale energy potential of a channel and the mid-
to far-field environmental effects of removing that energy. However, it is clear that
models at this scale should not be relied upon for fine-scale detail. More generally, it is
evident that all model predictions must be treated with caution: a model necessarily
includes errors, and its outputs must be interpreted in line with an understanding of
its validation and of the physics that it does and does not include.
The answer to the question in the first goal, then, is “yes”: all of the observations in
the last paragraph apply to commercial software such as MIKE 3 and Delft3D. At
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the time of investigation, MIKE offered better facilities for representing tidal turbines
than Delft3D, but both could produce acceptable results for the devices considered
here. Delft3D has particular limitations for turbines that yaw, as well as (because of
the fixed location of TECs with respect to model layers) for any scenario where the
vertical location of energy extraction is particularly important. To the best of my
knowledge, no commercial package currently allows floating turbines to be modelled
correctly, with realistic vertical positioning throughout the tidal cycle.
The representation of tidal turbines as momentum sinks is effective in three different
models that use three different numerical schemes. Some confidence in its accuracy is
gained from its agreement with the Garret & Cummins model in Chapter 5. However,
no comparison of large-scale energy extraction with full-scale measurements has been
possible, to date, because there is no array of sufficient size in the water. The next
phase of the Meygen project may have enough scale to start to compare far field
effects with models, and it is to be hoped that a measurement programme will be
put in place around this array.
The very high variation in current speed that can exist over short distances (Godin,
1983; Polagye and Thomson, 2013) presents a particular challenge for the validation
of currents in regions of fast flow; a mis-prediction of the location of a fast current
by a matter of tens of metres (i.e. just one mesh element) may result in a dramatic
difference between predictions and measurements. Given discrepancies between
model and measurement in Chapters 3 and 6, it seems likely that MIKE does not
simulate “jets” downstream of constrictions correctly; it appears to have a tendency
to overpredict their speed, which — given the need for conservation of mass — may
indicate that it underpredicts their width. Further investigation of the shape of
these jets, using transects of a vessel with a downward-facing ADCP, would help to
verify this hypothesis and improve understanding of the hydrodynamics of such flow
structures.
It is clear that the use of a single value of bed resistance at every point in a model is
incorrect. While attempts have been made in the past to vary the bed resistance
according to bottom type, in areas such as the Pentland Firth it is likely to be
drag from bedforms, rather than the material surface, that dominates the overall
effect (Nash and Moum, 2001; Warner et al., 2013), and with the exceptions of some
specific cases such as sandwaves, the effects of bedforms at coastal scale are poorly
understood. It seems likely that bedform resistance will vary with the speed and
direction of current. A multi-scale research approach, starting from CFD and tank
testing, could work towards a better parameterisation that could be used in regional
models.
The “MTMC” package developed in Chapter 4 provides an improvement in the
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accuracy of thrust in high-resolution shallow water models, fulfilling the second goal
above. At present there is no way to obtain turbine power (as opposed to power
removed from the flow) from the software, but the theory needed to estimate it
is understood. Implementing this calculation, for MIKE or for other models, is a
potential avenue for future work. Implementation of a similar correction in FVCOM
would be valuable, as would extending the code, if practicable, to allow for more
than one turbine per cell.
The development of MTMC fulfills the second goal above. The third goal has been
partially completed, in that current best practice has been demonstrated in a number
of different models. However, at the time of writing MTMC has not yet been tested
in a real-world scenario, due to its inability to handle multiple TECs in a single mesh
element.
7.2 Resource assessment & effects of energy ex-
traction
The technique used in Chapters 5 and 6 to estimate the maximum possible yield from
a channel works well, and could be accomplished equally well with a two-dimensional
model. For evaluation of realistic TEC layouts, however, it has been shown that 3D
modelling is required, because 2D models cannot simulate the water diverting above
and below the rotors.
This may present a difficulty for commercial use, because 3D modelling is substantially
more computationally expensive — and while computing power is cheaper now than
at any time in the past, the need to evaluate a number of different array locations or
layouts will still make it impractical in many circumstances. It could be useful to
investigate whether a theoretical or empirical “rule of thumb” could be developed
to allow a 2D model to be used and then corrected to allow for vertical bypass
effects.
An interesting result from Chapter 3 is that in some areas of that model, the greatest
change in bed stress from energy extraction is found not in line with the tidal array,
but where the bypass flow is accelerated. This is of relevance when considering the
receptors that may be affected by a development.
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7.3 Multi-channel interactions
Chapter 5 highlighted that interactions between multiple channels are not dictated
entirely by their relative impedances, but also by their geometry, in particular in
relation to the potential gradient created by the hydraulic head. There is scope
for further work to understand, in a general sense, how any given set of channels
will behave. For example, in a situation such as that in Goto where channels open
directly into an ocean, how far apart must their mouths be to avoid significant
interactions?
Chapter 6 suggests that tidal flows in Orkney’s North Isles are complex, and do
not conform to either a single-channel model or one of multiple parallel channels.
Further investigation of this region, perhaps using drifters and accurate sea surface
elevation measurements to provide ground-truth, would be interesting.
7.4 Policy implications
Although this work has been focused on modelling methods, and is not intended
to cover policy with any rigour, two interesting points are raised that have policy
implications.
Firstly, when multiple tidal arrays from different companies are likely to be involved
in fully exploiting a large channel such as the Pentland Firth, how can these be
planned for optimal results? Since the arrays will affect one another, it seems likely
that some form of central planning and coordination will be necessary to determine
how much energy extraction is installed in what locations. Moreover, one array ‘A’,
built by one company, may only reach its full potential once another array ‘B’, built
by another company, is complete. However, when A’s prospective owner must make
its investment decision, there is no guarantee that array B will be built at all.
Secondly, at the consenting stage, tidal arrays are authorised for a maximum name-
plate capacity (e.g. “Company X may build an array in this location with a capacity
up to 50MW”). However, when it comes to environmental impact, and effects on
other developments, it is not the electrical generating capacity that is important, but
the power that is removed from the flow. It could hence be argued that the wrong
thing is being controlled. Water supply companies have authority to remove a certain
volume of water from a river per day, but what happens at present with tidal energy
is analogous to authorising them to deliver a certain amount to consumers, paying no
heed to leakage on the way. It would surely be better to authorise a certain rate at
which energy could be removed from the channel. However, it is not currently clear
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how this could practically be measured, especially in a way that would be sufficiently
certain to use in court in the event of a dispute.
7.5 Further work
A number of opportunities for further work have been identified above. Here, they
are summarised in a single location.
• Investigation of “jets” in the flow downstream of constrictions, comparing
models and vessel-mounted ADCP surveys.
• A “bottom-up” investigation of bedform drag at the scales common at marine
energy sites, using high-resolution CFD models of bedforms.
• Further development of the MTMC package to cope with multiple turbines
per mesh element, and to provide outputs giving both the power removed at
the rotor and the total power removed from the flow. Implementation of the
same functionality in FVCOM or other models.
• Investigation into any means of correcting a 2D model to account, perhaps
approximately, for the effects of vertical flow diversion, in order to allow
accurate results without the computational expense of 3D modelling.
• Further investigation into the effects of channel geometry on inter-channel
interactions.
• Further investigation, including measurement, of flows around Orkney’s North
Isles.
• Consideration, from a policy perspective, of how multiple tidal energy develop-
ments may be planned optimally when they will affect one another.
• Consideration of any reliable and practical (although not necessarily precise)
means of measuring the power that is removed from the flow by a TEC array.
7.6 Advice for modellers in industry
In this short section I collect useful learning for practical modelling by tidal de-
velopers or their consultants, taken from throughout the thesis. These people are of
course experienced professionals, but may not have previously applied their skills to
predicting tidal resource or the effects of its extraction.
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Which models?
All three of the models used in this thesis are capable of acceptably modelling tidal
energy extraction at regional scale. MIKE 3 currently has the best facilities and
Delft3D the worst, but all will give acceptable results and the choice can reasonably
be guided by other factors such as staff familiarity and license availability. There are
some caveats to this:
• In the version tested, it was not possible to correctly model a weathervaning tur-
bine (i.e. one that yaws to collect power in any direction) in Delft3D. Conversely,
it is not currently possible to correctly model a fixed, non-weathervaning, tur-
bine in FVCOM, as the turbine implementation there applies the same thrust
to flow from any direction. Either is fine in MIKE 3.
• In the versions tested, none of the models were able to represent floating
turbines in their correct vertical positions as the water level rises and falls. In
areas with small tidal ranges this will be of limited concern.
Modellers who need to add large numbers of turbines to MIKE 3 may wish to avail
themselves of the MATLAB script described in Chapter 3, which has been tested
with up to a thousand turbines and is far less tedious than setting them all up in
the GUI.
The importance of 3D
Chapter 5 highlighted the importance of using three-dimensional models to estimate
tidal resource, especially in scenarios with high blockage. This is because a 2D
horizontal model is unable to represent diversion of flow over and under the turbines,
and hence will tend to overestimate the extractable power.
Given the computational expense of 3D models, it may be helpful to explore options
in 2D and then use 3D for promising candidates.
Open boundaries
Open boundaries should be placed far from the area of interest. While this is true
for all models of this type, it is especially important for simulating tidal energy
extraction because the aim is to introduce changes in the model that are not present
in the global model used to provide the boundary forcing.
The use of radiative or transmissive boundary conditions may reduce the domain
size that is necessary.
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Grid / mesh resolution for modelling turbines
In general a higher resolution is better, and ideally there should be a maximum of
one turbine per cell and one empty cell between any pair of turbines. However, this
is rarely practical except for very sparse arrays. If more than one turbine per cell is
used, the modeller should bear in mind the likelihood of an overestimate of power
and thrust due to the model’s inability to account for array effects.
Modellers should also be aware of a “danger zone” in mesh scales smaller than approx.
100m, where predictions of thrust develop a mesh dependency unless corrected. See
Chapter 4 for details and for a correction for MIKE.
Predicting changes in bed stress
One of the important physical parameters when performing modelling in support of
an environmetal impact assessment is likely to be changes in bed stress. As noted in
Chapter 3, absolute values for bed stress are strongly dependant on the value of bed
resistance in the model, and bed resistance is conventionally set through a rather
insensitive calibration process. It may therefore be best to avoid reliance on absolute
values, but instead to compare the values before and after tidal turbines are added
so as to answer the important question of how conditions will change.
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Appendix A
MIKE sensitivity study
This Appendix relates initial testing conducted with the MIKE 3 model at an early
stage of the studentship. Were it to be repeated now the author would retain depth-
resolved information, instead of depth-averaging, to better understand any effects
of bed resistance or the number of layers on the vertical velocity profile. This work
produces no new scientific insight, but is presented here simply to document the work
done and to allow reference to be made from the main text.
An early version of the MIKE model that was later enhanced for use in Lashy Sound
was used to test MIKE’s sensitivities to various configuration options. The mesh
is shown in Figure A.1. Model outputs were evaluated by comparison of water
level against the UK Tide Gauge Network tide gauge at Wick, and comparison
of depth-averaged current speed predictions against the three ADCPs shown on
Figure 3.7.
A.1 Bed resistance
Bed resistance is commonly used as a calibration parameter, and such an approach
was explored here. The simulation was run for seven days of model time, and the
first three days were discarded as spinup. The current speeds from the model results
were modified with a 10-minute centred moving average, to match the ensemble
period of the ADCP observations. Both observed and simulated speeds were then
depth-averaged.
The root mean square error (RMSE) and mean error (ME) between the predicted
and observed values were calculated for each bed resistance value at each site. A
graphical plot was made of the data from the final two days (reduced from four days
to improve legibility). These results may be seen in Table A.1 and Figure A.2.
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Figure A.1: Mesh and bathymetry of the PFOW model used for testing.
ks value 0.6m 0.8m 1.6m 2.0m 2.5m 3.0m 3.5m
Site 1 RMSE 0.322 0.297 0.251 0.242 0.238 0.239 0.242
Site 1 ME 0.0754 0.0473 -0.0252 -0.0502 -0.0761 -0.0981 -0.117
Site 2 RMSE 0.368 0.336 0.278 0.270 0.270 0.275 0.285
Site 2 ME 0.0991 0.0626 -0.0341 -0.0679 -0.1030 -0.1328 -0.159
Site 3 RMSE 0.361 0.343 0.320 0.321 0.328 0.337 0.347
Site 3 ME -0.0411 -0.0691 -0.1439 -0.1704 -0.1982 -0.2218 -0.243
Table A.1: Root Mean Square Error and Mean Error statistics for different bed resistance
values. Values closest to zero are highlighted in bold. All values are in metres
per second.
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Figure A.2: Final 2 days of 7-day runs at a range of uniform bed roughness height values,
showing depth-averaged current speed over time.
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It is clear that higher bed roughness heights result in lower current speeds, as
expected. Based on Table A.1, a value of 1.6–2.5m would be selected. It is worth
noting, however, that different values for bed roughness give the best match to
measurements at different locations.
A.2 Other options
The MIKE model was tested for sensitivity to a number of configuration options.
The results of this testing informed modelling work in MIKE for the remainder of
the project.
A.2.1 Method
The model was run for 7 days, with the first three days discarded for spinup. The
timing was chosen so that the remaining four days would include spring tides.
Initially a baseline run was performed, using the settings that had been used in
the model up to this point (mostly defaults). Further runs were completed as
follows:
‘noslip’ Land boundary condition: MIKE offers a choice for land boundaries:
mesh elements adjacent to the boundary can be set to have zero velocity normal
to the boundary but not impede flow parallel to it (the default), or to have zero
velocity in all directions (‘noslip’). The latter is likely to be more appropriate
for very high resolution models, in order to simulate friction from the shore.
The baseline used zero normal velocity, and this run used zero total velocity.
Flooding & drying: For this run, MIKE’s flooding and drying module was turned
off. To allow this, it was necessary to set a “minimum depth” such that no
part of the model dried out. Any depths of less than 2.4m were automatically
increased to 2.4m This value was derived from the minimum level predicted at
Kinlochbervie in the baseline case.
k- turbulence model: The baseline run used the minimal ‘algebraic’ turbulence
closure system to determine vertical eddy viscosity — i.e. no turbulence sub-
model, and assumption of a logarithmic shear profile. This run enabled the ‘k-’
turbulence model, which solves additional transport equations for turbulent
kinetic energy (TKE) and dissipation of TKE. The k- model has a number of
configurable parameters, which were left at their default values.
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Vertical layers: The baseline run used ten vertical layers in the mesh. Additional
runs were conducted with five and with twenty layers.
Tidal forcing: For small model domains, it is reasonable to assume that the direct
gravitational effects of the sun and moon that are experienced by the water
in the model are negligible, and that the model can purely be driven by tidal
forcing at the boundaries. For larger domains, such as global models or full
ocean basins, it is clearly necessary to include direct tidal forcing. Advice from
DHI was that the size of this domain was near the threashold of when these
effects become significant (personal communication with Suzie Clarke of DHI,
2013).
For the baseline model, no direct tidal forcing was included. For this version,
tidal forcing was included using 11 astronomical constituents.
In each case the following measures of agreement were calculated:
• Root mean square error (RMSE)
• Mean error (ME)
• Skill, using the baseline run as the baseline for which Skill = 0 (see Section 2.2.1
for an explanation of this statistic)
A.2.2 Results & discussion
Table A.2 shows the time taken for the model to run in each case. Minor variations
in the runtimes are to be expected, as unpredictable background processes will
have taken place on the PC. However, the k- and 5/20 layer runs show significant
differences in speed to the base case. This is expected, as the k- model must solve
additional transport equations, and the number of layers in the model has a direct
Model run Elapsed time (sec) Elapsed timeBaseline time
baseline 45 594 —
noslip 43 269 0.95
no flooddry 42 111 0.92
k- 77 439 1.70
5 layers 22 381 0.49
20 layers 74 944 1.64
tidal forcing 46 519 1.02
Table A.2: Table of model runtimes for sensitivity testing. All models used identical input
paramters except for the changes being tested. All were run on an otherwise
unloaded 4-core Intel i7 PC.
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Model run RMSE (m) ME (m) Skill
baseline 0.0589 −0.002 93 —
noslip 0.0585 −0.002 95 0.0110
no flooddry 0.0590 −0.002 94 −0.0054
k- 0.0585 −0.002 93 0.0133
5 layers 0.0595 −0.002 96 −0.0199
20 layers 0.0587 −0.002 93 0.0056
tidal forcing 0.0590 −0.002 90 −0.0047
Table A.3: Table of sensitivity testing results for water level
effect on the scale of the computational problem. Tables A.3 & A.4 show the results
of comparing the models’ predictions to measurements as described above.
From examining the skill scores, it appears that the model — at least in the areas
at which we have measurements to compare against — is insensitive to most of the
options tested. The only cases giving skill scores of more than ±0.05 are ‘noslip’,
the choice of turbulence model, and the number of layers.
Caution is required with the ‘noslip’ result, because the model was known to be
overpredicting velocities at the time. Given this, a change that increased the resistance
to the flow — in this case at the land boundaries — might be expected to improve
the match to measurements regardless of whether it was an appropriate change for
the model.
In this test, enabling the k- turbulence closure model (TCM) gave slightly better
matches to observations of water level, but slightly poorer matches for current speed.
As such it is difficult to conclude an overall cost or benefit in terms of results. More
rigorous testing of the same options in Delft3D by Baston et al. (2013) showed that
the choice of TCM makes very little difference to current speeds in that model. Were
we using a baroclinic model and thus considering the potential for stratification, it
may be that the representation of turbulence could have an effect on mixing, but
testing this was outside the scope of this work. Since the use of the k- TCM has
little effect and carries a dramatic computational cost, it was disabled for future
modelling work.
Using fewer layers gives a very slightly worse match to observations, and using
more layers gives a very slightly better match. It is unsurprising that an increase in
vertical resolution gives results that better match observations, as the model is able
to represent processes in the water column in finer detail. The change seen is small,
with a decrease in the Mean Error of less than 0.04m s−1 at all sites. However, it
should be remembered that this very brief study has used depth-averaged velocities,
which could mask improvements in specific parts of the water column.
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Appendix B
Preparing bathymetry for
MIKE
Thanks to modern multibeam echo sounder (MBES) surveys, bathymetry data is
usually available at a much higher resolution than that of the model grid. Some
thought is required on the best way to get from this dense cloud of information to
that which is needed for the model.
For a structured grid such as that used by Delft3D (or for MIKE’s non-flexible-mesh
versions), the best way to prepare the bathymetry is relatively obvious: if one takes
the mean of the data points available in each cell, one can reasonably claim to have
a representative value for the depth of that cell. With an unstructured mesh for a
finite volume model this is less clear. Depths are specified not for the mesh elements
(cells) but for the nodes, and so one depth value can influence — but not completely
control — a number of elements.
During the process of preparing the mesh it is likely to change a number of times,
and hence it is convenient to allow MIKE’s built-in interpolation routine to handle
the final interpolation onto the mesh nodes. A summary of the technique used by
this interpolator is given below. It appears to be a sensible approach for sparse
bathymetry. However, when the bathymetric data set is of much higher resolution
than the model mesh (e.g. MBES bathymetry at 2m resolution and a model with
element sizes of 100m or more), it will only consider a very small area around each
node — just a few metres in the example given — and thus cannot be considered to
be representative of the depth of any of the surrounding triangles.
Therefore, it is desirable to adopt a two-stage process where the quantity of data is
reduced first and then supplied to MIKE’s built-in routine.
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B.1 Summary of MIKE interpolation technique
MIKE uses an interpolation technique known as “Natural Neighbour”, first developed
by Sibson in the 1980s. A good explanation is given by Ledoux and Gold (2005),
but a brief summary follows:
Given a set of points, the Voronoi cell corresponding to a point is the area which is
closer to that point than to any other point in the set. A Voronoi diagram (also called
a Voronoi tessalation) shows these cells, computed for every point in the set. Consider
two Voronoi Diagrams: an initial one for the set of available bathymetric points A,
and a second one for the union of that set with the target point for the interpolation
p. The “natural neighbours” of point p are the points in A whose Voronoi cells have
had area “stolen” by the additional cell when p was added. The weight that should
be given to each of the natural neighbours is equal to the proportion of the area of
p’s cell that was occupied by that neighbour’s original cell. This is illustrated by
Figure B.1.
It has been shown that natural neighbour interpolation performs better for irregularly
distributed data than conventional techniques (see references from Ledoux and Gold
(2005)), and this can easily be explained intuitively: In Figure B.1, because the
available data are denser to the north-east of the target point than in other directions,
a simple inverse distance weighting would have given disproportionate weight to this
area. As can be seen, a natural neighbour weighting does not do this. However,
the Natural Neighbour algorithm does not look beyond the nearest ring of points,
so if it is supplied with a very high resolution data set the area considered in the
interpolation will be very small.
B.2 Initial reduction of high-resolution bathymetry
When reducing the full-resolution bathymetry to an intermediate resolution, the
objective is that each new data point should be representative of the area around it.
An appropriate method for evenly-spaced data is to reduce to a new bathymetric grid
where the depth for each cell is the mean of the depths of all points within that cell.
Simple tools that sieve or sample from the high-resolution bathymetry, while less
demanding to run, carry a risk of providing an unrepresentative output. Care should
be taken in areas of uneven point spacing, for the reasons given above, but because
the aim here is to reduce very high resolution data to a more manageable density,
bias introduced by using a mean across changes in resolution should be confined to
a very local area. With datasets where point density and depth are related (e.g. if
shallower areas have higher resolution) then additional measures may be required to
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Figure B.1: Illustration showing the Voronoi Diagram of the original points (black lines)
with the “new” cell belonging to the target point superimposed in purple. The
numbers and the green circles around each point represent the weight given
to each neighbour. Note that these sum to 1.
Diagram from Wikimedia Commons, user “Markluffel”, licensed under Cre-
ative Commons Attribution-Share Alike 3.0 Unported Lincese. (Wikipedia,
2013)
avoid a systemiatic bias. This project did not involve such data.
In order not to lose excessive detail in the final interpolation, the bathymetry supplied
to MIKE must be at a higher resolution than the mesh itself. However, the resolution
supplied to MIKE also determines the extent of the area around each node that is
considered when determining that node’s depth (see above); the area considered will
be approximately equal to the area within the closest ring of bathymetry points
around the node. This implies that the intermediate resolution should not be very
much more than the resolution of the mesh.
A further limitation is introduced by the maximum number of data points that the
MIKE interpolator can handle. The version used for this project used 32-bit code
and was unable to process very large numbers of points.
It is unlikely that the number of points required for the resolution of the finest parts
of the mesh can be supplied for the whole domain without exceeding the maximum
number of points. Additionally, the desired resolution will vary across the domain as
the scale of the mesh elements varies.
For both of these reasons it may be necessary to reduce the bathymetry to different
resolutions for different parts of the model domain, and there is no single clear answer
for the optimum intermediate resolution to use.
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Appendix C
Selected peer-reviewed content
written during the studentship
During my studentship I was lead author on four peer-reviewed outputs — two
journal articles and two conference papers. These are reproduced here. The four
papers approximately correspond to the four main chapters of this thesis, and thus
there is substantial duplication. The differences between the chapters and the papers
are in some cases due to the parts of the work in the papers that were by other
authors (which are omitted or summarised in the thesis), and in some cases due to
further work that I completed after the papers’ acceptance. More information on
the correspondence between publications and chapters may be found in Section 1.5.
Non-peer-reviewed publications, or those on which I was a minor author, are not
included but are listed below.
The four publications included here are,
1. Waldman S, Baston S, Nemalidinne R, Chatzirodou A, Venugopal V, Side
J (2017). “Implementation of tidal turbines in MIKE 3 and Delft3D models
of Pentland Firth & Orkney Waters”. Ocean & Coastal Management. DOI
10.1016/j.ocecoaman.2017.04.015.
Also included is an erratum to the above, submitted but not yet published.
2. Waldman S, Genet G, Baston S and Side J (2015). “Correcting for mesh size
dependency in a regional model’s representation of tidal turbines”. European
Wave & Tidal Energy Conference (EWTEC) 2015.
3. Waldman S, Yamaguchi S, O’Hara Murray R, Woolf D (2017). “Tidal re-
source and interactions between multiple channels in the Goto Islands, Japan”.
International Journal of Marine Energy. DOI: 10.1016/j.ijome.2017.09.002
4. Waldman S, Side J, Woolf D (2017). “Numerical investigation of tidal resource
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& far field effects in Lashy Sound, Orkney”. European Wave & Tidal Energy
Conference (EWTEC) 2017.
Other publications in which I have authorship are,
• Baston S, Waldman S, Side J (2014). “Modelling energy extraction in tidal
flows”
Position Paper, output of the TeraWatt UKCMER Grand Challenge project.
Rev. 3.1 issued October 2015. (not formally peer reviewed)
• Gallego A, Side J, Baston S, Waldman S, Bell M, James M, Davies I, O’Hara
Murray R, Heath M, Sabatino A, McKee D, McCaig C, Karunarathna H,
Fairley I, Chatzirodou A, Venugopal V, Nemalidinne R, Yung TZ, Vögler A,
McIver R, Burrows M (2016), “Large scale three-dimensional modelling for
wave and tidal energy resource and environmental impact: Methodologies for
quantifying acceptable thresholds for sustainable exploitation”.
Ocean & Coastal Management. DOI: 10.1016/j.ocecoaman.2016.11.025.
• Neill S, Vögler A, Goward Brown A, Baston S, Lewis M, Gillibrand P, Waldman
S, Woolf D (2017), “The wave and tidal resource of Scotland”.
Renewable Energy. DOI: 10.1016/j.renene.2017.03.027.
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a b s t r a c t
As part of the Terawatt project, two regional-scale hydrodynamic models of the Pentland Firth & Orkney
waters were developed using unaltered commercially-available software (MIKE 3 and Delft3D), in order
to investigate the suitability of such software for predicting the effects of tidal stream energy develop-
ment. Realistic scenarios for tidal energy extraction were implemented in each, and the predictions of the
models with and without turbines compared. Similar predictions were made of depth-averaged current
speed (spatial correlation of R2 ¼ 0:95), but bed stress in one model was more than double that in the
other due to the use of different values for bed resistance. The effects of energy extraction are consistent
between the models at a regional scale but show considerable local differences. We conclude that these
model codes are suitable for broad-scale assessment of the effects of energy extraction but that caution,
and more detailed survey data, is required at ﬁne scales.
© 2017 Elsevier Ltd. All rights reserved.
1. Introduction
Tidal energy convertors (TECs) remove energy from the envi-
ronment, for conversion into electricity. As a consequence, the ki-
nematics of tidal currents will be altered and some change in the
hydrodynamics of the local environment is inevitable. Regulatory
authorities are required to understand the extent of such effects on
speciﬁc receptors in order to determine whether they are accept-
able, and hence the prediction of these effects is essential to any
consenting process that will approve tidal energy developments
(Side et al., 2017).
While direct analytical techniques can approximate the hydro-
dynamics of simple channels with idealised energy extraction (e.g.
Garrett and Cummins, 2005, 2007), a numerical modelling
approach is required to predict the effects of realistic TECs in real-
world sea areas such as the Pentland Firth and Orkney Waters
(PFOW). Tidal currents have previously been simulated in the
North-West European shelf seas using a number of different
regional-scale models including SUNTANS, ADCIRC, Fluidity, ROMS,
and MIKE (Baston and Harris, 2010; Draper et al., 2013; Martin-
Short et al., 2015; Neill et al., 2014; Fairley et al., 2015). A recent
review article by Neill et al. (2017) gave a good summary of recent
work on the tidal resource of Scotland using the results of models
such as these.
The TeraWatt project (Side et al., 2017), of which this work
formed a part, aimed to identify best practice methods for pre-
dicting the regional-scale effects of tidal energy extraction which
could be used by industry and regulators. The project received
strong guidance from industrial stakeholders that only unaltered,
reputed andwell-tested commercial software could be used for this
work if the results were to be accepted by investors. We were
advised of a perception amongst investors that open source code
cannot be trusted unless backed with the reputation of a trusted
commercial organization. Many of the academic codes mentioned
above were deemed unsuitable on this basis, and based on guid-
ance from industry two three-dimensional modelling suites were
selected: MIKE 3 by DHI,1 and Delft3D-Flow by Deltares.2 Both of
these packages are already in extensive use commercially.
Demonstration models of the PFOW area were developed
separately in the two suites by different teams, according to the
* Corresponding author.
E-mail address: simon@simonwaldman.me.uk (S. Waldman).
1 http://www.mikepoweredbydhi.com/.
2 https://www.deltares.nl/en/software.
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capabilities of each. No attempt was made to match parameters
between the models, as this approach would be unavailable to a
developer or consultancy with access to only one software package.
Rather, an emphasis was placed upon evaluating the differences, in
both methods and results, between the two systems. Others in
TeraWatt are developingmethods for predicting changes to benthic
ecology, which will be published separately, and time series of
current speed and sea bed shear stress predicted by these models
were provided to them as input data.
1.1. Overview
The structure of this paper is as follows: First we give a brief
description of the area of the study and of the available observa-
tional data. Next, the two models are described, their predictions
without turbines compared, and the differences discussed. Details
are then given of the implementation of tidal turbines in each
model, and predictions of the effects of the turbines are examined.
Finally, we discuss implications for industry and regulators.
1.2. Description of the area of the study
Orkney is a group of islands separated from the north coast of
Scotland by the Pentland Firth. The Pentland Firth is approximately
20 km long and 10e15 km wide (see Fig. 1).
The tides in the area are predominantly semidiurnal, and there
is a phase difference of 50e60 from one side of Orkney to the
other, equivalent to a time difference of approximately 2 h between
highwater on the Atlantic and North Sea coasts (Easton et al., 2012).
This results in a difference inwater level across the archipelago, and
thus strong currents in the Pentland Firth and other channels due to
hydraulic forcing. In the constrained area between the isles of
Stroma and Swona, the current speed regularly exceeds 4.5 m s-1
(UK Hydrographic Ofﬁce, 1986).
In addition to the Pentland Firth, a second channel is of interest:
this passes through the North Isles of Orkney and is formed of
Westray Sound, the Fall of Warness, and Stronsay Sound.
1.3. Available observational data
Limited observational data is publicly available for the area.
Observations from four sources were used for calibration and
validation purposes, the locations of which are described in Table 1.
The locations of the ADCPs are shown on Fig. 1 (the tide gauges at
Wick and Kinlochbervie lie outside the bounds of this map). Tide
gauge data was obtained from the Delft3D Dashboard utility (van
Fig. 1. Map showing part of the Pentland Firth and Orkney Waters. Black points show the locations of the ﬁve ADCPs used for calibration & validation: three in the centre of the
Pentland Firth (labelled PF), one in the Inner Sound (labelled IS) and one in the Fall of Warness (labelled FoW). Coloured polygons show the areas in which tidal turbines were
simulated. Inset map shows location of the area within the North-West Europe region. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to
the web version of this article.)
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Koningsveld et al., 2013). Data at the three Pentland Firth ADCP
locations was collected by Gardline in 2001 (UK Maritime and
Coastguard Agency, 2001). Visual inspection of the envelope of
the springs/neaps cycle, as reported by these ADCPs, suggests that
velocities at peak springs may be clipped. ADCP data at the Fall of
Warness test sitewas purchased from EMEC. Raw data for the Inner
Sound was not availible at the time of writing, but the phases and
amplitudes of constituents were sourced from Gillibrand et al.
(2016).
2. The models
2.1. MIKE 3 model
The three-dimensional MIKE 3 Flow Model FM (Flexible Mesh)
system (2012 version) was used for this study. The MIKE FM
modelling suite is based on a cell centred ﬁnite volume method,
with an unstructured mesh to permit accurate representation of
complex coastal areas. The momentum equations used are the
incompressible, Reynolds averaged form of the Navier-Stokes
equations, using hydrostatic pressure and the Boussinesq
assumption as to the representation of turbulence by eddy vis-
cosity. Horizontal eddy viscosity is represented by the Smagorinsky
formulation and vertical eddy viscosity is by the standard k ε
model. The bed resistance is speciﬁed as a quadratic drag coefﬁ-
cient. A comprehensive description of the model can be found in
Venugopal and Nemalidinne (2014) and DHI (2012).
The model domain, shown in Fig. 2, encompasses the principal
high tidal ﬂow regions of the Pentland Firth and the Fall ofWarness.
It features higher resolution in areas where the kinetic power
density is high, and lower resolution in areas where the currents
are weaker. The unstructured mesh triangles in coarse areas have a
maximum characteristic length of 4000 m; mesh triangles in the
ﬁner zones have a characteristic length of 50e200 m. Ten equi-
distant terrain-following sigma layers are used in the vertical di-
rection. Of the two numerical schemes offered by MIKE, the high
order one was selected.
The coastline was deﬁned throughout as an impermeable, zero
normal velocity boundary, while the bottom is a no-slip, imper-
meable boundary with bed resistance speciﬁed by a quadratic drag
coefﬁcient of 0.01. Bathymetry was interpolated from a proprietary
20 m gridded dataset provided by The Crown Estate. This ba-
thymetry is assembled from publicly available multibeam echo
sounder data, described in O'Hara Murray (2015a), where available
dwhich includes the majority of the PFOWarea. Gaps in the PFOW
area are ﬁlled with a commercial bathymetry product purchased
from DEFRA. Parts of the model domain outside the immediate
PFOW area use bathymetry from Smith and Sandwell (1997). The
various data sources were merged, aligned, gridded and quality
controlled by ABPmer (ABPmer, 2012) under contract to The Crown
Estate.
The open boundaries were speciﬁed as clamped time-varying
water levels generated using the DHI global tidal model database
(Cheng and Andersen, 2010), based on the major diurnal (K1, O1, P1
and Q1) and semi-diurnal (M2, S2, N2 and K2) tidal constituents at
a spatial resolution of 0:25 0:25+. This database has been vali-
dated against TOPEX/POSEIDON altimetry. The time step was
automatically varied according to a target Courant number of 0.8.
As there are no signiﬁcant river discharges in the vicinity of the
Pentland Firth, nowater sources were included. The simulationwas
run in barotropic mode without wind forcing or wave radiation
stress.
The relatively small size of this domainwas necessary in order to
match computational effort to the available time and hardware. It is
acknowledged that placing the open boundaries further from the
area of interest would be preferable. The use of clamped open
boundaries is also not ideal, especially on a small domain (Adcock
et al., 2011). Both MIKE 3 and Delft3D support more sophisticated
radiative/transmissive boundaries, but in both cases they require
external velocities, as well as elevations, to be provided. Accurate
velocities over large spatial areas are not generally available in
coastal areas, and so it would be unhelpful to suggest that com-
mercial modellers should require this information. Some conﬁ-
dence that the model is not compromised by the domain size or the
use of clamped boundaries may be gained by the observation that
the maximum change in current speed at an open boundary as a
result of including energy extractionwas approx. 0.02 m s1, or <2%
of the undisturbed value at that time and place.
2.2. Delft3D model
Delft3D-Flow is a ﬁnite difference code that solves the Reynolds-
averaged Navier-Stokes equations under the assumption of hy-
drostatic pressure, using terrain-following sigma coordinates. For
this work, the open source version of Delft3D with source control
tag 3574 was used.
Horizontal spatial discretization is on a structured rectangular
Arakawa-C grid. This is a staggered grid in which water levels are
computed at grid cell centres and ﬂow velocity components are
deﬁned at the mid-points of the cell faces to which they are
perpendicular. For full details, see Deltares (2014).
Two computational grids were bidirectionally coupled: a) a
coarse grid covering the North of Scotland with a domain of
254  226 km and a horizontal resolution of 1  1 km; and b) a
smaller grid covering the PFOW at a higher resolution of
200  200 m (see Fig. 3). The size of the domain was chosen to
minimise the chance that any numerical instability that might arise
at the boundaries would affect the area of interest. Bathymetry was
interpolated from the same 20 m gridded dataset, provided by The
Crown Estate, as was used for MIKE.
In order to reduce computation times, the outer domain was
simulated in two dimensions and the inner in three. The model
displayed low sensitivity to the number of vertical layers used for
the inner grid; ten layers were used in this study. Horizontal eddy
viscosity is provided by a large eddy simulation approach. Vertical
eddy viscosity uses the k ε method, although a previous study
showed that this model is not sensitive to the choice of vertical
turbulence scheme (Baston et al., 2013).
The open boundaries are driven by clamped time-varying sur-
face elevation conditions, provided by the TPXO 7.2 Global Inverse
Tidal Model (Egbert et al., 1994; Egbert and Erofeeva, 2002)
including 13 tidal constituents at a spatial resolution of 1/12. The
model was run with a ﬁxed time step of 25 s, which provides for a
Courant number of less than 1.
Table 1
Table showing locations of observational data sources used in this work. Further
detail may be found in the text of Section 1.3.
Record type Location Latitude Longitude
Tide gauge Wick 58 26028.6800N 3 505.6400W
Tide gauge Kinlochbervie 58 27023.8000N 5 301.3000W
ADCP PF Site 1 (west) 58 43034.0000N 3 14011.0100W
ADCP PF Site 2 (mid) 58 4301.0200N 3 509.0200W
ADCP PF Site 3 (east) 58 40013.0200N 2 58035.0300W
ADCP Fall of Warness 59 9021.600N 2 49051.600W
ADCP Inner Sound 58 39035.2800N 3 7043.3200W
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Fig. 2. (a) Complete computational domain, mesh and bathymetry for MIKE 3 model; (b) detail showing Eastern part of Pentland Firth. Coordinates are in metres, referring to the
UTM coordinate system zone 30N.
As with the MIKE model no river sources were deﬁned, and the
model was run in barotropic mode without wind or wave forcing.
2.3. Calibration & validation
The outer grid of the Delft3D model was tested against tide
gauge records. No water level comparison was performed between
the tide gauges and theMIKEmodel, because the smaller domain of
this model results in the gauges location being either excluded or
very close to open boundaries.
The inner Delft3D model was calibrated against ADCP records at
the Fall of Warness, and the MIKE model against three ADCPs in the
Pentland Firth. In both cases the bottom friction was adjusted to
achieve the best match between predictions and measurements.
The use of different data sets for calibration presents a difﬁculty
in displaying comparable validation statistics. In this section both
models will be compared against the Pentland Firth ADCPs in the
time domain for the period 21/09/2001e04/10/2001. It is
acknowledged that for the MIKE model the same data are being
used for calibration and validation, so the skill of the model in the
area of these measurements does not necessarily imply equal skill
in other areas; however, it is in this area that most of the areas of
interest for tidal energy extraction are situated, and hence it is still a
useful comparison to make.
In order to provide an additional check on both models, they
were compared in the frequency domain with the phases and
amplitudes of tidal constituents measured in the Inner Sound and
published by Gillibrand et al. (2016).
See Fig.1 and Table 1 for the locations of all the ADCPs described.
2.3.1. Time domain
The original ADCP observation campaign recorded 4 m depth
bins throughout the water column (UK Maritime and Coastguard
Agency, 2001). However, observations at only three depths
(different at each site) were available to this project. A 10-min
ensemble period was used in the observations. For the purposes of
comparison, for each ADCP observation a meanwas taken of all the
model predictions that were closer in time to that observation than
any other d in effect, a centred moving average.
A sensitivity analysis on the Delft3D model showed that the
water levels in the inner domain were not signiﬁcantly affected by
the level of bed resistance in the outer domain. Bed resistance for
the outer domain was therefore speciﬁed as a Chezy parameter of
65m1/2 s1, which is approximately equivalent to a “standard”
classical quadratic drag coefﬁcient of 0.0025 (Davies and Xing,
1995). Predicted water levels from the outer grid were compared
with tidal gauge data from Wick, Kinlochbervie and three points
from the International Hydrographic Organization (IHO) at the
shelf edge, obtained using Delft Dashboard (van Koningsveld et al.,
Fig. 3. Map showing the Delft3D model domain. The outer grid (full coloured area) has
a resolution of 1  1 km, while the inner PFOW grid (inner black box) has a resolution
of 200  200 m. Colours show the model bathymetry. (For interpretation of the ref-
erences to colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
Fig. 4. Comparison of water level time series for four locations on the outer (shelf) grid in Delft3D.
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2013). Fig. 4 shows comparisons of the predictions of the outer
model with thewater level series at fourmeasurement sites. A good
match between model output and data was found.
Validation statistics from the time-domain comparison of cur-
rent velocities in both models are shown in Tables 2 and 3. For
reasons of space, only the magnitudes of current speeds have been
illustrated in Figs. 5 and 6.
A number of observations may be made on these statistics:
 In general there is a good match between predictions and ob-
servations, especially at Sites 2 and 3. The match at Site 1 is
poorer in both models, especially in the shallow layer. As the
month of the ADCP survey included heavy weather,3 this may
relate to wind and wave effects near the surface.
 There is poor correlation between predictions and observations
of v-velocities at all three sites with both models, in the shallow
layer only. The depth-dependence of this discrepancy suggests
that it may also relate to the effects of weather, although we are
unable to verify this.
 Both models overpredict the highest current speeds, especially
at Sites 1 & 3. This is especially evident at the shallow layer, and
may relate to the to the jet that is formed downstream of the
constriction between Stroma and Swona. Alternatively, the
observational data may be at fault; as noted in Section 1.3, there
is evidence that these ADCPs experienced “knockdown” at times
of peak ﬂow.
2.3.2. Frequency domain
Time series of one month duration were extracted from the
outputs of both models to show u- and v-velocities at the same
location and similar depths to those reported by Gillibrand et al.
(2016) for their Inner Sound ADCP. The t_tide package (Pawlowicz
et al., 2002) was used to perform harmonic analysis, and the am-
plitudes and phases of the M2 and S2 constituents were compared
to those of the observations. This comparison is shown in detail in
Table 4 and illustrated in Fig. 7.
At the Inner Sound location, u-velocities are given the correct
amplitude by Delft3D and are somewhat underpredicted by MIKE
3. Conversely, their phase in MIKE is close to the observations,
while in Delft3D,M2 is 71 (or nearly 2.5 h) ahead. This is surprising
because, while some phase difference in this direction is visible in
the results for the main channel of the Pentland Firth (Fig. 5), it is
not of this magnitude. The lower amplitudes predicted by MIKE
hered especially in the deepest layerd are also interesting, since
in Fig. 6 the opposite is seen.
Less importance was placed on the v-velocities because they are
small in the Inner Sound. Both models underpredicted the ampli-
tudes, while once again MIKE agreed well with observations as to
the phases and Delft3D did not.
3. Method for calculating bed stress
As noted by Soulsby and Clarke (2005), there is little consensus
on the best method for estimating bed shear stress (tb) from pre-
dictions of velocity. Wilcock (1996) identiﬁes three approaches that
are feasible, all of which make use of the Law Of the Wall:
uz
u
¼ 1
k
ln

z
z0

(1)
where uz is the ﬂow velocity at a distance z above the seabed, u ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tb=r
p
where r is the density of seawater, k is Von Karman's con-
stant (equal to 0.4), and z0 is the hydraulic roughness length of the
seabed. This formulation makes the assumption that the vertical
variation in velocity follows a logarithmic proﬁle.
The three approaches mentioned by Wilcock are:
1. Use a single value of u at the deepest available vertical location
to estimate tb. This has the advantage that it only assumes a
logarithmic vertical proﬁle for the part of the water column
between this location and the seabed.
2. Use the depth-averaged velocity. This is the only method
available for 2D models, but it requires the assumption of a
logarithmic vertical proﬁle for the entire water column.
3. The Law of the Wall can be rearranged into the form of an
equation of a straight line. Consequently u, and hence tb, can be
estimated by plotting lnðzÞ against u and ﬁnding the gradient of
the line of best ﬁt. This method assumes a logarithmic vertical
proﬁle, but also offers a means of assessing the validity of this
assumption by looking at the quality of the ﬁt. Unlike the other
two methods, it does not require knowledge of z0 (which is
related to the intercept of the line of best ﬁt).
A test of all three methods was performed using a short set of
MIKE 3 output data in three different locations. It was found that
method 1 consistently gave the lowest values of bed stress, fol-
lowed bymethod 2 and ﬁnally method 3. The difference in absolute
Table 2
Validation statistics in time domain, comparing the MIKE 3 model to observations in
the Pentland Firth over a twoweek period in 2001. Scatter Index (SI) is deﬁned as the
RMSE divided by the mean of the observed values.
Site 1 Site 2 Site 3
u v u v u v
RMSE (m/s) Depth 1 0.650 0.379 0.400 0.267 0.254 0.196
Depth 2 0.386 0.284 0.324 0.247 0.214 0.174
Depth 3 0.339 0.402 0.258 0.339 0.199 0.321
SI (%) Depth 1 55.4 142 33.0 113 27.6 90.4
Depth 2 22.4 41.1 19.9 38.1 21.1 47.0
Depth 3 31.9 36.1 26.2 33.1 26.9 43.6
R2 Depth 1 0.917 0.082 0.948 0.367 0.939 0.475
Depth 2 0.978 0.949 0.976 0.936 0.967 0.915
Depth 3 0.946 0.949 0.956 0.951 0.946 0.892
Bias (m/s) Depth 1 0.177 0.183 0.050 0.218 0.012 0.124
Depth 2 0.107 0.049 0.112 0.016 0.034 0.038
Depth 3 0.008 0.567 0.018 0.448 0.007 0.213
Table 3
Validation statistics in time domain, comparing the Delft3D model to observations
in the Pentland Firth over a two week period in 2001. Scatter Index (SI) is deﬁned as
the RMSE divided by the mean of the observed values.
Site 1 Site 2 Site 3
u v u v u v
RMSE (m/s) Depth 1 0.638 0.388 0.435 0.300 0.393 0.231
Depth 2 0.422 0.306 0.360 0.255 0.226 0.155
Depth 3 0.370 0.481 0.360 0.359 0.325 0.341
SI (%) Depth 1 53.5 146 35.8 123 42.6 107
Depth 2 24.5 44.2 22.2 39.3 22.3 41.6
Depth 3 34.8 43.1 36.6 35.0 43.9 46.3
R2 Depth 1 0.860 0.219 0.906 0.329 0.874 0.313
Depth 2 0.973 0.935 0.973 0.923 0.969 0.926
Depth 3 0.934 0.921 0.944 0.921 0.930 0.858
Bias (m/s) Depth 1 0.003 0.181 0.091 0.242 0.064 0.164
Depth 2 0.004 0.027 0.037 0.069 0.029 0.001
Depth 3 0.186 0.622 0.151 0.461 0.026 0.237
3 according to ECMWF interim reanalysis data there were four periods during the
survey in which wind speeds exceeded 14 m s-1 and signiﬁcant wave heights
exceeded 4 m.
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values was up to a factor of three, but the proportional variation
across the spatial domainwas approximately constant regardless of
the method used. Without any known values to compare against,
we cannot judge which method produces more accurate results for
bed stress; however, all appear to be similarly good for under-
standing its variation.
The R2-value for the line of best ﬁt in method 3 was usually
above 0.98 (except for short periods around slack water), which
suggests that the assumption of a logarithmic vertical proﬁle in the
model outputs is a good one. However, method 3 proved to be
impractical for use beyond this short test, due to the computational
effort required to perform a least-squares ﬁt for every cell at every
Fig. 5. Time series plots of current speed, showing 24 h at spring tides at three Pentland Firth ADCP locations at three depths. Depth 1 (top) is the shallowest and Depth 3 (bottom)
the deepest.
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timestep. Method 1, while appealing in that it fully uses the three-
dimensional capabilities of the models, has the disadvantage that
the distance from the seabed at which the velocity is read varies
spatially and temporally, as the vertical position of the centre of the
bottom layer changes. Consequently, method 2 was adopted for the
remainder of this work.
Bed stress tb
! can be calculated by (from Soulsby (1997)),
tb
! ¼ rU!
U
!

0:4
1þ lnðz0=hÞ
2
(2)
where U
!
is the depth-averaged velocity and h is the water depth.
This formulation can be applied to the output from both models
once z0 is known, but the method of ﬁnding z0 is different for each
model due to the different ways in which they deﬁne bed
resistance.
In the MIKE 3 model, bed resistance is speciﬁed as a constant
quadratic drag coefﬁcient cf that is applied to the bottom layer. z0
can be derived as follows:
z0 ¼
zb
exp

kﬃﬃﬃ
cf
p
 (3)
where zb is the distance from the seabed to the centre of the bottom
layer.
In the Delft3D model, bed resistance is speciﬁed as a constant
Chezy value C3D, deﬁned as:
C3D ¼
ﬃﬃﬃ
g
p
k
ln

1þ zb
z0

(4)
z0 can therefore be found by,
Fig. 6. Scatter plots showing comparisons of both models' predictions of current speed against observations at three Pentland Firth ADCP locations, at three depths, over a two week
period in 2001. To improve legibility every tenth data point is plotted. Depth 1 (top) is the shallowest and Depth 3 (bottom) the deepest. Green lines show a 1:1 relationship. (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 4
Comparison of measurements and observations in frequency domain, comparing
both models to observations in the Inner Sound. Observations are from Gillibrand
et al. (2016). Phases are relative to UTC. Depth 1 is the shallowest and Depth 3 the
deepest.
Amplitude (m) Phase (

)
MIKE 3 Delft3D Obs MIKE 3 Delft3D Obs
M2 u Depth 1 2.75 3.09 3.16 229 307 236
Depth 2 2.33 2.96 2.97 229 307 236
Depth 3 1.65 2.56 2.47 230 307 236
S2 u Depth 1 1.10 1.18 1.28 268 272 271
Depth 2 0.93 1.14 1.18 268 272 272
Depth 3 0.66 0.98 0.97 269 272 271
M2 v Depth 1 0.17 0.09 0.27 212 160 222
Depth 2 0.27 0.05 0.42 220 223 225
Depth 3 0.25 0.12 0.58 222 284 226
S2 v Depth 1 0.07 0.02 0.15 256 135 255
Depth 2 0.12 0.02 0.20 262 226 259
Depth 3 0.10 0.05 0.25 262 260 261
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z0 ¼
zb
exp

kC3Dﬃﬃ
g
p

 1
(5)
3.1. Difference in bed resistance
Using Equations (3) and (5) we can compare the values of bed
resistance in the two models. cf is set to 0.01 in MIKE. In the range
of values used here, cfxg=C23D (an approximation also provided by
Soulsby (1997)). Using the value of C3D ¼ 50 m1=2 s1 set in
Delft3D, this evaluates to cf ¼ 0:004, showing that the
Delft3D model uses just under half the quadratic bed resistance of
the MIKE one.
4. Predictions without turbines
Each model was run for a period of 32 days starting from 01/02/
2012. Output from the ﬁrst four days was discarded to allow for
model spinup, leaving 28 days of predictions for use.
For each parameter of interest, mean predictions over this
period were plotted to provide a qualitative visual comparison.
These mean predictions from both models were then interpolated
onto a common 100 m square grid covering the area of the inner
Delft3D domain (see Fig. 3), and the comparison between models
for each parameter shown as a scatter plot. These plots are shown
in in Figs. 8 and 9.
It is evident that there is an excellent match between the two
models on the spatial variation of each parameter across the
domain, even in areas that were not used for calibration. The
magnitudes of the predictions are well-matched for depth-
averaged current speed. Delft3D predicts slightly faster current
speeds in the bottom layer, and dramatically lower bed stress
(approximately half), than MIKE.
4.1. Discussion
The two models, developed independently by different
teams, using different software and different sources for open
boundary conditions, predicted very similar relative change in
values across the spatial domain in all of the parameters of
interest.
Similar absolute magnitudes were predicted for depth-averaged
current speed. This is as expected, because the models were cali-
brated using this measurement. This agreement was achieved by
the use of dissimilar levels of bed resistance. Other researchers
doing comparisons betweenmodels have also found it necessary to
use different values for bed resistance with different software
(Rahman and Venugopal, 2015).
The use of bed resistance as a tuning parameter in calibration
means that its value embodies not only the actual seabed resis-
tance, but also a correction representing all physical processes that
are not explicitly modelled, as well as any inaccuracies introduced
by the numerical methods used (Green andMcCave,1995). As such,
it is difﬁcult to ascribe the difference in calibrated bed resistance
values to a speciﬁc cause.
The difference in bed resistance affects the vertical velocity
proﬁles predicted by the models, hence the bottom layer speeds,
and also the bed stresses. The magnitudes of these parameters
differ between the models in ways that are consistent with the
difference in bed resistance.
Due to the limited availability of velocity data close to the
seabed, we cannot determinewhether eithermodel's predictions of
these parameters is accurate. However, for the purposes of the
environmental modelling in the TeraWatt project, it is spatial
variation rather than absolute magnitudes that is important. On
this matter the close match between MIKE 3 and Delft3D offers
some conﬁdence.
Fig. 7. Plots comparing amplitude and phase of M2 and S2 constituents of u (top) and v (bottom) velocities between observations and predictions. Error bars show 95% conﬁdence
intervals on the harmonic analyses of the predictions; error information is not available for observations. Green lines show 1:1 relationship. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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5. Implementation of energy extraction
5.1. Turbine parameters & array layouts
At a workshop for wave and tidal energy developers, hosted by
Marine Scotland Science, parameterswere agreed for a generic tidal
turbine that is plausible for use in the Pentland Firth. The agreed
device has a 20 m diameter rotor, a cut-in speed of 1 m s-1, a rated
speed of 2.5 m s-1, and a cut-out speed of 4 m s-1. Its thrust coef-
ﬁcient curve4 is as shown in Fig. 10, and the turbine would be rated
at approximately 1 MW.
Realistic array layouts were developed by Marine Scotland Sci-
ence from Environmental Statements submitted by developers.
Five tidal array areas were identiﬁed from The Crown Estate round
1 lease zones (see Fig. 1). Within these zones, turbines were ar-
ranged in rows aligned normal to the prevailing directions of ﬂow,
in positions with sufﬁcient depth and with the highest undisturbed
velocities (based on the MIKE 3 model without turbines). At the
Brough Ness site, twin-rotor devices of 1 MWper rotor are planned,
so each rotor was treated as one generic device. For the detailed
methodology used for the array layouts see O'Hara Murray (2015b).
A brief investigationwasmade into the frequency distribution of
tidal speeds and directions in each of the array areas, based on the
depth-averaged predictions of the MIKE 3 model. Tidal roses
showing the outcome of this work are shown in Fig. 11. Note that
Fig. 8. Comparison of mean depth-averaged current speed, bottom layer current speed, and bed stress magnitude, over 28 days, predicted by the MIKE 3 and Delft3D models
without turbines. Note the different colour scales between subﬁgures (e) & (f). Different scales are used to show the similarity in relative spatial variation. (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
4 The thrust coefﬁcient CT determines the relationship between the axial ﬂow
speed and the thrust of the turbine (the retarding force that it exerts on the water),
so that FfCTu2.
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while Westray South and Cantick Head have ﬂows which reverse
direction by 180, the other sites have more complex cycles where
the ebb does not exactly reciprocate the ﬂood. Parts of the Brough
Ness site, including the point from which the rose was generated,
are affected by an eddy that causes them to experience strong tidal
ﬂow in only one direction.
5.2. Implementation in MIKE 3
MIKE 3 provides a built-in structure type called “Turbine”. This
represents a horizontal axis tidal turbine as a sub-grid object via a
simple actuator disc model (DHI, 2012). The thrust coefﬁcient CT is
expressed as a function of current speed using a user-deﬁned look-
up table. The software allows the thrust coefﬁcient and the
resulting force to be split into components parallel and orthogonal
to the turbine's axis (described by DHI as drag and lift coefﬁcients).
This facility was not used for this work; except where stated
otherwise it was assumed that the turbines in MIKE yaw to face the
ﬂow at all times, and thus Cdrag ¼ CT and Clift ¼ 0.
Inserting tidal turbines into MIKE is simply a matter of inputting
the parameters of the turbines, together with their locations, in the
GUI. This process is very slow for a large number of turbines, so the
task was automated using a MATLAB script (available in the Tera-
Watt/EcoWatt2050 code repository; see Section 8).
Supporting structures were represented as circular monopiles of
2.5 m diameter, extending from the seabed to the hub height. These
were implemented using MIKE's built-in “Pier” structure, which is
designed for bridge supports but does not require the pier to
occupy the entire water column.
Strictly speaking, the value for ﬂow velocity that MIKE uses to
calculate thrust should be the “free-stream velocity”, which is the
velocity that the water has upstream, before it begins to feel the
effects of the turbine. This value is not known to MIKE, and so
instead the modelled velocity for that cell is used. The cell velocity
will be lower than the free-stream velocity because of the retarding
effect of the turbine, so the predicted effects of the turbine will be
underestimated. This effect is negligible with large cell sizes, but
becomes signiﬁcant when the length of a triangle face in the mesh
is below approx.150e200m. Further detail on this effect is given by
Kramer and Piggott (2016), and a correction that applies to simple
idealised scenarios is available in Waldman et al. (2015).
Fig. 9. Scatter plots comparing mean predictions of three parameters, over 28 days, by the two models without turbines. Plots include points from the area covered by the inner
domain of the Delft3D model. Points are partially transparent to emphasise regions of high point density. Red lines indicate 1:1 relationships, while green lines show lines of best ﬁt.
(For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 10. Generic tidal turbine thrust curve agreed with developers.
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5.3. Implementation in Delft3D
The current version of Delft3D does not include any dedicated
provision for tidal turbines. Other studies havemodiﬁed the code of
Delft3D to incorporate TECs as momentum sinks (e.g. Ramos et al.,
2013, 2014; Sanchez et al., 2014). We were advised by commercial
stakeholders that investors and regulators typically require the use
of well-known software as released by its vendors, without modi-
ﬁcations or improvements. For this work, therefore, turbines were
modelled by introducing a series of porous plates into the model
using the unmodiﬁed code (Fig. 12b). The porous plates apply a
retarding force on the ﬂow based on a parameter closs, which is a
quadratic drag coefﬁcient applied to the layers that the porous plate
occupies.
Porous plates in Delft3D may only lie along the grid axes or at
45 to them. In order to simulate turbines at arbitrary angles we
created two porous plates, at right angles to each other, for each cell
containing turbines, and decomposed the required force into
components in the u and v directions before calculating the
necessary porosities. The drag of each plate was determined by
(taking as an example the one parallel to the v axis),
clossu ¼
CTAu
2DyDzn
(6)
Au ¼
X
At jsinqj (7)
where CT is the thrust coefﬁcient for the turbine(s), Dy is the dis-
tance between grid points along the v axis, Dz is the height of a
vertical layer, and n is the number of layers that the porous plate
covers. Au represents the total area of rotor in that cell that would
be visible to an observer looking along the u direction; hence At is
the area of a turbine rotor, the sum is over all turbines in the cell,
and q is the angle between the u direction and the turbine's axis.
A MATLAB script was developed to calculate the appropriate
porous plate positions and porosities, and this is available in the
project code repository (see Section 8). Full details, including
derivation of the formula for closs with and without a correction for
free-stream velocity, may be found in Baston et al. (2015).
The porous plate approach in Delft3D introduces a number of
limitations:
 The vertical positions of porous plates are speciﬁed in terms of
the model layers that they occupy. Because the model uses
‘sigma’ layers, the layers intersected by a turbine rotor will
change between timesteps. Delft3D does not allow porous
plates tomove during a simulation, so it was necessary to ﬁx the
plate as occupying the layers that are intersected by the turbine
at mean sea level.
Fig. 11. Tidal roses as predicted by the MIKE model from the central areas of the arrays, using depth-averaged velocities over 28 days. The distance that sectors extend from the
centre of each circle indicates the frequency of ﬂow in that direction, while colours indicate the distribution of current speed in that direction. Two roses are shown for the Inner
Sound array as there is a signiﬁcant change in the ﬂow direction within the exploited area. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred
to the web version of this article.)
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 The porosity of a porous plate cannot change over time. It is
therefore not possible to realistically model turbines with vari-
able thrust coefﬁcients. Instead, the thrust coefﬁcient at the
rated current speed (CT ¼ 0:85) was ﬁxed as a constant.
 Our method of representing arbitrary turbine orientations,
together with the point above, means that turbines in Delft3D
cannot yaw to follow the ﬂow; they must instead be ﬁxed at a
single orientation. In commercial practice, a site developer
would supply their modeller with orientation as well as position
information. For the purposes of this work, the orientation of
each turbinewas ﬁxed at the direction of the fastest undisturbed
ﬂow during a tidal cycle.
Supporting structures are not currently represented in the
Delft3D model.
6. Predictions with turbines
Each model was runwith and without turbines. The predictions
with turbines were subtracted from those without on a per-
element, per-timestep basis, to produce maps of the change that
results from energy extraction.
The models show similar general features in the effect of tur-
bines in depth-averaged current speed (Fig. 13a and b). There is a
decrease in speed in line with TEC arrays, and an increase in speed
to either side as ﬂow diverts around the impedance of the turbines.
These effects are particularly strong in the Inner Sound, where the
largest array is positioned and where the ﬂow is constrained by
land boundaries on both sides. Current speeds in regions of the
Pentland Firth without energy extraction are affected slightly (<
0.1 m s1), but in some areas themodels disagree onwhether this is
a slight increase or a slight decrease.
At the Cantick Head and Westray South sites,5 the magnitude of
the effect of energy extraction is greater in Delft3D than MIKE. In
regions distant from energy extraction, the more general effects on
the ﬂow are also greater in Delft3D. The opposite is true for the
Inner Sound, Ness of Duncansby and Brough Ness sites, with a
greater mean change in current speed in MIKE than in Delft3D.
Additionally, at these sites there is a clear difference between the
models in the spatial areas affected.
The predicted effects of energy extraction on bottom layer cur-
rent speed (Fig. 13c and d) are similar to those on depth averaged
speed, although slightly smaller in magnitude.
Because of the difference between the models in the absolute
predicted values of bed stress without turbines, there is little
beneﬁt in plotting the absolute changes resulting from energy
extraction. Instead, Fig. 14 shows the effect of adding turbines on
bed stress as a proportion of the bed stress without turbines.
Viewed in this way, the effects are similar to those for depth-
averaged speed. Increases in speed cause more of a difference in
bed stress than decreases in speed, because of the square rela-
tionship between current speed and bed stress. The changes to bed
stress are substantial; decreases of 45% and increases of up to 100%
are predicted in some areas.
6.1. Discussion
The greater effect of turbines in Delft3D overmost of the domain
is consistent with the lower bed resistance used in the Delft3D
model: since the natural resistance of the channel is lower, the
additional resistance of the turbines is a greater proportionate
change in the overall impedance in that area.
Of greater interest are the three sites (Inner Sound, Brough
Ness and Ness of Duncansby) where not only lesser, but spatially
distinct, effects are observed in Delft3D. It was initially thought
that this could be related to the inclusion of supporting structures
in MIKE but not in Delft3D. However, removing the supports from
the MIKE model in a test made little difference to the effects of the
turbines.
The difference may, instead, be related to differences in the
treatment of turbine yaw. As noted in Sections 2.1& 2.2, the MIKE 3
model assumes that turbines yaw to face into the ﬂow at all times,
while the Delft3D model requires that turbines have a ﬁxed
orientation. As noted in Section 5.1, the direction of the ebb at these
sites is not the reciprocal of the ﬂood, although the differences are
small. Thus, in the Delft3D model, if the turbine is oriented
correctly for the ﬂood then the ebb must reach it slightly off-axis,
and hence experience a lesser force from it.
To test this hypothesis, directional turbines similar to those in
Delft3D were implemented in MIKE 3 and tested in a short 24 h
simulation. The resulting predictions (Fig. 15a) show a similar
magnitude of velocity deﬁcit in line with the turbines in the Inner
Sound, but still do not exhibit the same spatial variation as those
of a similar 24 h Delft3D run (Fig. 15b). In the areas of these
remaining differences, both models predict eddies at a scale
which can only just be resolved by the meshes used. It is possible,
therefore, that the different computational meshes in the two
models are simulating these eddies in slightly different locations,
such that they affect the turbines differently in the two models.
Fig. 12. (a) 400 turbines in the Inner Sound, viewed through the MIKE Zero GUI; (b) The same 400 turbines represented as porous plates for Delft3D. Higher values of the closs
parameter, shown by bluer colours, indicate plates with higher drag. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.)
5 See Fig. 1 for site names; Westray South not shown in Figs. 13e15.
S. Waldman et al. / Ocean & Coastal Management 147 (2017) 21e36 33
Without velocity data in these areas, it is not possible to know
which model is more accurate.
7. Further discussion & conclusions
For discussion of the results of these speciﬁc models without
and with turbines, see Sections 4.1 and 6.1 respectively. The aim of
this work was not to develop the best possible tidal energy
extraction models of the region of interest, but to determine how to
best use existing industry-standard tools for this purpose, given
their capabilities and limitations. Therefore, the emphasis of this
ﬁnal section is not on the speciﬁc models that were developed, but
on observations of a broader scope.
7.1. Observations on model capabilities
MIKE 3's unstructured mesh offers greater ﬂexibility than
Delft3D's structured grid in varying the mesh density for areas of
complex ﬂow. However, this comes at a cost in computation time,
for while the mesh can be sparse in outer areas, the maximum time
step will tend to be set by the smallest cells. In Delft3D, higher
performance has been achieved by running the outer model in two
dimensions. Within the high-resolution three-dimensional area,
Delft3D also runs faster.
At the time of writing, it is clear that MIKE 3 offers superior
facilities for representing horizontal-axis tidal turbines. The porous
plate approach used in Delft3D has been shown to be a good
Fig. 13. Changes in mean current speeds over 28 days as a result of adding turbines.
Fig. 14. Change in mean bed stress magnitude over 28 days as a result of adding turbines, expressed as a proportion of the value without turbines.
S. Waldman et al. / Ocean & Coastal Management 147 (2017) 21e3634
approximation, but requires that turbines are represented with a
constant thrust coefﬁcient and a constant orientation, and causes
their vertical position to vary over time in an unrealistic way.
Since this work was conducted both DHI and Deltares have
released new versions of their respective software suites. Delft3D
nowoffers an unstructuredmesh, and it is believed that a dedicated
tidal turbine module is planned soon.
For some users it will be notable that MIKE is a commercial
software package that must be licensed at considerable cost, while
Delft3D is open source and available without payment. However,
given the perception of open source software mentioned in Section
1, if a user is aiming to satisfy an investor that the model code is
trustworthy it is probable that theywill use the commercial version
of Delft3D, which attracts a license fee. This version uses the same
underlying model code as the open source one, but beneﬁts from
the full support of Deltares.
Both models, operating as they do at a regional scale where the
turbine is unresolved, can only deal in terms of the power removed
from the ﬂow by TECs. This will be greater than the power available
for conversion to electricity, due to energy that is lost in mixing
turbulence between the turbine wakes and the surrounding ﬂow
(Vennell, 2010). The power removed from the ﬂow is the correct
quantity to study when interested in environmental impacts, but it
is interesting to note this discrepancy between the quantity being
studied and the quantity that is controlled by the consenting
process.
7.2. Observations on model predictions
Models were developed independently in MIKE 3 and Delft3D,
using the facilities available in each. Following calibration the two
made similar predictions of depth-averaged current speed across
all areas of the model (including those not used for calibration),
with an R2 value of 0.95 when comparing the two models’ pre-
dictions at each point of a common interpolated grid, and a ratio of
Delft3D predictions to MIKE 3 predictions of 0.97 (see Fig. 9).
Achieving this calibration required the seabed resistance, which
was used as a tuning parameter, to be set to markedly different
values in the two models, resulting in the prediction of different
absolute values for bed stress between the two models; the mean
bed stress predicted by Delft3D was 47% of that predicted by MIKE
3. The spatial distribution of bed stress is highly correlated between
the models.
The models predict broadly similar effects from energy extrac-
tion, and it is reasonable to conclude that their results may be used
to inform policy as to regional-scale effects. There is some small
disagreement on the magnitude of the effects on velocities, which
is likely to be largely due to the difference in bed resistance
mentioned above. There are signiﬁcant differences in the models’
predictions at a ﬁner scale, which indicate that a model of this type
should not be used for studying the effects of turbines within an
array or at speciﬁc ﬁne-scale locations elsewhere. For applications
where such predictions are important, validation data should be
collected at the points of interest. In some cases the use of a ﬁner-
scale model, backed up by this data, may be warranted. In the case
of changes in bed stress, where different absolute magnitudes are
predicted, the spatial variationdwhich is a measure of interest for
the prediction of environmental impact within the TeraWatt proj-
ectd was similar between the models.
The differences between our models, and the differences in
model performance in different locations evident in Section 2.3,
underline the importance of developing methods of setting model
bed resistance from theory or measurement, rather than using it as
an empirical tuning parameter, and this should be a focus for future
work. It may be of beneﬁt to vary the bed resistance spatially, if that
variation is based on physics or measurement. However, the use of
spatial variation without such justiﬁcation must be treated with
caution. By ﬁtting to data with sufﬁcient local freedom, nearly any
model could be made to match nearly any measurements without
retaining predictive power for locations or time periods other than
those measured d a situation that has been described as “over-
calibration” (Gerritsen et al., 1995).
Given the sensitivity of model predictions to calibration pa-
rameters, and given that errors in parameters of interest will often
have square or cubic relationships to errors in current speeds (Neill
et al., 2014; Filipot et al., 2014), there is a need for careful and
rigorous standards for validation. This requires velocity data for the
area(s) of interest which, while it may have been collected by de-
velopers, is often not publicly available.
One result of this square relationship between velocity and bed
stress d which means that increases in velocity have a stronger
effect on bed stress than decreases do d is that the greatest
changes in bed stress may be found not from the slowed ﬂow
through the turbines, but in areas of increased current speed to
either side, especially where the channel is tightly constrained. This
ﬁnding may be of relevance to environmental impact assessments.
8. Code availability
The MATLAB scripts mentioned in this paper are available for
inspection and use at https://github.com/TeraWatt-EcoWatt2050.
These automate the insertion of tidal turbines into MIKE 3 models,
automate the calculation of equivalent porous plates for turbines in
Delft3D models, and provide an experimental correction for the
Fig. 15. Change in mean depth averaged current speed over 24 h as a result of adding turbines. The turbines in MIKE have been speciﬁed to have a ﬁxed orientation, resembling as
closely as possible the ones in Delft3D.
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error noted in Section 5.2. We hope that they are helpful to other
users of MIKE and Delft3D.
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Erratum correcting previous work: Implementation of
tidal turbines in MIKE 3 and Delft3D models of
Pentland Firth & Orkney Waters
S Waldmana,∗, S Basto´na, R Nemalidinneb, A Chatzirodouc, V Venugopalb,
J Sidea
aHeriot-Watt University, Back Road, Stromness, Orkney, KW16 3AW, UK
bInstitute for Energy Systems, School of Engineering, University of Edinburgh, Edinburgh,
EH9 3JL, UK
cEnergy & Environment Group, Zienkiewicz Centre for Computational Engineering, College
of Engineering, Swansea University, Singleton Park, Swansea, SA2 8PP, UK
In our article in this journal last year (Waldman et al., 2017), a mistake relat-1
ing to coordinate handling was present in the MATLAB code used to introduce2
tidal turbines into Delft3D as porous plates. While the plates were positioned3
in the correct horizontal locations, their depths and their drag coefficients were4
wrong. This resulted in incorrect predictions for the effects of tidal turbines in5
Delft3D. The predictions without turbines are unaffected, as are those from the6
MIKE 3 model. The overall conclusions of the article remain valid.7
Presented here are replacements for Figures 12, 13 and 14 of the original8
paper, showing the corrected results. Figure 15 is also incorrect, and should be9
disregarded (see below).10
Much of Section 6 of the original paper, discussing the effects of tidal energy11
extraction, was concerned with the differences that were present between the12
predictions of the two models. Now that Delft3D’s predictions are corrected,13
most of these differences no longer exist. Delft3D now predicts greater effects14
from energy extraction than MIKE 3 in all parts of the domain. This is consis-15
tent with the lower bed resistance used in Delft3D. As may be seen from the new16
figures, although some small differences remain between the effects of turbines17
in the two models, these are of much lesser magnitude than originally reported.18
A small study was described in Section 6 of the original paper, investigating19
yawing and fixed-axis turbine representations to see whether this would explain20
the discrepancy that was noted. As this discrepancy no longer exists, this small21
study is no longer required. Figure 15 of the original paper, showing the results22
of this work, should be disregarded.23
The authors apologise for any inconvenience caused to other researchers24
by this error. The version of the code that is publicly available at https:25
//github.com/TeraWatt-EcoWatt2050 has been corrected, and anybody using26
∗Corresponding author. email: s.waldman@hw.ac.uk
Preprint submitted to Elsevier February 7, 2018
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Figure 12: (a) 400 turbines in the Inner Sound, viewed through the MIKE Zero
GUI; (b) The same 400 turbines represented as porous plates for Delft3D.
Higher values of the closs parameter, shown by bluer colours, indicate
plates with higher drag.
(a) Depth-averaged current speed in
MIKE
(b) Depth-averaged current speed in
Delft3D
(c) Bottom layer current speed in MIKE (d) Bottom layer current speed in
Delft3D
Figure 13: Changes in mean current speeds over 28 days as a result of adding tur-
bines.
2
(a) MIKE (b) Delft3D
Figure 14: Change in mean bed stress magnitude over 28 days as a result of adding
turbines, expressed as a proportion of the value without turbines.
this for their own work is urged to download the latest version.27
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Abstract—When regional-scale hydrodynamic models use fine
mesh sizes, such that the cross-section of a cell approaches that of
a turbine, an error emerges in the calculation of turbine thrust.
This error can be corrected using a method derived from actuator
disk theory. We demonstrate this error, explain its source, and
then present and test a new MATLAB package to correct for
it. Although some minor mesh dependency remains after the
correction, its effect is reduced by an order of magnitude.
Keywords—numerical modelling, marine renewable energy,
tidal energy, energy extraction, MIKE 3
I. INTRODUCTION
Regional-scale hydrodynamic modelling has emerged as an
essential tool for predicting both the potential performance of
tidal stream energy installations [1], [2], and the environmental
impacts that they may have [3]. A number of modelling systems
now have the facility to represent tidal turbines and their effect
on the flow.
Historically, regional hydrodynamic models have used cell
sizes that are much larger than the diameter of a tidal turbine.
In recent years, for applications related to tidal energy, the
resolution of these models has increased such that the cross-
sectional area of a cell in the model approaches that of a
turbine rotor (e.g. [4], [5]). This increase in resolution is
desirable as it permits more accurate representation of a channel
and/or turbine array, which can make a significant difference to
predicted current speeds [6]. However, at these high resolutions
a mesh dependency emerges that can cause the effect of
tidal turbines to be underestimated. This effect was recently
demonstrated for a two-dimensional MIKE21 model, and a
correction proposed, by Kramer et al. [7]. In this work we
have adapted that correction to operate appropriately with a
3D model using a triangular mesh, and we have developed a
MATLAB package to perform the correction for MIKE. Our
work uses the flexible mesh (FM) version of MIKE 3 by DHI,
but a similar error is likely to exist in other model codes that
use the same approach to energy extraction and do not include
a correction.
MIKE by DHI is a commercial hydrodynamic modelling
suite commonly used in industry. The MIKE 3 Flow Model FM
module solves the three-dimensional incompressible Reynolds-
averaged Navier-Stokes equations under Boussinesq and hydro-
static pressure assumptions, using a cell-centred finite volume
method [8]. Horizontal spatial discretization is on a flexible
(unstructured) mesh. Vertical discretization uses σ layers, i.e. a
constant number of equally-spaced terrain-following layers
that change their thickness according to the depth of the water
column. The “2012” version of MIKE was used for this work,
with the latest available service packs. A later “2014” edition of
MIKE has been released, but was unavailable for this project.
The structure of this paper is as follows: Section II explains
the reason that the mesh dependency arises, and Section III
demonstrates it. Section IV explains a correction for the error,
and Section V describes the MATLAB package that was
developed to perform this correction for MIKE models. Section
VI presents tests of this package, and Section VII discusses
conclusions.
II. SOURCE OF THE ERROR
MIKE 3 represents a tidal turbine as a sub-grid object. It
calculates the retarding force that is exerted on the flow as a
function of the flow velocity, the turbine’s thrust coefficient,
and the area of the rotor:
F =
1
2
ραCTAu
2 (1)
where ρ is the density of the water, CT is the thrust coefficient,
A is the area of the rotor, u is the flow speed and α is a
user-defined correction factor that is equal to 1 by default
(simplified from [9], assuming that the turbine axis is aligned
with the flow∗). This force is applied in the horizontal mesh
element that contains the turbine centre, and is equally split
between vertical elements that intersect the rotor, but cannot
be localised any further than that.
As water approaches a tidal turbine, it slows from its
upstream speed u0 (which is the “free stream” speed of the
flow before it has begun to feel the effects of the turbine) to
the speed at the turbine ut.
By convention, the thrust coefficient is defined in terms of the
free-stream velocity u0. Therefore, it is u0 that should be used
∗MIKE actually allows for turbines that are not oriented into the flow
by splitting the thrust coefficient into what the manual describes as drag and
lift coefficients, to refer to axial and orthogonal components respectively. For
the purposes of this work we make the assumption that the turbine is aligned
with the flow, and thus replace CD with the more commonly used CT and
assume that CL = 0.
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Fig. 1. The four meshes used for testing purposes. Target triangle face lengths were (a) 250m, (b) 150m, (c) 100m, and (d) 50m. Turbine position T1,
described in Section III, is shown in red. Turbine positions T2 & T3, described in Section VI, are shown in blue. The direction of current flow is from the
bottom to the top of the figure.
in (1) when calculating the thrust. However, the free-stream
velocity is not known in the model.
High-resolution CFD simulations can use actuator disc
theory to calculate the free-stream velocity from the velocity at
the turbine ut (see Section IV), but this option is not directly
available to a regional-scale model as it does not have sufficient
resolution to determine ut. Instead, it only has access to the
velocity ucell that represents the cell as a whole, and this is
the value used to calculate the thrust in (1).
When the cell is large compared to the turbine, most of the
cell is unobstructed and ucell ≃ u0, so a reasonably accurate
result will be obtained. However, as the size of the cell is
reduced to approach the scale of the turbine, an increasingly
large proportion of its cross-section is occupied by the rotor.
This means that the reduction in speed due to the turbine has a
significant effect on the cell as a whole, and so ucell < u0. This
results in an underestimate of the force applied by the turbine
to the flow, which will lead to an error in any prediction of
either the energy that can be harvested by the turbine or the
environmental effects of its energy extraction.
III. DEMONSTRATION OF THE ERROR
A. Method
To demonstrate this effect, four simple models were built
in MIKE 3, identical except for their meshes. The scenario
chosen was a channel 5 km in length and 1 km in width,
with a rectangular cross-section and a constant depth of
50m. Bed roughness height was set to a constant value of
ks = 0.05m and vertical eddy viscosity was by a simple log
law formulation. Two open boundaries were specified at the
ends of the channel, and were given clamped elevations so that
there was a difference in water level of 0.083m (an arbitrary
value) from one end of the channel to the other, resulting in a
steady undisturbed flow of 2.1ms−1.
All four meshes used ten equally spaced vertical layers. The
MIKE Mesh Generator tool was used to create a computational
mesh with a target triangle face length of approximately 250m.
The same base mesh was used for all four models, but for three
of them an area of approximately 500m square was refined to
higher resolution, as shown in Figure 1.
For each mesh the model was run for 25 hours, which was
more than sufficient for a steady flow to be reached. Initially
they were run without any turbines in place, in order to test for
any mesh sensitivity unrelated to the turbine implementation.
A single turbine was then added at the centre of each channel,
close to the upstream end of the refined mesh region (position
T1 in Figure 1) and oriented to face into the direction of
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TABLE I
PREDICTED FLOW SPEEDS IN THE FOUR MESHES WITHOUT AND WITH A
TURBINE.
Triangle face
length (m)
Speed without
turbine (m/s)
Speed with
turbine (m/s)
Force on
turbine (kN)
250 2.109 1.897 514
150 2.109 1.876 502
100 2.109 1.815 470
50 2.109 1.756 440
flow. The diameter of the turbine was set to 20m, and its hub
elevation to −37m∗. A constant thrust coefficient of 0.9 was
specified. The force experienced by the turbine on the final
time step was recorded and plotted against the width of the
mesh element in Figure 2.
B. Result & discussion
In the test without turbines, all four meshes predicted the
same flow speed at the planned turbine location to four
significant figures (see Table I). Thus, it is reasonable to
conclude that the model is insensitive to mesh size when there
are no turbines present.
With the turbine included, it can be clearly seen in Table I
and Figure 2 that the force experienced by the turbine decreases
with the size of the cell, indicating that the result depends on
the mesh. The loss of apparent force from the coarsest to the
finest mesh trialled was approx. 14%.
This result qualitatively matches those presented by Kramer
et al. from larger, but two-dimensional, models in both MIKE21
and Fluidity [7].
IV. CORRECTING FOR THE ERROR
A. Princples
The problem facing us is that the value used for u in (1) is
ucell, where it should be u0. MIKE 3 allows for an arbitrary
coefficient α in (1), which we can use to perform a correction.
What is needed, then, is a way to find the appropriate value
for α so that
α =
u20
u2cell
(2)
There are a number of possible approaches to this. The
most straightforward, in our simple case of one turbine in
a regular channel, would be to take the velocity from some
distance upstream of the turbine. However, it is not obvious
what upstream point should be used if the turbine is in the
second or later row of an array, or otherwise in non-uniform
flow, which would limit the practical utility of this method for
real-world models. Instead, the approach adopted here is to use
the relationship between α and CT that is given by actuator
disc theory. More sophisticated theoretical models of turbine
performance (e.g. [11]) could be used in a similar manner.
∗A 20m diameter was chosen following feedback from developers that
this a probable rotor size for the Round 1 Pentland Firth developments
[10, Appendix A]. We note that the vertical position used is unlikely to
be practicable for real turbines due to its proximity to the seabed. However,
the aim of this work is to examine mesh size dependency and not to make
realistic predictions.
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Fig. 2. Initial results, demonstrating the existence of the hypothesised mesh
dependency. The definition of ‘width’ used here is explained in Section IV
and shown in Figure 3.
It is a well-known result from actuator disc theory [12] that
CT = 4a(1− a) (3)
where a is the axial induction factor a = 1− ut
u0
. Solving the
quadratic for a, substituting in the definition of a, and then
squaring both sides gives
u20 =
4
(
1 +
√
1− CT
)2u
2
t (4)
In (4), CT can be thought of as representing the proportion
of the momentum passing through the rotor that is removed.
If we define an analogous coefficient ν for the whole cell, we
can say that,
u20 =
4
(
1 +
√
1− ν
)2u
2
cell (5)
where ν is equal to the turbine’s thrust coefficient, scaled by
the proportion of the cross-sectional area of the cell that the
turbine occupies. In a three-dimensional model, where the rotor
may intersect more than one vertical layer and where (as in
MIKE 3) the thrust is split equally between all such layers,
ν = CT
Ae/n
∆x∆z
(6)
where Ae is the effective area of the rotor, n is the number of
vertical layers intersected, and∆x∆z is the cross-sectional area
of the cell. Note that in the two-dimensional case ν = CT
Ae
∆xH
,
where H is water depth, as given in [7].
In (6), ∆x represents the width of the cell or mesh element.
In a triangular horizontal mesh, it is not obvious how the
‘width’ of a triangle sould be defined. The approach that we
have adopted is to use the horizontal distance between two
faces of the triangle along a horizontal line that passes through
the centroid of the triangle and is perpendicular to the direction
of current flow (see Figure 3).
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Direction of flow
Fig. 3. Illustration of the definition of the width of a triangular mesh element
used for this work. The red dot is its centroid, and the length of the heavy
red line is the ‘width’. Note that the red line is perpendicular to the direction
of flow.
B. Practicalities & implementation
In the simplest of modelling arrangements, this calculation
might be made once and a correction implemented. However,
in realistic scenarios the speed and direction of flow in a mesh
element may change on each time step, as may the water level.
CT (a function of speed) and ∆x (a function of direction) may
therefore change from time step to another, as may both the
value of ∆z and the number of layers that the rotor intersects,
due to the use of sigma coordinates in the vertical. Therefore,
it is necessary to calculate α once for each turbine, for each
time step.
Furthermore, when a realistic turbine is being modelled,
the thrust coefficient and the current speed will both depend
upon each other. It may therefore be necessary to iterate new
correction factors back into the model a number of times until
an acceptable covergence is attained.
Clearly, in any but the simplest cases, it is impractical to
carry out these corrections by hand, and an automated approach
is required. Consequently a MATLAB package was developed
to perform the corrections with a minimum of human input.
V. THE MATLAB PACKAGE
A. Approach, inputs & ouputs
The MATLAB package built to perform this correction was
named ‘MTMC’, for ‘MIKE Turbine Mesh Correction’. The
primary design intent was to minimise the amount of human
intervention that was required, in order to allow its use as part
of a practical workflow. To this end, all of the required input
data is parsed from various MIKE model files. Three outputs
are produced in the filesystem:
• A new data file containing a time series of correction
factors for each turbine.
• Modification of the “Turbines” section of the model
definition file to instruct MIKE to apply the correction
factors given in the new data file.
• A MATLAB (.mat) data file that is used to pass
information from one iteration of this function to the
next. This makes it unnecessary to repeat time-consuming
operations on mesh geometry after the first time that it is
run, and makes it easy for the user, by reading this file,
to track convergence of force or correction factor over
multiple iterations.
The flow of information and calculations is described
visually in Figure 4.
B. Versions and prerequisites
The MTMC package was developed in MATLAB version
2014b. The following additional packages are required:
• MATLAB Mapping Toolbox.
• DHI MATLAB Toolbox (available from [13]). The 2012
edition was used for this work, but the 2014 version has
also been tested. Note that this must be modified, as
described below.
• Either MIKE Zero (the MIKE pre/postprocessing suite,
included with MIKE 3 licenses), or the MIKE SDK
(available without license from DHI). One of these must
be present on the system to enable the DHI Toolbox to
read MIKE binary files. The 2012 edition of MIKE Zero
was used for this work.
If the user is in a country that uses ‘/’ rather than
‘-’ as a date separator, a modification must be made
to the DHI MATLAB toolbox to reflect this. In the file
mbin\@dfsTSO\private\parseDatetimeString.m,
hyphens must be changed to slashes in lines 7 and 11 (line
numbers from toolbox 2012 edition). This is because MIKE
Zero respects locale settings when producing .dfs0 files,
but the Toolbox does not do the same when reading them.
C. Usage
The main MTMC.MakeCorrection function takes five
arguments, all of which are filenames:
• The filename of the model definition file.
• The filename of the MATLAB data file that will be
generated to pass information between iterations.
• A cell array containing the filenames of one or more
turbine output files, generated from a prior model run.
• The filename of the mesh file.
• The base filename that should be used for the data file
that will be created with correction factors.
It provides no returns within MATLAB.
The sequence of usage is as follows:
1) Set up the model, giving the turbines a fixed correction
factor of 1 as per default. The model must use Cartesian
coordinates; spherical coordinates are not currently sup-
ported. The thrust curve should be specified as the ‘drag
coefficient’ identically for all angles using the “Tabulated
drag and lift coefficient” option, and the ‘lift coefficient’
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set to zero for all angles. This represents a turbine that
is always aligned with the oncoming flow. The current
version of this script does not support turbines that are
not aligned with the flow. Ensure that there is a maximum
of one turbine in any mesh element.
2) Run the model. This will provide current speed and
direction information for the script.
3) Run MTMC.MakeCorrection for the first time. This
will automatically modify the model definition file to
assign time-varying correction factors to the turbines.
4) Run the model again. If a fixed thrust coefficient is being
used, this may provide stable predictions.
5) If a variable thrust coefficient is being used, run the
model and then MTMC.MakeCorrection as many
times as necessary to obtain acceptable convergence. At
any time after the first run of the function, the contents
of the .mat file can be inspected to view the sequence
of correction factors and predicted forces until that point.
D. Limitations
The current version of the package has a number of
limitations that must be borne in mind:
• No account is currently taken of changing surface el-
evations; it is assumed that the surface elevation is
always equal to mean sea level. This is a reasonable
assumption when testing with steady flows, but it may
cause significant inaccuracies with real tidal conditions,
especially in shallow areas, because a change in surface
elevation implies a change in ∆z for a model cell.
• Off-axis turbines are not yet supported. This precludes the
use of this script for turbines that do not ‘weathervane’
to face into the flow, unless they are used in a perfectly
bidirectional tidal environment.
• There is no support for having multiple turbines in one
mesh element. In practice, if the mesh scale is large
enough for this to be an issue for well-spaced turbines,
then the error that this correction addresses will be small.
If the mesh is small and turbines are very tightly packed,
then errors due to array effects are likely to be greater
than those due to mesh size.
E. Availability
The package is still undergoing testing and improvement,
but will be made publicly available at https://github.
com/TeraWatt-EcoWatt2050/MTMC by the time of this
paper’s presentation. Improvements are welcomed from the
community.
VI. TESTING THE CORRECTION
The proposed correction was initially applied ‘by hand’ to
the simple scenario described in Section III. The region of
each mesh around the turbine was printed at a large scale,
and the geometry of the mesh element containing the turbine
was measured and scaled. The appropriate correction for each
version of the mesh was calculated, and was applied as a
constant correction factor in a second iteration of the model.
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Fig. 5. Force experienced by turbine according width of mesh element. The
blue (lower) line is uncorrected; the red line is corrected by hand measurement
and calculation, and the green by the MATLAB script. The latter two lines
are superimposed and difficult to discern.
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Fig. 6. The corrected and uncorrected values shown in Figure 5 are reproduced
here, with a curve fitted to the uncorrected values and the x-axis extended to
extrapolate to its assymptotic value. As illustrated by the dashed line, this is
close to the corrected values.
Once the MATLAB script for the correction had been
completed, this was run against the same simple scenario.
As may be seen in Figure 5, the results were very similar,
which provides confidence that the intended calculation was
correctly implemented. Runtime for the script was less than
half a second for this single-turbine scenario.
If a curve is fitted to the uncorrected values using a power
law, then its extension to large element width approaches an
assymptote (see Figure 6). This is expected, as the assymptote
represents the limit where ucell = u0 at large mesh scales.
The uncorrected force predicted at these large mesh scales is
similar to the corrected predictions at small mesh scales. This
is evidence not only that the intended calculation was imple-
mented without error, but that it was the correct calculation to
perform.
The result of this correction is not perfect mesh-
independence, since there is still some variance in force with
mesh size. However, the range in forces amongst the four
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Fig. 7. Correction applied to a turbine at the same horizontal location (T1),
at depths (a) 25m, (b) 37m.
meshes tested was reduced from 14% of the maximum to just
1%, which suggests an improvement.
In order to give further confidence in its correct evaluation
of mesh geometry, the script was used to correct a turbine at a
number of different depths and horizontal locations (positions
T2 & T3 in Figure 1). To avoid any risk of interactions, which
might confuse matters at this stage, only one turbine was
modelled, and its location changed for each set of simulations.
For different depths in the same horizontal location (Fig-
ure 7), while the absolute force values vary with depth due
to vertical shear, the change in force with mesh size is near-
identical. This is as expected, because the same horizontal
triangle on each mesh hosts the turbine at any depth. When the
turbine is placed in different horizontal locations (Figure 8), we
observe that in each case the corrected result shows a reduction
in sensitivity to mesh size when compared to the uncorrected
result, but that some mesh dependency clearly remains, and
that this varies in magnitude between different locations on
the mesh.
(a)
20 40 60 80 100 120
Fo
rc
e 
(N
)
#105
5
5.5
6
6.5
(b)
20 40 60 80 100 120
Fo
rc
e 
(N
)
#105
5
5.5
6
6.5
(c)
Element Width (m)
20 40 60 80 100 120
Fo
rc
e 
(N
)
#105
4.5
5
5.5
6
6.5
Uncorrected
Corrected
Fig. 8. Correction applied to a turbine at the three horizontal locations (a) T1,
(b) T2, (c) T3, shown in Figure 1. In each case the turbine was at 26m depth.
VII. CONCLUSIONS
This work is a step towards being able to use high mesh
resolutions in regional-scale models, such as MIKE 3, without
suffering from the mesh dependency that is illustrated. It is
possible that future versions of MIKE may make this correction
internally, but in the meantime, the use of this script allows
greater accuracy to be attained in predictions of energy resource
and of environmental impact.
We have demonstrated that there is no significant mesh
dependency in the simulation before turbines are added (Ta-
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ble I). We have shown that a mesh dependency does develop
in the presence of a turbine, and that the effects of this vary
in a manner consistent with theory, including approaching
an asymptote for very coarse meshes (Figure 6). We have
presented a correction that reduces this effect by an order of
magnitude, automated this correction through MATLAB and
performed initial testing of it in a simple model.
The corrections made are not perfect, in that some sensitivity
to the mesh still remains. This may be due to limitations in
the theory used (e.g. the one-dimensional nature of actuator
disc theory, or the assumption that all drag due to a turbine
happens at the rotor, thus ignoring wake mixing losses), or it
may be due to limitations in the current implementation of the
correction (e.g. in the definition of the width of a triangle).
Further work will focus on testing this script further,
improving the correction, and then applying it to more realistic
tidal model scenarios. Comparison with measurements and/or
high-resolution CFD simulation will provide validation of the
results obtained.
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a b s t r a c t
The Goto Islands in Nagasaki Prefecture, Japan, contain three parallel channels that are
suitable for tidal energy development and are the planned location for a tidal energy test
centre. Energy extraction is added to a 3D numerical hydrodynamic model of the region,
using a sub-grid momentum sink approach, to predict the effects of tidal development.
The available resource with first-generation turbines is estimated at 50–107 MW peak
output. Spreading turbine thrust across the whole cross-section to prevent bypass flow
results in a 64% increase in peak power in one channel, highlighting the importance of
3D over 2D modelling.
The energy available for extraction in each strait appears to be independent of the level
of extraction in other straits. This contrasts with theoretical and numerical studies of other
multi-channel systems. The weak interactions found in this study can be traced to the
hydraulic effects of energy extraction not extending to neighbouring channels due to their
geometry.
 2017 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY
license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
1.1. Background
In 2010 nuclear power provided 25% of Japan’s electricity [1], making Japan the third-largest producer of nuclear energy
in the world [2]. Following the tsunami of 2011 and the subsequent events at the Fukushima Daiichi nuclear power plant this
figure dropped to less than 2% (in 2012) as the nation’s reactors were taken off-line, and most of the shortfall was replaced by
fossil fuels. Lacking substantial fossil resources of its own, by 2015 Japan had become one of the world’s greatest importers of
fossil fuels, and in addition to the environmental implications this represents a significant drain on economic resources [2].
While there has been some limited resumption of nuclear generation, this is deeply unpopular with sections of the public [3].
As part of a strategy to increase domestic energy supply, the Japanese government plans for 22–24% of electricity to be gen-
erated by renewables in 2030 [4]. Work is in progress to set up a marine energy test centre, similar to the European Marine
Energy Centre in Scotland, in the Goto Islands of Nagasaki Prefecture [5].
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1.2. Geographic & hydrodynamic situation
The Goto Islands are an archipelago approximately 80 km to the west of Nagasaki city and, at their closest point, sepa-
rated from the Japanese mainland by approximately 20 km of sea (Fig. 1a). To the north is the Korea Strait, the main southern
entrance to the Sea of Japan, while to the south lies part of the East China Sea and the Pacific Ocean. A portion of flow
between these large bodies of water must pass through or around the archipelago.
Within the islands there are four channels running from north-west to south-east, three of which are approximately par-
allel and of similar dimensions: 7–8 km in length, 1–3 km in width, and 50–60 m deep in mid-channel. These are the
Tanoura, Naru and Takigawara Straits (Fig. 1b). The first two have been designated by the Japanese government as an area
for tidal energy development, and the first tidal energy convertor (TEC) is due to be installed by OpenHydro in the Naru Strait
in 2018 [6]. The fourth channel, the Wakamatsu Strait, is less than 30 m deep for most of its length and is hence unsuitable
for the TEC design considered here.
The region experiences mixed diurnal/ semi-diurnal tides. When compared to European seas, less of the energy is to be
found in the M2 constituent and a greater proportion (approx. 15% of the total) is in K1 and O1. Table 1 shows the most
important constituents.
1.3. Theoretical background & prior work
To extract tidal stream (or ‘‘hydrokinetic”) energy, a porous obstruction is placed in the flow in the form of a TEC. A pro-
portion of the kinetic energy passing through the TEC is removed for conversion to electricity and a retarding force is applied
to the flow, usually resulting in a reduction in its speed. For a given array in a given channel a there exists an optimum pro-
portion of energy removed, beyond which the flow is retarded to such an extent that the available power diminishes.
Garrett and Cummins [8] described a theoretical model of a channel between two large bodies of water, and used this to
derive an approximate formula for the power lost to a channel as a result of energy extraction at optimum yield. Their model
assumes that the extraction of energy in the channel cannot influence the elevation difference across the channel, which may
be thought of as the ‘‘head” available to the turbines.
The exportable power available from the turbines cannot exceed the power extracted from the flow, and will usually be
less. Losses include drag from the TECs’ supporting structures, turbulence generated at the turbine blades, and inefficiencies
in the conversion to electrical energy. Where the array does not fill the cross-section of a channel, some flow will divert
around it. The kinetic energy of this bypass flow is clearly not available for conversion, but some of it will still be lost from
the channel in turbulent mixing when the bypass flow meets the slower wake behind the turbine [9]. Thus, so long as finan-
cial limitations on the number of turbines do not apply, a tidal stream array occupying the entire cross-section of a channel
will always be optimal. This was demonstrated with theoretical models by Garrett and Cummins [10] and Houlsby et al. [11].
The behaviour of multiple channels has been studied from a theoretical perspective by Atwater and Lawrence [12], who
considered the available power in terms of head loss, and Cummins [13], who used the analogy of an electrical circuit.
Fig. 1. Maps showing (a) the situation of the Goto Islands with respect to Japan, and (b) the four channels running through the middle of the archipelago.
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Practical modelling investigations of the multiple channels in the Pentland Firth, Scotland, have been conducted by Draper
et al. [14] (in two dimensions), Goward Brown et al. [15] (in three dimensions), and O’Hara Murray and Gallego [16] (in three
dimensions, with the same software used here). In all of these studies, where there are parallel sub-channels, there is a ten-
dency for exploitation of one channel to cause flow to be diverted into unexploited sub-channels, reducing the yield.
The authors are unaware of any prior resource assessments of the Goto Islands that account for the effects of energy
extraction, and hence the estimates offered by this paper may be the first available.
1.4. Outline of this paper
The work described in this paper has two goals: Firstly, to provide an initial tidal resource assessment for the Goto Islands,
and secondly to explore the behavior of the parallel channels when energy is extracted.
Section 2 describes the numerical model that was used. Sections 3–5 relate simulations using realistic TEC representa-
tions, aimed at estimating the available resource. In Section 6 we put aside the realistic TEC parameters in an effort to explore
the maximum possible extractable power in one of the channels and its effect on the other straits. Section 7 discusses our
findings and compares the behavior of the Goto Islands to that of the well-studied Pentland Firth.
2. Description of the model
Numerical simulations were conducted using the free surface three-dimensional Finite Volume Community Ocean Model
(FVCOM) [17]. The model used in this work was developed by others at Kyushu University in collaboration with the second
author. It will be summarised here, but is described more fully in [7].
The computational domain, shown in Fig. 2, consists of non-overlapping unstructured triangular mesh elements (Fig. 3).
The use of an unstructured mesh is efficient in allowing coverage of a large area with fine scale detail in areas of interest. A
typical element size of 50 m was adopted around the three narrow channels in the Goto Islands, gradually increasing to
5000 m toward the open boundary. Vertical discretization is provided by 20 equally-spaced sigma layers.
Table 1
Table showing the five most energetic tidal constituents, based on a 29
day time series of surface elevation from a combined pressure sensor
and ADCP deployment in the Naru Strait [7]. Harmonic analysis
conducted using the U-Tide software.
Constituent Proportion of total energy (%)
M2 65.2
S2 13.2
K1 9.2
O1 6.0
N2 2.7
Fig. 2. Plot showing the model domain and bathymetry. The spatial coordinates are in metres, referring to the ‘‘Japan Plane Rectangular” coordinate system
zone CS1, EPSG ref 2443.
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The horizontal velocity components (u;v) are calculated at the centroid of each triangle while elevations are calculated at
the vertices. FVCOM is closed mathematically using a modified Mellor and Yamada level 2.5 turbulence closure scheme [18]
for vertical eddy mixing and the Smagorinsky parameterization [19] for horizontal eddy viscosity.
The model bathymetry (Fig. 2) was produced from data supplied by the Hydrographic and Oceanographic Department,
Japan Coast Guard. Eight major tidal constituents (M2, S2, K2, N2, K1, O1, P1, Q1) were forced at open boundary nodes using
amplitudes and phases based on the NAO.99Jb regional tide model [20]. The phases of these forcing constituents were then
adjusted as part of the calibration procedure to improve the agreement with measurements in the tidal straits. The model
was run in barotropic mode with no freshwater inputs or meteorological effects.
The model was validated by comparison of velocities at two locations (see Fig. 3) between ADCP measurements and
model predictions over a two-week period. Error and correlation statistics are reproduced in Table 2 and show an excellent
match in the Tanoura strait. In the Naru strait the correlation is poorer for the u-velocity, but since the flow in this location is
dominated by the north–south axis this was considered acceptable. A harmonic analysis of surface elevation at a tide gauge
station was also conducted, and the comparison between these measurements and predictions is shown graphically in Fig. 4.
2.1. Energy extraction
The code used to represent energy extraction was that of O’Hara Murray and Gallego [16], which follows the approach of
Yang et al. [21] and incorporates tidal stream energy extraction into FVCOM using a sub-grid scale momentum sink method.
This approach represents the horizontal retarding force, applied by tidal stream turbines on the flow, as additional terms in
the 3D momentum equations. The retarding force can be applied at any vertical layer, or combination of layers. Assuming a
tidal turbine is always orientated to face the current, i.e. it weathervanes to face the flow, the retarding force can be
expressed as a quadratic drag law
F ¼ 1
2
qCTAjuju ð1Þ
Fig. 3. Plot showing the inner part of the computational mesh. Thick red lines show the locations used for tidal turbines, as described in Section 3. Blue
points show the locations of ADCP surveys used for validation. Spatial coordinates are in metres, referring to the ‘‘Japan Plane Rectangular” coordinate
system zone CS1, EPSG ref 2443.
Table 2
Table showing RMSE and R2 statistics for comparison of depth-averaged velocities between observations and predictions at two
locations (see map in Fig. 3).
Location u-Velocity v-Velocity
RMSE (ms1) R2 RMSE (ms
1) R2
Tanoura Strait 0.18 0.94 0.31 0.92
Naru Strait 0.26 0.79 0.24 0.93
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where q is the water density, CT is the thrust coefficient of the turbine, A is the flow facing area of the turbine, and u is the
flow velocity vector. For simplicity, no supporting structures were included in the model.
FVCOM uses a mode splitting method in order to solve the 2D, depth averaged, barotropic equations, and the 3D baro-
clinic equations, with different time steps [17]. Therefore, additional terms were added to both the 2D and 3D momentum
equations. In order to allow for the turbines to span multiple vertical layers a parameter K, expressing the fraction of A occu-
pied by the turbine in each layer was included. Thus, equations for the retarding force exerted by N turbines on the fluid for
any model element, i, and for the 2D and 3D equations respectively, are
F2DðiÞ ¼ 12qNðiÞCTðiÞAðiÞ
Xn
j¼1
Kði; jÞjuði; jÞjuði; jÞ ð2Þ
F3Dði; jÞ ¼ 12qNðiÞCTðiÞAðiÞKði; jÞjuði; jÞjuði; jÞ ð3Þ
where j is the depth layer, and n is the total number of depth layers. NðiÞ; CTðiÞ; AðiÞ;and Kði; jÞ can all potentially vary
between mesh elements, i.e. depending on the water depth and the number and type of turbines deployed in each element.
CTðiÞ may be expressed as a function of uðiÞ using a lookup table and linear interpolation, to allow for the representation of
realistic thrust curves. A full description of the energy extraction implementation can be found in [16].
The simulated TEC was based on the OpenHydro device that has been proposed for the Naru Strait. This is a seabed-
mounted design with a diameter of 16 m, a hub height of 19 m above the seabed, and a rated capacity of 2 MW (OpenHydro,
personal communication with SY). A realistic thrust curve was applied, based on that given by Baston et al. [22] but scaled to
use a cut-in speed of 1 ms1 and a rated speed of 3 ms1. This rated speed was adopted because it is a speed that is regularly
encountered during spring tides in the area of interest; the turbine’s rated capacity of 2 MW would imply a rated speed of
over 3.5 ms1, but it is unlikely that this would ever be reached. The thrust coefficient between the cut-in and rated speeds is
0.85, while above the rated speed it is scaled to provide a constant power output.
Two limitations of the current implementation of energy extraction are the assumption that TECs always face the flow
(which is unlikely to be the case with the OpenHydro design, which does not yaw) and the definition of the vertical position
of the momentum sink in terms of sigma layers, causing the simulated TECs to move up and down with the rise and fall of
the tide.
2.2. Calculation of power
Electrical power was calculated from simulated current speeds as a post-processing step. Initially, thrust was determined
using (1). Power was then estimated using
P ¼ CCFjuj ð4Þ
where CC is a coefficient that represents the conversion losses between kinetic energy in the flow and electricity. It is
acknowledged that some inaccuracy is inherent in using the same value of juj, representing an entire mesh element, in both
of the equations above (more correctly, the velocity in (1) should be the free-stream velocity and that in (4) should be the
velocity at the turbine, but neither of these values is known to the model), and correction for this is implicitly included in the
value of CC . A value of 0.5 was assigned to CC based on experimental results with a Schottel turbine reported by Jeffcoate
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Fig. 4. Chart comparing predicted and observed amplitudes (left) and phases (right) of eight tidal constituents at the location of a tide gauge in Fukue City.
This location is a short distance beyond the southern edge of Fig. 3, at 32.7N, 128.85E. Note that phases at the open boundaries were adjusted during
calibration.
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et al. [23]. This two-stage approach is equivalent, below the rated speed, to a power coefficient of 0.425, which is within the
range shown by Bahaj et al. [24] from tank testing.
3. Single-channel scenarios
A transect across each strait between the 30 m depth contours was identified to hold TECs. This depth limitation allowed
for the full height of the TEC (27 m from base to blade tip) to remain submerged throughout the tidal cycle. Simulated tur-
bines were placed, evenly spaced, along these lines, and the number of turbines lying inside each intersected mesh element
was provided to the FVCOMmodel. The transects were located by inspection of the areas of highest speeds without turbines
on both flood and ebb, which were usually at or near to the narrowest parts of the channels. Their locations can be seen in
Fig. 3.
A wide range of turbine numbers was tested in each channel, from the conservative to the implausible. In the more heav-
ily exploited scenarios a single row of turbines is unrealistic, as they would be placed very close together and even overlap
and collide. However, this approach allowed the level of energy extraction in a channel to be reduced to a single parameter,
which is convenient and, in the event of performing an optimisation across multiple channels, reduces the number of degrees
of freedom. Since the purpose of this work was not to study realistic array layouts but to examine the behaviour of the chan-
nel as a whole, this was judged to be acceptable.
In order to minimise computation time, initial simulations were driven only by the M2 tidal constituent. This allows the
use of just 12.4 h of output – a single M2 cycle – as a representative time period. It was determined empirically that the
model required 3 days of spinup time before its output became fully periodic, so each scenario was run for 4 days of model
time and the output data taken from the final 12.4 h.
Fig. 5 shows the maximum and mean power output for each channel with scenarios between 5 and 1000 turbines. The
use of M2 only means that results in this section show unrealistically low levels of power, so limited attention should be paid
to the absolute power levels; of interest instead are the differences in output between different scenarios. It is clear that even
with modest numbers of TECs, additional machines offer diminishing returns. The mean power available in each strait peaks
at implausibly high levels of exploitation, ranging from 270 to 446 TECs; beyond this point, adding additional turbines gives
a negative marginal return. The maximum power also peaks in each channel, but at even higher numbers of TECs than the
mean.
O’Hara Murray and Gallego [16] noted that when simulating turbines in their correct vertical locations, as done here, a
portion of the flow would divert over and under the turbine rotors instead of passing through them (although in reality,
or in a more detailed simulation, some of the flow under the rotor would be impeded by the device’s base structure). This
behavior appears to be replicated in the Goto channels, as suggested by Fig. 6. Vertical diversion limits the power output that
can be achieved, but is unavoidable while using bottom-mounted turbines and while, in some areas, preserving clear water
above for navigation.
The use of realistic TEC arrangements will be continued for the next two sections to arrive at realistic resource estimates.
In Section 6 the TEC description will be modified to explore the maximum power that can be extracted without engineering
or navigational constraints.
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Fig. 5. Plots showing (a) maximum and (b) mean power output from the three channels with varying numbers of realistic TECs. The maximum power in the
Tanoura strait peaks at approximately 2400 TECs, beyond the limits of this plot.
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4. Interactions between channels
Fig. 7 shows the effect on mean depth-averaged current speeds of placing 100 TECs in the Naru Strait. A reduction in mean
speed of up to 0.15 ms1 through the TECs is seen, as expected, and an increase of 0.1 ms1 occurs at the sides of the channel
around the array. Adding impedance to the Naru Strait has only small effects on the other channels; mean speeds in the
Tanoura Strait are affected by less than 0.02 ms1, and those in the Takigawara Strait by slightly more.
There are substantial areas of change to the north and south of the islands. These appear to be caused by changes in the
positions of eddy structures that form at the downstream ends of the channels.
The equivalent maps for the other two channels are not shown, but the qualitative results are similar: reductions in mean
speed in the exploited channel, but only small changes in other channels.
In order to provide a quantitative perspective on inter-channel effects a series of simulations was conducted, using only
the M2 constituent, with 60 TECs in each channel and in each combination of channels. Comparisons were made between the
maximum and mean power outputs of these channels, and in particular between the power provided by a scenario with two
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Fig. 6. Vertical speed profiles showing mean current speed over 24 h with and without TECs. The scenario used for ‘‘with turbines” is that of 100 TECs in the
Naru strait, and the mesh element used is that with the greatest number of TECs in this scenario.
Fig. 7. Map showing the change in mean current speed over an M2 cycle in each mesh element as a result of adding 100 TECs to the Naru Strait. Green line
shows location of turbines. Spatial coordinates are in metres in the ‘‘Japan Plane Rectangular” coordinate system zone CS1, EPSG ref 2443.
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or three channels together and the sum of the powers provided by each of those channels alone; interactions between the
channels would result in differences between these values.
The results of these simulations are shown in Table 3, and show an increase in mean power of the order of 1% from using
two channels together, indicating that some interaction does exist but that it is weak. The reason that ‘‘all 3 together” has a
lower maximum power, but a higher mean power, than the sum of 3 separately, is unclear. It may relate to slight phase dif-
ferences in the progress of the tide through the channels.
The low level of interaction between channels in Goto contrasts with the findings of Draper et al. [14] in the Pentland
Firth, where the power available in each subchannel depended markedly upon the level of exploitation in the others.
5. Estimating the resource
Thus far simulations have been driven only by the M2 constituent in order to minimise computation time. However, only
65% of tidal energy in this region is in M2 (see Table 1), and so this does not give a useful estimate of the available power.
Four ‘‘candidate scenarios” were identified to be run for 28 days (plus spinup) with eight constituents. Three corre-
sponded to low, medium and high levels of development, where for each scenario the turbines of each channel had the same
capacity factor. This was intended to represent a similar level of return on investment in each channel. The actual values of
the capacity factors are not meaningful due to both the unrealistic array layouts and the use of M2 only, and so are not
reported here. In the fourth scenario, termed ‘‘optimum”, each channel had the number of turbines that corresponded to
the greatest mean power output attainable over an M2 cycle. This ‘‘optimum” number of TECs may be different with more
constituents than with M2 only, and indeed may change with improved array layouts, but the number established here is
used as an approximation that is available while keeping computing times low. The optimum number of TECs was calculated
using simple parabolic interpolation between the highest-power scenario in Section 3 and the two either side of it.
It should be noted that this approach, where each channel is optimised independently and then the indicated level of
deployment for each combined in a single model, is not generally applicable; it is appropriate in situations such as this
one where the channels do not interact significantly with one another, and avoids the need for a more difficult simultaneous
optimisation of all channels.
Each of the four scenarios was simulated with all three channels active and with turbines in the Takigawara Strait
removed, thus including only the channels currently designated for development. Table 4 shows the mean and maximum
power outputs of each scenario, as well as the ratio of mean to maximum power output.
Table 3
Table showing mean and maximum outputs from different combinations of channels. 60
turbines were used in the exploited channels. Sums are on a per-timestep basis. The models
were forced with M2 only, so the power estimates will be unrealistically low.
Channels exploited Mean power (MW) Max power (MW)
Tanoura alone 3.2 8.4
Naru alone 4.3 12.3
Takigawara alone 5.6 13.8
Sum of Tanoura & Naru separately 7.4 20.3
Tanoura & Naru together 7.5 20.5
Sum of Naru & Takigawara separately 9.9 25.2
Naru & Takigawara together 10.0 25.2
Sum of all 3 separately 13.1 32.7
All 3 together 13.2 32.3
Table 4
Table showing the number of turbines allocated to each channel in each scenario, and the predicted power outputs. Scenarios marked ‘‘A” use only the two
channels designated for tidal development, while those marked ‘‘B” use all three.
Level of development Number of turbines Power (MW) Mean/Max
Tanoura Naru Takigawara Total Mean Max
Low (A) 5 42 0 47 4.70 23.50 20%
Medium (A) 46 88 0 134 9.67 48.38 20%
High (A) 130 190 0 320 14.08 69.01 20%
Optimum (A) 414 446 0 860 16.25 79.30 20%
Low (B) 5 42 73 120 11.93 49.49 24%
Medium (B) 46 88 112 246 17.73 75.16 24%
High (B) 130 190 182 502 22.34 97.35 23%
Optimum (B) 414 446 270 1130 24.53 106.78 23%
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It is notable that at low levels of exploitation, the Takigawara Strait is predicted to give the most power at a given capacity
factor, offering more than the other two channels combined in the ‘‘Low” scenario. At higher levels of development the Naru
strait has more potential, matching the M2-only predictions in Fig. 5. In all scenarios, the ratio of mean:max power is higher
when the Takigawara Strait is included than when it is not.
6. Exploring the maximum power in the Naru Strait
In earlier sections a realistic representation of a bottom-mounted TEC was used. As noted in Section 3, this only occupies a
portion of the water column and allows the flow to divert over and under the rotor. Additionally, the limitation of not placing
TECs in water shallower than 30 m allows large regions of horizontal diversion in some channels. In this section these restric-
tions are discarded in an effort to maximise the energy available in one channel – the Naru Strait – and look for any response
in the other channels.
Three changes were made from earlier scenarios:
1. Instead of extracting momentum from the vertical layers intersected by the rotor, the same thrust was applied evenly
across all layers. This simulates the way that energy extraction would appear in a two-dimensional model, and approx-
imates a possible future scenario where a large number of smaller TECs, with lower individual thrust, are deployed at
different depths throughout the water column. Such a deployment might be possible through designs such as the Triton
device [25] that is planned for deployment in the Bay of Fundy. The same approach of ‘‘smearing” thrust throughout the
water column was used by O’Hara Murray and Gallego [16] for some scenarios in their modelling of the Pentland Firth.
2. Instead of placing turbines along a line between the 30 m contours, the line was extended to run from coast to coast. This
is unrealistic with a natural coastline, but could be achieved through civil engineering works to provide a minimum
depth.
3. The thrust curve, previously a function of the current speed, was changed to a constant value of CT ¼ 0:85. This is because
the presence of a cut-in speed would otherwise set a limit on how far the TECs could reduce the transport through the
channel. This constant thrust coefficient is probably unrealistic, but it is certainly possible that future TECs will have cut-
in speeds below the 1 ms1 that was used to this point.
The M2-only simulations of the Naru Strait were repeated with these modifications. Additionally, transport through the
northern mouth of the strait was recorded for each scenario. This was calculated by taking 200 sample points along a straight
line from coast to coast, extracting mean depths and depth-averaged velocities normal to this line at each point, and using
simple trapezoidal integration. The number of TECs was increased far beyond commercially realistic levels until a maximum
power output was found past which the marginal change in power for extra TECs was negative. Fig. 8 shows the power out-
put as a function of the number of turbines, and Fig. 9 relates it to the reduction in transport through the channel.
The maximum power available from the Naru Strait (M2 only) under these artificial conditions is predicted as approxi-
mately 36 MW, with between 600 and 800 turbines. This maximum occurs when transport through the channel is reduced
by 36%; additional impedance, and further reductions in transport, beyond this point result in decreased power output.
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Fig. 8. Maximum output during a tidal cycle from M2 only with turbines evenly spread across full channel height and width, with no cut-in speed,
compared to the realistic circumstances of Section 3.
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Fig. 10 shows the effect on mean current speeds of 700 turbines across the full height and width of the Naru Strait. The
effects in the exploited strait are unsurprisingly much greater than those with 100 turbines in Fig. 7. Once again, it is clear
that there is minimal effect on the other channels through the archipelago.
7. Discussion
7.1. Capacity of Naru Strait
When pushing the simulated Naru Strait to its limit of available power, through unrealistic array layouts and turbine
parameters, maximum power (36 MW) was predicted with a reduction in transport through the channel of 36%. This may
be compared against similar values found in modelling the Pentland Firth of 38% [16] and 42% [14], and is within the range
of 29–42% that is given from theory by Garrett and Cummins [8].
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Fig. 9. Maximum power output during a tidal cycle from M2 only with turbines evenly spread across full channel height and width, with no cut-in speed,
plotted against proportional reduction in the maximum transport.
Fig. 10. Map showing the change in mean current speed over an M2 cycle in each mesh element as a result of adding 700 TECs to the Naru Strait, covering
the full cross-section of the channel. Green line shows the location of turbines. Spatial coordinates are in metres in the ‘‘Japan Plane Rectangular” coordinate
system zone CS1, EPSG ref 2443.
S. Waldman et al. / International Journal of Marine Energy 19 (2017) 332–344 341
The maximum power that can be removed from this channel can be compared to that predicted by the Garrett & Cum-
mins model:
Plost ¼ cqgaQmax ð5Þ
where c is set to 0.20 based on a phase lag between head and transport, measured from the model, of 24. Using values for
Qmax and a from the model, this predicts a maximum power of 65 MW.
Garrett and Cummins noted that an assumption in their model was that there was no ‘‘back effect”, i.e. the height differ-
ence between the ends of the channel is not increased by the imposition of the turbines. As shown in Fig. 11, there is a small
but noticeable back effect in the case of the Naru Strait at optimal yield, which should cause an increase in both flow and
yield. Our calculation of power includes an efficiency factor of 0.5 in (4), and once this is taken into account our value of
36 MW is indeed slightly greater than that suggested by the simple model. We find the level of agreement between these
values encouraging.
Comparison with the realistic turbine setup used in earlier sections (Fig. 8) shows, as mentioned with respect to theory in
Section 1.3, that spreading a given thrust evenly across a channel will maximise the available power. While this is difficult to
realise with bottom-mounted TECs, and while allowing room for navigation, it is possible to design tidal energy projects to
get as close to this ideal as possible given the available technology and constraints. It is likely that some of the benefit of
filling the channel cross-section with TECs could be realised by using a lesser quantity of TECs and reducing the channel
cross-section, or increasing the impedance of bypass areas, with passive civil engineering measures. However, we have
not modelled this option and it may have severe environmental impacts.
The difference between the realistic and non-realistic scenarios, in terms of the vertical distribution of thrust, highlights
the importance of using three-dimensional models for resource assessment work – a conclusion also reached by Goward
Brown et al. [15].
7.2. Interaction between channels
In the Pentland Firth, Scotland, Draper et al. [14] found strong connections between subchannels; exploiting one led to
flow diversion into others, and exploiting all together gave more power than the sum of each channel alone. This does
not appear to be the case in the Goto Islands. While in some respects the channel systems of the Goto Islands and the Pent-
land Firth are quite similar, there are notable differences in the connectivity between their channels.
Both the Pentland Firth and the Goto channels run between large bodies of water that are strongly connected by other
routes, and hence whose surface elevations cannot be altered by changes to the transport through the channels in question
(although local changes around the channel mouth(s) are possible). Thus the head over the archipelago as a whole is approx-
imately fixed, but the distribution of the head loss within the isles may be altered by the addition of TECs.
In the Pentland Firth, the three sub-channels merge at either end into a single main channel. If a single channel is
exploited, then (assuming low impedance in unexploited channels) the maximum head available for generation is slightly
greater than the undisturbed elevation change over the length of the divided subchannel. This is because once the head
reaches this level it also affects the other subchannels and causes flow to divert into them, resulting in the strong interactions
that are predicted in that region. The full potential of the elevation difference between the Atlantic and the North Sea is thus
only available if all three subchannels are exploited together.
(a) (b)
Fig. 11. Maps showing the change in surface elevations at single timesteps during (a) flood and (b) ebb, as a result of adding 700 turbines to the Naru Strait
with full horizontal and vertical blockage.
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In Goto, by contrast, the three main channels are almost entirely distinct, opening directly into the large bodies of water
that they link without an intervening combined channel. As a result the full potential drop across the islands is available for
energy extraction in any or all of the channels independently. Because there is no combined channel, and because the chan-
nel mouths are separated by significant distances, local elevation changes at one channel mouth are greatly diminished
before they reach other channels. This results in very weak interactions between the straits.
Fig. 11 shows the changes in surface elevations as a result of adding 700 turbines to the Naru Strait. It is clear that the
elevation gradient of that channel is dramatically altered – with water level upstream of the TECs increased and that down-
stream decreased, and most of the potential drop concentrated on the line of turbines. This effect does propagate weakly
beyond the ends of the channel, in particular to the south, and this is probably because the bay-like shape of the archipelago
here acts as a buffer between the Naru Strait and the South China Sea. However, this wider effect is small (generally < 1 cm)
and there is almost no change in the elevation drop across the other straits.
While there seems to be a satisfactory explanation for the behaviors of the two locations mentioned here, it would be
beneficial to establish a more general description of the interactions of parallel channels.
7.3. Resource estimation
Estimating resource in the channels of Goto is more straightforward than in some areas because the channels do not sig-
nificantly affect one another. In other areas it would be necessary to perform a difficult optimisation with at least as many
degrees of freedom as there are channels, but in Goto one can simply arrive at a resource estimate for each channel and sum
them.
In this case the number of turbines required to obtain the greatest possible mean output from each channel is very high,
and unlikely to be commercially viable. Therefore, in addition to optimising for mean power, we have selected three arbitrary
scenarios which have equal capacity factors (CF) in each channel. These scenarios were each run for 28 days with eight tidal
constituents, and we report a maximum (peak) and mean (time-averaged) power for each scenario. The total available power
from the three channels reaches maxima of 49.5, 75.2, and 97.4 MW at low, medium and high levels of exploitation respec-
tively. The mean power in each scenario is consistently 23–24% of the maximum. There is a greater difference between mean
and maximum here than is common in European waters, which maymake development slightly less economically attractive.
The relatively high variation in this study area can be attributed to its mixed diurnal and semidiurnal tides.
The maximum available resource in just the Tanoura and Naru straits, which are those designated for tidal energy devel-
opment, is 23.5, 48.4, or 69.0 MW for the three scenarios. It is interesting to note that the channel with the greatest output in
the low deployment scenario (probably the most economically attractive scenario) is the Takigawara Strait, which is not
within the designated development area. Omitting the Takigawara Strait also reduces the Mean:Max power ratio to 20%.
The Wakamatsu Strait has been excluded from this study due to its shallow depth. However, future generations of TEC
design may be able to operate in a wider range of speeds and water depths [26], and hence may open this additional channel
to exploitation as well as increasing the power available from the other straits due to lower cut-in speeds.
The relatively modest capacities of these channels means that, even at quite low levels of development, TECs’ perfor-
mances within any single channel will not be independent of one another. This will have implications for the management
of the planned marine energy test centre, where a number of device developers might be testing different technologies
within the same channel and may be affected by each others’ activities.
8. Conclusions
In this work, numerical modelling has been used to predict the effects of tidal energy extraction from the Tanoura, Naru
and Takigawara Straits in the Goto Islands using tidal energy converters (TECs) of the type planned by OpenHydro for
deployment in the region. We estimate that between 24 and 79 MW of power is available, depending on the level of devel-
opment, from the designated tidal energy zone, and that between 50 and 107 MW is available from all three channels
together, using the currently proposed bottom-mounted turbines (Table 4). We note that the channel with the greatest
potential at early stages of development (the Takigawara Strait) is not in the designated area.
As the level of energy extraction increases the marginal gain from adding additional turbines decreases, both because of a
reduction in transport through the channel as a result of the increased impedance and because flow tends to divert over and
under the rotors. TECs occupying more of the water column can use the same total rotor area more efficiently, which may be
achievable in future using a larger number of smaller rotors.
Because modest levels of exploitation have noticeable effects on transport, managers and clients of the planned tidal
energy test centre will need to be aware that the performance of a given device or array may be influenced by other test
activities occurring in the same channel.
The maximum power that could, in principle, be generated from the Naru strait from M2 only is estimated to be 36 MW,
in contrast with 22 MW using realistic technology. The necessary conditions for this higher output are unrealistic and
undoubtedly uneconomical, but it is possible that civil engineering works to modify the channel, together with different
designs of TEC, could permit a closer approach to this maximum. We have not studied the environmental consequences
of such works.
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There is little interaction between the channels in the Goto Islands, meaning that any or all of them can be exploited inde-
pendently of the others. This may increase the attractiveness of the area for development, as – unlike Scotland’s Pentland
Firth – it is not necessary to develop all channels to realise the full potential of one. The interaction of parallel channels
is sensitive to their geometry, and it would be useful to understand this more fully.
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Abstract—Lashy Sound is a small channel in Orkney, Scotland,
where a tidal stream energy development is planned. This study
uses numerical modelling to investigate the energy resource of
the Sound and the effects on the flow of removing this power. A
new 3D regional-scale hydrodynamic model of the area was built
using the MIKE software and was used to study Lashy Sound. A
standard momentum sink approach was used to represent tidal
energy converters. It is estimated that the maximum possible yield
from this channel from the M2 tidal constituent alone is 23 MW
mean and 61 MW peak power, although this would require an
unrealistic and uneconomic arrangement of tidal turbines. The
30 MW capacity that is planned is predicted to be feasible, and
the environmental effects of both large and small arrays are
discussed.
Keywords—MIKE, hydrodynamics, resource assessment, envi-
ronmental impact
I. INTRODUCTION
The Orkney archipelago in northern Scotland (Figure 1)
contains a complex network of inter-island channels of which
many, like the Pentland Firth to the south, experience rapid
tidal flows and are hence of interest for tidal stream energy
development. The strength of tidal activity in the region is
due to the time taken for the M2 tidal wave to propagate
around Scotland, and the resulting phase difference between
the Atlantic and North Sea sides of Orkney [1].
Much research effort has been put into studying the Pentland
Firth, which promises a great deal of tidal energy (e.g. [1]–
[5]), and the large northern channel that includes the Fall of
Warness, which is the location of the European Marine Energy
Centre (EMEC) tidal test site (e.g. [6], [7]). Relatively little
attention has been paid to the smaller channels within Orkney,
what power may be available from them, and whether their
exploitation could affect the major sites. In this work we use
numerical modelling to examine one of these smaller channels,
Lashy Sound, which has tidal energy development planned but
has been largely uncovered in the academic literature.
In this paper we describe a new three-dimensional numerical
hydrodynamic model of the Pentland Firth and Orkney Waters
(PFOW) area that was developed to study Lashy Sound and its
surroundings. We relate validation of this model, and describe
early work on using the model to address two questions:
1) How much power is available from Lashy Sound?
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Fig. 1. Situation of Lashy Sound with respect to the Orkney archipeligo and
the north of Scotland. The black box shows the extent of the model domain,
and the red box highlights the location of Lashy Sound.
2) What effect would exploitation of Lashy Sound have on
other channels?
II. THE CHANNEL
Lashy Sound lies in the northern part of the Orkney
archipeligo, situated between the isles of Eday to the west
and Sanday to the east. At the southern end it becomes Eday
Sound, which links to the large channel through Orkney that
includes the Fall of Warness. Eday Sound also has a shallow
and partially-obstructed exit to the east which sustains rapid
flows at some states of the tide. To the north, Lashy Sound
opens into open sea. For a labelled map of these channels, see
Figure 2.
It is notable that Lashy Sound has a north-south orientation,
while the dominant tidal flow across the archipeligo as a whole
is between east and west. Strong currents in Lashy Sound must,
therefore, stem not directly from the hydraulic forcing between
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Fig. 2. Map showing the layout of Lashy Sound and the surrounding islands
and channels. Colours show bathymetry with respect to mean sea level.
the Atlantic and the North Sea, but from these links to other
channels.
Lashy Sound itself is approximately 5 km long (measuring
to the southern end of Sanday), between 3.5 and 1.5 km in
width, and between 10 and 30m deep. At the northern end a
smaller subchannel of <0.5 km width and approx. 10m depth
branches off the main stream and passes to the other side of
a small island known as the Calf of Eday. Between the Calf
of Eday and Sanday, which is the narrowest part of the main
channel, is a narrow constriction in the deep channel with
shallow water to either side.
Lashy Sound is of interest for commercial tidal energy
generation, and developer Scotrenewables Ltd. has received an
“agreement for lease” from The Crown Estate for a project of
up to 30MW capacity [8].
III. THE MODEL
A. Description
MIKE by DHI is a commercial hydrodynamic modelling
suite commonly used in industry. For this work the 2012
version of the 3D Flexible Mesh Hydrodynamic Module
(MIKE 3 FM HD) was used. This uses an element-centred finite
volume approach to solve the three-dimensional incompressible
Reynolds-averaged Navier-Stokes equations under an assump-
tion of hydrostatic pressure [9]. Turbulence is represented
by eddy viscosity, which in this case was determined in the
horizontal by the Smagorinsky formulation and in the vertical
by a simple log law. Horizontal spatial discretization is on
an unstructured mesh, while vertical discretization uses sigma
layers. The simulation was run in barotropic mode without
wind forcing.
Open boundaries were specified as clamped time-varying wa-
ter levels, generated using the DHI global tidal model database
Fig. 3. Map showing the computational mesh for a part of the model. Blue
points show the locations of ADCP surveys in the Fall of Warness (FoW) and
Lashy Sound (Sites 1 & 2). The red line shows the transect used to place
TECs, and the green line the transect used to measure transport through the
channel. Spatial coordinates are in metres, referring to UTM Zone 30N.
[10]. This database is derived from TOPEX/POSEIDON
altimetry and provides twelve tidal constituents at a spatial
resolution of 0.125◦. Land boundaries were constrained to have
zero velocity normal to the boundary, but permitted free slip
along the shoreline. The seabed resistance was represented by
a hydraulic roughness length, which was used as a calibration
parameter.
The typical node spacing of the computational mesh was
80–120m in the area of interest around Lashy Sound and the
Fall of Warness, increasing in stages to 8 km at the edges of
the domain. Due to practical limits on computation time, finer
meshes were not investigated. Bathymetric data within Lashy
Sound was provided by Scotrenewables, while for the rest of
the PFOW area a 20m gridded dataset was provided by The
Crown Estate (described in [11]). For the outer regions of the
domain not covered by these sources, further bathymetry was
supplied by SeaZone [12] on a grid of 6” resolution. The full
extent of the model may be seen in Figure 1, and a part of the
mesh in Figure 3.
B. Calibration & validation
The model was calibrated against ADCP records from the
Fall of Warness, and validated against records from Lashy
Sound. The choice was made to use different locations, rather
than different times at the same locations, to ensure confidence
in the validation as a measure of the model’s skill in the area
of interest.
Calibration was conducted by adjusting the seabed roughness
parameter ks to achieve the best possible match of current
speed between measurements and predictions. A value of ks =
0.1m was chosen.
The model was validated against two ADCP surveys in the
area of interest, (marked Site 1 & Site 2 in Figure 3), using a
one-month period in February and March 2012. Comparisons
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Fig. 4. Time series comparison of current speed between model and observations at three depths. For legibility, only 48 hours at spring tides are shown.
TABLE I
VALIDATION STATISTICS, COMPARING PREDICTIONS OF THE MIKE 3
MODEL TO OBSERVATIONS IN LASHY SOUND OVER A ONE MONTH PERIOD.
Site 1 Site 2
u v u v
RMSE (m/s)
Shallow 0.341 0.298 0.134 0.375
Mid 0.162 0.294 0.166 0.426
Deep 0.213 0.260 0.257 0.430
Scatter index
Shallow 0.577 0.304 0.175 0.372
Mid 0.231 0.256 0.202 0.386
Deep 0.278 0.206 0.302 0.375
R
2
Shallow 0.980 0.986 0.978 0.982
Mid 0.983 0.988 0.979 0.983
Deep 0.983 0.989 0.980 0.984
Bias (m/s)
Shallow 0.077 0.107 0.012 0.040
Mid −0.010 0.092 −0.043 0.057
Deep −0.117 0.074 −0.092 0.058
of u and v velocity components were made at three depths
corresponding to approximately 20%, 50% and 80% of the
water column. Statistical measures of agreement may be viewed
in Table I, and visual comparisons in Figures 4–6.
In Lashy Sound the model provides accurate predictions at
most states of the tide. However, it significantly overpredicts
the highest current speeds near the surface, especially at Site 1.
A “jet” of accelerated flow is predicted downstream of the
constriction at the northern end of Lashy Sound, and it is
possible that the model is incorrectly predicting the width or
the strength of this jet. The overprediction may also relate to
incorrect simulation of the flow through the subchannel to the
west of the Calf of Eday, which meets the main channel close
to ADCP Site 1. As this subchannel is shallower than the main
channel, its effects would be most apparent near the surface.
These hypotheses are presented as possible explanations for
the difference seen, but neither can be tested with the available
measurements.
The measured and predicted phases show a good match, and
the asymmetry of the flow in the channel is reproduced well.
At Site 1 the flow direction is predicted well, but at Site 2
there is a modest discrepancy.
Frequency-domain validation was conducted using the same
predictions and measurements. For reasons of space it is only
shown here in textual, depth-averaged, form (Table II). Phases
and amplitudes of the major constituents, as given by t_tide
[13], all match within 95% confidence intervals except for M2
amplitudes at Site 2. These M2 amplitudes are underpredicted
in the u direction and overpredicted in the v direction, which
matches the small discrepancy in flow direction seen in the time-
domain analysis. It is interesting to note that harmonic analysis
is not able to fully represent the flow in this area, with t_tide
typically reporting that only 95% of the signal is explained by
harmonic constituents. Since this aharmonic flow occurs in the
model as well as the measurements, it cannot be attributed to
weather effects. It probably relates to the jet of accelerated flow
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Fig. 5. Scatter plots comparing current speed between model and observations
at three depths. For legibility, a regular sample of every fifth time step is shown.
This results in a plotted time step of 25 minutes, and hence extreme values
may be clipped slightly. The red lines represent 1:1 relationships.
TABLE II
COMPARISON OF DEPTH-AVERAGED PREDICTIONS AND OBSERVATIONS IN
FREQUENCY DOMAIN AT TWO ADCP LOCATIONS IN LASHY SOUND.
Amplitude (m) Phase (◦)
Model ADCP Model ADCP
M2 u
Site 1 1.132 1.064 56.9 59.8
Site 2 1.040 1.220 59.3 62.3
M2 v
Site 1 1.881 1.784 55.6 56.9
Site 2 1.954 1.608 56.5 58.1
S2 u
Site 1 0.412 0.406 93.5 96.2
Site 2 0.378 0.461 95.4 96.9
S2 v
Site 1 0.680 0.691 92.7 93.6
Site 2 0.709 0.612 93.7 94.7
mentioned above, which introduces asymmetry that cannot be
represented by sine waves at astronomical frequencies.
IV. ESTIMATING RESOURCE
A. Method
The approach taken in this work was not to consider realistic
array layouts, but to arrive at a figure for the maximum
power obtainable from this channel regardless of engineering
or economic considerations. It is known that the most efficient
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Fig. 6. Hodographs comparing measured and predicted velocities at three
depths. Direction is that in which the flow is travelling. Radial axis indicates
current speed in m/s.
way of extracting energy from a channel is to spread turbines
evenly across its whole cross-sectional area to prevent any
bypass flow [14], [15].
The MIKE software represents tidal energy convertors
(TECs) as sub-grid momentum sinks based on actuator disc
theory, and requires that they be specified in terms of hub
location, diameter, and thrust coefficient. A transect was
identified that crossed Lashy Sound at the narrowest point
at which it remains a single channel (i.e. south of the split
around the Calf of Eday; see Figure 3), and turbine locations
were placed, evenly spaced, along this line.
The use of a single design of TEC would result either in
large regions of horizontal bypass flow, at the sides of the
channel where the depth was insufficient for the rotor, or — if
smaller diameter turbines were used — a great deal of vertical
bypass in the middle as flow diverted over and under the rotors.
To avoid this bypass flow, the diameter of each turbine was
calculated to fit the depth at that location subject to maximum
and minimum diameters of 20m and 4m respectively, and
with a 3m allowance for bottom clearance and tidal range.
However, this change in rotor diameters would have led to
evenly spaced turbines having unequal gaps between them,
which would have caused changes in local blockage across
the channel. To address this, additional rotors were added to
each location as necessary to normalise the local blockage ratio
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to the same as that of the largest turbine. Although clearly
not physically realistic at a sub-grid level, at the resolution of
the model this is equivalent, in all but the sparsest layouts, to
placing the smaller rotors closer together.
A realistic turbine would be expected to have a thrust
coefficient that varied as a function of the flow speed. However,
when exploring the maximum potential of a channel this can
be problematic, because if the turbines have a cut-in speed they
are unable to reduce the flow in the channel below this speed.
For this work, therefore, the turbines were given a fixed thrust
coefficient of 0.85. For simplicity, no supporting structures
were included in the model.
A range of levels of exploitation were simulated, from 10 to
2400 TEC locations. In the more heavily exploited scenarios a
single row of turbines is unrealistic, but should be considered
as representing a two-dimensional array. Because this single-
row layout is unlikely to be optimal, the actual number of
TECs should be used only for comparative purposes, and it
is not intended that capacity factors or matters of economic
viability should be considered.
In order to allow a large number of scenarios to be explored
in limited computation time, only the M2 tidal constituent
was used. This allows the use of just 12.4 hours of output
— a single M2 cycle — as a representative time period. It
was determined empirically that the model required 3 days
of spinup time before its predictions in Lashy Sound became
fully periodic, so each scenario was run for 4 days of model
time and the output data taken from the first 12.4 hours of the
fourth day.
Rotor thrust is reported by the MIKE software on a per-
turbine basis by
F = 1
2
ρCTA|u|u (1)
where F is thrust, ρ is the density of the water, CT is the thrust
coefficient, A is the area of the rotor and u is the flow velocity.
In this work it was assumed that all rotors face into the flow at
all times. Power produced was estimated as a post-processing
step using
P = CCF |u| (2)
where CC is a coefficient that represents the conversion losses
between kinetic energy in the flow and electricity. A value of
0.5 was assigned to CC based on experimental results reported
by Jeffcoate et al. [16]. The chosen values of CT = 0.85 and
CC = 0.5 are equivalent to a power coefficient of CP = 0.425.
It is acknowledged that some inaccuracy is inherent in using
the same value of |u|, representing an entire mesh element, in
both of the equations above. More correctly, the velocity in
(1) should be the free-stream velocity and that in (2) should
be the velocity at the turbine, neither of which is known to
the model [17], [18]. We plan to address this discrepancy in
future work.
Transport through the channel was recorded for each sce-
nario. This was calculated by taking 200 sample points along
a straight line from coast to coast (Figure 3), extracting mean
depths and depth-averaged velocities normal to this line at each
point, and using simple trapezoidal integration.
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Fig. 7. Mean and maximum output over a M2 tidal cycle, with respect to the
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B. Results
Figure 7 shows the maximum and mean power output
of the various scenarios over a single M2 cycle. Figure 8
relates the maximum output to the maximum reduction in
volume transport through the channel. There is a near-linear
relationship between TEC numbers and output at low levels of
exploitation, beyond which the marginal gain in power for each
new turbine location decreases as the flow speed through the
channel is reduced. At approximately 1200 TEC locations the
marginal gain from additional turbines turns negative, as the
reduction in power from the loss of flow speed outweighs the
effect of adding more generating capacity. This point therefore
represents the maximum yield available from the channel,
and corresponds to mean and maximum outputs of 23MW
and 61MW respectively. This is achieved with a reduction in
transport of approximately 20%.
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V. FAR FIELD EFFECTS
Two scenarios were studied: The first is that identified above
with 1200 TEC locations and a peak output of 61MW which,
since it is the most energy that can be extracted, should be
the “worst case” for environmental impacts. The second is one
with 100 TEC locations and a peak output of 33MW, which
is close to the 30MW that is planned for Lashy Sound. In
each case the flow was compared to that with no TECs, and
the effects on mean depth-averaged current speed are shown
in Figure 9.
The 61MW scenario results in a large reduction in mean
current speed through the TEC array itself, for the length of
Lashy and Eday Sounds, and for some kilometres beyond.
Some flow acceleration around the array is also visible, which
has arisen because of the lower limit that was placed on the
size of a rotor and hence the absence of simulated turbines
from water shallower than 7m.
Outside the immediate flow of Lashy Sound, effects are
small but extant. There is a very small increase in speeds
in the Fall of Warness, of up to 5 cm s−1. There are more
significant increases in flow along the south coast of Eday (up
to 0.2m s−1) and through the channel between Sanday and
Stronsay (up to 0.5m s−1) at certain stages of the tidal cycle.
These changes are not visible in the figure as this only shows
a temporal average.
Figure 10 shows changes in the maximum and minimum
water level in each cell in the 61MW scenario. The line of
turbines is very clear in these maps because a 15 cm increase in
the amplitude of M2 is produced north of them. This increase
in range is not replicated south of the tidal fence; instead, the
southern part of Lashy and Eday Sounds show a small increase
in both minimum and maximum sea level, with the maximum
increasing by up to 7 cm on the coast of Sanday.
Effects on water levels beyond Lashy and Eday sounds are
small, but reductions in tidal range of the order of 1–2 cm are
predicted along substantial parts of the Sanday and Stronsay
coasts, as well as the south coast of Eday and even parts
of Shapinsay, Rousay and the West Mainland (not shown in
figure). Mid-channel water levels in the Fall of Warness are
affected by a similar amount.
In the 33MW scenario the magnitude of the effects is lower
and impacts beyond Lashy and Eday Sounds, including those
on other tidal sites, are predicted to be negligible. Within Lashy
Sound an increase in maximum sea level at the coasts of up to
2 cm may be expected (not shown), and the reduction in mean
current speed in line with the array is approximately 0.3m s−1
in mid-channel (see Figure 9b).
VI. DISCUSSION
In these simulations, the maximum power obtainable from
the channel is achieved with a reduction in transport of 20%.
This is well outside the range of 29–42% that is given by the
simple analytic model of Garrett and Cummins [19] (hereafter
GC05), and substantially below figures that have been identified
for the Pentland Firth by numerical modelling [4], [5].
Part of this discrepancy is due to the presence of bypass
flow around the ends of the simulated TEC array where the
water is too shallow for the minimum rotor diameter that was
specified. Part may also be due to the GC05 model not being
fully applicable.
A limitation that Garret and Cummins noted in their model
was that it did not allow for the driving head across a channel
to change as a result of energy extraction. This is a valid
assumption for their scenario of a single channel connecting
two large basins, but does not hold for the more complex
situation studied here. In fact surface elevations near to the
northern mouth of Lashy Sound, and within the southern part of
Eday Sound, are predicted to change by 2–8 cm at some stages
of the tide in the maximum yield scenario. The complexity of
the surrounding archipeligo may also mean that, even when
the model is driven with only the M2 tidal constituent, Lashy
Sound itself experiences more complex forcing. Further study
of the dynamics of this channel, with and without energy
extraction, is planned for the future.
The agreement to lease that has been granted by The
Crown Estate for this area permits development of a tidal
array with output capacity of 30MW. Our work indicates that
this is feasible from a physical perspective. Since 30MW of
maximum power is reached in the near-linear part of Figure 7
it is likely to be attainable with a modest number of TECs,
contributing to a high capacity factor, which is a favourable
contribution to any study of the economic viability of the site.
However, the asymmetry of current velocities in this channel
leads to a relatively low ratio of mean to maximum power
output, even with M2 only, of around 30%, and this will act
to reduce the capacity factor. A more detailed study, using
realistic array layouts and more tidal constituents, would of
course be required to establish an accurate figure.
In the simulation with maximum yield, hence that with the
greatest environmental impacts, energy extraction results in
changes to the flow over a moderate area, including the waters
south of Eday and those between Sanday and Stronsay. It
appears that this path acts as an alternate route into which a
proportion of the flow diverts when Lashy Sound is obstructed.
In this “worst case” scenario maximum water levels on the Eday
and Sanday coasts are increased by up to 15 cm. This change
could have implications for intertidal habitats and perhaps for
human activities, but such effects are outside the scope of this
study. Smaller effects, unlikely to be of any importance, are
predicted as far afield as the West Mainland of Orkney.
In the more realistic scenario approximating the planned
30MW of peak power, the increase in maximum water level
is reduced to 2 cm along the coasts of the northern part Lashy
Sound, and no significant effects are predicted beyond this
area. As with any tidal stream development, changes to the
flow pattern within the Sound would have modest effects on
bed stress, and hence potentially on benthic ecology. These
effects on bed stress would need to be investigated as part of
the environmental impact assessment for any development.
It is important to note that roughly doubling the power
extracted from 33MW to 61MW involves a 12-fold increase
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(a) 1200 TEC locations, max 61MW. (b) 100 TEC locations, max 33MW.
Fig. 9. Map showing the mean effect on depth-averaged current speed, over a single M2 cycle, of extracting the (a) maximum available power, and (b)
approximately the planned power, from Lashy Sound. Speed differences are calculated on a per-timestep basis before the temporal mean is taken. Spatial
coordinates are in metres, referring to UTM Zone 30N.
(a) (b)
Fig. 10. Maps showing the change in the (a) minimum and (b) maximum surface elevation of each cell at any time during an M2 cycle as a result of extracting
the maximum available power (peak 61MW) from Lashy Sound. Spatial coordinates are in metres, referring to UTM Zone 30N. Note that both of these plots
correspond to the scenario shown in Fig. 9a; the effects on elevation of the second scenario, which are small, are not shown for space reasons.
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in the area of turbines and a similarly disproportionate increase
in environmental impacts. Although this study was not intended
to address economic matters, it is clear that reaching the higher
level of exploitation — the maximum physically possible in
the channel — would be economically prohibitive and hence
is extremely unlikely to ever occur.
Since a realistic array would spread its thrust less evenly
across the channel than the continuous fence arrangement
modelled here, it would lose more power to wake mixing
[15]. This means that the total power lost from the channel,
and hence the resulting environmental effects, might be greater
than those shown here for the same electrical output. However,
since the effect on maximum transport predicted here for a
33MW output is less than 1.5%, the far-field effects of a
well-designed array are still likely to be small.
VII. CONCLUSIONS
In this work a new 3D hydrodynamic model of the Pentland
Firth and Orkney Waters area was developed to study the
area around Lashy Sound. Validation showed good general
performance, although there was an unexplained overprediction
of the highest flow speeds.
Simulations using only the M2 tidal constituent indicate
that the maximum yield available from Lashy Sound, using
unrealistically large numbers of turbines that form a nearly
complete fence, is a mean power of 23MW with a peak of
61MW. This is achieved with a reduction in volume transport
of 20%. A mean power of 10MW and peak of 33MW, similar
to the array that is planned in the strait, can be achieved with
a 1.5% reduction in transport.
These powers will be underestimates of the true values,
because only the M2 tidal constituent was simulated and
because some bypass flow was permitted in shallow water
at the sides of the channel. A realistic 30MW array would
lose more energy to wake mixing than the continuous fence
arrangement modelled here, and would hence cause a slightly
greater reduction in transport for the same power output.
In the 61MW scenario very small environmental impacts
are predicted over a wide area, and increases in maximum sea
level of up to 15 cm within Lashy Sound are estimated. We
emphasise that this scenario is a hypothetical one which is
very unlikely to be realised.
In the 33MW scenario significant effects do not extend
beyond Lashy and Eday Sounds. Changes to the flow patterns
within Lashy Sound would have modest effects on bed stress
in the area, and an increase in maximum sea level of up to
2 cm is predicted on the coasts of Eday and Sanday close to
the development site.
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