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Abstract
In this study, we explore the partial identification of nonseparable models with
continuous endogenous and binary instrumental variables. We show that the struc-
tural function is partially identified when it is monotone or concave in the explana-
tory variable. D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015) prove the
point identification of the structural function under two key assumptions: (a) the
conditional distribution functions of the endogenous variable for different values
of the instrumental variables have intersections and (b) the structural function is
strictly increasing in the scalar unobservable variable. We demonstrate that, even if
these two assumptions do not hold, monotonicity and concavity provide identifying
power. Point identification is achieved when the structural function is flat or linear
with respect to the explanatory variable over a given interval.
1 Introduction
In this study, we examine the identification of a system of structural equations that takes
the following form:
Y = g(X, )
X = h(Z, η),
(1)
where Y ∈ R is a scalar response variable, X ∈ R is a continuous endogenous variable,
Z ∈ {0, 1} is a binary instrument, and  and η are unobservable scalar variables. For
simplicity, we assume that X is a scalar variable. It is straightforward to extend the
results to the case in which X is a vector. This specification is nonseparable in the
unobservable variable  and captures the unobserved heterogeneity in the effect of X on
Y . Such models have also been considered by, for example, D’Haultfœuille and Fe´vrier
(2015) and Torgovitsky (2015).
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D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015) show that g is point iden-
tified when g(x, e) and h(z, v) are strictly increasing in e and v and Z is independent of
(, η). Their results are important for empirical analyses in which many instruments are
binary or discrete, such as the intent-to-treat in a randomized controlled experiment or
quarter of birth used by Angrist and Krueger (1991). For nonparametric models with
a continuously distributed X, several point identification results require Z to be contin-
uously distributed. See, for example, Newey, Powell, and Vella (1999) and Imbens and
Newey (2009).
D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015) use two key assumptions
when establishing point identification for g. First, FX|Z(x|0) and FX|Z(x|1) have inter-
sections. Second, g(x, e) is strictly increasing in e. However, many empirically important
models do not satisfy these assumptions. For example, FX|Z(x|0) and FX|Z(x|1) do not
have an intersection when Z has a strictly monotonic effect on X such as linear models
X = β0 + β1Z + η. Further, in many applications, instrumental variables have a strictly
monotonic effect on endogenous variables (e.g. the LATE framework proposed by Imbens
and Angrist (1994)). For example, as in Macours, Schady, and Vakis (2012), cash trans-
fer programs have been implemented in several countries. As such, if we use treatment
indicator Z as the instrumental variable for income X, Z has a strictly monotonic effect
on X, which violates the intersection assumption. Hence, FX|Z(x|0) and FX|Z(x|1) never
have an intersection in this example. Actually, in Section 5, we show that FX|Z(x|0) and
FX|Z(x|1) do not have an intersection in the real data. When Y is discrete or censored,
g(x, e) is not strictly increasing in e. Moreover, many problems in economics involve
dependent variables that are discrete or censored. For example, development economists
may want to analyze the effects of income changes on child education. If school atten-
dance is used as a dependent variable, then Y is discrete. As another example, assume
that we want to analyze the effects of income changes on education expenditure. Then,
education expenditure is censored at zero when children do not attend school.
This study shows that, when g(x, e) is monotone or concave in x, we can partially
identify g, even if FX|Z(x|0) and FX|Z(x|1) have no intersection and g(x, e) is not strictly
increasing in e. g(x, e) is monotone or concave in x in many economic models. For
example, the demand function is decreasing in price if the income effect is negligible, and
economic analyses of production often suppose that the production function is monotone
and concave in inputs. In general, the demand function is not decreasing in price. For
instance, Hoderlein (2011) employs nonseparable models and analyzes consumer behavior
without the monotonicity assumption. Many studies employ monotonicity or concavity
to identify the target parameters (e.g., Manski (1997), Giustinelli (2011), D’Haultfoeuille,
Hoderlein, and Sasaki (2013), and Okumura and Usui (2014)). Specifically, Manski (1997)
imposes these assumptions and shows that the average treatment response is partially
identified. The partial identification approach using the concavity assumption in this
study is somewhat similar to that considered by D’Haultfoeuille et al. (2013).
In this model, monotonicity and concavity provide identifying power. D’Haultfœuille
and Fe´vrier (2015) and Torgovitsky (2015) show that when FX|Z(x|0) and FX|Z(x|1) have
intersections, g(x′, g−1(x, y)) is identified for all x, x′, and y, where g−1(x, y) is the inverse
of g with respect to its last component. Then, g is point identified under appropriate
normalization. By contrast, when FX|Z(x|0) and FX|Z(x|1) do not have intersections,
we only identify g(x′, g−1(x, y)) for some x and x′. Although this information restricts
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the functional form of g, it does not provide the informative bounds of g. In this case,
monotonicity and convexity allow us to interpolate or extrapolate g(x′, g−1(x, y)) and
provide the informative bounds of g(x′, g−1(x, y)). For example, if g(x′, g−1(x, y)) is iden-
tified and x˜ ≥ x′, monotonicity implies g(x˜, g−1(x, y)) ≥ g(x′, g−1(x, y)), and hence, we
obtain a lower bound of g(x˜, g−1(x, y)). Using these bounds, we can achieve the partial
identification of g.
There is a rich literature on the identification of nonseparable models using the control
function approach. For example, Chesher (2007), Hoderlein and Mammen (2007), Flo-
rens, Heckman, Meghir, and Vytlacil (2008), Imbens and Newey (2009), Hoderlein and
Mammen (2009), Hoderlein (2011), Kasy (2011), and Blundell, Kristensen, and Matzkin
(2013) consider the identification of nonseparable models using the control function ap-
proach. Particularly, Imbens and Newey (2009) consider models similar to (1). Their
study allows  to be multivariate, showing that the quantile function of g(x, ) is point
identified, while in this analysis,  is imposed as scalar. Their results need continuous in-
struments, whereas those of D’Haultfœuille and Fe´vrier (2015), Torgovitsky (2015), and
the present study do not.
We assume that the instrumental variable Z is binary. D’Haultfœuille and Fe´vrier
(2015) consider the case in which the instrumental variable takes more than two values,
thus showing point identification can be achieved using group and dynamical systems
theories even when FX|Z(x|z) and FX|Z(x|z′) have no intersection.
Caetano and Escanciano (2017) provides alternative results for the identification of
nonseparable models with continuous endogenous variables and binary instruments. To
this end, they use the observed covariates to identify the structural function. Although
their approach does not require FX|Z(x|z) and FX|Z(x|z′) to intersect, they assume the
structural function does not depend on the observed covariates. By contrast, our iden-
tification approach does not require the existence of covariates and allows the structural
function to depend on the observed covariates.1
The remainder of this study is organized as follows. Section 2 introduces the assump-
tions employed in the analysis. Sections 3 and 4 demonstrate the partial identification of
g under the monotonicity and concavity assumptions when conditional distributions have
no intersections. Section 5 computes the bounds using real data. Section 6 extends the
result in Section 3 to a more general case, where we allow Y to be discrete or censored.
Section 7 concludes the paper.
2 Model
For any random variable U and random vector W , let FU |W (u|w) denote the conditional
distribution function of U conditional on W . In some places, we interchangeably use
the notation FU |W=w(u) instead of FU |W (u|w). Let X , Xz, and Yx,z denote the interiors
of the support of X, X|Z = z, and Y |X = x, Z = z, respectively. The following two
assumptions are the same as those in D’Haultfœuille and Fe´vrier (2015) and Torgovitsky
(2015):
Assumption 1. The instrument is independent of the unobservable variables: Z ⊥⊥(, η).
1For simplicity, we consider the case where there are no covariates. It is thus straightforward to extent
our model to the model with covariates.
3
Assumption 2. (i) Function g is continuous and g(x, e) is strictly increasing in e for all
x ∈ X . (ii) For all z ∈ {0, 1}, h(z, v) is continuous and strictly increasing in v.
Assumptions 1 and 2 (ii) are typically employed when using the control function
approach. See, for example, Imbens and Newey (2009), D’Haultfœuille and Fe´vrier (2015),
and Torgovitsky (2015). Although Assumption 2 (i) is strong, it is necessary for our
identification approach. Hoderlein and Mammen (2007), Hoderlein and Mammen (2009),
Hoderlein (2011), and Imbens and Newey (2009) do not employ this assumption. We
relax part of Assumption 2 (i) in Section 6, where we assume g(x, e) is nondecreasing in
e.
The next assumption regarding the conditional distributions of X conditional on Z
differs from that of D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015).
Assumption 3. (i) FX|Z(x|z) is continuous in x for all z ∈ {0, 1} and FX|Z(x|0) <
FX|Z(x|1) for all x ∈ X . (ii) X0 = (x0, x0), X1 = (x1, x1), and −∞ < x1 < x0 < x1 <
x0 <∞.
Conditions (i) and (ii) above imply that FX|Z(x|z) is strictly increasing and continuous
in x conditional on Xz. Further, condition (i) implies that FX|Z(x|0) and FX|Z(x|1) do
not have any intersection on the support of X and X|Z = 0 stochastically dominates
X|Z = 1. Therefore, Z has a strictly monotonic effect on X. D’Haultfœuille and Fe´vrier
(2015) and Torgovitsky (2015) rule out this case because they assume FX|Z(x|0) and
FX|Z(x|1) have intersections on X .
When we have X0 = X1 = (x, x), then FX|Z(x|0) and FX|Z(x|1) must have intersec-
tions at the boundary points of the support of X. However, in this case, g is not identified
unless g(x, e) (or g(x, e)) exists and g(x, e) (or g(x, e)) is strictly increasing in e. Torgov-
itsky (2015) shows that the point identification of g holds when FX|Z(x|0) and FX|Z(x|1)
intersect at a boundary point x, and g(x, e) exists and is strictly increasing in e.
Next, we impose restrictions on the conditional distributions of Y conditional on X
and Z.
Assumption 4. (i) For all (z, x, y) ∈ {0, 1} × Xz × Yx,z, FY |X,Z(y|x, z) is continuous in
x and y. (ii) For all (z, x) ∈ {0, 1} × Xz, we have Yx,z = Y = (y, y), where −∞ ≤ y <
y ≤ ∞.
D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015) also assume condition (i)
but not condition (ii). Both conditions imply that FY |X,Z(y|x, z) is strictly increasing and
continuous in y on Y . Hence, the conditional quantile function of Y conditional on X and
Z is the inverse of FY |X,Z(y|x, z). Condition (ii) is not necessary for this study’s results
but, without it, deriving the results can become cumbersome. In Appendix 3, we derive
the bounds of g without this condition. Further, we relax condition (i) in Section 6 and
allow Y to be discrete or censored.
Finally, we impose the normalization assumption on unobservable variables and sup-
port condition of |X = x, Z = z.
Assumption 5. (i)  ∼ U(0, 1) and η ∼ U(0, 1). (ii) For all (z, x) ∈ {0, 1} × Xz, the
interior of the support of |X = x, Z = z is (0, 1).
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Condition (i) is the usual normalization in a nonseparable model (see Matzkin (2003)).
Torgovitsky (2015) does not use this normalization, while D’Haultfœuille and Fe´vrier
(2015) normalize  to be uniformly distributed. Condition (ii) implies that g(x, e) ∈
(y, y) = Y for all (x, e) ∈ X × (0, 1). Condition (ii) is necessary because, if the support
of |X = x, Z = z is [0, e¯] for some 0 < e¯ < 1, then the conditional support of Y given
X = x and Z = z is equal to {g(x, e) : e ∈ [0, e¯]} and we have g(x, e) 6∈ Y for e > e¯. This
implies that we can not identify g(x, e) for e > e¯.
Example 1 (Cash Transfer Programs). Cash transfer programs have been conducted in
many countries and many papers estimate their impacts on early childhood development
by using randomized experiments. For example, Macours et al. (2012) analyze the impact
of a cash transfer program on early childhood cognitive development. In this program,
participants were randomly assigned to either the treatment or control groups. As such,
we can consider the following model:
Y = g(X, ),
X = Z˜h1(η) + (1− Z˜)h0(η),
where Y is the child’s outcome of cognitive development, X is the total expenditure, and
Z˜ is the treatment indicator of the program. Because cash transfers usually increase total
expenditure, we can assume h1(η)− h0(η) > 0. When participants are randomly assigned
to either the treatment or control groups, Z ≡ 1 − Z˜ is independent of (, η) and hence
Assumption 1 is satisfied. Because Z is independent of η, we have FX|Z(x|1) = P (h0(η) ≤
x) and FX|Z(x|0) = P (h1(η) ≤ x). Since h1(η) > h0(η), we have FX|Z(x|0) < FX|Z(x|1)
for all x. In this case, Assumption 3 is satisfied, that is, FX|Z(x|0) and FX|Z(x|1) have
no intersection. In Section 5, we show this assumption actually holds for the data used
by Macours et al. (2012).
3 Partial Identification through Monotonicity
Let Y be the closure of Y . We establish the partial identification of g by showing we
can identify functions TUx′,x(y) : Y → Y and TLx′,x(y) : Y → Y and they are (i) strictly
increasing in y, (ii) surjective, that is, TUx′,x
(
[y, y]
)
= TLx′,x
(
[y, y]
)
= [y, y], and (iii) satisfy
the following inequalities:
g(x′, e) ≤ TUx′,x (g(x, e)) , (2)
g(x′, e) ≥ TLx′,x (g(x, e)) . (3)
From (2) and (3), TUx′,x(y) and T
L
x′,x(y) are the upper and lower bounds of g(x
′, g−1(x, y)),
respectively. If TUx′,x(y) is identified for all x, x
′ ∈ X , we can obtain the lower bound
of the structural function g(x, e) in the following manner. Here, we define GLx (u) ≡∫
FY |X=x′
(
TUx′,x(u)
)
dFX(x
′). If TUx′,x(y) satisfying (2) is obtained for all x, x
′ ∈ X , then
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we have
GLx (g(x, e)) =
∫
FY |X=x′
(
TUx′,x (g(x, e))
)
dFX(x
′)
≥
∫
FY |X=x′ (g(x′, e)) dFX(x′)
=
∫
P (g(x′, ) ≤ g(x′, e)|X = x′)dFX(x′)
=
∫
P ( ≤ e|X = x′)dFX(x′) = e, (4)
where the first inequality follows from (2) and the third equality follows from the strict
monotonicity of g(x, e) in e. Furthermore, GLx (u) is invertible because T
U
x′,x(y) is strictly
increasing in y. Because TUx′,x(y) is surjective, we have G
L
x
(
[y, y]
)
= [0, 1]. Hence, for all
e ∈ (0, 1), we have
g(x, e) ≥ (GLx)−1 (e). (5)
Similarly, we define GUx (u) ≡
∫
FY |X=x′
(
TLx′,x(u)
)
dFX(x
′), and thus, we have
g(x, e) ≤ (GUx )−1 (e).
Next, we explain how to construct functions TUx′,x(y) and T
L
x′,x(y) that satisfy (2)
and (3). For any random variable U and random vector W , let QU |W (τ |w) denote the
conditional τ -th quantile of U conditional on W = w, that is, QU |W (τ |w) ≡ inf{u :
FU |W (u|w) ≥ τ}. As in Torgovitsky (2015), we define pi(x) : X0 → X1 and pi−1(x) : X1 →
X02 as:
pi(x) ≡ QX|Z
(
FX|Z(x|0)|1
)
,
pi−1(x) ≡ QX|Z
(
FX|Z(x|1)|0
)
.
(6)
Figure 1 illustrates functions pi(x) and pi−1(x). The following result is essentially proven
by D’Haultfœuille and Fe´vrier (2015) (Theorem 1). However, we state this result as a
proposition because it plays a central role in the following and our assumptions differ
somewhat from those of D’Haultfœuille and Fe´vrier (2015).
Proposition 1. Assume that pi(x) and pi−1(x) exist. Define
T˜ (1)x (y) ≡ QY |X,Z
(
FY |X,Z (y|x, 0) |pi(x), 1
)
,
T˜ (−1)x (y) ≡ QY |X,Z
(
FY |X,Z (y|x, 1) |pi−1(x), 0
)
.
Then, under Assumptions 1–5, we have
g (pi(x), e) = T˜ (1)x (g(x, e)) ,
g
(
pi−1(x), e
)
= T˜ (−1)x (g(x, e)) .
In the first step of the proof, we show that
P ( ≤ e|X = x, Z = 0) = P ( ≤ e|X = pi(x), Z = 1). (7)
2These functions correspond to sij in D’Haultfœuille and Fe´vrier (2015).
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We then define
V ≡ FX|Z(X|Z). (8)
This is called “control variable” in Imbens and Newey (2009). From Assumptions 1 and
5 (i), we obtain V = η. Because FX|Z(x|z) is continuous and strictly increasing in x, we
obtain
F|X,Z(e|x, z) = F|V,Z(e|FX|Z(x|z), z).
By Assumption 1, this implies F|X,Z(e|x, z) = F|V (e|FX|Z(x|z)). Hence, we obtain (7)
by the definition of pi(x).
In the second step, we show that (7) implies g (pi(x), e) = T˜
(1)
x (g(x, e)). It follows from
(7) and the strict monotonicity of g that
FY |X,Z(g(x, e)|x, 0) = P (g(x, ) ≤ g(x, e)|X = x, Z = 0)
= P ( ≤ e|X = x, Z = 0)
= P ( ≤ e|X = pi(x), Z = 1)
= FY |X,Z(g(pi(x), e)|pi(x), 1).
Hence, we obtain g (pi(x), e) = T˜
(1)
x (g(x, e)). Similarly, we also obtain g (pi−1(x), e) =
T˜
(−1)
x (g(x, e)).
By definition, if pi(x) and pi−1(x) exist, T˜ (1)x (y) and T˜
(−1)
x (y) are strictly increasing,
T˜
(1)
x ([y, y]) = [y, y], and T˜
(−1)
x ([y, y]) = [y, y]. If pin(x) exists for n ∈ N, we define pin(x) ≡
pi ◦ · · · ◦ pi(x). Because the domain of pi is X0, pin(x) does not exist when pin−1(x) 6∈ X0.
If pin(x) exists, we obtain g(pin(x), e) = T˜
(1)
pin−1(x) ◦ · · · ◦ T˜ (1)x (g(x, e)). We define T˜ (n)x (y) ≡
T˜
(1)
pin−1(x) ◦ · · · ◦ T˜ (1)x (y) if pin(x) exists. Then, if pin(x) exists, we have
g(pin(x), e) = T˜ (n)x (g(x, e)) ,
T˜
(n)
x (y) is strictly increasing in y, and T˜
(n)
x ([y, y]) = [y, y]. Similarly, we define pi−n(x) ≡
pi−1 ◦ · · · ◦ pi−1(x) and T˜ (−n)x (y) ≡ T˜ (−1)pi−(n−1)(x) ◦ · · · ◦ T˜
(−1)
x (y) if pi−n(x) exists. If pi−n(x)
exists, we have
g(pi−n(x), e) = T˜ (−n)x (g(x, e)) ,
T˜
(−n)
x (y) is strictly increasing in y, and T˜
(−n)
x ([y, y]) = [y, y]. For all x ∈ X , we define
T˜
(0)
x (y) ≡ y and pi0(x) ≡ x.
These results imply that, if pin(x) exists, we have T˜
(n)
x (y) = g (pin(x), g−1(x, y)), where
g−1(x, y) is the inverse function of g(x, e) with respect to e. Hence, we can identify
g (pin(x), g−1(x, y)) if pin(x) exists. This information restricts the functional form of g.
However, as in Remark 1, it does not provide the informative bounds of g without other
restrictions.
Here, we examine the properties of pi(x) and pi−1(x). Because FX|Z(x|0) < FX|Z(x|1)
for x ∈ X , we have
pi(x) = QX|Z
(
FX|Z(x|0)|1
)
< QX|Z
(
FX|Z(x|1)|1
)
= x,
pi−1(x) = QX|Z
(
FX|Z(x|1)|0
)
> QX|Z
(
FX|Z(x|0)|0
)
= x.
(9)
Figure 1 illustrates this intuitively. Because X|Z = 0 stochastically dominates X|Z = 1
and functions pi(x) and pi−1(x) satisfy (A.3), the inequalities hold.
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To facilitate the illustration of our identification results, we first review the iden-
tification approach of D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015) when
x0 = x1 = ξ, although Assumption 3 rules out the case of x0 = x1 = ξ. Additionally, we
assume that g(ξ, e) exists and is strictly increasing in e.
D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015) use function Tx′,x(y) that
satisfies g(x′, e) = Tx′,x (g(x, e)). This function corresponds to Qx′x in D’Haultfœuille and
Fe´vrier (2015). We define
Gx(u) ≡
∫
FY |X=x′ (Tx′,x(u)) dFX(x′).
Then, similar to (4), we have Gx (g(x, e)) = e, and hence g(x, e) = (Gx)
−1 (e). If we
can identify a function Tx′,x(y) for all x and x
′, we then can point identify the structural
function g.
Pick an initial point x0 ∈ X (i.e., x0 > ξ) and form a recursive sequence xn+1 = pi(xn)
for n > 0. Because x0 = x1 = ξ implies X1 ⊂ X0, we have pi(x) ∈ X0 for all x ∈ X and
there exists a sequence {pin(x)}∞n=1. The sequence {xn} is decreasing by (9) and xn > ξ
for all n ≥ 0 by the definition of pi(x). Hence, sequence {xn} converges to a limiting point.
Because (A.3) implies
FX|Z(xn+1|1) = FX|Z(xn|0)
and FX|Z(x|z) is continuous in x, we have FX|Z(limn→∞ xn|1) = FX|Z(limn→∞ xn|0). Be-
cause FX|Z(x|0) < FX|Z(x|1) for all x ∈ (ξ, x0) and FX|Z(ξ|0) = FX|Z(ξ|1) = 0, the
sequence {xn} converges to ξ for any initial point x0 ∈ X . Figure 2 illustrates this intu-
itively. We define T˜
(∞)
x (y) ≡ limn→∞ T˜ (n)x (y), which is strictly increasing and invertible in
y. From the continuity of g, we obtain, for all x ∈ X ,
T˜ (∞)x (g(x, e)) = lim
n→∞
g(pin(x), e) = g(ξ, e).
Because T˜
(∞)
x (g(x, e)) = T˜
(∞)
x′ (g(x
′, e)) holds for any x, x′, we have
g(x′, e) =
(
T˜
(∞)
x′
)−1 (
T˜ (∞)x (g(x, e))
)
.
We define Tx′,x(y) ≡
(
T˜
(∞)
x′
)−1 (
T˜
(∞)
x (y)
)
. Then, Tx′,x(y) is strictly increasing and satisfies
g(x′, e) = Tx′,x (g(x, e)). This implies that g(x′, g−1(x, y)) is identified for all x and x′.
Hence, as previously discussed, g is point identified.
This approach is not available under Assumption 3 because a convergent sequence
{pin(x)}∞n=1 does not exist. When FX|Z(x|0) and FX|Z(x|1) have no intersections, pin(x)
lies in X1 ∩X c0 = (x1, x0] when n is sufficiently large. If pin(x) is in X1 ∩X c0 , then pin+1(x)
does not exist. From the proof of Lemma 1, for all x ∈ X , {n : pin(x) exists.} is a finite
set under Assumption 3. For example, in Figure 1, pi(x), pi−1(x), and pi−2(x) exist but
pi2(x) and pi−3(x) do not.
Remark 1. If we do not impose additional restrictions, the identified set of g(x, e) can
become unbounded under Assumption 3. To show this, we derive the identified set of g.
We define
G ≡ {g˜ : X × (0, 1)→ R : g˜(x, e) is continuous and strictly increasing in e.} .
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Torgovitsky (2015) derives the identified set of g under another normalization assumption.
Similarly, we obtain the following identified set:
GI ≡
{
g˜ ∈ G : (g˜−1(X, Y ), V )⊥⊥Z and g˜−1(X, Y ) ∼ U(0, 1)} ,
where g˜−1 is the inverse of g˜ with respect to its last component and V is defined as in (8).
The independence condition in the identified set is equivalent to the following condition:
P (Y ≤ g˜(X, e)|V = v, Z = 0) = P (Y ≤ g˜(X, e)|V = v, Z = 1) for all v ∈ (0, 1).
From the definition of V , for all v ∈ (0, 1), we have
FY |X,Z (g˜(xv,0, e)|xv,0, 0) = FY |X,Z (g˜(xv,1, e)|xv,1, 1) ,
where xv,z ≡ QX|Z(v|z). Hence, we can rewrite GI as
GI =
{
g˜ ∈ G : g˜−1(X, Y ) ∼ U(0, 1) and
g˜
(
xv,1, g˜
−1(xv,0, ·)
)
= QY |X,Z
(
FY |X,Z(·|xv,0, 0)|xv,1, 1
)
for all v.
}
. (10)
This expression implies that g (xv,1, g
−1(xv,0, y)) is identified for all v. Proposition 1
provides the same result. The sharp lower and upper bounds of g(x, e) are obtained by
inf g˜∈GI g˜(x, e) and supg˜∈GI g˜(x, e).
To show that the bounds of g(x, e) can be unbounded, we consider the following simple
model:
Y = Φ−1(),
X = Z(η − 1) + (1− Z)η,
where Φ(·) is the standard normal distribution function,  ∼ U(0, 1), η ∼ U(0, 1), Z is a
random Bernoulli variable with p = 0.5, and (, η, Z) are mutually independent. Then, it
follows from (10) that g˜ ∈ GI if and only if
g˜(v, e) = g˜(v − 1, e) for all e, v ∈ (0, 1), (11)
P (Y ≤ g˜(X, e)) = e for all e ∈ (0, 1). (12)
We construct g˜M as follows. First, we define
g˜M(x, 0.5) ≡

Φ−1 (4M(x+ 1) + 0.5−M) , −1 < x ≤ −0.5
Φ−1 (−4M(x+ 0.5) + 0.5 +M) , −0.5 < x ≤ 0
Φ−1 (4Mx+ 0.5−M) , 0 < x ≤ 0.5
Φ−1 (−4M(x− 0.5) + 0.5 +M) , 0.5 < x ≤ 1
,
where −0.5 < M < 0.5. Second, for e 6= 0.5, we define g˜M(x, e) as
g˜M(x, e) ≡
{
Φ−1 (2eΦ(g˜(x, 0.5))) , 0 < e < 0.5
Φ−1 (1− 2(1− e){1− g˜(x, 0.5)}) , 0.5 < e < 1 .
Then, we confirm that g˜M satisfies (11) and (12) for all −0.5 < M < 0.5. Hence, g˜M is
an element of GI for all −0.5 < M < 0.5. Because g˜M(0, 0.5) = Φ−1(0.5−M), the lower
and upper bounds of g(0, 0.5) are −∞ and +∞, respectively. Therefore, in this setting,
the identified set of g can be unbounded.
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If we do not impose additional restrictions, we cannot construct strictly increasing
functions TUx′,x(y) and T
L
x′,x(y) that satisfy (2) and (3). First, we show that a set Π
M
x′,x
defined below is nonempty and finite, when FX|Z(x|0) and FX|Z(x|1) have no intersec-
tions. Second, we show that we can partially identify g(x, e) using ΠMx′,x when g(x, e) is
nondecreasing in x.
For (x, x′) ∈ X × X , we define ΠMx′,x as
ΠMx′,x ≡ {(n,m) : n,m ∈ Z, pin(x′) and pim(x) exist, and pin(x′) ≤ pim(x).} . (13)
In Figure 1, ΠMx′,x = {(−1,−2), (0,−2), (0,−1), (1,−2), (1,−1), (1, 0)}. The following
lemma shows that ΠMx′,x is nonempty and finite when FX|Z(x|0) and FX|Z(x|1) have no
intersections.
Lemma 1. Under Assumptions 1–5, ΠMx′,x, as defined by (13), is nonempty and finite for
all (x, x′) ∈ X × X .
Under Assumptions 1–5, for any x ∈ X the set {n ∈ Z : pin(x) exists.} is finite from
the proof of Lemma 1. Hence, g cannot be point identified using the method proposed by
D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015)).
We impose the following assumption:
Assumption 6 (Monotonicity). For all e ∈ (0, 1), g(x, e) is nondecreasing in x.
The monotonicity assumption holds for many economic models. For example, the
demand function is ordinarily decreasing in price if the income effect is negligible, and
economic analyses of production often assume that the production function is monoton-
ically increasing in input. Monotonicity assumptions of this type have been employed
in many studies. For example, Manski (1997) imposes a monotonicity assumption on a
response function and shows that the average treatment response is partially identified.
If (n,m) ∈ ΠMx′,x, Assumption 6 implies that
T˜
(n)
x′ (g(x
′, e)) = g(pin(x′), e) ≤ g(pim(x), e) = T˜ (m)x (g(x, e)) .
Because T˜
(n)
x′ (y) is strictly increasing in y and T˜
(n)
x′
(
[y, y]
)
= [y, y], we have g(x′, e) ≤(
T˜
(n)
x′
)−1 (
T˜
(m)
x (g(x, e))
)
for (n,m) ∈ ΠMx′,x. Hence, we have
g(x′, e) ≤ min
(n,m)∈ΠM
x′,x
(
T˜
(n)
x′
)−1 (
T˜ (m)x (g(x, e))
)
.
Define
TMUx′,x (y) ≡ min
(n,m)∈ΠM
x′,x
(
T˜
(n)
x′
)−1 (
T˜ (m)x (y)
)
,
TMLx′,x (y) ≡ max
(n,m)∈ΠM
x,x′
(
T˜
(m)
x′
)−1 (
T˜ (n)x (y)
)
.
(14)
Then, TMUx′,x (y) is strictly increasing and satisfies
g(x′, e) ≤ TMUx′,x (g(x, e)) . (15)
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Similarly, TMLx′,x (y) is strictly increasing and satisfies
g(x′, e) ≥ TMLx′,x (g(x, e)) . (16)
As already mentioned, the functions that satisfy (2) and (3) are the upper and lower
bounds of g(x′, g−1(x, y)), respectively. Hence, for any (n,m) ∈ ΠMx′,x,
(
T˜
(n)
x′
)−1 (
T˜
(m)
x (y)
)
becomes the upper bound of g(x′, g−1(x, y)). This implies that TMUx′,x (y) is the lowest upper
bound of g(x′, g−1(x, y)) in the sense that TMUx′,x (y) is lower than
(
T˜
(n)
x′
)−1 (
T˜
(m)
x (y)
)
for
any (n,m) ∈ ΠMx′,x. Similarly, TMLx′,x (y) is the largest lower bound of g(x′, g−1(x, y)).
We define
GMLx (u) ≡
∫
FY |X=x′
(
TMUx′,x (u)
)
dFX(x
′),
GMUx (u) ≡
∫
FY |X=x′
(
TMLx′,x (u)
)
dFX(x
′),
BML(x, e) ≡ sup
y:y≤x
{(
GMLy
)−1
(e)
}
,
BMU(x, e) ≡ inf
y:y≥x
{(
GMUy
)−1
(e)
}
.
GMLx (u) and G
MU
x (u) provide the lower and upper bounds of g(x, e) on the basis of argu-
ments (4) and (5). BML(x, e) and BMU(x, e) strengthen these bounds.
Theorem 1. Under Assumptions 1–6, for all (x, e) ∈ X × (0, 1), we have
BML(x, e) ≤ g(x, e) ≤ BMU(x, e).
In the first step, we show that
(
GMLx
)−1
(e) ≤ g(x, e) ≤ (GMUx )−1 (e). In the second
step, we strengthen these bounds to BML(x, e) ≤ g(x, e) ≤ BMU(x, e). Figure 3 intuitively
illustrates this proof. The idea is similar to that of Manski (1997), who considers the
case in which response function y(t) is increasing, where y(t) is a latent outcome with
treatment t. He then uses the monotonicity of y(t) to partially identify average response
function E[y(t)] when the support of the outcome is bounded. By contrast, our bounds
are bounded even when the support of the outcome is unbounded.
Simulation 1. To illustrate Theorem 1, we consider the following example:
Y = h(X)exp
(
α + βΦ−1()
)
X = (0.2 + η)Z + (1− Z){(2− ρ)(η − 1) + 2.2}, (17)
where h(x) is an increasing function specified below, Φ(·) is the standard normal distri-
bution function, Z is a random Bernoulli variable with p = 0.5, and (α, β) = (0.5, 0.5).
Suppose that
 = Φ(U)
η = Φ(V )
(U, V ) ∼ N
((
0
0
)
,
(
1 0.3
0.3 1
))
.
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Then,  ∼ U(0, 1) and η ∼ U(0, 1). In this example, FX|Z(x|1) = x − 0.2 for x ∈ [0.2, 1]
and FX|Z(x|0) = 12−ρ(x − 2.2) + 1 for x ∈ [ρ + 0.2, 2.2]. These functions are depicted
in Figure 4. Conditional distribution functions FX|Z(x|0) and FX|Z(x|1) do not intersect
when ρ > 0. When ρ = 0, these functions intersect at x = 0.2. Torgovitsky (2015) shows
that g is point identified when ρ = 0.
We calculate the bounds of g(x, 0.5) using Theorem 1 when h(x) = h1(x) ≡ x or h(x) =
h2(x) ≡ 2 exp(4(x− 1.2))/{1 + exp(4(x− 1.2))}+ 0.2. Figures 5 and 6 show these bounds
for three different choices of ρ: 0.01, 0.1, and 0.3. For h1 and h2, the bounds become
tighter as ρ become smaller. In particular, the bounds are very close to the true function
when ρ = 0.01. This implies that BML(x, e) and BMU(x, e) converge to g(x, e) as ρ→ 0.
When ρ = 0.01 and 0.1, the bounds of h2 are tighter than that of h1. This result is caused
by h2(x) being flatter than h1(x) over a particular interval. As discussed later, Theorem 2
shows that g is point identified when g(x, e) is flat with respect to x over a given interval.
The bounds become tighter as the difference between g(x′, e) and TUx′,x (g(x, e)) (or
TLx′,x (g(x, e))) decreases. The following theorem shows that, if g(x, e) is flat in x over a
given interval, inequalities (2) and (3) become equalities and structural function g is point
identified.
Theorem 2. Under Assumptions 1–6, if there exists x˜ ∈ X0 ∩ X1 such that x 7→ g(x, e)
is constant on [pi(x˜), pi−1(x˜)] for each e ∈ (0, 1), then BML(x, e) and BMU(x, e) coincide
with g(x, e) for all (x, e) ∈ X × (0, 1). Hence, g is point identified. This result holds even
when the interval [pi(x˜), pi−1(x˜)] is unknown.
In the first step, we show that, for all x ∈ X , n ∈ Z exists such that pin(x), pin+1(x) ∈
[pi(x˜), pi−1(x˜)]. In the second step, we show g is point identified. Because g(x, e) is
constant in x conditional on [pi(x˜), pi−1(x˜)], we have g(x′, e) = TMUx′,x (g(x, e)) and g(x
′, e) =
TMLx′,x (g(x, e)) for all x, x
′ ∈ X and e ∈ (0, 1). Hence, BML(x, e) and BMU(x, e) coincide
with g(x, e) because inequalities (15) and (16) become equalities.
Simulation 2. To illustrate Theorem 2, we consider model (17). We set h(x) = max{0, x−
δ} + 0.5 and ρ = 0.3. Figures 7–9 show BML(x, 0.5) and BMU(x, 0.5) for three different
choices of δ: 0.4, 0.55, and 1.2. In this model, g(x, e) is constant on [0.2, δ]. Because
pi(0.5) = 0.2 and pi−1(0.5) = 1.01, interval [0.2, δ] covers [pi(0.5), 0.5] when δ = 0.55 and
covers [pi(0.5), pi−1(0.5)] when δ = 1.2. Hence, the condition of Theorem 2 is satisfied only
when δ = 1.2. In Figure 9, BML(x, 0.5) and BMU(x, 0.5) coincide with g(x, 0.5) when
δ = 1.2. By contrast, when δ = 0.4 and 0.55, g(x, 0.5) is not point identified.
Remark 2. The bounds of Theorem 1 are sharp in the sense that there can exist data
generating processes that satisfy the conditions of the theorem such that the bounds are
attained. As shown in Theorem 2, if g(x, e) is flat with respect to x over a given inter-
val, we have g(x, e) = BML(x, e) = BMU(x, e). This implies that g is point identified.
Therefore, in this case, BML(x, e) and BMU(x, e) are sharp bounds of g(x, e).
Remark 3. Although our bounds may not be sharp in general, we can derive the identified
set of g under Assumption 6. We define
GM ≡ {g˜ ∈ G : g˜(x, e) is nondecreasing in x.}.
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Then, similar to (10), the identified set of g under Assumption 6 is obtained by
GMI =
{
g˜ ∈ GM : g˜−1(X, Y ) ∼ U(0, 1) and
g˜
(
xv,1, g˜
−1(xv,0, ·)
)
= QY |X,Z
(
FY |X,Z(·|xv,0, 0)|xv,1, 1
)
for all v.
}
.
Hence, the sharp lower and upper bounds of g(x, e) are inf g˜∈GMI g˜(x, e) and supg˜∈GMI g˜(x, e),
respectively. However, these bounds may not coincide with BML(x, e) and BMU(x, e).
Actually, in some settings,
(
GMLx
)−1
(e) and
(
GMUx
)−1
(e) are not nondecreasing in x.
This implies that
(
GMLx
)−1
(e) and
(
GMUx
)−1
(e) are not sharp in general.
It is difficult to compute GMI because GM is infinite dimensional. By contrast, BML(x, e)
and BMU(x, e) have closed-form expressions and are hence computable. In Simulations 1
and 2, we compute BML(x, e) and BMU(x, e) in some settings, and in Section 5, we show
that we can obtain informative bounds in real data.
4 Partial Identification through Concavity
In this section, we propose a method to construct the lower and upper bounds of g(x, e)
when g(x, e) is concave in x.
First, we show that a set ΠCx′,x defined below is nonempty and finite. Second, we show
that we can partially identify g using ΠCx′,x when g(x, e) is concave in x.
For (x, x′) ∈ X × X , we define ΠCx′,x as
ΠCx′,x ≡
{
(n,m) : n,m ∈ Z, pin(x′), pin−1(x) and pim(x) exist,
and pin(x′) ≤ pim(x) ≤ pin−1(x′).} . (18)
In Figure 1, ΠCx′,x = {(0,−1), (1, 0)}. The following lemma shows that ΠCx′,x is nonempty
and finite, similar to Lemma 1.
Lemma 2. Under Assumptions 1–5, ΠCx′,x as defined by (18) is nonempty and finite for
all (x, x′) ∈ X × X .
Similar to Section 3, we impose the following assumption.
Assumption 7 (Concavity). For all e ∈ (0, 1), g(x, e) is concave in x.
The concavity assumption holds in many economic models. For example, economic
analyses of production often assume that the production function is concave in inputs.
For instance, Manski (1997) assumes concavity and shows that the average treatment
response is partially identified. Further, D’Haultfoeuille et al. (2013) achieves the partial
identification of the average treatment on the treated effect using a locally concavity
assumption.
As in Section 3, if we identify functions TUx′,x(y) and T
L
x′,x(y) that are strictly increasing
in y, surjective, and satisfy (2) and (3), we can obtain the lower and upper bounds of
g(x, e). Hence, we consider constructing functions TUx′,x(y) and T
L
x′,x(y) that are strictly
increasing in y, surjective, and satisfy (2) and (3).
If (n,m) ∈ ΠCx′,x, from Assumption 7, we have[
tx′,x(n,m)T˜
(n)
x′ + (1− tx′,x(n,m))T˜ (n−1)x′
]
(g(x′, e)) ≤ T˜ (m)x (g(x, e)) ,
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where
[
tx′,x(n,m)T˜
(n)
x′ + (1− tx′,x(n,m))T˜ (n−1)x′
]
(y) = tx′,x(n,m)T˜
(n)
x′ (y) + (1− tx′,x(n,m))
T˜
(n−1)
x′ (y) and tx′,x(n,m) = (pi
n−1(x′)− pim(x)) / (pin−1(x′)− pin(x′)). Because T˜ (n)x′ (y) and
T˜
(n−1)
x′ (y) are strictly increasing in y, T˜
(n)
x′
(
[y, y]
)
= [y, y], and T˜
(n−1)
x′
(
[y, y]
)
= [y, y], we
have
g(x′, e) ≤ min
(n,m)∈ΠC
x′,x
[
tx′,x(n,m)T˜
(n)
x′ + (1− tx′,x(n,m))T˜ (n−1)x′
]−1 (
T˜ (m)x (g(x, e))
)
.
We define
TCUx′,x(y) ≡ min
(n,m)∈ΠC
x′,x
[
tx′,x(n,m)T˜
(n)
x′ + (1− tx′,x(n,m))T˜ (n−1)x′
]−1 (
T˜ (m)x (y)
)
,
TCLx′,x(y) ≡ max
(n,m)∈ΠC
x,x′
(
T˜
(m)
x′
)−1 ([
tx,x′(n,m)T˜
(n)
x + (1− tx,x′(n,m))T˜ (n−1)x
]
(y)
)
.
(19)
Then, TCUx′,x(y), as defined in (19), is strictly increasing and satisfies
g(x′, e) ≤ TCUx′,x (g(x, e)) . (20)
Similarly, TCLx′,x(y), as defined in (19), is strictly increasing and satisfies
g(x′, e) ≥ TCLx′,x (g(x, e)) . (21)
We define
GCLx (u) ≡
∫
FY |X=x′
(
TCUx′,x(u)
)
dFX(x
′),
GCUx (u) ≡
∫
FY |X=x′
(
TCLx′,x(u)
)
dFX(x
′),
BCL(x, e) ≡ sup
y,y′:y<x<y′
{(
x− y
y′ − y
)(
GCLy′
)−1
(e) +
(
y′ − x
y′ − y
)(
GCLy
)−1
(e)
}
,
BCU(x, e) ≡ min
[
infy,y′:x<y<y′
{(
x−y
y′−y
)
BCL(y′, e) +
(
y′−x
y′−y
) (
GCUy
)−1
(e)
}
,
infy,y′:y′<y<x
{(
y−x
y−y′
)
BCL(y′, e) +
(
x−y′
y−y′
) (
GCUy
)−1
(e)
}]
.
GCLx (u) and G
CU
x (u) provide the lower and upper bounds of g(x, e) as per (4) and (5).
BCL(x, e) and BCU(x, e) strengthen these bounds.
Theorem 3. Under Assumptions 1–5 and 7, for all (x, e) ∈ X × (0, 1), we have
BCL(x, e) ≤ g(x, e) ≤ BCU(x, e).
Similar to Theorem 1, we can show that
(
GCLx
)−1
(e) ≤ g(x, e) ≤ (GCUx )−1 (e). We
strengthen the bounds to BCL(x, e) ≤ g(x, e) ≤ BCU(x, e) using the concavity of g(x, e)
in x. Figure 10 intuitively illustrates this proof. A similar approach is used by Manski
(1997), namely utilizing the concavity of the response function to partially identify the
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average response function when the support of the outcome is bounded. However, our
approach does not require information on the infimum and supremum of the support of
the outcome.
This identification approach is somewhat similar to that of D’Haultfoeuille et al.
(2013), who study the identification of nonseparable models with continuous, endoge-
nous regressors, using repeated cross sections. Specifically, they consider the following
model:
Yt = gt(Xt, At), t = 1, · · · , T,
where At is an unobserved heterogeneous factor. They show that, under the assumptions
that At|Vt ≡ FXt(Xt) = v ∼ As|Vs ≡ FXs(Xs) = v and gt(x, a) = mt(g(x, a)), the
average treatment on treated effect ∆ATT (x, x′) ≡ E[gT (x,AT ) − gT (x′, AT )|XT = x] is
identified when FXT (x) = FXt(x
′). Under this assumption, ∆ATT (x, x′) is not identified
if FXT (x) 6= FXt(x′) for all t ∈ {1, · · · , T − 1}. However, they show that ∆ATT (x, x′) is
partially identified if x 7→ g(x, a) is locally concave.
In several cases, such as the production function, we can assume that both Assump-
tions 6 and 7 hold. Then, it follows from Theorems 1 and 3 that
max{BML(x, e), BCL(x, e)} ≤ g(x, e) ≤ min{BMU(x, e), BCU(x, e)}. (22)
In this case, we can obtain tighter bounds in the following manner. We define
TMCUx′,x (y) ≡ min{TMUx′,x (y), TCUx′,x(y)},
TMCLx′,x (y) ≡ max{TMLx′,x (y), TCLx′,x(y)},
GMCLx (u) ≡
∫
FY |X=x′
(
TMCUx′,x (u)
)
dFX(x
′),
GMCUx (u) ≡
∫
FY |X=x′
(
TMCLx′,x (u)
)
dFX(x
′).
Similarly to the above arguments, we have g(x′, e) ≤ TMCUx′,x (g(x, e)) and g(x′, e) ≥
TMCLx′,x (g(x, e)), and hence we can obtain(
GMCLx
)−1
(e) ≤ g(x, e) ≤ (GMCUx )−1 (e).
Define
B˜MCL(x, e) ≡ sup
y:y≤x
{(
GMCLy
)−1
(e)
}
,
B˜MCU(x, e) ≡ inf
y:y≥x
{(
GMCUy
)−1
(e)
}
,
BˆMCL(x, e) ≡ sup
y,y′:y<x<y′
{(
x− y
y′ − y
)(
GMCLy′
)−1
(e) +
(
y′ − x
y′ − y
)(
GMCLy
)−1
(e)
}
,
BˆMCU(x, e) ≡ min
[
infy,y′:x<y<y′
{(
x−y
y′−y
)
BˆMCL(y′, e) +
(
y′−x
y′−y
) (
GMCUy
)−1
(e)
}
,
infy,y′:y′<y<x
{(
y−x
y−y′
)
BˆMCL(y′, e) +
(
x−y′
y−y′
) (
GMCUy
)−1
(e)
}]
.
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Then, from the above results, both B˜MCU(x, e) and BˆMCU(x, e) are upper bounds of
g(x, e). Similarly, both B˜MCL(x, e) and BˆMCL(x, e) are also lower bounds of g(x, e).
Therefore, we can obtain
max{B˜MCL(x, e), BˆMCL(x, e)} ≤ g(x, e) ≤ min{B˜MCL(x, e), BˆMCL(x, e)}. (23)
Clearly, these bounds are tighter than (22).
Similar to Theorem 2, the following theorem shows that, if g(x, e) is linear in x over
a particular interval, inequalities (20) and (21) become equalities, and BCL(x, e) and
BCU(x, e) coincide with g(x, e).
Theorem 4. Under Assumptions 1–5 and 7, if x˜ ∈ X exists such that g(x, e) is linear
in x on [pi(x˜), pi−1(x˜)], then BCL(x, e) and BCU(x, e) coincide with g(x, e). Hence, g is
point-identified. This result holds even if interval [pi(x˜), pi−1(x˜)] is unknown.
Example 2 (Quantile regression models). Assume g(X, ) = θ0()+θ1()X, where θ0(e)+
θ1(e)x is strictly increasing in e for all x ∈ X . This model is a quantile regression model
with endogeneity. The τ -th quantile function of g(x, ) is θ0(τ) + θ1(τ)x. In this case,
structural function g(x, e) = θ0(e) + θ1(e)x is linear in x. Hence, Theorem 4 shows that
θ0(e) and θ1(e) are identified if binary instruments are available.
In this case, we can identify θ0
(
Q|η(τ |v)
)
] and θ1
(
Q|η(τ |v)
)
by another approach.
As in Section 3, we obtain |X = QX|Z(v|z), Z = z ∼ |η = v for all v ∈ (0, 1) and
z ∈ {0, 1}. This implies that
QY |X,Z
(
τ |QX|Z(v|0), 0
)
= θ0
(
Q|η(τ |v)
)
+ θ1
(
Q|η(τ |v)
)×QX|Z(v|0),
QY |X,Z
(
τ |QX|Z(v|1), 1
)
= θ0
(
Q|η(τ |v)
)
+ θ1
(
Q|η(τ |v)
)×QX|Z(v|1).
Because QX|Z(v|0) 6= QX|Z(v|1) under Assumption 3, for all τ ∈ (0, 1) and v ∈ (0, 1),
we can obtain θ0
(
Q|η(τ |v)
)
and θ1
(
Q|η(τ |v)
)
from the above equations. This result is
similar to the identification results of Chesher (2003) and Jun (2009).
The above model is a special case of the linear correlated random coefficients (CRC)
model. Masten and Torgovitsky (2016) consider the linear CRC model and show that
the expectations of coefficients are identified. In this model, we can also identify the ex-
pectations of coefficients as E[θj()]. Let U be a uniformly distributed random variable.
Then, it follows from Q|η(U |v) ∼ |η = v that
∫ 1
0
θj
(
Q|η(τ |v)
)
dτ = E
[
θj
(
Q|η(U |v)
)]
=
E[θj()|η = v]. Hence, since η is uniformly distributed, we have
∫ 1
0
∫ 1
0
θj
(
Q|η(τ |v)
)
dτdv =
E[θj()].
5 Calculating Bounds using Real Data
Here, we compute the bounds defined in Theorem 1 using the data in Macours et al.
(2012) and show that our bounds are informative using real data. Specifically, Macours
et al. (2012) analyze the income effects on early childhood cognitive development by using
the Atencio´n a Crisis program, which is a cash transfer program implemented in rural
areas in Nicaragua. As in Example 1, we focus on the income effects on early childhood
cognitive development.
In the analysis, we use only children between 5 and 7 years of age to control for age
effects. The sample size for this analysis is 447, the size of the treatment group is 206, and
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that of the control group is 241. Following Macours et al. (2012), we use a standardized
test score of receptive vocabulary (TVIP) as the outcome of a child’s cognitive devel-
opment. The average test score is 0.449 and the standard deviation 1.212. We use the
logarithm of total consumption per capita as X, and let Z denotes the control indicator.
We then estimate the conditional distribution and quantile functions and compute the
bounds defined in Theorem 1 by treating these estimates as true functions.
Figure 11 shows the estimates of FX|Z(x|0) and FX|Z(x|1). This shows that these
functions do not have any intersections. Hence, Assumption 3 is satisfied. Since the
estimates of the tail of probability distributions are not reliable, we only use the estimates
of FX|Z(x|0) and FX|Z(x|1) between 0.1 and 0.9. We thus compute BML(x, 0.5) and
BMU(x, 0.5) by using these estimates. Figure 12 shows the bounds. This implies that we
can obtain informative bounds by using our identification approach. The average length
of the difference is 0.045, which is rather small compared with the standard deviation
of Y . These bounds show that the structural function is flat in x when x is low. As in
Simulations 1 and 2, it is expected that this fact provides informative bounds of g.
6 Extension: General Models
In this section, we extend the results in Section 3 to more general models and allow Y to
be discrete or censored. If outcomes are discrete or censored, then Assumptions 2 and 4
are not satisfied. Hence, we replace these assumptions with the following ones:
Assumption 2’. (i) Function g(x, e) is nondecreasing in e for all x ∈ X . (ii) For all
z ∈ {0, 1}, h(z, v) is continuous and strictly increasing in v.
Assumption 4’. For all (z, x) ∈ {0, 1} × Xz, we have Yx,z = Y. Here, we define
y ≡ sup{y : y ∈ Y} and y ≡ inf{y : y ∈ Y}.
Assumption 2’(i) differs from Assumption 2(i). Assumption 2(i) imposes the strict
monotonicity of g(x, e) in e, while Assumption 2’(i) requires only the weak monotonicity
of g(x, e) in e. For example, if we consider
g(x, e) = 1{e > (1 + exp(β0 + β1x))−1},
then g(x, e) is not strictly increasing in e. Chesher (2010) and Shaikh and Vytlacil (2011)
also employ a weak monotonicity condition. Assumption 4 implies that Y is continuously
distributed, while Assumptions 2’ and 4’ allow outcomes that are discrete or censored.
D’Haultfœuille and Fe´vrier (2015) and Torgovitsky (2015) do not consider the case in
which the outcomes are discrete or censored because they assume that g(x, e) is strictly
increasing in e. Chesher (2010) and Shaikh and Vytlacil (2011) consider instrumental
variable models for the discrete outcome. They also show that the structural or average
structural functions are partially identified using instruments.
We show that g(x, e) is partially identified under Assumptions 1, 2’, 3, 4’, 5, and 6.
We define
F+Y |X,Z(y|x, z) ≡ P (Y ≤ y|X = x, Z = z),
F−Y |X,Z(y|x, z) ≡ P (Y < y|X = x, Z = z),
Q+Y |X,Z(τ |x, z) ≡ sup{y : F−Y |X,Z(y|x, z) ≤ τ} ∧ y,
Q−Y |X,Z(τ |x, z) ≡ inf{y : F+Y |X,Z(y|x, z) ≥ τ} ∨ y.
17
F+Y |X,Z(y|x, z) and Q+Y |X,Z(τ |x, z) are right continuous in y and τ , and F−Y |X,Z(y|x, z) and
Q−Y |X,Z(τ |x, z) are left continuous in y and τ . Under Assumptions 2’ and 4’, Proposition
1 does not hold. Instead, we show the following proposition.
Proposition 2. Define
Tˆ (1)x (y) ≡ Q−Y |X,Z
(
F−Y |X,Z(y|x, 0)
∣∣∣pi(x), 1) ,
Tˇ (1)x (y) ≡ Q+Y |X,Z
(
F+Y |X,Z(y|x, 0)
∣∣∣pi(x), 1) ,
Tˆ (−1)x (y) ≡ Q−Y |X,Z
(
F−Y |X,Z(y|x, 1)
∣∣∣pi−1(x), 0) ,
Tˇ (−1)x (y) ≡ Q+Y |X,Z
(
F+Y |X,Z(y|x, 1)
∣∣∣pi−1(x), 0) .
Then, under Assumptions 1, 2’, 3, 4’, and 5, we have
g (pi(x), e) ≥ Tˆ (1)x (g(x, e)) ,
g (pi(x), e) ≤ Tˇ (1)x (g(x, e)) ,
g
(
pi−1(x), e
) ≥ Tˆ (−1)x (g(x, e)) ,
g
(
pi−1(x), e
) ≤ Tˇ (−1)x (g(x, e)) .
This approach is similar to the identification approaches of Athey and Imbens (2006)
and Chesher (2010). Specifically, Athey and Imbens (2006) show that the counterfactual
distribution is partially identified using right and left continuous quantile functions when
outcomes are discrete. Chesher (2010) uses a result in which the weak monotonicity of
h(x, u) in u implies {u : h(x, u) ≤ h(x, τ)} ⊃ {u : u ≤ τ} and {u : h(x, u) < h(x, τ)} ⊂
{u : u < τ} and shows that structural function h is partially identified.
When the outcome is binary, this result is similar to Lemma 2.1 in Shaikh and Vytlacil
(2011). They consider the following model:
Y = 1{v1(D,X) ≥ 1},
D = 1{v2(Z) ≥ 2},
where (X,Z)⊥⊥(1, 2). They then show that the sign of v1(1, x′) − v1(0, x) is identified
under the appropriate support condition. Similarly, we can obtain the sign of g(x, e) −
g(pi(x), e) from Proposition 2. When P (Y = 0|X = x, Z = 0) > P (Y = 0|X = pi(x), Z =
1), we have Tˆ
(1)
x (1) = 1 and Tˆ
(1)
x (0) = 0. It follows from Proposition 2 that g(pi(x), e) ≥
g(x, e). Hence, we can identify the sign of g(x, e)− g(pi(x), e).
We define Tˆ
(n)
x (y) ≡ Tˆ (1)pin−1(x) ◦ · · · ◦ Tˆ (1)x (y) and Tˇ (n)x (y) ≡ Tˇ (1)pin−1(x) ◦ · · · ◦ Tˇ (1)x (y) if pin(x)
exists. Then, we have
g(pin(x), e) ≥ Tˆ (n)x (g(x, e)) ,
g(pin(x), e) ≤ Tˇ (n)x (g(x, e)) .
Similarly, we define Tˆ
(−n)
x (y) ≡ Tˆ (−1)pi−(n−1)(x) ◦ · · · ◦ Tˆ
(−1)
x (y) and Tˇ
(−n)
x (y) ≡ Tˇ (−1)pi−(n−1)(x) ◦ · · · ◦
Tˇ
(−1)
x (y) if pi−n(x) exists. Then, we have
g(pi−n(x), e) ≥ Tˆ (−n)x (g(x, e)) ,
g(pi−n(x), e) ≤ Tˇ (−n)x (g(x, e)) .
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We define Tˆ
(0)
x (y) = y and Tˇ
(0)
x (y) = y for any x ∈ X .
If (n,m) ∈ ΠMx′,x, then Assumption 6 implies that
Tˆ
(n)
x′ (g(x
′, e)) ≤ g(pin(x′), e) ≤ g(pim(x), e) ≤ Tˇ (m)x (g(x, e)) .
If also define (
Tˆ
(n)
x′
)→
(u) ≡ sup{y : Tˆ (n)x′ (y) ≤ u} ∧ y,
we have
(
Tˆ
(n)
x′
)→ (
Tˆ
(n)
x′ (y)
)
= sup{y′ : Tˆ (n)x′ (y′) ≤ Tˆ (n)x′ (y)} ∧ y ≥ y for all y ∈ Y . Hence,
we obtain
g(x′, e) ≤ min
(n,m)∈ΠM
x′,x
(
Tˆ
(n)
x′
)→ (
Tˇ (m)x (g(x, e))
)
.
If defining TGUx′,x(y) ≡ min(n,m)∈ΠM
x′,x
(
Tˆ
(n)
x′
)→ (
Tˇ
(m)
x (y)
)
, then TGUx′,x(y) satisfies
g(x′, e) ≤ TGUx′,x (g(x, e)) . (24)
Similarly, if we define TGLx′,x(y) ≡ max(n,m)∈ΠM
x,x′
(
Tˇ
(m)
x′
)← (
Tˆ
(n)
x (y)
)
and
(
Tˇ
(m)
x′
)←
(u) ≡
inf{y : Tˇ (m)x′ (y) ≥ u} ∨ y, then TGLx′,x(y) satisfies
g(x′, e) ≥ TGLx′,x (g(x, e)) . (25)
We define
GGLx (u) ≡
∫
F+Y |X
(
TGUx′,x(u)|x′
)
dF (x′),
GGUx (u) ≡
∫
F−Y |X
(
TGLx′,x(u)|x′
)
dF (x′),
BGL(x, e) ≡ sup
y:y≤x
{
inf{u : GGLy (u) ≥ e}
} ∨ y,
BGU(x, e) ≡ inf
y:y≥x
{
sup{u : GGUy (u) ≤ e}
} ∧ y,
where F+Y |X(y|x) ≡ P (Y ≤ y|X = x) and F−Y |X(y|x) ≡ P (Y < y|X = x). GGLx (u) and
GGUx (u) provide the lower and upper bounds of g(x, e) by an argument similar to (4) and
(5). BGL(x, e) and BGU(x, e) strengthen these bounds.
Theorem 5. Under Assumptions 1, 2’, 3, 4’, 5, and 6, for all (x, e) ∈ X × (0, 1), we
have
BGL(x, e) ≤ g(x, e) ≤ BGU(x, e).
7 Conclusions
In this study, we consider the partial identification of nonseparable models using binary
instruments. We show that partial identification can be achieved when g(x, e) is monotone
or concave in x, even if X is continuous and Z is binary. D’Haultfœuille and Fe´vrier
19
(2015) and Torgovitsky (2015) show that g is point identified without monotonicity and
concavity. They use two key assumptions to establish the point identification of g. First,
FX|Z(x|0) and FX|Z(x|1) have intersections and second, g(x, e) is strictly increasing in a
scalar unobservable. However, there are many empirically important models that do not
satisfy these assumptions. As such, we provide bounds for structural functions without
the use of these assumptions.
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Appendix 1: Proofs
Proof of Proposition 1. Step.1 We show that, for all e ∈ (0, 1) and x ∈ X0,
P ( ≤ e|X = x, Z = 0) = P ( ≤ e|X = pi(x), Z = 1). (A.1)
First, we examine variable V ≡ FX|Z(X|Z). This is called “control variable” in Imbens
and Newey (2009). Let h−1(z, x) be the inverse function of h(z, v) with respect to v. We
thus have, for all (z, x) ∈ {0, 1} × Xz,
FX|Z(x|z) = P (h(z, η) ≤ x|Z = z)
= P
(
η ≤ h−1(z, x)|Z = z)
= P
(
η ≤ h−1(z, x)) = h−1(z, x),
where the second equality follows from the strict monotonicity of h(x, v) in v and the
third equality follows from Z ⊥⊥(, η). Therefore, we obtain
V = h−1(Z,X) = η.
Next, we show that the conditional distribution of  conditional on (X,Z) = (x, z)
is the same as that of  conditional on V = FX|Z(x|z). Because (x, z) → (FX|Z(x|z), z)
is one-to-one and FX|Z(x|z) is continuous in x, the σ-field generated by X and Z is the
same as that generated by V and Z. Hence, we have
P ( ≤ e|X = x, Z = z) = P ( ≤ e|V = FX|Z(x|z), Z = z) .
It follows from Z ⊥⊥(, η) and V = η that
P ( ≤ e|X = x, Z = z) = P ( ≤ e|V = FX|Z(x|z)) . (A.2)
Hence, the conditional distribution of  conditional on X and Z solely depends on V =
FX|Z(X|Z).
By definition, functions pi(x) and pi−1(x) satisfy
FX|Z(pi(x)|1) = FX|Z(x|0),
FX|Z(pi−1(x)|0) = FX|Z(x|1).
(A.3)
Hence, events {X = x, Z = 0} and {X = pi(x), Z = 1} have the same V = FX|Z(X|Z),
and (A.1) follows from (A.2).
Step.2 We show that (A.1) implies g (pi(x), e) = T˜
(1)
x (g(x, e)). For all (x, e) ∈ X0× (0, 1),
we have
T˜ (1)x (g(x, e)) = QY |X=pi(x),Z=1
(
FY |X=x,Z=0 (g(x, e))
)
= QY |X=pi(x),Z=1 (P ( ≤ e|X = x, Z = 0))
= QY |X=pi(x),Z=1 (P ( ≤ e|X = pi(x), Z = 1))
= QY |X=pi(x),Z=1
(
FY |X=pi(x),Z=1 (g(pi(x), e))
)
= g(pi(x), e),
where the third equality follows from (A.1).
Similarly, we can prove g (pi−1(x), e) = T˜ (−1)x (g(x, e)).
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Proof of Lemma 1. Observe that, if pin(x) exists and pin(x) ∈ X0, then pin+1(x) also exists
from (6). Suppose that there does not exist n ∈ N ∪ {0} such that pin(x) ∈ X1 ∩ X c0 =
(x1, x0]. Then, there exists sequence {xn}∞n=0 such that xn = pin(x). By (9), {xn}∞n=0 is
a decreasing sequence. Because xn > x0, {xn}∞n=0 converges to x∞ ∈ [x0, x0). It follows
from (A.3) that
FX|Z(xn+1|1) = FX|Z(xn|0),
meaning we have FX|Z(x∞|1) = FX|Z(x∞|0) by the continuity of FX|Z . However, this
equation violates Assumption 3. Hence, for all x ∈ X , there exists n ∈ N ∪ {0} such
that pin(x) ∈ X1 ∩ X c0 . Consequently, pin′(x) does not exist for n′ > n. Similarly, for
all x ∈ X , we have pi−m(x) ∈ X0 ∩ X c1 for some m ∈ N ∪ {0}. Then, pi−m′(x) does
not exist for m′ > m. Therefore, ΠMx′,x is finite for all (x, x
′) ∈ X × X because the set
{(n,m) ∈ Z× Z : pin(x′) and pim(x) exist.} is finite.
We proceed to show the nonemptiness of ΠMx′,x. For all x, x
′ ∈ X , (n,m) ∈ Z×Z exists
such that pin(x′) ∈ X1 ∩ X c0 = (x1, x0] and pim(x) ∈ X0 ∩ X c1 = [x1, x0). It follows from
Assumption 3 (ii) that pin(x′) < pim(x).
Proof of Theorem 1. As discussed in Section 3, it suffices to show that TMLx′,x (y) and
TMUx′,x (y) are strictly increasing in y and surjective. If pi
n(x) exists, T˜
(n)
x (y) is strictly
increasing in y. Hence, TMLx′,x (y) and T
MU
x′,x (y) are strictly increasing in y because Π
M
x′,x is
finite by Lemma 1. If pin(x) exists, we obtain T˜
(n)
x ([y, y]) = [y, y]. Because ΠMx′,x is finite,
we have TMLx′,x (y) and T
MU
x′,x (y) are surjective.
Proof of Theorem 2. Step.1 First, we show that, for all x ∈ X , there exists n∗ ∈ Z such
that pin
∗
(x) and pin
∗+1(x) are well defined and pin
∗
(x), pin
∗+1(x) ∈ [pi(x˜), pi−1(x˜)]. If pin(x)
and pin(y) are well defined, because pin(·) is strictly increasing, we can obtain
x ≤ y ⇒ pin(x) ≤ pin(y). (A.4)
We consider the following four cases: (i) pi(x˜) ≤ x ≤ x˜, (ii) x˜ ≤ x ≤ pi−1(x˜), (iii) x < pi(x˜),
and (iv) x > pi−1(x˜). In case (i), it follows from (A.4) that pi(x˜) ≤ x ≤ x˜ ≤ pi−1(x) ≤
pi−1(x˜). In case (ii), it follows from (A.4) that pi(x˜) ≤ pi(x) ≤ x˜ ≤ x ≤ pi−1(x˜). In case (iii),
it follows from the proof of Lemma 1 that n ∈ N exists such that pi−n(x) ∈ X0 ∩X c1 . This
implies that pi−1(x), ..., pi−n(x) exist. By the definition of pi, we have pi(x˜) ∈ X1, and hence
x < pi(x˜) < pi−n(x). Therefore, there exists n∗ ∈ Z such that pin∗+2(x) ≤ pi(x˜) ≤ pin∗+1(x)
and we can obtain pi(x˜) ≤ pin∗+1(x) ≤ x˜ ≤ pin∗(x) ≤ pi−1(x˜) from (A.4). Similarly, in case
(iv), there exists n∗ ∈ Z such that pin∗(x), pin∗+1(x) ∈ [pi(x˜), pi−1(x˜)].
Step.2 Next, we show that g is point identified. From step 1, for all x, x′ ∈ X , there exists
n,m ∈ Z such that pin(x′), pin+1(x′), pim(x), pim+1(x) ∈ [pi(x˜), pi−1(x˜)]. Then, from (A.4),
we have either pin+1(x′) ≤ pim+1(x) ≤ pin(x′) ≤ pim(x) or pim+1(x) ≤ pin+1(x′) ≤ pim(x) ≤
pin(x′). If pin+1(x′) ≤ pim+1(x) ≤ pin(x′) ≤ pim(x), then we have (n + 1,m + 1), (n,m) ∈
ΠMx′,x. If pi
m+1(x) ≤ pin+1(x′) ≤ pim(x) ≤ pin(x′), then we have (n + 1,m) ∈ ΠMx′,x. Hence,
there exists a pair (n∗,m∗) ∈ ΠMx′,x such that pin∗(x′), pim∗(x) ∈ [pi(x˜), pi−1(x˜)]. As g(x, e)
is constant on [pi(x˜), pi−1(x˜)], we obtain
T˜
(n∗)
x′ (g(x
′, e)) = T˜ (m
∗)
x (g(x, e)) .
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Therefore, g(x′, e) = TMUx′,x (g(x, e)). Hence,
(
GMLx
)−1
(e) coincides with g(x, e) because
(15) becomes an equality. This implies that BML(x, e) coincides with g(x, e). Similarly,
BMU(x, e) coincides with g(x, e).
Proof of Lemma 2. From the proof of Lemma 1, ΠCx′,x is finite. Hence, we prove the
nonemptiness of ΠCx′,x. From the proof of Lemma 1, for all x, x
′ ∈ X , there exist n,m ∈ Z
such that pim(x), pin(x′) ∈ X1∩X c0 . Without loss of generality, we assume pin(x′) ≤ pim(x).
Then, pim−1(x) and pin−1(x′) exist because pim(x), pin(x′) ∈ X1. Because pim(x) ∈ X1 ∩ X c0
and pin−1(x′) ∈ X0, we have pin(x′) ≤ pim(x) ≤ pin−1(x′) ≤ pim−1(x) from (A.4), and hence
(n,m) ∈ ΠCx′,x. Therefore, ΠCx′,x is nonempty.
Proof of Theorem 3. Similar to the proof of Theorem 1, we can obtain(
GCLx
)−1
(e) ≤ g(x, e) ≤ (GCUx )−1 (e).
Because g(x, e) is concave in x, if x = ty′+ (1− t)y and t ∈ (0, 1), then we have g(x, e) ≥
tg(y′, e) + (1− t)g(y, e) ≥ t (GCLy′ )−1 (e) + (1− t) (GCLy )−1 (e). Hence, we have
g(x, e) ≥ sup
y,y′:y<x<y′
{(
x− y
y′ − y
)(
GCLy′
)−1
(e) +
(
y′ − x
y′ − y
)(
GCLy
)−1
(e)
}
.
Because g(x, e) is concave in x, if x = ty′ + (1 − t)y and t < 0, then we have g(x, e) ≤
tg(y′, e) + (1− t)g(y, e). Because BCL(x, e) ≤ g(x, e) ≤ (GCUx )−1 (e), t < 0, and 1− t > 0,
we have g(x, e) ≤ tBCL(y′, e) + (1 − t) (GCUy )−1 (e). Similarly, if x = ty + (1 − t)y′ and
t > 1, then we have g(x, e) ≤ tg(y, e) + (1− t)g(y′, e) ≤ t (GCUy )−1 (e) + (1− t)BCL(y′, e).
Hence, we have
g(x, e) ≤ min
[
infy,y′:x<y<y′
{(
x−y
y′−y
)
BCL(y′, e) +
(
y′−x
y′−y
) (
GCUy
)−1
(e)
}
,
infy,y′:y′<y<x
{(
y−x
y−y′
)
BCL(y′, e) +
(
x−y′
y−y′
) (
GCUy
)−1
(e)
}]
.
Proof of Theorem 4. Similar to Theorem 2, for all x, x′ ∈ X , there exist (n,m) ∈ ΠCx′,x
such that pin(x′), pin−1(x′), and pim(x) are in [pi(x˜), pi−1(x˜)]. Because g(x, e) is linear in x,
we have [
tx′,x(n,m)T˜
(n)
x′ + (1− tx′,x(n,m))T˜ (n−1)x′
]
(g(x′, e)) = T˜ (m)x (g(x, e)) .
Similarly, for all x, x′ ∈ X , there exist (n,m) ∈ ΠCx,x′ such that
T˜
(m)
x′ (g(x
′, e)) =
[
tx,x′(n,m)T˜
(n)
x + (1− tx,x′(n,m))T˜ (n−1)x
]
(g(x, e)) .
Hence, as described above, BCL(x, e) and BCU(x, e) coincide with g(x, e) because inequal-
ities (20) and (21) become equalities.
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Proof of Proposition 2. Because g(x, e) is nondecreasing in e, we have
F−Y |X,Z (g(x, e)|x, 0) = P (g(x, ) < g(x, e)|X = x, Z = 0)
≤ P ( < e|X = x, Z = 0)
= P ( ≤ e|X = pi(x), Z = 1)
≤ P (g (pi(x), ) ≤ g (pi(x), e) |X = pi(x), Z = 1)
= F+Y |X,Z (g(pi(x), e)|pi(x), 1) , (A.5)
where the first inequality follows from { : g(x, ) < g(x, e)} ⊂ { :  < e} and the second
from { :  ≤ e} ⊂ { : g(x, ) ≤ g(x, e)}. From the definition of Q−Y |X,Z(τ |x, z), it follows
that Q−Y |X,Z
(
F+Y |X,Z(y|x, z)
∣∣∣x, z) = inf{y′ : F+Y |X,Z(y′|x, z) ≥ F+Y |X,Z(y|x, z)} ∨ y ≤ y for
all y ∈ Y . Hence, inequality (A.5) implies that
Tˆ (1)x (g(x, e)) = Q
−
Y |X,Z
(
F−Y |X,Z(g(x, e)|x, 0)
∣∣∣pi(x), 1)
≤ Q−Y |X,Z
(
F+Y |X,Z (g(pi(x), e)|pi(x), 1)
∣∣∣pi(x), 1)
≤ g(pi(x), e).
Similarly, because g(x, e) is nondecreasing in e, we have
F+Y |X,Z (g(x, e)|x, 0) ≥ F−Y |X,Z (g(pi(x), e)|pi(x), 1) .
Because Q+Y |X,Z
(
F−Y |X,Z(y|x, z)
∣∣∣x, z) = sup{y′ : F−Y |X,Z(y′|x, z) ≤ F−Y |X,Z(y|x, z)} ∧ y ≥ y
for all y ∈ Y , we have
g(pi(x), e) ≤ Tˇ (1)x (g(x, e)) .
Similarly, we have two inequalities: g(pi−1(x), e) ≥ Tˆ (−1)x (g(x, e)) and g(pi−1(x), e) ≤
Tˇ
(−1)
x (g(x, e)).
Proof of Theorem 5. First, we show that
inf{u : GGLx (u) ≥ e} ∨ y ≤ g(x, e) ≤ sup{u : GGUx (u) ≤ e} ∧ y. (A.6)
Because TGUx′,x(y) satisfies (24), we have
GGLx (g(x, e)) =
∫
F+Y |X=x′
(
TGUx′,x(g(x, e))
)
dF (x′)
≥
∫
F+Y |X=x′ (g(x
′, e)) dF (x′)
=
∫
P (g(x′, ) ≤ g(x′, e)|X = x′) dF (x′)
≥
∫
P ( ≤ e|X = x′) dF (x′) = e,
24
where the second inequality follows from { :  ≤ e} ⊂ { : g(x′, ) ≤ g(x′, e)}. Because
g(x, e) ≥ y, we can obtain g(x, e) ≥ inf{u : GGLx (u) ≥ e} ∨ y. Similarly, because TGLx′,x(y)
satisfies (25), we have
GGUx (g(x, e)) ≤
∫
F−Y |X=x′ (g(x
′, e)) dF (x′)
=
∫
P (g(x′, ) < g(x′, e)|X = x′) dF (x′)
≤
∫
P ( < e|X = x′) dF (x′) = e,
where the second inequality follows from { : g(x′, ) < g(x′, e)} ⊂ { :  < e}. Hence, we
can obtain g(x, e) ≤ sup{u : GGUx (u) ≤ e} ∧ y.
Because g(x, e) is nondecreasing in x and (A.6) holds, similar to Theorem 1, we have
BGL(x, e) ≤ g(x, e) ≤ BGU(x, e).
25
Appendix 2: Figures
Figure 1: The case where Assumption 3 holds.
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Figure 2: The case where Assumption 3 does not hold.
Figure 3: The dashed lines denote
(
GMLx
)−1
(e) and
(
GMUx
)−1
(e). The solid lines denote
BML(x, e) and BMU(x, e).
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Figure 4: FX|Z(x|0) and FX|Z(x|1) for Simulation 1.
Figure 5: h(x) = h1(x). The solid line denotes g(x, 0.5). The dashed, dotted, and dash-
dotted lines denote BML(x, 0.5) and BMU(x, 0.5) when ρ = 0.3, 0.1, and 0.01, respectively.
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Figure 6: h(x) = h2(x). The solid line denotes g(x, 0.5). The dashed, dotted, and dash-
dotted lines denote BML(x, 0.5) and BMU(x, 0.5) when ρ = 0.3, 0.1, and 0.01, respectively.
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Figure 7: δ = 0.4. The dashed line denotes g(x, 0.5). The solid lines denote BML(x, 0.5)
and BMU(x, 0.5).
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Figure 8: δ = 0.55. The dashed line denotes g(x, 0.5). The solid lines denote BML(x, 0.5)
and BMU(x, 0.5).
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Figure 9: δ = 1.2. The dashed line denotes g(x, 0.5). The solid lines denote BML(x, 0.5)
and BMU(x, 0.5).
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Figure 10: The dashed lines denote
(
GCLx
)−1
(e) and
(
GCUx
)−1
(e). The solid lines denote
BCL(x, e) and BCU(x, e).
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Figure 11: The right-hand line denotes FX|Z(x|0) and the left-hand one denotes FX|Z(x|1).
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Figure 12: The lower line denotes BML(x, 0.5) and the upper one denotes BMU(x, 0.5).
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Appendix 3: Bounds without Assumption 4 (ii)
Here, we obtain the lower and upper bounds of g(x, e) under Assumptions 1, 2, 3, 4 (i), 5,
and 6. As such, we can show that Yx,z is an open interval and does not depend on z. By
model (1), the support of Y |X = x, Z = z is equivalent to that of g(x, )|X = x, Z = z.
Hence, under Assumption 5 (ii), we have
Yx,z = {g(x, e) : e ∈ (0, 1)},
which implies that Yx,z does not depend on z. By Assumption 2 (i), Yx,z must be an open
interval. Hence, we have
Yx,z = Yx ≡ (yx, yx),
where −∞ ≤ y
x
< yx ≤ +∞.
First, Proposition 1 holds without Assumption 4 (ii). Hence, for n ∈ Z, if pin(x) exists,
we can construct T˜
(n)
x : Yx → Ypin(x) that satisfies
g (pin(x), e) = T˜ (n)x (g(x, e)) .
If (n,m) ∈ ΠMx′,x, then Assumption 6 implies that
T˜
(n)
x′ (g(x
′, e)) ≤ T˜ (m)x (g(x, e)) .
Because T˜
(n)
x′ (y) is strictly increasing in y, there exists the inverse function
(
T˜
(n)
x′
)−1
:
Ypin(x′) → Yx′ . We define
(
T˜
(n)
x′
)+
: Ypim(x) → R as
(
T˜
(n)
x′
)+
(y) =

(
T˜
(n)
x′
)−1
(y), if y ∈ Ypin(x′)
yx′ , otherwise
.
Then, for all (n,m) ∈ ΠMx′,x and e ∈ (0, 1), we obtain
g(x′, e) ≤
(
T˜
(n)
x′
)+ (
T˜ (m)x (g(x, e))
)
.
We define
TMU∗x′,x (y) ≡ min
(n,m)∈ΠM
x′,x
(
T˜
(n)
x′
)+ (
T˜ (m)x (g(x, e))
)
,
GML∗x (u) ≡
∫
FY |X=x′
(
TMU∗x′,x (u)
)
dFX(x
′).
Then, TMU∗x′,x (y) satisfies g(x
′, e) ≤ TMU∗x′,x (g(x, e)), but GML∗x (u) may not be strictly in-
creasing. Hence, the upper bound of g(x, e) is obtained from
BML∗(x, e) ≡ sup
y:y≤x
{
inf{u : GML∗y (u) ≥ e}
} ∨ y
x
.
Similarly, we can obtain the lower bound of g(x, e) without Assumption 4 (ii).
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