Abstract-In the last two decades, a lot of protein 3D shapes have been discovered, characterized, and made available thanks to the Protein Data Bank (PDB), that is nevertheless growing very quickly. New scalable methods are thus urgently required to search through the PDB efficiently. This paper presents an approach entitled LNA (Laplacian Norm Alignment) that performs a structural comparison of two proteins with dynamic programming algorithms. This is achieved by characterizing each residue in the protein with scalar features. The feature values are calculated using a Laplacian operator applied on the graph corresponding to the adjacency matrix of the residues. The weighted Laplacian operator we use estimates, at various scales, local deformations of the topology where each residue is located. On some benchmarks, which are widely shared by the community, we obtain qualitatively similar results compared to other competing approaches, but with an algorithm one or two order of magnitudes faster. 180,000 protein comparisons can be done within 1 second with a single recent Graphical Processing Unit (GPU), which makes our algorithm very scalable and suitable for real-time database querying across the web.
INTRODUCTION
P ROTEINS are made of a sequence of amino acids (residues) that folds in a 3D structure. Proteins with similar functional properties may have a very different primary structure, but they usually share similar tertiary structures. During the past two decades, a lot of tertiary structures have been discovered, and 3D fold Protein Data Banks (PDBs), such as PDB [3] , are quickly growing (PDB holds 79,000 protein files as of November 2011). It is therefore crucial to be able to efficiently search through this database.
Best methods designed to compare or match protein 3D structures involve heavy computations. Holm and Sander [16] compares C distance matrices, [33] extendedly combines Aligned Fragment Pairs (AFPs) based on local geometry, [38] chains AFPs with twists, [19] compares lists of features of primary, secondary, and tertiary structures, [39] , [30] maximize the TM-score which is independent of protein lengths contrary to the Root Mean Square Deviation (RMSD): [20] . Zhu and Weng [40] compare intramolecular residue-residue relationships. Gibrat et al. [13] and Krissinel and Henrick [23] first align Secondary Structure Elements (SSEs) and then refine the alignment to residue level. Some approaches are based on contact map [17] matching, which is thought to be NP-hard as described by [14] , [5] , [2] , [11] . Orengo and Taylor [28] use double dynamic programming on vector of C distances and are used to build the CATH [8] classification.
On the other hand, there are some methods that are a lot faster, but to the detriment of result quality. Yang and Tung [37] enhance BLAST [1] by using a structural alphabet and corresponding substitution matrix. Lo et al. [24] , [25] enhance BLAST using an alphabet corresponding to residue positions in the Ramachandran plot [31] . Carpentier et al. [6] characterize proteins as sequences of angles (dihedral angle between four consecutive carbons) and compare them by searching common fixed length patterns. Kifer et al. [22] perform a global alignment of structural signatures. Ortiz et al. [29] offer a good compromise between computational speed and alignment quality.
A novel way for describing protein 3D structures is presented here. While Cartesian coordinates of a residue are dependent upon a reference coordinate system and only give information about its location, differential coordinates carry information about the local topology and the orientation of local structural details. We use the norm of Laplacian coordinates of residues at different scales to encode a sequence of multivariate local deformation descriptors. The norm of the Laplacian coordinates presents the great advantage to be invariant to translation and rotation.
The Laplacian operator has been used in various methods, mainly for 3D computer vision and 3D modeling. Mateus et al. [26] perform articulated shape matching. Desbrun et al. [10] uses this operator to smoothen, enhance, or check the quality of triangular meshes.
Dynamic programming algorithms can then be used to match these multivariate descriptor sequences and achieve similar classification or clustering results compared to other approaches. These dynamic programming algorithms in Oðn 2 Þ time complexity require little memory and can be efficiently implemented on Graphical Processing Unit (GPU) for an even faster computation time. This makes it possible to compare one protein structure to 180,000 others within a second time span.
In the following, we describe how we compute the Laplacian coordinates of residues and their norm. We then present two dynamic programming algorithms derived from [27] and [35] for global and local alignment, respectively, and compare our approach with state-of-the-art methods on two protein data sets known to be difficult to categorize. We show that our approach outperforms the fastest known methods and provides qualitatively similar results than most of the best known approaches, with algorithms which are one or two order of magnitude faster.
METHOD AND ALGORITHM
Our method, called Laplacian Norm Alignment (LNA), characterizes proteins as a multidimensional sequence of quantity of deformation at different scales of the local space in which residues are embedded. More precisely, the discrete Laplace operator (discrete Laplacian) is used to measure the divergence of the gradient of residue positions in a graph that describes a protein weighted adjacency map. Laplacian coordinates of residues are resilient to translation but not to rotation. This limitation is overcome by only keeping for each residue the euclidean norm of its Laplacian coordinates that is indeed invariant to rotation.
The tertiary structure of a protein is usually encoded as a sequence of 3D Cartesian space coordinates for each atom of each amino acid. We simplify this sequence by only keeping carbon alpha (C ) 3D positions for each residue.
Computation of the Laplacian Coordinates of Each Residue
A protein P of length n is defined by a sequence of 3D coordinates p 1 ; p 2 ; . . . ; p n . Let P ðÞ be the weighted adjacency matrix of an undirected graph with one node per residue for the protein P . The weight P ij ðÞ of each edge e ij for 1 i; j n is computed using a Gaussian kernel 
Let the diagonal matrix D P ðÞ be defined as
Let I be the identity matrix. The discrete Laplace operator L P ðÞ [15] of the protein P is defined by
By applying this operator to the vector of the residue 3D Cartesian positions, we obtain a vector of 3D Laplacian coordinates for each residue. Finally, we build a sequence e P ðÞ ¼ e p 1 ðÞ; e p 2 ðÞ; . . . ; e p n ðÞ of euclidean norms of the Laplacian coordinates for each residue, as shown in Fig. 1 .
Since we use a Gaussian kernel, the norm of the Laplacian coordinates is usually higher in the periphery of the protein than in the center, as shown in Fig. 2b . Hence, beta sheets generate a lowly deformed surface, the norm of Laplacian coordinates of their residues is quite low. A contrario, coils can have a high norm of Laplacian coordinates corresponding to their residues if they are found in the periphery of the protein. Alpha helices rarely go through the center of the protein: for each alpha helix, a "side" is near the center of the protein and the other near the periphery. Consequently, consecutive residues in the chain have a norm of their Laplacian coordinates that vary: thus, alpha helices correspond to a sawtooth shape as shown in Fig. 2a .
Multidimensional Characterization of Residues
The parameter in the Gaussian kernel can be tuned so as to correspond to either a more local or more global description of the protein for each residue. A low implies that only the closest residues will be taken into account into the computation of the Laplacian coordinates of residues. On the other hand, a high implies that all other residues in the protein will be taken into account into the computation, the difference of contribution between close and far residues being lower.
The Van Der Walls radius of atoms implies that sigma should be above 2 A, and the average size of proteins implies that it should be below 50 A. As information on residue positions is lost when only keeping the norm of Laplacian coordinates, this geometric description suffers a loss of information that can reduce the discriminating capability of the alignment algorithms. This limitation can be overcome by characterizing the local topology in which each residue is embedded at different scales, while varying parameter . For instance, residues can be characterized by two norms of Laplacian coordinates: one corresponding to coordinates computed with < 10 A (local description) and the other with > 20 A (more global description).
Hence, a protein P of length n can be characterized by a sequence e P ¼ e p 1 ; e p 2 ; . . . ; e p n of k-dimensional vectors defined as follows: 
. . . ; k are all in ½2; 50.
Sequence Comparison
We propose two dynamic programming approaches for global and local comparison of proteins. Given two sequences e P and e Q of respective length m and n, both approaches perform computations in Oðm:nÞ time, and use k-dimensional vectors for the characterization of residues.
More precisely, the similarity is computed by comparing segments of the multivariate sequence that describe each protein. Let ðe p i ; e q j Þ be the dissimilarity between the ith segment (i.e., i À 1th and ith values) of e P and jth segment of e Q, and defined as follows:
The constant value 3 has been empirically determined during preliminary experiments as a good tradeoff making it possible to weight the contributions of the differences between segment extremities and the differences between segment slopes. Other similarity measures could be used, such as the difference of norms. Both dynamic programming algorithm proposed here require a learning process to tune their parameters for each similarity measure, we choose to only present in this paper the similarity measure that gave us the best results in preliminary experiments.
Global Comparison
The global similarity LNA NW k between two sequences e P and e Q with respective lengths m and n is evaluated using a dynamic programming algorithm derived from [27] . Sðe p i ; e q jÀ1 Þ;
with the following initial conditions:
is a parameter that takes positive values and corresponds to an error tolerance factor. For small values large errors can still provide a significant reward e À:ðe pi;e qjÞ , while for large the reward is significant only for small errors. The scoring function e À:ðe pi;e qjÞ ranges in ½0 :: 1 and is maximal when segment extremities have the same Laplacian coordinates norms in all k dimensions. The constant gap penalty g is set to 0 so that the similarity measure we propose is normalized in ½0 :: 1. This property can be very useful to perform fast filtering for quick searching or large scale database clustering by only comparing sequence lengths.
Local Comparison
For local comparison, the computation of ðe p i ; e q j Þ is performed using normalized Laplacian norm sequences: all e p i and e q j values are divided by the average of the sequence e P and e Q, respectively, so that the average of each Laplacian norm sequence is 1. The local similarity LNA SW k between two sequences e P and e Q with respective lengths m and n is evaluated using a dynamic programming algorithm derived from [35] .
LNA SW k ð e P ; e QÞ ¼ maxfSðe p i ; e q j Þ; 1 i m; 1 j ng; ð8Þ and recursively defined as follows:
Sðe
is a parameter that takes positive values and corresponds to an error tolerance factor. For small values the reward ð1 À :ðe p i ; e q j ÞÞ is still positive for large errors, while for large the reward is positive only for small errors. Note that the rewards can be negative for large or large errors: in that case the contribution of ð1 À :ðe p i ; e q j ÞÞ is a penalty. Contrary to LNA NW k , this measure is not normalized and ranges in ½0 :: minðm; nÞ with a negative gap penalty value (g). Parameters g and are optimized on training data.
RESULTS AND DISCUSSION
Dynamic programming algorithms require low memory usage. Both LNA NW k and LNA SW k algorithms are implemented on both CPU using C/C++ and GPU using the OpenCL language [21] . Experiments are performed on a 2 GHz Intel Xeon CPU and Nvidia Tesla M2050 GPU. We first use a subset of SCOP [18] to determines optimal parameters. We then evaluate our approach on ranking and classification tasks against two different data sets: COPS [12] and proteus300 [2] , [11] . We also measure speed performance on the whole PDB database to see how our approach scales when applied to real databases.
Optimization of the Parameter Values
Both of the dynamic algorithms, we propose require the adjustment of a few parameters. We determine optimal sets of parameter values using a subset of SCOP downloaded on the Astral compendium website [7] . From the 40 percent ID filtered subset of SCOP 1.75, among 640 families having at least four members, we select at random 4 proteins from each family. We then build 4 subsets (one protein from each family in each subset) and perform a fourfold cross validation to optimize the set of parameters. For each query set, we record the top three returned results and check whether they belong to the same family of the query or not. Thus, the best possible score is 3 Â 4 Â 640 ¼ 7;680.
Parameter values are determined for LNA NW k and LNA SW k with k 2 f1; 2g. We also performed tests with higher values for k. However, results tend to decrease in quality as a higher number of dimension are used and computational time increases. Table 1 shows optimal parameter values found. For the remainder of this paper, our approaches are parameterized with these values. We also reported the time used by the GPU to compute the 4,915,200 comparisons. LNA SW 2 , which obtains the best results, performs about 60,000 protein comparisons per second. For best performances, we recommend using k ¼ 2. Fig. 3 plots the ROC curves for LNA approaches. The false positive rate starts to increase when about 75 percent of correct answers is returned. Table 2 shows the precision obtained according to the LNA score returned. For instance, if the comparison of two proteins using LNA NW 2 returns a score of 0.45, then there is 95 percent chance that these two proteins belong to the same SCOP family.
COPS
The COPS benchmark [12] is built upon the COPS classification performed by [36] . This benchmark contains 176 queries, and for each query there are 6 true positives and 1,050 true negatives. We use this benchmark to compare alignment methods by plotting ROC curves. Note that this task favors local alignment methods; since it is relevant to subsequence matching. We compare our approach against FAST [40] , GOSSIP [22] , and YAKUZA [6] . We use the default parameters for FAST and YAKUZA. For GOSSIP, we use an accuracy of 10 and two similarity values (0.6 and 0.7). Fig. 4 plots the ROC curve for each approach. FAST is the best approach for this benchmark and GOSSIP is the worst. Our approach is above YAKUZA using the local alignment method LNA SWk and below it with the global one LNA NW k . As stated above, it was expected that LNA SW k performs better than LNA NW k on this local alignment task. 
Proteus300
The proteus300 data set was first used in [2] and later in [11] . It contains 300 protein domains evenly distributed across 30 SCOP families (27 super families and 24 folds).
The number of residues in the proteins ranges from 64 to 455. Protein length are quite homogeneous inside families, and we expect that global alignment methods perform well on this task.
Structural Comparison Performances
We measure classification, Area Under the ROC Curve (AUC) [4] , maximum accuracy, clustering, and speed performances. We compare our approach to the same methods as those in Section 3.2: [40] , [22] , [6] using the same settings. We also add MAMMOTH [29] to the comparison and report results from [11] . Results are summarized in Table 3 . AUC and accuracy measures were computed using the ROCR package [34] . For each protein, we compute its similarity score with all other proteins and assign the family of the most similar protein in the data set (Nearest Neighbor rule). We then measure the number of correctly assigned families for the whole data set. YAKUZA and GOSSIP obtain the worst results. All other presented approaches reach similar classification performances (Table 3 , col. 4): all approaches have at most three errors on the 300 protein domains and 6 of them (LNA NW1 , LNA NW 2 , FAST, TM-align, A_purva+sse, and Eig_7) have no error.
The similarity matrix is also used to compute AUC and accuracy (Table 3 , cols. 2 and 3) measures. Our approach has comparable results with respect to other methods. Again, FAST obtains the best results, while we rank second for the AUC criterion with the global alignment method and second on maximum accuracy criterion with the local alignment method.
We measure clustering performances at the family level with the Unweighted Pair Group Method with Arithmetic Mean (UPGMA) algorithm (Table 3 , cols. 5 and 6). Our approach achieves results comparable to state-of-the-art methods. The global alignment method performs slightly better than the local one, LNA NW 2 achieving a perfect clustering.
Finally, we measure speed performance for the different approaches. YAKUZA is the fastest method, about 1.3 to 1.8 times faster than LNA which ranks second for this criterion. However LNA obtains qualitatively better results than YAKUZA, and is one or two order of magnitude faster compared to other approaches which achieve a perfect classification. These performances are due to the Oðn 2 Þ time complexity of alignment algorithms that is used for the matching of pair of proteins. LNA SWk and LNA NW k exhibit similar speed performances: this is due to the use of an approximation of the exponential function for LNA NW k computation. We used the approximation described in [32] and we obtained exactly the same classification, AUC, max accuracy, and clustering results than our GPU implementation which uses the built in exponential function.
On both COPS and Proteus data sets, FAST achieves the best results but ranks fourth for the speed. On the other hand, LNA ranks second for the quality of results and speed performance. 
TABLE 3 Ranking, Classification, and Clustering Performances Results for the Proteus300 Data Set
The last column corresponds to the computational time required to compute the similarity matrix between all 300 proteins (44,850 comparisons). Experiments were run on a 2 GHz Intel Xeon and 8 GB RAM for LNA, FAST, GOSSIP, and YAKUZA. For other approaches, we used results reported in [11] obtained with a 2.8 GHz CPU Intel Pentium and 1 GB RAM. One versus One means both proteins are preprocessed for each comparison. One versus All means a query is preprocessed and compared against a preprocessed database. All versus All means all proteins of a preprocessed database are compared between themselves.
Alignment Quality
In this experiment, inside each family of the proteus300 data set, we align each protein against each other. For each alignment, we measure its length and RMSD. The average length and average RMSD of these 1,350 alignments (45 alignments inside each of the 30 families) are reported in Table 4 . We have omitted to report GOSSIP results because it cannot provide exhaustively all the expected 1,350 alignments.
Again, FAST achieves the best results here and have the lowest RMSD for its alignments. On the other hand, YAKUZA produces small alignments with high RMSD. LNA produces longer alignments than FAST and MAM-MOTH, but with higher RMSD. This is not surprising, since LNA does not operate on residue 3D coordinates nor distance between residues. Among the different alignment algorithm we have proposed, LNA SW 2 achieves best results on this experiment.
GPU Implementation
Both LNA SW k and LNA NW k use dynamic programming to perform the similarity computation. These algorithms can be implemented with a OðnÞ space complexity. Multiple parallel sequence comparisons can thus be efficiently implemented on GPU. While such a kind of implementation is useless for only comparing 2 sequences, it can significantly speed up the comparison of all proteins in a large database against each other, or comparing a query against a large database. Table 5 shows the computational time spent by LNA CPU and GPU implementations on the Proteus300 data set. The GPU implementation allows a gain ranging between x180 and x210 over the CPU one. However, we are using one of the fastest GPU currently available on the market, which is not the case for the CPU. We believe the GPU gain over the top CPU would be around x100, which demonstrate the usefulness of porting our algorithm on GPU.
On the other hand, our All versus All GPU implementation could be faster by sorting proteins by length: it is more efficient for the GPU to perform parallel comparison that cost the same number of instructions, and LNA requires Oðn:mÞ instructions to compare 2 proteins of lengths n and m. In the next experiment that involves One versus All comparisons, proteins have been sorted by length to optimally use the GPU. This results in a speedup factor of about 2.
Experiment on the Whole PDB Database
As of November 2011, the Protein Data Bank contains about 79,000 protein files. By only keeping sequences with a minimum length of 30, we obtain 179,094 tertiary structures of proteins, with an average length of 247. We measure in this experiment how our approach performs for a real scale problem. We measure speed for LNA SW 2 and LNA NW2 . We also test various score acceptation threshold for LNA NW2 to measure fast filtering performances. Fig. 5 shows the response time according to query length. For all approaches, the average response time for a 200 residue length query is around 1 second, which is very suitable for a real-time web service. Fast filtering allowed by the normalized LNA NW2 alignment method is very interesting when looking for high precision. It allows a speedup of up to three times for very long protein queries. For a 230 residue length query, the reported speedup is around 34 percent with a 0.6 score acceptation threshold.
CONCLUSIONS
In this paper, we have proposed an approach for speeding up computation of protein structure similarity. We have presented an approach that compresses 3D information into meaningful 1D or 2D information that is invariant to rotation, translation and homothetic transformation. Our global alignment algorithm LNA NW obtains similar results to the ones obtained by state-of-the-art methods on the Proteus300 data set, while our local alignment algorithm LNA SW , as shown by experiments on the COPS data set, performed slightly worse than the FAST method but slightly better than the other fast alignment method such as GOSSIP or YAKUZA.
The alignment quality provided by LNA is not the best one can expect when compared to FAST or MAMMOTH method, but LNA could be optimized as well to improve the RMSD of the proposed alignments either during the CPU runs were performed on a 2 GHz Intel Xeon and 8 GB RAM and GPU runs were performed on a Nvidia Tesla M2050. calculation of the LNA similarity, or a posteriori during a post processing refinement. In any case, the key advantage of our approach is its speed. Our algorithm is one or 2 order of magnitude faster than existing methods: 180,000 protein comparisons can be done within 1 seconds with a single recent GPU, which makes our algorithm very scalable and suitable for real-time database querying across the web. We plan to investigate the improvement of our approach by extending our global alignment LNA NW approach to subsequence matching. We are also looking forward to improve the function presented in (5) . In addition, the use of primary structure is a way to improve our global and local alignment methods we will explore. Future investigation also extends to how multiple sequence alignment can be realized.
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