It is of great importance to capture long-range dependency in image deblurring based on deep learning. Existing methods often capture long-range dependency by a large receptive field, which contributes by deep stacks of local convolutional operations. Therefore, it restricts network representation ability and causes unpleasant artifacts of restored images. In this paper, we propose a deep pyramid generative adversarial network with local and nonlocal similarity features, called LNL-PGAN, for natural motion image deblurring. First, we propose a nonlocal feature block as an essential component of the pyramid generator for obtaining nonlocal similarity features at multiple levels. Second, we design a local feature block as another essential component to make a great balance between local and nonlocal similarity features. The local and nonlocal feature blocks capture meaningful short-range and long-range dependencies in the pyramid generator to increase network representation ability. Third, we design a multiscale generative adversarial loss to preserve edge details and facilitate sharp edge prediction of restored images, and we introduce a multistage training strategy to facilitate network training, which can further improve the quality of the restored image. Extensive experimental results demonstrate that the proposed method yields superior performance against state-of-the-art methods on natural motion image deblurring in terms of visual quality and objective index, and it can be used as a unified network for single and dynamic motion image deblurring.
I. INTRODUCTION
Motion blurring in natural image is caused by complex factors such as camera shake or object relative movement [1] , [2] . Natural motion image deblurring is of great practical interest for image enhancement in photo or video cameras. Blind natural motion image deblurring is used to recover a latent clear natural image from a degraded image when both the ground truth natural image and blur kernel are unknown. Therefore, it is a highly ill-posed problem, and the main challenges are as follows. First, it is difficult to estimate the blur kernel because the blur kernel differs from pixel to pixel, which cannot be modeled as a general motion blur kernel for a whole image.
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Second, it is a spatially variant blind deconvolution problem since motion blurs in natural images are rather complex and uncertain.
In recent decades, many works [3] - [9] have been made to solve these problems. Early blur kernel estimation methods based on conventional regularization can be roughly categorized as follows: One models handcrafted image priors, and implicitly incorporates special regularization to enhance strong structures of images, followed by an iterative scheme to gradually enrich image details [3] , [4] . The other model explicitly predicts the intermediate sharp edge of the image, and employs a semi-blind scheme to regularize the solution space [5] , [6] . Some methods exploit domain-specific statistical properties for image deblurring, such as text [7] , face images [8] and low-light images [9] . However, these methods VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ involve complex blur kernel estimation processes. Due to limited observation of specific statistics and hand-designed features, these methods cannot overcome large uncertainties and complex blur limitations of natural motion images. For the past few years, deep convolutional neural networks (CNNs) have yielded good improvement over conventional regularization-based methods in image deblurring for obtaining accurate blur kernel estimations [10] - [14] . CNN-based blur kernel estimation methods work well on a small subset of images, but performance is limited by suboptimal architectures of accurate blur kernel estimation steps in themselves. Either conventional regularization-based or CNN-based blur kernel estimation, the simplified assumptions on blur kernel estimation often hinder the deblurring performance of natural images.
Most recently, there has been impressive progress in developing kernel-free image deblurring of deep networks. Deep networks capture long-range dependencies by large receptive fields to contribute network representation. It is of great importance to capture long-range dependency in image deblurring based on deep learning. Many CNN-based deblurring methods develop various networks formed by large receptive fields to capture long-range dependencies, such as developing a deep multiscale network [15] - [17] or a generative adversarial network (GAN) [18] - [21] . These methods are used to cover large receptive fields, and to create solutions that are close to natural motion problems. Due to deep structures and the presence of nonlinearities in high-dimensional space, they achieve great success with a few milestone solutions for shift-variant natural motion image deblurring. Among them, Kupyn et al. [20] proposed DeblurGAN by deep stacks of original residual blocks and achieved competitive results for removing natural motion blur. However, the method cannot generate clear results due to the limited receptive field of residual blocks. Nah et al. [15] provided a largescale realistic dataset with complex motion and proposed a multiscale CNN-based method to restore sharp images progressively. Nevertheless, it is difficult to train a long-range dependency model by many cascading local convolutional operations. Subsequently, Zhang et al. [16] utilized a spatially variant recurrent neural network (RNN) as a deconvolution operator to model the dynamic deblurring process. The recurrent operation involves a larger receptive field than convolutional operation, so image deblurring results were better than previously. Tao et al. [17] proposed a scalerecurrent network (SRN) to gradually restore sharp images. The authors used long short-term memory (LSTM) in the bottleneck layer and repeated local convolutional operations in the encoder and decoder of every scale to amplify the receptive field of the network and expand the topological structure. Thus, the network can capture longer-range dependency than previous methods and achieves state-of-the-art results. In summary, the above kernel-free methods achieve good performance in image deblurring by their well-designed large receptive field networks. One commonality among the above methods is that their networks take general convolutional or recurrent operations as a basic network unit. Nevertheless, the convolutional and recurrent operations are both local operations that can process a local neighborhood regression. Thus long-range dependency can only be captured when the local operations are cascaded repeatedly, propagating signals progressively through the data to improve reconstruction accuracy. As is known, the natural image inherently has nonlocal self-similarity properties. Cascading local operations repeatedly cannot explore the nonlocal self-similarity property and it has at least two limitations. First, it ignores the long-range dependency of network topological structure and restricts network representation ability, leading to unpleasant deblurring results on natural shift-variant structures. Second, it influences network convergence and causes optimization difficulty, resulting in artifacts of the restored natural motion image.
To resolve the abovementioned problems and effectively improve natural motion image restoration, we propose a novel deep pyramid generative adversarial network, called LNL-PGAN, for natural motion image deblurring. The proposed LNL-PGAN does not need to estimate the motion blur kernel. The main contributions in this paper are summarized as follows:
First, we propose a nonlocal feature block (NLFB) as one essential component of a pyramid generator for processing nonlocal similarity features at multiple levels. To obtain nonlocal similarity features among widely separated spatial regions efficiently, the NLFB captures long-range dependencies not only between the encoder and decoder at the same level but also at multiple levels of high-dimensional feature space.
Second, we design a local feature block (LFB) as another essential component of the pyramid generator to obtain local features. The LFB and NLFB are all embedded into our well-designed pyramid generator to balance short-range and long-range dependencies and increase network representation ability.
Third, we design a multiscale generative adversarial loss to preserve edge details and facilitate sharp edge prediction of restored image. We also introduce a multistage training strategy to facilitate network training.
In addition, the proposed LNL-PGAN is a unified network for single and dynamic motion image deblurring without blur kernel estimation, and no longer relies on ad hoc model selection or network readjustment.
The paper is organized as follows. Related works are reviewed in Section II. The proposed method is presented in Section III. Extensive experiments including analysis on the proposed method and evaluation on natural/synthetic motion blurred images are conducted in Section IV to verify the effectiveness of the proposed method. Finally, we draw conclusions in Section V.
II. RELATED WORKS
Local methods, such as convolutional operations and recurrent operations, are widely used in deep networks for image deblurring. Related networks for image deblurring are described in Section I, which are built by repeatedly using general convolutional operations or recurrent operations in a local neighborhood to amplify the receptive field and capture the long-range dependencies of the networks. In the most related network [17] , every block in the encoder or decoder stacks one convolutional layer and three slightly modified residual blocks to amplify receptive fields and empirically increase performance. Nevertheless, restricting the network width will lead to representational bottlenecks for repeatedly stacking local convolutional operations.
Nonlocal methods can produce superior reconstruction results than local methods for natural image processing [22] . An important innovation in nonlocal methods is that they systematically compute all possible self-predictions at distant locations that can sufficiently exploit the inherent nonlocal self-similarity property of natural images. Nonlocal means (NLM) [23] , as a classic nonlocal denoising algorithm, is used to compute a weighted average of all pixels in an image. Recently, the nonlocal method based on a nonlocal operation was improved under deep CNN for image denoising [24] , in which the nonlocal regularization operators were trained automatically by the network and gain significant improvement compared to handpicked nonlocal operations. A special nonlocal operation self-attention model [25] is to draw global dependencies in sequence modeling and transduction problems. To further generalize the essence of classic NLM in deep neural networks and extend the sequential selfattention model, nonlocal operations [22] are proposed to capture long-range dependencies directly and efficiently in deep neural networks. Until now, nonlocal operations have been used in networks for image processing, such as video classification [26] , and image restoration [27] .
Pyramid architectures [28] , [29] are widely used to produce optimal results in computer vision tasks. Recently, a pyramid network was proposed to address image restorations [13] , [15] , [17] , [28] , [30] . The pyramid network consists of multiple pyramid subnetworks to restore the salient image structure implicitly in a coarse-to-fine scheme. Because the coarse-to-fine scheme of the pyramid can enlarge receptive fields on different scales, it is beneficial to global information optimization in image restoration.
Autoencoder networks are often used in pyramid subnetworks to process high-dimensional data for image restoration. The autoencoder is a classic classification algorithm that has shown great success in unsupervised learning [31] and extended applications. The autoencoder network is a symmetric structure that consists of an encoder network to transform the high-dimensional data into a low-dimensional code and a similar decoder network to recover the data from the code. Because of its meaningful feature representation in high-dimensional space, it can yield good performance in image deblurring. In the network most related to ours, Tao et al. [17] designed autoencoder in three scales to restore sharp images gradually. In one scale, the autoencoder consists of an LSTM in the bottleneck layer and repeated local convolutional operations in the encoder and decoder to amplify the receptive field of the network. In addition, skip connections between the symmetric encoder and decoder are used to accelerate convergence.
In kernel-free image deblurring methods, mean square error (MSE) loss [16] is a straightforward choice for training networks. Tao et al. [17] used MSE loss directly to train the network. Relying on the advanced network, Tao's method achieved competitive results. However, there is an inevitable problem that cannot be overlooked: the averaged process of MSE often lacks high-frequency texture details and leads to over smoothness in restored images. To solve this problem, most methods take improved loss functions of the generator and discriminator under the GAN framework. Nah et al. [15] used pixel wise MSE loss to train the network, and further combine MSE loss with adversarial loss of GAN to encourage the network to overcome over-smoothing. Liu et al. [21] proposed the loss function of discriminator at three levels to evaluate recovered images with both global and local scopes. Similar methods based on GAN to address the problem are also reported [18] - [20] . These encouraging solutions are perceptually hard to distinguish from natural sharp images and allow restoration of finer texture details in contrast to MSE loss.
III. PROPOSED METHOD
In this section, we first present the technical parts of the proposed network. Then, we introduce the loss functions to optimize the network. Finally, we provide details of the training strategy for the proposed network.
A. NETWORK ARCHITECTURE
We propose a deep pyramid generative adversarial network (LNL-PGAN) with local and nonlocal similarity features for natural motion image deblurring. The structure of the proposed network is illustrated in Fig.1 .
The proposed network is a three-level pyramid generative adversarial network that has a generator and discriminator at one level. The input of the network is at the front of the coarsest level (S=1), which takes a 1/4 downsampled initial blurred image as input. A generated latent sharp image at the end of the coarsest level is delivered to the next finer level by 1/2 upsampling. The network processes visual information at one level and then aggregates to the next level so that the next level can abstract features from different resolutions. The output of the network is at the end of the last finest level (S=3), which restores the latent sharp image. According to coarse-to-fine information flow across multiple levels, meaningful long and short spatial information at multiple levels is explored sufficiently to help reconstruction. The upsampled and downsampled images are all computed by bilinear interpolation.
At level S, the generator is an autoencoder that includes three encoder blocks (EBs), three decoder blocks (DBs) and one bottleneck layer. The essential components of EB and DB are the well-designed NLFB, LFB and convolution layer/deconvolution layer. The bottleneck layer is NLFB. In Fig. 1 , EBi and DBi represent the i th encoder and decoder block, respectively, where i=1, 2, 3. Skip connections of EBi and symmetric DBi are used to capture long-range dependencies between encoders and decoders at one level. Multiscale connections in the bottleneck layer are used to capture long-range dependencies at multiple levels. We now introduce the details of NLFB and LFB.
1) NONLOCAL FEATURE BLOCK
As shown in Fig. 2 , the NLFB is given by:
where x is the input image features from the previous hidden layer, z is the output features to the next hidden layer, '+x' denotes a residual connection, s represents weights and biases to be learned at level S. Weight coefficient γ is set from 0.2 to 1 at an interval of 0.2 in the encoder and bottleneck to assign more weights to nonlocal evidence gradually. U(x; S ) is a nonlocal operation defined as: where i is an index of output feature location and j is an index of all possible similar feature locations. The normalization factor C is the number of locations in x. S(x i , x j ) represents similarity between x i and all x j : f
}are weights and biases to be learned. The similarity operation S(x i , x j ) is a dot-product operation which is implemented by matrix multiplication. The process of using dot-product operation is much faster and more space-efficient than other operations.
In Fig. 2 , the orange box denotes a 1×1 convolution in space or a 1×1×3 convolution in spacetime. ''H×W×T'' denotes the shape of the feature maps. ''ch'' denotes the channels of the feature maps. ''⊕'' is element wise addition. ''⊗'' is matrix multiplication. The yellow arrows denote pooling operations that reduce computing complexity.
The NLFB has three input branches xf , x g , xh. In the encoder, the three input branches of NLFB are the same input features from the previous hidden layer, which process nonlocal similarity features to capture short-range dependencies at one level. In the decoder, two input branches of NLFB xf and xh are from the previous hidden layer, and the remaining branch x g is from the symmetric hidden layer in the encoder. In the bottleneck layer of level S =2 or 3, two input branches of NLFB xf and xh are from EB3, and the remaining branch x g is from the previous bottleneck layer at level S=1 or 2 to capture sensitive long-range dependencies at multiple levels.
As shown in Fig. 2 , after the convolution layer and reshape operation, feature maps from xf and x g are converged to calculate nonlocal similarity S by Eq. (3). Then the output of S is converged with feature maps from xh to calculate matrix multiplication U by Eq. (2). Finally, the output z is obtained by Eq. (1) through a residual connection with xf .
In the most related network, SRN [17] , stacked local convolutional layers in the encoder/decoder and LSTM in the bottleneck are used to expand the network topological structure. The authors adopted three skip connections between three encoder blocks and corresponding decoder blocks to combine high-dimensional information. The authors also designed connections of LSTM in the bottleneck to combine multiscale information. In contrast to SRN, the proposed network plugs two NLFBs into every EBi/DBi (i=1, 2) and one NLFB in the bottleneck layer. We design four skip connections of NLFB in EBi and symmetric DBi (i=1, 2) of the same level and multiscale connections of NLFB in the bottleneck. Compared to SRN [17] , the proposed network is more beneficial for exploring long-range dependencies between any two positions of the feature map in high-dimensional feature space. Fig. 3 (a) visualizes the nonlocal operation of dynamic images. Three images are successive blur images in one dynamic scene [15] . A location x i is a computed nonlocal operation with all similarity regions x j in the same image and neighboring images. The starting point of the arrows represents one x i , and the ending points represent x j . Fig. 3 (b) visualizes the nonlocal operation in a single image. The image is selected in the synthetic dataset [5] . For a pixel x i , the nonlocal operation is computed as a weighted average of all the pixels x j of the image. Fig. 3 (a) and (b) only show some weighted arrows for a location x i .
In a dynamic scene, successive images are highly correlative. Thus, the use of successive correlated images is a major breakthrough to advance restoration quality. In the most related work [17] , the authors obtained multiscale information by connecting the LSTM layer in the bottleneck of different levels. However, the LSTM layer only learned latent features in one location. The feature in a location can be further optimized by a feature map of all possible locations in a single image or successive dynamic scene. Our nonlocal operation is can obtain similarity features in a single image or successive dynamic scene, which is a fantastic way to find meaningful relational clues regardless of the distance in space or spacetime.
2) LOCAL FEATURE BLOCK
Residual learning [32] can boost performance substantially in deep networks. In SRN [17] , slightly modified residual blocks are used in every encoder and decoder block without batch normalization and rectified linear unit after the shortcut connection. To obtain optimal network performance, we reference the Inception design principle [33] to obtain a new-modified residual network named LFB. The architecture is shown in Fig. 4 . Denoting y t−1 and y t are the input and output of the t th feature block, and a local feature block is VOLUME 7, 2019 defined as:
where ''+y t−1 1 '' means an identity mapping. The function F y t−1 ; s represents a local residual mapping to be learned.
The identity paths help gradient backpropagation during training. The local feature paths help to learn highly complex features. s = {W s ; B s } are weights and biases to be optimized by the network. There are two parallel branches of F y t−1 ; s . One branch is two 3×3×T spatial filters that are cascaded to represent a 5×5×T filter, and another branch is parallel to one 3×3×T convolution to balance the width and depth of the network. Before these two parallel filter units, 1×1×T convolutions are implemented for dimension reduction. Accordingly, the function can be expressed as:
where F 1 is the branch of three cascaded 1×1×T, 3×3×T and 3×3×T convolution layers, F 2 is another branch of two cascaded 1×1×T and 3×3×T convolution layers. When inputs are single blur image patches in space, the filter is 2D, where T is set to 1. When inputs are contiguous dynamic scene images in spacetime, the filter is 3D, where T is set to 3.
The main difference between our LFB and ResBlock in SRN [17] is that we re-arrange the activation function to the front of weight layers [33] , [34] and further replace activation function to PReLU [35] . As shown in Fig. 4 , the blue arrows denote pre-activation PReLU of 3×3×T convolution. Compare to ResBlock in SRN [17] , our LFB can avoid patchalignment issues and alleviate the problem of vanishing gradients in deep network. The most import is our LFB can provide multi-scale local features and improve recovery accuracy. is element wise addition.
Furthermore, we wrap the LFB and NLFB together into pyramid generators. Because the LFB and NLFB are complementary, our proposed network is effective in obtaining local and nonlocal similarity features, and capturing meaningful short-range and long-range dependencies that achieve better performance than state-of-the-art methods. Related discussions are described in Section IV.
B. LOSS FUNCTION
Generator (G) is trained to recover latent sharp images (I L ) that cannot be distinguished from ground truth images (I GT ) by discriminator (D). The discriminator receives a ground truth and a generated image and attempts to distinguish between them. The network between G and D is the minimax problem: (6) where I GT is the ground truth image, I L is the reconstructed latent image, and I B is the input blurred image.
To train the network at three levels, the loss function can be formulated as:
where L G is the loss of the generator, L D is the loss of the discriminator, and D S is the discriminator at level S.
1) LOSS OF THE GENERATOR
MSE is widely used to handle uncertainty in image deblurring. To counteract the loss of edge details of MSE loss [17] , we design a robust loss function that assesses a solution with respect to perceptually relevant contextual information at multiple levels. We formulate the loss of training G about three discriminators as a weighted sum of a content loss (L cont ) and low rank loss (L LRT ) component as:
where β is the hypermeter for the local rank constraint, which is set to 150 empirically, α s is the weight of loss in pyramid level S. In our experiments, α 1 , α 2 , α 3 are set to 0.6, 0.8 and 1, respectively. The loss at multiple levels can increase network representation ability, thus facilitating sharp edge prediction. The content loss is written as:
where ρ (x) = (x 2 + 2 ) is the Charbonnier penalty function since the L1 norm is not differentiable at zero. We empirically set to 1e-3. For image deblurring, local rank transform is an effective constraint that can be used in preserving texture details and retaining dominant edges [36] . The local rank transform describes statistical distribution characteristics between a given pixel and its neighboring pixels in a rank window. We combine the local rank loss with the content loss function to exploit the contextual relationship between different pixels. The local rank loss is written as:
For a given image I, the local rank transform [36] can be formulated as:
where
N w is the total number of pixels in the rank window, δ is a parameter that makes the local rank fit the noisy image, I (i, j) is the pixel value of image I at the rank window center (i, j), and (i w , j w ) is the pixel coordinate in the rank window.
2) LOSS OF THE DISCRIMINATOR
Training vanilla GAN often suffers from gradient vanishing problems. We introduce the gradient penalty term [37] to enforce the weight constraint and solve the gradient vanishing problem, which is defined as:
where ∇ is gradient operator, IB is the samples on the straight lines between ground truth image I GT and reconstructed latent image I L . The weight constant γ = 10. Finally, the proposed loss function consists of multiscale generator loss and discriminator loss:
The loss function of the generator preserves edge details and facilitates sharp edge prediction for restored natural motion images. The loss function of the discriminator can avoid vanishing gradient and improve convergence. The whole loss function can gradually facilitate sharp edge prediction on different scales.
C. TRAINING STRATEGY
Since the proposed network is deep and large, it is a slow training process that uses the random initialization method to initialize weights and biases in the deep network. To make it easier to train the network, we design a multistage training strategy. First, we train three subnetworks respectively to reduce training time. After all subnetworks are trained, we combine all trained subnetwork models to fine-tune three levels of the GAN network. With this strategy, training converges much earlier than training on whole data from the beginning.
The main steps of the training process are summarized in Algorithm 1. fine-tune the three level parameters using SGD backward propagation; 14. end with max iteration Different from kernel-free deblurring networks, the proposed network can deal with dynamic scenes and single motion blurred images. For a dynamic scene, the network, which we referred to as LNL-PGAN dynamic , is trained on the dynamic dataset using 3D ''k×k×3'' convolution kernels. The input data of LNL-PGAN dynamic are three successive images in one scene. For a single motion blurred image, the network, which we refer to as LNL-PGAN single is trained using 2D ''k×k'' convolution kernels on a synthetic dataset. The 3D ''k×k×3'' convolution kernel is an inflated 2D ''k×k'' convolution kernel.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we first introduce a training dataset. Then we analyze the effectiveness of the proposed network. Next, we show the state-of-the-art performance on natural motion blurred images and discuss the superiority of our method. Finally, we reveal competitive results on synthetic motion blurred images. 
A. TRAINING DATASET AND PARAMETER SETTING
Our network is trained on two datasets. The first is the GOPRO dataset [15] , which is taken in dynamic scenes. It consists of 2103 pairs of training data and 1111 pairs of testing data at 1280×720 resolution. The second dataset is the MS COCO dataset [38] , which is used to synthesize blur images.
For the GOPRO training dataset, there are 22 different scenes where the images are successive in one scene. This implies that successive images are highly correlative in one scene. Therefore, we train on three successive crops of size 256×256×3 as input from the GOPRO dataset. To make full use of training images and prevent the network from overfitting, we perform augmentation by using translational and rotational flipping in three ways: (1)Scaling: downscale images with scale factor 0.6, 0.8. (2) Rotation: rotate images by 90 • , 180 • , and 270 • . (3) Flipping: flip images horizontally or vertically with a probability of 0.5. Thus, we obtain 36 times the data for training the network. Fig. 5 shows examples of dynamic images on the GOPRO training dataset.
For synthetic motion blur images, we generate photorealistic pairs of sharp and blurred image patches from MS COCO dataset [38] which are resized to 256×256×3. The motion blur kernels are generated by using the method in [13] , where blur kernel sizes are from 17 to 29 pixels by interval 2. We randomly crop 256×256×3 patches from 20,000 images selected on the MS COCO dataset. To use more effective information of training data, we reject the image patches where fewer than 6% of the pixels have gradients in the horizontal and vertical directions with an absolute value of 0.01 or above [13] . Additionally, 1% Gaussian random noise is added to blurred image patches with a standard deviation of 0.2 empirically to approximate the real blur process. We finally produce a training set of 50,000 pairs of blurred image patches and their ground truth patches for each blur kernel size. According to the same procedure as the training set, we generate 50,000 patches with labels for validation. Fig. 6 shows examples of synthetic images on the COCO training dataset with blur kernel size 27×27. During training the subnetwork, the initial learning rate is 0.01 and then decreased to 0.0001 at 500 epochs. Since a large learning rate is used to improve the convergence rate in our network, we adopt the adjustable gradient clipping to suppress exploding gradients. The initial gradient clipping parameter is 1 and then increased by a factor of 10 every 100 epochs. The weights and biases are initialized using the Xavier method [39] . During the fine-tuning stage, the learning rate was 0.0001 and decreased by a factor of 10 after 10 epochs. For all training stages, the SGD solver is used to optimize the network. A mini-batch size of 10 is set during the training. According to our experiments, the training takes approximately 1,000 epochs to converge.
We implement the proposed network on the TensorFlow platform. All the following experiments are performed on a desktop with an i7 processor and NVIDIA Titan X GPU.
B. ANALYSIS OF THE PROPOSED NETWORK 1) ABLATION STUDY OF THE PROPOSED NETWORK
The proposed network allows for an increasing number of convolution layers at each level with controlled blow-up in computational complexity. To understand the effect of the proposed network LNL-PGAN dynamic , we conduct a series of ablation studies of the proposed network. The baseline network replaces all LFB and NLFB with residual block [17] in Fig. 1 . We use the performance of SRN [17] as a reference.
(1) w/o LFB and NLFB refers to the replacement of all the LFB and NLFB with residual block [17] .
(2) w/o NLFB refers to the replacement of NLFB with LSTM [17] in the bottleneck layer and residual block [17] in other layers.
(3) w/o proposed loss function refers to the replacement of the loss of generator with MSE loss [17] .
(4) w/o proposed training strategy refers to the replacement with ordinary training strategy [17] .
(5) w/o discriminator refers to remove discriminator of our network. Fig. 7 shows the performance comparison in terms of average peak signal to noise ratio(PSNR) on the GOPRO dataset. Fig. 8 shows the visual comparison results. Several discussions are as follows.
First, the baseline network with residual blocks [17] (blue curve in Fig. 7) is inferior to the proposed network with LFB and NLFB. The residual block in SRN [17] includes two cascaded 5×5 convolutions. However, the LFB has two parallel branches with an unsymmetrical structure. It is beneficial to spread out local receptive fields and propagate information from one block to another in both forward and backward passes. The NLFB captures long-range dependencies at multiple levels. It is beneficial to obtain nonlocal similarity features among widely separated spatial regions efficiently. As shown in Fig. 8(b) , the ablation result with residual block [17] has blurring edges and artifacts in the man's hand and T-shirt's edge. However, the weights generated by the proposed network can detect serious motion blur to recover clean details.
Second, compared to LSTM in the bottleneck layer and residual block in other layers [17] , the proposed NLFB has better evaluation (dark violet curve in Fig. 7) because the LSTM only learns latent features in one location, but the proposed NLFB not only learns the feature in a location but also finds meaningful related information in a nonlocal way. In addition, NLFB in the bottleneck passes high-dimensional information from one level to the next finer level, which obtains a vivid feature relationship in three levels. As shown in Fig. 8(c) , although the T-shirt's edge is clearer than it is in Fig. 8(b) , the man's hand contains significant blur residual. It is difficult to restore a moving hand using local space information. Taking advantage of NLFB, the proposed network can remove blurs of moving hand.
Third, the network optimized with our proposed loss function for the generator (red curve in Fig. 7 ) reached a higher recovery accuracy than MSE loss [17] (green curve in Fig. 8 ). It consists of content loss and low rank loss in the generator. Among related GAN methods for image deblurring, Nimisha et al. [18] trained a generator with MSE loss and gradient loss to favor edge details. Ramakrishnan et al. [19] combined perceptual loss with L1 loss to balance distorted details and augment structural knowledge into the generator. Kupyn et al. [20] augmented perceptual loss with Wasserstein adversarial loss to train a GAN. Liu et al. [21] proposed an adversarial loss function based on Wasserstein GAN [37] , which includes MSE loss for the generator to generate sharp structures and gradient penalty for the discriminator to constrain weights. Compared to these improved MSE losses, our loss function of the generator can preserve edge details and facilitate sharp edge prediction. As illustrated in Fig. 8(d) and Fig. 8(g) , the network trained with MSE loss generates latent results with more artifacts, but the proposed network produces better visual details in the T-shirt's edge and the man's hand.
Fourth, it is the fact that the depth of the proposed network is remarkably increased by cascading our well-designed LFB and NLFB. How to train the network effectively remains a critical issue. We adopt a multistage training strategy to optimize the network and alleviate training difficulty. We validate the effectiveness of the proposed training strategy compared to the randomly initialized condition [17] . We use a high learning rate with adjustable gradient clipping to accelerate the convergence of the randomly initialized network. As illustrated in Fig. 7 , the network trained with our proposed multistage strategy(chocolate curve in Fig. 7) has better convergence accuracy than other ablation experiments. In Fig. 8 (e), we show that the network trained from the randomly initialized condition results with noticeable ringing artifacts. In contrast, the latent image restored by the proposed network ( Fig. 8(g) ) contains relatively clear and sharp details. It is obvious that the proposed training strategy can further improve restored quality.
Fifth, we train the network by removing the discriminator (cyan curve in Fig. 7) to validate the effect of the discriminator. The performance comparison shows that without the discriminator, the suboptimal network achieves lower recovery accuracy. Comparing Fig. 8(g) with Fig. 8(f) , a clean image with fewer ringing artifacts and more sharp edges can be recovered by adding the discriminator. The main reason could be that adversarial training can learn to create superior solutions that are highly similar to ground truth image which is beneficial to natural image blind restoration.
In addition, it is worth noting that these ablation networks have more remarkable visual influence on moving objects than static signboards. This indicates that the proposed network has a better improvement to handle the motion blur problem.
As shown in Fig. 8 , the results of degraded networks contain significant blur residuals. The proposed network can successfully restore detailed edges. Compared with other degraded ablation networks, the proposed network has more stable performance and better convergence accuracy. In short, these quantitative and visual analyses demonstrate that our network with proposed NLFB, LFB, loss function and effective training strategy have positive improvement.
2) STUDY THE STAGE TO ADD NONLOCAL FEATURE BLOCK Fig. 9 compares the quantitative results of NLFB added to different ablation networks on the GOPRO dataset. The baseline network replaces NLFB with the residual block in Fig. 1 . Network 1 symmetrically replaces two residual blocks with NLFBs in EB1 and DB1, as shown in Fig. 1 . Network 2 symmetrically replaces two residual blocks with NLFBs in EB2 and DB2. Network 3 replaces the residual block with the NLFB in the bottleneck. Network 4 combines networks 1 and 2. Network 5 combines networks 1, 2 and 3.
We can see that that PSNR and structural similarity (SSIM) values both increase from network 1 to network 5. The improvement is larger in the bottleneck. One possible reason is that deep layers have more limited feature maps, which need to enlarge the deep topology. In contrast to LSTM in the bottleneck of SRN [17] , our NLFB in the bottleneck transfers nonlocal similarity features on multiscales to enlarge network topological structures and promote information flow in deep layers.
Network 5 is the proposed network as shown in Fig.1 . There are nine NLFBs in different encoder-decoder blocks of one level. Multiple NLFBs set in different spatial dimensions can capture long-range dependencies well. Thus, latent spatial information can be delivered between distant positions in forward propagation and backward optimization, which leads to the identification of meaningful nonlocal similarity features in long-range feature space.
C. EVALUATION ON NATURAL MOTION IMAGE DEBL-URRING
We evaluate the performance of the proposed network against the state-of-the-art deblurring methods on the GOPRO dataset [15] both quantitatively and qualitatively. The networks of Tao et al. [17] and Kupyn et al. [20] are retrained on the same dataset that we used to train our network. All compared methods are retested with default parameters to have a fair comparison. The implementations of these methods are based on available codes from authors' websites. Visual comparisons are shown in Fig. 10, Fig. 11 and Fig. 12 . These images depict different objects. The blur kernel estimation methods [6] , [12] , [13] failed to generate clear images. Recent kernel-free learning methods [15] , [17] , [20] produce better quality results with the remaining blurred details and artifacts. These methods [15] , [17] , [20] have relatively small receptive fields, which have difficulty extending long-range spatial regions on natural motion image deblurring. However, the proposed LNL-PGAN with local and nonlocal similarity features can capture short-range and long-range dependencies efficiently in deep networks. Compared to these methods, our network produces superior results with sharper structures and clearer details. Even in significant blur areas, our network can still produce pleasing results. For example, in Fig. 10 , the wheels in the yellow enlarged box and lady's left legs in the red enlarged box is clearer in in Fig. 10 (h) than other figures. In Fig. 11 , the cross walk and moving car's profile and wheels have fewer artifacts in Fig. 11 (h) than others. In Fig. 12 , it is obvious that the walking couple at a bad shooting angle and tree in Fig. 12(h) have better visual results.
The average PSNR and SSIM values of restored images are listed in Table 1 . This demonstrates that our method performs favorably against other state-of-the-art methods.
The blur kernel estimation methods [13] , [12] , [6] have high computational costs because these methods usually need to solve highly nonconvex optimization problems, which increase the computational cost. The methods [15] and [17] use multiscale networks to estimate latent images directly, which requires much less computational time compared with blur kernel estimation methods. The method [20] uses a much smaller model under GAN than a multiscale network. It reduces the computational load at the expense of uncompetitive image quality. While the time complexity of our method is rather close to SRN [17] , our method is superior to SRN [17] in PSNR and SSIM results.
D. EVALUATION ON SYNTHETIC MOTION IMAGE DEBLURRING
First, experiments are performed on a synthetic dataset. The training dataset is depicted in Section IV-A. The training process takes roughly two days using a GTX Titan X GPU. Fig. 13 to Fig. 15 show several examples from the test set. Blur kernel estimation methods [13] , [12] , [6] are less effective for images containing large blurs above a blur kernel size 27×27. The recovered images by kernel-free learning methods [15] , [17] , [20] contain some artifacts due to imperfect network structures and specific training samples. Compared with previous works, our method exhibits better looking output with more clear structures and texture details. In Fig. 13 , the eye and hand are clearer in Fig. 13 (h) than other figures. In Fig. 14, the dog's hair and have more texture details in Fig. 14(h) than others. Even though Fig. 15 has a large blur kernel size 29×29, our network can still produce reasonable results for important parts, such as clock and eaves, and does not cause many visual artifacts on other regions. Second, we perform comparisons of our method with related methods on a synthetic benchmark dataset [5] , which contains 80 images and 8 blur kernels totaling 640 images each of size 1024×700 on average. The dataset contains 1% additive Gaussian noise. As shown in Fig. 16 , our network outperforms the state-of-the-art methods for blur kernel size from 13×13 to 27 ×27. Previous methodssuffer different degrees of drop in PSNR for larger blur kernel sizes 27×27.
The quantitative results in Fig. 16 are in accordance with our visual results above where our network outperforms the others. 
V. CONCLUSION
In this paper, we propose a deep pyramid generative adversarial network, LNL-PGAN, with local and nonlocal similarity features for natural motion image deblurring. We propose and thoroughly analyze the local feature block and nonlocal feature block to learn local and nonlocal similarity features in the pyramid generator. It is shown that the local feature block and nonlocal feature block can capture meaningful short-range and long-range dependencies and increase network representation ability. The multiscale generative adversarial loss preserves edge details and facilitates sharp edge prediction of restored image. The multistage training strategy can further facilitate network training and advance the quality of the restored image. Extensive experimental evaluations illustrate that the proposed network achieves better performance than state-of-the-art methods for natural motion image deblurring.
