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Resume
Le sujet de cette these est le probleme du postier chinois cumulatif (PPCC). Dans ce
probleme, nous considerons l'importance du moment ou une are^te est traitee completement.
Cette facon de proceder introduit un caractere cumulatif et dynamique dans le cou^t reel
des are^tes, ce qui a pour eet de changer la structure du probleme du postier chinois.
Nous demontrons que ce probleme est fortement NP-dicile et reductible a une version
du probleme de voyageur de commerce cumulatif. Ce probleme est, a notre connaissance,
nouveau. Nous continuons ici l'etude entreprise dans notre memoire de ma^trise (van Omme,
2003). Notre but dans cette these est de resoudre exactement ce probleme a l'aide des outils
de la programmation lineaire en nombres entiers.
Notre contribution est de plusieurs ordres. Premierement, nous developpons une vingtaine
de modeles dierents. Dans cette these, nous etudions les huit meilleurs et les comparons
aussi bien empiriquement que theoriquement entre eux et demontrons toutes les relations de
dominance entre eux. L'aboutissement de nos recherches est le modele L8. Deuxiemement,
nous resolvons ce modele L8 a l'aide d'un algorithme de separation et evaluation progres-
sive (Branch and Cut | algorithme BC1). Nous developpons plusieurs outils dont nous
presentons ici trois branchements, sept pre-traitements, six familles de coupes dont trois que
nous generalisons. Ces outils nous permettent deja de battre le solveur CPLEX par un fac-
teur de 3 a 58 sur nos graphes de reference. Troisiemement, nous developpons une meilleure
variante du modele L8 : le modele L8+ et utilisons une approche avec generation de colonnes
(Branch, Price and Cut | algorithme BPC1). Dans la foulee, nous developpons cinq familles
de coupes et nous generalisons quatre d'entre-elles. Cette nouvelle approche, plus rapide que
la premiere d'un facteur de 2 a 4, nous permet d'e^tre de 2 a 133 fois plus rapide que le
solveur CPLEX en utilisant le modele L8+ sur nos graphes de reference. Quatriemement,
nous ameliorons notre approche de generation de colonnes (Branch, Price and Cut | algo-
rithme BPC2) avec une evaluation implicite du dual.
Les plus grandes instances du PPCC que nous arrivons a resoudre dans un delai maximal
d'une heure comprennent des graphes de 11 sommets et/ou de 55 are^tes, ce qui corres-




The subject of this Ph.D. thesis is the Cumulative Chinese Postman Problem (CCPP).
We focus on the delay of the service of each arc. This introduces a cumulative and dynamic
aspect in the objective function therefore changing the structure of the Chinese Postman
Problem. We prove that this problem is strongly NP-hard and reducible to a version of the
Cumulative Traveling Salesman Problem. This problem is, to our knowledge, entirely new.
The study of this problem was initiated in our master thesis (van Omme, 2003). Our main
goal in this thesis is to solve this problem exactly with the help of the tools of linear integer
programming.
Our contribution is manifold. First, we develop twenty dierent models. However, in this
thesis, we only discuss and compare theoretically and experimentally the best eight models.
We prove all dominance relations among them. Model L8 stands out as the best model.
Secondly, we solve this model L8 with a Branch and Cut (algorithm BC1). Throughout our
study, we develop several tools among which three branching rules, seven presolving algo-
rithms, six families of cuts (three of them generalized). These tools alone allow us to solve
the problem faster than CPLEX by a factor of 3 to 58 on our test graphs. Thirdly, we develop
an improved model L8+ and use a column generation approach - a Branch, Price and Cut
(algorithm BPC1). We also develop ve new families of cuts (four of them generalized). This
new approach is faster than the previous one by a factor of 2 to 4 and is faster than CPLEX
with the new model L8+ by a factor of 2 to 133 on our test graphs. Fourthly, we improve
our Branch, Price and Cut algorithm (algorithm BPC2) by using an implicit evaluation of
the dual.
The largest instances for which we are able to solve the CCPP in less than one hour
include graphs with 11 nodes and/or 55 edges which correspond approximately to instances
of the Cumulative Traveling Salesman Problem with 110 nodes.
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Liste des sigles et abreviations
Voici, classes par ordre alphabetique dans le tableau 0.1, les dierents sigles utilises dans





PCHC CHPP Probleme du chemin hamiltonien cumulatif -
Cumulative Hamiltonian Path Problem
PLM MLP Probleme de latence minimum - Minimal La-
tency Problem
PPC CPP Probleme du postier chinois - Chinese Post-
man Problem
PPCA WPP Probleme du postier chinois asymetrique -
Windy postman problem
PPCC CCPP Probleme du postier chinois cumulatif - Cu-
mulative Chinese Postman Problem
PPCCAR CCPPWR Probleme du postier chinois cumulatif avec
retour au depo^t - Cumulative Chinese Pro-
blem with Return to the Depot
PPH HPP Probleme du postier hierarchique - Hierar-
chical Postman Problem
PPR RPP Probleme du postier rural - Rural Postman
Problem
PVC TSP Probleme du voyageur de commerce - Trave-
ling Salesman Problem
PVCDT TDTSP Probleme du voyageur de commerce
dependant du temps - Time-Dependent
Traveling Salesman Problem
Tableau 0.1 Les dierents sigles utilises dans ce document
Le tableau 2.1 page 27 resume quant a lui les diverses appellations utilisees dans la




Le probleme du postier chinois (PPC 2) est bien connu et resolu dans sa version clas-
sique. Petit a petit, des contraintes supplementaires sont venues s'ajouter pour obtenir une
meilleure modelisation du monde reel. Ainsi, nous avons le probleme du postier chinois
asymetrique (PPCA) ou le cou^t de traversee de l'are^te diere suivant le sens du parcours, le
probleme du postier rural (PPR) ou seulement une partie des are^tes doivent e^tre desservies
et puis nalement le probleme du postier hierarchique (PPH) ou des classes d'are^tes sont
desservies prioritairement a d'autres (voir (Eiselt et al., 1995a,b) ou (Dror, 2000) pour une
vue d'ensemble).
Bien que ces problemes posent encore de fameux des, dans le cadre de cette these,
nous nous tournons vers une autre modication de la version classique 3 du probleme du
postier chinois. Nous n'ajoutons aucune contrainte mais nous modions la fonction objectif
en la rendant cumulative, ce qui donne un probleme nouveau et inconnu : le probleme du
postier chinois cumulatif (PPCC). Jusqu'a ce jour et a notre connaissance aucune etude
n'a ete faite sur ce probleme me^me si le probleme equivalent sur les sommets, le probleme
de latence minimum 4 (PLM), est etudie surtout depuis les annees 1990 (voir (Afrati et al.,
1986), (Raghavachari et Veerasamy, 1999), (Bianco et al., 1993), (Minieka, 1989), (Goemans
et Kleinberg, 1998) ou (Blum et al., 1994) par exemple).
1. La presentation qui suit reprend en partie celle qui a ete faite dans notre memoire de ma^trise (van
Omme, 2003).
2. Les dierents sigles utilises sont rassembles a la page xxi.
3. En fait, nous denissons un probleme qui est en rupture avec la tradition des problemes de postier
chinois. Les dierences et leurs motivations sont enoncees dans ce chapitre et le chapitre 3 concernant les
caracteristiques du probleme.
4. Ce probleme est connu sous dierents vocables dans la litterature. Nous en reprenons quelques uns
dans la section 2.2.2 page 26.
21.1.1 Le probleme initial
Le probleme initial qui motive l'etude de cette version du probleme du postier chinois
est un probleme de tournee sur les are^tes ou le temps de service des are^tes a une importance
cruciale. Citons deux exemples d'application.
Le premier exemple traite du deneigement d'une artere. Plus on attend pour deblayer
une rue ou une route et plus la circulation sur cette artere sera penible voire impossible pour
les usagers.
Le deuxieme exemple concerne des dierents traitements des rues d'une ville par la voirie.
Le cou^t moyen pour reparer les nids de poules est moindre que le cou^t exorbitant pour le
resurfacage 5. Les rues qui necessitent un traitement leger demanderont peut-e^tre des soins
plus importants si leurs ssures se sont entre-temps transformees en nids de poules et ces
derniers en problemes exigeant un resurfacage.
Le moment de traitement de l'are^te est donc important dans ces deux exemples.
Des lors, dans le probleme du postier chinois cumulatif (PPCC), nous voulons minimiser
les temps de service 6 de toutes les are^tes, c'est-a-dire le temps total d'attente depuis le debut
de la tournee jusqu'au traitement complet de l'are^te pour toutes les are^tes. Notre choix de
fonction objectif est de sommer ces temps de service pour toutes les are^tes, ce qui introduit
un caractere cumulatif dans la fonction objectif comme nous le verrons plus loin.
Dans une approche plus realiste, nous pourrions associer dierents cou^ts pour le passage
et le traitement des are^tes.
Pour le deneigement, nous pourrions envisager un cou^t dierent pour le passage d'une
rue deneigee (cou^t le plus faible) ou non (cou^t plus eleve) et ce passage prendrait moins de
temps que le traitement eectif de cette rue (cou^t le plus eleve).
Dans le cas du traitement des rues d'une ville par la voirie, nous pourrions aussi imaginer
des cou^ts dierents suivant le service d'une rue, le passage sur une rue traitee ou non bien
5. Le resurfacage consiste a enlever puis a remplacer la surface de roulement en asphalte ou en beton
bitumeux.
6. Ce temps de service est aussi appele la latence de l'are^te ou encore son cou^t cumulatif.
3que la necessite de traiter dieremment le passage sur une rue traitee ou non peut sembler
plus articiel que dans le premier exemple.
Ce probleme initial, ou trois cou^ts dierents sont associes a une are^te (un cou^t pour
le service, un cou^t pour le passage lorsque l'are^te a ete traitee et un cou^t pour le passage
sur l'are^te non traitee) nous semble dicile a aborder dans une premiere etude. Nous nous
limitons dans un premier temps a une version avec seulement un cou^t par are^te.
Dans une premiere approche et par souci de simplicite, nous nous interessons au probleme
non oriente avec un seul vehicule sans capacite pour eectuer la tournee. Nous considerons
aussi d'abord des problemes ou le temps de passage est le me^me que celui du service. Cette
hypothese correspond avec notre souci de privilegier le temps de n de service global. Nous
refutons 7 ainsi la possibilite de pouvoir passer sur une are^te sans la servir puisque le passage
est aussi cou^teux que le service.
1.1.2 Clients versus Serveur
Notre motivation n'etait pas tant de modier la fonction objectif que d'apprehender le
probleme du postier chinois sous un nouvel angle : celui des clients. En eet, jusqu'a present
seul le point de vue du fournisseur etait pris en compte. Dans le probleme du postier chinois
(PPC), seule compte l'obtention d'une tournee ou l'on dessert chaque are^te. Peu importe
l'instant ou une are^te sera desservie dans la tournee pourvu que globalement cette tournee
se fasse pour un cou^t minimal. Ainsi on peut dire que le PPC ne s'occupe que de l'optimi-
sation du co^te serveur.
Le PPCC est un bon compromis entre les attentes des clients et ce que peut orir le
fournisseur. Les clients qui peuvent e^tre desservis le plus rapidement, toujours dans un souci
de remedier aux situations avant qu'elles ne degenerent, auront plus de chance d'e^tre desservis
avant les autres. Mais il serait ridicule de vouloir servir a tout prix un client peu cou^teux
mais tres dicile a atteindre. Le cou^t d'une telle operation se repercuterait sur l'ensemble
des clients de maniere inutile. Dans le PPCC, les petits clients sont privilegies mais pas au
detriment de l'ensemble des clients. Tout dependra de la conguration du graphe ainsi que
des cou^ts des are^tes. Comme le cou^t de service ou de passage est exactement le me^me, les
are^tes les plus proches du depo^t seront desservies d'abord. Ceci evitera au fournisseur de
7. Voir le lemme 2 page 6.
4devoir parcourir de grandes distances inutilement pour servir un client peu cou^teux mais
lointain. Il s'agit d'un compromis entre les considerations des clients et celles du fournisseur.
1.1.3 Le temps : un facteur crucial
Reprenons l'exemple du traitement des rues. Comment s'assurer de forcer le traitement
des petits problemes avant les gros qui sont si gourmands en temps? Comme le PPCC s'oc-
cupe prioritairement du service des are^tes dont le traitement est peu cou^teux, la solution est
simple : mettre un cou^t peu eleve lorsque le traitement de l'are^te est rapide et beaucoup plus
eleve si le service de l'arre^te se revele e^tre long.
Dans le cas de traitement des rues par la voirie, on pourrait imaginer trois cou^ts (on
choisit un de ces cou^ts pour chacune des are^tes) possibles pour une are^te : un petit cou^t
pour le scellement de ssures, un cou^t moyen pour reparer les nids de poules et puis un cou^t
exorbitant pour le resurfacage. C'est la me^me equipe qui s'occupe de tout. Si l'equipe s'oc-
cupe d'abord de resurfacer des rues, les citoyens attendront longtemps avant que de petits
travaux de reparation soient eectues. Par contre si les travaux de reparations sont entrepris
en premier, ils ne prendront pas tellement de temps et cette petite attente supplementaire
ne retardera pas tellement les gros travaux qui de toute facon prendront l'essentiel du temps
de la tournee.
Voici un autre exemple ou le temps cumulatif de traitement des are^tes est crucial. Pre-
nons l'exemple de l'exploration d'un terrain inconnu par un robot. Quadrillons le secteur a
decouvrir par un maillage d'are^tes. Le cou^t de celles-ci sera xe a priori par la connaissance
sommaire du terrain que nous avons. Nous pensons a l'exploration de la planete Mars par
un robot par exemple. Une are^te passant par un cratere ou une montagne aura un cou^t
superieur a celles en terrain plat. Notre desir est de pouvoir inspecter a l'aide du robot la
plus grande partie du terrain le plus vite possible parce que nous craignons que les conditions
de transmission soient si mauvaises que nous perdions le contro^le du robot assez vite. Si le
robot suit une solution optimale du PPCC, il parcourra d'abord un maximum de petites
are^tes facilement accessibles depuis son point de depart. Il accedera aux endroits diciles
seulement par apres, s'il est encore fonctionnel.
51.2 Denitions et concepts de base
1.2.1 Denition du probleme du postier chinois cumulatif
Soit G = (V;E) un graphe connexe non oriente ou V est l'ensemble des n sommets et E
l'ensemble des m are^tes du graphe. Soit une fonction c de cou^ts sur les are^tes c : E ! N0.
Nous ne considerons que des cou^ts entiers positifs 8. Rappelons que notre motivation premiere
est de modeliser le temps de service sur les are^tes.
Un sommet privilegie est choisi des le depart, c'est le sommet a partir duquel la tournee
est eectuee. Un tel sommet sera denomme depo^t dans la suite de ce document.
Le cou^t d'une are^te au sens cumulatif 9 depend du chemin parcouru depuis le debut de la
tournee. Pour calculer le cou^t cumulatif d'une are^te ai traitee en i
e position on additionne le
cou^t cumulatif de l'are^te ai 1 traitee precedemment avec le cou^t pour aller de ai 1 a ai plus
le cou^t c(ai) de ai :
cou^t cumulatif(ai) = cou^t cumulatif(ai 1) + cou^t(ai 1;ai) + c(ai):
Le cou^t cumulatif de la premiere are^te se confond avec son cou^t. A tout chemin com-
mencant par le depo^t et passant par toutes lesm are^tes ai du graphe dans l'ordre i1;i2; : : : ;im,
la valeur de la fonction objectif 10 z est la somme de tous les cou^ts cumulatifs pour toutes les
are^tes :
z = cou^t cumulatif(a1) + cou^t cumulatif(a2) + : : :+ cou^t cumulatif(am):
De sorte que
z = c(a1)+ cou^t cumulatif(a1)
c(a1) + cou^t(a1;a2) + c(a2)+ cou^t cumulatif(a2)
c(a1) + cou^t(a1;a2) + c(a2) + cou^t(a2;a3) + c(a3)+ cou^t cumulatif(a3)
: : : : : :
ou encore
8. Nous reservons un cou^t nul sur certaines are^tes pour les dierentes transformations du probleme.
9. Voir la section 1.4.4 page 12 pour plus de details.
10. Nous avons remplace les indices i1;i2; : : : ;im par 1;2; : : : ;m pour simplier l'ecriture.
6z = m  c(a1)+
(m  1)  cou^t(a1;a2) + (m  1)  c(a2)+
(m  2)  cou^t(a2;a3) + (m  2)  c(a3)+
...
(m  i)  cou^t(ai;ai+1) + (m  i)  c(ai+1)+
...
(1)  cou^t(am 1;am) + (1)  c(am)
Ce qu'on peut resumer en
z = m  c(a1) + m 1i=1 (m  i)  fcou^t(ai;ai+1) + c(ai+1)g:
Denition 1 (PPCC) Le probleme du postier chinois cumulatif consiste a trouver un che-
min qui, partant d'un sommet privilegie (le depo^t), desserve toutes les are^tes du graphe et
ce pour un cou^t minimal au sens cumulatif, c'est-a-dire qu'on minimise la somme des cou^ts
cumulatif de toutes les are^tes du graphe.
Nous rappelons que nous n'exigeons pas le retour au depo^t apres que la derniere are^te
ait ete desservie 11.
1.2.2 Consequences de la denition
Il y a deux consequences directes de cette denition. La premiere consequence est que,
comme les cou^ts pour desservir et visiter une are^te sont les me^mes, il y a tout avantage
a d'abord servir une are^te avant de l'utiliser. Pour s'en convaincre, la lectrice 12 n'a qu'a
comparer le cou^t de deux solutions realisables en tout point identiques sauf que dans la
premiere elle utilise une are^te avant de la desservir et dans la seconde elle sert cette are^te
avant de faire le reste de la tournee. La seconde solution est evidemment moins chere. La
deuxieme consequence de la denition est qu'il est plus avantageux d'utiliser des plus courts
chemins entre deux are^tes a desservir consecutivement. Pour s'en convaincre, il sut de
penser au debut d'une tournee : celle-ci sera moins cou^teuse si l'on prend eectivement des
plus courts chemins. Ces deux proprietes seront abondamment utilisees par la suite et pour
pouvoir les referer aisement, nous en faisons deux lemmes.
11. Ou de maniere equivalente, nous considerons que le retour au depo^t a un cou^t nul.
12. Ici et plus loin, nous utilisons le feminin pour decrire un lecteur ou une lectrice potentiels.
7Lemme 2 (Desservir avant d'utiliser) Dans toute solution optimale, il faut desservir
une are^te avant de pouvoir l'utiliser.
Lemme 3 (Utilisation de plus courts chemins) Dans toute solution optimale, pour des-
servir une are^te (c;d) dans le sens de c vers d depuis une are^te (a;b) qui a ete desservie dans
le sens de a vers b, il faut utiliser un plus court chemin entre les sommets b et c.
Gra^ce au lemme 2, nous savons que le plus court chemin de b a c ne sera constitue que
d'are^tes deja desservie auparavant dans toute solution optimale.
1.2.3 Justication de la denition choisie
Nous l'avons deja dit, notre denition du probleme du postier chinois cumulatif est en
rupture avec les denitions classiques des variantes du probleme de postier chinois existantes.
Dans cette section, nous montrons pourquoi notre denition n'est en rien restrictive.
Le retour au depo^t
Nous n'exigeons pas de retour au depo^t une fois la tournee, c'est-a-dire le traitement de
toutes les are^tes, completee. Cette facon de faire n'est en rien restrictive.
Tout d'abord, on peut transformer facilement ce probleme de tournee ouverte en un
probleme de tournee fermee. Il sut d'ajouter une are^te de cou^t susamment grand pen-
dante au depo^t. Le traitement de celle-ci se fera en dernier vu son cou^t astronomique et ainsi
realisera le retour au depo^t. Calculer ainsi le cou^t du retour du vehicule au depo^t semble
prohibitif a moins d'accorder autant d'importance au temps de retour du vehicule qu'aux
temps de traitement des clients.
Ensuite, dans le cas ou le vehicule aurait une capacite limitee qui le forcerait a rentrer
au depo^t de temps en temps, notre denition reste d'actualite. Le cou^t de traitement de la
premiere are^te apres le retour au depo^t comptabiliserait le retour au depo^t.
Finalement, le retour au depo^t exige dans le PLM ne fait pas la distinction entre le depo^t
et les autres sommets. Cette distinction est plus facile a faire dans notre cas ou les clients
sont representes par des are^tes et le depo^t par un sommet. Nous voulons vraiment distinguer
les deux.
8Le choix du depo^t
Dans le PPCC, nous donnons un choix de depo^t comme partie integrante du probleme,
i.e. le choix du depo^t est xe et une solution optimale debutera forcement par ce depo^t 13. Ceci
n'est clairement pas restrictif du point de vue pratique car souvent les depo^ts existent et il
n'est pas question de les relocaliser ailleurs. D'un point de vue theorique, cette denition n'est
pas restrictive non plus puisque si le choix du depo^t correspond a une realite du probleme, il
sut de creer un depo^t ctif reliant tous les depo^ts possibles par une are^te de cou^t nul pour
trouver le meilleur depo^t possible. Une solution optimale du PPCC sur le graphe avec ce
depo^t ctif parcourra d'abord toutes les are^tes de cou^t nul avant de veritablement commen-
cer la tournee. Le premier sommet de la premiere are^te non ctive desservie sera le meilleur
choix de depo^t possible.
Bref, d'un point de vue theorique, le choix du depo^t ainsi que le retour au depo^t pour un
cou^t nul n'est en rien restrictif. Nous pouvons aisement trouver le meilleur depo^t possible ou
forcer le retour au depo^t. D'un point de vue pratique par contre, cette facon de faire permet
de mieux coller a la realite de l'existence d'un depo^t.
1.3 Un exemple introductif
La gure 1.1 represente un graphe avec trois are^tes a;b et c de cou^ts 14 respectifs 1, 50 et 1.
Une solution optimale est representee sur la gure 1.2. La tournee commence par l'are^te c
puis rebrousse chemin sur cette me^me are^te avant de desservir les are^tes a et b. On parlera
de la solution c   c   a   b ou, si on ne tient compte que de l'ordre dans lequel les are^tes
sont desservies, de la solution c  a  b. Cette solution a un cou^t de
z = 1+ cou^t cumulatif(c)
1 + 1 + 1+ cou^t cumulatif(a)
1 + 1 + 1 + 0 + 50 cou^t cumulatif(b)
= 57
13. Le depo^t est aussi xe a l'avance dans le probleme de latence minimum.





Figure 1.1 Un exemple introductif. Cet exemple de graphe tout simple nous permet deja
de comprendre la complexite du PPCC. Le depo^t se situe en haut et est represente par le
carre. Les valeurs apres la virgule correspondent au cou^t pour servir et passer sur l'are^te
correspondante.
Figure 1.2 Une solution optimale de l'exemple introductif. Une solution optimale de cou^t 1+
3 + 53 = 57 pour le PPCC de la gure 1.1.
1.4 Terminologie
Dans la suite de ce document, nous utiliserons quelques concepts clefs que nous denissons
ici. Principalement, il s'agit de decortiquer la construction d'une solution optimale etape par
etape. Les modeles presentes au chapitre 4 ainsi que ceux presentes dans l'annexe D page 201
reposent tous sur cette decomposition d'une solution optimale.
Reprenons notre exemple introductif de la page 8 dont la gure 1.3 represente la construc-
tion d'une solution optimale.
p = 0 p = 1 p = 2 p = 3
Figure 1.3 La construction, etape par etape, de la solution optimale de la gure 1.2.
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Cette solution optimale est construite en autant d'etapes qu'il y a d'are^tes plus une. Un
indice p parcourra les etapes 0 a m. Parce que le depo^t est une donnee a priori du probleme,
une etape p = 0 permettra d'initialiser la solution, i.e. de faire partir la solution a partir du
depo^t donne.
1.4.1 Les chemins partiels
Decoupons et denissons les dierentes parties de la construction d'une solution optimale.
Tout d'abord arre^tons-nous a une etape p donnee, c'est-a-dire juste apres qu'une are^te soit
nouvellement desservie. Appelons chemin partiel 15 la partie de la tournee jusqu'a l'are^te
nouvellement desservie.
Denition 4 Un chemin partiel est une partie de la tournee du depo^t jusqu'a et y compris
une are^te nouvellement desservie.
La gure 1.4 represente un chemin partiel pour notre exemple introductif.
p = 2
Figure 1.4 Le chemin partiel de l'etape p = 2 pour la solution optimale de la gure 1.2.
1.4.2 Les liaisons inter-clients
Nous appellerons les are^tes parcourues entre deux are^tes desservies l'une apres l'autre,
des liaisons inter-clients.
Denition 5 Une liaison inter-clients entre deux are^tes desservies successivement est la
partie de la tournee comprise entre ces deux are^tes.
Le lemme 3 nous permet de deduire que dans toute solution optimale, une liaison inter-
clients est constituee d'un plus court chemin.
15. A ne pas confondre avec le concept de solution partielle qui sera introduit au chapitre 4 pour les
modeles L4 et L8.
11
La gure 1.5 represente la liaison inter-clients a l'etape p = 2 pour notre solution opti-
male de l'exemple introductif.
p = 2
Figure 1.5 La liaison inter-clients de l'etape p = 2 pour la solution optimale de la gure 1.2.
1.4.3 Les diametres
Soit une liaison inter-clients. Si nous lui rajoutons l'are^te nouvellement desservie, nous
obtenons alors ce que nous appelons un diametre.
Denition 6 Un diametre d'un chemin partiel a une etape p est la partie de la tournee qui
raccorde le dernier sommet du chemin partiel a l'etape p  1 au dernier sommet du chemin
partiel de l'etape p.
La gure 1.6 represente le diametre du chemin partiel a l'etape p = 2 pour notre solution
optimale de l'exemple introductif.
p = 2
Figure 1.6 Le diametre de l'etape p = 2 pour la solution optimale de la gure 1.2.
La gure 1.7 represente les trois concepts, chemin partiel, liaison inter-clients et diametre,
ensemble ainsi que les liens entre eux.
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are^te desservie a l'etape k
liaisons inter-clients a l'etape k
diametre a l'etape k
chemin partiel a l'etape k
chemin partiel a l'etape k   1
Figure 1.7 La terminologie des solutions. On peut voir une solution realisable comme une
alternance d'are^tes desservies et de liaisons inter-clients. Dans cet exemple-ci, k = 4.
1.4.4 Cou^ts relatifs et cumulatifs
Soit une tournee passant par toutes les are^tes et traitant celles-ci dans
l'ordre a1;a2; : : : ;ai 1;ai;ai+1; : : : ;an. Comme le decrit la gure 1.8, le temps de n de ser-
vice de l'are^te ai est egal au temps de n de service de l'are^te ai 1 plus la duree pour aller
de ai 1 a ai plus encore le temps de service de l'are^te ai. Pour la premiere are^te il s'agit de
son cou^t initial. Ce temps de n de service d'une are^te est ce que nous appellerons le cou^t
cumulatif d'une are^te. Nous utiliserons aussi deux autres synonymes pour le cou^t cumula-
tif : cou^t reel et cou^t eectif. En anglais, on parle de « latency »de l'are^te, terme que nous
reprenons par « latence »en francais.
Temps de n de service de ai 1 temps de service
temps de n de service de ai
temps pour aller de
de aiai 1 a ai
Figure 1.8 Temps de n de service d'une are^te. Temps de n de service de l'are^te ai =
temps de n de service de l'are^te ai 1 + duree pour aller de ai 1 a ai + service de ai.
Le cou^t cumulatif d'une are^te devient dynamique dans le sens ou il depend du chemin
suivi pour atteindre l'are^te. Deux chemins dierents aboutissant a la me^me are^te donneront
sans doute des cou^ts cumulatifs dierents pour cette are^te. En fait, le cou^t cumulatif ou
latence d'une are^te n'est rien d'autre que le cou^t d'un chemin partiel deni par cette are^te,
c'est-a-dire le cou^t du plus court chemin pour atteindre cette are^te auquel nous additionnons
le cou^t de l'are^te.
Le cou^t relatif d'une are^te quant a lui est simplement la dierence entre le cou^t cumulatif
de cette are^te et le cou^t cumulatif de l'are^te desservie precedemment. Pour la premiere are^te
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desservie le cou^t relatif se confond avec son cou^t. L'idee du cou^t relatif est de comptabiliser
ce que la nouvelle are^te cou^te vraiment relativement a l'are^te desservie precedemment. Si
nous utilisons notre terminologie, le cou^t relatif d'une are^te n'est rien d'autre que le cou^t du
diametre correspondant.
La gure 1.9 resume les dierents cou^ts pour l'exemple introductif de la section 1.3 page 8.








Figure 1.9 Les dierents cou^ts pour l'exemple introductif. Les cou^ts cumulatifs ou latence
des are^tes correspondent aux temps de service depuis le debut de la tournee alors que les
cou^ts relatifs des are^tes correspondent aux cou^ts des diametres.
1.4.5 Une fonction objectif cumulative?
Pourquoi parle-t-on de cou^t cumulatif et du probleme du postier chinois cumulatif ?
Dans le probleme qui nous preoccupe, nous additionnons tous les temps de n de service et
nous essayons de minimiser cette somme. L'addition des ns de temps de service introduit
un caractere cumulatif dans la fonction objectif. En eet, le cou^t des are^tes est additionne
plusieurs fois comme le montre la gure 1.10. Le cou^t cumulatif d'une are^te resulte de
l'addition repetee des cou^ts des are^tes desservies precedemment.
1.4.6 Une solution modele
Rappelons que les deux lemmes 2 et 3 nous permettent de ne considerer que des solutions
qui soient telles que
1. une are^te est desservie avant d'e^tre parcourue et
2. chaque liaison inter-clients est constituee d'un plus court chemin entre les are^tes des-
servies entre deux etapes consecutives et ces plus courts chemins eux-me^mes sont
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de a3 a a4
Figure 1.10 Le caractere cumulatif du probleme. L'aspect cumulatif provient de l'accumu-
lation des cou^ts. Par exemple le cou^t associe au service de la premiere are^te se retrouve
compte m fois dans la valeur de la fonction objectif.
Nous appelons de telles solutions des solutions modeles. La plupart du temps, les modeles
presentes au chapitre 4 ne considerent que ce type de solutions.
1.5 Le modele L1
Un premier modele qui vient tres naturellement a l'esprit est le modele L1 propose dans
notre memoire de ma^trise 16 (voir van Omme, 2003). Il s'agit d'un programme lineaire en
variables binaires qui indiquent si oui ou non des diametres font partie de la solution optimale.
Nous modelisons la construction d'une solution en exigeant qu'a chaque etape un nouveau
diametre soit construit. Pour faire cela, nous utilisons quatre familles de variables binaires :
deux pour les are^tes et deux pour les sommets. Ce sont des variables indicatrices qui nous
disent si une are^te ou un sommet font partie ou non d'un diametre a l'etape k.
1.5.1 Familles de variables pour les are^tes
vke =
(
1 si l'are^te e est desservie a l'etape k.
0 sinon.




1 si l'are^te e est utilisee dans le diametre a l'etape k.
0 sinon.
1.5.2 Familles de variables pour les sommets
V ks =
(




1 si le diametre traverse le sommet s (s n'est ni le premier
ni le dernier sommet du diametre) a l'etape k.
0 sinon.
Les variables Dks sont des variables dependantes.













Figure 1.11 Un diametre pour le modele L1. Il est constitue d'un plus court chemin entre v0






















vke = 1 8 e 2 E (1.1)X
e2E
vke = 1 8 k 2 f1; : : : ;mg (1.2)








s 8 s 2 V; 8 k 2 f1; : : : ;mg (1.4)X
s2V
V ks = 1 8 k 2 f1; : : : ;mg (1.5)
V 0A = 1 Le depo^t A (1.6)
V 0s = 0 8 s 2 V n fAg (1.7)
(1.1) indique que chaque are^te est desservie exactement une fois alors que (1.2) precise
qu'une are^te est desservie a l'etape k. (1.3) impose qu'on ne peut utiliser l'are^te e dans
un diametre que si elle a deja ete desservie. (1.4) fait le raccord entre les trois familles de
variables pour construire un diametre a l'etape k. Soit le sommet s 2 V est l'extremite
d'un diametre. Dans ce cas, soit V k 1s = 1 ou V
k
s = 1 et il n'y a qu'une seule are^te e




e = 1. Soit le sommet s est un sommet
interieur au diametre. Des lors, Dks = 1 et il y a deux are^tes pendantes a s dans ce diametre :P
e;s2 e d
k
e = 2. Soit nalement, le sommet s ne fait pas partie d'un diametre a la periode k et
les deux membres de l'egalites sont nuls. (1.5) contro^le qu'il n'y ait qu'un seul sommet pour
terminer un diametre a l'etape k. La tournee commence en un sommet privilegie (le depo^t),
ceci est indique par (1.6) et (1.7).
1.5.4 La resolution de l'exemple introductif
CPLEX 17 trouve la solution optimale de la gure 1.12.
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Figure 1.12 Une solution optimale du modele L1 pour l'exemple introductif. Toutes les
variables non nulles sont achees.
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1.6 Choix des logiciels et deroulement des tests
experimentaux
Nous avons essaye tant que possible d'utiliser des logiciels gratuits pour une utilisation
academique et dont le code source est disponible. Nous avons choisi le systeme de resolution
(framework) SCIP (Achterberg, 2009) developpe activement au departement d'optimisation
du Konrad-Zuse-Zentrum fur Informationstechnik Berlin a Berlin. Il est un des logiciels non
commerciaux les plus rapides sur le marche 18. Comme l'indique son site ociel scip.zib.de,
SCIP est une plateforme pour developper a la fois un branch-cut-and-price 19 et faire de la
programmation par contraintes.
SCIP, bien que supportant 7 solveurs de PL dierents 20, est surtout couple avec le sol-
veur de PL SoPlex, lui aussi developpe au departement d'optimisation du Konrad-Zuse-
Zentrum fur Informationstechnik Berlin a Berlin. SoPlex est aussi gratuit pour une utilisa-
tion academique et son code source est aussi disponible. S'il n'est pas tres rapide 21, SoPlex
s'est revele e^tre d'une stabilite a toute epreuve et pour cette raison nous le considerons comme
notre solveur de reference. De temps en temps, nous utilisons aussi le solveur CPLEX pour
resoudre nos PL an de pouvoir comparer de facon plus equitable la performance de nos al-
gorithmes avec les resultats obtenus par CPLEX lorsqu'il resout le modele L8 et ses variantes.
Tout le code a ete developpe en C++ et compile par g++ sous Ubuntu en 64 bits. Tous
les tests experimentaux ont ete fait sur la me^me machine : un ordinateur portable Sony VAIO
VGN-FW160D dote de deux processeurs Intel Core2 Duo P8400 a 2,26 Ghz avec 3,8 GB
de RAM sous le noyeau 2.6.28-19-generic de linux (Ubuntu 9.04 - jaunty). Nous avons force
tous les logiciels a n'utiliser qu'un seul processeur a la fois car SCIP ne fonctionne pas en
parallele 22.
Les modeles testes dans le chapitre 4 ont ete ecrits en GNU MathProg Language 23, puis
transformes en chier CPLEX LP avec l'option --wcpxlp du solveur GLPSOL et enn, ces
18. Voir les etudes comparatives de Hans Mittelmann sur le site plato.asu.edu/ftp/milpf.html.
19. Nous verrons par la suite que nous avons du^ adapter SCIP pour notre approche de Branch, Price and
Cut. Voir l'introduction du chapitre 6 page 145 pour plus de details.
20. CPLEX, Gurobi (en version beta), XPress-MP, Mosek, SoPlex, QSopt et CLP.
21. Voir les etudes comparatives de Hans Mittelmann sur le site plato.asu.edu/ftp/lpfree.html.
22. Voir la remarque a ce sujet au bas de la page 142.
23. GNU MathProg Language (GMPL) est un sous-ensemble du langage AMPL. Voir www.gnu.org/
software/glpk/ ou www.im.pwr.wroc.pl/~przemko/opty/gmpl.html par exemple.
19
chiers ont ete traites par appel des dierents solveurs.
Le tableau 1.1 reprend les dierentes versions des logiciels utilises dans cette these.









Mentionnons que toutes les idees presentees dans cette these ont ete implementees a
moins d'une mention explicite contraire.
1.7 Objectifs de recherche
Les objectifs de la recherche sont de concevoir un algorithme ecace pour resoudre exac-
tement le PPCC. Dans le cadre de cette these, nous cherchons a resoudre un modele lineaire
en nombres entiers en utilisant les outils classiques de la programmation lineaire en nombres
entiers.
Nous considerons les solveurs de programmes lineaires (PL) comme des bo^tes noires
auxquelles nous ne touchons pas.
1.8 Plan de la these
Nous presentons tout d'abord l'etat de l'art concernant le PPC et le PLM dans le cha-
pitre 2 sur la revue de litterature. Dans le chapitre 3, nous detaillons certaines proprietes
intrinseques du PPCC. Dans le chapitre 4, nous presentons nos huit meilleurs modeles et
les comparons entre eux aussi bien experimentalement que theoriquement. Notre modele le
plus abouti est le modele L8 que nous utilisons par la suite dans une approche de separation
et evaluation progressive (Branch and Cut) au chapitre 5. Au chapitre 6, nous modions
20
quelque peu ce modele pour obtenir le modele L8+ que nous solutionnons cette fois-ci avec




Il n'existe, a notre connaissance, aucun article sur le sujet. Le PPCC est un sujet
completement vierge d'investigation.
Alors que le probleme equivalent sur les sommets est le sujet d'etude de bien des articles
surtout depuis les annees 1990 (voir la section 2.2), on peut se demander pourquoi le cas
du postier chinois n'a pas suscite d'intere^t. Nous n'avons pas de reponse denitive a cette
question. On peut se demander si le prestige dont jouit le probleme du voyageur de commerce
(PVC) n'a pas tendance a eclipser son petit frere sur les are^tes.
En eet, nous pensons que l'obligation de contraindre la tournee dans le cas du postier
chinois a passer par les are^tes non seulement brise la belle symetrie dont benecie le PVC 1
mais surtout complique serieusement le probleme. Nous conjecturons que la version cumu-
lative du probleme sur les are^tes est plus dicile que celle sur les sommets.
Le probleme du postier chinois est bien connu et nous ne passons en revue que les resultats
les plus signicatifs dans la section 2.1. Pour plus de details, nous referons la lectrice prin-
cipalement aux articles de H. A. Eiselt, M. Gendreau et G. Laporte (Eiselt et al., 1995a,b)
et au livre Arc Routing: Theory, Solutions and Applications - Linear Programming Based
Methods for Solving Arc Routing Problems (Dror, 2000). Le probleme de latence minimale,
l'equivalent de notre probleme sur les sommets, est quant a lui bien plus recent et pas
tres connu. Nous le dissequons donc plus en details dans la section 2.2. Finalement, nous
concluons dans la section 2.3.
2.1 Le probleme du postier chinois classique
Nous ne traitons que des graphes connexes. On distincte classiquement deux cas : les
versions sur des graphes diriges et non-diriges et la version sur des graphes mixtes, i.e. avec
1. Le PVC est en fait un probleme d'ordonnancement (voir la section 2.2).
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des are^tes (non dirigees) et des arcs (diriges). Cette distinction est essentiellement due a
la complexite dierente de ces deux cas. Le premier cas sur les graphes totalement diriges
ou non-diriges est polynomialement resolvable alors que le cas sur les graphes mixtes est
NP-dicile.
L'approche de resolution est la me^me pour les trois cas. Dans un premier temps, on
augmente le graphe, i.e on lui rajoute autant d'arcs et d'are^tes que necessaire, de facon a le
rendre eulerien, i.e. le graphe possede un circuit eulerien passant une et une seule fois par
chacune de ses are^tes et chacun de ses arcs. Une fois cette augmentation obtenue, il ne reste
plus qu'a determiner un tel cycle eulerien.
2.1.1 Le cas des graphes non diriges et diriges
Le cas des graphes non diriges et diriges se resout polynomialement.
Pour les graphes non diriges, la condition necessaire et susante est que tous les sommets
soient de degre pair 2. Pour les graphes diriges, il faut non seulement que tous les sommets
soient de degre pair mais en plus, il faut exiger que le nombre d'are^tes entrantes soit egal au
nombre d'are^tes sortantes et ce pour tous les sommets (Ford et Fulkerson, 1962). On peut
alors entrer et sortir de n'importe quel sommet ce qui permet a la tournee de passer par
toutes les are^tes et tous les arcs puisqu'il n'y a aucun endroit ou elle pourrait e^tre arre^tee et
si l'on prend un arc pour entrer on peut emprunter un arc pour sortir.
Une fois cette conditions remplie, trouver eectivement un circuit eulerien ne pose pas
vraiment de probleme non plus. Dans le cas non dirige, il sut de parcourir le graphe. On
commence la tournee n'importe ou et il sut de suivre les are^tes dans le graphe jusqu'a ce
qu'on l'ait completement parcouru ou forme un cycle. Dans ce dernier cas, il faut recom-
mencer a parcourir un autre cycle et fondre les deux cycles en un seul cycle plus grand et
ainsi de suite. C'est l'algorithme End-Pairing d'Edmonds et Johnson (Edmonds et Johnson,
1973). Le cas dirige est un peu plus complique mais se traite en temps polyno^mial aussi
(algorithmes de Fleury adapte (Dror, 2000, p. 5) ou de van Aardenne-Ehrenfest et de de
Bruijn (van Aardenne-Ehrenfest et de Bruijn, 1951)). Il faut en eet faire attention a ne pas
se retrouver bloque en un sommet sans pouvoir en sortir via un arc non encore utilise alors
2. De maniere folklorique, on attribue la condition necessaire a Euler (Euler, 1736) et la condition su-
sante a Hierholzer (Hierholzer, 1873).
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que la tournee n'est pas encore completee.
Dans le cas non dirige, l'augmentation minimale peut aisement se trouver a l'aide d'un
algorithme de couplage parfait alors que dans le cas dirige un algorithme de ot minimum
fait l'aaire.
2.1.2 Le cas des graphes mixtes
Si pour le cas mixte le principe est toujours le me^me, a savoir : trouver une augmenta-
tion minimale pour obtenir un graphe eulerien a partir du graphe original, puis trouver un
circuit eulerien, la complexite, elle, est dierente. En eet, le cas mixte est NP-dicile. Une
autre dierence de taille est que si pour les cas dirige et non dirige on exige seulement la
connexite, dans le cas mixte on exige la connexite forte (c'est-a-dire que tous les sommets
soient joignables deux a deux).
La condition necessaire et susante pour que le graphe augmente soit eulerien est un
petit peu plus complique aussi : il faut toujours pouvoir entrer et sortir d'un sommet mais
comme dans ce cas-ci nous avons des are^tes non dirigees, on ne peut se contenter d'enumerer
des conditions seulement sommet par sommet. En eet, pour permettre l'entree ou la sortie
d'un sommet il faudra peut-e^tre exiger qu'une are^te non dirigee pendante au sommet soit
dirigee d'une certaine facon. Or cette orientation ne convient peut-e^tre pas a l'autre sommet
qu'elle relie. Il faut donc des conditions plus globales et celles-ci sont appelees les conditions
d'equilibre ensembliste d'un graphe (well balanced set conditions). Si le graphe possede des
sommets tous de degre pair et que les conditions d'equilibre ensembliste du graphe sont
respectees alors il est eulerien et vice-versa.
Il existe plusieurs approches exactes pour trouver l'augmentation minimale qui rendra
le graphe eulerien mais aucune ne fait l'unanimite. De toute facon, comme le probleme est
NP-dicile, il faut se tourner vers les heuristiques. La combinaison des deux heuristiques
MIXED1 et MIXED2 de Frederickson (Frederickson, 1979) permet d'obtenir une heuristique
qui donne dans le pire cas 5=3 fois la valeur optimale.
Une fois le graphe augmente trouve, il faut encore determiner la tournee. Ceci se fait en
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trois etapes :
{ rendre le graphe symetrique (c'est-a-dire orienter les are^tes pour que le nombre d'arcs
entrants soit egal au nombre d'arcs sortant pour tous les sommets),
{ orienter les are^tes restantes et
{ maintenant que le graphe est oriente, nous nous retrouvons dans le cas oriente dont on
peut utiliser les methodes.
Bref, on voit que le cas mixte n'est pas de tout repos. La lectrice interessee est guidee a
nouveau vers les deux article deja mentionnes d'Eiselt, Gendreau et Laporte (Eiselt et al.,
1995a,b) pour des informations plus detaillees.
2.1.3 D'autres cas
A partir de ces trois cas de base (non dirige, dirige et mixte), il existe une multitude de
variantes. Il sut d'ajouter des contraintes supplementaires. D'un intere^t reconnu sont le
cas du probleme du postier chinois asymetrique ou le cou^t de l'are^te depend du sens dans
laquelle elle est parcourue (le cou^t le plus eleve symbolise le parcours de l'are^te le vent de face
alors que le cou^t le plus modeste symbolise le parcours le vent dans le dos) et le probleme
du postier chinois hierarchique ou des classes d'are^tes ou d'arcs prioritaires a desservir sont
denies. Dans le cas general, ces deux versions sont NP-diciles (Eiselt et al., 1995a,b).
2.2 La version hamiltonienne du PPCC : le probleme
de latence minimale (PLM)
Le probleme equivalent sur les sommets est connu surtout depuis les annees 1990 sous
dierents vocables. La section 2.2.2 reprend les plus usites. Dans ce document nous utilise-
rons l'appellation probleme de latence minimum (PLM) qui semble dominer actuellement.
Dans les sections suivantes, nous resumons les resultats importants sur le PLM. Tout
d'abord, nous denissons le probleme dans la section 2.2.1 et puis nous passons brievement
en revue les dierentes denominations du probleme existantes dans la litterature dans la
section 2.2.2. La complexite est traitee dans la section 2.2.3, les approches exactes dans la
section 2.2.4, les approximations dans la section 2.2.5 et nalement les cas polyno^miaux dans
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la section 2.2.6. Nous ne discutons pas des heuristiques ni de l'obtention de bornes pour ce
probleme.
2.2.1 Denition
Ce probleme a ete veritablement introduit a la communaute scientique par Afrati et al.
dans (Afrati et al., 1986) en 1986 sous le nom du probleme du reparateur itinerant. Nous
traduisons la denition du probleme telle qu'ecrite dans cet article.
Considerons la situation suivante : n machines localisees en
dierents points de la carte doivent e^tre reparees et il n'y a
qu'un seul reparateur. On nous donne le temps t[ij] requis par le
reparateur pour se deplacer de la machine i a la machine j. Nous
faisons l'hypothese que le temps de reparation est insigniant
(ou de facon equivalente, le me^me pour toutes les machines).
Nous appelons cette variante du temps de sejour moyen du
probleme du voyageur de commerce le probleme du reparateur
itinerant (PRI).
De maniere formelle, une instance du PRI peut e^tre decrite
comme suit : Soient une matrice des distances t[ij] entre n lo-
cations et une location distincte de depart s, trouvez une permu-
tation (0) = s;(1); : : : ;(n  1) telle que la fonction objective










Remarquons que, tout comme dans notre denition du probleme du PPCC, le retour au
depo^t n'est pas comptabilise dans cette denition. Nous attirons l'attention de la lectrice sur
le fait qu'il n'y a pas vraiment de conscensus sur le retour au depo^t. Certains articles exigent
ce retour (Fischetti et al., 1993; Blum et al., 1994; Goemans et Kleinberg, 1998; Archer et
Williamson, 2003; Archer et al., 2008) alors que d'autres non (Afrati et al., 1986; Arora et
Karakostas, 2003).
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Le PLM est un cas particulier 3 du probleme du voyageur de commerce dependant du temps
(PVCDT) ou Time-Dependent Traveling Salesman Problem en anglais (TDTSP). Il s'agit
d'une generalisation du probleme de voyageur de commerce (voir par exemple Chaudhuri
et al., 2003; van Aardenne-Ehrenfest et de Bruijn, 1951) ou le cou^t pour aller du sommet v au
sommet w ne depend pas uniquement de la localisation des sommets v et w mais aussi de leur
position dans le tour hamiltonien. Plus speciquement, si l'are^te e de cou^t p est traversee en ie
position alors son cou^t pour le PVCDT est de c(p;i). L'objectif est de minimiser la somme
des cou^ts de visite de tous les sommets. Le PVC, le probleme du voyageur de commerce, tout
comme le PLM sont des cas particuliers du PVCDT. Dans le premier cas, on prend c(p;i) = p
(i.e. le cou^t est independant du temps) et dans le deuxieme cas, c(p;i) = (n   i)  p avec n
etant le nombre de sommets.




4, c'est-a-dire le probleme d'ordonnancement a une machine avec temps
de preparation dependant de la sequence et minimisation du temps de sejour moyen.
2.2.2 Nomenclature
Le PLM possede dierentes appellations dans la litterature. Nous en regroupons les prin-
cipales dans le tableau 2.1.
Ces dernieres annees, il semblerait que le vocable Minimum Latency Problem l'emporte.
Me^me s'il ne reete pas aussi bien que Probleme du voyageur de commerce avec cou^ts cu-
mulatifs (PVCC) le fait qu'il s'agisse bien d'un probleme de tournees sur les sommets, nous
respectons la tendance actuelle et nous designons ce probleme sous le nom du probleme de
latence minimale (PLM).
2.2.3 La complexite
Le PLM est NP-dicile et cela a ete demontre par Sahni et Gonzalez en 1976 (Sahni
et Gonzalez, 1976). Dans ce me^me fabuleux petit article de 11 pages, ils demontrent que
3. Le PLM est aussi un cas particulier du Multiple Traveling Repairman Problem (mTRP) qui lui-me^me
est un cas particulier du Cumulative Vehicle Routing Problem (CumVRP). Voir par exemple (Jothi et
Raghavachari, 2007) pour le mTRP et (Kara et al., 2008) pour le CumVRP. Nous ne detaillons pas ces
problemes car ils sont bien trop generaux que pour resoudre raisonnablement le PLM.
4. Les Cj correspondent aux temps de completion des ta^ches j.
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Tableau 2.1 Dierentes appellations pour le probleme de latence minimum.
tout comme pour le PVC dans le cas general, il n'existe pas d'algorithme polynomial pour
approximer le probleme (a moins que P=NP). C'est pourquoi la grande majorite des au-
teurs imposent que l'inegalite triangulaire pour les distances (ou le temps) soit respectee.
En 1993, Papadimitriou et Yannakakis (Papadimitriou et Yannakakis, 1993) demontrent que
ce probleme est MAX SNP-dicile et que donc par consequent il est peu probable que ce
probleme possede un schema d'approximation dans le cas general.
La complexite du PLM sur les arbres a longtemps ete une question ouverte qui a ete
resolue en 2002 par Sitters (Sitters, 2002) qui a demontre que me^me sur les arbres avec
seulement des cou^ts 0  1 sur les are^tes, le PLM est NP-dicile. Ceci nous demontre que la
fonction objectif cumulative introduit une complexite assez forte.
2.2.4 Les approches exactes
Il existe diverses approches exactes. Tout d'abord citons les premieres approches pro-
posees pour resoudre le probleme du voyageur de commerce dependant du temps dont le
probleme de latence minimum est un cas particulier. Par exemple, gra^ce a un algorithme
d'enumeration par separation et evaluation, Picard et Queyranne (Picard et Queyranne,
1978) resolvent des problemes comprenant jusqu'a 20 villes. Citons aussi l'approche par
decomposition de Benders d'un modele mixte en nombres entiers de Vander Wiel et Sahi-
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nidis en 1996 (Wiel et Sahinidis, 1996). Ils peuvent ainsi resoudre des problemes avec 15
sommets.
Jusqu'a recemment, le probleme du voyageur de commerce dependant du temps n'etait
pas bien ma^trise et il fallait se tourner vers des algorithmes plus speciques au PLM pour
obtenir de meilleurs resultats. Ces derniers concernent la resolution de problemes avec une
soixantaine de sommets au maximum. Les algorithmes proposes peuvent e^tre regroupes en
deux categories : ceux de la programmation dynamique et ceux de l'enumeration implicite.
Nous presentons quelques resultats avant de revenir sur les recentes resolutions du probleme
du voyageur de commerce dependant du temps.
En 1990, Lucena presente une nouvelle formulation du PLM et resout son modele par
une methode d'enumeration implicite ou des bornes inferieures sont obtenues par relaxation
lagrangienne dans (Lucena, 1990). Il arrive a resoudre des instances avec au plus 30 villes.
Dans (Simchi-Levi et Berman, 1991), Simchi-Levi et Berman decrivent un algorithme
d'evaluation et separation progressive base sur la relaxation d'un probleme d'arbres de re-
couvrement minimum.
Fischetti, Laporte et Martello proposent une enumeration implicite des solutions pour
resoudre optimalement le PLM dans (Fischetti et al., 1993) en 1993. Ils etendent la theorie
des matrodes aux matrodes cumulatifs et en deduisent de nouvelles bornes inferieures. Ils
resolvent des problemes contenant jusqu'a 60 sommets, ce qui etait le meilleur resultat ob-
tenu jusqu'a tout recemment.
Bianco, Mingozzi et Ricciardelli proposent dans (Bianco et al., 1993) en 1993 deux al-
gorithmes exacts. Le premier est une methode de separation et evaluation progressive alors
que le deuxieme est un algorithme de programmation dynamique. Dans les deux cas, ils
obtiennent l'optimalite pour des problemes a 35 sommets et arrivent a resoudre parfois des
problemes allant jusqu'a 60 sommets.
van Eijl en 1995 dans (van Eijl, 1995) propose un algorithme de plans coupants pour
resoudre un modele mixte en nombres entiers pour le PLM. Il resout a optimalite des
problemes comprenant jusqu'a 15 sommets.
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En 2000, Wu propose dans (Wu, 2000) un algorithme de programmation dynamique pour
resoudre le PLM dans le cas general en temps O(n22n) avec n etant le nombre de sommets.
Son intere^t n'est pas tant de resoudre le cas general que de trouver des cas particuliers ou
son algorithme de programmation dynamique peut s'appliquer en temps polynomial. Wu,
Huang et Zhan reprennent l'algorithme de Wu en 2004 (Wu et al., 2004) en ajoutant une
elimination de sous-tours et resolvent ainsi des problemes comprenant jusqu'a 23 sommets.
Recemment, en 2007, Sarubbi et Luna (Sarrubi et Luna, 2007) proposent un nouveau
modele de ots pour modeliser le PLM. Ils ne developpent aucune methode particuliere pour
resoudre le probleme et laissent le soin a CPLEX de resoudre leur modele. Ils rapportent
avoir resolu des problemes jusqu'a 30 sommets.
Dans le domaine de l'ordonnancement citons par exemple (Stecco et al., 2008) ou des
instances jusqu'a 50 jobs sont resolues a l'aide d'un algorithme d'evaluation et separation
progressive ou encore (Bigras et al., 2008) ou la aussi des instances avec 50 jobs sont resolues
a optimalite a l'aide d'un algorithme d'enumeration implicite.
Revenons maintenant au probleme du voyageur de commerce dependant du temps. Tout
recemment, des progres immenses ont ete faits pour resoudre ce probleme. Abeledo, Fuka-
sawa, Pessoa et Uchoa proposent un algorithme branch-cut-and-price dans (Abeledo et al.,
2010). Ils resolvent presque toutes les instances de la TSPLIB (Reinelt, 1991) qui ont 107
sommets ou moins en moins de 48 heures sur un ordinateur relativement modeste. Mieux,
ils comparent leurs resultats avec ce qui etait le meilleur code jusqu'a present de Fischetti,
Laporte et Martello (Fischetti et al., 1993) et battent celui-ci sur les plus grandes instances
mais pas les plus petites de la TSPLIB.
Notons aussi que beaucoup d'eorts ont ete fournis pour le developpement de bons
modeles lineaires pour le probleme du voyageur de commerce dependant du temps et pour
le PLM. Citons les articles recents (Gouveia et Vo, 1995) et (Godinho et al., 2010b) pour
le probleme du voyageur de commerce dependant du temps ou encore (Mendez-Daz et al.,
2008), (Ezzine et al., 2010) et (Godinho et al., 2010a) pour le PLM.
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2.2.5 Les approximations
Dans toute cette sous-section, un algorithme d'approximation-x designe un algorithme
polynomial dont la borne de pire cas est la valeur optimale du probleme multipliee par x.
C'est la notion classique du ratio de garantie. Soient f la fonction objectif, I une instance
du probleme, Opt(I) une solution optimale pour l'instance I et A(I) la solution donnee par







C'est-a-dire qu'on est certain que quelle que soit l'instance I du probleme,
f(A(I))  x  f(Opt(I)):
Le premier algorithme d'approximation pour le PLM a ete propose par Blum et al. en
1994 (Blum et al., 1994). Il s'agit d'un algorithme d'approximation-144 dans le cas des
metriques generales. L'idee est de visiter les sommets les plus proches du depo^t d'abord.
Si on sait comment resoudre le rooted k-MST , c'est-a-dire resoudre le probleme de l'arbre
couvrant minimum de k sommets incluant un sommet designe, pour tous les k, il est naturel
de penser a concatener ces tours. C'est l'approche de Blum et al. qui ont montre qu'une
telle approche donne un algorithme d'approximation-8 pour autant qu'on ait une procedure
qui nous donne en un temps polynomial ces tours. Malheureusement dans le cas general, le
k-MST est NP-dicile. Blum et al. montrent que si on a un algorithme d'approximation-c
pour le k-MST on obtient un algorithme d'approximation-8c pour le MLP. Mais en 1994, il
n'existait par d'algorithme d'approximation pour le k-MST. Il faut donc modier cette ap-
proche, en particulier il faut prendre d'autres tours a concatener. Blum et al. ont contourne
le probleme en introduisant des approximateurs-PVC-(;) ((;)-TSP-approximators).
Soit un PLM sur p sommets debutant en A. Nous avons alors la
Denition 7 Un approximateur-PVC-(;) est un algorithme polynomial capable de trou-
ver, etant donnes des bornes  et L, une tournee debutant en A de longueur au plus egale a L
qui visite au moins (1 )p sommets s'il existe une tournee de longueur L qui visite (1 )p
sommets.
L'idee des approximateurs-PVC-(;) est que si le nombre maximum de sommets a pou-
voir e^tre visites en un temps L est de p g(L) (g(L) = p), alors l'approximateur-PVC-(;)
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trouve un sous-tour comprenant au moins p g(L) sommets pour un cou^t L.  et  sont
tous les deux plus grands que un.
Blum et al. montrent comment remplacer une sous-routine pour trouver la solution au k-
MST par un approximateur-PVC-(;). Ils obtiennent alors un algorithme d'approximation-
8de pour le MLP. Dans leur article, ils obtiennent un approximateur-PVC-(3;6) a partir
d'un algorithme d'approximation-2 pour le prize-collecting TSP de Goemans et Williamson
(Goemans et Williamson, 1995) et donc obtiennent un algorithme d'approximation-144 pour
le MLP.
Goemans et Kleinberg (Goemans et Kleinberg, 1998) ameliorent cette approche en 1998.
D'une part, ils demontrent comment concatener mieux les sous-tours et d'autre part, ils
exhibent un approximateur-PVC-(2;3) a partir d'une relaxation lineaire de l'algorithme
d'approximation-2 pour le prize-collecting TSP de Goemans et Williamson, obtenant ainsi
un algorithme d'approximation-2  3  3;5912 ' 21;55 du MLP.
L'utilisation de l'algorithme d'approximation-3 de Garg (Garg, 1996) pour le k-MST per-
met de faire descendre la borne a 1  3  3;5912 ' 10;78. Arora et Karakostas ont developpe
un algorithme d'approximation-(2 + ) du k-MST en 2002 (Arora et Karakostas, 2000), ce
qui permet de faire descendre la borne a 7:18 + .
En 2003, Archer and Williamson (Archer et Williamson, 2003) ont reussi a obtenir
une borne legerement superieure (9,28) mais avec un algorithme beaucoup plus rapide
((n4  log(n)) fois plus rapide !). L'idee est qu'ils ne considerent pas la sous-routine pour
approximer le k-MST comme une bo^te noire mais pluto^t interagissent avec celle-ci, ce qui
leur permet d'appeler cette sous-routine nettement moins souvent. En 2008, Levin se joint
a eux et ensemble ils font descendre la borne a 7,18 (Archer et al., 2008).
La meilleure borne actuelle est due a Chaudhuri, Godfrey, Roa et Talwar (Chaudhuri
et al., 2003). Ils reussissent a faire descendre la borne a  3:59 dans le cas des metriques
generales. Il est a noter que si le graphe est de poids unitaire, Koutsoupias, Papadimitriou et
Yannakakis proposent un algorithme d'approximation-1.662 dans (Koutsoupias et al., 1996)
en 1996. Recemment, en 2010, Archer et Blasiak ont reussi a faire descendre la borne a 3,03
pour les arbres (Archer et Blasiak, 2010).
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Mentionnons aussi un quasi-polynomial time approximation scheme (QPTAS) pour cer-
taines metriques particulieres dans (Arora et Karakostas, 2003).
2.2.6 Les cas polynomiaux
Afrati et al. demontrent en 1986 (Afrati et al., 1986) comment resoudre le cas de la ligne
droite par un algorithme de programmation dynamique en O(n2). Peu apres, en 1989, Mi-
nieka (Minieka, 1989) prouve qu'une recherche en profondeur donne une solution optimale
pour l'arbre unitaire. Dans leur article (Blum et al., 1994), Blum et al. reprennent l'algo-
rithme d'Afrati et al. pour le cas des arbres de diametre plus petit ou egal a trois mais ne
parviennent pas a l'etendre au-dela. En 1996, Koutsoupias, Papadimitriou et Yannakakis
proposent un algorithme polynomial pour les arbres dont le nombre de feuilles est xe a
l'avance dans (Koutsoupias et al., 1996). Garca et al. (Garca et al., 2002) proposent un
algorithme en O(n) pour le cas de la ligne droite en 2001.
En 2000, Wu propose dans (Wu, 2000) un algorithme de programmation dynamique pour
le cas general en temps O(n22n) avec n etant le nombre de sommets. En fait, il s'agit essentiel-
lement du me^me algorithme de programmation dynamique propose par Held et Carp (Held
et Carp, 1962) pour resoudre le probleme du voyageur de commerce. Wu s'interesse au cas de
la ligne droite qu'il resout en temps O(n2), et plus generalement au cas ou il y a k reparateurs
itinerants. Dans ce dernier cas, il demontre comment adapter son algorithme pour obtenir
la resolution de la ligne droite en O(n3) lorsque k = 2 et en temps O(n4) lorsque k > 2.
2.3 Conclusions
Le PPCC ressemble bien plus a son petit frere sur les sommets, le probleme de latence
minimum, qu'aux problemes classiques de postier chinois. Il existe une litterature abondante
concernant le PLM tant sur les approches exactes qu'approximees. Les plus gros problemes
resolus exactement ne contiennent au maximum qu'une centaines de sommets, ce qui semble
indiquer une diculte intrinseque au probleme.
Le probleme de latence minimum est MAX SNP-dicile mais dans le cas des metriques





And now for something completely dierent.
Monty Python
Nous decrivons dans ce chapitre quelques proprietes du probleme : sa complexite, les
dierences fondamentales avec la version classique du probleme du postier chinois, quelques
familles de graphes pour lesquelles la resolution du PPCC se fait en temps polynomial. Nous
regardons aussi de plus pres la liation entre le PPCC et son cousin sur les sommets, le PLM.
Finalement, nous revenons sur la conjecture enoncee dans notre memoire de ma^trise (Voir
van Omme, 2003, pp. 58-61) et qui traite du cas de la grille rectangulaire unitaire sans trou.
Les sections 3.1, 3.2 et 3.4 presentent des resultats qui ont ete demontres dans notre
memoire de ma^trise et s'en inspirent largement. Par manque de place, nous rassemblons ces
resultats sans les detailler. Dans la section 3.3 nous presentons une transformation simple
entre notre probleme et le probleme equivalent sur les sommets. Mentionnons aussi que la
conjecture sur le cas de la grille unitaire rectangulaire sans trou reprise dans la section 3.4
est une version modiee de la conjecture enoncee dans notre memoire de ma^trise.
3.1 Le PPCC est NP-dicile
Dans notre memoire de ma^trise (Voir van Omme, 2003, pp. 29-31), nous avons demontre
que le PPCC est NP-dicile et me^me fortement NP-dicile. Nous nous contentons de ces
deux resultats car notre objectif premier dans cette these est de resoudre exactement ce
probleme. Nous n'avons donc pas essaye de voir dans quelle mesure ce probleme s'approxime
facilement ou pas.
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3.2 Dierences avec le probleme du postier chinois clas-
sique
Comme pour le probleme de latence minimum (PLM) (Voir Bianco et al., 1993), le PPCC
se dierencie nettement du probleme classique du postier chinois. Un changement local dans
la structure du graphe ou dans le cou^t de ses are^tes, me^me minimal comme le rajout d'une
seule are^te ou le changement du cou^t d'une seule are^te, peut modier globalement la struc-
ture d'une solution optimale.
Le paradigme du postier chinois « on cherche une augmentation minimale du graphe
pour le rendre eulerien et puis on trouve un tour eulerien »n'est plus applicable ici et pas
seulement parce que nous n'exigeons pas de retour au depo^t. La dierence entre les deux
problemes est vraiment essentielle. Illustrons-la par trois aspects.
3.2.1 Un chemin eulerien n'est pas optimal
L'exemple introductif malgre sa petite taille illustre deja tres bien certaines dicultes
inherentes au PPCC. Le graphe de l'exemple introductif de la gure 1.1 page 9 est eulerien
mais la solution optimale de la gure 1.2 n'est pas un chemin eulerien 1.
3.2.2 Le graphe augmente n'est pas d'un grand secours
Le concept de graphe augmente, en tout cas dans sa version classique, n'a pas l'air de nous
e^tre d'un grand secours. On peut construire aisement des exemples ou le graphe augmente
possede m  1 copies d'une are^te. La gure 3.1 represente un tel exemple.
Me^me dans le cas d'un graphe unitaire, ou tous les cou^ts sont egaux a un, le concept de
graphe augmente n'a pas l'air d'e^tre d'une grande utilite. La gure 3.2 montre un exemple
pour lequel l'augmentation minimale 2 au sens classique ne donne aucune information sur la
solution optimale.
1. Le fait que le chemin eulerien dans le cas de cet exemple introductif est aussi un cycle eulerien n'est
en rien signicatif.
2. Comme nous ne demandons pas de retour au depo^t, l'augmentation minimale doit e^tre comprise au
sens des graphes traversables, i.e. des graphes qui possedent un chemin eulerien.
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G E C A B D F H
1000 10 100100000 1 10000 1000000
Figure 3.1 Une are^te peut e^tre copiee plusieurs fois dans le graphe augmente. Il y a six
copies de l'are^te AB dans le graphe augmente qui donne la solution optimale A  B   C  
D   E   F  G H.


Figure 3.2 L'augmentation minimale pour rendre un graphe unitaire traversable ne sert a
rien. La solution  a un cou^t de 97 alors que la solution  ne cou^te que 95 mais demande
une augmentation de quatre are^tes.
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3.2.3 Le probleme ne peut pas e^tre subdivise en sous-problemes
sur des sous-graphes
La gure 3.3 nous montre qu'il n'est pas possible de separer aisement un graphe en parties
disjointes pour traiter chacune des parties separement comme cela pourrait e^tre le cas pour













Figure 3.3 Comment decomposer le probleme en sous-problemes ? La solution optimale
consiste a parcourir les are^tes par ordre de grandeur croissant. Il n'y a pas moyen de separer
le probleme en traitant separement le cycle A  B   C  D et le cycle A  E   F  G par
exemple.
3.3 Un probleme similaire au PLM?
Dans (Laporte, 1995) et (Dror, 2000, Chapitre 8, pp. 277-326), plusieurs versions du
probleme du postier chinois (PPC) sont transformees en problemes equivalents sur les som-
mets. Vu la similarite a priori entre le PLM et le PPCC, on peut se demander quels sont
les rapports qu'entretiennent ces deux problemes. Nous n'avons pas reussi a etablir de lien
direct, c'est-a-dire une reduction en temps polynomial de l'un a l'autre qui applique toute
solution de l'un en une solution de l'autre 3. Les quelques resultats preliminaires obtenus
semblent indiquer que les deux problemes sont a la fois relativement similaires mais aussi
fondamentalement dierents.
Denissons d'abord les dierents problemes que nous pouvons situer les uns par rapport
aux autres.
3. Nous cherchons une transformation simple d'un probleme a l'autre et non une reduction qui ne se
soucierait que d'appliquer une solution optimale sur une solution optimale.
37
Le probleme existant equivalent sur les sommets est le probleme de latence minimum
(PLM) dont la denition est donnee a la section 2.2.1 page 25. Ce probleme consiste en
la recherche d'une tournee passant une et une seule fois par tous les sommets du graphe
et qui minimise la somme des latences 4 de tous les sommets. Le sommet de depart, soit le
depo^t, est donne a priori et le retour au depo^t est exige dans le sens ou la tournee doit se ter-
miner au depo^t et ou la latence du depo^t est comptabilisee dans le cou^t de la fonction objectif.
En fait, le retour au depo^t dans le PLM est sans doute une caracterisation de ce probleme
qui le rend essentiellement dierent du no^tre. Nous considerons des lors aussi la version sur
les sommets qui ne demande pas un retour au depo^t. Cette version, sans le retour au depo^t,
est la version consideree dans l'article d'Afrati et al (Afrati et al., 1986) 5 mais qui, assez
curieusement, n'a pas ete retenue par la suite. Pour faire la distinction avec la version qui a
nalement predomine, celle avec retour au depo^t, nous appelons le probleme de trouver un
chemin passant une et une seule fois par tous les sommets et commencant par un sommet
donne sans le retour au depo^t, le probleme du chemin hamiltonien cumulatif (PCHC).
Il y a notre version, le probleme du postier chinois cumulatif (PPCC). Rappelons encore
une fois que le depo^t est donne a priori et qu'une fois toutes les are^tes desservies nous n'exi-
geons pas le retour au depo^t. Ce non-retour est sans doute la principale diculte a surmonter
pour transformer simplement le PPCC en PLM.
Finalement nous considerons le probleme sur les are^tes avec retour au depo^t. Appelons
probleme du postier chinois cumulatif avec retour (PPCCAR) le probleme du postier chinois
cumulatif dans lequel on exige et comptabilise le retour au depo^t.
La gure 3.4 resume les transformations connues entre ces dierents problemes. La trans-
formation du PPCC vers le PCHC est essentiellement la me^me que la transformation du
PPCCAR vers le PLM. Nous donnons cette derniere transformation dans la section suivante.
4. De maniere similaire a la denition de la latence d'une are^te, la latence d'un sommet est denie comme
le temps ecoule depuis le debut de la tournee jusqu'a ce sommet.











Sur les are^tes Sur les sommets
Figure 3.4 Les eches indiquent les transformations simples connues pour passer d'un
probleme a un autre. Pour passer des versions avec retour aux versions sans retour, il sut
d'ajouter une are^te avec un cou^t exorbitant ou un sommet fortement eloigne du depo^t.
3.3.1 Une transformation du PPCCAR en PLM
Nous presentons la transformation du PPCCAR, le probleme du postier chinois cumulatif
avec retour, en PLM, le probleme de latence minimum. La transformation du PPCC (sans
retour) en PCHC est essentiellement la me^me.
Reprenons l'exemple introductif de la page 8 mais cette fois-ci resolvons le probleme du
postier chinois cumulatif avec retour au depo^t. Dans ce cas-ci, la solution est la me^me comme




1 + 51 + 52 + 52 = 1561 + 3 + 53 + 54 = 111
Figure 3.5 La solution optimale pour le PPCCAR de l'exemple introductif. Pour le probleme
du postier chinois cumulatif avec retour (PPCCAR), le retour au depo^t est comptabilise dans
le quatrieme terme des sommes de (b) et (c). La solution optimale est representee en (b).
La transformation se fait en 3 etapes.
Etape 1
Soit un graphe G = (V;E). Transformons-le en un graphe G^ = (V;E^) comme sur la
gure 3.6. Pour ce faire, nous remplacons chaque are^te a du graphe G par une paire d'arcs







G^ = (V;E^) Une solution optimale







Figure 3.6 Premiere etape de la transformation du PPCCAR en PLM. Le grapheG = (V;E)
est transforme en un graphe G^ = (V;E^) ou chaque are^te a de G a ete remplacee par une
paire d'arcs de sens opposes a1 et a2. Une solution optimale est representee en (c).
Etape 2
La deuxieme etape transforme le probleme du postier chinois cumulatif sur les paires
d'arcs du graph G^ en un probleme de voyageur de commerce cumulatif generalise sur le
graphe ~G. Le graphe ~G = ( ~V;~E) est obtenu en doublant tous les sommets de G^ et en
introduisant deux sommets ctifs s1 et s2 comme sur la gure 3.7.
(a)
~G = ( ~V;~E)
(b)
































Figure 3.7 Deuxieme etape de la transformation du PPCCAR en PLM. En (a), le cou^t des
arcs sortants de s1 ou s2 correspond au cou^t de l'are^te representee par le sommet correspon-
dant si cette are^te est accessible dans le sens designe par le sommet, un cou^t exorbitant M
sinon. Les cou^ts des arcs entrant en s1 ou s2 correspondent au plus courts chemins entre
ces sommets et le depo^t dans le graphe G. En (b), le cou^t des arcs d'un sommet x a un
sommet y representant deux are^tes dierente du graphe G est le cou^t du plus court chemin
entre ces deux sommets sur le graphe G. Une solution optimale du probleme de voyageur de
commerce cumulatif generalise de cou^t 1 + 3 + 53 + 54 = 111 est representee en (c).
On force le depart de la tournee en s1. Les cou^ts des arcs entrants et sortants des som-
mets s1 et s2 sont les me^mes. Pour les arcs sortants, on prend le cou^t des are^tes directement
accessibles depuis le depo^t dans le graphe G lorsque c'est possible ou bien un cou^t exorbi-
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tant M qui empe^che la tournee de commencer par des are^tes non directement accessibles
depuis le depo^t. Ainsi dans notre exemple, le sommet s1 est relie au sommet a2 pour un cou^t
de 1 alors qu'il est relie au sommet c2 pour un cou^t M car il est inaccessible depuis le depo^t.
De maniere plus generale, un arc du sommet x au sommet y representant deux are^tes
dierentes du graphe G a pour cou^t le plus court chemin pour aller de x vers y dans le
graphe G. Nous obtenons ainsi un graphe que nous pouvons solutionner par un probleme de
voyageur de commerce cumulatif generalise.
Etape 3
Dans la derniere etape de la transformation, on transforme le probleme de voyageur de
commerce cumulatif generalise en un probleme de latence minimum par la transformation
de Noon et Bean (Noon et Bean, 1991). Cette derniere transforme un probleme de voyageur
de commerce generalise en un probleme de voyageur de commerce. On peut l'appliquer telle
quelle car les cou^t cumulatifs sont simplement doubles. Detaillons la transformation de Noon
et Bean. Pour chaque sous-ensemble de sommets, x1 et x2, on relie ces sommets par un cycle
de cou^t nul. La gure 3.8 illustre cette construction.
(a)




























Figure 3.8 Troisieme etape de la transformation du PPCCAR en PLM. Le graphe G =
( ~V;E) est obtenu a partir du graphe ~G = ( ~V;~E) en rajoutant des arcs de cou^t nul entre
chaque pair de sommets representants la me^me are^te. Les cou^ts sortants d'un sommet x1
sont les cou^ts des arcs correspondants sortants du sommet x2 et vice-versa du graphe ~G. Une
solution optimale est representee en (b). Elle commence en s1 et son cou^t est de 1 + 1+ 3+
3 + 53 + 53 + 54 + 54 = 2  111.
Les cou^ts sur les arcs sortants d'un sommet x1 sont les cou^ts des arcs sortants du som-
met correspondant x2 et vice-versa dans le graphe ~G. La transformation de Noon et Bean
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fonctionne car la valeur de la fonction objectif ainsi obtenue pour des solutions equivalentes
dans le graphe ~G de la deuxieme etape est simplement doublee.
3.4 Cas polynomiaux
Nous reprenons les quatre cas resolvables 6 en temps polynomial qui ont ete introduits
dans notre memoire de ma^trise. Nous ne reprenons que les resultats et nous nous inspirons
largement de l'expose fait dans notre memoire. La lectrice est renvoyee au memoire pour une
demonstration et une explication plus detaillee de ces resultats (van Omme, 2003, pp 42-57).
3.4.1 Le cercle et la ligne droite
Le PPCC deni sur le cercle et la ligne droite sont resolus en O(n2) gra^ce a un algorithme
de programmation dynamique d'Afrati et al. (Afrati et al., 1986) presente pour le PLM sur
la ligne droite mais qui s'applique aussi au cas du cercle. Ce dernier cas n'est pas recense, a
notre connaissance, parmi les problemes resolus du PLM et est donc nouveau.
Nous montrons brievement comment faire pour le cercle. L'algorithme pour la droite est
similaire.
Theoreme 8 Le PPCC deni sur le cercle et sur la droite sont de complexite polynomiale
et se resolvent en temps O(n2).








Figure 3.9 Numerotation des sommets du cercle. Les sommets sont numerotes a partir de 0
pour le depo^t dans le sens anti-horaire. Le depo^t recoit aussi le numero n.
6. Plusieurs autres cas triviaux sont presentes dans la conclusion de ce chapitre.
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Nous utilisons une recursion arriere. Soit f(i;j;k) le cou^t de ce qu'il reste a desservir
quand on a deja tout couvert du depo^t jusqu'au sommet i a gauche et du depo^t jusqu'au
sommet j a droite. L'indice k nous indique si nous avons termine par la droite (k = 0) ou
par la gauche (k = 1). Pour s'en rappeler plus aisement, f(i;j;0) sera surmonte d'une eche
vers la droite (
    !
f(i;j;0)) alors que f(i;j;1) le sera d'une eche vers la gauche (
     
f(i;j;1)).
Soit d(i;j) la distance entre les sommets i et j lorsqu'on passe par le depo^t.




f(i;i;1) = 0 alors
que s'il reste une seule are^te a desservir, nous avons
       !
f(i;i+ 1;0) = min f c(i;i + 1),
d(i;i+ 1) + c(i;i+ 1) g par exemple.
S'il reste deux are^tes, alors pour un arc de cercle vers la gauche nous avons :
        
f(i;i+ 2;1) = min f 2  c(i;i+ 1) +           f(i+ 1;i+ 2;1);
2  fd(i;i+ 2) + c(i+ 1;i+ 2)g+       !f(i;i+ 1;0) g
En general :
     
f(i;j;1) = min f (j   i)  c(i;i+ 1) +        f(i+ 1;j;1);
(j   1)  fd(i;j) + c(j   1;j)g+        !f(i;j   1;0) g
et
    !
f(i;j;0) = min f (j   i)  c(j   1;j) +        !f(i;j   1;0);







Le PLM sur l'arbre unitaire (cou^t de un pour toutes les are^tes) est tres simplement
resolu : n'importe quelle recherche en profondeur donne une solution optimale. Ce resultat,
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du^ a Minieka (Minieka, 1989) s'etend pour le PPCC sur l'arbre unitaire.
Theoreme 9 Le PPCC dans le cas de l'arbre unitaire est polynomial et resolvable en temps O(m).
3.4.3 La bande unitaire
Denissons la bande unitaire. Ce type de graphes particuliers est illustre sur la gure 3.10.
Figure 3.10 Une bande unitaire. Une bande unitaire s = 6. Tous les cou^ts sont de 1. Le
depo^t est arbitrairement xe dans le coin superieur gauche.
Une bande unitaire est un carre suivi d'une succession de trois are^tes qui forment des
carres supplementaires et est caracterisee par le nombre total des s carres qui la composent.
On parlera d'une bande s pour decrire la bande a s carres. Toutes les are^tes ont un cou^t
unitaire. Pour une bande s = k (carres) il y a 3k + 1 are^tes. Nous placons le depo^t dans le
coin superieur gauche.
Theoreme 10 Le PPCC dans le cas de la bande unitaire est polynomial en temps O(m).
Toutes les solutions pour la bande unitaire ont une structure similaire a celle de la -
gure 3.11.
Figure 3.11 Les deux solutions optimales pour la bande unitaire. Deux solutions optimales
pour la bande unitaire de la gure 3.10.
3.5 La conjecture sur les grilles unitaires
Dans notre memoire de ma^trise sur le probleme du postier chinois cumulatif, nous conjec-
turions que la grille unitaire rectangulaire sans trou se resolvait en temps polynomial (Voir
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van Omme, 2003, pp 58-60). La gure 3.12 presente cette conjecture.
Nous avions remarque que le cas 2  2 etait a exclure de cette conjecture. En eet, la
gure 3.13 montre une solution optimale meilleure que celle suggeree par la conjecture.
En fait, c'est toute la bande de largeur k = 2 qu'il faut reconsiderer, ce que nous faisons
dans la section suivante. C'est la seule modication que nous faisons de cette conjecture.
Nous la conservons donc mais pour 3 6 k 6 l.
3.5.1 Conjecture pour la bande unitaire de largeur 2
Nous conjecturons que le PPCC sur la bande unitaire de largeur 2 se resout en temps
polynomial et qu'il y a trois cas a considerer. Ces trois cas sont representes sur la gure 3.14.
3.6 Conclusions
Le PPCC est un probleme vraiment dierent des problemes de postier chinois classiques
et il est fortement NP-dicile. Nous avons vu quelques familles de graphes pour lesquelles
ce probleme se resout en temps polynomial. Nous pouvons rajouter des cas triviaux comme
par exemple les graphes euleriens unitaires, les arbres caterpillars de longueur deux et trois












4 5 4 6
Figure 3.12 L'ancienne conjecture pour la grille unitaire. Cette conjecture pour le cas
general des grilles unitaires k  l avec k 6 l consiste a parcourir l'interieur des grilles en
zigzaguant puis a terminer en desservant les are^tes de la frontiere. Nous modions legerement
cette conjecture et nous excluons maintenant le cas de la bande 2l. Ce cas un peu particulier
est traite sur la gure 3.14.
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La solution suivant
la conjecture pour un
cou^t de 85.
La solution optimale
pour un cou^t de 84.
Grille 2 2:
Figure 3.13 Le cas 2 2.
2 2 2 6 2 3
2 l;l > 4
l pair
2 l;l > 3
l impair





The more the merrier
Common wishful thinking
Nous sommes confrontes a deux ta^ches bien dierentes lorsque nous voulons modeliser
le probleme du postier chinois cumulatif. D'une part, il faut que la solution obtenue soit un
chemin partant d'un sommet xe | le depo^t | et qui doit passer au moins une fois par
toutes les are^tes du graphe et d'autre part, il faut calculer le cou^t cumulatif de ce chemin. Si
la premiere exigence est relativement simple a modeliser, il nettement moins aise de calculer
de facon ecace les cou^ts cumulatifs. La diculte cro^t nettement lorsque nous combinons
ces deux exigences en un seul modele.
Nous avons essaye bien des approches dierentes et developpe plus d'une vingtaine 1 de
modeles. Petit a petit, nous avons ameliore nos modeles jusqu'a obtenir notre meilleure ver-
sion : le modele L8 qui represente l'aboutissement de nos recherches. Nous l'introduisons ici
sommairement car il sera disseque plus en details dans les deux chapitres suivants.
Tous les modeles presentes ici sont des modeles lineaires car tel est le cadre de notre
recherche. Ceci dit, le probleme du postier chinois cumulatif peut se modeliser aussi par des
modeles non lineaires et en fait c'est peut-e^tre un cadre plus naturel pour ce probleme. La
lectrice est invitee a prendre connaissance du modele Q1 dans la section D.1.1 page 201 de
l'annexe. Ce modele est un modele quadratique convexe qui a ete ecrit specialement pour
e^tre resolu par le solveur CPLEX mais il existe peut-e^tre d'autres modelisations non lineaires
mieux adaptees.
1. Sans compter les multiples variantes pour certains de ces modeles. Dans l'annexe D page 201, la lectrice
trouvera quelques uns des modeles non repris ici. Ils representent des approches naturelles qui a premiere vue
s'imposent comme de bonnes approches mais que nous avons abandonnees apres une etude plus minutieuse.
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Pour comparer l'ecacite des modeles, nous insistons dans ce chapitre surtout sur la
comparaison des bornes inferieures obtenues par relaxation des contraintes d'integralite.
Nous utilisons dans tout ce chapitre l'abreviation bi ou parlons simplement de bornes pour
designer celles-ci et designons par solution relaxee la solution fractionnaire optimale obtenue
en rela^chant les conditions d'integralite.
Bien que le critere des bi soit important, ce n'est evidemment pas le seul dont il faut te-
nir compte pour comparer les modeles entre eux. Nous manquons malheureusement de place
pour expliciter toutes nos tentatives. Par exemple, nous avons passe beaucoup de temps a
chercher des coupes ecaces pour certains modeles.
Ce chapitre est divise comme suit. Nous presentons d'abord huit modeles parmi les plus
interessants dans la section 4.1 et puis les comparons entre eux d'abord de maniere empirique
a la section 4.2 puis nous conrmons ces resultats experimentaux de maniere theorique dans
la section 4.3. Nous concluons dans la section 4.4.
Le modele L8 a ete obtenu avec la collaboration des professeurs Angel Corberan de
l'Universite de Valence et Jose Mara Sanchs de l'Universite Polytechnique de Valence.
4.1 Presentation des dierents modeles
Plusieurs possibilites s'orent a nous pour modeliser le probleme du postier chinois cu-
mulatif mais tres vite nous nous sommes rendus compte qu'en surchargeant les modeles
d'information nous obtenions des modeles de plus en plus interessants. Nous presentons
d'abord des modeles depouilles puis de plus en plus charges d'information. La lectrice pour-
rait s'etonner que certaines approches relativement naturelles ne soient pas presentees ici.
Nous ne pretendons evidemment pas a l'exhaustivite mais lui suggerons de jeter un coup
d'il a l'annexe D page 201. Peut-e^tre y trouvera-t-elle son approche ou du moins une ap-
proche similaire ? Les huit modeles presentes ici sont ceux qui possedent les meilleures bi
parmi tous les modeles que nous avons developpes.
Sauf mention explicite contraire, chaque modele est presente avec un nombre minimal de
familles de contraintes, c'est-a-dire que si nous retirons une seule de ces familles, le modele
ainsi obtenu ne resout plus le probleme du postier chinois cumulatif. Par contre, il se peut
tres bien qu'au sein d'une me^me famille ou entre deux familles dierentes il y ait une certaine
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redondance entre certaines contraintes.
Pour aider la lectrice dans sa comprehension des modeles, nous presentons systemati-
quement graphiquement une solution optimale detaillee de l'exemple introductif de la sec-
tion 1.3 page 8. Nous presentons aussi les graphes auxiliaires les plus complexes utilises dans
la construction de certains modeles. Nous suggerons fortement a la lectrice d'etudier d'abord
ces gures avant d'essayer de comprendre les modeles.
De maniere rigoureuse 2, il faudrait demontrer l'equivalence entre tous les modeles presentes
ici. Nous presentons deux de ces demonstrations : l'equivalence entre les modeles L1 et L2
dans la section C.1.1 et l'equivalence entre les modeles L2 et L3 dans la section C.1.2 car il
s'agit de deux modeles relativement dierents puisque L2 est une approche basee sur les arcs
alors que L3 se base sur des sommets. Nous ne montrons l'equivalence que pour des solu-
tions modeles (denies section 1.4.6 page 13) car ce sont les seules que nous devons vraiment
considerer. Par manque de place nous n'avons pas mis les demonstrations d'equivalence entre
les autres modeles.
Enn, une derniere petite mise en garde avant de nous lancer dans la presentation des
huit modeles. Tous les modeles ont leur propre nomenclature et parfois un me^me symbole
peut exprimer deux choses dierentes pour deux modeles distincts. Nous avons prefere garder
une certaine coherence au sein de chaque modele pluto^t que de modier articiellement les
symboles pour qu'ils aient chacun une fonction unique. Ainsi la lettre E et ses variantes est
reservee aux ensemble d'are^tes mais dependamment des modeles, ces ensembles peuvent e^tre
tres dierents. Nous recommandons donc a la lectrice d'e^tre vigilante. Le graphe original est
toujours represente par G = (V;E) avec V l'ensemble de ses sommets au nombre de jV j = n
et E l'ensemble de ses are^tes au nombre de jEj = m.
Rappelons que le modele L1 a ete presente a la section 1.5 page 14.
4.1.1 L2
Nous commencons petit a petit a rajouter de l'information. Pour ce modele-ci, nous disons
explicitement qu'un chemin partiel a l'etape k doit e^tre construit a partir du chemin partiel
de l'etape precedente k   1. De plus, nous tenons explicitement compte du sens de passage
2. Nous considerons comme acquis le fait que les modeles proposes resolvent bel et bien le PPCC.
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sur les are^tes. Pour ce faire, nous utilisons une approche naturelle de resolution par des ots
cumulatifs : nous exigeons qu'a chaque periode k un ot de 1 passe par le chemin partiel de la
periode k 1 et par le diametre de la periode k. Nous utilisons un graphe auxiliaire construit
comme suit. Nous dedoublons les are^tes e 2 E par une paire d'arcs fe1;e2g et nous relions
tous les sommets a un sommet ctif T par un arc de cou^t nul. Ce graphe auxiliaire dirige
est note ~G = (V[fTg;A). Introduisons une nouvelle notation : +G(i) = fv 2 V : (i;v) 2 Ag
et  G(i) = fv 2 V : (v;i) 2 Ag.
Les variables
xkij 2 Z represente le ot sur l'arc (i;j) 2 A appartenant au chemin partiel de la periode k.
Comme il est possible de repasser plusieurs fois sur un arc, nous devons considerer des va-
riables entieres ou nulles. Nous ajoutons aussi des variables xkiT correspondantes aux arcs de
cou^t nul qui aboutissent en T .
ykij =
(


























1 i est depo^t
0 sinon.
8 k 2 f1; : : : ;mg;8 i 2 V (4.2)
X
i2V







xk+1ij 8 k 2 f1; : : : ;m  1g;8i 2 V (4.4)
ykij 6 xkij + xkji 8 k 2 f1; : : : ;mg;8 (i;j) 2 E (4.5)
xkij + x
k
ji 6 mykij 8 k 2 f1; : : : ;mg;8 (i;j) 2 E (4.6)X
(i;j)2E
ykij = k 8 k 2 f1; : : : ;mg (4.7)




(4.1) force les chemins partiels a emprunter les me^mes arcs (mais pas forcement dans le
me^me ordre). (4.2) et (4.3) s'occupent de la conservation du ot pour tous les sommets de ~G
et toutes les etapes k. (4.4) impose que si un arc | dont le dernier sommet est i 2 V | a
ete desservi en k, il soit un arc de passage en k+1. (4.5) et (4.6) assurent le lien entre les ykij
et xkij. (4.7) certie que chaque chemin partiel passe par k are^tes exactement. Notons que le
choix du depo^t est fait par (4.2).
L'exemple introductif














































Figure 4.1 Une solution optimale de l'exemple introductif pour le modele L2.
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4.1.2 L3
Une maniere de calculer les cou^ts cumulatifs est l'approche dite du grand M . Disons tout
de suite que nous ne sommes pas parvenus a l'utiliser ecacement me^me si cette approche
donne des modeles relativement reduits par le nombre de variables et par le nombre de
contraintes. Nous l'introduisons ici pour illustrer la beaute de ces modeles 3. Comme nous
le verrons par la suite, les bi obtenues sont parmi les plus mauvaises. Ceci s'explique par
les grandeurs M disproportionnellement grandes qu'il faut considerer pour borner des cou^ts
cumulatifs ou des cou^ts de plus courts chemins. Ce phenomene est bien connu.
Comme nous ne considerons que des arcs et pour pouvoir utiliser une ecriture plus simple,
nous utilisons un graphe auxiliaire (voir la gure 4.2 page 53) forme uniquement de sommets
representants des arcs du graphe original. Cet ensemble de sommets est note V et nous
notons le graphe auxiliaire par G = (V ;;). Soit i un arc desservi a la periode k   1 et j
l'arc desservi a la periode suivante k, nous notons par c(i;j) le cou^t d'un plus court chemin
entre le dernier sommet de i et le premier sommet de j. Ces distances seront bornees par un
grand M :
M = max fdist(v1;v2) : v1;v2 2 V g:
Soit une are^te e 2 E. Nous noterons par e1 et e2 les deux arcs correspondants de V .
Les variables
Deux familles de variables sont utilisees : la premiere indique si oui ou non un arc donne
est desservi a la periode k et la seconde permet de calculer exactement le cou^t d'une liaison
inter-clients pour la solution correspondante.
yka =
(
1 si on dessert l'arc a en ke position.
0 sinon.
zk = cou^t de la liaison inter-clients entre les arcs desservis en (k   1)e et ke position.
3. La lectrice est invitee a decortiquer cette me^me approche dans un cadre encore plus naturel en












(m  k + 1)
0@X
a2 V







e2) = 1 8 e 2 E (4.8)X
a2 V
yka = 1 8 k 2 f1; : : : ;mg (4.9)
(yk 1i   1) M + ykj  c(i;j) 6 zk 8 i;j 2 V ; 8 k 2 f2; : : : ;mg (4.10)X
(ij)2 V :
i est le depo^t
y1ij = 1 le depo^t (4.11)
et les variables yka sont binaires et les variables z
k sont entieres positives ou nulles. Notons
que les indices i et j representent des arcs dans les contraintes (4.10) mais representent des
sommets dans les contraintes (4.11).
(4.8) impose que toute are^te du graphe original soit desservie alors que (4.9) impose qu'a
toute periode k determinee une et une seule are^te (un arc) du graphe original soit desservie.
(4.10) permet de calculer ce que cou^terait une liaison inter-clients si les arcs i et j etaient
desservis en (k   1)e et ke positions respectivement. Finalement, (4.11) designe le depo^t.
L'exemple introductif





















G = (V ;;)
Figure 4.2 Une solution optimale de l'exemple introductif pour le modele L3. On transforme
le graphe original en dedoublant les are^tes par des arcs. Les eches en pointille ne representent
aucune variable et indiquent seulement l'ordre dans lequel on dessert les trois arcs.
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4.1.3 L4
Comme nous le verrons dans la suite, l'approche du modele L3 est trop grossiere pour
obtenir de bonnes bi. Nous ranons cette approche en calculant explicitement les cou^ts des
liaisons inter-clients.
Le graphe auxiliaire pour ce modele est construit comme suit. Nous dedoublons les are^tes
par des arcs et nous representons chacun de ces arcs par un sommet comme sur la gure 4.3.
Soit V cet ensemble de sommets. Nous relions deux sommets entre eux si les deux arcs
correspondants sont tels que la destination de l'un est l'origine de l'autre et nous notons
par A cet ensemble d'arcs. Le cou^t d'un tel arc (i;j) 2 A est le cou^t de l'are^te representee
par l'arc j. Nous rajoutons aussi les arcs suivants dans l'ensemble A. Pour modeliser le depo^t,
nous rajoutons un sommet ctif s que nous relions seulement aux arcs qui debutent par le
depo^t avec le cou^t d'utiliser ceux-ci. Nous construisons aussi des arcs de tous les sommets
de V vers le sommet ctif s avec un cou^t nul pour modeliser un retour ctif au depo^t. Nous





























G = (V;E) G = (V [ fsg; A)
Figure 4.3 Le graphe auxiliaire utilise pour le modele L4. On transforme le graphe original
en dedoublant les are^tes par des arcs. Les arcs de cou^t nul de retour de chacun des sommets
de V vers le sommet ctif s ne sont pas representes.
55
Les variables
Chaque are^te e 2 E doit e^tre desservie et est representee par une paire d'arcs e1 et e2.
Pour savoir quel est l'arc qui a ete desservi, nous utilisons une variable binaire 4 qkei qui in-
dique si oui ou non l'arc ei a ete desservi a la periode k :
qka =
(
1 si on dessert l'arc a a la periode k.
0 sinon.
Nous rajoutons des variables pour construire un diametre a chaque etape k :
xkij =
8><>:
1 si on utilise l'arc j apres avoir emprunte l'arc i dans le diametre
de la periode k.
0 sinon.
4. Nous utilisons une variable qkei pluto^t qu'une variable y
k
ei pour pouvoir la distinguer plus facilement




















= 1 8 e 2 E (4.12)X
a2 V
































xk+1aj 8 a 2 V ; 8 k 2 f1; : : : ;mg (4.17)
X
a2 V :9(s;a)2 A
x1s;a = 1 Le depo^t. (4.18)
et les variables xkij et q
k
a sont binaires.
Chaque are^te du graphe original doit e^tre desservie gra^ce a (4.12) et (4.13) impose qu'a
toute periode k une are^te soit desservie. Nous y ajoutons les contraintes de conservation de
ot (4.14) ainsi que des contraintes de propagation individuelle de ots (4.15). Le liens entre
les deux familles de variables est assure par (4.16) et (4.17). Le depo^t quant a lui est specie
par (4.18).
L'exemple introductif
















Figure 4.4 Une solution optimale de l'exemple introductif pour le modele L4.
4.1.4 L5
Pour ce modele, nous exploitons le fait qu'une solution optimale doit necessairement pas-
ser par des plus courts chemins comme nous l'avons demontre pour le lemme 3 a la page 7.
La gure 4.5 montre le graphe auxiliaire utilise. Nous decomposons le graphe en ses are^tes
en dedoublant ses sommets et nous ajoutons pour chaque pair de sommets (i;j) representant
un plus court chemin possible, une are^te (en trait discontinu sur la gure 4.5) dont le cou^t
est celui du plus court chemin. Le nouveau nom des sommets est obtenu comme suit : une
are^te (i;i) du graphe auxiliaire representant une are^te originale (;) recoit un indice i












G = (V [ fsg;E [ E)
Figure 4.5 Le graphe auxiliaire du modele L5.
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Un sommet ctif s est rajoute pour permettre la creation de la tournee depuis le depo^t.
Le nouveau graphe ainsi obtenu est G = (V [ fsg;E [ E) avec V l'ensemble des sommets
dedoubles de G et E l'ensemble des are^tes representants les plus courts chemins. Les are^tes
entre les sommets de V et s sont de cou^t nul.
Nous modelisons la construction d'une solution optimale en exigeant qu'a chaque etape
un nouveau chemin partiel soit construit a partir du chemin partiel de l'etape precedente.
Les variables
Nous utilisons une famille de variables binaires representants des parties de chemins par-
tiels que nous separons en deux categories pour plus de clarte : la premiere concerne les
are^tes 2 E du graphe et la deuxieme correspond aux plus courts chemins 2 E utilises dans
la construction de ces chemins partiels. Nous utilisons la me^me lettre pour decrire les deux








1 si on prend l'are^te f 2 E dans le chemin partiel de l'etape k.
0 sinon.
Nous ne tenons pas compte de l'orientation des are^tes car le fait d'exiger que le chemin
partiel soit compose d'are^tes et de liaisons inter-client couple avec l'exigence que le premier


















vke = k et
X
f2E
vkf = k 8 k 2 f1; : : : ;mg (4.19)
vk 1e  vke et vk 1f  vkf 8 e 2 E;8 f 2 E; 8 k 2 f2; : : : ;mg (4.20)X
e2E:S2e
vke  1 et
X
f2E:S2f
vkf  1 8 S 2 V [ fsg; 8 k 2 f1; : : : ;mg (4.21)X
f2E;f\e 6=;




vk 1e 8 f 2 E; 8 k 2 f2; : : : ;mg (4.23)X
f2E;s2f
v1f = 1 Le depo^t (4.24)
et toutes les variables vke et v
k
f sont binaires.
(4.19) indique que dans chaque chemin partiel a l'etape k il faut avoir k are^tes. (4.20)
exige qu'un chemin partiel a l'etape k passe par le chemin partiel a l'etape k  1. Un chemin
partiel ne passe qu'une seule fois par un sommet et c'est ce que (4.21) demande en ne per-
mettant pas d'avoir plus de deux are^tes pendantes en un sommet. (4.22) indique qu'une are^te
est connectee par un plus court chemin dans un chemin partiel. Les liaisons inter-clients a
deux etapes consecutives doivent e^tre reliees entre elles, ce que permet (4.23). Le choix du
depo^t est fait gra^ce a (4.24)
L'exemple introductif
La construction de la solution optimale trouvee par CPLEX est resumee dans la gure 4.6.
4.1.5 L6
Nous reprenons l'approche et la nomenclature du modele L5 mais cette fois-ci en ne

































Figure 4.6 Une solution optimale de l'exemple introductif par le modele L5.
deux modeles assez dierents.
Les variables
Cette fois-ci, nous marquons la dierence entre les variables pour les are^tes originales et
les variables pour les liaisons inter-clients. Nous utilisons donc deux familles de variables.
Dans le modele L5, ces deux are^tes font essentiellement partie de chemins partiels alors qu'ici
nous avons une solution realisable construite a partir d'une alternance de ces are^tes. En fait,
la veritable raison de les distinguer sera fournie plus tard lorsque nous verrons que la donnee
des variables sur un type d'are^tes (are^tes originale du graphe ou are^te de plus courts che-
mins) permet de retrouver les valeurs des variables sur l'autre type d'are^tes.
xke =
(




1 si on prend le plus court chemin f 2 E en ke position.
0 sinon.
A nouveau, nous ne tenons pas compte de l'orientation des are^tes pour les me^mes raisons
que celles enoncees pour le modele L5. Cet ajout sera fait pour les are^tes originales dans le











xke  (m  k + 1)  c(e) +
X
f2E





xke = 1 8 e 2 E (4.25)X
e2E
xke = 1 8 k 2 f1; : : : ;mg (4.26)
mX
k=1
ykf  1 8 f 2 E (4.27)X
f2E




f )  2xke 8 e 2 E; 8 k 2 f1; : : : ;m  1g (4.29)X
f2E:f\e 6=;





ykf  1 8S 2 V (4.31)X
f2E:t2f
y1f = 1 Le depo^t (4.32)
et toutes les variables xke et y
k
f sont binaires.
(4.25) impose que chaque are^te du graphe doit e^tre desservie alors que (4.26) demande
qu'a chaque periode une seule are^te soit desservie. Chaque plus court chemin ne peut e^tre
utilise qu'une seule fois au plus (4.27) et pour chaque etape un plus court chemin doit e^tre
utilise (4.28). Il ne reste plus qu'a connecter les plus courts chemins avec les are^tes et faire
commencer la solution au depo^t. Chaque are^te doit e^tre coincee entre deux plus courts che-
mins (4.29) sauf la derniere desservie qui ne touche qu'un seul plus court chemin (4.30).
En chaque sommet, il ne peut y avoir qu'un seul plus court chemin, ce qu'indique (4.31).
Finalement, nous exigeons de partir du depo^t gra^ce a (4.32).
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L'exemple introductif












Figure 4.7 Une solution optimale de l'exemple introductif pour le modele L6.
4.1.6 L7
Nous peaunons notre approche des modeles L5 et L6 dont nous reprenons le graphe
auxiliaire de la gure 4.5 page 57 legerement modie en dupliquant le sommet ctif : la
solution part d'un sommet ctif s pour aboutir en un sommet ctif t. L'ajout du sommet t
pour le depo^t nous permet de faciliter l'implementation du modele. Nous en reparlerons
lorsque nous aborderons le modele L8 qui utilise lui aussi ces deux sommets ctifs. Cette
fois-ci, nous rajoutons de l'information en renforcant le fait de devoir desservir une are^te
dans un seul sens avec l'introduction de variables qS.
Les variables
Trois familles de variables sont utilisees. La premiere famille concerne les liaisons inter-
clients (les variables ykf ) et la deuxieme famille concerne les are^tes (les variables x
k
e). Ces
deux familles indiques si ces liaisons inter-clients et ces are^tes sont utilisees ou pas dans la
construction du diametre de la periode k. La troisieme (les variables qS) permet de renforcer
le sens du service sur les are^tes.
xke =
(









1 si le sommet S 2 V [ fs;tg est le premier ou dernier sommet
d'un diametre.
0 sinon.
Notons que la connaissance des valeurs des variables xke ou y
k
f permet de reconstituer les










xke  (m  k + 1)  c(e) +
X
f2E







ykf = 1 8 S 2 V [ fs;tg (4.33)
mX
k=1
xke = 1 8 e 2 E (4.34)X
f2E
ykf = 1 8 k 2 f1; : : : ;mg (4.35)X
e2E
xke = 1 8 k 2 f1; : : : ;mg (4.36)




ykf   xke  qS 8 k 2 f1; : : : ;mg;8 S 2 V;S 2 e (4.38)
  1 + qS 
X
f2E:S2f
ykf   xk 1e  1  qS 8 k 2 f2; : : : ;m+ 1g;8 S 2 V;S 2 e (4.39)







et les toutes les variables xke , y
k
f et qS sont binaires.
(4.33) impose une liaison inter-clients par sommet alors que (4.34) impose que toutes
les are^tes soient desservies. Nous ne pouvons utiliser qu'une seule liaison inter-clients par
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periode, ce que (4.35) nous conrme. De la me^me maniere, une seule are^te doit e^tre desservie
par periode comme l'indique (4.36). Nous renforcons le sens du service sur les are^tes gra^ce
a (4.37). Le lien entre les liaisons inter-clients et les are^tes est fait avec (4.38) et (4.39).
Finalement, (4.40) s'occupe du depo^t materialise par les deux sommets ctifs s et t.
L'exemple introductif



















qC3 = 0qB3 = 1
x1A1B1 = 1
y1A1s = 1
Figure 4.8 Une solution optimale de l'exemple introductif pour le modele L7.
Mentionnons qu'en introduisant des variables qkS comme sur la gure 4.9, nous ne sommes
pas parvenus ni a obtenir de meilleures bornes ni a obtenir de nouvelles coupes.
qkS =
8><>:
1 si le sommet S 2 V [ fs;tg est le dernier sommet
d'une are^te desservie a l'etape k.
0 sinon.
La gure 4.9 illustre les variables qkS.
4.1.7 L8
Ce modele est notre modele principal, celui que nous avons nalement retenu pour




ykf = 1 x
k
e = 1
Figure 4.9 Les variables qkS pour le modele L7.
professeurs Angel Corberan de l'Universite de Valence et Jose Mara Sanchs de l'Universite
Polytechnique de Valence. Cette fois-ci, nous forcons le sens de passage et sur les are^tes et
sur les liaisons inter-clients en utilisant des variables qui tiennent compte du sens de passage.
Il a ete obtenu a partir du modele L7 dont nous avons retire les variables dependantes xke
et qS. Puis nous avons oriente les variables au sens ou nous avons deux jeux de variables
pour toute paire de sommets (i;j).
Nous appelons le graphe auxiliaire mixte que nous utilisons dans l'elaboration du modele L8,
le graphe auxiliaire eclate.
Le graphe auxiliaire eclate














Figure 4.10 Le graphe auxiliaire eclate du modele L8.
Le graphe auxiliaire eclate est construit comme suit. Pour chaque are^te e 2 E, il existe
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une are^te non dirigee correspondante e 2 Er, de sorte que jEj = jErj = m. Les sommets
correspondants forment l'ensemble V et celui-ci est donc de cardinalite jV j = 2m. Nous
rajoutons des arcs diriges entre chaque paire de sommets de V qui ne sont pas relies pas
une are^te de Er. Ces arcs sont au nombre de 4m(m   1) et correspondent aux plus courts
chemins. Finalement, deux sommets ctifs s et t ainsi que des arcs diriges du sommet ctif s
vers les sommets correspondants au depo^t et des arcs de chacun des sommets de V vers le
sommet ctif t sont rajoutes. Il y a deg(depo^t) + jV j are^tes dirigees de la sorte. Les are^tes
dirigees constituent l'ensemble Asp.
Au total, dans le graphe auxiliaire eclate, il y a 2m + 2 sommets, jErj = m are^tes non
dirigees qui correspondent aux are^tes originales et jAspj = 4m(m   1) + deg(depo^t) + jV j
arcs qui correspondent a des plus courts chemins.
Sur la gure 4.10, nous avons V = fa1;a2;b1;b3;c2;c3g. Les sommets s et t ne font pas
partie de l'ensemble V . L'ensemble Er represente les are^tes du graphe auxiliaire eclate
qui correspondent aux are^tes originales : Er = f(a1;b1);(a2;c2);(b3;c3)g. Parfois nous au-
rons besoin de conna^tre l'orientation de ces are^tes, nous utiliserons alors l'ensemble Ar =
f(a1;b1);(b1;a1);(a2;c2);(c2;a2);(b3;c3);(c3;b3)g




Pour parler facilement de correspondances entre le graphe original et le graphe auxiliaire
eclate, voici deux conventions bien utiles.
Pour tout sommet i 2 V , i 2 V represente le sommet correspondant dans le graphe
d'origine. Par exemple sur la gure 4.10, le sommet a1 est le sommet a du graphe original.
Pour tout sommet i 2 V , { 2 V represente le sommet adjacent de l'are^te (i;{) 2 Er, i.e.
(i;  {) 2 E. Par exemple, sur la gure 4.10, l'are^te (a1;a1) est l'are^te (a1;b1).
Nous voici armes pour decrire le modele.
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Les variables
Pour chaque liaison inter-clients entre les sommets i;j 2 V qui ne sont pas relies par une





{ Pour les sommets i;j 2 V :
ykij =
8><>:
1 si on utilise la liaison inter-clients i  j en ke position,
ce qui implique que l'are^te originale (j;|) est desservie en ke position .
0 sinon.
{ Pour les sommets s et t 62 V :




1 si on utilise le depo^t represente par D.
0 sinon.
{ Pour tout sommet v 2 V :
ym+1vt =
(
1 si le sommet v 2 V est le dernier parcouru avant t.
0 sinon.
Le cou^t des variables
Soient d : VV! N : (v1;v2) 7! d(v1;v2) la fonction qui retourne le cou^t des plus courts
chemins entre deux sommets de V et c : V  V ! N0 : (v1;v2) 7! c(v1;v2) la fonction qui
retourne le cou^t des are^tes du graphe original.
Les arcs reliant s aux sommets representant le depo^t ainsi que ceux qui relient tous les
sommets v 2 V a t ont un cou^t nul. Les cou^ts c sur les arcs (i;j) 2 Asp restants sont les
cou^ts d(i;  j) des plus courts chemins entre les sommets correspondants dans le graphe
original plus le cou^t c(j;  |) de l'are^te originale (j;  |) 2 E du graphe original :






















vt = 1 8 v 2 V (4.41)X
(i;j)2Asp





yk+1{q 8 i 2 V ;8 k 2 f1; : : : ;mg (4.43)
et les toutes les variables ykij sont binaires.
(4.41) impose que chaque are^te originale (v;v) soit desservie. Il y a une certaine redon-
dance en exigeant que cette contrainte soit respectee pour chaque sommet v 2 V . Le premier
terme y1sv n'est a rajouter que si v 2 V represente un depo^t. La contrainte (4.42) dicte
qu'a chaque periode k, un plus court chemin doit e^tre visite. Seule une contrainte pour
une periode donnee est veritablement necessaire. Finalement, les equations de ots (4.43)
permettent d'obtenir une tournee. (4.43) est une facon concise d'ecrire l'egalite qu'il faut
















Notons que le depo^t est encode directement dans le choix des are^tes (i;j) 2 Asp.
Ce modele est tres similaire a la formulation a 3 indices de Picard et Queyranne pour le
probleme du voyageur de commerce dependant du temps (Picard et Queyranne, 1978).
L'exemple introductif












Figure 4.11 Une solution optimale detaillee de l'exemple introductif pour le modele L8.
4.2 Comparaisons sommaires des modeles
Nous faisons ici une premiere comparaison empirique des modeles presentes avant de
passer dans la section 4.3 suivante a des comparaisons theoriques plus detaillees.
Nous utilisons quinze graphes 5 de reference appeles g1 a g15. Les cinq premiers graphes
ont ete construits pour reeter diverses situations possibles. Passons-les en revue pour en
specier les caracteristiques. Le graphe g1 n'est rien d'autre que le graphe de l'exemple intro-
ductif de la page 8. Sa caracteristique est d'e^tre un graphe eulerien mais dont le cou^t exorbi-
tant d'une de ses are^tes empe^che un chemin eulerien simple comme solution. Le graphe g2 a
ete concu de telle sorte que la solution optimale passe m fois sur la premiere are^te desservie,
m 1 fois sur la deuxieme are^te desservie et ainsi de suite. Le graphe g3 est une grille unitaire
modelisant typiquement nos villes nord-americaines. Le graphe g4 possede des cou^ts sur ses
are^tes qui dierent tous par au moins une puissance de 10 forcant une tournee optimale a
desservir les are^tes par cou^t croissant et a une structure assez speciale. Quant au graphe g5,
il possede une are^te directement accessible depuis le depo^t mais avec un cou^t tellement eleve
qu'elle doit e^tre desservie en dernier. Les dix autres graphes ont ete generes au hasard avec
des cou^ts compris entre 1 et 100 et l'ensemble de ces 15 graphes a ete choisi pour illustrer
toutes les relations de dominance entre les huit modeles.
5. La lectrice pourra se referer a l'annexe A page 192 pour plus de details. En particulier, le tableau A.1
reprend les caracteristiques les plus communes de ces quinze graphes.
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4.2.1 Comparaison du nombre de variables et de contraintes
Une premiere etude consiste a comparer les parametres les plus evidents des modeles :
le nombre de variables et le nombre de contraintes. Le tableau 4.1 presente un comptage
sommaire de ces nombres.
Tableau 4.1 Bornes superieuresab sur le nombre de variables
et de contraintes pour chacun des modeles proposes
Modeles #Variables #Contraintes
L1 2m2 +mn m2 +mn+ 3m






+ 2mn+ 2m  n
L3 2m2 +m  2 4m3   10m2 + 6m
L4 4m2   2m+ n 6m2 + 4m+ 1
L5 2m3   2m 4m3   4m2 + 6m+ 1
L6 2m3  m2 + 2m 3m2 +m+ 2n+ 1
L7 2m3 + 5m2 + 4m+ 2 2mn+ 3m+ 2n+ 2
L8 4m3   8m2 + 6m+ n 2m2 +m+ n+ 1
a Parfois certaines contraintes ou variables facilement eliminables par
un pre-traitement sommaire n'ont pas ete comptabilisees.
b Nous avons systematiquement assume que le depo^t etait de degre n.
Les modeles comprenant moins de variables et de contraintes comme les modeles L1 et L4
peuvent sembler plus attrayants que des modeles ayant nettement plus de variables et de
contraintes comme le modele L8 mais nous ne sommes pas parvenus a utiliser ecacement
ces modeles. Comme nous le verrons dans la prochaine section, les bi obtenues sont nette-
ment plus mauvaises pour les modeles L1 et L4 que pour le modele L8 par exemple. Pire,
nous ne sommes pas parvenus dans une approche de separation et evaluation progressive
(Branch and Cut) a trouver des coupes ecaces alors que le modele L8 s'y pre^te bien comme
nous le verrons dans les prochains chapitres.
Le nombre de variables des modeles L6-L8 est enorme. Par exemple, pour le graphe
complet K10 a 10 sommets, le modele L8 utilise 348 614 variables. Ce nombre astronomique
de variables est a mettre en parallele avec le nombre de variables requis pour toute solution
realisable : 45. Nous y reviendrons par la suite.
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4.2.2 Comparaison des relaxations lineaires
Pendant notre recherche d'un meilleur modele, l'obtention de meilleures bi a ete un critere
important. Les huit modeles choisis sont en fait ceux qui possedent les meilleures bi parmi
tous nos modeles.
Introduisons des nouvelles notations pour les bi. Notons par zrel(A,G) la bi d'un modele A
pour un graphe G donne. Si zrel(B,G) 6 zrel(A,G) peu importe le graphe G, nous disons que
le modele A domine le modele B et nous notons cela par zrel(B) 6 zrel(A). Notons par zopt(G)
la valeur optimale du probleme du postier chinois cumulatif pour un graphe G donne.
La gure 4.12 montre les bi obtenues par CPLEX pour les huit modeles sur l'ensemble
des quinze graphes de reference. Il faut interpreter cette gure comme suit. En abscisse, nous
avons les quinze graphes. En ordonnee, nous avons l'ecart relatif entre la valeur optimale du




Plus les valeurs sont proches de zero, meilleures sont les bi. Nous pouvons voir au moins
deux tendances sur cette gure 6. La premiere est que le modele L8 domine clairement sauf
pour le graphe g3 ou il est domine par le modele L5. La deuxieme est que, a part pour les
cinq premiers graphes qui ont des structures tres particulieres, les modeles L1-L7 ont des
comportements relativement similaires.
Dans la gure 4.13, nous avons ordonne les modeles L1-L8 par valeur de plus grande bi
pour chacun des quinze graphes. Le graphe qui a la meilleure bi obtient la premiere place
et a une ordonnee egale a 1 et se trouve donc situe le plus haut. Le modele qui obtient la
deuxieme plus grande bi obtient la deuxieme place et l'ordonnee 2 et ainsi de suite. S'il y
a x modeles ex quo a la deuxieme place par exemple, nous leur donnons tous la deuxieme
place et le modele suivant se voit attribue la 2 + xe place et l'ordonnee correspondante.
Un examen attentif de la gure 4.13 permet de deduire toutes les relations de dominance
de la proposition 19 page 87. Nous pouvons nous demander si nous avons bien obtenu toutes
les relations de dominance et la reponse est oui comme nous le demontrons dans la section 4.3.



























Figure 4.12 Les ecarts relatifs zopt zrel
zopt
pour les huit modeles sur les quinze graphes de













































Figure 4.13 Positionnements relatifs des bi pour les huit modeles.
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4.2.3 Comparaison des temps de resolution du PPCC
Nous continuons notre comparaison sommaire en comparant cette fois-ci les temps de
resolution pour resoudre le PPCC a l'optimalite. Nous avons utilise CPLEX sans modica-
tion de ses parametres. La gure 4.14 ne reprend que les temps pour seulement quatre de nos
quinze graphes de reference soit parce les temps de resolution sont trop petits (graphes g1,
g2, g5, g7 et g11 ), soit parce que les temps etaient trop longs (graphes g8 -g10 et g12 -g15 ).










































Figure 4.14 Temps de resolution en secondes pour les huit modeles sur quatre graphes.
L'echelle des ordonnees est logarithmique.
La gure 4.14 nous permet de voir qu'ici aussi, le modele L8 se comporte mieux que
les autres ce qui vu la qualite de ses bi n'est guere etonnant. Remarquons aussi que le
modele L5 se demarque par un temps de resolution nettement au-dessus de la moyenne. Par
exemple pour le graphe g6, il faut approximativement 6 secondes a CPLEX pour resoudre
le probleme avec le modele L8 alors qu'il lui faut approximativement 4835 secondes pour
resoudre ce me^me probleme avec le modele L5.
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4.3 Comparaisons analytiques des bornes obtenues par
relaxation des conditions d'integralite
Dans cette section, nous demontrons toutes les relations de dominance entre les modeles L1
a L8. Nous invitons d'ailleurs la lectrice a lire sans plus tarder l'enonce de la proposi-
tions 19 page 87 qui resume ces relations. Comme tous les modeles presentes sont lineaires
et possedent les me^mes solutions optimales 7, il nous sut de demontrer que toute solu-
tion 8 d'un modele A possede une solution equivalente dans un modele B pour en deduire
que zrel(B) 6 zrel(A), c'est-a-dire que le modele A domine le modele B. Les demonstrations
sont toutes basees sur le me^me schema. Nous presentons d'abord la transformation qui per-
met de traduire une solution du modele A en une solution du modele B. Puis nous demontrons
que la solution ainsi obtenue est bien une solution realisable pour le modele B. Souvent nous
n'utiliserons qu'un (petit) sous-ensemble de contraintes du modele A pour demontrer la
realisabilite de la solution pour le modele B. C'est ce sous-ensemble de contraintes qui per-
met de mieux comprendre la relation entre les deux modeles.
Nous avons garde les nomenclatures propres a chacun des modeles y compris quand deux
modeles compares utilisent les me^mes lettres pour designer dierentes familles de variables.
Si la lectrice se donne la peine de savourer les demonstrations, le contexte lui permettra de
bien saisir de quelles familles il s'agit. Par souci d'economie de papier, certaines equivalences
- techniquement exigeantes mais ne representant qu'un intere^t limite et dont la lectrice peut
saisir les nuances rapidement - ont ete omises. Terminons en disant que toutes les sommations




pi pour le modele L8
sous-entend que l'on considere toutes les variables existantes pour un i et un k donnes, y
compris les cas extre^mes lorsque k = 1 ou k = m+ 1.
4.3.1 zrel(L1)  zrel(L4)
Lemme 11 zrel(L1)  zrel(L4)
Demonstration
Soit fxkij;qki g une solution relaxee du modele L4. Construisons une solution
correspondante de L1 a partir de celle-ci et verions qu'elle verie bien toutes les
7. Ceci n'est pas demontre mais considere comme acquis dans cette these. Nous renvoyons la lectrice a
l'annexe C page 194 pour un exemple de demonstration de l'equivalence entre les modeles L1, L2 et L3.
8. Parfois nous ne considererons que des solutions optimales.
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(1.6) et (1.7) s'obtiennent gra^ce a (4.18). Quant a (1.4) elle est automati-





v qui respectent les autres contraintes du modele L1.

4.3.2 zrel(L3)  zrel(L5)
Lemme 12 zrel(L3)  zrel(L5)
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Demonstration
Soit fvke ;vkfg une solution relaxee du modele L5. Construisons une solution




= vka   vk 1a > 0:









(vka   vk 1a ) = vma





e = m puisque jEj = m.




















= k   (k   1) = 1:
(4.10) est automatiquement respectee puisqu'il s'agit d'une contrainte qui




i est le depo^t




f = 1. En
eet, (4.24) impose que
P
(ij)2E
i est le depo^t
v1ij = 1 par (4.22) pour k = 1 et (4.23)
pour k = 2. Par consequent, la conguration du graphe auxiliaire du modele L3
nous permet de deduire (4.11).

4.3.3 zrel(L3)  zrel(L1)
Lemme 13 zrel(L3)  zrel(L1)
Demonstration
Soit fvke ;dke ;V kv ;Dkvg une solution relaxee du modele L1. Construisons une so-
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Cette solution respecte les contraintes du modele L3. En eet, (4.8) est res-



















(4.11) est respectee par (1.6) et (1.7). (4.10) nous donne une valeur pour les zk
et est donc automatiquement respectee.

4.3.4 zrel(L3)  zrel(L4)
Lemme 14 zrel(L3)  zrel(L4)
Demonstration
Soit fqka ;xkijg une solution relaxee du modele L4. Nous pouvons utiliser direc-




et (4.8) est l'equivalent de (4.12) tout comme (4.9) est l'equivalent de (4.13).
(4.10) est respectee automatiquement et (4.18) force (4.11).

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4.3.5 zrel(L2)  zrel(L4)
Avant de nous lancer dans la demonstration, faisons une remarque sur une propriete des
solutions optimales relaxee du modele L4. La gure 4.15 illustre une telle solution typique























Soit une solution optimale relaxee. Considerons un sommet a 2 V . Deux cas pour les
variables qka se presentent. Soit q
k









fonction objectif est lineaire, que nous minimisons et que toutes les autres contraintes du














aj . Par le me^me
raisonnement, nous avons dans toute solution optimale relaxee :X
i






Ce sont les seules deux possibilites pour une solution optimale relaxee. Des lors, celle-
ci consiste en une succession d'arcs respectant une certaine conservation de ots au sens
de (4.44) et (4.45). Nous appelons ces successions d'arcs des solutions partielles pour le
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modele L4. Nous avons deux telles solutions partielles sur la gure 4.15 : une en tirets et une
autre en pointilles.
Cette propriete se retrouve transposee sur le graphe original aussi car l'ensemble A des
arcs permis dans le graphe auxiliaire du modele L4 sont des arcs entrants et sortants d'un
me^me sommet : xkbc;de n'existe que si c = d. Si q
k
uv = 0, nous avons (4.44) qui se traduit
sur le graphe original par un passage a l'etape k sur l'arc a = (u;v) et sur un certain





a;uv > 0. Soit q
k
uv =  > 0. (4.45) se traduit sur le graphe original par un
passage a l'etape k sur a = (u;v) puis un passage a l'etape k+1 sur un certain arc j = (v;w).
Autrement dit, v est l'extremite nale d'un diametre et l'on dessert l'arc (v;w) a l'etape k,
ce qui est exactement la denition de qku;v lorsque nous considerons l'integralite. Ce sont ces
proprietes qui font que le modele L4 domine tant de modeles. Nous pouvons maintenant
passer a la demonstration du lemme suivant.
Lemme 15 zrel(L2)  zrel(L4)
Demonstration
Soit fxkij;qkag une solution relaxee optimale du modele L4. Nous construisons

















Verions maintenant qu'une telle solution est bien realisable pour le modele L2.
(4.1) est veriee par construction.
Pour voir que (4.2) est respectee, considerons deux cas. Premier cas, le som-



























Cette somme est bien nulle. Si i est l'extremite nale d'un diametre et que
l'on vient de desservir l'arc (v;i) alors qkvi =  2 . (4.16) et notre remarque plus
haut imposent qu'il existe un xka;vi =  2  et donc les deux termes s'annulent
dans (4.46). Nous pouvons donc nous debarrasser de la somme  si nous eliminons
deux a deux tous ces termes dans (4.46). Montrons que pour chacun des termes
restants de la somme  il existe un terme correspondant dans les termes restants
de la somme  et vice-versa.
Soit xla;ij un terme restant de la somme . Soit i est l'extremite nale d'un
diametre a l'etape l   1, dans ce cas nous avons vu qu'il existe un terme xl 1b;a et
par la remarque plus haut, les deux termes s'annulent dans (4.46). Soit 9 i est un





Soit xlui;iv un terme de la somme . Alors il existe forcement un x
l
b;ui correspon-
dant et de me^me valeur dans la somme  qui l'annule dans (4.46) par la remarque
plus haut.
Nous pouvons faire le me^me raisonnement pour tout terme de la somme  de
sorte que nous venons de demontrer que (4.46) est respectee lorsque le sommet i
n'est pas le depo^t.
Considerons maintenant le second cas : i est le depo^t. La seule dierence





s;iv = 1 par (4.18). Autrement dit, (4.2) sera toujours respectee et
egale a 1 dans ce cas.
9. i ne peut pas e^tre le dernier sommet d'un diametre a l'etape l puisque nous considerons xla;ij .
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qui est respectee et n'est rien d'autre qu'une sommation sur (4.17).



























a;ji. En sommant, nous
obtenons bien (4.5).






















ji) = 1 et le membre de gauche







 < 1 mais dans ce cas, des qu'un ot xk+pa;ij =  entre par exemple en (ij), par le
lemme 2 page 6 qui stipule que dans toute solution optimale on dessert une are^te
avant de la parcourir, ce ot desservira la portion de l'arc (i;j) pour une valeur
de  et qk+pij =  et donc (4.47) est veriee.
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4.3.6 zrel(L6)  zrel(L8)
Lemme 16 zrel(L6)  zrel(L8)
Demonstration
Pour pouvoir dierencier facilement les variables du modele L6 de celles du
modele L8, nous surmontons les variables du modele L6 par un tiret. Ainsi, ykij
represente une variable du modele L6 alors que ykij represente une variable du
modele L8.
Soit fykijg une solution relaxee du modele L8. Nous fabriquons alors la solution


























Montrons maintenant qu'une telle solution est realisable pour le modele L6.
























































































et est donc bien respectee.


















Finalement, (4.32) est obtenue par une application directe de (4.42) dans le
cas k = 1 et la structure du graphe auxiliaire utilise pour le modele L8.

4.3.7 zrel(L7)  zrel(L8)
Lemme 17 zrel(L7)  zrel(L8)
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Demonstration
Comme pour la demonstration precedente, nous surmontons les variables du
modele L7 par un tiret pour les distinguer des variables du modele L8.
Soit fykijg une solution relaxee du modele L8. Construisons une solution

























et qs = 1; qt = 1:















































[1 + 1] = 1:











































(4.37) est evidemment veriee.
85
(4.38) et (4.39) sont respectees par construction. Par exemple :
X
f2E;S2f
























































































et donc (4.38) est respectee. Par un raisonnement similaire, nous pouvons mon-
trer que (4.39) est respectee aussi.
Finalement, (4.40) est l'equivalent de qs = 1; qt = 0 et (4.41) dans les cas
ou k = 1 et k +m+ 1.

4.3.8 zrel(L4)  zrel(L8)
Cette derniere demonstration est tres technique et demanderait un nombre de pages
considerable si nous ecrivions explicitement tous les details. Nous esquissons ici les grandes
lignes, la rendant susamment intelligible pour que la lectrice puisse suivre notre raisonne-
ment et verier par elle-me^me la justesse de nos propos.
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Lemme 18 zrel(L4) 6 zrel(L8)
Demonstration
A partir d'une solution optimale du modele L8, nous construisons une solu-
tion realisable correspondante pour le modele L4. Voici tout d'abord une expli-
cation du deroulement de la demonstration. Soit fykijg une solution optimale du
modele L8 relaxe. Gra^ce au lemme 2 (toute are^te doit e^tre desservie avant d'e^tre
parcourue dans toute solution optimale), nous pouvons deduire qu'une telle solu-
tion sera composee de circuits partant du depo^t et revenant a ce depo^t, desservant
une portion des are^tes avant de les emprunter et utilisant m are^tes pas forcement
distinctes. Ce sont exactement les solutions partielles que le modele L4 accepte.
Plus exactement, soit une solution relaxee optimale fykijg du modele L8. Les
trois contraintes (4.41)-(4.43) du modele L8 font que necessairement cette so-
lution est constituee de p circuits partant et retournant au depo^t en passant
par m are^tes pas necessairement distinctes. Comme de plus, il s'agit d'une so-
lution optimale, aucune portion d'are^te n'est parcourue avant d'avoir ete des-
servie gra^ce au lemme 2. Nous appelons ces circuits des solutions partielles
pour le modele L8. Si  = ykij > 0 alors il existe un plus court chemin i =
v0   v1   v2   : : :  va = j dans le graphe original tel que chaque are^te aura ete










ylvi;d) > : (4.48)
Ceci est une condition sine qua non pour pouvoir construire une solution corres-
pondante du modele L4. Revenons aux p circuits composes chacun de m are^tes.
Nous pouvons leur assigner a chacun un ot fl qui sera le ot minimum sur tout
le circuit. Gra^ce aux contraintes (4.41)-(4.43) combinees nous pouvons demontrer
que
Pp
l=1 fl = 1.
Construisons maintenant une solution correspondante pour le modele L4
comme suit. Pour chacun de ces p circuits, nous construisons une solution partielle
correspondante pour le modele L4. Soit S = fy1s;v1 ; y2v2;v3 ; : : : ; ymv2m 2;v2m 1 ; ym+1v2m;tg
une telle solution partielle de la solution optimale du modele L8 et soit  le ot
minimal sur ce chemin :  = minfykij 2 Sg. Pour chacune des variables ykij 2 S
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construisons un plus court chemin correspondant dans le graphe original tel











Lorsqu'un xkia;ab n'est pas nul, nous ajoutons la valeur  a sa valeur.
Par construction et suite a la discussion precedent le lemme 15 page 78, nous
pouvons deduire que la solution ainsi construite respecte toutes les contraintes
du modeles L4.

4.3.9 Relations de dominance entre les modeles
Proposition 19 (Relation de dominance entre les modeles)
Les seules relations de dominance entre les modeles L1, L2, L3, L4 L5, L6, L7 et L8 sont
les suivantes :















































Toutes les relations exprimees ont ete demontrees dans des lemmes cites. Il
faut aussi bien su^r inclure les relations obtenues par transitivite. Pour les non
relation de dominance, il existe des graphes pour lesquels aucune relation ne
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peut e^tre respectee comme nous l'avons vu sur la gure 4.13 de la page 72. Par
exemple, nous voyons que pour le graphe g11 zrel(L2, g11 ) 6 zrel(L1, g11 ) alors
que pour le graphe g12 cette relation est inversee. Il ne peut donc pas y avoir de
relation de dominance entre les modeles L1 et L2.

4.4 Conclusions
Modeliser un probleme est un art dicile. Nous avons essaye plusieurs voies pour com-
biner les deux exigences du probleme du postier chinois cumulatif : l'existence d'un chemin
partant d'un depo^t et qui passe au moins une fois par toutes les are^tes du graphe et le calcul
du cou^t cumulatif de ses are^tes.
Nos premieres tentatives furent de modeliser le probleme sur le graphe original en considerant
des variables sur les are^tes comme pour le modele L1 mais tres vite nous avons ete confronte
a deux problemes. D'une part, les bornes obtenues n'etaient pas tres bonnes et d'autre part
nous etions incapables de trouver des coupes eectives. Deux problemes redhibitoires dans
une approche de Branch and Cut : non seulement nous partons loin de la valeur de la solution
optimale mais en plus nous trainons en chemin.
Nous nous sommes donc tournes vers des modelisations qui exigent la construction d'un
graphe auxiliaire. Par exemple en modelisant le probleme sur des arcs representes par des
sommets ou bien en utilisant la propriete du lemme 3 qui permet de se concentrer sur l'uti-
lisation de plus courts chemins entre les are^tes desservies. Encore faut-il savoir comment
calculer les cou^ts cumulatifs sur les are^tes. Une tentative fut l'approche du grand M, par
exemple dans les modele L10 (voir la section D.1.1 dans l'annexe) ou L3. Si ces modeles sont
relativement economes en nombre de variables, ils donnent des bornes mediocres et nous les
avons delaisses pour cette raison. Nous nous sommes des lors concentres sur des modeles cal-
culant explicitement les cou^ts cumulatifs comme le modele L4 et nous nous sommes rendus
compte que plus nous mettions de l'information, meilleures etaient les bornes obtenues. C'est
ainsi que l'utilisation de plus courts chemins dans la solution comme pour le modele L6 ou la
contrainte de ba^tir un chemin partiel a l'etape k a partir du chemin partiel de l'etape k   1
comme pour le modele L5 nous donnent de meilleures bornes que celles obtenues pour les
premiers modeles. En poussant plus loin cette logique, nous avons renforce l'orientation du
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service sur les are^tes comme pour le modele L7 et nalement force l'orientation des plus
courts chemins dans le modele L8. A chaque fois, les bornes s'ameliorent mais au detriment
d'un nombre plus eleve de variables et de contraintes. Le modele L8 possede ainsi un nombre
astronomique de variables et un nombre consequent de contraintes. Nous verrons dans la
suite comment nous avons aborde ce probleme d'abondance de variables et de contraintes.
Un autre aspect que nous avons totalement passe sous silence est celui des coupes. Nous
avons aussi recherche une modelisation nous permettant d'obtenir facilement des coupes ef-
caces. La aussi, nous avons construit le modele L8 pour obtenir des coupes ecaces comme
nous le verrons dans les chapitres suivants.
La proposition 19 montre toutes les relations de dominance entre les huit meilleurs
modeles L1-L8 que nous avons developpes. Le seul modele qui ne soit pas domine par le
modele L8 est le modele L5. La force du modele L5 est d'exiger qu'un chemin partiel soit
construit a partir d'un chemin partiel de l'etape precedente mais cette exigence se modelise
dicilement pour le modele L8.
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Chapitre 5
RESOLUTION DU MODELE L8 :
PREMIERE APPROCHE
All that came afterward is just icing on the cake.
Vasek Chvatal (Applegate et al., 1994)
Nous abordons une premiere approche basee essentiellement sur la parite de certains en-
sembles pour resoudre le modele L8. L'idee de la parite est simple : certains sous-ensembles
doivent e^tre pair ou impair pour toute solution realisable et nous pouvons transformer cette
idee en des inegalites valides globalement (coupes) ou localement (regles de branchement).
Tout au long de notre recherche, nous avons trouve plusieurs familles d'inegalites valides
pour nalement nous rendre compte que certaines de ces familles n'etaient qu'une autre facon
d'exprimer une me^me idee. De fait, la richesse du modele L8 nous permet d'exprimer une
me^me idee de dierentes facons et c'est un theme recurrent dans ce chapitre et le suivant.
Si ces dierentes ecritures sont equivalentes d'un point de vue theorique, il en va autrement
lorsque nous les appliquons comme nos tests experimentaux le montrent.
Notre premier algorithme pour resoudre le probleme du postier chinois cumulatif est un
algorithme de separation et evaluation progressive (Branch and Cut) relativement depouille
avec le modele L8. Nous utilisons trois types de branchements, une seule facon de selectionner
les nuds pendant la recherche peu importe le branchement utilise, quelques pre-traitements
sur les variables, quelques familles d'inegalites ainsi qu'une heuristique pour obtenir une so-
lution realisable de depart. Cette approche nous permet neanmoins de deja battre un solveur
comme CPLEX par un facteur de 3 a 58 sur nos graphes de reference lorsque nous utilisons
notre algorithme avec ce me^me CPLEX pour resoudre les PL.
Nous commencons ce chapitre par une discussion sommaire sur la dimension du modele
ainsi que la diculte d'obtenir rigoureusement la dimension de l'enveloppe convexe de ses
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solutions realisables dans la section 5.1. Pour discuter plus facilement de certains concepts,
notamment les sommes utilisees, nous utilisons les conventions faites dans la section 5.2.
Nous exposons notre heuristique brievement dans la section 5.3. A la section 5.4, nous mon-
trons comment nous debarrasser de certaines variables par pre-traitement pour apres entrer
dans le vif du sujet dans la section 5.5 : nos premieres inegalites valides ecaces. Dans cette
section 5.5, nous voyons egalement quelles sont les relations entre ces familles d'inegalites
valides. Nous developpons une certaine generalisation des inegalites de parite sous la forme
des inegalites generalized co-circuit que nous exposons dans la section 5.6. Nous voyons trois
branchements dans la section 5.7 et nous dissequons tous ces ingredients de facon pratique
dans la section 5.8 reservee aux resultats experimentaux. Finalement, nous concluons dans
la section 5.9.
La section 5.5 sur les inegalites valides est le resultat d'une collaboration avec les pro-
fesseurs Angel Corberan de l'Universite de Valence et Jose Mara Sanchs de l'Universite
Polytechnique de Valence.
5.1 Discussion sommaire du modele L8
5.1.1 Une surabondance de variables et de contraintes
Ce qui saute aux yeux, c'est le gigantisme du modele. Le nombre de variables et de
contraintes est resume dans le tableau 5.1. La premiere colonne donne le nombre exacte de
variables et de contraintes pour le modele alors que la deuxieme colonne donne le nombre
de variables et de contraintes lorsqu'on considere la periode de temps 1 comme une periode
comme les autres, i.e. lorsqu'on considere tous les sommets de V comme des depo^ts potentiels.
Modele de base Borne superieure
#var 4m3   8m2 + 6m+ deg(depo^t) 4m3   8m2 + 7m
#cons 2m2 +m+ 1 + deg(depo^t) 2m2 + 2m+ 1
Tableau 5.1 Nombres exacts et approches de variables et de contraintes dans le modele L8.
Dans le tableau 5.2 nous calculons le nombre de variables et de contraintes que comprend







contraintes ! Ces nombres astronomiques sont impressionnants et
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suggerent fortement une approche de decomposition.
Graphes #var #cons
K10 348 614 4 105
K102 484 953 509 799 49 010 050
K103 498 499 503 500 997 999 499 001 000 500
K104 499 849 995 003 500 099 979 999 4 999 000 100 005 000
K106 499 998 499 999 500 003 500 000 999 997 999 999 499 999 000 001 000 000 500 000
K10k  106k2  10
4k
2
Tableau 5.2 Nombre de variables et de contraintes pour des graphes complets pour le
modele L8.
Ce sont les contraintes (4.43) qui sont les plus nombreuses comme le montre le tableau 5.3.
Graphes #Contrainte (4.41) #Contrainte (4.42) #Contrainte (4.43) Total
2m m+ 1 2m2   2m+ deg(depo^t) 2m2 +m+ 1 + deg(depo^t)
K10 90 46 3 969 4 105
K102 9 900 4 951 48 990 250 49 010 050
K103 999 000 499 501 498 999 501 999 499 001 000 500
K104 99 990 000 49 995 001 4 998 999 950 019 999 4 999 000 100 005 000





Tableau 5.3 Nombre de contraintes detaille par type de contraintes pour des graphes com-
plets.
Nous nous occupons de reduire le nombre de variables soit par pre-traitement (section 5.4
page 97) soit par generation de colonnes (section 6.1.3 page 149).
5.1.2 La dimension du modele L8
Disons toute de suite que nos tentatives pour trouver la dimension de l'enveloppe convexe
du polyedre associe au modele n'ont pas abouti. Nous ne demontrons pas les resultats
preliminaires obtenus car nous voulons juste attirer l'attention sur la diculte de calcu-
ler rigoureusement cette dimension et une analyse trop detaillee nous emporterait trop loin.
D'une part, on peut demontrer que le polyedre n'est pas de pleine dimension. En fait, la
dimension reelle est sans doute bien plus petite voire un ordre de grandeur plus petite
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que 4m3   8m2 + 6m+ deg(depo^t). D'autre part, nos premieres recherches nous poussent a
croire que la dimension depend aussi du type de graphes envisages. Enn, mentionnons que
la recherche de points lineairement ou anement independants n'est pas aisee. Par exemple,
des points correspondants a des solutions realisables ne sont pas forcement lineairement
independants comme le montre l'exemple sur les gures 5.1 et 5.2.
La gure 5.1 represente un graphe et les are^tes originales du graphe auxiliaire eclate.

























Figure 5.1 Un graphe et les are^tes originales de son graphe auxilaire eclate. L'are^te (E;B)
a ete deplacee pour obtenir une representation plus simple sur la gure 5.2.
La gure 5.2 montre comment obtenir la solution realisable (f) a partir d'une combinaison
lineaire des solutions (a)-(e).
  =+ +
(b)(a) (c) (d) (e) (f)
Figure 5.2 La solution (f) est obtenue comme combinaison lineaire des solutions (a)-(e).
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5.2 Conventions pour le modele L8
Nous rassemblons ici les conventions que nous utilisons dans le reste de cette these.
Rappelons que nous avons deja vu quelques conventions a la section 4.1.7 page 64.
5.2.1 Les sommes
Comme le nombre de variables est important, nous utilisons plusieurs raccourcis d'ecriture
pour certaines sommes.
Pour tous sommets i et j, nous avons
yij = yij + yji:
Soient A;B  V [ fs;tg deux ensembles de sommets du graphe auxiliaire eclate et soit




















ykA;B pour les variables y
k
ij existantes:




























ykij pour les variables y
k
ij existantes:









ykij pour les variables y
k
ij existantes:
Pour tout sous-ensemble d'are^tes dirigees A  Asp et tout ensemble d'indices









ykij pour les variables y
k
ij existantes:
5.2.2 Les valeurs speciques
La cardinalite d'un ensemble V est le nombre d'elements de cet ensemble et est denotee
par #(V ) (ou plus brievement par #V ) ou jV j .
Pour tout ensemble de sommet S  V [ fs;tg denotons par (S) 2 N le nombre d'are^tes
originales sous-tendues par les sommets de S c'est-a-dire les are^tes de Er dont les deux som-
mets sont dans S.
Pour deux ensembles T1 et T2 d'indices de temps, denissons les valeurs
di max(T1;T2) = maxfjt1   t2j : t1 2 T1;t2 2 T2g
di min(T1;T2) = minfjt1   t2j : t1 2 T1;t2 2 T2g
5.2.3 Les ensembles
Pour tout sous-ensemble de sommets A  B (avec B = V ou B = V [ fs;tg), (A)
represente l'ensemble des are^tes (de E ou Asp respectivement), communement appele les
are^tes de la coupe (A B nA) (edge cutset), qui ont un sommet dans A et l'autre dans B nA.
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Le contexte permettra de comprendre par rapport a quel ensemble on prend le complement.
Pour tout sous-ensemble de sommets A  V [fs;tg, +(A) represente l'ensemble des arcs
de Asp qui ont un leur premier sommet dans A et le deuxieme dans V [ fs;tg n A.
Pour tout sous-ensemble de sommets A  V [fs;tg,  (A) represente l'ensemble des arcs
de Asp qui ont un leur premier sommet dans V [ fs;tg n A et le deuxieme dans A.
Pour tout sous-ensemble de sommets A  V [ fs;tg, (A) represente l'ensemble des arcs
de Asp qui ont leurs deux sommets dans A.
Soit T  f1; : : : ;m + 1g un ensemble d'indices de temps. Comme nous avons besoin des
me^mes indices mais avec un certain decalage, denissons l'ensemble d'indices de temps :
T+t = fk 2 f1; : : : ;m+ 1g : k   t 2 Tg:
De me^me, denissons
T t = fk 2 f1; : : : ;m+ 1g : k + t 2 Tg:
5.3 Recherche d'une solution initiale
Le benece d'une heuristique qui nous donne des solutions realisables des le debut de la re-
cherche est double. Dans ce chapitre, nous l'utilisons pour nous donner une borne superieure
sur la valeur de la fonction objectif. Dans le chapitre suivant ou nous generons nos variables,
elle nous permet de recolter aussi un lot de variables de depart pour la generation de colonnes.
Nous utilisons une enumeration simple des solutions realisables. L'heuristique enumera-
tion construit petit a petit une solution realisable suivant deux parametres  et  :  est le
nombre d'are^tes que l'heuristique teste a partir d'un chemin partiel donne alors que  est le
nombre d'are^tes eectivement prises dans la solution realisable. Evidemment  6 . La -
gure 5.3 illustre cette heuristique avec deux jeux de parametres : le cas (a) utilise (;) = (2;1)
et le cas (b) utilise (;) = (4;2). Alors que dans le cas (b) l'heuristique teste  = 4 are^tes
a l'avance au lieu de seulement  = 2 dans le cas (a), elle obtient un meilleur resultat dans










Figure 5.3 L'heuristique enumeration utilise les parametres (;) = (2;1) dans le cas (a)
et (;) = (4;2) dans le cas (b). La solution obtenue en (a) a pour cou^t 48 et est en fait une
solution optimale. La solution obtenue en (b) a pour cou^t 56.
L'avantage de cette heuristique est sa rapidite de sorte que nous pouvons l'appeler plu-
sieurs fois avec des parametres dierents pour obtenir un eventail de solutions realisables qui
nous seront precieuses dans les prochains chapitres.
5.4 Pre-traitements des variables
Nous discutons ici uniquement du pre-traitement des variables. Notons que seule une
moitie des variables est veritablement necessaire. En eet, si yli;j = 1 et y
l+2
o;p = 1 alors
necessairement yl+1j;o = 1. Nous utilisons cette propriete du modele tout au long de la re-
cherche d'une solution optimale. Par exemple, certaines regles de branchement ne considerent
que des variables pour les periodes de temps paires ou impaires. Nous n'en dirons pas plus
concernant cette abondance de variables 1.
Nous presentons maintenant quelques regles relativement simples 2 a implementer pour se
debarrasser d'un certain nombre de variables. Si le pre-traitement permet des gains signica-
tifs dans l'obtention d'une solution optimale dans un Branch and Cut ils doivent e^tre utilises
1. Il peut e^tre tentant de croire qu'un modele debarrasse de cette moitie de variables donnerait de meilleurs
resultats mais nous n'avons pas trouve comment faire cela intelligemment. Toutes nos tentatives dans cette
voie ont ete vaines. Ce que l'on gagne en reduisant le nombre de variables de moitie se paye avec un nombre
considerable de contraintes supplementaires.
2. Nous n'avons pas ecrit de pre-traitement valable uniquement sur un certain type de graphes. Ces pre-
traitements specialises permettraient d'eliminer des variables supplementaires mais demanderaient plus de
temps pour verier s'ils s'appliquent ou non sur un graphe donne.
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a bon escient dans une approche de generation de colonnes. Nous verrons a la section 6.3.1
du chapitre 6 qu'eliminer un maximum de variables n'est pas la strategie la plus ecace dans
ce cas.
5.4.1 Le pre-traitement mandatory edge
Ce pre-traitement concerne l'existence de plus courts chemins i ! j qui passent tous
obligatoirement par l'are^te originale (|;j). Le lemme 2 interdit d'utiliser une are^te avant de
l'avoir desservie. Nous pouvons donc nous debarrasser de toutes les variables ypij correspon-
dantes pour tous les p. Sur la gure 5.4 nous voyons par exemple que nous pouvons nous
debarrasser de toutes les variables ypax car il n'est pas possible de desservir l'arc (x;w) sans
passer prealablement par l'are^te (w;x) a partir du sommet a. Par contre, nous ne pouvons ex-
clure les variables ypav par exemple. Il est possible d'obtenir un plus court chemin a d v


















5.4.2 Le pre-traitement shortest path minimum number of edges
Si le plus petit 3 plus court chemin entre deux sommets i et j dans le graphe original
comporte p are^tes, alors toutes les variables ykij avec k  p peuvent e^tre xees a 0. En eet,
il n'est pas possible d'utiliser p are^tes alors que nous sommes dans une periode k  p. Sur
la gure 5.5, nous voyons que y2bd = 0 car il faut deux are^tes au minimum pour aller de b a d
en passant par un plus court chemin.









Figure 5.5 Le pesolveur shortest path minimum number of edges xe y2bd a zero car il est
impossible a la periode 2 d'utiliser un plus court chemin comportant 2 are^tes ou plus.
5.4.3 Le pre-traitement reachable edge
Denissons le temps minimum de passage T (e) sur une are^te originale e 2 Er. Il s'agit
du nombre minimal d'are^tes dans le graphe original pour rejoindre cette are^te a partir du

















Figure 5.6 Les nombres aches sont les temps minimums de passage sur les are^tes. Le
pesolveur reachable edge xe par exemple y2he et y
2
dl a zero.
Soit une variable ykij. Si
T (({;  i)) > k   1 ou T ((j;  |)) > k
alors ykij = 0. Dans le premier cas, nous ne pouvons pas partir a l'etape k de l'are^te ({;i)
car on ne peut pas atteindre cette are^te en k   1. Dans le deuxieme cas, on ne peut pas
desservir l'are^te (j;|) a l'etape k car elle est inatteignable a cette periode. Sur la gure 5.6,
nous trouvons par exemple que y2he = 0 (premier cas) et que y
2
dl = 0 (deuxieme cas).
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5.4.4 Le pre-traitement reachable shortest path
Soit Pvw l'ensemble de tous les plus courts chemins entre les sommets v et w du graphe
original. Denissons Tmax(p) pour un plus court chemin p 2 Pvw comme le temps de passage
maximum parmi les temps de passage des are^tes composant ce chemin p. Sur la gure 5.7 (a),
nous avons 2 plus courts chemins entre les deux sommets i et j : d'une part le chemin p1 :
i   v1   v2   j et d'autre part le chemin p2 : i   w1   w2   w3   w4   j pour un cou^t




























Figure 5.7 Les nombres aches en (a) sont les cou^ts sur les are^tes et ceux aches en (b)
sont les temps minimum de passage sur les are^tes. Le pesolveur reachable shortest path xe
par exemple y2ij et y
3
ij a zero.




alors ykij = 0 8 2  k  tij. Sur la gure 5.7 (b), on a tij = minf3;4g = 3 et donc y2ij =
y3ij = 0.
5.4.5 Le pre-traitement depot
Pour toute are^te originale (i;j) 2 Er telle que i correspond au depo^t, nous avons 8 v 2
V : (i;v) 2 Asp : y2iv = 0. En eet, soit nous empruntons (i;j) a la periode 1, soit nous




y2bw = 1. Dans les deux
















Figure 5.8 Le pesolveur depot xe y2iv a zero pour tout sommet v 2 V car il est impossible
de pouvoir partir de i a la periode 2. Toute les variables y achees sont a 1.
Pour la me^me raison invoquee et le fait que nous n'acceptons pas d'are^te parallele, nous
pouvons aussi xer y3iv a 0 8 v 2 V : (i;v) 2 Asp et i est le depo^t.
5.4.6 Le pre-traitement backward compatibility
Soit une are^te e 2 E du graphe original comme sur la gure 5.9. Regardons toutes les
facons d'aboutir a cette are^te a partir du sommet s en prenant des plus courts chemins
pour passer d'une are^te a une autre comme le requiert le lemme 3. Si nous voulons desservir
l'are^te e a la periode k = 2, nous voyons sur la gure 5.9 (b) qu'il n'y a qu'une seule facon de
faire : il faut desservir l'are^te e1 avant de desservir l'are^te e. Nous sommes donc assures de






























Figure 5.9 Le pesolveur backward compatibility permet de xer pratiquement les va-
riables y3e;e1 (voir (b)) et theoriquement les variables y
4
e;e1
(voir (c)) a 0.
Regardons sur la gure 5.9 (c) ce qui se passe si nous voulons desservir l'are^te e a la
periode k = 3. Il y a seulement trois facons de faire. A chaque fois, il faut passer par
l'are^te e1. Nous sommes donc assures de ne pouvoir desservir l'are^te e1 a partir de l'are^te e a
la periode k+1 = 4. Donc, y4e;e1 = 0. En procedant de la me^me maniere pour la periode k = 4,
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nous xerions y5e;e4 a 0.
Cette regle nous a paru trop compliquee 4 a implementer pour ne xer que tres peu de
variables. Il y a cependant un cas relativement simple qui a retenu notre attention. Celui ou
il n'existe qu'un seul plus court chemin ou plus exactement quand le plus court chemin com-
pose d'un nombre minimum d'are^tes est unique. C'est le cas (b) de la gure 5.9 pour l'are^te e.
Soit d le depo^t dans le graphe original et soit v 2 V n fdg un sommet tel qu'il existe un
plus court chemin unique avec un minimum d'are^tes : d = v0 v1 v2 v3 : : : vp 1 vp = v
qui comprend p are^tes. Soit s   (d;v1)   (v1;v2)   (v2;v3)   : : :   (vp 1;v) l'equivalent de ce
plus court chemin unique dans le graphe auxiliaire. Alors nous avons
yp+1fv;vp 1g;fd;v1;v2;:::;vp 2g = 0:
5.4.7 Le pre-traitement forward compatibility
Ce pre-traitement est le petit frere du pre-traitement back compatibility. Prenons la -
gure 5.10. Par un raisonnement analogue a celui utilise precedemment pour le pre-traitement back
compatibility, nous trouvons que les are^tes inatteignables a partir de l'are^te e a la periode k =
3 sont e3 et e5. Donc y
3
e;e3




Comme dans le cas back compatibility nous n'avons implemente que le cas des plus courts







Figure 5.10 Le pesolveur forward compatibility permet de xer pratiquement les va-




4. Ce n'est pas demontre dans cette these mais nos tests nous ont montre que ce pre-traitement n'est pas
tres ecace.
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Soit d le depo^t dans le graphe original et soit v 2 Vnfdg un sommet tel qu'il existe un plus
court chemin unique avec un minimum d'are^tes : d = v0 v1 v2 v3  : : : vp 1 vp = v qui
comprend p d'are^tes. Soit fe1;e2; : : : ;ekg l'ensemble des are^tes restantes du graphe original
qui ne sont pas adjacentes au chemin, i.e. ei \ vj = ; 8 i8 j. Alors nous avons
yp+1fvp 1;vpg;fe1;:::;ekg = 0:
5.5 Les inegalites de parite
Le travail presente ici est issu d'une collaboration avec le professeur Angel Corberan
de l'Universite de Valence et le professeur Jose Mara Sanchs de l'Universite Polytech-
nique de Valence. Nous presentons 9 familles d'inegalites valides 5 : 6 familles dont 3 ont ete
generalisees.
Les inegalites de parite traitent de la parite de certains ensembles. Par exemple, toute
tournee qui passe par un sommet donne de degre impair, devra necessairement repasser au
moins une fois de plus par ce sommet (inegalites vertex ). Ceci n'est possible que parce que
nous avons ajoute les sommets ctifs s et t. Sans ceux-ci, nous serions bien en peine de pou-
voir exiger une quelconque parite car rappelons que le probleme du postier chinois cumulatif
n'exige pas de retour au depo^t et qu'une solution optimale pourrait tres bien s'arre^ter en
n'importe quel sommet du graphe.
L'introduction d'un second sommet ctif nous permet de considerer l'are^te (s;t) comme
une are^te originale. Cet artice n'est pas indispensable mais permet de ne pas a avoir a
considerer le sommet s comme un sommet particulier et facilite donc l'implementation.
Petit a petit, nous nous sommes apercus que la richesse du modele L8 nous permet-
tait d'ecrire dieremment les me^mes familles d'inegalites. Certaines de ces familles trouvees
independamment se sont revelees e^tre l'expression de la me^me idee mais vue sous dierents
angles 6. Finalement, nous nous sommes rendus compte que toutes les familles d'inegalites
de parite peuvent s'exprimer par seulement deux d'entre-elles.
5. Par manque de place, nous ne demontrons pas la validite des ces inegalites ni ne presentons les algo-
rithmes de separation excepte pour les inegalites generalized co-circuit a la section 5.6.2.
6. La lectrice est renvoyee a la section 5.5.9 page 118 pour un resume de ces equivalences.
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Nous commencons cette section par deux lemmes qui nous permettent de demontrer les
equivalences entres les dierentes familles d'inegalites valides.
5.5.1 Deux lemmes importants
La conservation de ot assuree par les egalites (4.41) et (4.43) du modele nous permet,
pour tout ensemble S  V [ fs;tg de sommets, d'exprimer de maniere equivalente ce qui se
passe a l'interieur de cet ensemble par ce qui se passe sur la frontiere de cet ensemble et vice-
versa. Ainsi, nous pouvons exprimer les inegalites de parite de deux manieres dierentes. Le
lemme 20 suivant exprime mathematiquement cette relation entre l'interieur et la frontiere
d'un ensemble de sommets. La gure 5.11 illustre le propos.
(a) (b)
S S
Figure 5.11 Ce qui se passe a l'interieur (a) peut s'exprimer par ce qui se passe sur la
frontiere (b) et vice-versa.
Lemme 20 (Equivalence entre l'interieur et la frontiere)
8S  V [ fs;tg : y((S)) + 2 y((S)) = jSj (5.1)
Demonstration
Soit un ensemble S  V [fs;tg de sommets. Pour chacun des sommets de V ,
l'equation (4.41) du modele impose un ot de 1. Pour les sommets ctifs s et t
c'est l'equation (4.43) qui s'en charge. Donc, nous avons au total jSj ots pour
l'ensemble S.

Ce lemme nous permet d'ecrire tres simplement des relations equivalentes d'inegalites
entre y((S)) et y((S)) :
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y((S))  , y((S))  jSj   2  
y((S))  , y((S))  jSj   
2
:
Le lemme suivant exprime la conservation de ots pour tout coupe (edge-cutset) entre
deux ensembles A;B  V de sommets. La gure 5.17 page 112 decrit la situation. Sur la
gure, la coupe est d'ordre impair mais le lemme est valide aussi pour les coupes d'ordre








































Sommons le tout 8 k 2 f1; : : : ;m+ 1g pour obtenir (5.2).

Nous utiliserons aussi ce lemme dans la situation un peu plus simple de la gure 5.16









































Sommons le tout 8 k 2 f1; : : : ;m+ 1g pour obtenir (5.3).

5.5.2 Les inegalites vertex
Soit un sommet v 2 V et soit I  V l'ensemble des sommets correspondants dans V ,












La gure 5.12 illustre ces inegalites dans le cas d'un sommet de degre 3. (5.4) donne
une limitation sur le nombre de plus courts chemins possibles entre des sommets de V qui
representent le me^me sommet v 2 V. Nous ne pouvons utiliser plus d'are^tes que le nombre











Figure 5.12 Les inegalites (5.4) sont illustrees sur le sommet 3. Dans le graphe auxiliaire
eclate, le sommet 3 est represente par les trois sommets 32, 34 et 35 et seul un plus court





+ yk3432 + y
k
3235





5.5.3 Les inegalites clique
Les inegalite vertex (5.4) se generalisent dans deux directions : tout d'abord, on etend la
periode aux cas k = 1 et k = m+ 1 et donc aux sommets ctifs s et t, ensuite on considere
n'importe quel ensemble de sommets de V [ fs;tg et non plus seulement un ensemble de
sommets de V [fs;tg representants un me^me sommet v 2 V . La seule restriction - que nous
levons dans la generalisation des ces inegalites (voir les inegalites generalized clique (5.6)
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page 108) - est que l'ensemble de sommets ne comporte pas d'are^te de Er.


















Figure 5.13 Les inegalites (5.5) sont illustrees sur 5 sommets dont les deux sommets ctifs s
et t dans le graphe auxiliaire eclate et seuls deux plus courts chemins peuvent e^tre utilises










5.5.4 Les inegalites generalized clique
Considerons maintenant la possibilite d'avoir des are^tes de Er dans un sous-ensemble C
de sommets. Il est pratique de considerer que les sommets ctifs s et t forment une are^te
ctive (s;t). Denissons pour n'importe quel sous-ensemble C  V [ fs;tg :
~(C) =
8<:(C) + 1 si s;t 2 C(C) sinon
et ~Er = Er [ f(s;t)g.
Il est remarquable de constater que lorsqu'on considere un ensemble quelconque C de
sommets de V [ fs;tg, il y ait peu de dierence que l'on considere que les sommets soient
relies entre eux par des are^tes de ~Er ou pas. Le seul cas ou la distinction est importante est
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celui ou tous les sommets de l'ensemble C sont relies deux a deux par des are^tes de ~Er.





c si ~(C) < jCj
2
~(C)  1 si ~(C) = jCj
2
(5.6)
Il y a deux cas a distinguer. Le premier, lorsque ~(C) < jCj
2
(i.e. lorsque jCj est impair
ou bien lorsque jCj est pair mais que tous les sommets ne sont pas relies deux a deux par
des are^tes de ~Er), est similaire aux inegalites clique (5.5). La gure 5.14 montre toutes les
possibilites a une permutation des are^tes pres lorsque jCj = 5.
C
y((C))  2 y((C))  2 y((C))  2
C C
Figure 5.14 Les inegalites (5.6) sont illustrees sur 5 sommets. y((C))  b5
2
c = 2:
Le deuxieme cas, lorsque ~(C) = jCj
2
(i.e. lorsque jCj est pair et que tous les sommets
sont relies deux a deux par des are^tes de ~Er), se distingue des inegalites clique (5.5). C'est
le cas le plus interessant. La gure 5.15 montre toutes les possibilites a une permutation des
are^tes pres lorsque jCj = 6. Le cas qui nous interesse est represente sur l'ensemble le plus a
gauche sur la gure : il y a exactement 3 are^tes de ~Er pour 6 sommets et y((C))  2.
5.5.5 Les inegalites odd-cut
Ces inegalites indiquent que pour chaque sommet de degre impair dans le graphe original,
il faut passer au moins une fois de plus que ce degre dans le graphe auxiliaire. Ceci n'est vrai
que parce que nous avons introduit les sommets ctifs s et t ce qui impose de devoir passer
un nombre pair de fois par chaque sommet non ctif.
La gure 5.16 illustre ces inegalites pour le sommet 3 de degre 3 de la gure 5.12 page 106.
Soit I  V l'ensemble des sommets qui representent le sommet v 2 V et J  V l'ensemble
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C
y((C))  2 y((C))  3 y((C))  3 y((C))  3
C C C
Figure 5.15 Les inegalites (5.6) sont illustrees sur 6 sommets. Le cas le plus interessant
(extre^me gauche) est celui de l'ensemble avec 3 are^tes de ~Er. Dans ce cas y((C))  3 1 = 2
sinon y((C))  6
2
= 3
des sommets qui sont adjacents aux sommets de I par une are^te dans Er.
Pour tout sommet impair v 2 V , lorsqu'on compte le nombre de passages entre I et J ,
on obtient :






I;BnJ + 2  ykI;J + ykB;J + 2  ykB;I

+ ym+1I;t  deg(v) + 1 (5.7)
(5.7) decrit le fait qu'une solution doit passer par un sommet de degre impair au moins
une fois de plus que son degre. Dans l'inegalite (5.7), I = I(v) = fi 2 V : i = vg,









B(3) = V n I(3)
s
I(3)
Figure 5.16 Les inegalites odd-cut (5.7) sont illustrees sur le sommet 3 du graphe gauche
de la gure 5.12 page 106. Dans le graphe auxiliaire eclate, le sommet 3 est represente par







I;BnJ + 2  ykI;J + ykB;J + 2  ykB;I

+ y8I;t  4: Il est a noter que dans ce
cas precis, les termes 2  yks;I sont absents.
En gardant la me^me notation, les inegalites (5.7) peuvent s'ecrire de facon plus simple :
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+ ym+1I;t  1 (5.8)
En eet, puisqu'on sait qu'on va desservir les are^tes de Er, il faut juste imposer de repasser
au moins une fois de plus par la coupe I  B.
Proposition 23 (Inegalites odd-cut : equivalence entre (5.7) et (5.8))
Pour tout sommet impair v 2 V






I;BnJ + 2  ykI;J + ykB;J + 2  ykB;I

+ ym+1I;t  deg(v) + 1 (5.7)
,








+ ym+1I;t  1 (5.8)
Demonstration
Demontrons comment obtenir (5.8) a partir de (5.7). Le cheminement inverse
permet d'obtenir (5.7) a partir de (5.8).
Soit une coupe I J comme sur la gure 5.16 page 109 ou I est l'ensemble de
tous les sommets i 2 V qui representent un sommet v 2 V : I = fi 2 V : i = vg.














+ ym+1J;t = deg v (5.9)


































= deg v (5.10)
Prenons les inegalites odd-cut (5.7) :






I;BnJ + 2  ykI;J + ykB;J + 2  ykB;I

+ ym+1I;t  deg(v) + 1
(5.7)











+ ym+1I;t  1
ou encore








+ ym+1I;t  1 (5.8)

En resume, on peut ecrire l'inegalite de deux facons dierentes :






I;BnJ + 2  ykI;J + ykB;J + 2  ykB;I

+ ym+1I;t  deg(v) + 1 (5.7)








+ ym+1I;t  1 (5.8)
Dans la section 5.5.9 page 118 nous verrons que nous pouvons ecrire ces inegalites de
maniere encore plus simple.
5.5.6 Les inegalites generalized odd-cut
Soit une coupe A   B du graphe auxiliaire eclate comme sur la gure 5.17. L'ensemble
des sommets de V du graphe auxiliaire eclate est partitionne en deux ensembles A et B.
Soit I  V l'ensemble des sommets de V des are^tes de la coupe inclus dans l'ensemble A et
soit J  V l'ensemble des sommets de V des are^tes de la coupe inclus dans l'ensemble B.
112
Alors pour toute coupe A B d'ordre impair qui possede la conguration 7 de la gure 5.17,


























Figure 5.17 Les inegalites generalized odd-cut (5.11) sont illustrees sur le graphe gauche de la
gure 5.12 page 106 dont nous representons ici le graphe auxiliaire eclate. Toute solution doit









A;BnJ + 2  ykA;J + ykB;J + ykB;AnI + 2  ykB;I

+ y8A;t  4: Il est a
noter que dans ce cas-ci, il n'y a pas de terme 2  y1s;I .




















Remarquons que lorsque A = I, nous avons 2 Pmk=2 ykI;I  jA   Bj   1, c'est-a-dire les
inegalites clique (5.5).

































Demontrons comment obtenir (5.12) a partir de (5.11). Le cheminement in-
verse permet d'obtenir (5.11) a partir de (5.12).
Soit une coupe I   J comme sur la gure 5.17 page 112.
Sommons pour tous les sommets i 2 I et j 2 J l'equation (4.41) du modele.






































J;t = 2  jIj
(5.13)





















B;AnI   ykI;A + ykB;I   ykJ;A   ykJ;B
 ym+1J;t +ym+1AnI;t  1 jA Bj:
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B;AnI   ykI;A   ykA;I

+ ym+1AnI;t  1  jA Bj
ou


















Il existe cependant une ecriture encore plus simple de ces inegalites :








+ ym+1A;t  1 (5.14)
Remarquons que si A = I, nous obtenons les inegalites odd-cut (5.8).
Demontrons cette equivalence entre (5.11) et (5.14) :




















+ ym+1A;t  1 (5.14)
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Demonstration
Demontrons comment obtenir (5.14) a partir de (5.11). Le cheminement in-
verse permet d'obtenir (5.11) a partir de (5.14).
Soit une coupe I   J comme sur la gure 5.17 page 112.














+ ym+1J;t = jA Bj (5.15)











et soustrayons (5.15) de (5.11) membre a membre. Apres simplications, nous
obtenons :




















+ ym+1A;t   ym+1J;t  1:










































+ ym+1A;t  1
c'est-a-dire (5.14).

Ces inegalites peuvent aussi se formuler ainsi :
y1s;A + y
m+1


















Proposition 26 (Inegalites generalized odd-cut : equivalence entre (5.16) et (5.14))
y1s;A + y
m+1



























+ ym+1A;t  1 (5.14)
Demonstration
Remplacons y1s;A par 1  y1s;B et ym+1A;t par 1  ym+1B;t dans 5.14, nous obtenons
alors la deuxieme des inegalites 5.16. Une demarche analogue permet de trouver
la premiere des inegalites 5.16 en constatant que les inegalites 5.14 sont aussi
valides lorsqu'on remplace l'ensemble A par l'ensemble B.

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+ ym+1A;t  1 (5.14)
y1s;A + y
m+1


















5.5.7 Les inegalites odd-set
Les inegalites generalized odd-cut peuvent se generaliser de la facon suivante. Pour tout
ensemble impair I  V [ fs;tg de sommets, il faut un plus court chemin vers les autres
sommets :








+ ym+1I;t  1 (5.17)
(5.17) impose que tout ensemble impair de sommets soit relie a l'exterieur. La gure 5.18
illustre ces inegalites.
II
Figure 5.18 Les inegalites odd-set (5.17) sont illustrees : il faut un lien avec
l'exterieur.
Remarquons que lorsque l'ensemble I = Iv = fi 2 V : i = vg comprenant les
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sommets de V representant un seul sommet v 2 V du graphe original, nous retrouvons
les inegalites odd-cut (5.17). Lorsque nous sommes dans la conguration de la gure 5.17
page 112, les inegalites odd-set 5.17 ne sont rien d'autre que les inegalites generalized odd-
cut (5.14).
5.5.8 Les inegalites even-set
En considerant les inegalites odd-set (5.17), on peut se demander s'il n'existe pas des
inegalites similaires pour les ensembles pairs de sommets. Prenons un ensemble pair de
sommets S $ V d'are^tes originales. Alors nous avons
y((S))  2 (5.18)
(5.18) impose que tout ensemble pair de sommets de S representant un ensemble d'are^tes
originales soit relie a l'exterieur. La gure 5.19 illustre ces inegalites.
S $ V
Figure 5.19 Les inegalites (5.18) sont illustrees : il faut un lien avec l'exterieur.
5.5.9 Equivalences entre inegalites de parite
Le lemme 5.1 page 104 permet de demontrer relativement simplement l'equivalence entre
plusieurs inegalites de parite dans certaines conguration. Nous detaillons seulement la
demonstration de la proposition 27. Des demonstrations analogues et simples permettent
de demontrer les propositions 28-30.
Les inegalites vertex (5.4) et les inegalites odd-cut (5.7) sont en fait strictement equivalentes
comme le demontre la proposition suivante.
119
Proposition 27 (Equivalence entre inegalites vertex (5.4) et odd-cut (5.7))






















+ ym+1I;t  1 (5.8)
Demonstration
Il s'agit d'une consequence directe du lemme 5.1 page 104 et du fait que l'on
traite de sommets v 2 V de degre impair. Plus precisement :
y((Iv))  bdeg(v)
2
c = deg(v)  1
2




Les inegalites generalized clique (5.6) sont bien plus generales que les inegalites generalized
odd-cut (5.11) mais si on se trouve dans la conguration de la gure 5.17 page 112, alors
elles sont equivalentes.
Proposition 28 (Equivalence entre les inegalites gen. clique (5.6) et gen. odd-cut (5.11))
Soit la conguration de la gure 5.17 page 112. A;B  V , jAj;jBj impairs, A B coupe im-





y((A))  1 (5.11)
Nous avons le me^me type d'equivalence entre les inegalites generalized clique et les
inegalites odd-set.
Proposition 29 (Equivalence entre les inegalites generalized clique (5.6) et odd-set (5.17))
Pour tout ensemble impair I  V [ fs;tg de sommets, nous avons





y((I))  1 (5.17)
Et nalement, nous avons aussi l'equivalence entre les inegalites generalized clique et even-
set.
Proposition 30 (Equivalence entre les inegalites generalized clique (5.6) et even-set (5.18))
Pour tout ensemble pair I  V de sommets ne comprenant que des are^tes originales, nous
avons
y((I))  (I)  1 (5.6)
,
y((I))  2 (5.17)
Resumons les equivalences dans le tableau 5.4.
Tableau 5.4 Equivalences entre les inegalites de parite.
IMPAIR Interieur Exterieur
v 2 V : v impair inegalites vertex inegalites odd-cut
I = fi 2 V : i = vg y((I))  bdeg(v)
2
c , y((I))  1
A;B  V inegalites generalized clique inegalites generalized odd-cut
jAj;jBj impair y((I))  bjAj
2
c , y((A))  1
A B coupe impair
I  V [ fs;tg inegalites generalized clique inegalites odd-set
jIj impair y((I))  bjIj
2
c , y((I))  1
PAIR Interieur Exterieur
I  V inegalites generalized clique inegalites even-set
jIj pair et (I) = jIj
2
y((I))  (I)  1 , y((I))  2
Etudions maintenant l'inclusion des dierentes familles d'inegalites de parite. Nous dirons
qu'une famille X d'inegalites de parite est inclue dans une famille Y d'inegalites de parite si
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toute inegalite de X peut s'ecrire comme une inegalite de Y et nous noterons X  Y . Si de
plus, certaines inegalites de Y ne peuvent pas s'obtenir comme inegalites de X, l'inclusion
est stricte et est notee par X $ Y .
La propriete 31 suivante nous donne les relations d'inclusion pour les inegalites odd-cut,
generalized odd-cut et odd-set.
Proposition 31
odd-cut inequalities $ generalized odd-cut inequalities $ odd-set inequalities (5.19)
Demonstration
odd-cut inequalities  generalized odd-cut inequalities :
Soit Iv = fi 2 V : i = vg pour un sommet v 2 V de degre impair. Il sut de
prendre A = Iv dans (5.14) pour obtenir (5.8).
generalized odd-cut inequalities  odd-set inequalities :
Soient A et B comme sur la gure 5.17 page 112. Il sut de prendre I = A
dans (5.17) pour obtenir (5.14).
La stricte inegalite s'obtient en prenant des ensembles qui ne sont pas consideres
dans une famille mais bien dans l'autre.






Inegalites vertex = Inegalites odd-cut
Inegalites generalized clique
Figure 5.20 Les inclusions des familles d'inegalites de parite.
Cette section clo^ture les inegalites de parite. On peut se demander s'il n'y a pas moyen
de faire mieux et la reponse est oui comme nous le verrons dans la prochaine section.
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5.6 Les inegalites co-circuit
Les inegalites co-circuit ont ete introduites dans le paradigme du probleme du postier
chinois par G. Ghiani et G. Laporte dans leur article A branch-and-cut algorithm for the Un-
directed Rural Postman Problem (voir Ghiani et Laporte, 2000) mais ces inegalites etaient
connues avant. Ghiani et Laporte citent d'ailleurs un article de Barahona et Grotschel (voir
Barahona et Grotschel, 1986) qui introduit le nom de ces inegalites et citent d'autres references
concernant ces inegalites (voir Ghiani et Laporte, 2000, page 473). Nous pouvons utiliser ces
inegalites avec le modele L8. Cette adaptation est due aux professeurs Angel Corberan et Jose
Mara Sanchs.
5.6.1 Les inegalites co-circuit
Soit un ensemble de sommets S ( V [ fs;tg pair. Comme l'ensemble est pair, il faut
que y((S)) soit pair aussi. Nous savons donc que si un ot de 1 entre ou sort de cet
ensemble S, il en faut automatiquement un autre qui sort ou entre pour garder la parite.
Comme toutes les variables sont binaires, nous avons les inegalites valides suivantes :
y ((S) n feg) > ye 8 e 2 (S); S pair: (5.20)
La gure 5.21 illustre le cas ou ye = 1.
ye = 1
S ( V [ fs;tg
Figure 5.21 Les inegalites co-circuit (5.20) sont illustrees : comme S est pair et qu'une
are^te e entre ou sort de S, il en faut une autre qui sort ou entre de S.
Nous pouvons generaliser ces inegalites de la facon suivante. Soit un ensemble impair
d'are^tes F  (S), nous avons alors les inegalites valides suivantes :
y ((S) n F ) > y(F )  jF j+ 1 8 F  (S) et F impair; S pair: (5.21)
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Illustration des inegalites
La gure 5.22 permet de mieux comprendre les inegalites (5.21). Cette gure represente
une solution relaxee dont nous avons agrege les ots entre deux sommets pour toutes les







gardons les are^tes originales pour maintenir la connexite du graphe de support (support
































Figure 5.22 Les inegalites co-circuit (5.21) sont illustrees. S1 etS2 representent des inegalites
violees.
Si nous prenons S1 = f32;34;35;55g et F1 = f(55;57)g nous avons bien une inegalite co-
circuit violee :
y ((S1) n F ) = 1=3 > y(F1)  jF1j+ 1 = 1:
Un autre exemple est obtenu en prenant S2 = f43;44;46;66g et F2 = f(66;67)g.
5.6.2 Les inegalites generalized co-circuit
Nous pouvons generaliser les inegalites co-circuit lorsque l'ensemble de sommets S (
V [fs;tg est impair : il sut de considerer un nombre pair d'are^tes comme sur la gure 5.23.
Prenons F = fe1;e2g. Si ye1 = ye2 = 1 alors y ((S) n F ) > 1.
Soient S  V [ fs;tg et F  (S) tels que jSj+ jF j est impair. Nous avons alors :




S ( V [ fs;tg
Figure 5.23 Les inegalites generalized co-circuit (5.22) sont illustrees : le nouveau cas ou S
est impair et F pair.
Reconsiderons les deux cas :
Cas 1. S est pair et F est impair et nous avons les inegalites co-circuit (5.21).
Cas 2. S est impair et F est pair. Si F = ; alors nous obtenons y((S)) > 1 c'est-a-dire
les inegalites generalized odd-cut (5.14).
Nous pouvons donc considerer les inegalites generalized co-circuit comme une generalisation
des inegalites de parites sauf dans le cas ou l'ensemble S est compose uniquement d'are^tes
originales au sens de la section 5.5.8 sur les inegalites even-set. Dans ce cas, nous avons
y((S))  2. qui n'est pas repris par les inegalites generalized co-circuit.
Nous presentons maintenant deux procedures pour la separation. Tout d'abord une
procedure heuristique. Si celle-ci ne trouve aucune nouvelle coupe, alors nous utilisons la
procedure exacte presentee apres.
Procedure heuristique pour la separation







avec e = (ij). Nous construisons alors un graphe induit par les are^tes e telles que ye > 0 et
nous attribuons un ot he = minfye;1  yeg sur ces are^tes.
Nous detectons les composantes connexes C1; : : : ;Cp et travaillons sur chacune de ces
composantes suivant la parite de celles-ci :
Si Ci est impair Nous trouvons F  (Ci) avec F pair comme suit :
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Soit e 2 (Ci). Si ye > 0;5 nous prenons e dans F sinon e 2 (Ci) n F .
Si F est pair ou nul nous avons termine. Sinon, nous ajoutons ou enlevons une are^te
de F comme suit :
Soit f 2 F une are^te de ot minimal et g 2 (Ci) n F une are^te de ot maximal :
yf = minfye : e 2 Fg et yg = maxfye : e 2 (Ci) n Fg
Si j0;5   yf j < j0;5   ygj nous enlevons l'are^te f de F sinon nous ajoutons l'are^te g
dans F . Maintenant soit F = ; soit F est pair.
Si Ci est pair Nous trouvons F  (Ci) avec F impair comme suit en utilisant la me^me
demarche que ci-dessus. A la n, jF j > 1 et impair.
Dans les deux cas, une fois la composante connexe Ci et l'ensemble F calcules, nous testons





(1  ye) < 1
alors l'inegalite est violee.
La condition he > 0 peut e^tre remplacee par la condition he > ". Dans notre implementation,
nous essayons d'abord la procedure avec " = 0. Si aucune coupe n'est trouvee, nous recom-
mencons avec " = 0;2 puis " = 0;4 si necessaire. Si l'heuristique ne produit aucune coupe,
alors nous utilisons la procedure exacte suivante.
Procedure exacte pour la separation
Cet algorithme est base sur celui presente par Padberg et Rao (voir Padberg et Rao,
1982). Comme eux, nous calculons une coupe impaire de poids minimum dans un graphe G0.







avec e = (ij). Nous construisons alors le graphe G0 comme suit. La gure 5.24 reprend la
construction d'un tel graphe pour la solution relaxee presentee sur la gure 5.22.
Initialement, G0 contient tous les sommets v 2 V [ fs;tg du graphe auxiliaire eclate et
les are^tes e lorsque ye > 0. Tous les sommets sont etiquetes « impair ». Puis, pour chaque






































Figure 5.24 Le graphe G0 utilise pour separer les inegalites generalized co-circuit (5.22). Les
sommets marques par un P sont etiquetes « pair », tous les autres sont etiquetes « impair ».
L'ensemble S 01 indique une coupe violee car il s'agit bien d'une coupe impaire avec 7 sommets
etiquetes « impair » et de cou^t 1=3 < 1. L'ensemble S 02 indique une coupe violee du type du
troisieme cas.
gure 5.25 :
(i;ie) avec un ot de 1  ye et
(ie;j) avec un ot de ye.
et l'are^te e = (i;j) est enlevee. Le nouveau sommet recoit le l'etiquette « impair » et l'etiquette
du sommet i est change de « pair » a « impair » ou vice-versa.





Figure 5.25 Comment transformer une are^te dans le graphe G0.
Nous ajoutons maintenant toutes les are^tes e 2 Er avec un ot de 0 pour obtenir un
graphe G0 connexe. Soit une coupe (edge-cut) impaire (i.e. contenant un nombre impair de
sommets etiquetes « impair ») minimum. Si le cou^t de cette coupe est > 1, il n'y a pas
d'inegalite violee. Par contre, si la coupe a un cou^t < 1, nous avons une inegalite violee.
Soit S 0 l'ensemble de sommets d'un co^te de la coupe impaire. S 0 possede donc un nombre
impair de sommets etiquetes « impair ». Soit S = S 0 \ (V [ fs;tg), c'est-a-dire les sommets
originaux du graphes auxiliaire eclate et soit F le sous-ensemble des are^tes e 2 (S) telles
que les are^tes correspondantes avec un ot de 1   ye sont dans la coupe (S 0). On peut
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demontrer que l'inegalite correspondante est violee.
Pour calculer une coupe impaire de cou^t minimum, nous utilisons la procedure de Pad-
berg et Rao. Leur algorithme calcule un arbre de Gomory-Hu de coupes minimales. Chaque
are^te de l'arbre associee a une coupe impaire minimale de cou^t < 1 produit une inegalite
violee.
Sur la gure 5.24, l'ensemble S 01 represente une coupe impaire car S
0
1 contient 7 sommets
etiquetes « impair » et de cou^t = 1=3 < 1. L'inegalite violee correspond dans le graphe
auxiliaire eclate de la gure 5.22 aux ensembles :
S = f43;44;46;66g jSj pair
F = f(66;67)g jF j impair
que nous avions deja obtenue a la section precedente.
L'ensemble S 02 contient 9 sommets etiquetes « impair » et represente une coupe de cou^t =
1=3 < 1. L'inegalite violee correspond aux ensembles :
S = f55;43;44;46;66g jSj impair
F = f(55;57);(66;67)g jF j pair:
Remarques
1. Les inegalites odd set sont respectees sur la gure 5.23 puisque ces inegalites disent
tout simplement que y((S)) > 1. Les inegalites generalized co-circuit sont donc une
generalisation de celles-ci. Il sut de prendre F = ;.
2. Pour l'implementation de la methode de Padberg et Rao, nous utilisons explicitement
un calcul des arbres de Gomory-Hu. Il existe une implementation plus rapide proposee
par Letchford, Reinelt et Theis (voir Letchford et al., 2008) mais vu la taille relati-
vement modeste des graphes que nous solutionnons ce n'est pas vraiment necessaire.
Les arbres de Gomory-Hu sont d'ailleurs calcules par l'elegante procedure proposee par
Guseld (voir Guseld, 1990) qui ne necessite pas de contraction des sommets.
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5.7 Les regles de branchement
Nous en presentons trois dans cette section. La premiere, x max edge orientation,
semble a priori une excellente idee mais nous verrons dans la section 5.8.2 concernant les
resultats experimentaux que nalement cette regle n'est pas tres bonne. La deuxieme, x
max ow two vertices, peut para^tre trop simple a premiere vue mais va se reveler e^tre la
meilleure des trois. Dans les remarques qui suivent la formalisation de la regle, nous tenterons
d'expliquer pourquoi elle se comporte si bien. Enn, la troisieme, parity, nous est suggere
par des situations que les inegalites generalized co-circuit ne peuvent separer.
Une regle de branchement ne vaut rien sans une regle adequate pour selectionner les
nuds. SCIP met a notre disposition cinq regles (voir Achterberg, 2008, chapitre 6) de
selection des nuds dans un arbre de recherche :
nodesel bfs selectionne le meilleur nud;
nodesel dfs selectionne le nud suivant une recherche en profondeur d'abord;
nodesel estimate selectionne le nud avec la meilleure estimation fournie par SCIP;
nodesel hybridestim un mixte entre nodesel bfs et nodesel estimate;
nodesel restartdfs selectionne le nud suivant une recherche en profondeur d'abord et
de temps en temps selectionne le meilleur nud.
Si tres vite, nous avons pu eliminer les regles nodesel dfs et nodesel restartdfs, nous
n'avons pu, malgre des tests intensifs, dierencier veritablement et de maniere probante les
trois autres regles. Ceci est sans doute du^ a la taille relativement modeste des graphes sur
lesquels nous sommes capables de resoudre le probleme du postier chinois cumulatif. De
maniere quelque peu arbitraire, nous avons opte pour la regle nodesel bfs qui selectionne
le nud dont la relaxation lineaire est la plus grande.
5.7.1 Le branchement x max edge ow direction
Ce branchement est peut-e^tre le premier branchement auquel on pense en voyant des so-
lutions relaxees fractionnaires. La gure 5.26 montre typiquement ce qui se passe localement
pour les ots qui transitent par une are^te originale : les ots peuvent aller dans les deux sens
sur l'are^te.




























Figure 5.26 Dans une solution fractionnaire relaxee, les ots peuvent aller dans les deux
sens sur une are^te originale.
Idee
L'idee est de xer le sens du ot sur une are^te e = (i;j) 2 Er du graphe original. Pour
nous donner une certaine latitude, nous utilisons un parametre " 2 ]0;1=2] qui nous permet
de decider si nous choisissons une are^te pour laquelle le ot est equitablement reparti dans
les deux sens ("  0;5) ou un peu plus reparti dans un sens que dans l'autre ("  0;3) ou
encore au contraire tres fort reparti dans un sens et pas trop dans l'autre ("  0;1). Nous














Pour une telle are^te e = (i;j) 2 Er, nous rajoutons deux nuds a l'arbre de recherche :
un premier ou le ot est dirige de i vers j et un second ou le ot est dirige dans le sens
inverse de j vers i. Dans les deux cas, nous rajoutons une contrainte locale pour forcer le ot








ykpj = 1 pour forcer le ot de j a i.
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Remarques
Cette regle de branchement ne sut pas pour la recherche complete d'un optimum. Il
se peut tres bien que nous aboutissions a une branche de l'arbre de recherche ou tous les
sens des ots sur les are^tes originales ont ete xees sans pour autant pouvoir en deduire
quoi que ce soit. La gure 5.27 illustre un tel exemple. Dans ce cas, nous utilisons un bran-
chement complet supplementaire qui vient suppleer notre branchement x max edge ow
direction lorsque celui-ci est incapable de subdiviser une branche de l'arbre de recherche.
Nous developperons une telle regle de branchement dans la section suivante.
s
t
Figure 5.27 Un exemple qui ne peut pas e^tre separe par le branchement x max edge ow
direction. Toutes les are^tes de plus courts chemins ont un ot de 1=2.
5.7.2 Le branchement x max ow two vertices
Entre deux sommets non relies par une are^te originale, soit il y a du ot, soit il n'y en pas.
Ce constat tout simple va nous permettre pourtant de developper une regle de branchement
relativement ecace.
Idee
L'idee est de xer un ot agrege fractionnaire entre deux sommets : dans toute solution
realisable ce ot est a 1 ou a 0. Comment choisir les deux sommets? L'idee est de donner
un petit coup de pouce a toute solution fractionnaire relaxee, donc nous choisissons deux
sommets qui ont un ot agrege non nul entre eux. Pour nous donner une certaine latitude,
nous utilisons un parametre " 2 ]0;1[ qui nous permet de decider si nous prenons deux
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sommets qui ont un ot agrege important ("  1) ou au contraire un ot agrege moyen
("  1=2) ou encore un ot agrege insigniant mais reel ("  0). Nous prenons les deux









Soient i et j deux tels sommets. Nous rajoutons deux nuds a l'arbre de recherche : un
premier ou le ot agrege entre i et j est nul et un second ou le ot agrege est egal a 1. Dans








ji) = 0 pour empe^cher tout ot entre i et j.
Remarques
Cette regle de branchement est complete dans le sens ou elle permet la recherche de tout
l'arbre de recherche. Nous l'utiliserons frequemment pour poursuivre la recherche lorsque
d'autres regles de branchement ne peuvent plus separer une solution fractionnaire.
Cette regle de branchement est plus elaboree qu'il n'y para^t de prime abord. La si-
tuation decrite sur la gure 5.28 ne peut pas e^tre separee par une inegalite generalized
co-circuit (5.22).
L'ensemble S est pair et pourtant y((S)) = 3. Nous savons que dans ce cas, y((S)) 6 2
ou y((S)) > 4. En regardant de plus pres, nous nous rendons compte que le probleme se situe
au niveau des sommets i et j : y((fi;jg)) = 1 or nous devrions pluto^t avoir y((fi;jg)) = 0
ou y((fi;jg)) > 2. C'est exactement le branchement qu'opere notre regle lorsque " = 1=2.
5.7.3 Le branchement parity
En regardant localement des solutions relaxees fractionnaires qui ne peuvent e^tre separees
par les inegalites generalized co-cicrcuit, on peut se demander s'il n'y a pas moyen de brancher











Figure 5.28 Voici une situation que les inegalites generalized co-circuit ne peuvent separer.
En exigeant qu'un ot passe ou non entre les deux sommets i et j, nous pouvons creer deux
nuds dans l'arbre de recherche qui sont debarrasses de cette situation.
Idee
Les inegalites generalized co-circuit ne peuvent pas trancher dans certains cas simples










Figure 5.29 Situations ou la regle de branchement parity peut s'appliquer. Les ots sur les
plus courts chemins sont indiques. Dans le cas (a), l'ensemble S est impair et y((S)) = 2
alors que dans le cas (b), l'ensemble S est pair et y((S)) = 1.
Dans le cas (a) de la gure 5.29, l'ensemble S est impair et y((S)) = 2. Clairement, dans
toute solution realisable soit y((S)) = 1, soit y((S)) = 3. Le cas (b) est similaire. L'en-
semble S est pair et y((S)) = 1 alors que dans toute solution realisable soit y((S)) = 0,
soit y((S)) > 2.
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Formalisation
Soit une solution relaxee et soit S un ensemble de sommets tel que y((S)) 62 N ou bien
tel que cet ensemble soir pair alors que y((S)) est impair ou vice-versa, alors la regle de
branchement parity cree deux nuds dans l'arbre de recherche. Utilisons une nouvelle no-
tation pour nous simplier la vie. Soient bcp et dep le plus grand entier pair 6  et le
plus petit entier pair >  respectivement. Par exemple, b3;51cp = 2 et d3;51ep = 4. De la
me^me maniere, denissons bci et dei mais avec comme resultats des nombres impairs. Par
exemple, b3;51ci = 3 et d3;51ei = 5.















ji) > dy((S))ep (dy((S))ei) (5.24)
sont localement valides respectivement.
Remarques
Nous choisissons un ensemble S (pair ou impair) pour lequel la plus petite des deux
dierences en valeur absolue entre les membres de droite et de gauche de (5.23) et (5.24)
est maximale. Par exemple, entre un ensemble S1 avec jS1j = 5 et y((S1)) = 3;1 et
un ensemble S2 avec jS2j = 6 et y((S2)) = 3;1, nous choisissons S2 car la plus petite
dierence en valeur absolue pour S1 est min fj3  3;1j;j5  3;1jg = 0;1 alors que nous obte-
nons min fj2  3;1j;j4  3;1jg = 0;9 pour S2.
Ce choix est fait a l'aide d'une heuristique qui nous permet de selectionner des ensembles
pairs, impairs ou les deux a la fois et de privilegier de petits ou grands ensembles de som-
mets. Nous expliquerons les dierents parametres de cette heuristique dans la section 5.8.2
page 137 lorsque nous testerons les dierentes regles de branchement.
Si nous nous limitons a des ensembles S de deux sommets, cette regle n'est rien d'autre
que la regle x max ow two vertices. Si nous prenons seulement des ensembles S de trois
sommets ou plus, la regle n'est plus complete et doit e^tre suppleee par un branchement
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complet comme x max ow two vertices. La gure 5.30 montre une solution relaxee qui ne









Figure 5.30 Voici une solution que la regle de branchement parity ne peut separer si nous
considerons seulement des ensembles S avec jSj > 3.
5.8 Resultats experimentaux
Dans cette section, nous testons empiriquement les outils que nous avons developpes tout
au long de ce chapitre. Les resultats obtenus nous serviront de reference pour le prochain
chapitre.
Dans le cadre de cette these, nous considerons les solveurs comme des bo^tes noires
auxquelles nous ne touchons pas. Les deux solveurs retenus pour resoudre les programmes
lineaires (PL) sont SoPlex et CPLEX. Le premier est libre et l'autre non. Bien que SoPlex
ne soit pas le solveur libre le plus rapide 8 qui s'ore a nous, c'est le solveur fourni par defaut
avec SCIP et c'est celui qui benecie de la meilleure integration avec ce dernier. Bien que
relativement lent, il nous para^t extre^mement stable. En fait, c'est le seul solveur dont la
stabilite a toute epreuve nous a permis d'utiliser sans anicroche les approches presentees
dans le reste de cette these. Nous utilisons aussi le solveur CPLEX pour resoudre les PL, ce
qui nous permet de comparer de maniere plus equitable nos resultats avec le solveur CPLEX.
Remarquons aussi que si CPLEX a gagne en stabilite, nos premiers essais avec CPLEX 9
8. Voir les etudes comparatives de Hans Mittelmann sur le site www.neos-server.org/neos/
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ne furent guere concluants 9. Nous reviendrons sur ces problemes d'instabilite dans le prochain
chapitre.
5.8.1 Les pre-traitements sur les variables
Pour juger de l'utilite de nos algorithmes de pre-traitement sur les variables nous fai-
sons deux types de comparaisons. Tout d'abord, une comparaisons du nombre de variables
eliminees par nos pre-traitements avec le pre-traitement utilise par dierents solveurs bien
connus. Ensuite, pour juger de la qualite de ceux-ci, nous comparons les temps necessaires
a la resolution du probleme du postier chinois cumulatif sur quelques graphes de reference
avec et sans pre-traitement par notre algorithme de separation et evaluation progressive.
Comparaison du nombre de variables eliminees
Nous avons compare le nombre de variables eliminees par pre-traitement par les sol-
veurs SCIP et CPLEX avec nos propres pre-traitements. La gure 5.31 resume ces com-
paraisons sur les quinze graphes de reference. Nous utilisons les versions de base des pre-






























Figure 5.31 Une comparaison du nombre de variables eliminees par pre-traitement.
Remarquons plusieurs tendances sur la gure 5.31. Tout d'abord, plus les graphes sont
9. Par exemple pour le graphe g4, CPLEX 9 nous donnait 12 591 504 comme valeur optimale alors que
la vraie valeur optimale est 12 591 503.
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imposants (graphes g9 -g10 et g13 -g15 ), moins le nombre de variables eliminees est grand pro-
portionnellement quel que soit le pre-traitement considere. Plus inquietant, pour les graphes
les plus imposants, CPLEX n'est pas capable d'eliminer beaucoup de variables. SCIP quant
a lui est incapable d'eliminer quoi que ce soit et ce peu importe la taille des graphes. Nous
eliminons donc plus de variables (sauf pour le graphe g3 ), mais c'est pluto^t normal puisque
nous avons une meilleure connaissance du probleme. Dans la section suivante, nous verrons
aussi que ces pre-traitements nous permettent de faire des gains appreciables en temps pour
la resolution du probleme.
Nous n'avons pas juge pertinent de faire une comparaison pour les temps necessaires
aux pre-traitements : pour nos plus grands graphes de reference ces temps n'excedaient pas
les 0,17 secondes pour l'ensemble de nos algorithmes de pre-traitement.
Comparaison des temps de resolution avec et sans pre-traitement sur les variables
Pour des graphes de taille raisonnable 10, nous obtenons des gains en temps. Le solveur























Figure 5.32 Gains en temps avec les pre-traitements.
Le cas le plus impressionnant est celui du graphe g12 ou nous obtenons un gain en temps
de resolution de 58,43 %, mais me^me pour des graphes plus consequents comme le graphe g15,
nous obtenons un gain appreciable de 6,97 %. Nous reviendrons sur le pre-traitement des
variables a la section 6.1 lorsque nous aborderons la generation de variables.
10. Nous avons omis les graphes g1 -g5, g7 et g11 car leurs temps de resolution sont trop courts (6 0;10
secondes) pour e^tre signicatifs.
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5.8.2 Les regles de branchement
Nous commencons d'abord l'etude des branchements x max ow two vertices et x max
edge ow direction separement pour determiner quelles valeurs donner aux parametres res-
pectifs. Pour ce faire, nous les utiliserons sans ajouter de coupe.
Le cas du branchement parity est dierent. Comme il a ete concu pour palier les manques
des inegalites generalized co-circuit, il ne sert a rien de le tester sans la presence de celles-
ci. Plusieurs tentatives d'implementation de l'idee sous-jacente au branchement parity ont
ete testees. Malheureusement, aucune d'entre-elles ne s'est revelee veritablement ecace. Ce
branchement se revele donc e^tre le moins performant des trois.
Comme annonce dans la section 5.7, nous choisissons systematiquement le nud dont la
relaxation lineaire prend la plus grande valeur.
Nous commencons d'abord par traiter la regle de branchement x max ow two vertices
car nous l'utiliserons en parallele lorsque nous traiterons des deux autres branchements.
x max ow two vertices
La table 5.5 nous donne le nombre de nuds dans l'arbre de recherche ainsi que les
temps de resolution en secondes pour trois valeurs du parametre ". Rappelons que celui-ci
correspond a un ot cible entre deux sommets. Nous privilegions la paire de sommets dont
le ot agrege entre les deux se rapproche le plus de ".
Tableau 5.5 Nombre de nuds et temps pour x max ow two vertices.
Parametres Graphes
g6 g8 g12 g13
Nombre de nuds
" = 0;5 17 5 3 137
" = 0;9 17 9 5 207
" = 0;1 31 17 17 579
Temps en secondes
" = 0;5 0,97 2,93 2,69 286,59
" = 0;9 1,12 3,54 4,01 359,49
" = 0;1 1,46 4,31 3,66 741,68
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Sans surprise, la valeur 1=2 se revele e^tre le meilleur choix tant pour le nombre de nuds
obtenus que par rapport aux temps necessaires pour la resolution du probleme. C'est pour
cette valeur que nous perturbons le plus les solutions fractionnaires comme nous l'avons
mentionne dans les remarques qui suivent l'introduction de cette regle page 131. Nous xerons
dorenavant " a 1=2.
x max edge ow direction
Le tableau 5.6 presente les resultats avec la regle x max edge ow direction. Comme cette
regle de branchement n'est pas complete, nous la suppleons avec notre regle x max ow two
vertices lorsque la premiere est dans l'impossibilite de trouver de nouveaux nuds. Dans
le tableau 5.6, les lignes de la premiere partie correspondent respectivement au nombre de
nuds et au nombre d'appels a chacune des deux regles de branchement (tout d'abord x max
edge ow direction, puis x max ow two vertices). Par exemple, pour le parametre " = 0;5,
nous voyons que pour le graphe g6 nous avons du^ appeler notre branchement 18 fois (et donc
creer 36 nuds) ainsi que le suppleer une fois (avec creation de deux nuds supplementaires).
Rappelons que le parametre " 2 ]0;1=2] est un ot cible pour le plus petit ot agrege qui entre
ou sort d'un sommet d'une are^te originale. Dans la seconde partie, les lignes correspondent
aux temps d'execution pour les diverses valeurs d'" considerees.
Tableau 5.6 Nombre de nuds et temps pour x max edge ow direction.
Parametres Graphes
g6 g8 g12 g13
Nombre de nuds
" = 0;5 31 13 3 371
18 8 1 183
1 0 0 4
" = 0;3 33 13 5 505
17 6 3 250
1 0 0 4
" = 0;1 75 87 43 2511
29 39 20 1147
8 4 1 109
Temps en secondes
" = 0;5 1,55 4,59 2,83 652,01
" = 0;3 1,56 3,84 3,58 822,32
" = 0;1 1,49 5,28 3,62 1020,60
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Ici encore, nous trouvons 1=2 comme valeur optimale du parametre ". C'est eectivement
aussi pour cette valeur que nous modions le plus les solutions fractionnaires. Remarquons
que dans la plupart des cas, nous avons ete obliges de faire entrer en action la regle x max
ow two vertices.
parity et comparaison des trois regles de branchement
Comme le branchement parity sert a separer localement des situations que les inegalites ge-
neralized co-circuit ne peuvent pas traiter, il ne sert a rien de le tester sans l'utilisation de
ces inegalites. Nous avons essaye plusieurs variantes de ce branchement, mais comme les
tableaux 5.7 et 5.8 l'attestent, ce branchement est manifestement moins performant que les
deux autres. Dans le tableau 5.7, nous comparons le nombre de nuds obtenus avec 6 va-
riantes du branchement parity a celui obtenu par les meilleures versions des branchements x
max ow two vertices et x max edge ow direction sur cinq nouveau graphes. Ceux-ci ont
ete choisis de sorte qu'il n'y ait pas d'appel a la regle x max ow two vertices. Le but ici est
d'evaluer la performance des deux regles seules, sans interference avec la regle x max ow
two vertices.
Explicitons les parametres du tableau 5.7. La premiere colonne (parite) indique si nous
nous concentrons sur des ensembles de sommets impairs (i), pairs (p) ou les deux (p+i). Les
deuxieme et troisieme colonnes (min et max) indiquent respectivement le nombre minimal
et maximal de sommets consideres. Notons que dans les deux dernieres lignes, nous tolerons
des ensembles a seulement deux sommets. La quatrieme colonne (P/G) montre si - pour
des situations identiques - nous privilegions les petits (P) ou les grands (G) ensembles de
sommets. Nous retrouvons les temps de resolution correspondant dans le tableau 5.8.
Inutile de nous attarder sur une discussion des meilleurs parametres pour la regle parity,
car, comme le montrent les deux dernieres lignes des tableaux 5.7 et 5.8, les deux autres
regles de branchement sont plus ecaces.
Pour une comparaison utile entre les branchements x max ow two vertices et x max
edge ow direction, nous nous tournons vers la gure 5.33. Celle-ci montre le gain relatif en
temps de l'agorithme BC1 en utilisant x max ow two vertices par rapport a l'utilisation
de x max edge ow direction (avec la regle x max ow two vertices pour suppleer lorsque
necessaire) lorsque nous utilisons les inegalites valides vues dans ce chapitre. Ces gains ne
sont pas tres importants mais ils sont nets et nous avons tout intere^t a utiliser la regle de
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Tableau 5.7 Nombre de nuds pour les trois regles de branchement.
Parametres Graphes
b1 b2 b3 b4 b5
Branchement parity
parite min max P/G Nombre de nuds
p 3 10 P 55 49 23 3 55
p 3 10 G 39 63 31 5 62
p+i 3 10 P 17 141 31 3 55
p+i 3 10 G 39 123 27 5 61
p 2 10 P 9 19 25 3 71
p+i 2 10 P 11 17 33 3 65
Branchement x max ow two vertices
" = 1=2 9 21 15 5 45
Branchement x max edge ow direction
" = 1=2 12 39 13 5 9
Tableau 5.8 Temps en secondes pour les trois regles de branchement. L'ordre des lignes
correspond a celui du tableau 5.7.
b1 b2 b3 b4 b5
22,79 23,25 17,26 3,33 32,99
20,08 26,39 19,59 4,00 35,34
15,76 70,47 18,06 3,39 33,20
20,27 63,74 17,27 4,10 34,09
8,75 12,06 21,09 3,82 41,30
9,99 10,28 15,66 3,82 38,32
6,79 12,42 8,51 4,60 17,64
7,99 18,91 8,53 3,71 7,42
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Figure 5.33 Gains en temps relatifs (en %) avec l'utilisation de la regle de branchement x
max ow two vertices par rapport a l'utilisation de la regle x max edge ow direction lorsque
nous utilisons toutes les inegalites vues dans ce chapitre avec l'algorithme BC1.
5.8.3 Les inegalites valides
Pour montrer l'ecacite des inegalites valides, nous comparons la resolution d'abord avec
seulement les inegalites odd set, puis nous rajoutons les inegalites even set et enn nous ra-
joutons les inegalites generalized co-circuit. Cet ordre est optimal et est le seul que nous
presentons. Notre experience nous a aussi montre qu'il valait mieux utiliser toutes les coupes
detectees. Le branchement utilise est x max ow two vertices. Nous ne comparons pas nos
resultats a la resolution sans coupe, car SCIP est incapable dans ce cas de resoudre les
graphes g9 et g10 -g15 dans des temps raisonnables.
Le tableau 5.9 presente le nombre de nuds, les temps necessaires ainsi que le nombre
de coupes utilisees a chaque fois. Ainsi, pour le graphe g6, le nombre de coupes odd set uti-
lisees est 15, ce que nous indiquons entre parentheses (15). Dans la deuxieme ligne, (15/1)
represente l'utilisation de 15 coupes odd set et 1 coupe even set. Finalement, dans la troisieme
ligne, (15/1/1) indique l'utilisation de 15 coupes odd set, 1 coupe even set et 1 coupe gene-
ralized co-circuit.
Le tableau 5.9 nous montre clairement l'ecacite des inegalites odd set et even set. Par
contre, l'ajout des inegalites generalized co-circuit semble contre-productive. En fait, il faut
e^tre plus nuance et nous reviendrons sur leur ecacite au prochain chapitre lorsque nous
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Tableau 5.9 Nombre de nuds, temps necessaires (en secondes) et nombres de coupes de
parite utilisees pour 5 graphes de reference.
Graphes : g6 g8 g9 g10 g13
Inegalites n t # n t # n t # n t # n t #
odd set 3 0,54 (15) 5 4,47 (40) 91 726,59 (79) 5 186,65 (44) 3 61,10 (27)
+ even set 1 0,56 (15/1) 5 4,31 (34/3) 15 278,81 (81/2) 1 169,47 (28/2) 3 60,44 (27/1)
+ gen. co-circuit 1 0,57 (15/1/1) 5 4,58 (33/3/7) 15 296,64 (75/2/11) 1 174,03 (28/2/3) 3 58,33 (27/2/1)
introduirons de nouvelles coupes.
5.8.4 Comparaisons des temps de resolution
Nous prenons tous les ingredients vus jusqu'ici pour implementer un algorithme de Branch
and Cut BC1. La gure 5.34 nous montre la comparaison des temps de resolution pour
les graphes 11 g9 -g10 et g13 -g15. Les temps donnes sont relatifs par rapport au temps de
resolution de CPLEX, i.e. le temps pris par CPLEX vaut 100 %. Le temps reproduit est
le temps eectif utilise par la machine et non le temps reel qui est bien plus long. Nous
forcons CPLEX a n'utiliser qu'un seul processeur a la fois car SCIP n'a pas ete concu pour
utiliser plusieurs processeurs en parallele 12. Notre algorithme, qu'il utilise SoPlex, CLP ou
CPLEX pour resoudre les PL, est plus rapide que CPLEX, ce qui s'explique en partie par
le fait que nous exploitons notre connaissance du probleme, ce que CPLEX ne peut faire.
Le tableau 5.10 presente les temps en secondes de notre algorithme implemente avec les
trois solveurs ainsi que les temps du solveur CPLEX.
Tableau 5.10 Comparaisons des temps (en secondes) entre les Branch and Cut avec
dierents solveurs ainsi que le solveur CPLEX.
g9 g10 g13 g14 g15
CPLEX avec L8 8235,26 782,47 717,74 576,56 4700,50
BC1 avec SoPlex 296,64 174,03 58,33 402,65 794,44
BC1 avec CLP 226,49 85,67 27,34 364,44 359,82
BC1 avec CPLEX 140,44 63,36 20,65 196,81 316,29
11. Les temps de resolution pour les graphes g1 -g8 et g11 -g12 sont trop petits pour e^tre signicatifs.





























Figure 5.34 Comparaison des temps de resolution pour le BC1. Le temps de reference est
le temps pris par CPLEX, i.e. pour tous les graphes ce temps vaut 100 %.
Nous voyons dans ce tableau 5.10 que notre algorithme avec CPLEX est de 3 (graphe g14 )
a 58 (graphe g9 ) fois plus rapide que CPLEX sur nos graphes de reference. En fait, le cas
du graphe g14 est atypique comme nous le verrons au chapitre suivant. En general, notre al-
gorithme fonctionne 10 fois plus vite que CPLEX pour des graphes de la taille du graphe g15.
Comment est reparti le temps entre les dierentes composantes de notre algorithme de
separation et evaluation progressive? La gure 5.35 nous montre une repartition du temps
typique pour nos plus gros graphes de reference. La grande majorite du temps (97;8 % -
783,61 secondes) est consacree a la resolution des PL (par le simplex dual) et de ce temps,
une part tres importante (86;9 % - 690,00 secondes) est consacree a la resolution du pre-
mier PL. Dans le chapitre suivant nous verrons comme reduire signicativement ce temps.
Le reste de la machinerie - separation et creation des coupes (0;3 % - 2,70 secondes), pre-
traitements (0;06 % - 0,49 seconde 13), l'heuristique (1;4 % - 10,94 secondes) ainsi que le reste
(selection des nuds, maintien de l'arbre de recherche, echanges d'information entre SCIP
et SoPlex, etc. : 0;44 % - 3,49 secondes) prend un temps relativement modeste. L'heuris-
tique pour trouver une bonne solution de depart est invoquee cinq fois avec des parametres
dierents.
13. Nos pre-traitements prennent 0,17 seconde mais il faut 0,32 seconde a SCIP pour les integrer.
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premier PL (86,9 %)
PL (97,8 %)








Figure 5.35 Repartition du temps pour le BC1 pour le graphe g15.
5.9 Conclusions
Le nombre astronomique de variables du modele L8 suggere fortement une approche de
generation de colonnes et ce d'autant plus que non seulement le nombre de variables re-
quises dans toute solution optimale est minime (seulement m + 1 variables) mais aussi que
le nombre de variables non nulles dans toute solution fractionnaire optimale est relativement
restreint aussi. Par exemple, les 3 PL resolus pendant la recherche d'une solution optimale
pour le graphe g15 comprennent en moyenne 228 variables non nulles alors que le modele
contient 348 579 variables. De plus, en moyenne, il a fallu 14 997.33 iterations de la methode
du simplex dual par PL pour resoudre ceux-ci. Ces donnees sont encourageantes et nous
permettent d'esperer que nalement peu de variables soient veritablement necessaires dans
la recherche d'un optimum avec la methode du simplex.
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Chapitre 6
RESOLUTION DU MODELE L8 :
DEUXIEME APPROCHE
Moreover, these algorithmic advances have been incorporated in
commercially inexpensive software that is readily available, easily
portable, and supported by a variety of systems that make it
possible for unsophisticated users to input and check their
models and obtain understandable outputs
George L. Nemhauser, (Nemhauser, 1994)
Les deux principales innovations de ce chapitre sont d'une part l'utilisation d'une ap-
proche de generation de colonnes et d'autre part l'introduction d'inegalites basees non plus
sur les ots agreges mais directement sur les ots diriges eux-me^mes. L'algorithme utilise ici
est un Branch, Price and Cut ou nous generons dynamiquement a chaque nud de l'arbre
de recherche aussi bien des variables que des contraintes supplementaires.
SCIP est un merveilleux outil mais comme tout outil celui-ci a ses limitations. Nous
n'avons pas trouve comment implementer de maniere ecace un Branch, Price and Cut
sans changer le code interne de SCIP. Si SCIP a ete concu pour fonctionner dans le cas
d'un Branch, Cut and Price 1, nous pensons qu'il n'est pas vraiment adapte a notre ap-
proche, de sorte que nous avons aussi du^ rajouter des surcouches notamment pour la mise a
jour du dual a chaque nud de l'arbre de recherche.
Mentionnons tout de suite que le solveur CLP doit e^tre abandonne pour cette approche.
Il n'arrive tout simplement pas a resoudre les PL qui sont trop instables numeriquement pour
lui. De plus, les PL obtenus sont degeneres aussi bien au niveau primal qu'au niveau dual.
Nous nous limitons donc a l'utilisation de SoPlex et CPLEX, le premier etant notre solveur
1. Nous faisons une distinction entre un Branch, Price and Cut et un Branch, Cut and Price ou pour
ce dernier toutes les coupes sont rajoutees une fois pour toute a la racine (voir par exemple Lubbecke et
Desrosiers, 2005, page 1020).
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de reference. Cet instabilite va, a partir de maintenant, devenir un autre theme recurrent
dans cette these et constitue un probleme majeur du modele L8 et de ses variantes. Il faut
constamment pouvoir contro^ler les resultats numeriques et les verier. Ceci est fait de facon
automatisee par SCIP en temps normal mais dans notre cas, nous avons du^ adapter le code
car les instabilites numeriques etaient trop grandes. Voici un exemple d'ajustement qui fut
necessaire. Les cou^ts reduits ne peuvent e^tre calcules qu'a " = 0:01 pres, ce qui ne donne pas
une precision tres satisfaisante mais c'est la seule que semble garantir SoPlex. Par exemple,
nous avons calcule que le cou^t reduit d'une variable est 110:94355147 alors que SoPlex la
calcule a 110:94481367, ce qui fait une dierence absolue plus grande que 10 3. En fait, la
precision est tellement mauvaise que nous avons du^ implementer nos propres fonctions de
contro^le de precision. En eet, SCIP propose les fonctions SCIPisEQ et SCIPisSumEQ qui
prennent en argument chacune un " dierent (par defaut, " = 10 9 et " = 10 6 respecti-
vement). Il y a toutefois des bornes sur les valeurs possibles pour les " : " 2 [10 20;10 3]
pour SCIPisEQ et " 2 [10 17;10 3] pour SCIPisSumEQ, ce qui nous a oblige a utiliser nos
propres versions.
Nous commencons ce chapitre par montrer comment nous generons nos colonnes dans
la section 6.1, puis nous passons aux inegalites de ot dans la section 6.2. Nous discutons
de la mise en pratique de toutes ces idees dans un algorithme BPC1 dans la section 6.3
consacree aux resultats experimentaux. Nous introduisons alors une petite astuce et creons
l'algorithme BPC2 qui ameliore un peu l'ecacite de l'algorithme BPC1 dans la section 6.4
et nous comparons les deux algorithmes dans la section 6.5. Finalement, la section 6.6 nous
permet de conclure.
6.1 Generation de colonnes
6.1.1 Introduction
L'approche que nous avons adoptee est une version simpliee de celle utilisee par Apple-
gate, Bixby, Chvatal et Cook (Voir Applegate et al., 2007, chapitre 12, pp. 345-372). Nous
utilisons l'equivalence entre d'une part une variable du primal qui a un cou^t reduit negatif
et d'autre part le fait que la contrainte duale correspondante est violee. Notre approche
consiste simplement a generer les variables primales dont la contrainte duale correspondante
est violee. Idealement, le probleme de trouver les contraintes duales violees, ou de maniere
equivalente les variables primales de cou^t reduit negatif, se fait en resolvant un probleme
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(pricing problem) pluto^t qu'en enumerant toutes les variables. Malheureusement, nos tenta-
tives dans ce sens n'ont pas abouti. Nous utiliserons donc une enumeration explicite de toutes
les variables. Cette approche donne deja des resultats etonnants comme nous le verrons et
montre tout le potentiel d'une approche de generation de colonnes.
Si l'idee de base est relativement simple, l'implementation se revele plus delicate comme
l'atteste l'abondante litterature sur les problemes inherents a toute approche de generation
de colonnes (Voir par exemple Lubbecke et Desrosiers, 2005; Applegate et al., 2007). Comme
l'idee est d'utiliser moins de variables, il serait contre-productif de generer toutes les variables
qui ont un cou^t reduit negatif. D'un autre co^te, nous avons vu que la resolution des PL est
tres cou^teuse. Introduisons un nombre trop petit de telles variables et nous voila obliges de
solutionner un trop grand nombre de PL qui restent cou^teux me^me avec un nombre reduit
de variables. Introduisons un trop grand nombre de variables et nous nous retrouvons avec
un nombre consequent de variables dont nous pourrions nous passer.
A ce probleme de dosage du nombre de variables de cou^t reduit negatif a introduire,
se superpose l'utilisation dynamique de contraintes. En eet, a chaque nud de l'arbre de
recherche, nous rajoutons des coupes que nous ne pouvons conna^tre a priori. Donc, a chaque
nud, nous obtenons un PL dual dierent. Il nous faudra donc faire cette mise a jour du PL
dual de facon ecace.
Cette nouvelle approche nous oblige aussi a repenser les strategies utilisees au chapitre
precedent. Par exemple, les pre-traitements ne doivent plus e^tre appliques aveuglement. En
eet, bien qu'ils eliminent des variables qui ne peuvent e^tre utilisees dans une solution op-
timale, il se pourrait que l'introduction de ces variables permettent un nombre plus reduits
de pivots dans la methode du simplex. Nous verrons que tel est le cas.
Une autre problematique interessante mais que nous passerons completement sous silence
ici, est la mise a jour des inegalites (pour les coupes ou les contraintes locales de branche-
ment). Notre experience nous a appris qu'en general il est plus interessant de mettre a jour
les inegalites avec toutes les variables nouvellement generees. Par contre, il est parfois avan-
tageux de faire evoluer certaines de ces inegalites, par exemple les inegalites generalized no
joint ow que nous verrons a la section 6.2.2, en retirant de ces inegalites certaines variables
pour les remplacer par d'autres.
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Nous avons vu que la richesse du modele L8 nous permettait d'exprimer differemment
une me^me idee et que cette ecriture inuencait dans la pratique l'ecacite de l'algorithme.
Il faut donc retester nos ecritures dans le cadre de l'utilisation d'un nombre restreint de
variables.
Mentionnons que les inegalites valides obtenues dans la section 6.2 sont issues d'une
collaboration avec les professeurs Angel Corberan de l'Universite de Valence et Jose Mara
Sanchs de l'Universite Polytechnique de Valence.
6.1.2 Le modele L8+
Les inegalites vertex sont parmi les inegalites de parite les plus ecaces. Comme elles ne
sont pas nombreuses, nous les incorporons dorenavant dans le modele L8. Voyons comment.











Les inegalites 5.4 sont valides que le sommet v 2 V soit de degre pair ou impair mais
comme l'indique la proposition suivante, seul le cas ou le degre est impair est interessant.
Proposition 32 Les vertex inequalities sont toujours respectees lorsque le sommet v 2 V
est de degre pair.
Demonstration
Il s'agit d'une consequence directe du lemme 5.1 page 104 et du fait que l'on





, y((Iv))  jIvj   2(deg(v)
2
) = 0
Cette derniere inegalite est bien su^r respectee quel que soit le sommet pair v 2 V.

Puisqu'il n'est utile de rajouter l'inegalite que lorsque v est de degre impair, nous ajoutons
le sommet ctif s ou le sommet ctif t lorsque nous rencontrons un sommet de degre pair.
2. Rappelons que pour tout sommet v 2 V, Iv = fi 2 V : i = vg.
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Apres plusieurs essais, nous avons trouve que la maniere la plus ecace de le faire est la
suivante. Soit un sommet v 2 V de degre plus grand ou egale a deux. Si le sommet est impair,
nous rajoutons bien su^r y((Iv))  deg(v) 12 . Si le sommet est pair alors nous considerons deux
cas. Soit ce sommet represente le depo^t et nous rajoutons y((Iv [ fsg))  deg(v)2 . Soit il ne
represente pas le depo^t et nous rajoutons y((Iv[ftg))  deg(v)2 . Nous appellerons le nouveau
modele ainsi obtenu par L8+.
6.1.3 Le dual du modele L8+
Avant de decrire le probleme dual, retranscrivons de maniere plus detaillee le modele L8+
dans le tableau 6.1 avec les variables duales correspondantes pour chacune des contraintes du
primal. Le modele primal augmente de ces contraintes comporte 4m3 8m2+6m+deg(depo^t)
variables et 2m2 +m+ 1 + deg(depo^t) + n = 2m2 +m+ n+ 1 + deg(depo^t) contraintes 3.







(m  k + 1)  c(i;j)  ykij
Toutes les variables ykij sont binaires.
Maintenant nous sommes en mesure d'ecrire le dual dans le tableau 6.2. Il comporte 2m2+
m+ n+ 1 + deg(depo^t) variables et 4m3   8m2 + 6m+ deg(depo^t) contraintes.













Les variables i, 
k et ki sont libres alors que v 6 0.
Le tableau 6.3 reprend une solution trouvee par SoPlex pour le graphe de l'exemple in-
troductif de la section 1.3 page 8.
3. Il n'y a toutefois aucune contrainte vertex pour un sommet de degre 1, de sorte qu'il serait plus exact
d'ecrire que nous ajoutons autant de contraintes vertex qu'il y a de sommets de degre > 2 (et non n).
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Nombres Contraintes duales

















si = 1 
1





it = 1 
m+1







2m(m  2) 8 i 2 V ;8 k = 2 : : :m  1 : P(p;i)2Asp ykpi =P({;q)2Asp yk+1{q ki
2m 8 i 2 V :P(p;i)2Asp ympi = ym+1{t mi
n 8 v 2 V avec deg v > 2 : v









si deg(v) est pair :


























Tableau 6.1 Le modele L8+ detaille. A represente le depo^t.
La valeur optimale est bien 25 + 25 + 30  23 = 57.
6.1.4 Le probleme du pricing
Nous venons de voir le dual du modele L8+. Il faut bien su^r l'adapter lorsque loca-
lement ou globalement nous rajoutons une ou plusieurs contraintes. Dans la section 6.4,
nous verrons comment nous passer de cette mise a jour du dual. Pour l'instant, apres avoir
resolu un PL, nous passons en revue toutes les variables et verions pour chacune d'elle
si la contrainte duale correspondante est violee ou non. Si cette contrainte est violee, nous
sommes en presence d'une variable primale de cou^t reduit negatif. Nous ne l'introduisons
pas forcement dans le PL. Nous collectons toutes ces variables 4 avec un cou^t reduit negatif
et selectionnons les x premieres qui ont les cou^ts reduits les plus negatifs. D'autres strategies
sont bien su^r possibles et peut-e^tre plus ecaces mais nous nous sommes limites a cette
approche et nous verrons que les premiers resultats experimentaux sont deja tres encoura-
geants.
4. Evidemment, celles-ci ne sont pas creees.
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Nombres Contraintes primales
deg(A) k = 1;8 i 2 V : i = A : i + 1 + 1i + A|{z}
si deg(A) pair, rien sinon
6 m  c(s;i) y1si
k = 2
deg(A) 8 i 2 V : { = A;8 j 2 V : (i;j) 2 Asp y2i;j
i + j + 
2 + 2j   1{ + v|{z}
si i = v = j, rien sinon
6 (m  1)  c(i;j)
4m(m  1) 8 i 2 V : { 6= A;8 j 2 V : (i;j) 2 Asp y2i;j
 deg(A) i + j + 2 + 2j + v|{z}
si i = v = j, rien sinon
6 (m  1)  c(i;j)
4m(m  1) 8 k = 3 : : :m;8 (i;j) 2 Asp yki;j
(m  2) i + j + k + kj   k 1{ + v|{z}
si i = v = j, rien sinon
6 (m  k + 1)  c(i;j)
k = m+ 1
deg(A) 8 i 2 V : i = A : i + m+1   m{ 6 0 ym+1i;t
2m  deg(A) 8 i 2 V : i 6= A : i + m+1   m{ + i|{z}
si deg(i) pair, rien sinon
6 0 ym+1i;t












Tableau 6.3 Une solution optimale du dual du modele L8+ pour le graphe introductif de
la section 1.3 page 8.
6.2 Les inegalites de ots
Nous presentons cinq familles d'inegalites valides dont quatre ont ete generalisees. Men-
tionnons aussi qu'une famille d'inegalites (les inegalites no same fruit salad) ainsi que sa
generalisation n'ont pas ete implementees faute d'avoir trouve un algorithme de separation
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ecace. Nous les mentionnons neanmoins ici car nos premiers tests a la main nous ont
demontre leur grande utilite.
6.2.1 Les inegalites no joint ow
Pour toute are^te (i;j) 2 Er et pour tout sommet v 2 V exterieur, s'il existe un ot entre
chacun des sommets i et j de l'are^te et le sommet v nous avons une impossibilite. Prenons le
cas ou un ot relie j et v a la periode l et ou un autre ot relie v et i a la periode k comme














ypu;i  1 (6.1)
qui exprime que soit en k on entre en i a partir de v (ykv;i = 1), soit on sort en l de j pour
aller en v (ylj;v = 1) soit on ne fait ni l'un ni l'autre. Une seule de ces trois possibilites est





p = 1 : : :m
p = 1 : : :m : p 6= l   1
Figure 6.1 Les inegalites no joint ow (6.1) sont illustrees pour le sommet i.
6.2.2 Les inegalites generalized no joint ow
Nous generalisons les inegalites no joint ow inequalities (6.1) de la maniere suivante.
Soit une are^te (i;j) de Er et un sommet v de V dierent de i et j. La gure 6.2 permet de
suivre notre propos.
Introduisons de nouvelles notations. Soit T  f1; : : : ;m + 1g un ensemble d'indices
de temps. Comme nous avons besoin des me^mes indices mais avec un certain decalage,
denissons l'ensemble d'indices de temps :











k = 1 : : :m
k 6= p1 + 1
k 6= p2 + 1
k = 1 : : :m
k 6= q2   1
j
k 6= q1   1
Figure 6.2 Les inegalites generalized no joint ow (6.2) sont illustrees pour le sommet i.
T+t = fk 2 f1; : : : ;m+ 1g : k   t 2 Tg:
De me^me, denissons
T t = fk 2 f1; : : : ;m+ 1g : k + t 2 Tg:
Par exemple, si T = fk1;k2g alors T+1 = fk1 + 1;k2 + 1g et T 1 = fk1   1;k2   1g pour
autant que ces nombres sont compris entre 1 et m+1. Nous indicons les dierents ensembles
d'indices de temps correspondants a dierentes paires ordonnees pour les distinguer entre
eux. Nous sommes maintenant en mesure de donner les inegalites generalized no joint ow






























() denote tout ce qui se passe entre les sommets i et v. () est l'equivalent entre j
et v et (4) represente tout ce qui entre et sort de i excepte pour le sommet v et qui est
incompatible avec () et (). Comme (), () et (4) sont mutuellement incompatibles deux
a deux, nous avons () + () + (4)  1.
6. ici aussi, le cas du sommet j est similaire.
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Nous avons exclus les cas ou v = s et v = t. Le premier cas est tout simplement impossible
quant au deuxieme il n'est d'aucune utilite.
6.2.3 Les inegalites one-way






















  1 (6.3)
(6.3) renforce (mais ne sut pas a imposer) l'exigence qu'une are^te (i;j) 2 Er soit par-






Figure 6.3 Les inegalites one way (6.3) sont illustrees : il faut passer dans un
sens ou dans l'autre.
On peut adapter cette inegalite lorsqu'un des sommets p ou q est le sommet ctif s ou le
sommet ctif t.
6.2.4 Les inegalites generalized one-way
Voici une facon de generaliser les inegalites one-way inequalities (6.3). La gure 6.4 per-
met de suivre notre raisonnement. Nous collectons toutes les variables entre d'une part les
sommets i et p et d'autre part les sommets j et q qui soient mutuellement exclusives et
imposons cette relation d'exclusivite sur les variables reliant les quatre sommets.
Soient T 0ip  Tip quelques indices de temps pour des variables de ot non nulles entre les
sommets i et p, de me^me pour T 0pi  Tpi, T 0jq  Tjq, T 0qj  Tqj, T 0qi  Tqi, T 0pj  Tpj, T 0jp  Tiq
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et T 0iq  Tpi entre les sommets respectifs et tels qu'une seule variable de ot puisse e^tre non
nulle :
T 0+1pi \ T 0jq = ; et T 0+1qi \ T 0jp = ;
T 0+1qj \ T 0ip = ; et T 0+1pj \ T 0iq = ;






























T 0+1pi \ T 0jq = ;
T 0+1qi \ T 0jp = ;
T 0+1qj \ T 0ip = ;
T 0+1pj \ T 0iq = ;p q
k 2 T 0ip  Tip k 2 T 0jq  Tjq
k 2 T 0pi  Tpi
k 2 f1; : : : ;mg
k 2 T 0qj  Tqj
k 2 T 0pj  Tpj
i j
k 2 T 0qi  Tqi
k 2 T 0iq  Tiq
k 2 T 0jp  Tjp
Figure 6.4 Les inegalites generalized one way (6.4) sont illustrees.
6.2.5 Les inegalites no bridge ow
Considerons une situation telle que sur la gure 6.5. Soit une solution relaxee telle que,
comme sur illustree sur la gure, nous ayons ypui;wi > 0 et y
p
uj ;wj
> 0. Nous ecrivons les
inegalites pour l'are^te (ui;ui) 2 Er mais on pourrait les ecrire pour les trois autres are^tes
de Er.
Sommons toutes les possibilites contradictoires entre l'are^te (ui;ui) et les deux are^tes (wj; wj)
et (uj;uj) sachant que y
p
ui;wi












yfui;uig;fujg  1 (6.5)
Comme toutes ces possibilites sont contradictoires deux a deux, il faut necessairement
que la somme soit  1.
p uiuiwiwi
wj wj uj ujp




Figure 6.5 Les inegalites no bridge ow inequalities (6.5) sont illustrees pour l'are^te (ui;ui).
6.2.6 Les inegalites generalized no bridge ow
Nous avons generalise de plusieurs facons dierentes les inegalites no bridge ow inequa-
lities (6.5).
Une premiere version consiste a rajouter les variables de ot ypab au temps p pour main-
tenir une somme plus petite ou egale a 1. Le gure 6.6 illustre notre propos. Soit  = ypui;wi+
ypuj ;wj +
Pm




yfui;uig;fujg le membre de gauche de l'inegalite (6.5)
et soit S  V un ensemble de sommets ne comprenant pas les sommets fui;ui;uj;uj;wj; wjg,
alors nous avons :





+   1 (6.6)
Une deuxieme version est obtenue en modiant legerement la premiere version : nous
retirons les variables yp 1ui;uj et y
p 1
ui;uj du membre de gauche de (6.6) pour pouvoir rajouter
les variables ypuj ;wj et y
p
uj ; wj . La gure 6.7 illustre ici aussi notre propos. Soit  = y
p




+  le membre de gauche de (6.6), nous avons alors :
ypuj ;wj + y
p






























k 6= p  1 k 6= p  1
p
p
Figure 6.7 La deuxieme version des inegalites generalized no bridge ow (6.7) est illustree
pour l'are^te (ui;ui).
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Si on se concentre sur le seul sommet ui, on obtient une troisieme version. La gure 6.8
permet de suivre notre propos. Nous gardons les variables ypui;S et y
p
uj ;wj
et rajoutons toutes les




+ y2::mui;fuj ;uj ;wj ; wjg + y
2::m














Figure 6.8 La troisieme version des inegalites generalized no bridge ow inequalities (6.8)
est illustree pour le sommet ui.
6.2.7 Les inegalites no same fruit salad*
Ces inegalites ainsi que leur generalisation n'ont pas ete implementees parce que nous
n'avons pas encore trouve d'algorithme de separation veritablement ecace. Nous les presentons
neanmoins ici car nos premiers essais de separation a la main montrent que ces inegalites
sont importantes.
Prenons une situation telle que celle depeinte sur la gure 6.9 et denissons par di max(T1;T2)
la plus grande dierence entre des indices de temps de deux ensembles T1 et T2:
di max(T1;T2) = maxfjt1   t2j : t1 2 T1;t2 2 T2g:
Concentrons-nous sur les variables de ot entre les quatre sommets ui;uj;wi;wj. Soient T1 
Tui;wi [Twi;ui , T2  Tui;uj [Tuj ;ui , T3  Tuj ;wj [Twj ;uj , T4  Twi;wj [Twj ;wi , T5  Tui;wj [Twj ;ui
et T6  Twi;uj [Tuj ;wi tels que di max(T1;T3)  1, di max(T2;T4)  1 et di max(T5;T6) 
1, c'est-a-dire que les variables de ot correspondantes s'excluent deux a deux pour les
ensembles T1 et T3 d'une part, les ensembles T2 et T4 d'autre part et les ensemble T5 et T6




























Figure 6.9 Les inegalites no same fruit salad (6.9) sont illustrees.
6.2.8 Les inegalites generalized no same fruit salad*
Une facon de faire pour generaliser les inegalites no same fruit salad est d'exclure tota-
lement les variables correspondantes a un des deux ensembles T1 ou T3, T2 ou T4 ou encore
T5 ou T6, et de prendre toutes les variables correspondantes a l'ensemble conserve.
















6.2.9 Les inegalites no-loop
Pour mieux comprendre cette inegalite, denissons un p-circuit. Soit une solution relaxee
pour le modele LAJM1. Un p-circuit est un ensemble alterne d'arcs (i;j) representants des
ots sur des plus courts chemins (9 k : ykij > 0) et d'are^tes du graphe original parcourus
pour diverses periodes k se succedant et qui se recoupe en au moins un sommet des are^tes
du graphe original et qui commence et se termine par un plus court chemin. La gure 6.11







k 2 f2; : : : ;mg
k 2 f2; : : : ;mg
















Figure 6.11 Un p-circuit compose de 6 arc de plus court chemin et de 4 are^te originales.
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Voici l'idee de ces inegalites. Si la solution relaxee comporte un p-circuit, il y a un decalage
entre le ot entrant et le ot sortant. La gure 6.12 illustre cette idee. Le ot entrant (yk)
ne peut pas correspondre au ot sortant (yk+5) si la solution parcours seulement les 4 are^tes






Figure 6.12 L'idee des inegalites no-loop (6.11) est illustree : dans un p-circuit, il y a un
decalage entre le ot entrant et le ot sortant.
Considerons un ensemble de sommets S $ V d'are^tes originales. Nous avons donc 7 (S) =
jSj
2
. Dans la gure 6.12, (S) = 4. Soient T1 et T2 deux ensembles disjoints d'indices de temps













ytqj + y((S))  (S): (6.11)
Illustration de la coupe
La gure 6.13 montre un p-circuit dans une solution relaxee. Toutes les variables y
illustrees sont a 0;5. Le p-circuit est 10   3   4   5   6   7   8   2   1   3   4   11.
Le ot entrant l'est au temps 6 et le sortant au temps 11. Sans sortir de l'ensemble S, c'est
impossible car celui-ci ne comprend que 4 are^tes.





5;12 + y((S))  4


























Figure 6.13 Une illustration des inegalites no loop (6.11).
avec T1 = f6g et T2 = f11;13g est donc violee.
Note sur la separation
L'enonce des inegalites (6.11) peut sembler plus general qu'il n'est en realite. Me^me si
nous considerons un ensemble quelconque de sommets S $ V d'are^tes originales, nous ne
















1CCA  y((S))2 :
Il sut de pendre T1 = f1;2; : : : ;m + 1g et T2 = ;. D'autre part, en reprenant le
lemme (5.1), nous avons que (S)   y((S)) = jSj
2
. Pour que la coupe (6.11) soit violee,
















Sans la presence d'un p-circuit, c'est impossible comme le suggere la gure 6.14. Si nous
choisissons un indice rentrant, nous ne pouvons pas selectionner l'indice sortant correspon-
dant et vice-versa. Il sut donc de collecter tous les p-circuits dierents d'une solution
relaxee et de tester si la contrainte (6.12) est respectee pour deux ensembles T1 et T2 tels
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Figure 6.14 La presence d'un p-circuit est requise pour trouver une coupe no loop (6.11)
violee.
6.3 Resultats experimentaux : BPC1
Dans cette section, nous testons l'approche du Branch, Price and Cut avec le modele L8+.
L'ajout des inegalites vertex au modele L8 tel que specie a la section 6.1.2 permet d'obtenir
une meilleure borne inferieure comme le montre le tableau 6.4 pour des temps de resolution
relativement similaires.
Tableau 6.4 Comparaisons des ecarts relatifs (en %) entre la valeur optimale du PPCC et
la valeur optimale du premier PL obtenus avec les modeles L8 et L8+.
Modeles g6 g7 g8 g9 g10 g11 g12 g13 g14 g15
L8 4,09 3,02 3,52 4,09 3,16 0,97 1,55 1,36 1,04 0,43
L8+ 1.46 0 0,86 2,87 2,33 0,49 1,55 0,41 0,51 0,17
Nous testons tout ce que nous avons vu dans ce chapitre et le precedent. Nous appelons
cet algorithme BPC1. A la section suivante, nous verrons une amelioration de cet algorithme
et nous testerons cette nouvelle version, BPC2, par apres.
6.3.1 Les pre-traitements sur les variables
Tester les pre-traitements s'avere cette fois-ci bien plus delicat que dans le chapitre
precedent. Nos premiers tests nous ont montre clairement que certaines variables bien qu'in-
utiles dans une solution optimale, nous permettent neanmoins d'obtenir des raccourcis dans
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la methode du simplex et d'eviter certains pivots avec comme resultat un gain parfois si-
gnicatif de celle-ci. Il nous faut donc tester ces pre-traitements individuellement mais nous
devons faire face a plusieurs dicultes.
Tout d'abord, il n'est plus possible de tester tous les parametres de maniere independante
puisque le Branch, Price and Cut depend directement de certains d'entre-eux et il se pour-
rait que l'ecacite de certains pre-traitements en soit aectee. Ensuite, certaines variables
peuvent e^tre eliminees par plusieurs pre-traitements. Comment distinguer l'eet de l'un
ou de l'autre ? Enn, nos premiers tests nous ont montre que l'eet des pre-traitements
etait dierent suivant l'ordre de grandeur des graphes testes. Alors que les petits graphes
benecient de l'utilisation de tous les pre-traitements, les moyens et grands graphes sont
resolus plus rapidement sans pre-traitement du tout pluto^t qu'avec tous les pre-traitements
utilises simultanement.
Pour trancher cette question de l'uf ou de la poule, nous utilisons la methodologie
suivante. Tout d'abord, nous adoptons un jeu de parametres dont nous avons pu observe
l'ecacite. Notre experience nous a demontre 8 que rajouter 2000 variables avec les cou^ts
reduits les plus negatifs a la fois semblait e^tre un bon scenario. Pour e^tre aussi proche que
possible des conditions dans lesquelles l'algorithme evoluera, nous utilisons aussi toutes les
coupes violees que nous detectons, aussi bien celles vues dans le chapitre precedent que celles
vues dans celui-ci. Pour l'instant, nous les ajoutons toutes sans exception. Pour tester si un
pre-traitement est contre-productif, nous le testons individuellement sans la presence des
autres. Le tableau 6.5 presente les resultats obtenus avec tous les pre-traitements ensemble,
aucun pre-traitement et l'utilisation de chacun des pre-traitement pris un a un pour cinq
graphes moyens (g8 et g13 ) a grands (g9, g10 et g14 ) de reference. La derniere ligne presente
les resultats pour la strategie que nous avons nalement adoptee. Celle-ci consiste en l'ap-
plication des pre-traitements mandatory edge et forward compatibility.
Pour chacun des cinq graphes de reference et pour chaque strategie de pre-traitement
proposee, le tableau 6.5 presente 3 nombres. Le premier (t) est le temps de resolution en
secondes, le deuxieme (u% pour utilisees) est le pourcentages de variables eectivement uti-
lisees tout au long de la recherche et nalement le troisieme nombre (e% pour eliminees)
denote le pourcentage de variables eliminees par la strategie de pre-traitement.
8. Voir aussi la section 6.3.2 suivante.
165
Tableau 6.5 Comparaisons de dierentes strategie de pre-traitement des variables pour
un Branch, Price and Cut avec le modele L8+.
Pre-traitement(s) g8 g9 g10 g13 g14
t u% e% t u% e% t u% e% t u% e% t u% e%
Aucun 3,56 19,29 0 129,36 10,76 0 62,99 12,16 0 24,90 13,49 0 114,67 9,03 0
Tous 2,72 17,19 28,14 104,51 10,09 19,22 62,82 10,99 14,95 25,00 13,54 15,00 128,93 8,45 15,47
mandatory edge 3,77 17,44 18,20 124,49 9,92 12,70 61,64 10,90 8,90 23,69 13,03 10,08 108,25 8,20 11,34
sp min nbr of edges 3,05 19,75 6,46 141,36 11,06 3,84 67,18 11,44 4,54 25,26 14,15 2,93 120,42 8,82 2,53
reachable edge 2,81 19,26 7,33 117,40 11,09 5,77 66,73 11,65 3,92 23,81 13,34 3,55 110,07 9,07 2,84
reachable sp 2,88 19,80 7,50 116,03 10,86 5,85 79,40 12,52 4,02 23,03 12,62 3,13 129,85 9,18 3,15
depot 3,20 19,55 0,79 116,25 11,20 0,25 62,81 12,16 0,34 24,34 13,58 0,57 111,54 9,15 0,38
backward compatibility 3,09 18,58 0,47 141,54 11,34 0,09 62,49 12,41 0,07 23,92 13,51 0,03 119,17 9,30 0,03
forward compatibility 3,53 20,06 1,42 125,50 10,94 0,76 65,19 11,69 0,42 21,78 12,67 0,23 123,79 9,27 0,36
Strategie retenue 2,98 17,85 19,47 92,48 9,73 13,42 64,64 11,84 9,31 22,58 12,65 10,29 110,56 8,20 11,67
La premiere impression que donne ce tableau est que la situation est pluto^t confuse. En
eet, nous n'avons pu trouver clairement une strategie l'emportant sur toutes les autres.
Un constat pourtant s'impose : nous obtenons des dierences signicatives dans les temps
de resolution suivant l'application ou non de certains pre-traitements. Les appliquer tous
aveuglement peut avoir un eet negatif comme nous l'enseigne le cas du graphe g14 pour
lequel rajouter tous les pre-traitement est contre-productif.
Apres bien des tests supplementaires, nous sommes nalement arrives a la conclusion que
l'application d'une strategie prudente de pre-traitement etait sans doute le meilleur moyen
de ne pas subir trop d'eets negatifs tout en protant dans la plupart des cas du bienfait de
ceux-ci. La strategie retenue est l'application de seulement deux pre-traitements : mandatory
edge et forward compatibility. C'est la strategie que nous adopterons dans ce chapitre. La
derniere ligne du tableau 6.5 nous montre l'eet de cette strategie sur les cinq graphes de
reference. Cette strategie n'est bien su^r pas la panacee et nous pouvons facilement obtenir
des contre-exemples pour lesquels cette strategie est moins ecace que l'utilisation de tous
les pre-traitements ensemble ou de n'utiliser aucun pre-traitement. Une etude plus poussee
demanderait une analyse detaillee des algorithmes du simplex utilises et la ma^trise de ceux-
ci, ce qui est en dehors du domaine de cette these.
6.3.2 Resolution de la relaxation a la racine
Nous avons vu precedemment a la section 5.8.4 que la resolution des PL, en particulier
du premier PL a la racine, etait ce qui consommait le plus de temps dans la resolution du
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modele L8. C'est aussi le cas avec le modele L8+.
Notre approche de Branch, Price and Cut nous permet d'accelerer grandement cette
resolution. Nous le demontrons pas ici mais lancer notre recherche sans partir avec un jeu
de variables interessantes donne des resultats mediocres. Me^me si nous utilisons seulement
les variables d'une solution optimale comme point de depart, l'algorithme tra^ne beaucoup
a chercher un jeu de variables pour demarrer. Pour obtenir ce jeu de variables de depart,
nous utilisons toutes les variables obtenues dans les solutions fournies par notre heuristique
que nous lancons cinq fois avec des parametres dierents. Nous obtenons en moyenne  3m
variables interessantes dans des temps relativement courts pour commencer notre recherche
et nous pouvons eviter dans la plupart des cas a devoir rechercher des le depart des variables
avec des coecients de farkas negatifs pour completer notre jeu de variables.
Notre methode de generation de colonnes consiste a parcourir toutes les variables, detecter
si celles-ci ont un cou^t reduit negatif et prendre les x meilleures d'entre-elles que nous intro-
duisons ensuite dans le probleme. Nous reoptimisons le PL ainsi obtenu et recommencons la
procedure jusqu'a ce que nous ne puissions plus detecter de telles variables. Ce nombre de
variables selectionnees a chaque fois a un grand impact dans la vitesse de resolution des PL
comme nous le montre le tableau 6.6 pour nos plus grands graphes de reference. La premiere
ligne du tableau donne le temps en secondes requis pour resoudre le premier PL a la racine
lorsque nous prenons toutes les variables dans le probleme. Nous comparons ces temps avec
le temps de resolution de ces me^mes PL mais en appliquant cette fois-ci notre approche de
generation de colonnes. Les lignes suivantes correspondent a l'introduction de x variables
avec les cou^ts les plus negatifs a la fois. Le premier nombre est le temps en secondes et le
second nombre est le nombre de PL intermediaires qui ont du^ e^tre solutionnes. Les temps
indiques sont les temps totaux non seulement pour calculer les PL intermediaires mais aussi
pour tester les variables et les introduire.
Nous pouvons voir dans le tableau 6.6, que les meilleures valeurs pour x se situent au-
tour des 1500-2000. En fait, il n'existe pas de valeur universelle convenant pour tous les
graphes. Nous avons experimente plusieurs valeurs proches de ces nombres mais a chaque
fois une valeur convenait mieux pour tel ou tel graphe alors qu'une autre valeur convenait
mieux a d'autres. La valeur x = 2000 est un bon compromis et dorenavant nous injecte-
rons x = 2000 variables de cou^ts reduits les plus negatifs a la fois. Dans le tableau 6.6, nous
pouvons voir que pour ce parametre notre algorithme est de 2 a 5 fois plus rapide qu'une
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Tableau 6.6 Comparaisons des temps de resolution (en secondes) ainsi que du nombre de
PL intermediaires necessaires pour resoudre le premier PL a la racine pour le modele L8+.
g9 g10 g13 g14 g15
Resolution avec toutes les variables
71,7 114,0 47,8 195,0 708,0
Resolution avec x variables
t #PL t #PL t #PL t #PL t #PL
x = 500 40,5 28 44,5 33 16,9 22 98,0 38 177,0 54
x = 1000 38,4 19 36,6 20 14,6 15 78,3 24 163,0 34
x = 1500 39,4 15 33,3 16 13,2 12 75,3 18 138,0 24
x = 2000 31,8 12 32,0 15 15,9 11 57,3 15 145,0 21
x = 2500 37,8 12 33,1 12 18,7 10 81,4 13 191,0 19
x = 3000 44,5 10 33,9 11 20,1 10 86,8 13 167,0 17
resolution classique par simplex dual avec toutes les variables.
Qu'en est-il des PL suivants? Notre experience nous a montre que dans la plupart des cas,
tres peu 9 de variables supplementaires doivent e^tre introduites de sorte que le parametre x
n'a plus tellement d'importance. Nous utiliserons aussi la valeur x = 2000 pour solutionner
les PL suivants.
Il y aurait sans doute moyen de solutionner encore plus rapidement les PL intermediaires
en reutilisant l'information obtenue a chaque fois 10 : nous ne sommes pas obliges de reverier
le cou^t reduit de toutes les variables. Nous pourrions nous contenter de recalculer celui-ci pour
les variables dont nous savons qu'elles etaient de cou^t reduit negatif au tour precedent. Bien
su^r, a un moment donne, il faut calculer tous les cou^ts reduits pour e^tre certain d'e^tre a l'op-
timum. Nous n'avons pas implemente cette approche car, pour la taille des graphes envisages
dans cette these, le passage en revue de toutes les variables est relativement peu cou^teux.
Ainsi par exemple, pour le graphe g15, le temps necessaire pour passer en revue toutes les
variables les 21 fois est d'environ 1,42 secondes soit en moyenne 0,068 seconde par PL, un
temps relativement modeste compare aux 145 secondes necessaires a toute l'operation.
Par contre, lorsqu'il s'agit de tester les variables pour des PL qui sont modies dynami-
quement par l'ajout d'inegalites supplementaires, cette approche apporterait sans doute un
gain non negligeable. En eet, l'introduction de nouvelles inegalites rend le calcul des cou^ts
reduits particulierement dispendieux par la mise a jour du dual comme nous le verrons plus
9. De l'ordre de 0,001 % a maximum 1 %.
10. Plusieurs strategies sont proposes et dissequees dans (Applegate et al., 2007).
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loin. Cette approche n'a toutefois pas ete testee dans cette these.
6.3.3 Les inegalites valides
Pour voir l'eet individuel de chacune des nouvelles familles d'inegalites, nous les testons
une a une en prenant comme base de notre algorithme tout ce que nous avons vu jusqu'ici
avec les inegalites de parite et les inegalites generalized co-circuit 11. Nous prenons a chaque
fois toutes les inegalites violees detectees.
Le tableau 6.7 presente ces resultats. Nous commencons par ajouter seulement les inegalites
de parite et les inegalites generalized co-circuit dans les deux premieres lignes. La toute
premiere ligne represente le temps en secondes pour la resolution du probleme alors que la
deuxieme ligne presente d'abord le nombre de nuds necessaires a la recherche suivi entre
parentheses du nombre d'inegalite odd set, even-set et generalized co-circuit respectivement.
Ainsi, pour le graphe g9, la resolution prend 151,23 secondes, necessite 7 nuds dans l'arbre
de recherche et utilise 39 inegalites odd-set, 3 inegalites even-set et 5 inegalites generalized
co-circuit. Les deux prochaines lignes presentent les me^mes donnees mais cette fois-ci en ajou-
tant les inegalites generalized no joint ow. La premiere ligne donne le temps de resolution
en secondes, la deuxieme ligne presente le nombre de nuds requis lors de la recherche ainsi
que, entre parentheses, le nombre d'inegalites odd-set, even-set, generalized co-circuit et ge-
neralized no joint ow. Les lignes suivantes reprennent les me^mes donnees mais cette fois-ci
en remplacant les inegalites generalized no joint ow par les inegalites generalized one way
et ainsi de suite. A chaque fois, nous conservons nos trois familles de base, les inegalites odd-
set, even-set et generalized co-circuit, et testons une nouvelle famille d'inegalites separement.
Nous n'avons mis que les deux premieres versions des inegalites generalized no bridge ow
car la troisieme version n'a jamais ete detectee pour ces graphes.
Il y a plusieurs enseignements a tirer de ce tableau 6.7. Tout d'abord, l'ajout de toutes les
coupes d'une me^me famille ameliore parfois la recherche mais pas toujours. Les coupes ge-
neralized no joint ow nous en donne un bon exemple. Dans le cas du graphe g10, elles
nous permettent de faire un gain signicatif puisque nous passons d'une resolution de 121,63
secondes a seulement 76.67 secondes mais dans le cas du graphe g9, elles font quasiment
11. En eet, notre experience nous a montre que l'ajout des inegalites generalized co-circuit provoque une
legere amelioration lorsqu'elles sont combinees avec les nouvelles inegalites vues dans ce chapitre comme
nous le verrons par la suite.
169
Tableau 6.7 Comparaisons des temps de resolution (en secondes) ainsi que du nombre de
nuds et du nombre de coupes pour chacune des nouvelles familles de coupes vues dans ce
chapitre.
inegalites g9 g10 g13 g14 g15
base: parite 151,23 121,63 23,64 172,91 188,53
+gen. co-circuit 7 (39/3/5) 8 (40/4/6) 3 (17/1/1) 5 (73/2/10) 1 (46/2/2)
gen. no joint ow 255,10 76,67 23,79 179,84 189,42
21 (78/3/19/101) 3 (31/3/4/18) 3 (17/1/1/0) 5 (73/2/10/0) 1 (46/2/2/1)
gen. one way 146,14 138,42 26,69 188,93 196.93
11 (46/4/9/34) 8 (37/3/5/21) 3 (17/1/1/9) 6 (73/3/9/30) 1 (47/1/2/29)
gen. no bridge ow 132,19 126,25 23,95 182,80 192,39
version 1 7 (38/3/6/17) 6 (45/5/7/23) 3 (17/1/1/5) 6 (72/3/9/21) 1 (46/2/2/11)
gen. no bridge ow 118,75 121,58 24,07 184,59 192,67
version 2 7 (38/3/6/16) 6 (46/5/7/24) 3 (17/1/1/5) 6 (72/3/9/21) 1 (46/2/2/11)
no loop 281,66 68,37 22,86 194,21 186,14
8 (68/3/17/285) 1 (19/2/2/29) 1 (17/1/1/19) 4 (69/2/8/66) 1 (47/1/2/38)
doubler le temps de la recherche ! Ensuite, nous pouvons constater que la version 2 des
inegalites generalized no bridge ow semble meilleure que la version 1. Finalement, nous
nous rendons compte qu'il n'y a pas vraiment de l conducteur pertinent a l'ajout ou non
de certaines coupes. Dans le cas du graphe g14, il vaut carrement mieux ne pas introduire
de nouvelle famille de coupes.
En fait, il est contre-productif de rajouter toutes les coupes violees detectees. Se pose
alors la question de comment faire pour rajouter les coupes? Lesquelles choisir ? Dans le
cadre de cette these, nous ne sommes pas parvenus a etudier theoriquement nos dierentes
familles de coupes. Nous devons donc nous baser sur nos tests experimentaux pour avoir
une idee de leur performance. Pluto^t que de developper dierentes strategies comme utiliser
une famille avant une autre, utiliser certaines coupes en dernier recours, etc, nous avons
developpe une facon relativement simple de selectionner nos coupes.
Nous en detectons un certains nombres et puis nous les trions par intere^t. Le critere
retenu est celui d'ecacite, i.e. la distance de la coupe a son hyperplan (voir Achterberg,
2008, pages 48-49). Soit une coupe  6 dTx 6 , l'ecacite er est calculee par
er = max f   dTx;dTx  g=jjdjj:
Nous prenons les x premieres coupes qui ont la plus grande ecacite. SCIP propose par
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defaut une autre mesure qui est une combinaison de l'ecacite d'une coupe, de son ortho-
gonalite par rapport aux autres coupes ainsi que son parallelisme par rapport a la fonction
objectif. Cette approche donne de bons resultats dans la these de Tobias Achterberg (voir
Achterberg, 2008, pp 114-116) mais nous avons du^ abandonner cette approche qui ne nous
permettait pas de retenir certaines coupes pourtant essentielles dans la recherche et que SCIP
eliminait de lui-me^me. Cette approche simpliste a le merite de tester toutes les familles de
coupes voulues et de choisir parmi celles-ci les meilleures coupes. Nous pouvons nous per-
mettre cette approche car le probleme de separation se resout relativement vite pour toutes
les familles de coupes que nous utilisons vu la grandeur relativement modeste des graphes
que nous solutionnons.
La tableau 6.8 presente les temps de resolution en secondes lorsqu'on se limite a prendre x
coupes par resolution d'un PL. x = 35 presente un bon compromis pour nos graphes de
reference.
Tableau 6.8 Temps de resolution en secondes en prenant les x coupes les plus ecaces.
nbr de coupes g9 g10 g13 g14 g15
x = 20 93,57 60,14 23,71 109.95 227,03
x = 25 91,63 63,71 23,58 195,77 227,08
x = 30 115,96 69,88 23,87 108.30 223,38
x = 35 91,74 70,95 24,27 107,22 193,96
x = 40 103,92 74,37 23,98 129,62 188,78
x = 45 90,56 70,43 23,69 125,61 182,97
x = 50 95,22 68,24 23,82 135,39 219,60
x = 55 101.88 66,14 23,79 118,67 195.95
x = 1 88,00 66,36 23,54 118,85 185,12
Il y a aussi un autre avantage a limiter le nombre de coupes que nous prenons eectivement
dans chacun des PL. Le temps pour verier si une contrainte duale est violee est propor-
tionnel au nombre de coupes supplementaires ajoutees dans un PL. En eet, pour chacune
des contraintes primales supplementaires, nous obtenons une variables duale supplementaire
dans les contraintes duales correspondantes aux variables primales a tester. Vu la taille rela-
tivement modeste de nos graphes, nous aurions pu choisir de determiner une fois pour toute
l'appartenance d'une variable duale a une contrainte duale. Dans notre implementation, cette
appartenance est parfois recalculee ou parfois mise en memoire une fois pour toute.
Pour x = 35, on peut se demander combien de coupes ont ete acceptees et combien
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ont ete rejetees. Le tableau 6.9 repond a cette question. Par graphe, nous avons deux co-
lonnes : la colonne "a" pour les coupes acceptees et la colonne "r" pour les coupes refusees.
Ce sont les resultats naux. Il est bien possible qu'au cours de la recherche une coupe soit
rejetee a un stade donne pour e^tre acceptee par apres car nous retestons les anciennes coupes
precedemment violees avec la solution fractionnaire optimale du nud courant.
Tableau 6.9 Nombre de coupes acceptees ou rejetees en prenant les 35 coupes les plus
ecaces par resolution d'un PL.
familles g9 g10 g13 g14 g15
a r a r a r a r a r
odd set 25 13 16 3 14 3 17 5 26 24
even set 3 0 1 0 0 1 2 0 1 0
gen. co-circuit 4 0 2 0 1 0 1 1 2 0
gen. no joint ow 13 2 2 1 0 0 0 0 0 0
gen. one way 15 3 13 0 9 0 14 0 27 2
gen. no bridge 4 9 7 1 4 2 5 2 3 12
no loop 76 45 27 7 10 9 20 9 11 28
En voyant les pietres resultats des coupes generalized co-circuit dans le chapitre precedent,
on peut legitiment se demander si elles valent la peine d'e^tre introduites ici. Le tableau 6.10
qui reprend les temps de resolution pour x = 35 avec et sans ces inegalites nous apporte
un debut de reponse. Si pour les plus petits graphes (g9, g10 et g13 ), ces inegalites sont
contre-productives, pour nos grands graphes (g14 et 15 ), elles nous permettent de faire un
gain de temps relativement modeste mais neanmoins present.
Tableau 6.10 Temps de resolution en secondes en prenant les 35 coupes les plus ecaces
avec et sans inegalites gen. co-circuit.
g9 g10 g13 g14 g15
avec gen. co-circuit 91,74 70,95 24,27 107,22 193,96
sans gen. co-circuit 84,85 64,29 23,04 110,40 197,40
6.3.4 Comparaisons des temps de resolution
La gure 6.15 compare les temps de resolution relatifs pour les me^mes graphes que la
gure 5.34 page 143. Comme nous utilisons le modele L8+ et non plus le modele L8, nous
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utilisons les temps de resolution pris par CPLEX pour resoudre ce modele L8+ comme
temps de reference, i.e. les temps pris par CPLEX correspondent a 100 %. Rappelons que
des problemes d'instabilite numerique dans la resolution des PL ne nous permettent plus























Figure 6.15 Comparaison des temps de resolution pour le BPC1. Le temps de reference est
le temps pris par CPLEX, i.e. pour tous les graphes ce temps vaut 100 %.
Un resultat hors norme saute aux yeux : le cas du graphe g13. Il semblerait a premiere vue
que notre nouvelle methode ne donne pas le me^me taux d'amelioration que pour les autres
graphes. Il n'en est rien comme on peut le voir sur le tableau 6.11 qui reprend les temps en
secondes. C'est le solveur CPLEX qui arrive a solutionner ce graphe tres rapidement.
Dans le tableau 6.11, nous avons repris les temps de resolution en secondes aussi bien
pour le solveur CPLEX que pour notre methode avec les solveurs SoPlex et CPLEX. Nous
avons aussi repris les meilleurs resultats du chapitre precedent pour pouvoir comparer.
Le modele L8+ ne diere du modele L8 que par n contraintes supplementaires 12 et pour-
tant quelle dierence. CPLEX tire avantageusement parti de cette information supplementaire
comme on peut le voir dans le tableau 6.11.
12. Autant de contraintes supplementaires qu'il y a de sommets de degre plus grand ou egal a deux plus
exactement.
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Tableau 6.11 Comparaisons des temps (en secondes) entre les algorithmes BC1 et BPC1
avec dierents solveurs ainsi que le solveur CPLEX avec les modeles L8 et L8+.
Methodes g9 g10 g13 g14 g15
CPLEX avec L8 8235,26 782,47 717,74 576,56 4700,50
BC1 avec SoPlex 296,64 174,03 58,33 402,65 794,44
BC1 avec CPLEX 140,44 63,36 20,65 196,81 316,29
CPLEX avec L8+ 5152,23 450,34 25,24 165,45 917,79
BPC1 avec SoPlex 91,74 70,95 24,27 107,22 193,96
BPC1 avec CPLEX 38,63 25,97 10,08 45,67 100,20
Nous comparons encore une fois notre algorithme utilisant CPLEX comme solveur de PL
avec le solveur CPLEX. Notre algorithme est de 2 (graphe g13 ) a 133 (graphe g9 ) fois plus
rapide. Encore une fois, nous possedons une connaissance que CPLEX ne possede pas.
Regardons maintenant comment est reparti le temps necessaire pour la resolution du probleme
du postier chinois cumulatif avec notre methode BPC1. La gure 6.16 nous montre une
repartition du temps typique pour nos plus gros graphes de reference. A nouveau, la grande
majorite du temps (90;90 % - 176,32 secondes) est consacree a la resolution des PL (cette fois-
ci par une combinaison des methodes primale (80;16 % - 155,48 secondes) et duale (10;74 % -
20,84 secondes) du simplex puisque nous generons nos variables, et de ce temps, toujours une
part tres importante (74;76 % - 145,00 secondes) est consacree a la resolution du premier PL.
Le reste de la machinerie | generation des variables (2;45 % - 4,75 secondes), separation
et creation des coupes (0;83 % - 1,61 secondes), l'heuristique (5;58 % - 10,83 secondes) ainsi
que le reste (pre-traitements, selection des nuds, maintien de l'arbre de recherche, echanges
d'information entre SCIP et SoPlex, etc.) (0;23 % - 0,45 secondes) | prend un temps rela-
tivement modeste. L'heuristique pour trouver une bonne solution de depart est encore une
fois invoquee cinq fois avec des parametres dierents.
Il y a bien su^r des dierences entre la repartition du temps pour notre BC1 et notre BPC1.
Les plus notables sont les suivantes. D'une part, nous utilisons maintenant la methode du
simplex primale. Celle-ci est plus lente mais est indispensable pour notre approche. D'autre
part, nous generons nos variables et il faut donc y dedier du temps. Dans la section suivante,




Generation de coupes (0,83 %)
Simplex dual (10,74 %)
Simplex primal (80,16 %)
Simplex (90,90 %)
Premier PL (74,76 %)
Generation de variables (2,45 %)
Figure 6.16 Repartition du temps pour l'algorithme BPC1 pour le graphe g15.
6.4 Evaluation implicite du dual
Pendant la recherche d'une solution optimale dans une approche de Branch, Price and
Cut, nous rajoutons des coupes de facon dynamique a chaque nud de l'arbre de recherche.
Nous ne pouvons determiner a l'avance quelles seront ces coupes puisque c'est pendant la
recherche que nous les generons. Comme nous testons le cou^t reduit des variables primales en
cherchant les contraintes duales correspondantes violees, nous devons utiliser un mecanisme
pour mettre a jour le dual. Nous avons essaye plusieurs approches mais toutes sans excep-
tion se sont revelees cou^teuses en temps 13. Le probleme est qu'a chaque nud, nous avons
potentiellement un dual relativement dierent. Si nous pouvons mettre le dual a jour une
fois pour toute lorsque nous introduisons une contrainte supplementaire, il faut encore a
chaque nud adapter cette mise a jour au veritable dual correspondant a ce nud. Apres
avoir teste 6 variantes de la mise a jour du dual, nous avons opte pour une mise-a-jour
«mixte » dans notre algorithme BPC1. Pour certaines contraintes, nous faisons cette mise a
jour une fois pour toute, pour d'autres nous la calculons explicitement pour chaque variables.
Pour l'instant, le nombre de coupes que nous rajoutons est relativement modeste et nous
ne sommes pas encore vraiment confronte a un probleme de lenteur redhibitoire dans la mise
a jour du dual. Prenons le cas du graphe g15. Pour chaque PL, nous passons a chaque fois
en revue les 348 579 variables primales (contraintes duales). Lorsque nous le faisons pour le
13. Nous n'avons nulle part trouve de documentation ou d'exemples sur la demarche a suivre dans SCIP.
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PL de base (core LP), le temps necessaire 14 est de 0,042 seconde. Ce temps est relativement
modeste, surtout si on le compare au temps necessaire a l'ensemble des operations eectuees
dans le pricer : la mise a jour des nouvelles variables (creation de celles-ci et puis mise a jour
des anciennes contraintes), tri et selection des meilleures variables, echanges d'informations
avec SCIP prennent 0,0854352 seconde. Nous consacrons donc 49;16 % du temps a cette
mise a jour. Par contre, lorsque nous ajoutons des contraintes (coupes ou contraintes locales
de branchement) pendant la recherche, ce temps augmente considerablement. Prenons un
nud ou nous avons ajoute 100 contraintes supplementaires. Le temps pour passer en revue
toutes les variables primales (contraintes duales) est maintenant de 0,847583 seconde. Une
augmentation de 992;08 % ! Il s'agit pratiquement uniquement d'une augmentation de la
mise a jour car le temps global passe dans le pricer est maintenant de 0,847628 seconde.
Notre processus de mise a jour accapare donc 99:99 % de ce temps !
Plusieurs strategies sont envisageables pour aborder ce probleme de la mise a jour du
dual. En voici une : et si nous evitions tout simplement cette mise a jour? A priori, ce n'est
pas possible car il faut explicitement tenir compte des nouvelles contraintes ajoutees. Sauf
si . . . celles-ci sont ecrites de telle facon que nous puissions faire une mise a jour implicite et
non plus explicite.
Mettons-nous dans la situation simple de la gure 6.17 qui represente un modele primal
et son modele dual correspondant. Nous rajoutons une contrainte  dynamiquement pen-
dant la recherche d'une solution optimale. Pour simplier notre propos, notons les variables
primales par y et notons aussi le cou^t de ces variables par c(y).
Nous avons deja vu que si la contrainte duale yX
j
jj + i 6 c(y) (6.13)
n'est pas respectee, la variable primale correspondante y a un cou^t reduit negatif. Si la
contrainte primale  est de la forme X
i
iyi 6 Q; (6.14)











Figure 6.17 Mise a jour implicite du dual.
la variable duale  est 6 0. Si de plus, i > 0, alors i 6 0 etX
j




Au lieu de verier si (6.13) est respectee, ce qui demande le calcul de i, nous nous conten-
tons de verier si X
j
jj 6 c(y) (6.15)
est respectee ou pas. Si (6.13) n'est pas veriee, alors (6.15) n'est pas veriee non plus. Au-
trement dit, nous pouvons verier de facon implicite (sans le calcul explicite du terme i)
si (6.13) est veriee ou non. Il est evidemment possible que (6.15) ne soit pas veriee alors
que (6.13) l'est. Dans ce cas, nous genererions une variable primale peut-e^tre inutile. Dans
la pratique ce nombre de variables supplementaires est restreint comme nous le verrons dans
la section 6.3 concernant les resultats experimentaux.
Si certaines inegalites sont deja naturellement de la forme (6.14), qu'en est-il des autres?
Dans le reste de cette section, nous montrons comment transformer certaines inegalites pour
leur donner la forme (6.14).
Les inegalites de parite
Nous avons deja vu dans le tableau 5.4 page 120 comment faire pour les inegalites odd
set et even set.
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Les inegalites generalized co-circuit
Partons du lemme 20 page 104 :
y((S n F )) + y(F ) + 2 y((S)) = jSj: (5.1)
Injectons la valeur correspondante de y((S n F )) dans 5.22 pour obtenir :
2 [y(F ) + y((S))] 6 jSj+ jF j   1:
























ji) > 1, elle
















Les inegalites de ots
Elles sont toutes de la forme 6.14 et n'ont donc pas besoin d'e^tre adaptees.
6.5 Resultats experimentaux : BPC2
Dans cette section, nous reprenons l'algorithme BPC1 mais en faisant une mise a jour
implicite et non plus explicite. Le nouvel algorithme ainsi obtenu est appele BPC2. Nous
passons brievement sur les nouveaux resultats obtenus.
6.5.1 Les pre-traitements sur les variables
L'evaluation implicite du dual nous oblige a generer plus de variables que veritablement
necessaire. Par contre, ces variables supplementaires nous permettent de reintroduire tous
nos pre-traitements sans exception et sans penalite notable.
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6.5.2 Comparaison entre BPC1 et BPC2 pour le nombre de va-
riables generees
La tableau 6.12 presente le pourcentage de variables generees pour 5 de nos graphes de
reference lorsque nous utilisons BPC1 et BPC2.
Tableau 6.12 Pourcentages des variables generees avec BPC1 et BPC2.
Algoritmes g9 g10 g13 g14 g15
BPC1 avec SoPlex 9,63 11,79 12,71 8,22 9,27
BPC2 avec SoPlex 13,12 12,11 14,31 9,16 10,58
BPC1 avec CPLEX 13,17 12,26 17,32 11,67 11,15
BPC2 avec CPLEX 15,69 13,40 16,58 11,96 12,07
A part pour le cas du graphe g13 avec CPLEX, BPC2 genere plus de variables que BPC1
ce qui est normal vu qu'en evitant une mise a jour explicite cou^teuse du dual nous testons
une condition qui a plus de chance d'e^tre violee. Comme nous le verrons dans la sous-section
suivante, cette abondance de variables permet aussi a la methode du simplex d'utiliser moins
de pivot.
Nous obtenons des resultats similaires pour l'utilisation des inegalites valides ainsi que
pour la resolution du premier PL a la racine.
6.5.3 Comparaisons des temps de resolution
Nous utilisons les deux algorithmes BPC1 et BPC2 avec les me^mes jeux de parametres. Il
y a seulement trois dierences entre les deux. Tout d'abord, BPC2 utilise une evaluation im-
plicite du dual alors que BPC1 utilise une version explicite du dual pour evaluer les variables
primales. Ensuite, BPC2 utilise tous les pre-traitement et enn BPC2 utilise une ecriture
dierente de certaines contraintes.
Le tableau 6.13 reprend les donnees du tableau 6.11 en y ajoutant les temps de l'algo-
rithme BPC2,
Nous obtenons donc un gain de temps relativement modeste mais bien reel. Voyons ou
nous avons ameliore notre algorithme. Le tableau 6.14 compare les temps requis par les divers
ingredients de nos deux algorithmes BCP1 et BCP2. Les quatre premieres colonnes reportent
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Tableau 6.13 Comparaisons des temps (en secondes) entre les algorithmes BC1, BPC1
et BPC2 avec dierents solveurs ainsi que le solveur CPLEX avec les modeles L8 et L8+.
Methodes g9 g10 g13 g14 g15
CPLEX avec L8 8235,26 782,47 717,74 576,56 4700,50
BC1 avec SoPlex 296,64 174,03 58,33 402,65 794,44
BC1 avec CPLEX 140,44 63,36 20,65 196,81 316,29
CPLEX avec L8+ 5152,23 450,34 25,24 165,45 917,79
BPC1 avec SoPlex 91,74 70,95 24,27 107,22 193,96
BPC1 avec CPLEX 38,63 25,97 10,08 45,67 100,20
BPC2 avec SoPlex 68,43 56,51 24,67 113,27 181,40
BPC2 avec CPLEX 29,28 23,81 9.04 44,87 65,39
les temps pour la generation des coupes, la generation des variables, la methode primale du
simplex et la methode duale du simplex respectivement. Les deux dernieres colonnes donnent
le nombre de variables generees en pourcentage ainsi que le nombre de coupes generees tout
au long de la recherche.
Tableau 6.14 Temps en secondes des dierents ingredients pour les Branch, Price and Cut
pour le graphe g15.
Algorithmes coupes pricing primal dual #vars (%) #coupes
BPC1 avec SoPlex 1,61 4,75 155,48 20,84 9,27 70
BPC2 avec SoPlex 1,62 1,76 153,26 13,52 10,58 70
BPC1 avec CPLEX 2,22 4,98 65,05 16,60 11,15 70
BPC2 avec CPLEX 2,63 1,94 29,09 20,36 12,07 70
Nous pouvons voir dans le tableau 6.14 qu'eectivement lorsque nous faisons une mise a
jour implicite du dual, nous gagnons du temps dans le probleme du pricing et generons plus
de variables. Nous pouvons voir aussi que l'abondance de variables lorsque nous utilisons
l'algorithme BPC2 permet a la methode du simplex d'e^tre plus rapide. Nous gagnons donc
sur les deux tableaux.
6.6 Conclusions
Notre approche de generation de colonnes donne deja des resultats surprenants en bat-
tant un solveur comme CPLEX de 2 a 133 fois sur nos graphes de reference. Cette approche
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peut s'ameliorer 15 et est certainement une voie a suivre pour la resolution du PPCC avec
les outils de la programmation lineaire en nombres entiers.
Les inegalites valides supplementaires font elles aussi une dierence. Ceci dit, rajouter
toutes les inegalites n'est pas la meilleure strategie a adopter. Comme la generation des
coupes prend un temps relativement modeste, nous pouvons les generer toutes et choisir les
meilleures d'entre-elles. Cette strategie semble e^tre excellente tant pour la rapidite globale
de l'algorithme que pour le choix des meilleures coupes.
Nous l'avons vu, la mise-a-jour du dual prend du temps. Pour remedier a cela plusieurs
possibilites s'orent a nous. Nous avons choisi l'une des plus simples : nous passer totalement
de la mise a jour du dual. Pour faire cela, il nous a fallu ecrire les contraintes sous une forme
speciale. Cette forme n'est pas forcement la plus adaptee pour une resolution rapide des
PL mais le gain total en temps, du moins sur nos graphes de reference, est net avec cette
nouvelle methode. Comme il s'agit d'une approximation du dual, on peut craindre que le
nombre de variables primales generees ainsi soit beaucoup trop grand. Il n'en est rien comme
nous l'avons vu.




Dans ce dernier chapitre, nous resumons notre travail, evaluons les solutions proposees
et regardons quelles ameliorations futures seraient souhaitables.
7.1 Synthese des travaux
Le PPCC est, a notre connaissance, un probleme nouveau qui represente bien des des.
Nous avons introduit une denition qui, tout comme pour certaines versions de son petit
frere sur les sommets, le PLM, ne comptabilise pas le retour au depo^t et nous avons vu
que cette denition n'est en rien restrictive, bien au contraire. D'une complexite fortement
NP-dicile, nous avons montre en quoi le PPCC se distingue des problemes classiques de
postier chinois et pourquoi sans doute le paradigme des problemes de postier chinois | a
savoir trouver l'augmentation minimale d'un graphe pour le rendre eulerien puis trouver un
tour eulerien | n'est pas adapte a notre version du PPCC. Nous avons aussi montre com-
ment transformer simplement le PPCC en une version du PLM sans retour au depo^t. En fait,
les deux problemes montrent bien des similitudes et meriteraient qu'on les etudie en parallele.
Parmi les cas polynomiaux que nous exhibons, le cas du cercle et de la bande unitaires
sont nouveaux alors que le cas de la droite et de l'arbre unitaire sont adaptes d'algorithmes
existants pour le PLM sur ces graphes. Plus generalement, nous pensons que le cas de la
grille unitaire rectangulaire sans trou est lui aussi resolvable en temps polynomial. Nous
avons reformule la conjecture que nous proposions dans notre memoire de ma^trise (van
Omme, 2003) et qui ne distinguait pas assez de cas.
Le but de cette these est de resoudre exactement le PPCC pour n'importe quel type
de graphe. Nous avons fait essentiellement deux hypotheses pour aborder ce probleme dif-
cile. D'une part, nous utilisons les outils de la programmation lineaire en nombres entiers
et d'autre part nous utilisons les solveurs de PL comme des bo^tes noires auxquelles nous ne
touchons pas.
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Dans un premier temps, nous nous sommes atteles a trouver un modele lineaire en
nombres entiers pour resoudre le PPCC. Dans notre que^te, nous avons developpe une ving-
taine de modeles. Dans cette these, nous presentons les huit modeles qui possedent les
meilleures bornes inferieures obtenues par relaxation des conditions d'integralite et nous
demontrons toutes les relations de dominances entre ces huit modeles. Notre meilleur modele,
le modele L8 sort du lot et domine tous les autres modeles sauf un. Ce modele L8 est l'abou-
tissement de nos recherches et c'est celui que nous utilisons pour resoudre le PPCC.
Nous presentons trois algorithmes exacts et une simple heuristique pour resoudre le
PPCC.
Notre heuristique consiste en une enumeration implicite et limitee de toutes les solutions.
Nous l'utilisons pour obtenir des bornes superieures mais aussi pour obtenir un lot de va-
riables primales dans notre approche de generation de colonnes.
Notre premier algorithme, BC1, est un algorithme d'evaluation et separation progressive
qui utilise le modele L8. Dans la foulee, nous avons developpes trois branchements, sept
pre-traitements, six familles de coupes dont trois que nous generalisons. Ces outils nous
permettent deja de battre le solveur CPLEX par un facteur de 3 a 58 sur nos graphes de
reference.
Notre deuxieme algorithme, BPC1, utilise une meilleure variante du modele L8 : le modele L8+
ainsi qu'une approche de generation de colonnes. Il s'agit d'un Branch, Price and Cut ou a
chaque nuds de l'arbre de recherche sont introduites non seulement de nouvelles variables
primales mais aussi de nouvelles coupes. Cette fois-ci, nous developpons en plus des outils
precedents, cinq familles de coupes dont nous en generalisons quatre. Cette nouvelle ap-
proche, plus rapide que celle de l'algorithme BC1 d'un facteur de 2 a 4, nous permet d'e^tre
de 2 a 133 fois plus rapide que le solveur CPLEX utilisant le modele L8+ sur nos graphes de
reference.
Finalement, nous ameliorons notre approche de generation de colonnes avec le troisieme
algorithme, BPC2, avec une evaluation implicite du dual, ce qui nous permet de faire des
gains relativement modestes mais bien reels.
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7.2 Evaluation des solutions proposees
Si nos algorithmes fonctionnent mieux que CPLEX, ils ne peuvent resoudre le PPCC que
sur des graphes relativement petits 1. Dans nos tests, nous considerons un temps raisonnable
quand il ne depasse pas les 3600 secondes. Si nous prenons des graphes complets avec des
cou^ts compris entre 1 et 100 pour les are^tes par exemple, nous pouvons resoudre en un
temps raisonnable K9 (23 secondes), K10 (63 secondes) et K11 (1232 secondes) mais pas K12.
Pour des graphes quelconques, nous pouvons resoudre n'importe quel graphe avec jV j 6 11
et/ou jEj 6 55 en moins d'une heure mais si nous passons a 12 sommets ou considerons
des graphes avec plus de 55 are^tes, nous rencontrons des graphes qui nous resistent me^me
apres de nombreuses heures. Bref, l'extensibilite ou mise a l'echelle de nos algorithmes ne
fonctionne pas tres bien. La raison majeure est le temps necessaire pour la resolution des PL
ainsi que les ecarts relatifs entre les valeurs optimales du probleme et les valeurs optimales
du tout premier LP qui sont de plus en plus grands.
7.3 Ameliorations futures
Nous rassemblons dans cette section quelques pistes d'ameliorations possibles qui meriteraient
plus de developpements.
7.3.1 Utilisation de la programmation non lineaire en nombres
entiers
Une des hypotheses de base de cette these est l'utilisation des outils de la programma-
tion lineaire en nombres entiers mais comme nous l'avons deja fait remarquer il est possible
d'exprimer le PPCC comme un probleme non lineaire en nombres entiers. D'une part la
fonction objectif, que nous voyons lineaire comme la somme de toutes les latences de cha-
cune des are^tes, peut tres bien s'exprimer comme une fonction non lineaire. Le modele Q1
presente dans l'annexe D page 201 en est un exemple. D'autre part et de maniere peut-e^tre
plus convaincante, certaines contraintes peuvent s'exprimer plus naturellement comme des
contraintes non lineaires. Par exemple, si nous reprenons le modele L8, une contrainte sans
1. On observe le me^me phenomene pour la resolution du PLM ou les plus grands problemes comprennent
des graphes de 60 sommets (Fischetti et al., 1993). Quelques problemes avec des graphes jusqu'a 107 sommets
ont ete resolus aussi (Abeledo et al., 2010).
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doute fort utile est celle-ci : Y
j;k
ykij = 0 8 i 2 V :
Cette contrainte permet de forcer la non utilisation d'un plus court chemin issu d'un
sommet i. Bref, il serait interessant de voir dans quelle mesure l'utilisation d'un modele non
lineaire permettrait de mieux decrire le PPCC.
7.3.2 Utilisation d'algorithmes adaptes pour la resolution des PL
La degenerescence aussi bien primale que duale ainsi que les nombreuses instabilites
numeriques rencontrees lors de la resolution des PL fournis par le modele L8 rendent la
ta^che ardue a n'importe quel solveur. Rappelons que le solveur CLP a tres vite du^ e^tre
abandonne car il n'arrivait tout simplement pas a resoudre ces PL. Rappelons egalement
que jusqu'a la version 9, CPLEX retournait lui aussi parfois des resultats fantaisistes.
Un code specialement adapte a la resolution du modele L8 et de ses variantes pourrait
sans doute apporter de serieuses ameliorations. Nous pensons par exemple a l'approche de
Raymond et al. (Voir par exemple Raymond et al., 2010a,b) qui a ete specialement developpee
pour les PL degeneres et bat CPLEX d'un facteur de 7 a 12 pour certains d'entre-eux.
Une autre amelioration plus accessible est de demarrer a chaud en fournissant une bonne
base de depart pour la methode du simplex.
Comme l'essentiel du temps passe a la recherche d'une solution optimale en nombres
entiers est consacre a la resolution des PL, en particulier du tout premier PL, c'est tres
certainement une voie a explorer.
7.3.3 Meilleures heuristiques
La qualite principale de l'heuristique proposee dans cette these est sa rapidite. Il serait
sans doute interessant de consacrer plus de temps a la recherche d'une premiere solution
realisable par exemple avec l'utilisation d'une meta-heuristique. En eet, pour nos graphes
de reference, les ecarts relatifs entre la valeur optimale du PPCC et la valeur optimale
du premier PL obtenus avec le modele L8+ varient entre 0 et 3 % 2. Ces ecarts sont deja
2. Voir le tableau 6.4 page 163.
185
relativement importants. L'obtention de solutions realisables optimales ou quasi-optimales
nous permettrait de reduire de maniere non negligeable la taille de l'arbre de recherche.
7.3.4 Le modele L8
Meilleures heuristiques
Pendant la recherche d'une solution optimale, nous pourrions aussi exploiter l'information
obtenue a partir des solutions fractionnaires fournies pour construire une solution realisable.
Mentionnons tout de suite que l'extraction d'une information pertinente n'est pas aisee :
ni SoPlex, ni CLP ni me^me CPLEX n'arrivent a exploiter ces informations a leur plein po-
tentiel. De fait, les liens entre les solutions fractionnaires et la ou les solutions optimales
trouvees ne sont pas evidents. Toutefois, une analyse plus detaillees des solutions fraction-
naires nous permettraient peut-e^tre de construire des solutions realisables de bonnes qualites.
Une piste est de decouper la solution fractionnaire en plusieurs segments de tournee et puis
de recoller ceux-ci entre eux. La diculte reside d'une part dans la maniere de decouper la
solution fractionnaire | comment decouper et quoi decouper? | et d'autre part dans le
recollage de ces segments : il faut les recoller entre eux mais dans un ordre dierent de celui
propose par la solution fractionnaire. Enn, ce recollage ne peut s'eectuer que jusqu'a une
certaine periode de temps. Au-dela, il faut construire les ns de solutions. Une telle approche
meriterait d'e^tre etudiee plus en details et pourrait donner de bons resultats.
Pre-traitements sur les variables
Les pre-traitements presentes sont tres eectifs mais il y aurait moyen d'en trouver
d'autres. Par exemple, nous pourrions developper des pre-traitements adaptes a certaines
structures de graphe. Nous pensons par exemple a la presence d'un point d'articulation.
Celui-ci introduit certaines impossibilites qui nous permettent d'eliminer certaines variables.
Il nous faut alors determiner les points d'articulation ce qui demande l'utilisation d'al-
gorithmes non triviaux. Comme nous l'avons vu dans la section 6.3.1 page 163, il n'est
pas forcement avantageux de retirer toutes les variables eliminables dans une approche de
generation de colonnes. Il faut donc voir au cas par cas si le jeu en vaut la chandelle.
Inegalites valides localement
Toutes nos inegalites valides sont globales, i.e. valides pour tous les nuds de l'arbre de
recherche, en particulier pour la racine. Les inegalites locales reposant sur des hypotheses
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plus fortes puisque seulement valides localement, nous pourrions penser qu'elles seraient plus
ecaces que des inegalites valide globalement. Pour generer ces coupes locales, nous devons
pouvoir acceder de maniere ecace a l'historique de la recherche. La aussi, nous pensons que
des ameliorations importantes sont possibles.
Amelioration du calcul des cou^ts reduits
Dans nos deux algorithmes BCP1 et BCP2, nous calculons a chaque iteration le cou^t
reduit de toutes les variables. Plusieurs ameliorations sont possibles. D'une part, nous pou-
vons envisager des strategies ou nous ne nous occupons que d'un sous-ensembles de va-
riables (Voir par exemple partial pricing dans Lubbecke et Desrosiers, 2005). Par exemple,
les x meilleures, i.e. qui ont les cou^ts reduits les plus negatifs lors d'une iteration ou bien un
quota de variables par type de variables, etc. D'autre part, il y a moyen de calculer le cou^t
reduit des variables par groupes de variables pluto^t qu'individuellement. On peut bien su^r
combiner les deux techniques ensemble.
7.3.5 Programmation par contraintes
Une approche interessante est la programmation par contraintes ou mieux encore une ap-
proche hybride entre la programmation lineaire en nombres entiers et la programmation par
contrainte (Voir par exemple Achterberg et al., 2008; Ottosson, 2000). Voici une approche
possible.
Si nous prenons comme variable ve = k si on dessert l'are^te e 2 E en (m k+1)e position,
nous pourrions peut-e^tre benicier de la fameuse contrainte alldifferent(ve1 ; : : : ;vem)?
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Annexe A
Les quinze graphes de reference
A.1 Les quinze graphes de reference
Nous reprenons ici brievement les caracteristiques principales de nos quinze graphes de
reference dans le tableau A.1.
Tableau A.1 Caracteristiques principales des quinze graphes de reference.
graphes n m min max zopt
g1 3 3 1 50 57
g2 5 4 1 64 146
g3 8 10 1 1 58
g4 7 8 1 10 000 000 12591503
g5 5 5 1 10 32
g6 10 15 8 99 6223
g7 6 7 6 14 315
g8 15 20 1 99 11533
g9 20 35 1 95 24739
g10 15 35 2 96 18941
g11 7 10 5 93 1829
g12 15 20 2 98 6015
g13 10 30 1 100 21407
g14 15 40 9 100 33877
g15 10 45 2 99 38900
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Annexe B
Les bornes inferieures des huit
modeles sur les quinze graphes de
reference
B.1 Les bornes inferieures des huit modeles sur les
quinze graphes de reference
Tableau B.1 Les bi des huit modeles presentes pour les quinze graphes de reference.
zopt L1 L2 L3 L4 L5 L6 L7 L8 Graphes
57 56 55 55 56 55 55 57 57 g1
146 116.5 115.5 112.03 121.25 140.5 146 146 146 g2
58 55 55 55 55 58 55 55 55 g3
12591503 12345698 12345695 12345678 12399363.75 12345701.9 12365963.5 12591503 12591503 g4
32 32 32 31.0028 32 32 32 32 32 g5
6223 5638.62 5607.47 5627.29 5700.28 5647.4 5567.98 5566 5968.5 g6
315 290.83 277.38 283.03 290.83 288 277 274.5 305.5 g7
11533 9279.64 9277.49 9253.48 9398.17 9422.3 9364.85 9300.25 11127.13 g8
24739 21441 21916.9 21431.13 22099.14 21658.47 20951.92 20943.17 23728 g9
18941 17524.5 17658.4 17470.8 17747.7 17539 17264.6 17271.7 18342 g10
1829 1581.38 1574.5 1559.63 1607.31 1579.525 1558 1561.83 1811.25 g11
6015 4877.5 5053.35 4852.83 5169.37 4925.08 4803.45 4771.75 5921.6 g12
21407 20537.42 20628.15 20525.57 20700.49 20592.77 20496.17 20492.54 21115.73 g13
33877 32367.96 32393.44 32263.37 32449.55 32288.57 32205 32201,11 33523.34 g14
38900 38272.6 38324.9 38217.7 38350.8 38250.6 38219.1 38213.6 38732.82 g15
Le tableau B.1 reprend les bornes inferieures obtenues par relaxation des conditions
d'integralite pour les modeles L1-L8 pour les quinze graphes de reference.
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Annexe C
Equivalence entre les modeles L1, L2
et L3
C.1 Equivalence entre les modeles L1, L2 et L3
Pour les deux demonstrations qui suivent nous ne considerons que des solutions modeles
denies a la section 1.4.6 page 13.
C.1.1 Equivalence entre les modeles L1 et L2
Lemme 33 Les modeles L1 et L2 sont equivalents.
Demonstration
Cette demonstration s'articule en trois temps : tout d'abord, nous montrons
comment contruire une solution realisable de L1 a partir d'une solution modele
de L2. Puis nous faisons de me^me pour construire une solution realisable de L2 a
partir d'une solution modele de L1. Enn, nous montrons que ces deux solutions
ont exactement le me^me cou^t.
Soit fxkij;ykijg une solution de L2. Construisons une solution equivalente pour
















V ki = x
k
iT (C.2)
et V 0A = 1 pour le depo^t et V
0
S = 0 pour tout sommet S autre que le depo^t.
Les DkS sont obtenus gra^ce a (1.4).
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Une telle solution est bien une solution realisable du modele L1. (1.1) et (1.2)
sont veriees gra^ce a (4.7). (1.3) est l'equivalent de (4.5) et (1.5) est l'equivalent
de (4.3). (1.6) et (1.7) sont veriees par construction. Il reste a demontrer que (1.4)
est aussi veriee.
Remarquons tout d'abord que les equations de conservation de ots (4.2) de-
mandent la construction d'un chemin partiel debutant par le depo^t pour chaque
etape k. Donc, necessairement a chaque etape k, nous rajoutons un diametre.
Ces equations de ots correspondent aux contraintes analogues (1.4).
En eet, soit une etape k 6= 1 et considerons le sommet S. Soit celui-ci est











par (C.1) car il s'agit du debut du diametre. Dans ce cas, il sut de prendreDkS =
0 et (1.4) est veriee.





2 et par (C.2) : V k 1S = V
k
S = 0. Il sut alors de xer D
k
S = 1 et (1.4) est veriee.





et par (C.2) : V k 1S = 0 et V
k
S = 1. Il sut alors de xer D
k
S = 0 et (1.4) est
veriee.
Le cas ou k = 1 se traite de maniere analogue en tenant compte du fait
que V 0A = 1 pour le depo^t et V
0
S = 0 pour tout sommet S autre que le depo^t.
La construction d'une solution realisable de L2 a partir d'une solution realisable
de L1 est similaire. Soit fvke ;dke ;V kS ;DkSg une solution realisable modele de L1. Pour
chaque diametre d'une etape k fdkeg commencant en i (V k 1i = 1) et se terminant
en j (V kj = 1), faisons correspondre les diametres pour les periodes de temps k




= : : : = xlpaj = 1 8 k 6 l 6 m: (C.3)
Si un xlab est non nulle, nous incrementons sa valeur de 1. Le dernier arc du
diametre est considere en xant ylpaj = 1 8 k 6 l 6 m. Fixons aussi les variables
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correspondantes aux sommets de n de diametre : xkiT = V
k
S pour k > 1.
Il s'agit bien d'une solution realisable pour le modele L2. (4.1), (4.2), (4.3)
et (4.7) se verient par construction. Verions (4.4). Soit le sommet i est le dernier
d'un diametre a l'etape k et donc xkiT = V
k





A l'etape k + 1, le sommet i est le debut d'un nouveau diametre. Par (C.3),
+G(i)x
k+1
ij > 1 et donc (4.4) est veriee. Si i n'est pas le dernier sommet d'un
diametre, alors (4.4) est veriee par (4.1).
(4.5) est l'equivalent de (1.3).
Pour les solutions modeles que nous considerons, (4.6) est automatiquement
veriee.
Verions maintenant que ces les deux solutions ont bien le me^me cou^t. Pour ce
faire, nous pouvons nous concentrer sur le cou^t de chaque diametre. A l'etape 1,
le diametre est constitue d'une seule are^te e. Pour le modele L1, la contribution









xke = ce m:
Soit un diametre a l'etape k. Pour le modele L1, sa contribution est de





































1 si e appartient au diametre de l'etape k.
0 sinon.
Comme tous ces termes sont egaux deux a deux, nous avons que les valeurs




















C.1.2 Equivalence entre les modeles L2 et L3
Lemme 34 Les modeles L2 et L3 sont equivalents.
Demonstration
Comme la demonstration precedente, celle-ci s'articule de la me^me maniere
en trois temps : nous montrons d'abord comment denir une solution equivalente
pour le modele L3 a partir d'une solution modele pour le modele L2, puis nous
faisons l'inverse et enn nous montrons que ces deux solutions ont le me^me cou^t.
Soit fxkij;ykijg une solution de L2. Construisons une solution equivalente pour
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ij   yk 1ij :
Les yka respectent les contraintes (4.8), (4.9) et (4.11) du modele L3 :
(4.8) et (4.9) sont respectees gra^ce a (4.7) car d'une part pour k = m cette
contrainte exige que toutes les are^tes aient ete desservies une seule fois et d'autre
part comme elles ont ete desservies les unes apres les autres (pour k = 1 jus-
qu'a k = m), il a fallu en desservir une et une seule a chaque etape. (4.11) est
veriee aussi puisque nous ne considerons que des solutions qui desservent une
are^te a partir du depo^t a l'etape 1.
Nous nous occuperons des contraintes (4.10) qui permettent de denir les va-
riables zk lorsque nous comparerons la valeur des fonctions objectifs.
Soit maintenant fyka ;zkg une solution modele de L3. Construisons une solu-
tion realisable correspondante pour L2. Soit un arc a = (i;j) auquel correspond





















Les fxkijg correspondants sont obtenus en prenant des plus courts chemins constitues
d'arcs deja desservis auparavant entre le sommet d'arrivee de l'arc (a;b) et le
sommet de depart de l'arc (c;d) lorsque dans le modele L3, yl 1ab = 1 et y
l
cd=1
avec l 6 k. Si la variable xkij est non nulle lorsque nous rajoutons un diametre,
nous l'incrementons de 1.
A chaque periode k, le diametre correspondant se termine en un sommet i
de V . Nous prenons alors xkiT = 1.
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Une telle solution verie bien les contraintes du modele L2. En eet, (4.1),
(4.2), (4.3) et (4.4) sont veriees par construction. (4.5) est veriee par construc-





est non nulle. De me^me, (4.6) est veriee pour la me^me raison et le fait qu'on ne
peut repasser plus de m   1 sur une me^me are^te pour les solutions considerees.
Finalement, (4.7) est veriee gra^ce a (4.8) et (4.9).


















(m  k + 1)
 X
a2 V
c(a)  yka + zk
!
:
On peut montrer l'egalite pour chaque terme correspondant a une are^te.




















xkij = cij m
car dans les solutions que nous considerons xkij+x
k
ji 6 1 et (4.1) impose que x1ij =
x2ij = : : : = x
m
ij = 1. D'autre part, m 
 P
a2 V c(a)  y1a

= m  c(a) avec a = (i;j)













= m  c(a)
avec a = (i;j).
Soit une are^te e desservie a la periode k et soit fxkij : (i;j) 2 Ag les variables
du modele L2 correspondantes au diametre de la periode k. Pour les solutions
que nous considerons, on a que ce diametre intervient dans la fonction objectif
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pour






a cause de la contrainte (4.1). Pour la variable xkij correspondante a l'are^te e
desservie a la periode k, c'est precisement ce que nous donne le terme (m k+1) 
c(a)ya de la fonction objectif du modele L3. Montrons que la valeur (m k+1)zk
correspond exactement a la contribution de la liaison inter-clients entre l'are^te
desservie a la periode k   1 et celle desservie a la periode k. Les zk sont denis
par (4.10) :
(yk 1i   1) M + ykj  c(i;j) 6 zk (4.10)
ou c(i;j) represente le cou^t du plus court chemin entre le sommet d'arrivee de
l'arc i et le sommet de depart de l'arc j. Or c'est precisement la valeur que
prend zk. Si yk 1i = 1 et y
k
j = 1, on a c(i;j) 6 zk. Avec la minimisation, nous
avons l'egalite zk = c(i;j). La contribution de cette liaison inter-clients dans le
modele L2 pour la fonction objectif est donc























(m  k + 1)
 X
a2 V
c(a)  yka + zk
!
:
et les deux solutions sont equivalentes.

Comme d'une part les modeles L1 et L2 et d'autre part les modeles L2 et L3 sont equivalents
deux a deux, nous pouvons en deduire que les modeles L1 et L3 sont aussi equivalents. Par






D.1 Modeles supplementaires non presentes
D.1.1 Quelques modeles non presentes
Q1
Denissons 1 M = (m+1)m
2
. C'est le nombre de fois maximum que l'ensemble des are^tes
peuvent e^tre parcourues dans une solution optimale du PPCC. Ce modele considere chaque









1 si une nouvelle are^te est desservie en k.
0 sinon.

















































ji) k 2 f1; : : : ;Mg (D.6)
et toutes les variables xkij et qk sont binaires.
(D.1) indique que chaque are^te doit e^tre visitee au moins une fois. (D.2) se charge d'assurer
l'existence d'un chemin. Le depo^t est caracterise par (D.3). A chaque etape au plus une seule
are^te peut e^tre visitee, ce qu'impose (D.4). qk ne vaut 1 que si l'are^te visitee a l'etape k est
visitee pour la premiere fois. C'est exactement ce que demandent (D.5) et (D.6).
L'exemple introductif
Reprenons a nouveau le probleme introductif de la page 8.































Figure D.1 Une solution optimale de l'exemple introductif pour le modele Q1.
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L9
On reprend le modele Q1 de la section D.1.1 dont on linearise la fonction objectif comme
suit. On introduit d'abord les variables dependantes :
Zk =
(
cou^t cumulatif de l'are^te nouvellement desservie en k.
0 si en k aucune are^te n'est desservie.
Soit Q une quantite plus grande que n'importe quel cou^t cumulatif de n'importe quelle
are^te pour n'importe quel chemin. On rajoute deux contraintes pour exprimer Zk et on


















ji) 6 Zk k 2 f1; : : : ;Mg (D.8)
et les variables xkij; qk sont binaires tandis que les variables Zk sont entieres positives ou
nulles.
L10
Nous decomposons le graphe en ses are^tes en dedoublant ses sommets comme sur la -
gure D.2 et nous exploitons le fait qu'une solution optimale doit necessairement passer par
des plus courts chemins comme nous l'avons demontre dans le lemme 3 page 7. Nous ajoutons
pour chaque pair de sommets (i;j) representant un plus court chemin possible, une are^te (en
trait discontinue sur la gure) dont le cou^t est celui du plus court chemin entre les deux
sommets.
Un sommet ctif t est rajoute pour permettre la creation de la tournee depuis le depo^t.













G = (V [ fsg;E [ E)
Figure D.2 Le graphe auxiliaire utilise pour le modele L10.
decuples de G et E l'ensemble des are^tes representants les plus court chemins. Les are^tes
entre les sommets de E et t sont de cou^t nul. Il s'agit du graphe auxiliaire pour le modele L10.
Les variables
Soit tij le temps de n de service de l'are^te (i;j). A chaque sommet i on associe le temps de
passage i. En desservant une are^te (i;j) on passera soit de i vers j soit l'inverse. Dans le pre-
mier cas, nous avons j = i+cij, dans le deuxieme i = j+cij et le temps de service de (i;j)




vons donc transformer la fonction objectif z = min
P
(i;j)2E tij en y = min
P
(i;j)2E(i+ j).





Outre les variables i de temps de passage aux sommets, nous utiliserons les deux jeux
suivants de variables :
yik =
(




1 si on parcourt l'are^te (i;j) de i a j.
0 si le parcourt se fait en sens inverse.
Enn, on utilise un grandM 2 qui represente une valeur plus grande que le cou^t cumulatif
2. Nous presentons ce modele car il est relativement naturel mais il est tres instable numeriquement : une
trop grande valeur de M et nous obtenons des resultats errones pour la plupart des solveurs utilises. Voici
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du plus grand chemin eulerien possible. Notons par cij les cou^ts sur les are^tes originales et









yik = 1  xij 8 (i;j) 2 E (D.9)
X
k2V[ftgnfi;jg
ykj = 1  xij 8 (i;j) 2 E (D.10)
X
k2V[ftgnfi;jg
yki = xij 8 (i;j) 2 E (D.11)
X
k2V[ftgnfi;jg
yjk = xij 8 (i;j) 2 E (D.12)
i > k + ~cki   (1  xij)M   (1  yki)M 8(i;j) 2 E;8k 2 V [ ftg n fi;jg (D.13)
j > i + cij   2(1  xij)cij 8 (i;j) 2 E (D.14)
j > k + ~ckj   xijM   (1  ykj)M 8 (i;j) 2 E ;8k 2 V [ ftg n fi;jg (D.15)
i > j + cij   2xijcij 8 (i;j) 2 E (D.16)X
k2V
ytk = 1 (D.17)X
k2V
ykt = 1 (D.18)X
k2Vjk=depo^t
ytk = 1 (D.19)
et les variables xij et yik sont binaires et les variables i sont entieres positives ou nulles.
(D.9)-(D.12) permettent la construction de tournees en accordant le sens du traitement
d'une are^te (i;j) avec le passage sur les plus courts chemins entre les sommets du graphe G.
(D.13)-(D.16) forcent les latences i aux sommets a e^tre calculees cumulativement. (D.17) et
(D.18) inserent le sommet ctif t dans la tournee. Finalement, (D.19) indique le depo^t.
une possibilite pour ce grand M mais qui ne fonctionne pas a tous les coups. Soit p la distance du plus grand
des plus courts chemins et soit q le cou^t de l'are^te de cou^t maximum. Nous pouvons borner le cou^t du plus
grand chemin cumulatif par M = mq +
Pm 1
k=1 (m  k + 1)(p+ q) = mq + (p+ q) (m 1)m2 .
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L'exemple introductif















Figure D.3 Modele L10 : une solution optimale de l'exemple introductif. Seules les va-
riables  sont achees.
L11
L'approche est celle du modele L10 de la section D.1.1 dont nous avons legerement trans-
forme la nomenclature (voir gure D.2). Le sommet de depart est maitenant le sommet s et
nous avons ajoute un deuxieme sommet ctif representant un depo^t imaginaire ou la tournee
se termine. Celui-ci est appele t.
Nous modelisons la construction d'une solution optimale en exigeant la construction d'une
solution realisable de cou^t cumulatif minimum.
Trois familles de variables sont utilisees : la premiere concerne uniquement les liaisons
inter-clients et indique si oui ou non celles-ci sont utilisees ou pas. La deuxieme permet
d'orienter les are^tes alors que la troisieme permet de comptabiliser de maniere cumulative le
cou^t de la solution en donnant l'ordre de passage des are^tes et des liaisons inter-clients.
yf =
(





0 si le sommet S 2 V au centre d'une liaison inter-clients et




k si on dessert l'are^te ou la liaison inter-clients e en (m  k + 1)e position.
0 sinon.
L'orientation des are^tes est « automatique »car le fait d'exiger que le chemin partiel
soit compose d'are^tes et de liaisons inter-client couple avec l'exigence que le premier chemin
partiel parte du depo^t permet d'orienter les are^tes automatiquement.











zf 6 m  yf 8 f 2 E (D.20)





zf + qS 8 S 2 V (D.22)
X
f2E;S2f
yf = 1 8 S 2 V [ fs;tg (D.23)
qs = 1 et
X
f2E;s2f
zf = m Le depo^t s (D.24)
qt = 0 et
X
f2E;t2f
zf = 0 Le depo^t t (D.25)
et les variables 0  ze  m sont entieres tandis que les variables qS et yf sont binaires.
(D.20) nous permet de faire le lien entres les variables zf et yf . En particulier, si la liaison
inter-clients f n'est pas utilisee alors zf = 0. Pour orienter les are^tes, nous utilisons (D.21).
Le calcul des cou^ts cumulatifs se fait gra^ce a (D.22). Nous ne voulons qu'une seule liaison
inter-clients par sommet, ce que nous assure (D.23). Finalement, les depo^ts s et t sont denis
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par (D.24) et (D.25) respectivement.
L'exemple introductif
Pour mieux comprendre le modele, utilisons-le pour resoudre le probleme introductif de
la section 1.3 page 8.





















Figure D.4 Une solution optimale detaillee de l'exemple introductif pour le
modele L11.
L12
Le modele L1 a des variables dependantes. Que se passe-t-il si on se limite aux variables
independantes? Le modele L12 est une des dierentes tentatives dans ce sens. Nous conser-
vons les variables dkij et pour marquer une are^te lorsqu'elle est desservie nous conservons les
variables V kv . Nous avons donc deux familles de variables :
dkij =
(




1 si le sommet v est le dernier sommet du chemin partiel k.
0 sinon.















dkij  1 8 (i;j) 2 E (D.26)X
v2V





2  (dkij + V ki + V kj )












d1e 8 v 2 V (D.30)
dkij  V k 1i + V ki +
X
(p:q)2Enf(i;j)g
dkpq 8 k 2 f1; : : : ;mg; 8 (i;j) 2 E (D.31)
dkij  V k 1j + V kj +
X
(p:q)2Enf(i;j)g




+V ki + V
k
j 8 k 2 f2; : : : ;mg; 8 (i;j) 2 E (D.33)
V 0i = 1 i est le depo^t (D.34)
et les toutes les variables dke et V
k
v sont binaires.
(D.26) force le passage et donc le service sur toutes les are^tes alors que (D.27) et (D.28)
obligent le service d'une are^te par periode k. (D.29)-(D.32) font le liens entre les deux familles
de variables. (D.33) n'est pas necessaire mais permet d'obtenir une meilleure borne inferieure
lorsque nous relaxons les conditions d'integralite. Finalement, (D.34) designe le depo^t.
L'exemple introductif
Pour visualiser la solution, il sut de se reporter a la gure 1.12 page 17 et de ne conserver





Ce modele est une des tentatives de reduire le nombre astronomique de variables du
modele L8. Une facon de faire est de transferer la construction d'une solution realisable a
des variables sur les are^tes a desservir (xkij) et non plus des plus courts chemins. Pour lier
entre elles de telles are^tes, nous utlisons un nombre restreint de variables (yij). Nous repre-
nons la nomenclature du modele L8.
Soit Q = max(i;j)2E cij le cou^t le plus eleve sur toutes les are^tes du graphe original.
xkij =
(




1 si on utilise le plus court chemin i! j a la periode k.
0 sinon.
zk 2 Z+ est le cou^t du diametre empru^nte a la periode k.







(m  k + 1) 
24 X
(i;j)2Ar

















yvq = 1 8 v 2 V (D.37)
X
v2V
ysv = 1 et
X
v2V
yvt = 1 (D.38)
xk{i + x
k+1
j|  1 + yij 8 (ij) 2 Asp; 8 k 2 f1; : : : ;mg (D.39)
x1ij  ysi 8 (ij) 2 Asp : i est le depo^t (D.40)
xmij  yit + yjt 8 (ij) 2 Asp (D.41)
(xkij   1)Q+ yipcip  zk 8 (ij) 2 Ar; 8(p;i) 2 Asp; 8 k 2 f2; : : : ;mg (D.42)
et les variables xkij et yij sont binaires et les variables z
k 2 Z+ sont entieres positives ou
nulles.
(D.35) impose que toute are^te soit desservie et (D.36) qu'a chaque periode une seule are^te
soit desservie. Pour obtenir un chemin nous utilisons plusieurs contraintes : (D.37) et (D.38)
permettent que chaque sommet soit relie par un plus court chemin, (D.39), (D.40) et (D.41)
font le lien entre les variables xkij et yij. Finalement, (D.42) permet de calculer le cou^t des
dierents plus court chemin utilises.
L'exemple introductif
Pour mieux comprendre le modele, utilisons-le pour resoudre le probleme introductif de
la section 1.3 page 8.

















Figure D.5 Une solution optimale de l'exemple introductif pour le modele L13. Toutes les
variables non nulles sont achees.
D.1.2 Comparaisons sommaires des modeles non presentes
Nous commencons par reprendre le nombre de variables ainsi que de contraintes des
modeles repris dans cette annexe. Le tableau D.1 est l'equivalent du tableau 4.1 page 70
concernant les huit modeles presentes dans la these.
Tableau D.1 Bornes superieuresab sur le nombre de variables et de
contraintes pour chacun des modeles repris dans cette annexe
Modeles #Variables #Contraintes




m3 +m2n+ 2m2 +mn+ 2m  n+ 1




m3 +m2n+ 3m2 +mn+ 3m  n+ 1
L10 4m2 +m 4m2 + 2m+ 3
L11 4m2 + 4m+ 2 2m2 + 5m+ 6
L12 m2 +mn 4m2 +mn+ 2
L13 6m2   3m 4m3   8m2 + 11m+ n+ 2
a Parfois certaines contraintes ou variables facilement eliminables par un
pre-traitement sommaire n'ont pas ete comptabilisees.
b Nous avons systematiquement assume que le depo^t etait de degre n.
Le tableau D.2 reprend les bornes inferieures obtenues par relaxation des conditions
d'integralite pour les modeles repris dans l'annexe. Nous ne considerons que les cinq premiers
214
graphes de reference et nous avons exclu le modele Q1 qui a un comportement similaire au
modele L9 3. La deuxieme ligne donne les valeurs optimales du PPCC alors que la troisieme
ligne donne les moins bonnes bornes pour les huit modeles presentes dans la these.
Tableau D.2 Comparaisons des optimums obtenus par relaxation des contraintes
d'integralite pour les dierents modeles repris dans l'annexe. Les valeurs en gras representent
des valeurs optimales pour le PPCC. La ligne minL1 L8 z correspond aux moins bonnes bornes
obtenues pour les modeles L1-L8.
Graphes g1 g2 g3 g4 g5
opt 57 146 58 12591503 32
minL1 L8 z 55 112.03 55 12345678 31.0028
L9 0 0 0 0 0
L10 26 42,5 5 05555555,5 8,5
L11 29 55 20,5 05555627,0 16,5
L12 55 104,4 38 11616769,05 27
L13 55 112 55 12345678,0 31
3. La valeur optimale du programme lineaire obtenu par relaxation des conditions d'integralite n'est pas
forcement 0 pour les modeles L9 ou Q1.
