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Abstract
We establish the splitting lemmas (or generalized Morse lemmas) for the energy function-
als of Finsler metrics on the natural Hilbert manifolds of H1-curves around a critical point
or a critical R1 orbit of a Finsler isometry invariant closed geodesic. They are the desired
generalization on Finsler manifolds of the corresponding Gromoll-Meyer’s splitting lemmas on
Riemannian manifolds ([16, 17]). As an application we extend to Finsler manifolds a result
by Grove and Tanaka [22, 58] about the existence of infinitely many, geometrically distinct,
isometry invariant closed geodesics on a closed Riemannian manifold.
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1 Introduction and results
Let M be a smooth manifold of dimension n endowed with a Ck Finsler metric F , where
k ≥ 5 is an integer or ∞. The fundamental tensor gF of (M,F ) is a Riemannian metric on
the pulled-back bundle π∗(T ∗M) over TM \ 0TM defined by
gF (x, y) : TxM × TxM → R, (u, v) 7→ 1
2
∂2
∂s∂t
[
F 2(x, y + su+ tv)
] ∣∣
s=t=0
for any (x, y) ∈ TM \ 0TM . It is of class Ck−2, and satisfies gF (x, y)[y, y] = (F (x, y))2 and
gF (x, λy) = gF (x, y) for λ > 0. The length of a Lipschitz continuous curve γ : [a, b] → M on
(M,F ) is defined by lF (γ) =
∫ b
a
F (γ(t), γ˙(t))dt. A differentiable curve γ = γ(t) is said to have
constant speed if F (γ(t), γ˙(t)) is constant along γ. Call a regular piecewise Ck curve in (M,F )
a (Finslerian) geodesic if it minimizes the length between two sufficiently close points on the
curve ([4]). From the viewpoint of the calculus of variations the constant speed geodesics are
the critical points of the energy (or length) functional of the Finsler metric F on a suitable
Hilbert manifold. Precisely, given a Riemannian metric g onM letW 1,2(I,M) denote the space
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of absolutely continuous curves γ from I := [0, 1] to M such that
∫ 1
0 〈γ˙(t), γ˙(t)〉dt <∞, where
〈u, v〉 = gx(u, v) for u, v ∈ TxM . ThenW 1,2(I,M) ⊂ C0(I,M) and it is a Riemannian-Hilbert
manifold with the Riemannian structure on the tangent space TγW
1,2(I,M) = W 1,2(γ∗TM)
(consisting of all W 1,2-sections of the pull-back bundle γ∗TM → I) given by
〈ξ, η〉1 =
∫ 1
0
〈ξ(t), η(t)〉dt +
∫ 1
0
〈∇gγ˙ξ(t),∇gγ˙ξ(t)〉dt (1.1)
(using the L2 covariant derivative along γ associated to the Levi-Civita connection ∇g of the
metric g). Let ‖ · ‖1 =
√〈·, ·〉1 be the induced norm. A smooth submanifold N ⊂ M ×M
determines a Riemannian-Hilbert submanifold of W 1,2(I,M),
ΛN(M) := {γ ∈ W 1,2(I,M) | (γ(0), γ(1)) ∈ N}
with tangent space TγΛN (M) = W
1,2
N (γ
∗TM) (consisting of all ξ ∈ W 1,2(γ∗TM) with
(ξ(0), ξ(1)) ∈ T(γ(0),γ(1))N). The inclusion ΛN(M) →֒ C0N (I,M) = {γ ∈ C0(I,M) | (γ(0), γ(1))
∈ N} is a homotopy equivalence (cf. [18, Th.1.3]). Both (W 1,2(I,M), 〈·, ·〉1) and (ΛN (M), 〈·, ·〉1)
are complete Hilbert-Riemannian manifolds if the metric g is complete and the submanifold
N is closed (as a subset). See Appendix C of [45] for details. The energy functional of the
metric F given by
L : ΛN (M)→ R, γ 7→
∫ 1
0
F 2(γ(t), γ˙(t))dt, (1.2)
is of class C2− by [47], and cannot be twice differentiable at a regular curve γ ∈ ΛN(M) with
N = {p, q} if F 2 is not the square of the norm of a Riemannian metric along the curve, where
a curve γ ∈ ΛN(M) is called regular if γ˙ 6= 0 a.e. in [0, 1] ([7, page 271]). However, it is of
class Ck−2 on a dense open subset consisting of all regular curves in the Banach manifold
XN := C1N (I,M) = {γ ∈ C1(I,M) | (γ(0), γ(1)) ∈ N}.
A curve γ ∈ ΛN(M) is a constant (non-zero) speed F -geodesic satisfying the boundary condi-
tion
gF (γ(0), γ˙(0))[u, γ˙(0)] = gF (γ(1), γ˙(1))[v, γ˙(1)] ∀(u, v) ∈ T(γ(0),γ(1))N (1.3)
if and only if it is a (non constant) critical point of L ([47, 33, 10]). In addition, suppose that
(M,F ) is forward (resp. backward) complete and that N is a closed submanifold of M ×M
such that the first projection (resp. the second projection) of N to M is compact; then L
satisfies the Palais-Smale condition on ΛN (M) provided (M, g) is complete (cf. [10]).
Because of the lack of C2-smoothness for the functional L on ΛN (M), the deep and very
effective tool in the study of geodesics, the famous splitting lemma of Gromoll-Meyer [16],
cannot be directly applied to L as in the Riemannian case [17]. A workaround is to restrict L
to finite dimensional approximations of ΛN(M). Our aim is to show that in the H
1 settings.
When N = {p, q} consists of two non-conjugate points (which means that all critical points of
L are nondegenerate), Caponio, Javaloyes and Masiello [8, 9] obtained the Morse inequalities
without using finite dimensional approximations recently. In the general case, the author [37]
developed an infinite dimensional method to obtain the shifting theorems of the critical groups
of critical points and critical orbits for the functional L without involving finite-dimensional
approximations and any Palais’ result in [49]. In this paper we establish the generalized Morse
lemmas (or splitting lemmas) for the energy functional L in the H1-topology around critical
points or critical orbits corresponding with Gromoll-Meyer’s splitting lemmas in [16, 17].
We only consider the following three cases:
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Case 1. N =M0×M1, where M0 and M1 are two boundaryless and connected submanifolds
of M . In this case the boundary condition (1.3) becomes{
gF (γ(0), γ˙(0))[u, γ˙(0)] = 0 ∀u ∈ Tγ(0)M0,
gF (γ(1), γ˙(1))[v, γ˙(1)] = 0 ∀v ∈ Tγ(1)M1. (1.4)
Case 2. N = G(Ig) the graph of an isometry Ig on (M, g), in particular G(idM ) = △M . The
boundary condition (1.3) becomes
gF (γ(0), γ˙(0))[u, γ˙(0)] = gF (Ig(γ(0)), γ˙(1))[Ig∗u, γ˙(1)] ∀u ∈ Tγ(0)M. (1.5)
Furthermore, if F is Ig-invariant, i.e., F (Ig(x), Ig∗(u)) = F (x, u) ∀(x, u) ∈ TM , where Ig∗ :
TM → TM denotes the differential of Ig, we shall show above Theorem 1.5 that (1.5) becomes
Ig∗(γ˙(0)) = γ˙(1) and that γ may be extended into an Ig-invariant F -geodesic γ⋆ : R→M via
γ⋆(t) = I[t]g (γ(t− [t])) ∀t ∈ R, (1.6)
where [t] denotes the greatest integer ≤ t, called the corresponding (maximal) Ig-invariant F -
geodesic (determined by γ). Here an F -geodesics α : R→M is said to be Ig-invariant if there
exists a s ≥ 0 such that α(t + s) = Ig(α(t)) ∀t ∈ R. (Even if F is the norm of a Riemannian
metric different from g this kind of case seems not to be considered in Riemannian geometry.)
Case 3. N = G(IF ) the graph of an isometry IF on (M,F ).
Notation. As in [37], for a normed vector space (E, ‖ · ‖) and δ > 0 we put Bδ(E) = {x ∈
E | ‖x‖ < δ} and Bδ(E) = {x ∈ E | ‖x‖ ≤ δ} (in order to avoid confusion when there are
several spaces involved). Denote by L (E) the space of continuous linear operator from E to
itself, and by Ls(E) the space of continuous linear self-adjoint operator from E to itself if E
is a Hilbert space. For a continuous symmetric bilinear form (or the associated self-adjoint
operator) B on a Hilbert space we write H−(B), H0(B) and H+(B) for the negative definite,
null and positive definite spaces of it. K always denotes an Abelian group without special
statements.
1.1 The case N = M0 ×M1
Suppose that γ0 ∈ ΛN (M) is a critical point of L on ΛN (M) with energy c > 0. Then it is a
Ck-smooth nonconstant F -geodesics with constant speed F (γ0(t), γ˙0(t)) ≡ √c > 0. Because
of technical reasons, we need to make the following assumption on the Riemannian metric g
on M :
M0 (resp. M1) is totally geodesic near γ0(0) (resp. γ0(1)). (1.7)
Let exp denote the exponential map of g, and let ‖ · ‖1 =
√〈·, ·〉1 with 〈·, ·〉1 given by (1.1).
Set B2ρ(Tγ0ΛN (M)) := {ξ ∈ Tγ0ΛN(M) | ‖ξ‖1 < 2ρ} for ρ > 0. Since γ∗0TM is only Ck, so is
the map γ∗0TM ∋ (t, v) 7→ expγ0(t) v = exp(γ0(t), v) ∈M . It follows from Lemma 5.2 that for
ρ > 0 small enough the map
EXPγ0 : B2ρ(Tγ0ΛN(M))→ ΛN (M) (1.8)
given by EXPγ0(ξ)(t) = expγ0(t)(ξ(t)), is only a C
k−3 coordinate chart around γ0 on ΛN (M).
Therefore, H1(I, γ∗0TM) is a C
k−3 Hilbert manifold, and Tγ0ΛN (M) is a C
k−3 submanifold of
H1(I, γ∗0TM), which implies that L◦EXPγ0 is C2−0 because k ≥ 5. Clearly, 0 ∈W 1,2N (γ∗0TM)
is a critical point of L ◦ EXPγ0 . Observe that the tangent space of the Banach manifold
XN at γ0 is Tγ0XN = C1TN (γ∗0TM) = {ξ ∈ C1(γ∗0TM) | (ξ(0), ξ(1)) ∈ TN} with usual C1-
norm, and that B2ρ(Tγ0ΛN(M)) ∩ Tγ0XN is an open neighborhood of 0 in Tγ0XN . As above
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Tγ0XN ∋ ξ 7→ EXPγ0ξ ∈ XN is also Ck−3. Let A be the restriction of the gradient of L◦EXPγ0
to B2ρ(Tγ0ΛN(M)) ∩ Tγ0XN . Since γ0 is Ck and γ˙0(t) 6= 0, ∀t, A is actually a Ck−3 map
from a small neighborhood of 0 ∈ Tγ0XN to Tγ0XN , which can be derived from (2.29) and
Lemma 2.3, moreover A(0) = ∇L(γ0)|Tγ0XN and
〈dA(0)[ξ], η〉1 = d2L|XN (γ0)[ξ, η] ∀ξ, η ∈ Tγ0XN .
This extends results obtained in [8] for the case N = {p, q}. The key point here is that the
continuous symmetric bilinear form d2L|XN (γ0) can be extended into a continuous symmetric
bilinear form on Tγ0ΛN(M), also denoted by d
2L|XN (γ0). The self-adjoint operator associ-
ated to the latter is Fredholm, and has finite dimensional negative definite and null spaces
H−(d2L|XN (γ0)) and H0(d2L|XN (γ0)), which are actually contained in Tγ0XN . There exists
an orthogonal decomposition
Tγ0ΛN (M) = H
−(d2L|XN (γ0))⊕H0(d2L|XN (γ0))⊕H+(d2L|XN (γ0)), (1.9)
which induces a (topological) direct sum decomposition of Banach spaces
Tγ0XN = H−(d2L|XN (γ0))+˙H0(d2L|XN (γ0))+˙
(
H+(d2L|XN (γ0)) ∩ Tγ0XN
)
.
Using the implicit function theorem we get δ ∈ (0, 2ρ] and a unique Ck−3-map
h : Bδ
(
H0(d2L|XN (γ0))
)→ H−(d2L|XN (γ0))+˙(H+(d2L|XN (γ0)) ∩ Tγ0XN) (1.10)
such that h(0) = 0, dh(0) = 0 and
(I − P 0)A(ξ + h(ξ)) = 0 ∀ξ ∈ Bδ
(
H0(d2L|XN (γ0))
)
, (1.11)
where P ⋆ : Tγ0ΛN (M)→ H⋆(d2L|XN (γ0)), ⋆ = −, 0,+, are the orthogonal projections accord-
ing to the decomposition (1.9). Define L◦ : Bδ
(
H0(d2L|XN (γ0))
)→ R by
L◦(ξ) = L ◦ EXPγ0(ξ + h(ξ)). (1.12)
It is Ck−3 since Tγ0XN ∋ ξ 7→ EXPγ0ξ ∈ XN is also Ck−3; moreover L◦ has a critical point 0,
and d2L◦(0) = 0. Call
m−(L, γ0) := dimH−(d2L|XN (γ0)) and m0(L, γ0) := dimH0(d2L|XN (γ0))
the Morse index and the nullity of γ0, respectively. (Actually, they do not depend on the
choice of the Riemannian metric g). Here is our first splitting lemma.
Theorem 1.1 Under the above notation, if dimM > 1 for sufficiently small δ > 0 there exists
an origin-preserving homeomorphism ψ from Bδ(Tγ0ΛN (M)) to an open neighborhood of 0 in
Tγ0ΛN(M) such that for all ξ ∈ Bδ(Tγ0ΛN (M)),
L ◦ EXPγ0 ◦ ψ(ξ) = ‖P+ξ‖21 − ‖P−ξ‖21 + L◦(P 0ξ).
Moreover, ψ
(
(P− + P 0)Bδ(Tγ0ΛN (M))
)
is contained in Tγ0XN , and ψ is also a homeo-
morphism from (P− + P 0)Bδ(Tγ0ΛN (M)) onto ψ
(
(P− + P 0)Bδ(Tγ0ΛN (M))
)
even if the
topology on the latter is taken as the induced one by Tγ0XN ; ψ restricts to a Ck−3 embed-
ding from P 0Bδ(Tγ0ΛN (M)) to Tγ0XN (and so to Tγ0ΛN (M)) because ψ(ξ) = ξ + h(ξ) for
ξ ∈ P 0Bδ(Tγ0ΛN(M)).
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If the critical point γ0 is also isolated, then L◦EXPγ0 and L◦ have isolated critical points 0.
Let C∗(L, γ0;K) (resp. C∗(L◦, 0;K)) denote the critical group of the functional L (resp. L◦) at
γ0 (resp. 0) with the coefficient groupK. By Theorem 1.1N := EXPγ0◦ψ
(
P 0Bδ(Tγ0ΛN (M))
)
is a Ck−3 (embedded) submanifold of XN (and so ΛN (M)) containing γ0 as an interior point.
It is uniquely determined by F and g in the sense of germs (since our h and ψ may be explicitly
determined by data only depending on g and F ), and is called a characteristic submanifold of
ΛN(M) for L at γ0. Clearly, C∗(L|N , γ0;K) ∼= C∗(L◦, 0;K). H 0∗ (L, γ0;K) := C∗(L|N , γ0;K)
is often called the characteristic invariant of L at γ0. We have the following shifting theorem.
Theorem 1.2 Cq(L, γ0;K) ∼= Cq−m−(L,γ0)(L◦, 0;K) ∼= H 0q−m−(L,γ0)(L, γ0;K) ∀q = 0, 1, · · · .
Remark 1.3 Any Riemannian metric g′ on M can always be perturbed near γ0(0) and γ0(1)
(with local charts around them) to yield a metric g satisfying (1.7). Since g and g′ induce the
same Hilbert manifold structures on ΛN(M) and equivalent Hilbert-Riemannian structures on
TΛN(M) the assumption (1.7) has almost no effect for application ranges of our theory. It
is also obvious that Theorem 1.1 is only related to the behavior of g in a neighborhood of
γ0([0, 1]) ⊂M .
Theorem 1.4 Under the assumptions of Theorem 1.1, let Λ˜ be a Hilbert submanifold of
ΛN(M) containing γ0 and satisfying the following conditions:
(i) X˜N := XN ∩ Λ˜ is a Banach submanifold of XN , and is also dense in Λ˜;
(ii) the chart in (1.8) restricts to a chart around γ0 on Λ˜, E˜XPγ0 : B2ρ(Tγ0Λ˜) → Λ˜, and a
chart around γ0 on X˜N , E˜XP
X
γ0 : B2ρ(Tγ0Λ˜) ∩ Tγ0X˜N → X˜N ;
(iii) ∇(L◦ E˜XPγ0)(ξ) = ∇(L◦EXPγ0)(ξ) for any ξ ∈ B2ρ(Tγ0Λ˜), where the inner product on
Tγ0Λ˜ is also given by (1.1);
(iv) H0
(
d2(L|XN )(γ0)
) ⊂ Tγ0Λ˜.
Then (since d2(L|X˜N )(γ0)[u, v] = d2(L ◦ E˜XP
X
γ0)(0)[u, v] = d
2(L ◦ EXPXγ0)(0)[u, v]
= d2(L|XN )(γ0)[u, v] for u, v ∈ Tγ0X˜N implies H∗
(
d2(L|X˜N )(γ0)
) ⊂ H∗(d2(L|XN )(γ0)), ∗ =
0,+,−), ψ in Theorem 1.1 restricts to an origin-preserving homeomorphism ψ˜ from Bδ(Tγ0Λ˜)
to an open neighborhood of 0 in Tγ0Λ˜ such that for all ξ ∈ Bδ(Tγ0 Λ˜),
L ◦ E˜XPγ0 ◦ ψ˜(ξ) = ‖P˜+ξ‖21 − ‖P˜−ξ‖21 + L◦(P˜ 0ξ),
where P˜ ∗ are orthogonal projections from
Tγ0Λ˜ = H
−(d2L|X˜N (γ0))⊕H0(d2L|X˜N (γ0))⊕H+(d2L|X˜N (γ0))
onto H∗(d2L|X˜N (γ0)), ∗ = 0,−,+, and we actually have P˜ ⋆ξ = P ⋆ξ, ⋆ = −, 0,+. Moreover
the inclusion Λ˜ →֒ ΛN(M) induces isomorphisms
(a) H 0∗ (L|Λ˜, γ0;K) ∼= H 0∗ (L, γ0;K) if m0(L|Λ˜, γ0)) = m0(L, γ0));
(b) C∗(L|Λ˜, γ0;K) ∼= C∗(L, γ0;K) if m⋆(L|Λ˜, γ0)) = m⋆(L, γ0)), ⋆ = 0,−.
This result may be, in some sense, viewed as heritability of the splitting lemma. In the
Riemannian case, XN and X˜N are chosen as ΛN (M) and Λ˜, respectively; the conditions (i)-(ii)
are not needed; (b) is obvious and the corresponding claim with (a) is a direct consequence of
Lemma 7 in [17]. Such a result is necessary in many applications.
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1.2 The case N = G(Ig)
There exists, as showed in [19, Lem.2.2], a natural continuous R-action by Riemannian-
isometries on ΛG(Ig)(M) induced by g, µ : ΛG(Ig)(M)× R→ ΛG(Ig)(M) defined by
µ(γ, s)(t) =
{
γ(t+ s) for 0 ≤ t ≤ 1− s
Ig(γ(t+ s− 1)) for 1− s ≤ t ≤ 1 (1.13)
if s ∈ [0, 1], and µ(γ, s) = µ(Img ◦ γ, s − m)) when s ∈ [m,m + 1]. Correspondingly, we
have also a continuous R-action by Hilbert-Riemannian bundle isomorphisms on TΛG(Ig)(M),
µˆ : TΛG(Ig)(M)× R→ TΛG(Ig)(M) defined by
µˆ(ξ, s)(t) =
{
ξ(t+ s) for 0 ≤ t ≤ 1− s
Ig∗(ξ(t+ s− 1)) for 1− s ≤ t ≤ 1 (1.14)
if s ∈ [0, 1], and µˆ(ξ, s) = µ(Img∗ ◦ ξ, s−m)) when s ∈ [m,m+ 1].
The isotropy group Rγ = {s ∈ R |µ(γ, s) = γ} at a point γ ∈ ΛG(Ig)(M) is either {0},
infinite cyclic or R. The orbit space ΛG(Ig)(M)/R is not Hausdorff. Moreover, the orbit
µ(γ,R) of each γ ∈ Cr(I,M)∩ΛG(Ig)(M)\Fix(Ig) with γ˙(1) = Ig∗(γ˙(0)) is an immersed Cr−1
submanifold of ΛG(Ig)(M), where r ≥ 1 is an integer or ∞. Note that the functional L is not
invariant under the above action without further assumptions. When N in Theorem 1.1 is
replaced by G(Ig) the corresponding conclusions also hold, which can be seen from the proofs
of Theorem 1.1 and Theorem 1.7.
Theorem 1.5 Let F be a Ck Finsler metric on a smooth manifold M of dimension more than
one. Suppose that γ0 is a nonconstant critical point of L on ΛG(Ig)(M). Then for sufficiently
small δ > 0 there exists an origin-preserving homeomorphism ψ from Bδ(Tγ0ΛG(Ig)(M)) to an
open neighborhood of 0 in Tγ0ΛG(Ig)(M)) such that for all ξ ∈ Bδ(Tγ0ΛG(Ig)(M)),
L ◦ EXPγ0 ◦ ψ(ξ) = ‖P+ξ‖21 − ‖P−ξ‖21 + L◦(P 0ξ).
Moreover, ψ restricts to a Ck−3 embedding from P 0Bδ(Tγ0ΛG(Ig)(M)) to Tγ0XG(Ig) (and so
to Tγ0ΛG(Ig)(M)); ψ
(
(P− + P 0)Bδ(Tγ0ΛG(Ig)(M))
)
is contained in Tγ0XG(Ig), and ψ is also
a homeomorphism from (P− + P 0)Bδ(Tγ0ΛG(Ig)(M)) onto ψ
(
(P− + P 0)Bδ(Tγ0ΛG(Ig)(M))
)
even if the topology on the latter is taken as the induced one by Tγ0XG(Ig).
If the critical point γ0 is isolated, a shifting theorem follows from Theorem 1.5 directly;
and a corresponding result with Theorem 1.4 is also easily given.
From now on we suppose that F is Ig-invariant. In this case it is convenient to consider the
functional L on the Hilbert-Riemannian manifold
Λ(M, Ig) = {γ ∈ W 1,2loc (R,M) | γ(t+ 1) = Ig(γ(t)) ∀t}
with the natural Riemannian metric given by (1.1) because there exists a natural Hilbert-
Riemannian isometry ΛG(Ig)(M) ∋ γ → γ⋆ ∈ Λ(M, Ig), where γ⋆ is defined by (1.6), whose
inverse is given by the restriction map Λ(M, Ig) ∋ γ 7→ γ|I ∈ ΛG(Ig)(M). Under this corre-
spondence the action in (1.13) corresponds to a continuous R-action on Λ(M, Ig) by isometries,
T : Λ(M, Ig)× R→ Λ(M, Ig) by
T (γ, s)(t) = Ts(γ)(t) = γ(t+ s) for any t, s ∈ R and γ ∈ Λ(M, Ig). (1.15)
We also write Ts(γ) as s · γ sometimes. (Clearly, (s · γ⋆)|[0,1] = µ(γ, s) for any s ∈ R if
γ ∈ ΛG(Ig)(M) corresponds to γ⋆ ∈ Λ(M, Ig) as above.) Note that if the isometry Ig is of finite
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order p ∈ N, i.e. Ipg = idM then the R-action in (1.15) induces a continuous R/pZ-action by
isometries on Λ(M, Ig):
[s]p · γ(t) = γ(s+ t), ∀[s]p ∈ R/pZ, γ ∈ Λ(M, Ig). (1.16)
Clearly, the critical points of the functional L on Λ(M, Ig) consist of all Ig-invariant F -geodesics
plus the constant maps in the fixed point set Fix(Ig) of Ig. These critical points are of class
Ck, and in particular sit in the Banach manifold
X = X (M, Ig) = {γ ∈ C1(R,M) | γ(t+ 1) = Ig(γ(t)) ∀t}.
A nonconstant curve γ ∈ Λ(M, Ig) can be a non-isolated critical point of L. For each critical
point γ of L, corresponding to Proposition 2.3 in [19] we have also:
(i) Rγ = {0} if and only if the corresponding Ig-invariant F -geodesic on M is non-closed.
(ii) Rγ is infinite cyclic with generator s if and only if the corresponding Ig-invariant F -
geodesic is closed and the prime period of the geodesic is s.
(iii) Rγ = R if and only γ is a constant map to Fix(Ig).
So the R-orbit of a critical point γ of L on Λ(M, Ig) is either a point, an embedded S1 or
a 1 − 1 immersed image of R (with constant speed) according to the corresponding maximal
Ig-invariant F -geodesic being a fixed point, a closed geodesic or a non-closed geodesic. The
critical points in the same R-orbit correspond to the same Ig-invariant F -geodesic with only
different initial point. A non-closed Ig-invariant F -geodesic is in 1− 1 correspondence with a
non-closed R-orbit of critical points in Λ(M, Ig); and a closed Ig-invariant F -geodesic is in 1−1
correspondence with a “tower” of closed R-orbits of critical points in Λ(M, Ig). (Note that
each orbit of the tower corresponds to a “covering” of an underlying prime closed Ig-invariant
geodesic.)
Carefully checking the proof of [19, Th.2.4] and [20, Th.4.1] it is not hard to see that the
following result holds true.
Proposition 1.6 Let Ig be proper in the sense that the displacement function for it, δIg :
M → R, x 7→ dg(x, Ig(x)) is proper. Suppose that F is Ig-invariant and that there exists a
non-closed (i.e., non-periodic) Ig-invariant F -geodesic γ : R → M . Then in the closure γ(R)
there are uncountably many Ig-invariant F -geodesics γτ : R→M with F (γτ , γ˙τ ) = F (γ, γ˙).
So if the isometry Ig is proper, in the studies of multiplicity of Ig-invariant F -geodesics,
we can assume that there exist finitely many (geometrically different) Ig-invariant geodesics
(which must all be closed).
Let γ0 ∈ Λ(M, Ig) be a closed Ig-invariant F -geodesic with L(γ0) = c > 0 (which implies
that Rγ0 is an infinite cyclic subgroup of R with generator p > 0). Then the orbit O := R · γ0
is an embedded circle S1(p) := R/pZ. (The R-action reduces to S1(p)-action on it). We
assume that O is an isolated critical orbit below. It is an R-invariant compact connected
Ck−1 submanifold of Λ(M, Ig) (cf. [17, page 499]). Actually, O ⊂ Ck(R,M) ∩ Λ(M, Ig) by
Proposition 3.1 in [37], and it is a Ck−1 submanifold of the Banach manifold X = X (Ig,M)
by Proposition 5.1.
Let π : NO → O be the normal bundle of O in Λ(M, Ig). This is a Ck−2 Hilbert vector
bundle over O (because TO is a Ck−2 subbundle of TOΛ(M, Ig)), and XNO := TOX ∩NO is
a Ck−2 Banach vector subbundle of TOX by Proposition 5.1. For ε > 0 we define NO(ε) :=
{(γ, v) ∈ NO | ‖v‖1 < ε},
NO(ε)X := NO(ε) ∩ TOX and XNO(ε) := {(γ, v) ∈ XNO | ‖v‖C1 < ε}
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as open subsets of TOX . Clearly, XNO(ε) ⊂ NO(ε)X ⊂ NO(ε). Note that there exists a
natural induced R-actions on these bundles. For sufficiently small ε > 0, as above we derive
from Lemma 5.2 that the map
EXP : TΛ(M, Ig)(ε) = {(γ, v) ∈ TΛ(M, Ig) | ‖v‖1} < ε} → Λ(M, Ig) (1.17)
defined by EXP(γ, v)(t) = expγ(t) v(t) ∀t ∈ R via the exponential map exp of g, restricts to
a Ck−3 diffeomorphism ̥ : NO(ε) → N (O, ε), where N (O, ε) is an open neighborhood of
O in Λ(M, Ig). Similarly, ̥ restricts to a Ck−3 diffeomorphism from XNO(ε) to an open
neighborhood X (O, ε) of O in X (M, Ig) (shrinking ε > 0 if necessary), which implies that
L ◦ ̥|XNO(ε) is Ck−3 as in the proof of Lemma 2.3. For γ ∈ O let NO(ε)γ , NO(ε)Xγ and
XNO(ε)γ be the fibers of fiber bundles NO(ε), NO(ε)X and XNO(ε) at γ ∈ O, respectively.
Define
F = L ◦̥, Fγ = F|NO(ε)γ , FX = F|NO(ε)X .
Denote by Aγ the restriction of the gradient ∇Fγ to NO(ε)Xγ . It takes values in XNOγ , and
for ε > 0 small enough Aγ is a C
k−3 map from XNO(ε)γ to XNOγ by Lemma 3.1, (3.25)
and (3.35). Moreover the bundle map
XNO(ε) ∋ (γ, v) 7→ (γ,Aγ(v)) ∈ XNO is Ck−4. (1.18)
(Indeed, since F|XNO(ε) is Ck−3, its fiberwise differential dF (F|XNO(ε)) is a Ck−4 bundle map
from XNO(ε) to XNO∗. So any Ck−4 sections V : O → XNO and U : O → XNO(ε) give
rise to a Ck−4 function
O ∋ γ 7→ dF (F|XNO(ε))(V(γ))[U(γ)] = d(F|XNO(ε)γ )(V(x))[U(γ)]
= 〈Aγ(V(γ)),U(γ)〉1,γ .
By using a local trivialization argument, (1.18) follows from this because the Riemannian
metric by given (1.1) on XNO is of class Ck−2.) It is clear that
As·γ(s · v) = s · Aγ(v) ∀s ∈ R, v ∈ NO(ε)Xγ (1.19)
since O and F are R-invariant. Denote by Bγ the natural extension of the symmetric bilinear
form d2(F|XNO(ε)γ )(0) on NOγ and the associated self-adjoint operator with it. The latter is
Fredholm, and has finite dimensional negative definite and null spaces H−(Bγ) and H0(Bγ).
Moreover,H−(Bγ)+H0(Bγ) is contained in XNOγ , and Bγ (as an element of L (NOγ)) also
restricts to a bounded linear operator dAγ(0) ∈ L (XNOγ). Because Bs·γ(s · u) = s · Bγ(u)
for any s ∈ R and (γ, u) ∈ NO, we deduce that dimH0(Bγ) and dimH−(Bγ) are independent
of γ ∈ O, and call
m0(L,O) := dimH0(Bγ) and m−(L,O) := dimH−(Bγ) (1.20)
the nullity and Morse index of O, respectively. In the case m0(L,O) = 0 the critical orbit
O is said to be nondegenerate. Note that we have always 0 ≤ m0(L,O) ≤ 2n− 1. Observe
that there exists a > 0 such that
σ(Bγ) ∩ ([−2a, 2a] \ {0}) = ∅, ∀γ ∈ O (1.21)
since Bs·γ(s · u) = s · Bγ(u) for any s ∈ R and (γ, u) ∈ NO. By this and Lemma 7.3 on
the page 70 of [11], for the critical manifold O we have a natural Ck−2 Hilbert vector bundle
orthogonal decomposition
NO = H−(B)⊕H0(B)⊕H+(B) (1.22)
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with H⋆(B)γ = H
⋆(Bγ) for γ ∈ O and ⋆ = +, 0,−, and hence (by Proposition 5.1) a Ck−2
Banach vector bundle direct sum decomposition
XNO = H−(B)+˙H0(B)+˙(H+(B) ∩XNO). (1.23)
Let P⋆ be the orthogonal bundle projections from NO onto H⋆(B), ⋆ = +, 0,−, and let
H0(B)(δ) = H0(B) ∩ NO(δ) for δ > 0. Note that H0(B)(δ) ⊂ XNO and that δ > 0 can
be chosen so small that H0(B)(δ) ⊂ XNO(ε) since H0(B) has finite rank and Bs·γ(s · u) =
s · Bγ(u), ∀(s, u, γ). By a local trivialization argument and the compactness of O we may
use the implicit function theorem and (1.18) to get a sufficiently small δ > 0 and a unique
R-equivariant Ck−4 bundle map
h : H0(B)(δ)→ H−(B)+˙(H+(B) ∩XNO) (1.24)
whose restriction hγ on each fibre H
0(B)(δ)γ is of class C
k−3, Rγ-equivariant and satisfies
hγ(0) = 0, (P
+
γ +P
−
γ ) ◦Aγ
(
v + hγ(v)
)
= 0, ∀v ∈ H0(B)(δ)γ . (1.25)
(Here the Ck−4 (resp. Ck−3) smoothness of h (resp. hγ) comes from the fact that the bundle
map in (1.18) (resp. Aγ) is of class C
k−4 (resp. Ck−3)). Moreover, the R-invariant functional
L◦△ : H0(B)(δ) ∋ (γ, v)→ L ◦ EXPγ
(
v + hγ(v)
) ∈ R (1.26)
is Ck−4, and restricts to an Rγ-invariant and Ck−3 functional in each fiberH0(B)(δ)γ , denoted
by L◦△γ .
Theorem 1.7 Under the above notation there exist ̺ ∈ (0, δ), an R-invariant open neigh-
borhood U of the zero section of NO, an R-equivariant Ck−4 fiber map h given by (1.24),
and an R-equivariant fiber-preserving homeomorphism Υ : NO(̺) → U such that for all
(γ, u) ∈ NO(̺),
L ◦ EXP ◦Υ(γ, u) = ‖P+γ u‖21 − ‖P−γ u‖21 + L◦△(γ,P0γu).
Moreover, Υ also satisfies the following properties:
(i) for any (γ, u0 ⊕ u+ ⊕ u−) ∈ NO(̺) ∩ (H0(B) ⊕H−(B) ⊕H+(B)), Υγ(0) = 0, Υγ(u0 ⊕
u−⊕ u+)− hγ(u0)− u0 ∈ H−(B)γ ⊕H+(B)γ , Υγ(u0 ⊕ u−⊕ u+) ∈ H−(B)γ if and only
if u0 = 0 and u+ = 0, and Υγ(u
0⊕u−⊕u+) ∈ H−(B)γ ⊕H+(B)γ if and only if u0 = 0;
(ii) Υ restricts to a Ck−4 bundle embedding from NO(̺) ∩H0(B) to XNO (and so to NO)
because Υ(γ, v) = (γ, v + hγ(v)) for (γ, v) ∈ NO(̺) ∩H0(B);
(iii) Υ
(
(P− +P0)NO(̺)) is contained in XNO, and Υ is also a homeomorphism from (P−+
P0)NO(̺) onto Υ ((P− +P0)NO(̺)) even if the topology on the latter is taken as the
induced one by XNO. (This implies that NO and XNO induce the same topology in
Υ
(
(P− +P0)NO(̺)).)
Since every curve in a small neighborhood of O in Λ(M, Ig) has image near the compact
subset γ0(R) ⊂ M , as showed in Remark 1.3, Theorem 1.7 only depends on the values of the
metric g near γ0(R).
Under the assumptions of Theorem 1.7 let H0−(B) := H0(B)⊕H−(B) and H0−(B)(ǫ) :=
(H0(B)⊕H−(B)) ∩NO(ǫ). Then H0−(B) ⊂ XNO. Define L : H0−(B)(ǫ)→ R by
L(γ, v) = −‖P−γ v‖21 + L◦△γ(P0γv). (1.27)
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Let C∗(L,O;K) and C∗(L,O;K) denote the critical groups of L and L at isolated critical
orbits O with the coefficient group K, respectively. By some standard deformation arguments
we may derive from Theorem 1.7
C∗(L,O;K) ∼= C∗(L,O;K). (1.28)
Define N (O) := EXP ◦ Υ(NO(̺) ∩H0(B)). This is an R-invariant Ck−4 (embedded) sub-
manifold of X (M, Ig) (and so of Λ(M, Ig)) which has dimension 1 + m0(L,O) and contains
O in its interior. But N (O)γ := EXPγ ◦ Υγ
(
NO(̺)γ ∩H0(B)γ
)
, for each γ ∈ O, is a Ck−3
(embedded) submanifold of X (M, Ig) (and so of Λ(M, Ig)) which has dimension m0(L,O) and
contains γ as an interior point. We call N (O) (resp. N (O)γ) a characteristic submanifold of
(Λ(M, Ig), 〈·, ·〉1) for L at O (resp. γ ∈ O), and call
H 0∗ (L, γ;K) := C∗(L|N (O)γ , γ;K)
the characteristic invariant of L at γ ∈ O. Clearly, H 0∗ (L, γ;K) ∼= C∗(L◦△γ , 0;K) and
H 0q (L, γ;K) = 0 for all q ≥ 2 dimM − 1. Theorem 1.7 also implies the following shifting
theorem,
Cq+m−(L,O)(Fγ , 0;K) ∼= Cq(L◦△γ , 0;K) ∼= H 0∗ (L, γ;K) ∀q = 0, 1, · · · . (1.29)
By Meyer-Vietoris theorem (cf. [58]), if the Abelian group K is a field we get the following
important inequalities
dimCq(L,O;K) ≤ 2
1∑
i=0
dimH 0q−m−(L,O)−i(L, γ;K) ∀q, (1.30)
which are sufficient for most of applications.
For a curve c : R→M and τ ∈ R we define a curve cτ : R→M by
cτ (t) = c(τ · t) ∀t ∈ R. (1.31)
In particular, for each m ∈ N we have an iteration map
ϕm : Λ(M, Ig)→ Λ(M, Img ) (1.32)
given by ϕm(c) = c
m. For any closed Ig-invariant F -geodesic γ0 and every m ∈ N, γm0 is a
closed Img -invariant F -geodesic, and so a critical point of the functional L defined by (1.2) on
Λ(M, Img ). Let TΛ(M, I
m
g ) be equipped with the equivalent Riemannian-Hilbert structure
(ξ, η)m = m
2
∫ 1
0
〈ξ(t), η(t)〉dt +
∫ 1
0
〈∇gγξ(t),∇gγξ(t)〉dt. (1.33)
Denote by ‖ · ‖m the norm of it. Let
EXPm : TΛ(M, Img )(ε) = {(γ, v) ∈ TΛ(M, Img ) | ‖v‖m} < ε} → Λ(M, Img ) (1.34)
be defined as in (1.17). Suppose that Om := R · γm0 is also an isolated critical orbit of L
in Λ(M, Img ). Denote by NˆOm the normal bundle of Om in Λ(M, Img ) with respect to the
Riemannian-Hilbert structure (1.33), and by XNˆOm := TOmX (M, Img ) ∩ NˆOm the Banach
vector subbundle of TOmX (M, Img ). Correspondingly, we have also XNˆOm(ε), NˆOm(ε)X and
NˆOm(ε). Then
Fˆ : NˆOm(ε)→ R, (y, v) 7→ L ◦ EXPm(y, v) (1.35)
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is an R-invariant functional of class C2−0, and also restricts to a Ck−3 map on XNˆOm(ε) for
ε > 0 small enough. For each y ∈ Om let Fˆy denote the restriction of Fˆ to NˆOm(ε)y, and
let FˆXy be the restrictions of Fˆy to NˆOm(ε)y ∩XNˆOmy . Denote by ∇ˆFˆy the gradient of Fˆy
with respect to the inner product in (1.33) on NˆOmy , and by Aˆy be the restriction of ∇ˆFˆy to
NˆOm(ε)y ∩XNˆOmy . Clearly,
Aˆs·y(s · v) = s · Aˆy(v) ∀s ∈ R, (y, v) ∈ NˆOm(ε) ∩XNˆOm. (1.36)
Moreover, if δ ∈ (0, ε) is small enough we have:
(i) XNˆOm(δ) ∋ (y, v) 7→ (y, Aˆy(v)) ∈ XNˆOm is a Ck−4 bundle map;
(ii) the map Aˆy is C
k−3-smooth fromXNˆOm(δ)y toXNˆOmy (and so FˆXy is Ck−2 inXNˆOm(δ)y);
(iii) the symmetric bilinear form d2FˆXy (0) has a continuous extension Bˆy on NˆOmy ;
(iv) H−(Bˆy) +H0(Bˆy) ⊂ XNˆOmy is of finite dimension and there exist a Ck−2 Hilbert vector
bundle orthogonal decomposition
NˆOm = H−(Bˆ)⊕ˆH0(Bˆ)⊕ˆH+(Bˆ) (1.37)
with respect to the inner product in (1.33) and an induced Ck−2 Banach space bundle direct
sum decomposition XNˆOm = H−(Bˆ)+˙H0(Bˆ)+˙(H+(Bˆ) ∩ XNˆOm). Let m−(L,Om) (resp.
m0(L,Om)) be the Morse index (resp. the nullity) defined by (1.20) when O is replaced by
Om. (Precisely, m0(L,Om) := dimH0(By) and m−(L,Om) := dimH−(By) for y ∈ Om).
Then
m−(L,Om) = dimH−(Bˆy) and m0(L,Om) = dimH0(Bˆy) (1.38)
because two sides of the first (resp. second) equality are equal to the Morse index (resp. nullity
minus one) of the symmetric bilinear form d2(L|X (M,Img ))(γm0 ). Let Pˆ⋆y be the orthogonal
projections from NˆOmy onto H⋆(Bˆy) in (1.37), ⋆ = +, 0,−. Since dimH0(Bˆy) is finite we may
take ǫ ∈ (0, δ) so small that
H0(Bˆ)(ǫ)y := H
0(Bˆy) ∩ NˆOm(ǫ)y ⊂ XNˆOm(δ)y
and use the implicit function theorem to get a unique Ck−3 map
hˆy : H
0(Bˆ)(ǫ)y → H−(Bˆy)+˙(H+(Bˆy) ∩XNˆOmy ) (1.39)
satisfying hˆy(0) = 0, dhˆy(0) = 0 and
(Pˆ+y + Pˆ
−
y ) ◦ Aˆy
(
v + hˆy(v)
)
= 0 ∀v ∈ H0(Bˆ)(ǫ)y . (1.40)
By (1.36) the map hˆy is also Ry-equivariant; moreover the bundle map
hˆ : H0(Bˆ)(ǫ)→ H−(Bˆ)+˙(H+(Bˆ) ∩XNˆOm), (y, v) 7→ (y, hˆy)
is Ck−4. Define the functional
Lˆ◦△y : H0(Bˆ)(ǫ)y ∋ v → Fˆy
(
v + hˆy(v)
) ∈ R. (1.41)
It is Ck−3 and has the isolated critical point 0. On the other hand the functional
Lˆ◦△ : H0(Bˆ)(ǫ)→ R
defined by Lˆ◦△(y, v) = Lˆ◦△y(v) is only Ck−4. Define the map Jˆy : H0(Bˆ)(ǫ)y×
(
H−(Bˆ)(ǫ)y ⊕
H+(Bˆ)(ǫ)y
)→ R by
Jˆy(u, v) = Fˆy(u+ hˆy(u) + v)− Fˆy(u+ hˆy(u)). (1.42)
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Combining the proof method of [37, Claim 6.3] with that of Theorem 1.7 we can show that
Jˆy satisfies an analogous result to Proposition 3.8. So shrinking ǫ > 0 (if necessary) as in
the proof of [36, Lemma 3.6], we obtain a Ry-invariant origin-preserving homeomorphism Υ̂y
from NˆOm(ǫ)y onto a neighborhood of 0y ∈ NˆOmy and satisfying
Fˆy ◦ Υ̂y(u) = ‖Pˆ+y0u‖2m − ‖Pˆ−y u‖21 + Lˆ◦△y(Pˆ0yu) ∀u ∈ NˆOm(ǫ)y.
Summing up, we have:
Theorem 1.8 Under the above notation, by shrinking the above ǫ > 0 (if necessary) there exist
an R-invariant open neighborhood U of the zero section of NˆOm, an R-equivariant Ck−4 fiber
map hˆ given by (1.39), and an R-equivariant fiber-preserving homeomorphism Υ̂ : NˆOm(ǫ)→
Û such that for all (γ, u) ∈ NˆOm(ǫ),
L ◦ EXPm ◦ Υ̂(y, u) = ‖Pˆ+y u‖2m − ‖Pˆ−y u‖2m + Lˆ◦△(y, Pˆ0yu).
Moreover, Υ̂ also satisfies similar properties to “moreover” part of Theorem 1.7; in particular
Υ̂ restricts to a Ck−4 bundle embedding from NˆOm(ǫ) ∩H0(Bˆ) to XNˆOm (and so to NˆOm)
because Υ̂(y, u) = (y, u+ hˆy(u)) for (y, u) ∈ NˆOm(ǫ) ∩H0(Bˆ);
ˆN (Om) := EXPm ◦ Υ̂(NˆOm(ǫ)∩H0(Bˆ)) is a Ck−4 (embedded) submanifold of X (M, Img )
(and so of Λ(M, Img )) which contains Om in its interior. But for each y ∈ Om, ˆN (Om)y :=
EXPmy ◦ Υ̂y
(
NˆOm(ǫ)y ∩H0(Bˆ)y
)
is a Ck−3 (embedded) submanifold of X (M, Img ) (and so of
Λ(M, Img )) which has dimension m
0(L,Om) and which contains y as an interior point, and is
called a characteristic submanifold of the Hilbert-Riemannian manifold (Λ(M, Img ), (·, ·)m) for
L at y ∈ Om. We also call
Hˆ 0∗ (L, y;K) := C∗(L|Nˆ (Om)y , y;K)
the characteristic invariant of L at y ∈ Om because as in the proof of [37, (6.31)], we can show
that
C∗(L|Nˆ (Om)y , y;K) = C∗(L|N (Om)y , y;K) ∀y ∈ Om,
whereN (Om)y is the characteristic submanifold of the Hilbert-Riemannian manifold (Λ(M, Img ),
〈·, ·〉1) for L at y ∈ Om.
As for Theorem 1.4 we have
Theorem 1.9 Under the assumptions of Theorem 1.8, let Λ˜ be a Riemannian-Hilbert sub-
manifold of
(
Λ(M, Img ), (·, ·)m
)
containing Om and satisfying the following conditions:
(i) X˜ := X (M, Img ) ∩ Λ˜ is a Banach submanifold of X (M, Img );
(ii) EXPm in (1.34) restricts to a diffeomorphism E˜XP
m
(resp. E˜XP
mX
) from
N˜Om(ε) := NˆOm(ε) ∩ TOmΛ˜ (resp. XN˜Om(ε) := XNˆOm(ε) ∩ TOmL˜ )
to an open neighborhood of Om in Λ˜ (resp. X˜ ) (by shrinking ε > 0 if necessary);
(iii) ∇ˆ(L ◦ E˜XPy)(u) = ∇ˆFˆy(u) for any (y, u) ∈ N˜Om(ε);
(iv) H0
(
d2(L|X (M,Img ))(γm0 )
) ⊂ Tγm0 Λ˜ (which is equivalent to the fact H0(d2FˆXγm0 (0)) ⊂ XN˜Omγm0 ).
Then the splitting lemma in Theorem 1.8 restricts to that of L ◦ E˜XP around Om in Λ˜,
precisely Υ̂ in Theorem 1.8 restricts to the R-equivariant fiber-preserving homeomorphism Υ˜
from N˜Om(ǫ) := NˆOm(ǫ) ∩ TOmΛ˜ to Û ∩ Λ˜ such that
L ◦ E˜XPm ◦ Υ˜(y, u) = ‖Pˆ+y u‖2m − ‖Pˆ−y u‖2m + Lˆ◦△(y, Pˆ0yu)
for all (y, u) ∈ N˜Om(ǫ) (by shrinking ǫ > 0 if necessary). Moreover the inclusion Λ˜ →֒
Λ(M, Img ) induces isomorphisms
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(a) Hˆ 0∗ (L|Λ˜, y;K) ∼= Hˆ 0∗ (L, y;K) ∀y ∈ Om if m0(L,Om) = m0(L|Λ˜,Om);
(b) C∗(L|Λ˜,Om;K) ∼= C∗(L,Om;K) if m⋆(L,Om) = m⋆(L|Λ˜,Om), ⋆ = −, 0.
Remark 1.10 (I) If F 2(v) = g(v, v) for all v ∈ TM , this result follows from [16, Lemma 7]
immediately. (II) Assume that there exists a Hilbert space isomorphism on NˆOmγm0 which pre-
servesXNˆOmγm0 and Fˆγm0 , such that N˜Omγm0 is the fixed point set of it. Then (iii) of Theorem 1.9
is satisfied, and (iv) of Theorem 1.9 can also hold if m0(L,Om) = m0(L|Λ˜,Om). The following
corollary may be easily seen from the proof of Theorem 1.12 below.
Corollary 1.11 Under the assumptions of Theorem 1.8 suppose for some k ∈ N that Ikg(γ0(t)) =
γ0(t) ∀t ∈ R. Let S be the connected component of Fix(Ikg) containing γ0(R), which is a totally
geodesic submanifold of M , and let Λ(S, Ig) be equipped with the Riemannian-Hilbert structure
defined by g|S. Then the inclusion Λ(S, Ig) →֒ Λ(M, Ig) induces isomorphisms
H 0∗ (L|Λ(S,Ig), γ;K) ∼= H 0∗ (L, γ;K) ∀γ ∈ O
provided that Ig ∈ I(M,F ) and m0(L,O) = m0(L|Λ(S,Ig),O).
In the Riemannian case this result also holds if S is a totally geodesic submanifold of
(M, g) with γ0(R) ⊂ S = Ig(S) (Proposition 3.5 in [22]), which is very important for studies
of Riemannian isometry-invariant geodesics [22, 58]. When F 2(·) 6= g(·, ·) we are not able to
prove that the gradient ∇L is tangent to the submanifold Λ(S, Ig) at any γ ∈ Λ(S, Ig).
From Theorems 1.8, 1.9 we may obtain
Theorem 1.12 Under the assumptions of Theorem 1.8, suppose that Om := R · γm0 is also
an isolated critical submanifold of L in Λ(M, Img ). Then the iteration map in (1.32) induces
isomorphisms
(ϕm)∗ : H 0∗ (L, γ;K)→ Hˆ 0∗ (L, γm;K) ∀γ ∈ O (1.43)
if m0(L,O) = m0(L,Om), and
(ϕm)∗ : C∗(L,O;K)→ C∗(L,Om;K) (1.44)
if m⋆(L,O) = m⋆(L,Om), ⋆ = −, 0.
When Ig = idM , Λ(M, Ig) is equal to ΛM =W
1,2(S1,M), where S1 = R/Z = [0, 1]/{0, 1}.
If γ ∈ ΛM is a closed F -geodesic such that its orbit O = S1 · γ of the S1-action defined by
(1.16) with p = 1 is an isolated critical one, all corresponding results above hold true when
the R-actions are replaced by the S1-actions.
In applications we also need variants of some of the results above. For τ > 0, define a map
Tτ : W
1,2
loc (R,M) → W 1,2loc (R,M) by (Tτ ξ)(t) = ξ(t + τ) ∀t ∈ R. Suppose that γ0 ∈ Λ(M, Ig)
has the least irrational period α > 0. Following [58, Section 3], for each m ∈ N ∪ {0} we
introduce the Hilbert manifolds
Λmα+1(M, Ig) =
{
x ∈W 1,2loc (R,M) | Igx = Tmα+1x
}
,
with the Riemannian metric 〈·, ·〉mα+1 defined by
〈〈ξ, η〉〉mα+1 = 1
mα+ 1
∫ mα+1
0
〈ξ(t), η(t)〉dt + (mα+ 1)
∫ mα+1
0
〈∇gxξ(t),∇gxξ(t)〉dt
for ξ, η ∈ TxΛmα+1(M, Ig), and
Λmα(M) =
{
x ∈ W 1,2loc (R,M) |Tmαx = x
}
,
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with the Riemannian metric 〈〈·, ·〉〉mα as above. Correspondingly, we have also the Banach
manifolds Xmα+1(M, Ig) =
{
x ∈ C1(R,M) | Igx = Tmα+1x
}
and
Xmα(M) = {x ∈ C1(R,M) |Tmαx = x}.
For each l ∈ N, Tlα gives not only an isometry from Λmα+1(M, Ig) to itself, but also one from
Λlα(M) to itself. Moreover the fixed point sets of both the isometries are Λmα+1(M, Ig) ∩
Λlα(M). This set can be understood as totally geodesic submanifolds of both Λmα+1(M, Ig)
and Λlα(M), and these two manifolds are diffeomorphic. Define the energy functionals
mα+1L(x) := 1
2
∫ mα+1
0
F 2(x, x˙)dt, ∀x ∈ Λmα+1(M, Ig),
lαL(x) := 1
2
∫ lα
0
F 2(x, x˙)dt, ∀x ∈ Λlα(M),
mα+1Llα := mα+1L|Λmα+1(M,Ig)∩Λlα(M),
lαLmα+1 := lαL|Λmα+1(M,Ig)∩Λlα(M).
There exists a Riemannian isometry
ψm : (Λ(M, Ig), 〈·, ·〉1)→ (Λmα+1(M, Ig), 〈〈·, ·〉〉mα+1)
defined by ψm(x)(t) = x(t/(mα + 1)) ∀t ∈ R, whose inverse is given by ψ−1m (y) = ymα+1 for
y ∈ Λmα+1(M, Ig). It is clear that
(mα+ 1)L =mα+1L ◦ ψm on Λ(M, Ig).
Note that γmα+10 also sits in Λ(M, Ig) and that ψm(γ
mα+1
0 ) = γ0. When R · γmα+10 is an
isolated critical submanifold in Λ(M, Ig), so is R · γ0 in Λmα+1(M, Ig); and
m∗(L,R · γmα+10 ) = m∗(mα+1L,R · γ0), ∗ = 0,−. (1.45)
It follows that ψm induces isomorphisms
H 0∗ (L, γmα+10 ;K) ∼= H 0∗ (mα+1L, γ0;K). (1.46)
By Remark 1.10(II) and Theorem 1.9 we can arrive at the following result which is analogous
to [58, Lemma 3.2].
Theorem 1.13 Suppose that R · γmα+10 is an isolated critical submanifold for L in Λ(M, Ig)
(and hence R · γ0 is not only one for mα+1L in Λmα+1(M, Ig) but also for mα+1Llα in
Λmα+1(M, Ig) ∩ Λlα(M)). Then
H 0∗ (
mα+1L, γ0;K) ∼= H 0∗ (mα+1Llα, γ0;K)
if m0
(L,R · γmα+10 ) = m0(mα+1Llα,R · γ0).
1.3 The case N = G(IF )
By an isometry on a Finsler manifold (M,F ) we mean a diffeomorphism of M onto itself
whose differential preserves the Finsler metric F . Clearly, such an isometry preserves the
(possibly nonsymmetric) Finsler distance of each pair of points of M . The converse is the
Finslerian version of the Myers-Steenrod theorem, which states that a distance preserving
mapping of M onto itself is an isometry. This result was proved by Brickell [6] and Deng and
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Hou [12]. Recently, Aradi and Kertesz [2] gave a simple proof of it, and also showed that the
isometries preserve geodesics. As in the Riemannian case it follows from the above result that
the compact-open topology turns the isometry group I(M,F ) of a connected Finsler manifold
(M,F ) into a locally compact transformation group of M (and so being a Lie transformation
group) whose isotropy group Ix(M,F ) at each x ∈ M is compact (see [12]). In particular, if
M is compact so is I(M,F ). Suppose that I ∈ Diff(M) is contained in a compact subgroup
of Diff(M), which implies that I is homotopic to an element of Diff(M) of finite order. (In
particular, an isometry I ∈ I(M,F ) of compact type, i.e., the subgroup generated by I is
relatively compact in I(M,F ), is such a diffeomorphism. Observe that an isometry on (M,F )
is of compact type if either it has fixed points or M is compact.)
Theorem 1.14 Let γ0 ∈ Λ(M, I) be a closed I-invariant F -geodesic with L(γ0) = c > 0 such
that Rγ0 is infinite cyclic with generator p > 0. All results in Section 1.2 hold if there exists an
I-invariant Riemannian metric g on M , i.e., I ∈ I(M, g), and the associated Hilbert manifolds
are endowed with the Hilbert-Riemannian structure induced by this metric.
1.4 An application
For an isometry I of finite order (resp. any isometry I) on a simply connected and closed
Riemannian mainfold M , as an extension of a theorem by Gromoll and Meyer it was proved
by Grove and Tanaka [22] (resp. by Tanaka [58]) that there exist infinitely many distinct
I-invariant closed geodesics if C0(I,M)I := {x ∈ C0([0, 1],M) | I(x(0)) = x(1)} with the
compact-open topology has an unbounded sequence of Betti numbers. The following is a
generalization of their result on Finsler manifolds.
Theorem 1.15 Assume that F is a Ck Finsler metric on a connected and closed manifold
M of dimension at least 2 for k ≥ 5. If an isometry I ∈ I(M,F ) has at most finitely many
I-invariant geodesics on M , and there exists an I-invariant Riemannian metric g on M , then
{dimHk(C0(I,M)I;K) | k ≥ 2 dimM} is bounded for any field K.
As in the Riemannian case, for example [21, 23, 24, 58, 44, 59] etc., this theorem may lead
to many interesting results. We list a few of them.
Because of the compactness of I(M,F ) every isometry I ∈ I(M,F ) is isotopic to a finite
order F -isometry which commutes with I as in the proof of [24, Proposition 2.1(iii)], and hence
rigid at 1 by [21, Theorem 3.9]. Then as in [24, Theorem 2.6], the second theorem of [21],
Theorem 1.15 and the theory of minimal models lead to
Corollary 1.16 Under the assumptions of Theorem 1.15, if M is also simply connected then
(i) dim
∑
k(πk(M)⊗Q) <∞;
(ii) dim(πeven(M)⊗Q)I ≤ dim(πodd(M)⊗Q)I ≤ 1, where (π∗(M)⊗Q)I denote the I-invariant
part of rational homotopy.
Corollary 1.17 Let M be a simply connected and closed manifold and let F be a Ck Finsler
metric on M with k ≥ 5. Then every isometry I ∈ I(M,F ) has infinitely many I-invariant
geodesics provided that the sequence of Betti numbers of the space C0(I,M)I for some field K is
unbounded. In particular, every isometry I ∈ I(M,F ) which is homotopic to idM has infinitely
many I-invariant geodesics if one of the following three equivalent conditions is satisfied:
(i) supj dimHj(C
0(S1,M);Q) =∞;
(ii) the cohomology algebra H∗(M ;Q) requires at least two generators;
(iii) dim(πodd(M)⊗Q) ≥ 2.
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The part of “In particular” is straightforward by Sullivan-Vigue´ theorem [59] (cf. [14,
Proposition 5.14]), which covers all rational hyperbolic manifolds. Recall that a simply con-
nected and closed manifold M with dim
∑
k(πk(M) ⊗ Q) < ∞ is called rational elliptic, and
rational hyperbolic otherwise, see [13, 14]. Actually, the second class is vastly bigger than the
first; for example, every simply connected and closed 4-manifold with second Betti number
k ≥ 3 is rational hyperbolic [14, Example 3.8]. But all compact simply connected homoge-
neous spaces belong to the first class; in particular, if M is one of only four simply connected
compact symmetric spaces of rank one, Sn, CPn, HPn and CaP 2, dimHj(C
0(S1,M);K) is
always bounded for any field K. Fortunately, an important theorem by McCleary and Ziller
[44] and the first part of Corollary 1.17 lead to
Corollary 1.18 Let M be a connected closed manifold which has the same homotopy type
as a compact simply-connected homogeneous space which is not diffeomorphic to a symmetric
space of rank 1, and let F be a Ck Finsler metric on M with k ≥ 5. Then each isometry I on
(M,F ) which is homotopic to idM has infinitely many I-invariant geodesics of constant speed.
Very recently, Jones and McCleary [28] proved that each manifold in Corollary 1.18 satisfies:
there exists a prime integer p > 0 such that the algebra H∗(M ;Fp) cannot be generated by
one element and that
∑
i≤n dimHi(ΩM ;Fp) ≤ CnK , ∀n ∈ N, for some constant C and an
integer K, where Fp is the finite field with p elements and ΩM refers to the based loop space
ofM ; and their proof of [28, Theorem 1.2] also shows that these two conditions imply that the
sequence dimHj(C
0(S1,M);Fp) is unbounded and hence Corollary 1.18 holds true on such
manifolds.
Many conclusions on isometric invariant geodesics on Riemannian manifolds can be directly
generalized to Finsler manifolds, for instance, Proposition 2.7, Lemma 3.4, Theorem 3.7 and
Corollary 3.8, Proposition 3.9 in [18], and [19, Theorem 2.6] (with negative sectional curvature
replaced by negative flag curvature) and [23, Theorem B]. Furthermore, it is not too hard to
generalize some of results in [25, 42, 43, 52, 54] to Finsler manifolds.
Recently, the famous theorem by Gromoll and Meyer was also generalized from viewpoint
of contact geometry by Hryniewicz and Macarini [27] using contact homology and by Mclean
[46] using symplectic homology, respectively. It is not very hard to generalize their methods
and to get the corresponding contact analogy of Theorem 1.15 for contactomorphisms of finite
order. We shall consider such extensions in a general setting.
1.5 Concluding remarks
The results and methods in this paper may be extended toward different directions, for in-
stance, pseudo-Finsler manifolds considered in [29, 30, 31], and the Lagrange geometry in-
troduced by J. Kern [32] and developed by R. Miron and M. Anastasiei [48]. A Lagrange
manifold Ln = (M,L(x, y)) is a pair consisting of a smooth n-dimensional manifold M and
a fundamental (or metric) function L : TM → R which is a regular Lagrangian in the fol-
lowing sense: a) L is of class C∞ on TM \ 0M and continuous on TM , b) the matrix with
the entries gij(x, y) =
1
2
∂2L
∂yi∂yj has rank n on TM \ 0M . It is a Finsler manifold if and
only if its fundamental function L(x, y) is positive and 2-homogeneous with respect to the
fiber variable of TM \ 0M → M . For a closed Lagrange manifold Ln = (M,L(x, y)), if
L : TM → R is of class Ck (k ≥ 5) and satisfies the conditions (L1)-(L2) on TM \ 0M
below (2.4), the method in this paper is still effective near every regular solution. A class
of important examples of such manifolds is the so-called almost Finslerian Lagrange mani-
fold (AFL-manifold). This is a Lagrange manifold (M,L(x, y)) whose fundamental function
is given by L(x, y) = F 2(x, y) + A(x)(y) + U(x), where A is a smooth 1-form on M (called
16
magnetic vector potential) and U is a smooth function on M (called potential function). For
applications of our method to some variational problems of higher dimension, see [38].
Organization of this paper. In Section 2 we give the proofs of Theorem 1.1, 1.4. In
Section 3 we prove Theorem 1.7. The proofs of Theorem 1.12 and Corollary 1.11 are given in
Section 4. In Section 5 we give some propositions and the proofs of Lemmas 2.2, 2.3. Finally,
the proof of Theorem 1.15 is completed in Section 6.
Acknowledgements. The author thanks an anonymous referee for helpful comments, point-
ing out innumerable mistakes, raising several delicate points which I had overlooked, and
suggesting ways to improve the exposition.
2 Proofs of Theorem 1.1, 1.4
2.1 Proof of Theorem 1.1
2.1.1 The proof in a suitable chart
For conveniences of computations we need to consider a coordinate chart around γ0 different
from that of (1.8), which appeared in [1] and were intensively used in the context of Finsler
geometry in [7, 9, 37]. Since γ0 is C
k, for the Riemannian metric g on M satisfying (1.7)
we may choose a parallel orthogonal Ck frame field along γ0 with respect to it, I ∋ t →
(e1(t), · · · , en(t)). For some small open ball B2ρ(Rn) in Rn centered at 0 and of radius 2ρ we
get a Ck map φ : I ×B2ρ(Rn)→M given by
φ(t, x) = expγ0(t)
(
n∑
i=1
xiei(t)
)
. (2.1)
Since M0 (resp. M1) is totally geodesic near γ0(0) (resp. γ0(1)) with respect to g there exist
linear subspaces Vi ⊂ Rn, i = 0, 1, such that x ∈ Vi if and only if
∑n
s=1 xses(i) ∈ Tγ0(i)Mi,
i = 0, 1. By shrinking ρ > 0 we get that x ∈ Vi ∩B2ρ(Rn) if and only if φ(i, x) ∈Mi, i = 0, 1.
Set V := V0 × V1 and
HV =W
1,2
V (I,R
n) := {ξ ∈ W 1,2(I,Rn) | (ξ(0), ξ(1)) ∈ V },
XV = C
1
V (I,R
n) := {ξ ∈ C1(I,Rn) | (ξ(0), ξ(1)) ∈ V }.
They are equipped with norms ‖ξ‖HV = ‖ξ‖1 and ‖ξ‖XV = ‖ξ‖∞ + ‖ξ˙‖∞, respectively. Then
‖ξ‖HV ≤ ‖ξ‖XV ∀ξ ∈ XV . Let B2ρ(HV ) := {ξ ∈ HV | ‖ξ‖HV < 2ρ}. For ρ > 0 small enough
the map
Φ : B2ρ(HV )→ ΛN (M) (2.2)
defined by Φ(ξ)(t) = φ(t, ξ(t)), gives a Ck−3 coordinate chart around γ0 on ΛN (M) by [53,
Theorem 4.3], and we can require that all curves in Im(Φ) have images contained in a compact
neighborhood of γ0([0, 1]). Define F˜ : I ×B2ρ(Rn)× Rn → R by
F˜ (t, x, v) = F
(
φ(t, x), dφ(t, x)[(1, v)]
)
.
We have F˜ (t, 0, 0) = F (φ(t, 0), ∂tφ(t, 0)[1]) = F (γ0(t), γ˙0(t)) ≡ √c. Moreover the C2−0 func-
tion L˜ := F˜ 2 satisfies L˜(t, x, v) = L
(
φ(t, x), dφ(t, x)[(1, v)]
)
, and it is Ck in (I × B2ρ(Rn) ×
Rn) \ Z, where
Z := {(t, x, v) ∈ I ×B2ρ(Rn)× Rn | ∂xφ(t, x)[v] = −∂tφ(t, x)}, (2.3)
a closed subset in I ×B2ρ(Rn)× Rn, see [9, p. 861]. Furthermore, we have
17
Claim 2.1 The set Z is a submanifold of dimension n+ 1.
Proof. Let π2 : I ×M → M be the natural projection. Since the map φ in (2.1) yields an
embedding of codimension zero
φ : I ×B2ρ(Rn)→ I ×M
given by φ(t, x) = (t, φ(t, x)), we obtain a bundle embedding of codimension zero covering φ,
φ
⋆
: I ×B2ρ(Rn)× Rn → π∗2TM (2.4)
given by φ
⋆
(t, x, v) = dφ(t, x)[(1, v)]. Observe that Z is the inverse image of the zero section
0π∗2TM of π
∗
2TM under φ
⋆
, i.e., Z = (φ⋆)−1(0π∗2TM ), which is not necessarily the zero section
of the trivial bundle I ×B2ρ(Rn)× Rn → I ×B2ρ(Rn). The claim follows. ✷
Since F 2 is fiberwise positively homogeneous of degree 2 and strongly convex there exist
positive constants C1 < C2 such that for all (t, x, v) ∈ I ×B2ρ(Rn)× Rn \ Z,
(L1)
∑
ij
∂2
∂vi∂vj
L˜(t, x, v)uiuj ≥ C1|u|2 ∀u = (u1, · · · , un) ∈ Rn,
(L2)
∣∣∣ ∂2∂xi∂xj L˜(t, x, v)∣∣∣ ≤ C2(1 + |v|2), ∣∣∣ ∂2∂xi∂vj L˜(t, x, v)∣∣∣ ≤ C2(1 + |v|), and∣∣∣ ∂2∂vi∂vj L˜(t, x, v)∣∣∣ ≤ C2
(cf. [9, (1) & (2)]).
For every m ∈ N, CmN (I,M) := {γ ∈ Cm(I,M) | (γ(0), γ(1)) ∈ N} is a Banach manifold
and dense in X and ΛN(M). In order to distinguish from the regularity of the curve γ ∈ ΛN (M)
defined below (1.2), a curve γ ∈ CmN (I,M) is called strongly regular if {t ∈ I | γ˙(t) = 0}
is empty. Let CmN (I,M)reg denote the subset of all strongly regular curves in C
m
N (I,M). Let
CmV (I,R
n) := {ξ ∈ Cm(I,Rn) | (ξ(0), ξ(1)) ∈ V } and
CmV (I,B2ρ(R
n)) := {ξ ∈ Cm(I,B2ρ(Rn)) | (ξ(0), ξ(1)) ∈ V }.
Note that every ξ ∈ (Φ|B√2ρ(HV ))−1(CmN (I,M)reg) sits in B√2ρ(HV )∩CmV (I,B2ρ(Rn)) because
‖ξ‖∞ ≤
√
2‖ξ‖1 < 2ρ by the integral mean value theorem and the Ho¨lder inequality. (Here
‖ξ‖1 :=
√
‖ξ‖2L2 + ‖ξ˙‖2L2. If ξ‖1 := ‖ξ‖L2 + ‖ξ˙‖L2 it holds that ‖ξ‖∞ ≤ ‖ξ‖1). Hence it
determines a map
ξˇ : I → I ×B2ρ(Rn)× Rn, t 7→ ξˇ(t) = (t, ξ(t), ξ˙(t)). (2.5)
Clearly, ξˇ ∈ Cm−1(I, I ×B2ρ(Rn)× Rn) and with γ = Φ(ξ) it holds that
(ξˇ)−1(Z) = {t ∈ I | (t, ξ(t), ξ˙(t)) ∈ Z} = {t ∈ I | γ˙(t) = 0}.
This shows that
(Φ|B√2ρ(HV ))−1(CmN (I,M)reg) = CmV (I,B2ρ(Rn))reg ∩B√2ρ(HV ), (2.6)
where CmV (I,B2ρ(R
n))reg is the set of all ξ ∈ CmV (I,B2ρ(Rn)) such that (ξˇ)−1(Z) = {t ∈
I | (t, ξ(t), ξ˙(t)) ∈ Z} is empty, i.e., ξ is an immersion. If n > 1, by Theorem 2.12 in [26, page
53] the set of all Cm immersions from I to B2ρ(R
n) is dense in Cm(I,B2ρ(R
n)). However we
need a stronger result.
Taking m = k + 1 we have Ck maps
E : I × Ck+1V (I,B2ρ(Rn))→ I ×B2ρ(Rn)× Rn, (t, ξ) 7→ ξˇ(t) (2.7)
and Eξ : I → I ×B2ρ(Rn)× Rn given by Eξ(t) = E(t, ξ) for ξ ∈ Ck+1V (I,B2ρ(Rn)).
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Lemma 2.2 There exists a residual subset Ck+1V (I,B2ρ(R
n))◦reg in C
k+1
V (I,B2ρ(R
n)), which
contains Ck+1V (I,B2ρ(R
n))reg and is equal to the latter in case n > 1, such that for every ξ ∈
Ck+1V (I,B2ρ(R
n))◦reg the set (Eξ)
−1(Z) is a Ck submanifold of dimension 1−n, and so empty
(in case n > 1) and at most a finite set (in case n = 1). Moreover, if ξi ∈ Ck+1V (I,B2ρ(Rn))◦reg,
i = 1, 2, then for a generic Ck+1 path p : [0, 1] → Ck+1V (I,B2ρ(Rn)) connecting ξ0 to ξ1 the
set {(s, t) ∈ [0, 1] × I |E(t,p(s)) ∈ Z} is a Ck submanifold of [0, 1] × I of dimension 2 − n,
and so empty for n > 2, and a finite set set for n = 2.
We postpone the proof of it to Section 5.
Since γ0 is strongly regular, i.e., ∂tφ(t, 0) = γ˙0(t) 6= 0 at each t ∈ I, and ∂xφ(t, x) is
injective, we deduce that (t, 0, 0) /∈ Z ∀t ∈ I. It follows that
I ×B2r(Rn)×B2r(Rn) ⊂ (I ×B2ρ(Rn)× Rn) \ Z (2.8)
for some 0 < r < ρ/2. Let Bτ (XV ) = {ξ ∈ XV | ‖ξ‖XV < τ} for τ > 0. Then
B2r(XV ) ⊂ B2r(HV ), (ξˇ)−1(Z) = ∅ ∀ξ ∈ B2r(XV ) (2.9)
by (2.8). Define the action functional
L˜ : B2r(HV )→ R, ξ 7→ L˜(ξ) =
∫ 1
0
L˜(t, ξ(t), ξ˙(t))dt, (2.10)
that is, L˜ = L ◦ Φ. Since Φ is of class Ck−3, L˜ is C2−0 for k ≥ 5, and has 0 ∈ B2r(HV )
as a critical point. (But L˜ is Ck−2 on B2r(XV ) by the last claim of Lemma 2.3). For any
ζ ∈ B2r(HV ) and ξ ∈ HV , we have
dL˜(ζ)[ξ] =
∫ 1
0
[
∂qL˜(t, ζ(t), ζ˙(t)) · ξ(t) + ∂vL˜(t, ζ(t), ζ˙(t)) · ξ˙(t)
]
dt
(cf. [35, §3]). As in [37, (4.14)] we can compute the gradient
∇L˜(ζ)(t) = et
∫ t
0
[
e−2s
∫ s
0
eτf(τ)dτ
]
ds+ c1e
t + c2e
−t
+
∫ t
0
∂vL˜(s, ζ(s), ζ˙(s))ds, (2.11)
where c1, c2 ∈ Rn are suitable constant vectors and
f(t) = −∂qL˜(t, ζ(t), ζ˙(t)) +G(ζ)(t) + c0t
= −∂qL˜(t, ζ(t), ζ˙(t)) +
∫ t
0
∂vL˜(s, ζ(s), ζ˙(s))ds (2.12)
because G(ζ)(t) :=
∫ t
0
[
∂vL˜(s, ζ(s), ζ˙(s))ds− c0
]
dt.
From now on we takem = 3. Then min{k−3,m−1} > 1 because k ≥ 5. Let U = B2r(HV ),
UX := B2r(HV ) ∩XV as an open subset of XV and
U regX := UX ∩ C3V (I,B2ρ(Rn))reg = B2r(HV ) ∩C3V (I,B2ρ(Rn))reg. (2.13)
Clearly, B2r(XV ) ⊂ UX . By (2.6), U regX = (Φ|B2r(HV ))−1(C3N (I,M)reg) since 2r < ρ <
√
2ρ.
Lemma 2.2 implies that U regX is dense in UX (and hence in U). Let L˜X be the restriction of
L˜ to UX . By (2.9) we deduce that L˜X has with respect to the C1-topology second Freche´t
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derivative at each ζ ∈ U regX ∪B2r(XV ),
d2L˜X(ζ)[ξ, η] =
∫ 1
0
(
∂vvL˜
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η˙(t)
]
+∂qvL˜
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η˙(t)
]
+∂vqL˜
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η(t)
]
+∂qqL˜
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η(t)
])
dt (2.14)
for any ξ, η ∈ XV . Moreover, for every ζ ∈ U regX ∪B2r(XV ) it is easily seen from (2.11) that
the function ∇L˜(ζ)(t) is continuous differentiable, and
d
dt
∇L˜(ζ)(t) = et
∫ t
0
[
e−2s
∫ s
0
eτf(τ)dτ
]
ds+ e−t
∫ t
0
eτf(τ)dτ
+c1e
t − c2e−t + ∂vL˜
(
t, ζ(t), ζ˙(t)
) ∀t ∈ I. (2.15)
Let A˜ be the restriction of the gradient ∇L˜ to UX . By (2.11) and (2.15) we can deduce that
A˜(ζ) ∈ XV for ζ ∈ U regX ∪B2r(XV ) ⊂ UX , and that UX ⊇ U regX ∪B2r(XV ) ∋ ζ 7→ A˜(ζ) ∈ XV
is continuous. Furthermore we shall prove in Section 5.
Lemma 2.3 The map UX ⊇ U regX ∪B2r(XV ) ∋ ζ 7→ A˜(ζ) ∈ XV is Freche´t differentiable, and
U regX ∪ B2r(XV ) ∋ ζ → dA˜(ζ) ∈ L (XV ) is continuous. In particular, A˜ restricts to a Ck−3
map from B2r(XV ) to XV .
From (2.14) and the conditions (L1) and (L2) below (2.4) it easily follows that for any
ζ ∈ U regX ∪B2r(XV ) there exists a constant C(ζ) > 0 such that
|d2L˜X(ζ)[ξ, η]| ≤ C(ζ)‖ξ‖HV · ‖η‖HV ∀ξ, η ∈ XV ;
This shows that the right side of (2.14) is also a bounded symmetric bilinear form on HV . As
in [35, §3], from these we obtain a map B˜ : U regX ∪B2r(XV )→ Ls(HV ) such that(
dA˜(ζ)[ξ], η
)
HV
= d2L˜X(ζ)[ξ, η] =
(
B˜(ζ)ξ, η
)
HV
(2.16)
for any ζ ∈ U regX ∪B2r(XV ) and ξ, η ∈ XV . Moreover, B˜(0)(XV ) ⊂ XV , (B˜(0))−1(XV ) ⊂ XV ,
and B˜(0) ∈ Ls(HV ) is a Fredholm operator with finite dimensional negative definite and null
spaces H−V and H
0
V (which are contained in XV ). The map B˜ : U
reg
X ∪ B2r(XV ) → Ls(HV )
has also a decomposition
B˜(ζ) = P˜ (ζ) + Q˜(ζ) ∀ζ ∈ U regX ∪B2r(XV ),
where P˜ (ζ) ∈ Ls(HV ) is a positive definitive linear operator defined by
(P˜ (ζ)ξ, η)HV =
∫ 1
0
(
∂vvL˜
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η˙(t)
]
+
(
ξ(t), η(t)
))
dt,
and Q˜(ζ) ∈ Ls(HV ) is a compact linear operator given by
(Q˜(ζ)ξ, η)HV =
∫ 1
0
(
∂qvL˜
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η˙(t)
]
+ ∂vqL˜
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η(t)
]
+∂qqL˜
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η(t)
] − (ξ(t), η(t))) dt.
Lemma 2.4 The operators P˜ (ζ) and Q˜(ζ) have the following properties:
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(P1) For any sequence (ζk) ⊂ U regX ∪ B2r(XV ) with ‖ζk‖HV → 0 it holds that ‖P˜ (ζk)ξ −
P˜ (0)ξ‖HV → 0 for any ξ ∈ HV ;
(P2) For any sequence (ζk) ⊂ U regX ∪B2r(XV ) with ‖ζk‖HV → 0 there exist constants C0 > 0
and k0 ∈ N such that (P˜ (ζk)ξ, ξ)HV ≥ C0‖ξ‖2HV for all ξ ∈ HV , k ≥ n0;
(Q) The map Q˜ : U regX ∪B2r(XV )→ Ls(HV ) is continuous at 0 with respect to the topology
induced from HV on U
reg
X ∪B2r(XV ).
Proof. The proof is the same as that of [35, pages 568-569]. We only prove (P1) for the sake
of clearness. (P2) directly follows from (P1) and positivity of P˜ (0) by (L2).
For any ξ, η ∈ HV we have
(P˜ (ζk)ξ − P˜ (0)ξ, η)HV
=
∫ 1
0
(
∂vvL˜
(
t, ζk(t), ζ˙k(t)
)[
ξ˙(t), η˙(t)
] − ∂vvL˜ (t, 0, 0) [ξ˙(t), η˙(t)]) dt,
=
∫ 1
0
n∑
j=1
[
n∑
i=1
(
∂2L˜
∂vi∂vj
(
t, ζk(t), ζ˙k(t)
)
− ∂
2L˜
∂vi∂vj
(t, 0, 0)
)
ξ˙i(t)
]
· η˙j(t) dt,
and hence
‖P˜ (ζk)ξ − P˜ (0)ξ‖HV
≤ √n
∫ 1
0
n∑
j=1
∣∣∣∣∣
n∑
i=1
(
∂2L˜
∂vi∂vj
(
t, ζk(t), ζ˙k(t)
)
− ∂
2L˜
∂vi∂vj
(t, 0, 0)
)
ξ˙i(t)
∣∣∣∣∣
2
dt
1/2 .
So it suffices to prove that for each fixed pair (i, j),
∫ 1
0
∣∣∣∣∣
(
∂2L˜
∂vi∂vj
(
t, ζk(t), ζ˙k(t)
)
− ∂
2L˜
∂vi∂vj
(t, 0, 0)
)
ξ˙i(t)
∣∣∣∣∣
2
dt→ 0
as k→∞. By a contradiction suppose that there exist c0 > 0 and a subsequence of (ζk), still
denoted by (ζk), such that∫ 1
0
∣∣∣∣∣
(
∂2L˜
∂vi∂vj
(
t, ζk(t), ζ˙k(t)
)
− ∂
2L˜
∂vi∂vj
(t, 0, 0)
)
ξ˙i(t)
∣∣∣∣∣
2
dt ≥ c0, ∀k = 1, 2, · · · .
Since ‖ζk‖HV → 0, (ζk) converges uniformly to zero on [0, 1] by [41, Prop.1.2], and there
exist a subsequence (ζks) and a function h ∈ L2[0, 1] such that ζ˙ks(t) → 0 a.e. on [0, 1], and
|ζ˙ks(t)| ≤ h(t) ∀s a.e. on [0, 1] by [5, Th.4.9]. From this we deduce∣∣∣∣∣
(
∂2L˜
∂vi∂vj
(
t, ζks(t), ζ˙ks(t)
)
− ∂
2L˜
∂vi∂vj
(t, 0, 0)
)
ξ˙i(t)
∣∣∣∣∣
2
→ 0 a.e. on [0, 1]
as s→∞. Moreover, (L2) below (2.4) implies∣∣∣∣∣ ∂2L˜∂vi∂vj
(
t, ζk(t), ζ˙k(t)
)
− ∂
2L˜
∂vi∂vj
(t, 0, 0)
∣∣∣∣∣ ≤ 2C2, ∀t ∈ [0, 1], ∀k ∈ N.
The dominated convergence theorem leads to∫ 1
0
∣∣∣∣∣
(
∂2L˜
∂vi∂vj
(
t, ζks(t), ζ˙ks(t)
)
− ∂
2L˜
∂vi∂vj
(t, 0, 0)
)
ξ˙i(t)
∣∣∣∣∣
2
dt→ 0
21
as s→∞. This contradiction affirms (P1). ✷
Let H+V be the positive definite space of B˜(0). By [35] there exists a0 > 0 such that
(B˜(0)ξ, ξ)HV ≥ 2a0‖ξ‖2HV ∀ξ ∈ H+V , (B˜(0)ξ, ξ)HV ≤ −2a0‖ξ‖2HV ∀ξ ∈ H−V . (2.17)
As in the proof of [35, Theorem 1.1] (or in the proof of Lemmas 3.3, 3.4 in [36]), we can use
these to prove the following lemmas.
Lemma 2.5 There exists a function ω : U regX ∪ B2r(XV ) → [0,∞) such that ω(ζ) → 0 as
ζ ∈ U regX ∪B2r(XV ) and ‖ζ‖HV → 0, and that
|(B˜(ζ)ξ, η)HV − (B˜(0)ξ, η)HV | ≤ ω(ζ)‖ξ‖HV · ‖η‖HV
for any ζ ∈ U regX ∪B2r(XV ), ξ ∈ H0V ⊕H−V and η ∈ HV .
Lemma 2.6 By shrinking U (or equivalently r > 0 in (2.8)), we can obtain a number a1 ∈
(0, 2a0] such that for any ζ ∈ U regX ∪B2r(XV ), ω(ζ) < min{a0, a1}/2 and
(i) (B˜(ζ)ξ, ξ)HV ≥ a1‖ξ‖2HV ∀ξ ∈ H+V ;
(ii) |(B˜(ζ)ξ, η)HV | ≤ ω(ζ)‖ξ‖HV · ‖η‖HV ∀ξ ∈ H+V , ∀η ∈ H−V ⊕H0V ;
(iii) (B˜(ζ)ξ, ξ)HV ≤ −a0‖ξ‖2HV ∀ξ ∈ H−V .
From now on we assume dimH0V > 0 (because the nondegenerate case is simpler). Consider
the Ck−3 map A˜ : B2r(XV )→ XV . We have known that dA˜(0) = B˜(0)|XV has kernel X0V =
H0V = Ker(B˜(0)) as sets. Observe that the orthogonal decomposition HV = H
−
V ⊕H0V ⊕H+V
induces a (topological) direct sum decomposition XV = X
−
V +˙X
0
V +˙X
+
V , where X
−
V = H
−
V and
X+V = XV ∩H+V , and that HV and XV induce equivalent norms on H0V = X0V . By the implicit
function theorem we get a τ ∈ (0, r] and a Ck−3-map h˜ : Bτ (H0V )→ X−V +˙X+V with h˜(0) = 0
and dh˜(0) = 0 such that for each ξ ∈ Bτ (H0V ),
ξ + h˜(ξ) ∈ Br(XV ) and (I − P 0V )A˜(ξ + h˜(ξ)) = 0, (2.18)
whereBτ (H0V ) denotes the closure ofBτ (H
0
V ) and P
0
V : HV → H0V is the orthogonal projection.
It is not hard to prove that the Morse index m−(L, γ0) and nullity m0(L, γ0) of γ0 are equal
to dimX−V and dimX
0
V , respectively. (See (2.28)-(2.31) in Section 2.1.2).
Since the map M : Bτ (H0V )⊕H±V → H0V ⊕H±V , ξ+ ζ 7→ ξ+ h˜(ξ)+ ζ, satisfies dM(0) = id,
we may shrink the above τ > 0 such that
M
(
Bτ (H0V )⊕Bτ (H−V )⊕Bτ (H+V )
)
⊂ B2r(HV ) = U
and that M is a Ck−3 diffeomorphism from Bτ (H0V ) ⊕ Bτ (H−V ) ⊕ Bτ (H+V ) onto its image.
Recall that U regX is dense in UX (and hence in U) by (2.13) and Lemma 2.2. We deduce that
W regX := M
−1(U regX ) is a dense subset in Bτ (H
0
V )⊕Bτ (H−V )⊕Bτ (H+V ).
Consider the functional J : Bτ (H0V )×
(
Bτ (H
−
V )⊕Bτ (H+V )
)→ R defined by
J (ξ, ζ) = L˜(ξ + h˜(ξ) + ζ)− L˜(ξ + h˜(ξ)) (2.19)
for ξ ∈ Bτ (H0V ) and ζ ∈ Bτ (H−V )⊕Bτ (H+V ). It is C2−0, and it holds that
D2J (ξ, ζ)[η] = ((I − P 0V )∇L˜(ξ + h˜(ξ) + ζ), η)HV , (2.20)
J (ξ, 0) = 0 and D2J (ξ, 0)[η] = 0 (2.21)
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for every (ξ, ζ) ∈ Bτ (H0V )×
(
Bτ (H
−
V )⊕Bτ (H+V )
)
and η ∈ H±V . We can require that Bτ (H0V )+
h˜(Bτ (H0V )) is contained in B2r(XV ). Then the functional
L˜◦ : B¯τ (H0V )→ R, ξ 7→ L˜(ξ + h˜(ξ)) (2.22)
is Ck−3, and as in the proof Lemma 3.1 of [36] we may deduce that
dL˜◦(ξ)[ζ] = (A˜(ξ + h˜(ξ)), ζ)HV ∀ζ ∈ H0V and d2L˜◦(0) = 0.
Let us prove that Theorem A.1 in [36] can be applied to the functional J . By (2.20) and
(2.21) we only need to prove
Proposition 2.7 (i) For any (ξ, ζ) ∈ Bτ (H0V )×Bτ (H+V ), η1, η2 ∈ Bτ (H−V ),(
D2J (ξ, ζ + η2)−D2J (ξ, ζ + η1)
)
[η2 − η1] ≤ −a0
2
‖η2 − η1‖2HV .
(ii) D2J (ξ, ζ + η)[ζ − η] ≥ a12 ‖ζ‖2HV + a02 ‖η‖2HV for any (ξ, ζ, η) ∈ Bτ (H0V ) × Bτ (H+V ) ×
Bτ (H
−
V ); in particular we have D2J (ξ, ζ)[ζ] ≥ a12 ‖ζ‖2HV for any (ξ, ζ) ∈ Bτ (H0V ) ×
Bτ (H
+
V ).
The last inequality in (ii) shows that the non-decreasing function p : (0, τ ] → (0,∞) in
Theorem A.1(iv) of [36] can be chosen as p(t) = a12 t
2.
Proof of Proposition 2.7. Recalling that n > 1, Lemma 2.2 implies
U regX = UX ∩ Ck+1V (I,B2ρ(Rn))reg = UX ∩ Ck+1V (I,B2ρ(Rn))◦reg.
Step 1. Proving (i). Assume η1 6= η2. By (2.20),(
D2J (ξ, ζ + η2)−D2J (ξ, ζ + η1)
)
[η2 − η1] (2.23)
= (∇L˜(ξ + h˜(ξ) + ζ + η2), η2 − η1)HV − (∇L˜(ξ + h˜(ξ) + ζ + η1), η2 − η1)HV .
Suppose that (ξ, ζ, ηi) ∈W regX , i = 1, 2, i.e.,
ξi := ξ + h˜(ξ) + ζ + ηi ∈ U regX = UX ∩ Ck+1V (I,B2ρ(Rn))◦reg, i = 1, 2.
Since UX ∩Ck+1V (I,B2ρ(Rn)) is convex the smooth curve
[0, 1] ∋ s→ p(s) := ξ + h˜(ξ) + ζ + (1− s)η1 + sη2 ∈ Ck+1V (I,B2ρ(Rn))
also sits in UX . By Lemma 2.2 we have a C
k+1 path q : [0, 1]→ Ck+1V (I,B2ρ(Rn)) connecting
p(0) to p(1), which also takes values in UX , such that
k+1∑
j=0
sup
s∈[0,1]
∥∥∥∥ djdsj p(s)− djdsj q(s)
∥∥∥∥
Ck+1
V
(I,B2ρ(Rn))
< ‖η2 − η1‖HV , (2.24)
and that the set {(s, t) ∈ [0, 1]× I |E(t,q(s)) ∈ Z} is at most finite . The final claim implies
that there exists a partition of [0, 1], 0 = s0 < s1 < · · · < sm = 1, such that q(s) ∈ U regX for each
s ∈ [0, 1]\{s0, s1, · · · , sm}. It follows that the map A˜ is Freche´t differentiable at every q(s) with
s ∈ [0, 1]\{s0, s1, · · · , sm}, and that the map [0, 1]\{s0, s1, · · · , sm} ∋ s→ dA˜(q(s)) ∈ L (XV )
is continuous by Lemma 2.3. This implies that the continuous function
Γ : [0, 1]→ R, s 7→ (A˜(q(s)), η2 − η1)HV .
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is differentiable in [0, 1] \ {s0, s1, · · · , sm}. By the Newton-Leibniz formula we have(
A˜(ξ + h˜(ξ) + ζ + η2), η2 − η1
)
HV
− (A˜(ξ + h˜(ξ) + ζ + η1), η2 − η1)HV
= Γ(1)− Γ(0) =
m−1∑
j=0
(Γ(sj+1)− Γ(sj)) =
m−1∑
j=0
∫ sj+1
sj
Γ′(s)ds
=
m−1∑
j=0
∫ sj+1
sj
(
dA˜(q(s))
[
q
′(s)
]
, η2 − η1
)
HV
ds
(2.16)
=
m−1∑
j=0
∫ sj+1
sj
(
B˜(q(s))q′(s), η2 − η1
)
HV
ds
=
m−1∑
j=0
∫ sj+1
sj
(
B˜(q(s))(η2 − η1), η2 − η1
)
HV
ds+
+
m−1∑
j=0
∫ sj+1
sj
(
B˜(q(s))
(
q
′(s)− (η2 − η1)
)
, η2 − η1
)
HV
ds
≤ −a0‖η2 − η1‖2HV +
m−1∑
j=0
∫ sj+1
sj
(
B˜(q(s))
(
q
′(s)− (η2 − η1)
)
, η2 − η1
)
HV
ds.
Moreover, since p′(s) = η2 − η1, Lemma 2.6(ii) and (2.24) leads to∣∣∣∣(B˜(q(s))(q′(s)− (η2 − η1)), η2 − η1)HV
∣∣∣∣
≤ ω(q(s)))
∥∥∥∥ dds (q(s)− p(s))
∥∥∥∥
HV
· ‖η2 − η1‖HV
≤ a0
2
∥∥∥∥ dds (q(s) − p(s))
∥∥∥∥
XV
· ‖η2 − η1‖HV
≤ a0
2
∥∥∥∥ dds (q(s) − p(s))
∥∥∥∥
C3
V
(I,B2ρ(Rn))
· ‖η2 − η1‖HV ≤
a0
2
‖η2 − η1‖2HV
for each s ∈ [0, 1] \ {s0, s1, · · · , sm}, and hence∣∣∣∣∣∣
m−1∑
j=0
∫ sj+1
sj
(
B˜(q(s))
(
q
′(s)− (η2 − η1)
)
, η2 − η1
)
HV
ds
∣∣∣∣∣∣ ≤ a02 ‖η2 − η1‖2HV .
From this and (2.23) It follows that∣∣(D2J (ξ, ζ + η2)−D2J (ξ, ζ + η1))[η2 − η1]∣∣
=
∣∣∣(A˜(ξ + h˜(ξ) + ζ + η2), η2 − η1)HV − (A˜(ξ + h˜(ξ) + ζ + η1), η2 − η1)HV ∣∣∣
≤ −a0
2
‖η2 − η1‖2HV ∀(ξ, ζ, ηi) ∈ W regX , i = 1, 2.
By the density of W regX in Bτ (H
0
V )⊕Bτ (H−V )⊕Bτ (H+V ) this yields (i).
Step 2. Proving (ii). By (2.20) and (2.21) we have
D2J (ξ, ζ + η)[ζ − η]
=
(∇L˜(ξ + h˜(ξ) + ζ + η), ζ − η)
HV
− (∇L˜(ξ + h˜(ξ)), ζ − η)
HV
. (2.25)
For a given (ξ, ζ, η) ∈W regX with (ζ, η) 6= (0, 0), i.e.,
ξ + h˜(ξ) + ζ + η ∈ U regX and ‖ζ‖HV + ‖η‖HV 6= 0,
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since ξ + h˜(ξ) ∈ B2r(XV ) ⊂ UX and U regX is dense in UX there exists a sequence (ζl) ⊂ XV
with ‖ζl‖XV → 0 as l → ∞, such that ξ + h˜(ξ) + ζl ∈ U regX for all l ∈ N. By the inequalities
that ‖ζl‖HV ≤ ‖ζl‖XV ∀l we can find an integer l0 > 0 such that
‖ζl‖HV < (‖ζ‖HV + ‖η‖HV )/4 ∀l > l0. (2.26)
Fix a l ∈ N with l > l0. Consider the smooth curves
[0, 1] ∋ s→ pl(s) := ξ + h˜(ξ) + (1− s)ζl + s(ζ + η) ∈ UX .
By Lemma 2.2 we can choose a Ck+1 path ql : [0, 1]→ Ck+1V (I,B2ρ(Rn)) connecting pl(0) to
pl(1), which also takes values in UX , such that
k+1∑
j=0
sup
s∈[0,1]
∥∥∥∥ djdsj pl(s)− djdsj ql(s)
∥∥∥∥
Ck+1
V
(I,B2ρ(Rn))
<
1
4
(‖ζ‖HV + ‖η‖HV ), (2.27)
and that each set {(s, t) ∈ [0, 1]×I |E(t,ql(s)) ∈ Z} is at most finite. So we have a partition of
[0, 1], 0 = s0 < s1 < · · · < sm = 1, such that ql(s) ∈ U regX for each s ∈ [0, 1] \ {s0, s1, · · · , sm}.
It follows that the continuous function
Γl : [0, 1]→ R, s 7→
(
A˜(ql(s)), ζ − η
)
HV
is differentiable at each point s ∈ [0, 1] \ {s0, s1, · · · , sm}. As in Step 1 we have(
A˜(ξ + h˜(ξ) + ζ + η), ζ − η)
HV
− (A˜(ξ + h˜(ξ) + ζl), ζ − η)HV
= Γl(1)− Γl(0) =
m−1∑
j=0
∫ sj+1
sj
Γ′l(s)ds
=
m−1∑
j=0
∫ sj+1
sj
(
dA˜(ql(s))[q
′
l(s)], ζ − η
)
HV
ds
(2.16)
=
m−1∑
j=0
∫ sj+1
sj
(
B˜(ql(s))q
′
l(s), ζ − η
)
HV
ds
=
m−1∑
j=0
∫ sj+1
sj
(
B˜(ql(s))(ζ + η), ζ − η
)
HV
ds+
+
m−1∑
j=0
∫ sj+1
sj
(
B˜(ql(s))
(
q
′
l(s)− (ζ + η)
)
, ζ − η
)
HV
ds
=
m−1∑
j=0
∫ sj+1
sj
(
B˜(ql(s))ζ, ζ
)
HV
ds−
m−1∑
j=0
∫ sj+1
sj
(
B˜(ql(s))η, η
)
HV
ds
+
m−1∑
j=0
∫ sj+1
sj
(
B˜(ql(s))
(
q
′
l(s)− (ζ + η)
)
, ζ − η
)
HV
ds
≥ a1‖ζ‖2HV + a0‖η‖2HV +
m−1∑
j=0
∫ sj+1
sj
(
B˜(ql(s))
(
q
′
l(s)− (ζ + η)
)
, ζ − η
)
HV
ds
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by Lemma 2.6. As in Step 1 we can derive from Lemma 2.6, (2.26) and (2.27) that∣∣∣∣∣∣
m−1∑
j=0
∫ sj+1
sj
(
B˜(ql(s))
(
q
′
l(s)− (ζ + η)
)
, ζ − η
)
HV
ds
∣∣∣∣∣∣
≤
m−1∑
j=0
∫ sj+1
sj
ω(ql(s))) ‖q′l(s)− p′l(s) + ζl‖HV · ‖ζ − η‖HV ds
≤ min{a0, a1}
2
(‖ζ‖HV + ‖η‖HV
4
+ ‖ζl‖HV
)
‖ζ − η‖HV
≤ min{a0, a1}
2
(‖ζ‖2HV + ‖η‖2HV )
and so (
A˜(ξ + h˜(ξ) + ζ + η), ζ − η)
HV
− (A˜(ξ + h˜(ξ) + ζl), ζ − η)HV
≥ min{a0, a1}
2
(‖ζ‖2HV + ‖η‖2HV ).
Recall that l > l0 is arbitrary. Let l→∞ we obtain(
A˜(ξ + h˜(ξ) + ζ + η), ζ − η)
HV
− (A˜(ξ + h˜(ξ)), ζ − η)
HV
≥ min{a0, a1}
2
(‖ζ‖2HV + ‖η‖2HV )
and hence
D2J (ξ, ζ + η)[ζ − η] ≥ min{a0, a1}
2
(‖ζ‖2HV + ‖η‖2HV )
by (2.25). This can also hold for any (ξ, ζ, η) in Bτ (H0V ) × Bτ (H+V ) × Bτ (H−V ) because
{(ξ, ζ, η) ∈ W regX | (ζ, η) 6= (0, 0)} is dense in Bτ (H0V )×Bτ (H+V )×Bτ (H−V ). (ii) is proved. ✷
Then repeating the arguments in Step 4 of proof of [35, Theorem 1.1] (or the proof of
Lemma 3.6 in [36]) we obtain the following splitting theorem.
Theorem 2.8 Under the notation above, there exists an origin-preserving local homeomor-
phism ψ˜ from Bτ (HV ) to an open neighborhood of 0 ∈ HV such that
L˜ ◦ ψ˜(ξ) = ‖P+V ξ‖2HV − ‖P−V ξ‖2HV + L˜◦(P 0V ξ) ∀ξ ∈ Bτ (HV ).
2.1.2 Completing the proof of Theorem 1.1
The completion of the proof of Theorem 1.1 is done by repeating of Step 2 in [37, §4]. Let us
outline it. The differential at 0 of the chart Φ in (2.2), dΦ(0) : HV → Tγ0ΛN (M), given by
dΦ(0)[ξ] =
∑n
i=1 ξiei, is a Hilbert space isomorphism and EXPγ0 ◦ dΦ(0) = Φ on B2r(HV ) :=
{ξ ∈ HV | ‖ξ‖1 < 2r}. Since L˜ = L ◦ Φ on B2r(HV ) by (2.10), we get
L ◦ EXPγ0 ◦ dΦ(0) = L ◦ Φ = L˜ on B2r(HV ) (2.28)
and so ∇(L ◦ EXPγ0)(dΦ(0)[ξ]) = dΦ(0)[∇L˜(ξ)] for all ξ ∈ B2r(HV ). It follows that
A(dΦ(0)ξ) = dΦ(0)A˜(ξ) ∀ξ ∈ B2r(HV ) ∩XV , (2.29)
dA(0) ◦ dΦ(0) = dΦ(0) ◦ dA˜(0) (2.30)
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because the Hilbert space isomorphism dΦ(0) : HV → Tγ0ΛN (M) induces a Banach space iso-
morphism fromXV to Tγ0X = Tγ0C1N (I,M). (2.30) implies that dΦ(0)(H⋆V ) = H⋆(d2L|XN (γ0))
for ⋆ = −, 0,+, and therefore
dΦ(0) ◦ P ⋆V = P ⋆ ◦ dΦ(0), ⋆ = −, 0,+. (2.31)
Shrinking δ > 0 above (1.12) so that δ < τ , as below [37, (4.30)] we obtain
0 = (I − P 0) ◦ A(ζ + dΦ(0) ◦ h˜(dΦ(0)−1ζ)) ∀ζ ∈ Bδ(H0(d2L|XN (γ0)))
by (2.31), (2.30) and (2.18). This and (1.11) yield h(ζ) = dΦ(0) ◦ h˜(dΦ(0)−1ζ) by the unique-
ness of h. From it, (1.12), (2.28) and the definition of L˜◦ in (2.22) we derive
L◦(dΦ(0)ξ) = L˜(ξ + h˜(ξ)) = L˜◦(ξ), ∀ξ ∈ Bδ(H0V ) (2.32)
as in [37, (4.31)]. Since dΦ(0) (Bδ(HV )) = Bδ(Tγ0ΛN(M)), (2.31) implies that
(P ⋆V ξ, P
⋆
V ξ)HV = 〈dΦ(0) ◦ P ⋆V ξ, dΦ(0) ◦ P ⋆V ξ〉1 = 〈P ⋆ ◦ dΦ(0)ξ, P ⋆ ◦ dΦ(0)ξ〉1 (2.33)
for ξ ∈ Bδ(HV ) ⊂ Bτ (HV ) and ⋆ = +,−. Define ψ : Bδ(Tγ0ΛN(M)) → Tγ0ΛN(M) by
ψ = dΦ(0) ◦ ψ˜ ◦ [dΦ(0)]−1. For ζ ∈ Bδ(Tγ0ΛN (M)) and ξ = [dΦ(0)]−1ζ, we obtain
L ◦ EXPγ0 ◦ ψ(ζ) = L ◦ EXPγ0 ◦ dΦ(0) ◦ ψ˜ ◦ [dΦ(0)]−1ζ = L˜ ◦ ψ˜(ξ),
L◦(P 0ζ) = L◦(P 0 ◦ dΦ(0)ξ) = L◦(dΦ(0) ◦ P 0V ξ) = L˜◦(P 0V ξ)
by (2.28) and (2.32). These, (2.33) and Theorem 2.8 give Theorem 1.1. ✷
2.2 Proof of Theorem 1.4
Define the functional
J : Bτ
(
H0(d2L|XN (γ0))
)×(Bτ (H−(d2L|XN (γ0)))⊕Bτ (H+(d2L|XN (γ0))))→ R
by J (x, y) = L ◦ EXPγ0(x + h(x) + y) − L ◦ EXPγ0(x + h(x)), where h is as in (2.32), i.e.,
h(x) = dΦ(0) ◦ h˜(dΦ(0)−1x). Note that the Hilbert space isomorphism dΦ(0) maps Bτ (H∗V )
onto Bτ
(
H∗(d2L|XN (γ0))
)
, ∗ = 0,+,−. We have
J (ξ, ζ) = J (dΦ(0)ξ, dΦ(0)ζ) ∀ξ ∈ Bτ (H0V ) & ∀ζ ∈ Bτ (H−V )⊕Bτ (H+V ),
where J is given by (2.19). Moreover, (2.20) and (2.21) imply
D2J (ξ, ζ)[η] = ((I − P 0)∇(L ◦ EXPγ0)(ξ + h(ξ) + ζ), η)HV , (2.34)
J (ξ, 0) = 0 and D2J (ξ, 0)[η] = 0 (2.35)
for any ξ ∈ Bτ
(
H0(d2L|XN (γ0))
)
, ζ ∈ Bτ
(
H−(d2L|XN (γ0))
) ⊕ Bτ(H+(d2L|XN (γ0))) and
η ∈ H−(d2L|XN (γ0))⊕H+(d2L|XN (γ0)). From Proposition 2.7 we deduce
Proposition 2.9 (i) For any (ξ, ζ) ∈ Bτ
(
H0(d2L|XN (γ0))
) × Bτ(H+(d2L|XN (γ0))) and
η1, η2 ∈ Bτ
(
H+(d2L|XN (γ0))
)
,(
D2J (ξ, ζ + η2)−D2J (ξ, ζ + η1)
)
[η2 − η1] ≤ −a0
2
‖η2 − η1‖21.
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(ii) For any ξ ∈ Bτ
(
H0(d2L|XN (γ0))
)
, ζ ∈ Bτ
(
H+(d2L|XN (γ0))
)
and η ∈ Bτ
(
H+(d2L|XN (γ0))
)
it holds that
D2J (ξ, ζ + η)[ζ − η] ≥ a1
2
‖ζ‖21 +
a0
2
‖η‖21;
in particular we have
D2J (ξ, ζ)[ζ] ≥ a1
2
‖ζ‖21
for any (ξ, ζ) ∈ Bτ
(
H0(d2L|XN (γ0))
)×Bτ(H+(d2L|XN (γ0))).
(Theorem 1.1 may also follow from this as in the proof of Theorem 2.8.)
Let A˜ be the restriction of ∇(L ◦ E˜XPγ0) to B2ρ(Tγ0Λ˜) ∩ Tγ0X˜N . Then
A˜(x) = A(x) ∀x ∈ B2ρ(Tγ0Λ˜) ∩ Tγ0X˜N (2.36)
by the assumption (iii), where A is the map below (1.7). So A˜ : B2ρ(Tγ0Λ˜)∩Tγ0 X˜N → Tγ0X˜N
is Ck−3 near 0 ∈ Tγ0X˜N . (2.36) implies 〈A˜(tx), y〉1 = 〈A(tx), y〉1 for any y ∈ Tγ0Λ˜ and t ∈ R
with small |t|. On both sides taking derivatives at t = 0 yields
d2(L|X˜N )(γ0)[x, y] = 〈dA˜(0)x, y〉1 = 〈dA(0)x, y〉1 = d2(L|XN )(γ0)[x, y]. (2.37)
As for d2(L|XN )(γ0) we also use d2(L|X˜N )(γ0) to denote the continuous symmetric bilinear
extension of it on Tγ0Λ˜. Then (2.37) also holds for all x ∈ Tγ0Λ˜ by the density of Tγ0X˜N in
Tγ0Λ˜. Note that the conditions (i) and (iv) imply H
0
(
d2(L|XN )(γ0)
) ⊂ Tγ0X˜N . It follows that
H∗
(
d2(L|X˜N )(γ0)
) ⊂ H∗(d2(L|XN )(γ0)), ∗ = 0,+,−. (2.38)
(Actually, for ∗ = +,− these are obvious by (2.37).) Shrinking δ > 0 in (1.10) (if necessary)
and using the implicit function theorem yield a unique Ck−3 map
h˜ : Bδ
(
H0(d2L|X˜N (γ0))
)→ H−(d2L|X˜N (γ0))+˙(H+(d2L|X˜N (γ0)) ∩ Tγ0X˜N)
such that h˜(0) = 0, dh˜(0) = 0 and
(P˜+ + P˜−)A˜(ξ + h˜(ξ)) = 0 ∀ξ ∈ Bδ
(
H0(d2L|X˜N (γ0))
)
, (2.39)
where P˜ ⋆ (⋆ = −, 0,+) are the orthogonal projections,
Tγ0Λ˜ = H
0(d2L|X˜N (γ0))⊕H+(d2L|X˜N (γ0))⊕H−(d2L|X˜N (γ0))→ H⋆(d2L|X˜N (γ0)).
By (2.36) and (2.38) we deduce that (2.39) is equal to the equality
(P+ + P−)A(ξ + h˜(ξ)) = 0 ∀ξ ∈ Bδ
(
H0(d2L|X˜N (γ0))
)
.
By uniqueness, this and (1.11) lead to
h˜(ξ) = h(ξ) ∀ξ ∈ Bδ
(
H0(d2L|X˜N (γ0))
)
,
which implies that for L◦ in (1.12) and L˜◦ in (2.22) we have
L◦(ξ) = L˜◦(ξ) = L(EXPγ0(ξ + h˜(ξ))) ∀ξ ∈ Bδ(H0(d2L|X˜N (γ0))). (2.40)
By (2.22), L˜◦ is Ck−3, has an isolated critical point 0, and d2L˜◦(0) = 0. Define
J˜ : Bτ
(
H0(d2L|X˜N (γ0))
)×(Bτ (H−(d2L|X˜N (γ0)))⊕Bτ (H+(d2L|X˜N (γ0))))→ R
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by J˜ (x, y) = L◦E˜XPγ0(x+h˜(x)+y)−L◦E˜XPγ0(x+h˜(x)). It is easily checked that J˜ (x, y) =
J (x, y) and hence that Proposition 2.9 also holds ifBτ
(
H0(d2L|XN (γ0))
)
, Bτ
(
H⋆(d2L|XN (γ0))
)
are replaced byBτ
(
H0(d2L|X˜N (γ0))
)
andBτ
(
H⋆(d2L|X˜N (γ0))
)
, ⋆ = +,−, respectively. Check-
ing Step 4 of proof of [35, Theorem 1.1] (or the proof of Lemma 3.6 in [36]) the first claim is
easily obtained. As a consequence we have
Cq(L˜, γ0;K) ∼= Cq−m−(L˜,γ0)(L˜◦, 0;K) ∀q = 0, 1, · · · , (2.41)
where m−(L˜, γ0) = dimH−(d2L|X˜N (γ0)).
If m0(L|Λ˜, γ0) = m0(L, γ0), (2.38) leads to H0
(
d2(L|X˜N )(γ0)
)
= H0
(
d2(L|XN )(γ0)
)
and so
L◦ = L˜◦ by (2.40). The latter implies the claim in Theorem 1.4(a).
Furthermore, if m−(L|Λ˜, γ0) is also equal to m−(L, γ0), Theorem 1.2 and (2.41) give the
claim in Theorem 1.4(b). ✷
3 Proof of Theorem 1.7
The basic idea is similar to that of Theorem 1.1 in Section 2, but more complex. We shall
complete the proof in three steps.
Step 1. Since γ0 is a C
k-map to M with k ≥ 6, starting with a unit orthogonal frame
at Tγ(0)M and using the parallel transport along γ0 with respect to the Levi-Civita con-
nection of the Riemannian metric g we get a unit orthogonal parallel Ck frame field R →
γ∗0TM, t 7→ (e1(t), · · · , en(t)). Note that there exists a unique orthogonal matrix Eγ0 such
that (e1(1), · · · , en(1)) = (Ig∗e1(0), · · · , Ig∗en(0))Eγ0 . (All vectors in Rn will be understood as
row vectors.) By the elementary matrix theory there exists an orthogonal matrix Ξ such that
Ξ−1Eγ0Ξ = diag(S1, · · · , Sσ) ∈ Rn×n with ord(S1) ≥ · · · ≥ ord(Sσ),
where each Sj is either 1, or −1, or


cos θj sin θj
− sin θj cos θj

, 0 < θj < π. So replacing (e1, · · · , en)
by (e1, · · · , en)Ξ we may assume
Eγ0 = diag(S1, · · · , Sσ) ∈ Rn×n. (3.1)
Since γ0(t + 1) = Ig(γ0(t)) ∀t ∈ R and R ∋ t 7→ (Ig∗(e1(t)), · · · , Ig∗(en(t)))Eγ0 is also a unit
orthogonal parallel Ck frame field along Ig ◦ γ0, it is easily proved that
(e1(t+ 1), · · · , en(t+ 1)) = (Ig∗(e1(t)), · · · , Ig∗(en(t)))Eγ0 ∀t ∈ R. (3.2)
Consider the subspaces of C1(R,Rn) and W 1,2loc (R,R
n),
Xγ0 = C
1
γ0(R,R
n) = {ξ ∈ C1(R,Rn) | ξ(t+ 1)T = Eγ0ξ(t)T ∀t},
Hγ0 =W
1,2
γ0 (R,R
n) = {ξ ∈W 1,2loc (R,Rn) | ξ(t+ 1)T = Eγ0ξ(t)T ∀t}.
Here ξ(t)T denotes the transpose of the matrix ξ(t) as usual. The former is a Banach space
according to the usual C1-norm because Eγ0 ∈ O(n), and the latter is a Hilbert space with
respect to the inner product
〈ξ, η〉1,2 =
∫ 1
0
[(ξ(t), η(t))Rn + (ξ˙(t), η˙(t))Rn ]dt. (3.3)
Let ‖ · ‖1,2 be the induced norm. Clearly, Xγ0 is dense in Hγ0 , and there exists a Hilbert space
isomorphism
Iγ0 : (Hγ0 , 〈·, ·〉1,2)→ (Tγ0Λ(Ig,M), 〈·, ·〉1), ξ 7→
n∑
j=1
ξjej.
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Moreover we have a small open ball Bn2ρ(0) ⊂ Rn and a Ck map
φγ0 : R×Bn2ρ(0)→M, (t, x) 7→ expγ0(t)
(
n∑
i=1
xiei(t)
)
, (3.4)
which satisfies φγ0(t+ 1, x) = φγ0(t, (Eγ0x
T )T ) and
dφγ0(t+ 1, x)[(1, v)] = dφγ0(t, (Eγ0x
T )T )[(1, (Eγ0v
T )T )]
for (t, x) ∈ R×Bn2ρ(0). This yields a coordinate chart around γ0 on Λ(M, Ig),
Φγ0 : B2ρ(Hγ0) := {ξ ∈ Hγ0 | ‖ξ‖1,2 < 2ρ} → Λ(M, Ig) (3.5)
given by Φγ0(ξ)(t) = φγ0(t, ξ(t)) for ξ ∈ B2ρ(Hγ0). Φγ0 is only Ck−3 by Lemma 5.2, and
dΦγ0(0) = Iγ0 .
Shrink ε > 0 in (1.17) so that ε <
√
2ρ. Then
EXPγ0
(
TΛ(M, Ig)(ε)γ0
) ⊂ Φγ0(B2ρ(Hγ0)).
(Indeed, for v =
∑n
i=1 viei ∈ TΛ(M, Ig)(ε)γ0) write v = (v1, · · · , vn)T then ‖v‖∞ ≤
√
2‖v‖1,2 =√
2‖v‖1 <
√
2ε < 2ρ.) Define Lγ0 : R×Bn2ρ(0)× Rn → R by
Lγ0(t, x, v) = L
(
φγ0(t, x), dφγ0 (t, x)[(1, v)]
)
. (3.6)
Then Lγ0(t, 0, 0) ≡ c ∀t ∈ R,
Lγ0(t+ 1, x, v) = L
(
φγ0(t+ 1, x), dφγ0(t+ 1, x)[(1, v)]
)
= L
(
φγ0(t, (Eγ0x
T )T ), dφγ0(t, (Eγ0x
T )T )[(1, (Eγ0v
T )T )]
)
= Lγ0
(
t, (Eγ0x
T )T , (Eγ0v
T )T
)
and
∂xLγ0(t+ 1, x, v) = ∂xLγ0
(
t, (Eγ0x
T )T , (Eγ0v
T )T
)
Eγ0 ,
∂vLγ0
(
t+ 1, x, v) = ∂vLγ0
(
t, (Eγ0x
T )T , (Eγ0v
T )T
)
Eγ0 .
So for any ξ ∈ B2ρ(Hγ0), since ξ(t + 1)T = Eγ0ξ(t)T and ξ˙(t + 1)T = Eγ0 ξ˙(t)T a.e. in R, we
get
Lγ0(t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = Lγ0(t, (Eγ0ξ(t+ 1)
T )T , (Eγ0 ξ˙(t+ 1)
T )T )
= Lγ0(t, ξ(t), ξ˙(t)), (3.7)
∂xLγ0(t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = ∂xLγ0(t, ξ(t), ξ˙(t))Eγ0 , (3.8)
∂vLγ0(t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = ∂vLγ0(t, ξ(t), ξ˙(t))Eγ0 . (3.9)
Define the action functional Lγ0 : B2ρ(Hγ0)→ R by
Lγ0(ξ) =
∫ 1
0
Lγ0(t, ξ(t), ξ˙(t))dt.
Then Lγ0 = L ◦ Φγ0 on B2ρ(Hγ0). It is C2−0, and its gradient is given by (B.34) and (B.35)
in [37], that is,
∇Lγ0(ξ)(t) =
1
2
∫ ∞
t
et−s
[
∂xLγ0
(
s, ξ(s), ξ˙(s)
)−Rξ(s)] ds
+
1
2
∫ t
−∞
es−t
[
∂xLγ0
(
s, ξ(s), ξ˙(s)
)−Rξ(s)] ds+Rξ(t), (3.10)
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where as 2 = ord(Sp) > ord(Sp+1) for some p ∈ {0, · · · , σ},
Rξ(t) =
∫ t
0
∂vLγ0
(
s, ξ(s), ξ˙(s)
)
ds+
∫ 1
0
∂vLγ0
(
s, ξ(s), ξ˙(s)
)
ds×
×
(
⊕l≤p sin θl
2− 2 cos θl


0 −1
1 0

−
1
2
I2p
)
⊕ diag(ap+1(t), · · · , aσ(t)) (3.11)
with aj(t) =
2tSj+2t+1−Sj
4 , j = p+ 1, · · · , σ = n− p. (As usual p = 0 or p = σ means there is
no the first or second term in (3.11).)
Corresponding to (2.3) let
Zγ0 :=
{
(t, x, v) ∈ R×B2ρ(Rn)× Rn | ∂xφγ0(t, x)[v] = −∂tφγ0(t, x)
}
. (3.12)
It is a submanifold in R × B2ρ(Rn) × Rn of dimension n+ 1, and also a closed subset. Note
that Lγ0 is C
k in (R×B2ρ(Rn)×Rn) \Zγ0 . Moreover, there exist positive constants C1 < C2
such that for all (t, x, v) ∈ R×B2ρ(Rn)× Rn \ Zγ0 ,
(LL1)
∑
ij
∂2
∂vi∂vj
Lγ0(t, x, v)uiuj ≥ C1|u|2 ∀u = (u1, · · · , un) ∈ Rn,
(LL2)
∣∣∣ ∂2∂xi∂xjLγ0(t, x, v)∣∣∣ ≤ C2(1 + |v|2), ∣∣∣ ∂2∂xi∂vjLγ0(t, x, v)∣∣∣ ≤ C2(1 + |v|), and∣∣∣ ∂2∂vi∂vjLγ0(t, x, v)∣∣∣ ≤ C2
(cf. [9, (1) & (2)]).
Given m ∈ N we call a curve
γ ∈ Cm(R,M, Ig) := {γ ∈ Cm(R,M) | γ(t+ 1) = Ig(γ(t)), ∀t ∈ R}
strongly regular if {t ∈ R | γ˙(t) = 0} is empty. Let Cm(R,M, Ig)reg denote the subset of all
strongly regular curves in Cm(R,M, Ig), and let
Cmγ0(R,R
n) := {ξ ∈ Cm(R,Rn) | ξ(t+ 1)T = Eγ0ξ(t)T , ∀t ∈ R},
which is a Banach space with the usual Cm-norm because Eγ0 ∈ O(n). Then
Φ−1γ0
(
Cm(R,M, Ig)reg
)
=
{
ξ ∈ B2ρ(Hγ0) ∩ Cmγ0(R,Rn) | (ξˇ)−1(Zγ0) = ∅
}
,
where ξˇ : R→ R×B2ρ(Rn)×Rn is defined by ξˇ(t) = (t, ξ(t), ξ˙(t)). As in (2.8), we can choose
0 < r < ρ/2 so small that
R×B2r(Rn)×B2r(Rn) ⊂ R×B2ρ(Rn)× Rn \ Zγ0 . (3.13)
Put U = B2r(Hγ0), UX := B2r(Hγ0) ∩Xγ0 as an open subset of Xγ0 , and
U regX,k := UX ∩ (Φγ0 |B2r(Hγ0))−1
(
Ck−1(R,M, Ig)reg
)
. (3.14)
Then B2r(Xγ0) ⊂ UX , and (ξˇ)−1(Zγ0) = ∅, ∀ξ ∈ U regX,k ∪B2r(Xγ0) by (3.13) and (3.14). For
ξ ∈ U regX,k ∪B2r(Xγ0) ⊂ UX , from (3.10) and (3.11) we see that t 7→ ∇Lγ0(ξ)(t) is continuous
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differentiable, and
d
dt
∇Lγ0(ξ)(t) =
et
2
∫ ∞
t
e−s
(
∂xLγ0
(
s, ξ(s), ξ˙(s)
)−Rξ(s)) ds
− e
−t
2
∫ t
−∞
es
(
∂xLγ0
(
s, ξ(s), ξ˙(s)
)−Rξ)(s)) ds
+ ∂vLγ0
(
t, ξ(t), ξ˙(t)
)− (∫ 1
0
∂vLγ0
(
s, ξ(s), ξ˙(s)
)
ds
)
×
×
[
d
dt
(
⊕l≤p sin θl
2− 2 cos θl


0 −1
1 0

− 12I2p
)
⊕ diag(a˙p+1(t), · · · , a˙σ(t))
]
provided 2 = ord(Sp) > ord(Sp+1) for some p ∈ {0, · · · , σ}, where Rξ is given by (3.11).
Let Aγ0 be the restriction of the gradient ∇Lγ0 to UX . Then Aγ0(ξ) ∈ Xγ0 for ξ ∈ U regX,k ∪
B2r(Xγ0) ⊂ UX , and UX ⊇ U regX,k ∪B2r(Xγ0) ∋ ξ 7→ Aγ0(ξ) ∈ Xγ0 is continuous with respect
to the C1-topology. Corresponding to Lemma 2.3 we have
Lemma 3.1 The map UX ⊇ U regX,k ∪B2r(Xγ0) ∋ ξ 7→ Aγ0(ξ) ∈ Xγ0 is Freche´t differentiable,
and UX ⊇ U regX,k ∪ B2r(Xγ0) ∋ ξ 7→ dAγ0(ξ) ∈ L (Xγ0) is continuous. In particular, Aγ0
restricts to a Ck−3 map from B2r(Xγ0) to Xγ0 .
Hence the restriction of Lγ0 to UX , denoted by LXγ0 , has second Freche´t derivative at each
ζ ∈ U regX,k ∪B2r(Xγ0) given by
d2LXγ0(ζ)[ξ, η] =
∫ 1
0
(
∂vvLγ0
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η˙(t)
]
+ ∂qvLγ0
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η˙(t)
]
+∂vqLγ0
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η(t)
]
+∂qqLγ0
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η(t)
])
dt
for any ξ, η ∈ Xγ0 . From the last expression and (LL1)-(LL2) below (3.12), it easily follows
that for any ζ ∈ U regX,k ∪B2r(Xγ0) there exists C(ζ) > 0 such that∣∣d2LXγ0(ζ)[ξ, η]∣∣ ≤ C(ζ)‖ξ‖1,2 · ‖η‖1,2 ∀ξ, η ∈ Xγ0 . (3.15)
It follows that there exists a map Bγ0 : U
reg
X,k ∪B2r(Xγ0)→ Ls(Hγ0) such that
〈dAγ0(ζ)[ξ], η〉1,2 = d2LXγ0(ζ)[ξ, η] = 〈Bγ0(ζ)ξ, η〉1,2 ∀ξ, η ∈ Xγ0 . (3.16)
Moreover, by [35] Bγ0(0) ∈ L (Hγ0) is a self-adjoint Fredholm operator, and the map Bγ0 has
a decomposition Bγ0(ζ) = Pγ0(ζ) +Qγ0(ζ) ∀ζ ∈ U regX,k ∪B2r(Xγ0), where Pγ0(ζ) ∈ Ls(Hγ0) is
a positive definitive linear operator defined by
〈Pγ0(ζ)ξ, η〉1,2 =
∫ 1
0
(
∂vvLγ0
(
t, ζ(t), ζ˙(t)
)
[ξ˙(t), η˙(t)] +
(
ξ(t), η(t)
)
Rn
)
dt, (3.17)
and Qγ0(ζ) ∈ Ls(Hγ0) is a compact linear operator. As in the proof of Lemma 2.4, from this
and (LL1)-(LL2) we may deduce
Lemma 3.2 The operators Pγ0 and Qγ0 have the following properties:
(P1) For any sequence (ξj) ⊂ U regX,k ∪ B2r(Xγ0) with ‖ξj‖1,2 → 0 it holds that ‖Pγ0(ξj)η −
Pγ0(0)η‖1,2 → 0 for any η ∈ Hγ0 ;
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(P2) There exist constants εγ0 and Cγ0 > 0 such that
〈Pγ0(ξ)η, η〉1,2 ≥ Cγ0‖η‖21,2 ∀η ∈ Hγ0
for any ξ ∈ U regX,k ∪B2r(Xγ0) with ‖ξ‖1,2 ≤ εγ0 ;
(Q) ‖Qγ0(ξj)−Qγ0(0)‖Ls(Hγ0 ) → 0 for any sequence (ξj) ⊂ U
reg
X,k∪B2r(Xγ0) with ‖ξj‖1,2 → 0.
Let H+γ0 , H
−
γ0 and H
0
γ0 denote the positive definite, negative definite and null spaces of
Bγ0(0). Note that H
−
γ0 ⊂ Xγ0 and H0γ0 ⊂ Xγ0 as Banach subspaces of Xγ0 , they are denoted
by X−γ0 and X
0
γ0 . Set X
+
γ0 := Xγ0 ∩H+γ0 . We arrive at a direct sum decomposition of Banach
spaces, Xγ0 = X
0
γ0+˙X
+
γ0+˙X
−
γ0 . (From (3.26) it follows that the Morse index m
−(L,O) and
nullitym0(L,O) of O are equal to dimX−γ0 and dimX0γ0−1, respectively). As in (2.17) we have
a positive number aγ0 > 0 such that the set [−2aγ0, 2aγ0 ] \ {0} is disjoint with the spectrum
of Bγ0(0), which implies
〈Bγ0 (0)ξ, ξ〉1,2 ≥ 2aγ0‖ξ‖21,2 ∀ξ ∈ H+γ0 ,
〈Bγ0 (0)ξ, ξ〉1,2 ≤ −2aγ0‖ξ‖21,2 ∀ξ ∈ H−γ0 .
}
(3.18)
Let P∗γ0 be the orthogonal projections from Hγ0 = H
−
γ0 ⊕H0γ0 ⊕H+γ0 onto H∗γ0 , ∗ = −, 0,+.
Choose a basis of H−γ0 ⊕H0γ0 , ei, i = 1, · · · , 1+m−(L,O) +m0(L,O). As in the proofs of [36,
Lemmas 3.3,3.4] we may use (3.18), Lemma 3.2 to derive the following results corresponding
to Lemmas 2.5, 2.6.
Lemma 3.3 There exists a function ω : U regX,k ∪B2r(Xγ0)→ [0,∞) such that ω(ζ) uniformly
converges to 0 as ζ ∈ U regX,k ∪B2r(Xγ0) and ‖ζ‖1,2 → 0, and that
|〈Bγ0(ζ)ξ, η〉1,2 − 〈Bγ0(0)ξ, η〉1,2| ≤ ω(ζ)‖ξ‖1,2 · ‖η‖1,2
for any ζ ∈ U regX,k ∪B2r(Xγ0), ξ ∈ H0γ0 ⊕H−γ0 and η ∈ Hγ0 .
Lemma 3.4 By shrinking U = B2r(Hγ0) (or equivalently r > 0), we may obtain a number
a′γ0 ∈ (0, 2aγ0 ] such that for any ζ ∈ U regX,k ∪B2r(Xγ0) we have ω(ζ) < min{a′γ0 , aγ0}/2 and
(i) 〈Bγ0(ζ)ξ, ξ〉1,2 ≥ a′γ0‖ξ‖21,2 ∀ξ ∈ H+γ0 ,
(ii) |〈Bγ0(ζ)ξ, η〉1,2| ≤ ω(ζ)‖ξ‖1,2 · ‖η‖1,2 ∀ξ ∈ H+γ0 , ∀η ∈ H−γ0 ⊕H0γ0 ,
(iii) 〈Bγ0(ζ)ξ, ξ〉1,2 ≤ −aγ0‖ξ‖21,2 ∀ξ ∈ H−γ0 .
Note that Aγ0 is C
k−3 inB2r(Xγ0) ⊂ UX and that Hγ0 andXγ0 induce equivalent norms on
X0γ0 = Ker(dAγ0(0)). It follows from the implicit function theorem that there exist τ ∈ (0, r/2)
and a Ck−3-map h : Bτ (H0γ0) → X−γ0 ⊕ X+γ0 with h(0) = 0 and dh(0) = 0, such that for all
ξ ∈ Bτ (H0γ0),
ξ + h(ξ) ∈ Br(Xγ0) and (I − P0γ0)Aγ0(ξ + h(ξ)) = 0. (3.19)
Define J : Bτ (H0γ0)×
(
Bτ (H
−
γ0)⊕Bτ (H+γ0)
)→ R by
J(ξ, ζ) = Lγ0(ξ + h(ξ) + ζ)− Lγ0(ξ + h(ξ)) (3.20)
for ζ ∈ Bτ (H−γ0)⊕Bτ (H+γ0) and ξ ∈ Bτ (H0γ0). It is C2−0, and satisfies
D2J(ξ, ζ)[η] = 〈(I − P0γ0)∇Lγ0(ξ + h(ξ) + ζ), η〉1,2, (3.21)
J(ξ, 0) = 0 and D2J(ξ, 0)[η] = 0 (3.22)
for every (ξ, ζ) ∈ Bτ (H0γ0)×
(
Bτ (H
−
γ0)⊕Bτ (H+γ0)
)
and η ∈ H+γ0 +H−γ0 . Moreover, by the last
claim of Lemma 3.1 the functional
L◦γ0 : Bτ (H0γ0)→ R, ξ 7→ Lγ0(ξ + h(ξ)) (3.23)
33
is Ck−3, and dL◦γ0(ξ)[η] = 〈Aγ0(ξ + h(ξ)), η〉1,2 ∀η ∈ H0γ0 and d2L◦γ0(0) = 0.
Set UX,k := B2r(Hγ0) ∩ Ck−1γ0 (R,Rn) with 2r < ρ, and consider the Ck−2 evaluation map
E : R× UX,k → R×B2ρ(Rn)× Rn, (t, ξ) 7→ (t, ξ(t), ξ˙(t)). (3.24)
Let Eξ : R → R × B2ρ(Rn) × Rn be defined by Eξ(t) = E(t, ξ) for ξ ∈ UX,k. Note that
U regX,k = UX,k ∩ (Φγ0 |B2r(Hγ0 ))−1
(
Ck−1(R,M, Ig)reg
)
by (3.14). By the same proof as that of
Lemma 2.2 we may obtain the corresponding result.
Lemma 3.5 There exists a residual subset Ck−1γ0 (R,R
n)◦reg in C
k−1
γ0 (R,R
n) such that
B2r(Hγ0) ∩ Ck−1γ0 (R,Rn)◦reg ⊇ U regX,k with equality in case n > 1, and that for every ξ ∈
Ck−1γ0 (R,R
n)◦reg the set (Eξ)
−1(Zγ0) is a Ck−2 submanifold of dimension 1− n, and so empty
(in case n > 1) and at most a finite set (in case n = 1). Moreover, if ξi ∈ Ck−1γ0 (R,Rn)◦reg,
i = 1, 2, then for a generic Ck−1 path p : [0, 1] → Ck−1γ0 (R,Rn) connecting ξ0 to ξ1 the set
{(s, t) ∈ [0, 1]×R | (E(p(s))(t) ∈ Zγ0} is a Ck−2 submanifold of [0, 1]×R of dimension 2−n,
and so empty for n > 2, and at most a finite set for n = 2.
Since the Ck−3-map h : Bτ (H0γ0)→ X−γ0 ⊕X+γ0 satisfies h(0) = 0 and dh(0) = 0, shrinking
τ > 0 we can guarantee that the map
M : Bτ (H0γ0)⊕
(
H−γ0 ⊕H+γ0
)→ H−γ0 ⊕H+γ0
given by M(ξ+ζ) = ξ+h(ξ)+ζ for ξ ∈ Bτ (H0γ0) and ζ ∈ H−γ0⊕H+γ0 , is a Ck−3 diffeomorphism
onto a neighborhood of 0 in U = B2r(Hγ0). So W
reg
X,k := (M)
−1(U regX,k) is a residual subset
in Bτ (H0γ0) ⊕ Bτ (H+γ0) ⊕ Bτ (H0γ0). As in the proof of Proposition 2.7 we can use this and
Lemmas 3.3, 3.4 to prove
Proposition 3.6 (i) For any (ξ, ζ) ∈ Bτ (H0γ0)×Bτ (H+γ0), η1, η2 ∈ Bτ (H−γ0),
(D2J(ξ, ζ + η2)−D2J(ξ, ζ + η1))[η2 − η1] ≤ −aγ0
2
‖η2 − η1‖1,2;
(ii) For any (ξ, ζ, η) ∈ Bτ (H0γ0)×Bτ (H+γ0)×Bτ (H−γ0) we have
D2J(ξ, ζ + η)[ζ − η] ≥
a′γ0
2
‖ζ‖21,2 +
aγ0
2
‖η‖21,2;
in particular D2J(ξ, ζ)[ζ] ≥ a
′
γ0
2 ‖ζ‖21,2 for any (ξ, ζ) ∈ Bτ (H0γ0)×Bτ (H+γ0).
If dimH0γ0 = 0 this result also holds with J(0, ζ) = Lγ0(ζ) for ζ ∈ Bτ (H−γ0)⊕Bτ (H+γ0).
Step 2. Observe that the critical set of Lγ0 is an one-dimensional Ck−1 critical manifold
S := Φ−1γ0
(O∩Im(Φγ0)) containing 0 as an interior point, and that Tγ0O = γ˙0R ⊂ Tγ0Λ(M, Ig).
Since dΦγ0(0) = Iγ0 is an isomorphism there exists a unique ζ0 ∈ Hγ0 satisfying Iγ0(ζ0) =
γ˙0, that is, γ˙0(t) =
∑n
j=1 ζ0j(t)ej(t), ∀t ∈ R. Hence ζ0j(t) = g(γ˙0(t), ej(t)) ∀t ∈ R and
j = 1, · · · , n. Clearly, ζ0 ∈ Ck−1γ0 (R,Rn) ⊂ Xγ0 and T0S = Rζ0. The normal space of S at
0 ∈ S is the orthogonal complementary of Rζ0 in the Hilbert space Hγ0 , denoted by Hγ0,0.
Set Xγ0,0 = Hγ0,0 ∩Xγ0 and
U = B2r(Hγ0,0) = B2r(Hγ0) ∩Hγ0,0,
moreover, define the open subset of Xγ0,0
UX := B2r(Hγ0) ∩Xγ0,0.
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Let Lγ0,0 be the restriction of Lγ0 to U . Then
∇Lγ0,0(ξ) = ∇Lγ0(ξ)−
〈∇Lγ0 (ξ), ζ0〉1,2
‖ζ0‖21,2
ζ0, ∀ξ ∈ U ,
and so the restriction of ∇Lγ0,0 to UX , denoted by Aγ0,0, is given by
Aγ0,0(ξ) = Aγ0(ξ)−
〈Aγ0(ξ), ζ0〉1,2
‖ζ0‖21,2
ζ0, ∀ξ ∈ UX . (3.25)
By Lemma 3.1, Aγ0,0 restricts to a C
k−3 map from B2r(Xγ0,0) ⊂ B2r(Xγ0) ∩ UX to Xγ0,0.
Let LXγ0,0 be the restriction of LXγ0 to UX . It restricts to a Ck−2 functional on B2r(Xγ0,0).
For each ξ ∈ B2r(Xγ0,0), let Bγ0,0(ξ) denote both the continuous symmetric bilinear extension
form of d2(LXγ0,0)(ξ) on Hγ0,0 and the corresponding self-adjoint operator. Then
Bγ0,0(ξ)η = Bγ0(ξ)η −
〈Bγ0(ξ)η, ζ0〉1,2
‖ζ0‖21,2
ζ0 ∀η ∈ Hγ0,0.
From this, (3.16) and (3.25) it follows that for ξ ∈ B2r(Xγ0,0) and ζ, η ∈ Xγ0,0,
〈dAγ0,0(ξ)[ζ], η〉1,2 = d2(LXγ0,0)(ξ)[ζ, η] = 〈Bγ0,0(ξ)ζ, η〉1,2.
Let Πγ0 : Hγ0 → Hγ0,0 be the orthogonal projection given by
Πγ0η = η −
〈η, ζ0〉1,2
‖ζ0‖21,2
ζ0.
Then Bγ0,0(ξ) = Πγ0 ◦ Bγ0(ξ)|Hγ0,0 , ∀ξ ∈ B2r(Xγ0,0). Let H+γ0,0, H−γ0,0 and H0γ0,0 be the
positive definite, negative definite and null spaces of Bγ0,0(0). We have
H+γ0 = H
+
γ0,0
, H−γ0 = H
−
γ0,0
and H0γ0 = H
0
γ0,0 ⊕ Rζ0.
Note that H−γ0,0 ⊂ Xγ0,0 and H0γ0,0 ⊂ Xγ0,0. They are denoted by X−γ0,0 and X0γ0,0 as Banach
subspaces of Xγ0,0. Set X
+
γ0,0
:= Xγ0 ∩ H+γ0,0 = Xγ0,0 ∩ H+γ0,0. We obtain a direct sum
decomposition of Banach spaces, Xγ0,0 = X
0
γ0,0+˙X
+
γ0,0
+˙X−γ0,0. Moreover, (3.36) and (3.37)
imply
m−(L,O) = dimX−γ0,0 and m0(L,O) = dimX0γ0,0. (3.26)
Let h0 be the restriction to Bτ (H0γ0,0) ⊂ Bτ (H0γ0) of the map h in (3.19). It is a Ck−3 map to
X−γ0,0 ⊕X+γ0,0 = X−γ0 ⊕X+γ0 and satisfies h0(0) = 0, dh0(0) = 0 and
ξ + h0(ξ) ∈ Br(Xγ0,0) and (I − P0γ0,0)Aγ0,0(ξ + h0(ξ)) = 0 (3.27)
for each ξ ∈ Bτ (H0γ0,0) by (3.19), where P∗γ0,0 : Hγ0,0 → H∗γ0,0, ∗ = 0,−,+, are the orthogonal
projections. Functional J in (3.20) restricts to
J0 : Bτ (H0γ0,0)×
(
Bτ (H
−
γ0,0
)⊕Bτ (H+γ0,0)
)→ R, (3.28)
that is, J0(ξ, ζ) = Lγ0,0(ξ+h0(ξ)+ζ)−Lγ0,0(ξ+h0(ξ)) for ξ ∈ Bτ (H0γ0,0) and ζ ∈ Bτ (H−γ0,0)⊕
Bτ (H
+
γ0,0
). It is C2−0, and (3.21)-(3.21) imply
D2J0(ξ, ζ)[η] = 〈(I − P0γ0,0)∇Lγ0,0(ξ + h0(ξ) + ζ), η〉1,2, (3.29)
J0(ξ, 0) = 0 and D2J0(ξ, 0)[η] = 0 (3.30)
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for every (ξ, ζ) ∈ Bτ (H0γ0,0) × Bτ (H−γ0,0) ⊕ Bτ (H+γ0,0) and η ∈ H+γ0,0 + H−γ0,0. Moreover the
functional L◦γ0 in (3.23) restricts to a Ck−2 one
L◦γ0,0 : Bτ (H0γ0,0)→ R, ξ 7→ Lγ0(ξ + h0(ξ)), (3.31)
which satisfies dL◦γ0,0(ξ)[η] = 〈Aγ0,0(ξ + h0(ξ)), η〉1,2 ∀η ∈ H0γ0,0, and d2L◦γ0,0(0) = 0. From
Proposition 3.6 we immediately obtain
Proposition 3.7 (i) For any (ξ, ζ) ∈ Bτ (H0γ0,0)×Bτ (H+γ0,0), η1, η2 ∈ Bτ (H−γ0,0),
(D2J0(ξ, ζ + η2)−D2J0(ξ, ζ + η1))[η2 − η1] ≤ −aγ0
2
‖η2 − η1‖1,2;
(ii) For any (ξ, ζ, η) ∈ Bτ (H0γ0,0)×Bτ (H+γ0,0)×Bτ (H−γ0,0) we have
D2J0(ξ, ζ + η)[ζ − η] ≥
a′γ0
2
‖ζ‖21,2 +
aγ0
2
‖η‖21,2;
in particular D2J0(ξ, ζ)[ζ] ≥ a
′
γ0
2 ‖ζ‖21,2 for any (ξ, ζ) ∈ Bτ (H0γ0,0)×Bτ (H+γ0,0).
Step 3. For γ ∈ O let Fγ = F|NO(ε)γ . Note that dΦγ0(0) = Iγ0 restricts to a Hilbert space
isomorphism Iγ0,0 : Hγ0,0 → NOγ0 . Take a positive number ǫ < min{τ, δ/4} such that the
map h in (1.24) satisfies
u+ hγ0(u) ∈ XNO(δ/2)γ0, ∀u ∈ H0(B)(ǫ)γ0 . (3.32)
As in Section 2.2 we have
hγ0(u) = Iγ0,0 ◦ h0(I−1γ0,0u) ∀u ∈ H0(B)(ǫ)γ0 , (3.33)
L◦△γ0(u) = L◦γ0,0(I−1γ0,0u) ∀u ∈ H0(B)(ǫ)γ0 .
For each γ ∈ O define the map Jγ : H0(B)(ǫ)γ × (H−(B)(ǫ)γ ⊕H+(B)(ǫ)γ)→ R by
Jγ(u, v) = Fγ(u+ hγ(u) + v)−Fγ(u+ hγ(u)). (3.34)
As in (2.28)-(2.31) we have
Fγ0 ◦ Iγ0,0 = Lγ0,0 on B2r(Hγ0,0),
Aγ0(Iγ0,0ξ) = Iγ0,0Aγ0,0(ξ), ∀ξ ∈ B2r(Hγ0,0) ∩Xγ0,0, (3.35)
dAγ0(0) ◦ Iγ0,0 = Iγ0,0 ◦ dAγ0,0(0), (3.36)
Iγ0,0 ◦ P⋆γ0,0 = P⋆γ0 ◦ Iγ0,0, ⋆ = −, 0,+. (3.37)
It follows from these, (3.28) and (3.33) that Jγ0(u, v) = J0(Iγ0,0u, Iγ0,0v). Hence Jγ0 is
C2−0 and (3.29)-(3.30) imply
D2Jγ0(u, v)[w] = 〈(P+γ0 +P−γ0)∇Fγ0(u+ hγ0(u) + v), w〉1,
Jγ0(u, 0) = 0 and D2Jγ0(u, 0)[w] = 0
for every (u, v) ∈ H0(B)(ǫ)γ0 × (H−(B)(ǫ)γ0 ⊕H+(B)(ǫ)γ0) and w ∈ H−(B)γ0 +H+(B)γ0 .
These and Proposition 3.7 immediately lead to
Proposition 3.8 (i) For any (u, v, wi) ∈ H0(B)(ǫ)γ0 ×H+(B)(ǫ)γ0 ×H−(B)γ0 , i = 1, 2,
(D2Jγ0(u, v + w2)−D2Jγ0(u, v + w1))[w2 − w1] ≤ −
aγ0
2
‖w2 − w1‖1.
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(ii) For any (u, v, w) ∈ H0(B)(ǫ)γ0 ×H+(B)(ǫ)γ0 ×H−(B)(ǫ)γ0 ,
D2Jγ0(u, v + w)[v − w] ≥
a′γ0
2
‖v‖21 +
aγ0
2
‖w‖21;
in particular D2Jγ0(u, v)[v] ≥
a′γ0
2 ‖v‖21 for any (u, v) ∈ H0(B)(ǫ)γ0 ×H+(B)(ǫ)γ0 .
By Proposition 3.8 the functional Jγ0 satisfies the conditions of Theorem A.1 in [36]. Then
as in the proof of [36, Lemma 3.6] we obtain a Rγ0-invariant origin-preserving homeomorphism
Υγ0 from NO(ǫ)γ0 onto a neighborhood of 0γ0 ∈ NOγ0 and satisfies
Fγ0 ◦Υγ0(u) = ‖P+γ0u‖21 − ‖P−γ0u‖21 + L◦△γ0(P0γ0u), ∀u ∈ NO(ǫ)γ0 .
Since each γ ∈ O may be written as γ = s · γ0 with some s ∈ R, we have
((−s) · u, (−s) · v) ∈ H0(B)(ǫ)γ0 ×
(
H−(B)(ǫ)γ0 ⊕H+(B)(ǫ)γ0
)
for (u, v) ∈ H0(B)(ǫ)γ × (H−(B)(ǫ)γ ⊕H+(B)(ǫ)γ). From (3.34) we derive Jγ(u, v) =
Jγ0((−s) · u, (−s) · v) because the map h in (1.24) is R-equivariant. Define Υ : NO(ǫ)→ NO
by Υs·γ0(u) = s ·Υγ0((−s) · u) for any u ∈ NO(ǫ)s·γ0 and any s ∈ R. It is R-equivariant fiber-
preserving homeomorphism onto an open neighborhood of O in NO and satisfies F ◦Υ(u) =
‖P+u‖21 − ‖P−u‖21 + L◦△(P0u) for all u ∈ NO(ǫ). ✷
4 Proofs of Corollary 1.11 and Theorem 1.12
Proof of Corollary 1.11. We only need to check that the conditions (i)-(iv) of Theorem 1.9
are satisfied with Λ˜ = Λ(S, Ig) and m = 1.
Observe that X˜ := X (M, Ig) ∩ Λ˜ = X (S, Ig). So it is a Banach submanifold of X (M, Ig).
Since S is a totally geodesic submanifold of (M, g) it is easily seen that the condition (ii) holds.
Let us prove that the condition (iii) is satisfied, i.e.,
∇(L ◦ E˜XPγ)(ξ) = ∇Fγ(ξ) ∀(γ, ξ) ∈ N˜O(ε). (4.1)
Define a map I˜g : Λ(M, Ig) → Λ(M, Ig) by I˜g(β)(t) = Ig(β(t)), ∀t ∈ R, for β ∈ Λ(M, Ig). We
claim that it is a Riemannian isometry on Λ(M, Ig), that is,
〈dI˜g(β)[ξ], dI˜g(β)[η]〉1 = 〈ξ, η〉1, ∀β ∈ Λ(M, Ig), ∀ξ, η ∈ TβΛ(M, I). (4.2)
Let α = I˜g(β). Note that dI˜g(β)[ξ] ∈ TαΛ(M, Ig) is given by
dI˜g(β)[ξ](t) = dIg(β(t))[ξ(t)] ∀t ∈ R.
Since Ig is an isometry on (M, g) we have dIg(x)
(∇gvX) = ∇gdIg(x)[v](Ig∗X)) for any v ∈ TxM
and any differentiable vector field X near x. It follows that
〈dIg(β(t))[ξ(t)], dIg(β(t))[η(t)]〉 = 〈ξ(t), η(t)〉 ∀t ∈ R,
〈(∇gα˙Ig∗ξ)(t)), (∇gα˙Ig∗η)(t))〉 = 〈(∇gβ˙ξ)(t), (∇
g
β˙
ξ)(t)〉 ∀t ∈ R,
which imply (4.2).
Let G be the subgroup of I(M, g) generated by Ikg , i.e., G = {Ilkg | ± l ∈ N ∪ {0}} and let
G˜ = {I˜lkg | ± l ∈ N ∪ {0}}. The latter is a subgroup of the isometry group of Λ(M, Ig) and
Fix(˜Ik) is exactly the set of points fixed under the action of G˜.
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Observe that Λ(S, Ig) is a connected component of Fix(˜I
k
g) containing γ0. (In fact, it is a
totally geodesic submanifold of Λ(M, Ig) by [51, Cor.5.4.2]). For any γ ∈ Λ(S, Ig) we have
TγΛ(S, Ig) = {ξ ∈ TγΛ(M, Ig) | dI˜k(γ)[ξ] = ξ}.
By (4.2) dI˜kg(γ) restricts to a Hilbert space isometry from NOγ onto itself, denoted by dI˜kg(γ)′,
whose fixed point set is N˜Oγ . Moreover, since
EXP(γ, dI˜kg(γ)
′[ξ])(t) = expγ(t)
(
dIkg(γ(t))[ξ(t)]
)
= expIkgγ(t)
(
dIkg(γ(t))[ξ(t)]
)
= Ikg
(
expγ(t) ξ(t)
)
∀t ∈ R
for any ξ ∈ NOγ , we deduce that Fγ is dI˜kg(γ)′-invariant. By the argument of [50, Section 2],
for any ξ ∈ NO(ε)γ and l ∈ N ∪ {0} we have
(dI˜kg(γ)
′)l
(∇Fγ(ξ)) = ∇Fγ((dI˜kg(γ)′)lξ).
In particular, for any ξ ∈ N˜Oγ we have dI˜kg(γ)′
(∇Fγ(ξ)) = ∇Fγ(ξ) and hence∇Fγ(ξ) ∈ N˜Oγ .
This implies (4.1), because L ◦ E˜XPγ(ξ) = Fγ(ξ), ∀(γ, ξ) ∈ N˜O(ε).
Finally, we check that condition (iv) is satisfied. Observe that
H0
(
d2(L|X (M,Ig))(γ0)
)
= H0
(
d2
(L ◦ EXP|Tγ0X (M,Ig)(ε))(0))(
resp. H0
(
d2(L|X (S,Ig))(γ0)
)
= H0
(
d2
(L ◦ EXP|Tγ0X (S,Ig)(ε))(0)) )
consists of Ig-invariant Jacobi fields on (M,F ) (resp. (S, F |S)) along γ0. For
ξ ∈ H0(d2(L|X (S,Ig))(γ0)) there is a geodesic variation H of γ0 on (S, F |S) whose variation
field is equal to ξ. Since Ig ∈ I(M,F ) implies that S is also a totally geodesic submanifold
of (M,F ), H is also a geodesic variation of γ0 on (M,F ) and hence ξ is a Jacobi field on
(M,F ) along γ0, that is, ξ ∈ H0
(
d2(L|X (M,Ig))(γ0)
)
. It follows that H0
(
d2(L|X (S,Ig))(γ0)
) ⊂
H0
(
d2(L|X (M,Ig))(γ0)
)
and so H0
(
d2(L|X (S,Ig))(γ0)
)
= H0
(
d2(L|X (M,Ig))(γ0)
)
because
m0(L,O) = m0(L|Λ(S,Ig),O). ✷
Proof of Theorem 1.12. Note that the iteration map ϕm gives not only Riemannian isome-
try (up to the factor m2) embedding from Λ(M, Ig) into Λ(M, I
m
g ), but also a Banach manifold
embedding from X (M, Ig) into X (M, Img ). So Λ˜ := ϕm
(
Λ(M, Ig)
)
(resp. X˜ = ϕm
(X (M, Ig)))
is a Hilbert-Riemannian (resp. Banach) submanifold of Λ(M, Img ) (resp. X (M, Img )). Moreover
L ◦ ϕm = m2L because F is Ig-invariant as we assumed below Theorem 1.5. It follows that
the diffeomorphism ϕm : Λ(M, Ig)→ Λ˜ induces isomorphisms
(ϕm)∗ : H 0∗ (L, γ;K)→ Hˆ 0∗ (L|Λ˜, γm;K), ∀γ ∈ O, (4.3)
(ϕm)∗ : C∗(L,O;K)→ C∗(L|Λ˜,Om;K). (4.4)
It remains to check that the conditions (ii)-(iv) in Theorem 1.9 are satisfied. From the
definition of EXPm in (1.34) it is easily seen that (ii) holds. The other two ones can be proved
in similar way to that of (6.13) and (6.15) in [37]. Let us see them in detail.
Since Dϕm(x) : TxΛ(M, Ig) → TxmΛ(M, Img ) is given by Dϕm(x)[v] = vm, where vm(t) =
v(mt) ∀t ∈ R, we have (Dϕm(x)[ξ], Dϕm(x)[η])m = m2〈ξ, η〉1 for any ξ, η ∈ TxΛ(M, Ig), and
so Dϕm(x)
(
NO(ε/m)x
)
= N˜Om(ε)xm ∀x ∈ O. Moreover L ◦ E˜XPxm(vm) = m2Fx(v) ∀v ∈
NO(ε)x. We can deduce that
∇ˆ(L ◦ E˜XPxm)(vm) = m∇Fx(v) ∀(x, v) ∈ NO(ε/m). (4.5)
Consider the isometric action on NˆOm(ε)xm of group Zm = {e2πip/m | p = 0, · · · ,m − 1}
given by (e2πip/m ·u)(t) := dI−pg
(
xm(t+ p/m)
)
[u(t+ p/m)] for all t ∈ R and p = 0, · · · ,m− 1.
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Indeed, for u ∈ NˆOm(ε)xm we have u(t) ∈ Txm(t)M = Tx(mt)M . Since Ig(x(t)) = x(t + 1) ∀t
it follows that
dI−pg
(
xm(t+ p/m)
)
[u(t+ p/m)] = dI−pg
(
x(mt+ p)
)
[u(t+ p/m)]
= dI−pg
(
Ipg(x(mt))
)
[u(t+ p/m)] ∈ Txm(t)M.
Moreover a straightforward computation shows
I˜mg (e
2πip/m · u)(t) := dImg (xm(t))[(e2πip/m · u)(t)]
= dImg (x
m(t))
[
dI−pg
(
xm(t+ p/m)
)
[u(t+ p/m)]
]
= dImg (x
m(t)) ◦ dI−pg
(
xm(t+ p/m)
)
[u(t+ p/m)]
= dI−pg (x
m(t+ 1 + p/m)) ◦ dImg
(
xm(t+ p/m)
)
[u(t+ p/m)]
= dI−pg (x
m(t+ 1 + p/m))[u(t+ 1 + p/m)]
= (e2πip/m · u)(t+ 1) ∀t ∈ R.
That is, e2πip/m · u ∈ NˆOm(ε)xm . If e2πip/m · u = u, p = 0, · · · ,m− 1, then
dI−pg
(
xm(t+ p/m)
)
[u(t+ p/m)] = u(t) ∀t ∈ R, p = 0, · · · ,m− 1,
and in particular we have dIg
(
xm(t)
)
[u(t)] = u(t + 1/m), which implies v(t) := u(t/m) to
give an element of NO(ε/m)x with vm = u. Hence N˜Om(ε)xm is exactly the fixed point set
of the above Zm-action. It is not hard to see that the functional Fˆxm is invariant under this
Zm-action. By the argument on the page 23 of [50] we obtain
e2πip/m · ∇ˆFˆxm(vm) = ∇ˆFˆxm(vm) ∀(x, v) ∈ NO(ε/m), p = 0, · · · ,m− 1.
This implies ∇ˆFˆxm(vm) ∈ N˜Omxm , and so
∇ˆFˆxm(vm) = ∇ˆ(L ◦ E˜XPxm)(vm), ∀(x, v) ∈ NO(ε/m). (4.6)
because of (4.5) and L ◦ E˜XPxm = Fˆxm |N˜Om
xm
. The condition (iii) is satisfied.
Finally, we prove (iv) under the assumption m0(L,Om) = m0(L,O). Note that
FˆXxm(se2πip/m · v) = FˆXxm(sv)
for a given v ∈ XNˆOmxm and s ∈ R with |s| small enough. Taking the second derivative of
both sides at s = 0 we obtain
d2FˆXxm(0)[e2πip/m · v, e2πip/m · v] = d2FˆXxm(0)[v, v]
and hence d2FˆXxm(0)[e2πip/m ·u, e2πip/m · v] = d2FˆXxm(0)[u, v] ∀u, v ∈ XNˆOmxm , which leads, by
the density of XNˆOmxm in NˆOmxm , to
(Bˆxme
2πip/m · u, e2πip/m · v)m = (Bˆxmu, v)m ∀u, v ∈ NˆOmxm .
It follows that Bˆxme
2πip/m · u = e2πip/m · (Bˆxmu), p = 0, 1, · · · ,m, and in particular,
Bˆxmu = e
2πip/m · (Bˆxmu) ∀u ∈ N˜Omxm , p = 0, 1, · · · ,m.
These show that Bˆxmu ∈ N˜Omxm , that is,
Bˆxm(N˜Omxm) ⊂ N˜Omxm . (4.7)
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On the other hand, (4.5) and (4.6) imply Aˆxm(Dϕm(x)[v]) = Dϕm(x)[Ax(v)] for any
(x, v) ∈ NO(ε/m) ∩XNO, and hence
(Aˆxm(Dϕm(x)[v + su]), Dϕm(x)u)m = (Dϕm(x)[Ax(v + su)], Dϕm(x)u)m
= m2〈Ax(v + su), u〉1
for a given u ∈ XNOx and s ∈ R with |s| small enough. Taking derivatives at s = 0 and v = 0
we obtain d2FˆXxm(0)[vm, um] = m2d2FXx (0)[v, u], and then as above arrive at
(Bˆxmv
m, um)m = m
2〈Bxv, u〉1 ∀u, v ∈ NOx.
This and (4.7) imply that Dϕm(x)(Ker(Bx)) ⊂ Ker(Bˆxm) ∀x ∈ O, and thus
Dϕm(γ0)
(
H0
(
d2FˆXγ0(0)
)) ⊂ H0(d2FˆXγm0 (0)). (4.8)
Since dimH0
(
d2FˆXγm0 (0)
)
= m0(L,Om) + 1 = m0(L,O) + 1 = dimH0(d2FˆXγ0(0)) is finite and
Dϕm(γ0) is a linear injection, from (4.8) we derive
H0
(
d2FˆXγm0 (0)
)
= Dϕm(γ0)
(
H0
(
d2FˆXγ0(0)
)) ⊂ N˜Omγm0 ⊂ Tγm0 Λ˜.
The condition (iv) is satisfied.
Observe that ϕm : Λ(M, Ig) → Λ(M, Img ) is the composition of the diffeomorphism ϕm :
Λ(M, Ig) → Λ˜ and the inclusion Λ˜ →֒ Λ(M, Img ). The expected conclusions follow from (4.3)-
(4.4) and Theorem 1.9 immediately. ✷
5 Propositions and lemmas
Proposition 5.1 For k ∈ N, k > 1, let (H, ((·, ·))) be a Ck Hilbert-Riemannian manifold
modeled on H, and let (X , ‖ · ‖X ) be a Ck Banach-Finsler manifold modeled on X. Suppose
also that X ⊂ H and the inclusion X →֒ H is Ck-smooth. Then for a compact Ck submanifold
O of H, which is also contained in X , we have
(i) O is also a Ck-smooth submanifold of X , and H and X induce an equivalent Ck-smooth
manifold structure (including topology) on O;
(ii) For the orthogonal normal bundle NO of O in H with respect to the metric ((·, ·)), XNO :=
(TOX ) ∩NO is a Ck−1 subbundle of TOX ;
(iii) If F → O is a Ck−1 subbundle of TOH contained in TOX then it is also a Ck−1 subbundle
of TOX ; furthermore for the orthogonal complementary bundle F⊥ of F in TOH the bundle
XF⊥ := F⊥ ∩ TOX is also a C1 subbundle of TOX
Proof. (i) Since the inclusion X →֒ H is Ck-smooth, the identity map X ⊃ O ∋ x 7→ x ∈
O ⊂ H is an injective immersion with respect to the induced submanifold structures from H
and X respectively. So it is a diffeomorphism by the compactness of O and Proposition 3.3.4
in [39, Page 149]. The first claim is proved.
(ii) Let Π be the orthogonal bundle projection from TOH onto TO with respect to ((·, ·)).
It is a Ck−1 O-bundle morphism. By the assumption the inclusion TOX →֒ TOH is a Ck−1-
smooth O-bundle morphism. This and (i) assure that the composition Π˜ of TOX →֒ TOH
and Π : TOH → TO is a Ck−1 O-vector bundle morphism with kernel XNO. For any x ∈ O
assume that the sequence (vn) ⊂ XNOx = TxX ∩ NOx converges to v ∈ TxX in TxX , i.e.,
‖vn − v‖X ,x → 0. Then v ∈ NOx because the inclusion TxX →֒ TxH is continuous and
|((v, u))x| = |((vn, u))− ((v, u))x| ≤ ‖vn − v‖x · ‖u‖x → 0 ∀u ∈ TxO.
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Thus TxX ∩NOx is a closed subspace of TxX . Observe that it also splits TxX because of the
topological direct sum decomposition TxX = TxO ⊕ (TxX ∩ NOx). That is, for each x ∈ O
the continuous linear map Π˜x : TxX → TxO is surjective and has a kernel that splits. From
Proposition 6 of [34, Page 52] we derive that the sequence TOX Π˜→ TO → 0 is exact. Then we
obtain that XNO is a Ck−1 subbundle of TOX by the argument above Proposition 5 in [34,
Page 51].
(iii) The first claim may be obtained as in the proof of (ii) since F (as a subset of TOX )
is the kernel of the composition of C1 bundle morphisms TOX →֒ TOH and the orthogonal
bundle projection TOH → F⊥. As to the second one note that XF⊥ is the kernel of the
restriction to TOX of the orthogonal bundle projection TOH → F . ✷
Proof of Lemma 2.2. Let E be as in (2.7). Since dE(t, ξ)[s, η] = (s, η(t), η˙(t)) for s ∈ R
and η ∈ Ck+1V (I,Rn) = TξCk+1V (I,B2ρ(Rn)), it is easily checked that E is a submersion. In
particular, it is transversal to the submanifold Z ⊂ I × B2ρ(Rn) × Rn, and hence for each
(t, ξ) ∈ E−1(Z) the tangent space
T(t,ξ)E
−1(Z) = (dE(t, ξ))−1(Tξˇ(t)Z)
has codimension n in R × TξCk+1V (I,B2ρ(Rn)). By Lemma 8.5.2 on the page 409 of [39]
the restriction P of the natural projection P2 : I × Ck+1V (I,B2ρ(Rn)) → Ck+1V (I,B2ρ(Rn))
to E−1(Z) is a Ck Fredholm operator with ind(P) = 1 − n. Since k ≥ 2 the Sard-Smale
theorem concludes that all regular values of P forms a residual subset Ck+1V (I,B2ρ(R
n))◦reg in
Ck+1V (I,B2ρ(R
n)). Note that ξ ∈ Ck+1V (I,B2ρ(Rn)) sits in Ck+1V (I,B2ρ(Rn))◦reg if and only
if the map Eξ is transversal to the submanifold Z, and in this case E−1ξ (Z) = P−1(ξ) is a
Ck submanifold of dimension 1 − n. If n > 1 we obtain that ξ ∈ Ck+1V (I,B2ρ(Rn)) belongs
to Ck+1V (I,B2ρ(R
n))◦reg if and only if E
−1
ξ (Z) = P−1(ξ) = ∅, and so Ck+1V (I,B2ρ(Rn))◦reg =
Ck+1V (I,B2ρ(R
n))reg. The first two conclusions follow immediately.
Let ξi ∈ Ck+1V (I,B2ρ(Rn))◦reg, i = 1, 2. Denote by Pk+1(ξ0, ξ1) the set of all Ck+1 path
p : [0, 1]→ Ck+1V (I,B2ρ(Rn)) connecting ξ0 to ξ1. As above we may prove that the Ck map
[0, 1]× I × Pk+1(ξ0, ξ1)→ I ×B2ρ(Rn)× Rn, (s, t,p) 7→ E(t,p(s))
is a submersion, and in particular transversal to the submanifold Z. Hence we get a residual
subset Pk+1(ξ0, ξ1)reg ⊂ Pk+1(ξ0, ξ1) such that for every p ∈ Pk+1(ξ0, ξ1)reg the set {(s, t) ∈
[0, 1]× I |E(t,p(s)) ∈ Z} is a Ck submanifold of [0, 1]× I of dimension 2 − n, and so empty
for n > 2, and at most a finite set for n = 2. These lead to the third conclusion. ✷
We need the following special version of the omega lemma by Piccione and Tausk [53,
Theorem 4.3].
Lemma 5.2 Let N1 and N2 be two manifolds of class C
m+l (m ≥ 2 and l ≥ 1) and let
T : N1 → N2 be a Cm+l map. Then for I = [0, 1] the maps
(i) H1(I,N1)→ H1(I,N1), γ 7→ T ◦ γ, is Cm−1 with l = 2,
(ii) C1(I,N1)→ C1(I,N1), γ 7→ T ◦ γ, is Cm−1 with l = 2,
(iii) C0(I,N1)→ C0(I,N1), γ 7→ T ◦ γ, is Cm−1 with l = 1.
Proof of Lemma 2.3. The first two claims and C1 smoothness of A˜ can be proved as in the
proof of [35, Lemma 3.2]. The last one will be proved as follows. Consider the smooth maps
V : B2r(XV )→ C0(I, I ×B2r(Rn)× Rn), ξ 7→ ξˇ,
Kj : C
0(I,Rn)→ C1(I,Rn), ξ 7→ K(ξ), j = 1, 2, 3
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where K1(ξ)(t) =
∫ t
0 ξ(s)ds, K2(ξ)(t) =
∫ t
0 e
sξ(s)ds, and K3(ξ)(t) =
∫ t
0 e
−2sξ(s)ds.
By Lemma 5.2(iii) we have also the Ck−3 maps
Lq : C
0(I, I ×B2r(Rn)× Rn)→ C0(I,Rn), η 7→ ∂qL˜ ◦ η,
Lv : C
0(I, I ×B2r(Rn)× Rn)→ C0(I,Rn), η 7→ ∂vL˜ ◦ η
induced by the Ck−1 maps ∂qL˜, ∂vL˜ : I ×B2r(Rn)×Rn → Rn, respectively. Then from (2.11)
and (2.12) we deduce for any ξ ∈ B2r(XV ) that
A˜(ξ)(t) = et
(−K3 ◦ K2 ◦ Lq ◦V(ξ) + K3 ◦ K2 ◦ K1 ◦ Lv ◦V(ξ))(t)
+
(
K1 ◦ Lv ◦V(ξ)
)
(t) + c1e
t + c2e
−t, ∀t ∈ I.
Hence A˜ is of class Ck−3. ✷
6 Proof of Theorem 1.15
6.1 Basic formulas
In this section we first derive the second variation of the energy under our boundary condition
from recent work [29, 30, 31] by Javaloyes and Soares. Let us begin with a briefly review about
the Chern connection and covariant derivative. Let (xi, yi) be the canonical coordinates on
TM associated to local coordinates (xi) on M . Let gij(x, y) = g
F (x, y)[∂xi , ∂xj ] and matrices
(gij(x, y)) = (gij(x, y))
−1. Following [4, Chapter 2] the Cartan tensor CF of F has components
given by
Cijm(x, y) = CFy (∂xi , ∂xj , ∂xm) =
1
4
∂3
∂yi∂yj∂ym
F 2
(
x, yl∂xl |x
)
. (6.1)
Set Cijm := gilCljm, γijm(x, y) := 12gis (∂xmgsj − ∂xsgjm + ∂xjgms) and
N ij(x, y) := γ
i
jm(x, y)y
m − Cijm(x, y)γmrs(x, y)yrys.
The Chern connection is a linear connection ∇ on the pulled-back bundle π∗(TM) over TM \
0TM with (C
k−3) Christoffel symbols
Γijm(x, y) = γ
i
jm − gil
(CljsNsm − CjmsNsi + CmlsNsj ) , (6.2)
that is, ∇∂
xi
∂xj (x, y) = Γ
i
jm(x, y)∂xm . Let R
i
j ml(x, y) be defined by [4, (3.3.2)], and
P ij ml(x, y) = −∂∂ylΓijm(x, y).
For y ∈ TxM \ {0} the trilinear map Ry (resp. Py) from TxM × TxM × TxM to TxM given
by Ry(v, u)w = v
mulwjR ij ml(x, y)∂xi |x (resp. Py(v, u, w) = vjumwlP ij ml(x, y)∂xi |x) define
the Chern-Riemannian curvature tensor (or hh-curvature tensor [4, Exercise 3.9.6]) RY and the
Chern-Nonriemannian curvature tensor (or the Chern curvature [56, Page 112]) PY with every
nowhere vanishing vector field Y on an open subset of M . According to [40, §2] (see [56,
§5.2] and [55] for details ), for each nowhere vanishing Ck−2 vector field V on an open subset
Ω ⊂ M the Chern connection of (M,F ) at V in Ω ⊂ M is the unique affine connection ∇V
on TΩ which is torsion-free and almost gV -compatible, where gV (x) = g
F (x, V (x)) ∀x ∈ Ω.
Let Γ˜lij be the formal Christoffel symbols of ∇V in the coordinates (xi), i.e. ∇V∂
xi
∂xj (x) =
Γ˜lij(x)∂xl ∀i, j. Then Γ˜ijl(x) = Γijl(x, V (x)). The curvature tensor RV of ∇V is defined by
RV (X,Y )Z = ∇VX∇VY Z − ∇VY∇VXZ − ∇V[X,Y ]Z for vector fields X,Y, Z in Ω. It and RV , PV
are related by [30, Theorem 2.1].
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For a W 1,2loc curve c from I or R to M , and l ∈ {0, 1} let W l,2loc(c∗TM) denote the space
of all W l,2loc vector fields along c. Then c˙ ∈ L2loc(c∗TM) := W 0,2loc (c∗TM). Let (xi, yi) be the
canonical coordinates around c˙(t) ∈ TM . Write c˙(t) = c˙i(t)∂xi |c(t) and ζ(t) = ζi(t)∂xi |c(t)
for ζ ∈ W 1,2loc (c∗TM). Given a nowhere vanishing ξ ∈ C0(c∗TM) the covariant derivative of ζ
along c (with ξ as reference vector) is defined by
Dξc˙ζ(t) :=
(
ζ˙m(t) + ζi(t)c˙j(t)Γmij (c(t), ξ(t))
)
∂xm |c(t). (6.3)
Dξc˙ζ belongs to L
2
loc, and sits in C
min{k−3,r}(c∗TM) provided c is of classCr+1, ζ ∈ Cr+1(c∗TM)
and ξ ∈ Cr(c∗TM) for some r ∈ N ∪ {0,∞}. Dξc˙ζ(t) depends only on ξ(t), c˙(t) and behavior
of ζ near t; and Dξc˙ζ(t) = ∇ξ˜c˙ ζ˜(c(t)) if c˙(t) 6= 0 and ξ˜ and ζ˜ are any extensions of ξ and ζ near
c(t). When the above ξ belongs to W 1,2loc (c
∗TM), Dξc˙ is almost gξ-compatible, that is, for any
η, ζ ∈ W 1,2loc (c∗TM) we have
d
dt
gξ(ζ, η) = gξ
(
Dξc˙ζ, η
)
+ gξ
(
ζ,Dξc˙η
)
+ 2CFξ
(
Dξc˙ξ, ζ, η
)
a.e. (6.4)
(cf. [29, (4)]). If c is C2 and regular, then c is a constant speed geodesic if and only if
Dc˙c˙c˙(t) ≡ 0. For γ ∈ Λ(M, I) and a nowhere vanishing ξ ∈ TγΛ(M, I) we have also
Dξγ˙(I∗η)(t) = I∗
(
Dξγ˙η(t)
)
a.e. t ∈ R, ∀η ∈ W 1,2loc (γ∗TM), (6.5)
which implies Dξγ˙ζ(t+ 1) = I∗
(
Dξγ˙ζ(t)
)
for a.e. t ∈ R and for every ζ ∈ TγΛ(M, I).
Recall that F is of class Ck, k ≥ 5. L|X is Ck−2 by Lemma 2.3. Each nontrivial critical
point γ of L in Λ(M, I) is a nonconstant Ck smooth I-invariant geodesic of constant speed. For
u,w ∈ Tγ(t)M let V be an extension of γ˙(t), and let U and W be extensions of u and w onto
an open neighborhood of γ(t), respectively; and define Rγ˙(t)(γ˙(t), u)w := (RV (V, U)W )(γ(t)).
The right side is independent of the chosen extensions.
Proposition 6.1 For a nontrivial critical point γ of L and any ξ, η ∈ TγX (M, I),
d2(L|X )(γ)[ξ, η] =
∫ 1
0
(
gγ˙
(
Dγ˙γ˙ξ(t), D
γ˙
γ˙η(t)
) − gγ˙(Rγ˙(γ˙, ξ)η, γ˙))dt
=
∫ 1
0
(
gγ˙
(
Dγ˙γ˙ξ(t), D
γ˙
γ˙η(t)
) − gγ˙(Rγ˙(ξ, γ˙)γ˙, η))dt. (6.6)
This formula can also be seen on the pages 35-36 of [40].
Proof of Proposition 6.1. Firstly, we assume that ξ ∈ TγΛ(M, I) is C3 and has no zeroes.
Taking a C3 variation Γ : R × (−ǫ, ǫ) → M , Γ = Γ(t, s) of the curve γ = Γ0 = Γ(·, 0) such
that U(·, s) := ∂sΓ(·, s) ∈ TΓsΛ(M, I) ∩ C2(Γ∗sTM) and U(t, 0) = ξ(t) for all t ∈ R and all
s ∈ (−ǫ, ǫ), where Γs(t) := Γ(t, s). We can assume that each Γs is regular by shrinking ǫ > 0
and that each Γt : (−ǫ, ǫ) → M given by Γt(s) = Γ(t, s) is regular. Then T := ∂tΓ and
U = ∂sΓ are C
2 vector fields along Γ without any zeros. For every fixed t or s we have
covariant derivatives along Γt or Γs:
DTU(t,·)U(t, s) or D
T
T (·,s)U(t, s) (6.7)
From the proof of [29, Proposition 3.2] we have (in our notations)
d2
ds2
L(Γs) =
∫ 1
0
(
gΓ˙s
(
DΓ˙s
Γ˙t
DΓ˙s
Γ˙s
Γ˙t, Γ˙s
)
+ gΓ˙s
(
DΓ˙s
Γ˙s
Γ˙t, DΓ˙s
Γ˙t
Γ˙s
))
dt
But according to [30, Theorem 1.1] we have
DΓ˙s
Γ˙s
DΓ˙s
Γ˙t
Γ˙t −DΓ˙s
Γ˙t
DΓ˙s
Γ˙s
Γ˙t = RΓ(Γ˙t) = Rγ˙(γ˙, ξ)Γ˙
t − Pγ˙(ξ, Γ˙t, Dγ˙γ˙ γ˙)− Pγ˙(γ˙, Γ˙t, Dγ˙γ˙ξ)
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and hence using DΓ˙s
Γ˙t
Γ˙s = D
Γ˙s
Γ˙s
Γ˙t by [29, Proposition 3.2] we deduce
d2
ds2
L(Γs)|s=0 =
∫ 1
0
(
gΓ˙s
(
DΓ˙s
Γ˙s
Γ˙t, DΓ˙s
Γ˙s
Γ˙t
)
+gΓ˙s
(
DΓ˙s
Γ˙t
DΓ˙s
Γ˙s
Γ˙t, Γ˙s
)) ∣∣∣
s=0
dt
=
∫ 1
0
gγ˙
(
Dγ˙γ˙ξ,D
γ˙
γ˙ξ
)
dt+
∫ 1
0
gγ˙
(
Dγ˙γ˙D
γ˙
ξ ξ, γ˙
)
dt−
∫ 1
0
gγ˙
(
Rγ˙(γ˙, ξ)ξ, γ˙
)
dt
+
∫ 1
0
gγ˙
(
Pγ˙(ξ, ξ,D
γ˙
γ˙ γ˙), γ˙
)
dt+
∫ 1
0
gγ˙
(
Pγ˙(γ˙, ξ,D
γ˙
γ˙ξ), γ˙
)
dt. (6.8)
Moreover gγ˙
(
Dγ˙γ˙D
γ˙
ξ ξ, γ˙
)
= ddtgγ˙
(
Dγ˙ξ ξ, γ˙
)
, Dγ˙γ˙ξ = D
γ˙
ξ γ˙ and
Rγ˙(γ˙, ξ)ξ = Rγ˙(γ˙, ξ)ξ + Pγ˙(ξ, ξ,D
γ˙
γ˙ γ˙)− Pγ˙(γ˙, ξ,Dγ˙ξ γ˙)
by [30, Theorem 2.1]. These and (6.8) lead to
d2
ds2
L(Γs) |s=0 =
∫ 1
0
(
gγ˙
(
Dγ˙γ˙ξ(t), D
γ˙
γ˙ ξ(t)
)− gγ˙(Rγ˙(γ˙, ξ)ξ, γ˙))dt
+gγ˙(t)
(
DTU(t,·)U(t, s)|s=0, γ˙(t)
) ∣∣∣t=1
t=0
. (6.9)
Claim 6.2 gγ˙(1)
(
D
T (1,·)
U(1,·)U(1, s)|s=0, γ˙(1)
)
= gγ˙(0)
(
D
T (0,·)
U(0,·)U(0, s)|s=0, γ˙(0)
)
.
In fact, let us choose a system of coordinates (xi) on an open neighborhood Ω of γ(0). Then
(x˜i) = (xi◦I−1) forms a system of coordinates on that of γ(1), Ω˜ := I(Ω), and I∗(∂xi |p) = ∂x˜i |p˜
for p ∈ Ω and p˜ = I(p), i = 1, · · · , n. For v = yi∂xi |p we have v˜ := I∗(v) = ∂x˜i |p˜, i.e.,
(y˜i(I∗v)) = (yi(v)). Hence x˜i(p˜, v˜) = xi(p, v) and y˜i(p˜, v˜) = yi(p, v) for i = 1, · · · , n. Since
g˜ij(x˜, y˜) = g
F (x˜, y˜) [∂x˜i , ∂x˜j ] = g
F (Ix, I∗y) [I∗ (∂xi) , I∗ (∂xj )] = gij(x, y),
we get ∂x˜m g˜ij(x˜, y˜) = ∂xmgij(x, y) and thus γ
i
jm(x, y) = γ˜
i
jm(x˜, y˜). Using (6.1) it easily proved
that C˜ijm(x˜, y˜) = Cijm(x, y) and hence C˜ijm(x˜, y˜) = g˜il(x˜, y˜)Cljm(x˜, y˜) = gil(x, y)Cljm(x, y) =
Cijm(x, y) and
N˜ ij(x˜, y˜) = γ˜
i
jm(x˜, y˜)y˜
m − C˜ijm(x˜, y˜)γ˜mrs(x˜, y˜)yr y˜s
= γijm(x, y)y
m − Cijm(x, y)γmrs(x, y)yrys = N ij(x, y).
Let Γ˜ijl(x˜, y˜) be the Christoffel symbols in the local coordinates (x˜
i, y˜i). We obtain
Γ˜ijl(x˜, y˜) = Γ
i
jl(x, y). (6.10)
Let |t|+|s| be small enough. We may write T (t, s) = T i(t, s)∂xi |Γ(t,s), U(t, s) = U i(t, s)∂xi |Γ(t,s),
γi(t) = xi ◦ γ(t), i = 1, · · · , n, T (t, 0) = γ˙(t) = γi(t)∂xi |γ(t). Since Dγ˙(0)∂
xi
∂xj (γ(0)) =
Γkij(γ˙(0))∂xk |γ(0) for i, j = 1, . . . , n, by (6.7) we have
D
T (0,·)
U(0,·)U(0, s)|s=0 =
∂U i
∂s
(0, 0)∂xi |γ(0) + U i(0, 0)∂U
j
∂s
(0, 0)Γkij(γ˙(0))∂xk |γ(0),
gγ˙(0)
(
D
T (0,·)
U(0,·)U(0, s)|s=0, γ˙(0)
)
=
∂U i
∂s
(0, 0)T l(0, 0)gγ˙(0)
(
∂xi |γ(0), ∂xl |γ(0)
)
+U i(0, 0)
∂U j
∂s
(0, 0)Γmij(γ˙(0))T
l(0, 0)gγ˙(0)
(
∂xm |γ(0), ∂xl |γ(0)
)
. (6.11)
44
From Γ(t + 1, s) = I(Γ(t, s)) ∀(t, s) it follows that T (t + 1, s) = I∗(T (t, s)) and U(t + 1, s) =
I∗(U(t, s)) for all (t, s). If |t− 1|+ |s| is small enough we get
T (t+ 1, s) = T i(t, s)∂x˜i |Γ(t+1,s), U(t+ 1, s) = U i(t, s)∂x˜i |Γ(t+1,s),
γ˜i(t+ 1) := x˜i ◦ γ(t+ 1) = x˜i(I(γ(t))) = xi(γ(t)) = γi(t), i = 1, · · · , n,
T (t+ 1, 0) = γ˙(t+ 1) = γi(t)∂x˜i |γ(t+1).
These and D
γ˙(1)
∂
x˜i
∂x˜j (γ(1)) = Γ˜
m
ij (γ˙(1))∂x˜m |γ(1) for i, j = 1, . . . , n, lead to
D
T (1,·)
U(1,·)U(1, s)|s=0 =
∂U i
∂s
(0, 0)∂x˜i |γ(1) + U i(0, 0)∂U
j
∂s
(0, 0)Γ˜mij(γ˙(1))∂x˜m |γ(1).
By (6.10) Γ˜mij (γ˙(1)) = Γ˜
m
ij (I∗γ˙(0)) = Γ
m
ij (γ˙(0)) for any i, j,m = 1, · · · , n. Hence
gγ˙(1)
(
D
T (1,·)
U(1,·)U(1, s)|s=0, γ˙(1)
)
=
∂U i
∂s
(0, 0)T l(0, 0)gγ˙(1)
(
∂x˜i |γ(1), ∂x˜l |γ(1)
)
+U i(0, 0)
∂U j
∂s
(0, 0)Γmij(γ˙(0))T
l(0, 0)gγ˙(1)
(
∂x˜m |γ(1), ∂x˜l |γ(1)
)
.
Since gγ˙(0)
(
∂xm |γ(0), ∂xl |γ(0)
)
= gγ˙(1)
(
∂x˜m |γ(1), ∂x˜l |γ(1)
)
, Claim 6.2 follows from this and (6.11)
immediately.
Now (6.9) and Claim 6.2 yield
d2(L|X )(γ)[ξ, ξ] =
∫ 1
0
(
gγ˙
(
Dγ˙γ˙ξ,D
γ˙
γ˙ξ
)− gγ˙(Rγ˙(γ˙, ξ)ξ, γ˙))dt. (6.12)
This also holds for any ξ ∈ TγΛ(M, I) ∩ C3(γ∗TM) because of the density of the set
{ξ ∈ TγΛ(M, I) ∩C3(γ∗TM) | ξ(t) 6= 0 ∀t}
in TγΛ(M, I) ∩ C3(γ∗TM) with respect to C3-topology. It follows for any ξ, η ∈ TγΛ(M, I) ∩
C3(γ∗TM) that
d2(L|X )(γ)[ξ, η] = 1
2
(
d2(L|X )(γ)[ξ + η, ξ + η]− d2(L|X )(γ)[ξ, ξ] − d2(L|X )(γ)[η, η]
)
=
∫ 1
0
gγ˙
(
Dγ˙γ˙ξ(t), D
γ˙
γ˙η(t)
)
dt− 1
2
∫ 1
0
gγ˙(R
γ˙(γ˙, ξ)η, γ˙)dt
−1
2
∫ 1
0
gγ˙(R
γ˙(γ˙, η)ξ, γ˙)dt. (6.13)
Observe that [29, (11)] and [31, Lemma 3.10] imply
gγ˙(R
γ˙(γ˙, η)ξ, γ˙)− gγ˙(Rγ˙(ξ, γ˙)γ˙, η) = Bγ˙(ξ, η, γ˙, γ˙) +Bγ˙(γ˙, ξ, η, γ˙) +Bγ˙(γ˙, γ˙, ξ, η)
+Bγ˙(η, γ˙, ξ, γ˙) +Bγ˙(γ˙, ξ, γ˙, η) +Bγ˙(γ˙, η, ξ, γ˙) = 0.
Hence gγ˙(R
γ˙(γ˙, η)ξ, γ˙) = gγ˙(R
γ˙(ξ, γ˙)γ˙, η) = −gγ˙(Rγ˙(γ˙, ξ)γ˙, η) = gγ˙(Rγ˙(γ˙, ξ)η, γ˙) by [30,
(14)]. This and (6.13) show that the expected equalities hold for any ξ, η ∈ TγΛ(M, I) ∩
C3(γ∗TM). Finally, by the density of TγΛ(M, I) ∩ C3(γ∗TM) in TγX (M, I) we complete the
proof. ✷
Since γ is a nonconstant geodesic (and so regular), for each fixed t we choose a C3 vector
field V near γ(t) such that V (γ(s)) = γ˙(s) for |s− t| ≪ 1 and that it is also a geodesic vector
field (i.e. ∇VV V = 0). Then RV is the Riemannian curvature tensor of the metric gV near γ(t).
It follows that
|gγ˙(Rγ˙(ξ(t), γ˙(t))γ˙(t), η(t))| ≤ 3max |K(γ(t))||v|2gγ˙(t) |ξ(t)|gγ˙(t) |η(t)|gγ˙(t) , (6.14)
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where |v|gγ˙(t) = (gγ˙(t)(v, v))1/2 and max |K(γ(t))| is the maximum of the sectional curvatures
of gV at γ(t). This implies that the right side of (6.6) can be extended into a continuous
symmetric bilinear form on TγΛ(I,M), still denoted by d
2(L|X )(γ) unless otherwise stated.
Introduce another inner-product 〈〈·, ·〉〉1,γ on TγΛ(M, I) given by
〈〈ξ, η〉〉1,γ :=
∫ 1
0
(
gγ˙(ξ, η) + gγ˙
(
Dγ˙γ˙ξ(t), D
γ˙
γ˙η(t)
))
dt.
It and the inner-product in (1.1) induce equivalent norms. Similarly, we have also an equivalent
inner-product 〈〈·, ·〉〉0,γ to 〈·, ·〉0,γ . Since γ is a geodesic, (6.4) yields
d
dt
gγ˙
(
Dγ˙γ˙ξ, η
)
= gγ˙
(
(Dγ˙γ˙ )
2ξ, η
)
+ gγ˙
(
Dγ˙γ˙ξ,D
γ˙
γ˙η
)
+ 2CFγ˙
(
Dγ˙γ˙ γ˙, D
γ˙
γ˙ξ, η
)
= gγ˙
(
(Dγ˙γ˙ )
2ξ, η
)
+ gγ˙
(
Dγ˙γ˙ξ,D
γ˙
γ˙η
)
for any ξ, η ∈ TγΛ(I,M) ∩ Ck−2(γ∗TM). From this and (6.5)-(6.6) we derive
d2(L|X )(γ)[ξ, η] =
∫ 1
0
(
gγ˙
(−Rγ˙(ξ, γ˙)γ˙, η)− gγ˙((Dγ˙γ˙ )2ξ(t), η(t)))dt
+gγ˙(1)
(
Dγ˙γ˙ξ(1), η(1)
)− gγ˙(0)(Dγ˙γ˙ξ(0), η(0))
=
∫ 1
0
(
gγ˙
(−Rγ˙(ξ, γ˙)γ˙, η)− gγ˙((Dγ˙γ˙ )2ξ(t), η(t)))dt
=
∫ 1
0
gγ˙(Lγξ, η)dt = 〈〈Lγξ, η〉〉0,γ . (6.15)
Here Lγ : TγΛ(I,M) ∩W 2,2((γ|I)∗TM)→ L2((γ|I)∗TM) with I = [0, 1] is defined by Lγξ =
−(Dγ˙γ˙)2ξ −Rγ˙(ξ, γ˙)γ˙. which maps TγΛ(I,M) ∩ Ck−2(γ∗TM) into TγΛ(I,M) ∩ Ck−4(γ∗TM)
by (6.5). Observe that (6.6) and (6.14) imply
d2(L|X )(γ)[ξ, ξ] ≥ 〈〈ξ, ξ〉〉1,γ − const〈〈ξ, ξ〉〉0,γ ∀ξ ∈ TγΛ(M, I).
Hence Lγ is an essentially self-adjoint elliptic operator. By Theorem 22.G in [60, §22.16b]
each spectrum point of Lγ is a real eigenvalue of finite multiplicity and all eigenvalues of it
(counted according to their multiplicity) are
−const ≤ µ1 = min{d2(L|X )(γ)[ξ, ξ] | ξ ∈ TγΛ(M, I), 〈〈ξ, ξ〉〉0,γ = 1} ≤ µ2 ≤ · · · ,
and µm → ∞ as m → ∞. All eigenvectors are in TγΛ(I,M) ∩ Ck−2(γ∗TM), any two eigen-
vectors corresponding with two distinct eigenvalues are orthogonal with respect to the inner-
product 〈〈·, ·〉〉0,γ , and there exists a complete orthogonal system of eigenvectors in the com-
pletion of TγΛ(I,M) ∩ Ck−2(γ∗TM) with respect to 〈〈·, ·〉〉0,γ .
Call ξ ∈ Ck−2(γ∗TM) a Ck−2 Jacobi field along γ if it satisfies the Jacobi equation:
(Dγ˙γ˙ )
2ξ(t) + Rγ˙(ξ, γ˙)γ˙ = 0. Such a field has the same properties as in Riemannian case,
see [31, Lemmas 3.16, 3.17 and Proposition 3.18]. Let Jγ be the set of Ck−2 Jacobi fields
along γ. It is a vector space isomorphic to Tγ(0)M × Tγ(0)M . By (6.15)
H0(d2(L|X )(γ)) = {ξ ∈ Jγ | I∗ξ(t) = ξ(t+ 1), ∀t ∈ R} = Ker(Lγ).
Since Lγ γ˙ = 0, each eigenvector ξ corresponding to a nonzero eigenvalue sits in
TγΛ(M, I) ∩ Vγ = {ξ ∈ Ck−2(γ∗TM) | 〈〈ξ, γ˙〉〉0,γ = 0, I∗ξ = T1ξ}
where T1ξ is defined as in (1.15) and Vγ = {ξ ∈ Ck−2(γ∗TM) | 〈〈ξ, γ˙〉〉0,γ = 0}. For ξ ∈ Jγ ,
since gγ˙(t)(ξ(t), γ˙(t)) = at + b, ∀t ∈ R, by the proof of [31, Lemma 3.17], where a and b are
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real constants, we obtain that 〈〈ξ, γ˙〉〉0,γ = 0 if and only if gγ˙(t)(ξ(t), γ˙(t)) = 0 ∀t. It follows
that dimJγ ∩ Vγ = dimJγ − 2 = 2 dimM − 2. Clearly, every ξ ∈ Jγ has a decomposition
(〈〈ξ, γ˙〉〉0,γ/〈〈γ˙, γ˙〉〉0,γ)γ˙ + ξ⊥, where ξ⊥ ∈ Jγ ∩ Vγ . Define
Lγ : Vγ → Vγ ∩ Ck−4(γ∗TM), ξ 7→ −(Dγ˙γ˙ )2ξ −Rγ˙(ξ, γ˙)γ˙, (6.16)
which coincides with Lγ on TγΛ(M, I)∩Vγ . Define the index λ(γ, I) (resp. the nullity ν(γ, I)) of
the geodesic γ as the index of the quadratic form d2(L|X )(γ) on TγΛ(I,M) (resp. the nullity
of d2(L|X )(γ) on TγΛ(I,M) minus one). Then
λ(γ, I) =
∑
µ<0
dim
{
ξ ∈ TγΛ(M, I) ∩ Ck−2(γ∗TM) |Lγξ = µξ
}
=
∑
µ<0
dim
{
ξ ∈ Vγ | I∗ξ = T1ξ, Lγξ = µξ
}
, (6.17)
ν(γ, I) = dim
{
ξ ∈ TγΛ(M, I) ∩Ck−2(γ∗TM) |Lγξ = 0
}− 1
= dim
{
ξ ∈ Vγ | I∗ξ = T1ξ, Lγξ = 0
}
. (6.18)
Moreover, if the R-orbit of γ in Λ(I,M) is an embedded S1, by (1.20) we have
λ(γ, I) = m−(L,R · γ) and ν(γ, I) = m0(L,R · γ). (6.19)
From now on we assume that γ is a closed I-invariant F -geodesic of constant speed and
with least period α > 0. Then for all m ∈ N, t ∈ R we have γmα+1(t + 1) = I(γmα+1(t)) and
(Tmα+1γ)(t) = I(γ(t)) = I ◦ γ(t) = γ(t + 1) = (T1γ)(t). It follows that Tτγmα+1, m ∈ N
and τ ∈ R, are critical points of L in Λ(M, I). Moreover both I∗ and Tτ induce bijective linear
maps, still denoted by I∗ and Tτ , I∗ : Vγ → VT1(γ) and Tτ : Vγ → VTτ (γ). For each µ ≤ 0 and
each integer m ∈ N let
Vγmα+1(µ, 1, I) :=
{
ξ ∈ Vγmα+1 |Lγmα+1ξ = µξ, I∗ξ = T1ξ
}
,
Vγ(µ,mα+ 1, I) :=
{
ξ ∈ Vγ |Lγξ = µξ, I∗ξ = Tmα+1ξ
}
.
(6.20)
Here Lγmα+1 is defined as in (6.16). By (6.17) and (6.18) we obtain
λ(γmα+1, I) =
∑
µ<0
dimVγmα+1(µ, 1, I) and ν(γmα+1, I) = dimVγmα+1(0, 1, I).
They imply that the spaces in (6.20) are finite dimensional. For ξ ∈ Vγ define ξmα+1(t) =
ξ((mα+1)t), ∀t ∈ R, and ιm(ξ) = ξmα+1/(mα+1)2. It is easily checked that ιm
(Vγ(µ,mα+
1, I)
) ⊂ Vγmα+1(µ, 1, I) and that ιm : Vγ → Vγmα+1 is a linear injection. For η ∈ Vγmα+1(µ, 1, I)
set ξ(t) := (mα + 1)2η(t/(mα + 1)2), ∀t ∈ R. it is easy to prove that ξ ∈ Vγ(µ,mα + 1, I)
and ιm(ξ) = η. These show that ιm restricts to an isomorphism from Vγ(µ,mα + 1, I) onto
Vγmα+1(µ, 1, I). Thus dimVγ(µ,mα+ 1, I) = dimVγmα+1(µ, 1, I) and hence
λ(γmα+1, I) =
∑
µ<0 dimVγ(µ,mα+ 1, I)
=
∑
µ<0 dim
{
ξ ∈ Vγ |Lγξ = µξ, I∗ξ = Tmα+1ξ
}
ν(γmα+1, I) = dimVγ(0,mα+ 1, I)
= dim
{
ξ ∈ Vγ |Lγξ = 0, I∗ξ = Tmα+1ξ
}
.
(6.21)
Set Jγ(µ) :=
{
ξ ∈ Vγ |Lγξ = µξ
}
for µ ∈ R. Its dimension is finite because Jγ(µ) ∩
TγΛ(I,M) =
{
ξ ∈ Vγ |Lγξ = µξ & I∗ξ = T1ξ
}
is contained in the finite dimension vector
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space {ξ ∈ TγΛ(I,M) ∩ Ck−2(γ∗TM) |Lγξ = µξ} which vanishes if µ /∈ {µk}∞k=1 by the argu-
ment below (6.15). Moreover, Jγ(0) = Ker(Lγ) = Jγ ∩Vγ and so dim Jγ(0) = 2 dimM −2. It
is clear that Vγ(µ,mα+ 1, I) =
{
ξ ∈ Jγ(µ) | I∗ξ = Tmα+1ξ
}
. Define a positive definite bilinear
form ωm on Vγ (resp. VT1(γ)) by
ωγm(ξ, η) =
∫ mα+1
0
gγ˙(ξ(t), η(t))dt (resp. ω
T1γ
m (ξ, η) =
∫ mα+1
0
gT1γ˙(ξ(t), η(t))dt )
Then I∗ : Vγ → VT1(γ) preserves the inner-product, and the restriction of T1 to Jγ(µ) also
preserves inner-products. It follows that T−11 ◦ I∗ is an orthogonal transformation on the inner
product space
(Vγ , ωm) and hence on (Vγ(µ,mα+1, I), ωm) because the latter is an invariant
subspace of T−11 ◦ I∗. Consider the complexifications of Vγ and Jγ(µ), Vγ ⊗C and Jγ(µ)⊗C,
and also use Lγ , I∗ and Tτ to denote the C-linear extensions of Lγ , I∗ and Tτ , respectively.
For z ∈ C consider the complex linear space
S[µ,mα+ 1, zI] :=
{
ξ ∈ Jγ(µ) ⊗ C | zI∗ξ = Tmα+1ξ
}
with Hermitian extension inner product ω˜γm of ω
γ
m to Jγ(µ)⊗ C given by
ω˜γm(α + iβ, a+ ib) := ωm(α, a) + ωm(β, b) + iωm(β, a)− iωm(α, b)
for any α + iβ, a + ib ∈ J(µ) ⊗ C. Note that S[µ,mα + 1, I] = Vγ(µ,mα + 1, I) ⊗ C. It is
easy to check that T−11 ◦ I∗ is a unitary transformation on the Hermitian inner product space(
S[µ,mα+1, I], ω˜γm
)
. As in the proof of [58, Lemma 1.2] we have a direct sum decomposition
of finitely many of its subspaces:
S[µ,mα+ 1, I] =
⊕
|z|=1
⊕
ρm=z
{
ξ ∈ S[µ, 1, z−1I] | Tαξ = ρξ
}
, (6.22)
where z takes over all eigenvalues of T−11 ◦ I∗ and ⊕ρm=z
{
ξ ∈ S[µ, 1, z−1I] | Tαξ = ρξ
}
is the
corresponding eigenspace with z; moreover |z| is the modulus of z. For each z ∈ U := {ρ ∈
C | |ρ| = 1} define functions
Λz(ρ) =
∑
µ<0
dimC
{
ξ ∈ S[µ, 1, z−1I] |Tαξ = ρξ
} ∀ρ ∈ U,
Nz(ρ) = dimC
{
ξ ∈ S[0, 1, z−1I] |Tαξ = ρξ
} ∀ρ ∈ U.
Let (Vγ ⊗ C)z = {ξ ∈ Vγ ⊗ C | zI∗ξ = T1ξ} and denote by Lzγ the restriction of Lγ to
(Vγ ⊗ C)z. Then S[0, 1, z−1I] = Ker(Lzγ) ⊂ {ξ ∈ Vγ ⊗ C |Lγξ = 0} = Jγ(0) ⊗ C and so
dimC S[0, 1, z
−1I] ≤ 2 dimM − 2. As in [22, 57, 58] we can obtain
Lemma 6.3 (i) Λz and Nz are identically zero except for a finite number of z’s,
(ii) For each z, Nz(ρ) = 0 except for at most 2(dimM − 1) points ρ, which will be called Lzγ
Poincare points.
(iii) For each z, Λz is locally constant except possibly at the Lzγ Poincare´ points.
(iv) For each z, the inequality limρ→ρ0 Λ
z(ρ) ≥ Λz(ρ0) holds for any ρ0.
(v) (6.21) and (6.22) imply
λ(γmα+1, I) =
∑
|z|=1
∑
ρm=z
Λz(ρ) and ν(γmα+1, I) =
∑
|z|=1
∑
ρm=z
Nz(ρ).
As in [22] Lemma 3.1(iii)-(v) lead to:
Lemma 6.4 Either λ(γmα+1, I) = 0 for all nonnegative integers m or there exist positive
numbers ε and a such that for all integers m1 ≥ m2 ≥ 0,
λ(γm1α+1, I)− λ(γm2α+1, I) ≥ (m1 −m2)ε− a.
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6.2 Proof of Theorem 1.15
Let Λ(M, I) be equipped with the Riemannian-Hilbert structure given by (1.1) with the I-
invariant Riemannian metric g on M . Since I has only finitely many I-invariant F -geodesics
by assumption, all of them must be closed and thus there exist finitely many I-invariant
closed F -geodesics, γ1, · · · , γr, such that any I-invariant F -geodesic lies in one of critical orbits
R · γmαi+1i of L in Λ(M, I), i = 1, · · · , r, m = 0, 1, 2, · · · , where αi denotes the least period of
γi. Of course these critical orbits are all isolated.
Proposition 6.5 There exists a constant B such that dimH 0k (L, γmαi+1i ;K) ≤ B for all
integers k,m ≥ 0 and i = 1, · · · , r.
We postpone the proof of it until next subsection. This and (1.30) lead to dimCk(L;R ·
γmαi+1i ;K) ≤ 4B for any k,m ≥ 0 and i = 1, · · · , r. Moreover, by (1.29) we have for all
q ≥ 2 dimM − 1, all m ≥ 0 and i = 1, · · · , r,
C
q+ν(γ
mαi+1
i
,I)
(L;R · γmαi+1i ;K) = H 0q (L, γmα+1i ;K) = 0.
As in [22] it follows from this and Lemma 6.4 that
C := sup
{∑
m
dimCk(L,R · γmαi+1i ;K)
∣∣∣ k ≥ 2 dimM, i = 1, · · · , r} <∞,
which, as in [17, 22], leads to dimHk (Λ(M, I)
a2 ,Λ(M, I)a1) ≤ 4BC ∀k ≥ 2 dimM for all
regular values 0 < a1 < a2. Since Crit(L) ∩ L−1(0, a] = ∅ for 0 < a < mini L(γi), Fix(I) =
{L ≤ 0} is a strong deformation retract of L−1([0, a]) = Λ(M, I)a by [11, Page 21, Lemma 3.2]
or [41, Page 181, Lemma 8.3]. These and dimFix(I) ≤ dimM yield
sup{dimHk(Λ(M, I)) | k ≥ 2 dimM} ≤ 4BC
as in the proof of [22, Theorem 4.1]. The desired conclusion follows from the fact that the
inclusion Λ(M, I) ⊂ C0(I,M)I is a homotopy equivalence [18, Theorem 1.3]. ✷
6.3 Proof of Proposition 6.5
Let (γ, α) be one of (γi, αi), i = 1, · · · , γr. We proceed in two cases as in [58].
6.3.1 α is rational
There exist unique relatively prime positive integersm0 and s0 with α = s0/m0. (s0 is actually
the smallest positive integer with the property γ(R) ⊂ Fix(Is0).) Since dimC Jγ(0) ⊗ C =
2(dimM − 1) and I∗ ◦ Lγ = LI(γ) ◦ I∗ the unitary transformation Is0∗ : Jγ(0)⊗C→ Jγ(0)⊗C
has at most 2(dimM − 1) eigenvalues, exp(2πiθ1), · · · , exp(2πiθk), where 0 ≤ θ1 < θ2 < · · · <
θk < 1. If θi > 0 is rational, choose positive integers pi and qi which are relatively prime
and satisfies pi/qi = θi. Define s = s0 if all θi’s are irrational, and s to be the product of s0
and the least common multiple of the q′is with θi rational otherwise. Then I
s(γ(t)) = γ(t) ∀t
because Is0(γ(t)) = γ(t), ∀t. Let J be the restriction of I to Fix(Is). Observe that Fix(Is)
is a collection of closed totally geodesic submanifolds of (M, g) and that γ may be viewed
as a critical point of L on the Hilbert manifold Λ(Fix(Is), J). Actually, any critical point of
L|Λ(Fix(Is),J) is one of L.
Lemma 6.6 ∃ k0 ∈ N such that ν(γmα+1, I) = ν(γmα+1, J) ∀m ≥ k0.
49
Proof. By Lemma 6.3(i) there exist only finitely many zj ∈ U, j = 1, · · · , l, such that Nzj 6= 0
for j = 1, · · · , l. Hence Lemma 6.3(v) leads to
ν(γmα+1, I) =
l∑
j=1
∑
ρm=zj
Nzj (ρ). (6.23)
Write zj = exp(iarg(zj)) with arg(zj) ∈ [0, 2π). It is not hard to prove that there are at
most finitely many integers m with Nzj (ρ) 6= 0 and ρm = zj provided βj := arg(zj)/(2π) is
irrational. This implies that there exists k0 ∈ N such that for every m ≥ k0 and every j with
irrational βj we have N
zj(ρ) = 0 for every ρ with ρm = zj . Thus (6.23) gives rise to
ν(γmα+1, I) =
∑
rational βj
∑
ρm=zj
Nzj (ρ), ∀m ≥ k0. (6.24)
For the finite set Q := {βj |βj = arg(zj)/(2π) is rational} we can find a positive integer r such
that rβj ∈ Z ∀βj ∈ Q and so (zj)r = exp(irarg(zj)) = exp (2πiβjr) = 1 for every βj ∈ Q.
This and (6.24) yield
ν(γmα+1, I) =
∑
zr=1
∑
ρm=z
Nz(ρ), ∀m ≥ k0. (6.25)
Suppose that Nz(ρ) in the right side is positive for some z and ρ. Then
{ξ ∈ S[0, 1, z−1I] |Tαξ = ρξ} = S[0, 1, z−1I] ∩ S[0, α, ρidM ] 6= ∅
and so ρm0zs0 is an eigenvalue of Is0∗ on {ξ ∈ Vγ ⊗ C |Lγξ = 0}. These lead to⊕
zr=1
⊕
ρm=z
S[0, 1, z−1I] ∩ S[0, α, ρidM ] ⊂ {ξ ∈ S[0,mα+ 1, I] | Is0∗ ξ = ξ}
⊂ {ξ ∈ S[0,mα+ 1, I] | Is∗ξ = ξ}
because s = s0τ with τ ∈ N and hence Is0∗ ξ = ξ gives Is∗ξ = ξ. By (6.22)
{ξ ∈ S[0,mα+ 1, I] | Is∗ξ = ξ} = S[0,mα+ 1, I] ∩Ker(Is∗ − id)
=
⊕
|z|=1
⊕
ρm=z
{
X ∈ S[0, 1, z−1I] | Tαξ = ρξ
} ∩Ker(Is∗ − id).
From these and (6.25) it follows that
ν(γmα+1, I) =
⊕
zr=1
⊕
ρm=z
dimC S[0, 1, z
−1I] ∩ S[0, α, ρidM ]
≤
⊕
|z|=1
⊕
ρm=z
dimC
{
ξ ∈ S[0, 1, z−1I] | Tαξ = ρξ
} ∩Ker(Is∗ − id)
= ν(γmα+1, J) for all m ≥ k0.
The definition of nullities yields the converse inequality ν(γmα+1, J) ≤ ν(γmα+1, I). ✷
By Lemma 6.6 and Corollary 1.11 we obtain
H 0∗ (L, γmα+1;K) = H 0∗
(
L ∣∣
Λ(Fix(Is),J)
, γmα+1;K
)
, ∀m ≥ k0. (6.26)
Put M̂ = Λ(Fix(Is), J) and L̂ = L ∣∣
Λ(Fix(Is),J)
. Then J ∈ I(M̂, F |Mˆ ) ∩ I(M̂, g|M̂ ) is of order s.
As in the proof of [22, Lemma 2.9] we can show
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Lemma 6.7 There exist distinct positive integers k1, · · · , kq, where q has an upper bound
only depending on dim M̂ and s/s0, and for each integer j ∈ [1, q] a strictly increasing infinite
sequence {mij|j = 1, 2, · · · } of positive integers such that
(i) the sets Nj := {mijkj |i = 1, 2, · · · } form a partition of {ms0 + m0 |m ∈ N ∪ {0}} =
{m0(mα+ 1) |m ∈ N ∪ {0}};
(ii) for the maximal integer sij relatively prime to m
i
j and dividing s/s0,
ν
(
γ¯m
i
jkj , J
)
= ν
(
γ¯m
i
jkj , J
∣∣ Fix(Js0sij)) = ν (γ¯kj , Jr ∣∣ Fix(Js0sij)) ,
where γ¯ = γ1/m0 and r is an integer with the property rmij ≡ 1 mod s0sij.
By the first equality in Lemma 6.7(ii) and Corollary 1.11 we get
H 0∗ (L̂, γ¯m
i
jkj ) ∼= H 0∗
(L̂|Λ(S, J), γ¯mijkj) with S = Fix(Js0sij)
Moreover the second equality in Lemma 6.7(ii) and Theorem 1.12. lead to
H 0∗
(L̂|Λ(S, Jr|S), γ¯kj) ∼= H 0∗ (L̂|Λ(S, J), γ¯mijkj) with S = Fix(Js0sij)
since (Jr|S)m
i
j = Jrm
i
j |S = J|S by the condition rmij ≡ 1 mod s0sij . Hence
H 0∗ (L̂, γ¯m
i
jkj ) ∼= H 0∗
(L̂|Λ(S, Jr|S), γ¯kj) with S = Fix(Js0sij ). (6.27)
Observe that 1 ≤ s0sij ≤ s, Js = idM̂ and H 0l
(L̂|Λ(S, Jr|S), γ¯kj ) = 0 for l ≥ 2 dimS − 1 by
the shifting theorem. We deduce that{
dimH 0∗
(L̂|Λ(S, Jr|S), γ¯kj) ∣∣ rmij ≡ 1 mod s0sij , i ∈ N, j = 1, · · · , q}
is a finite set, and so by (6.27) the set
{
dimH 0∗ (L̂, γ¯m
i
jkj )
∣∣ i ∈ N, j = 1, · · · , q} is fi-
nite. Since γ¯m0 = γ and {mijkj | i ∈ N, j = 1, · · · , q} = {m0(mα + 1) |m ∈ N ∪ {0}} by
Lemma 3.5(i) we obtain ♯
{
dimH 0∗ (L̂, γmα+1)
∣∣ m ∈ N ∪ {0}} < ∞. This and (6.26) imply
that dimH 0k (L, γmα+1;K) ≤ B for some constant B > 0 and all integers k,m ≥ 0.
6.3.2 α is irrational
As in the proof of (6.25) we can derive from (i),(ii) and (v) in Lemma 6.3 that there exist
positive integers m0 and s such that
ν(γmα+1, I) =
∑
zs=1
∑
ρm=z
Nz(ρ) ∀m ≥ m0.
Let J(ρ, z) := S[0, 1, z−1I] ∩ S[0, α, ρidM ]. By (6.22) this means
S[0,mα+ 1, I] =
⊕
|z|=1
⊕
ρm=z
{
ξ ∈ S[0, 1, z−1I] | Tαξ = ρξ
}
=
⊕
zs=1
⊕
ρm=z
J(ρ, z) ∀m ≥ m0.
Carefully checking the proof of [58, Lemma 3.1] it is not difficult to see that the corresponding
result also holds in our case. Namely we have
Lemma 6.8 There exist distinct positive integers k1, · · · , kq, where q has an upper bound only
depending on dimM and s, and for each integer j ∈ [1, q] a strictly increasing infinite sequence
{mij|j = 1, 2, · · · } of positive integers such that
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(i) the sets Nj := {mijkj |i = 1, 2, · · · } form a partition of N;
(ii) for the maximal integer sij relatively prime m
i
j dividing s,⊕
zs=1
⊕
ρ
mi
j
kj=z
J(ρ, z) =
⊕
z
si
j=1
⊕
ρkj=z
J(ρ, z).
For each z = exp(2πiu/v) with u, v ∈ N satisfying (u, v) = 1 and u ≤ v, let
Qz :=
{
a ∈ N
∣∣∣ ∃b ∈ N s.t. (b, av) = 1, Nz (exp(2πib
av
))
> 0
}
.
Then the set Q =
⋃
zs=1Q
z ∪ {1} is finite, and that a ∈ Q and a|mijkj imply a|kj . (See the
proof of [58, Lemma 3.1]).
Lemma 6.9 m0
(mα+1L,R · γ) = m0(mα+1LX(m)α,R · γ) for every integer m = mijkj ≥ m0
and X(m) := sijkj.
Proof. Let Hγ(
mα+1L) and Hγ(mα+1LX(m)α) be the continuous bilinear extensions of
d2
(
mα+1L|Xmα+1(M,I)
)
(γ) and d2
(
mα+1LX(m)α|Xmα+1(M,I)∩XX(m)α(M)
)
(γ)
onto TγΛ
mα+1(M, I) and Tγ(Λ
mα+1(M, I) ∩ ΛX(m)α(M)), respectively. Since mα+1LX(m)α is
the restriction of mα+1L to ΛX(m)α(M)∩Λmα+1(M, I), Hγ(mα+1LX(m)α) is that of Hγ(mα+1L)
to Tγ(Λ
mα+1(M, I) ∩ ΛX(m)α(M)). Let Aγ be the bounded linear operator defined by
Hγ(
mα+1L)[ξ, η] = 〈〈Aγξ, η〉〉mα+1 for all ξ, η ∈ TγΛmα+1(M, I).
BecauseATu(γ)◦Tu = Tu◦Aγ ∀u ∈ R, Aγ mapsTγ(Λmα+1(M, I)∩ΛX(m)α(M)) into itself, i.e.,
Tγ(Λ
mα+1(M, I) ∩ ΛX(m)α(M)) is an invariant subspace of Aγ . Hence Ker
(
Hγ(
mα+1LX(m)α))
defined by{
ξ ∈ Tγ
(
Λmα+1(M, I) ∩ ΛX(m)α(M)
) ∣∣∣ Hγ (mα+1L) [ξ, η] = 0 ∀η ∈ TγΛmα+1(M, I)}
is equal to TγΛ
X(m)α(M) ∩Ker (Hγ(mα+1L)). It is clear that
Vγ ∩Ker
(
Hγ(
mα+1L)) = {ξ ∈ Vγ |Lγξ = 0, I∗ξ = Tmα+1ξ} = Vγ(0,mα+ 1, I)
and has the complexified space S[0,mα+ 1, I] by the definition above (6.22). Moreover
Vγ(0,X(m)α, idM ) : =
{
ξ ∈ Jγ(0) | ξ = TX(m)αξ
}
=
{
ξ ∈ Vγ | ξ = TX(m)αX, Lγξ = 0
}
=
{
ξ ∈ Vγ |Lγξ = 0
} ∩ TγΛX(m)α(M)
and this and Vγ(0,mα+ 1, I) =
{
ξ ∈ Vγ |Lγξ = 0, I∗ξ = Tmα+1ξ
}
lead to
Vγ ∩ TγΛX(m)α(M) ∩Ker
(
Hγ(
mα+1L))
= Vγ ∩Ker
(
Hγ(
mα+1L)) ∩ TγΛX(m)α(M)
= Vγ(0,mα+ 1, I) ∩
{
ξ ∈ Vγ |Lγξ = 0
} ∩ TγΛX(m)α(M)
= Vγ(0,mα+ 1, I) ∩ Vγ(0,X(m)α, idM ).
Observe that Vγ ∩ TγΛX(m)α(M) ∩ Ker
(
Hγ(
mα+1L)) is the orthogonal complementary space
of γ˙ in Ker
(
Hγ(
mα+1LX(m)α)) = TγΛX(m)α(M) ∩Ker (Hγ(mα+1L)). We obtain(
Vγ ∩ TγΛX(m)α(M) ∩Ker
(
Hγ(
mα+1L)))⊗ C = S[0,mα+ 1, I] ∩ S[0,X(m)α, idM ].
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Here S[0,X(m)α, idM ] = Vγ(0,X(m)α, idM ) ⊗ C =
{
ξ ∈ Jγ(0) ⊗ C | ξ = TX(m)αξ
}
by the
definition of S[µ,mα+ 1, zI] above (6.22).
On the other hand, for ξ ∈ S[0,mα+ 1, I] \ {0} (3.8) and (3.9) imply that
ξ ∈
⊕
z
si
j=1
⊕
ρkj=z
J(ρ, z).
It follows that Tξ(m)αξ = ρ
sijkj ξ = ξ, i.e., ξ ∈ S[0,X(m)α, idM ]. Hence S[0,mα + 1, I] ⊂
S[0,X(m)α, idM ] and thus S[0,mα + 1, I] ∩ S[0,X(m)α, idM ] = S[0,mα + 1, I]. Note that
S[0,mα + 1, I] is the complexified orthogonal space of γ˙ in Ker
(
Hγ(
mα+1L)). We arrive at
Ker
(
Hγ(
mα+1L)) = Ker(Hγ(mα+1LX(m)α)) and hence the desired result. ✷
Lemma 6.9 and (1.45) lead to m0
(L,R · γmα+1) = m0(mα+1LX(m)α,R · γ) for m ≥ m0,
and so by Theorem 1.13 we arrive at
Proposition 6.10 For m = mijkj ≥ m0 and X(m) = sijkj it holds that
H 0∗ (
mα+1L, γ;K) ∼= H 0∗ (mα+1LX(m)α, γ;K).
Replacing g(x˙(t), x˙(t)) by F (x˙(t), x˙(t)) in the proof of [58, Lemma 3.3] we get
Lemma 6.11 For m = mijkj ≥ m0 and X(m) = sijkj as defined by Lemma 6.8,
H 0∗
(
mα+1LX(m)α, γ;K
) ∼= H 0∗ (X(m)αLmα+1, γ;K) .
For each fixed integer m = mijkj ≥ m0 and X(m) := sijkj ≤ s ·maxj kj we have
H 0∗ (L, γmα+1;K) ∼= H 0∗ (mα+1L, γ;K) ∼= H 0∗
(
X(m)αLmα+1, γ;K
)
(6.28)
by (1.46), Proposition 6.10 and Lemma 6.11. Let us write m = lmX(m) + η(m) with lm ∈ Z
and 0 ≤ η(m) ≤ X(m) ≤ smaxj kj . Since x ∈ Λmα+1(M, I) ∩ ΛX(m)α(M) satisfies
I(x(t)) = x(t+mα+ 1) = x(t+ lmX(m)α+ η(m)α+ 1) = x(t+ η(m)α+ 1) for any t ∈ R,
Λmα+1(M, I) ∩ ΛX(m)α(M) = Λη(m)α+1(M, I) ∩ ΛX(m)α(M) as Hilbert manifolds and
X(m)αLmα+1 = X(m)αL|Λmα+1(M,I)∩ΛX(m)α(M) = X(m)αL|Λη(m)α+1(M,I)∩ΛX(m)α(M).
Then η(m) ≤ X(m) ≤ smaxj kj implies that the set{
H 0
(
X(m)αLmα+1, γ;K
) ∣∣∣ m ≥ m0}
=
{
H 0
(
X(m)αL|Λη(m)α+1(M,I)∩ΛX(m)α(M), γ;K
) ∣∣∣ m ≥ m0}
is finite, and hence {dimH 0k (L, γmα+1;K) | k ≥ 0, m ≥ 0} is bounded by (6.28).
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