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ABSTRACT
Amongst all power quality (PQ) problems, voltage sags/dips are the most common occurring
disturbances, which can cause significant failure in the customer equipment. This thesis contributes to three
areas of voltage sag analysis: First, it contributes to the development of new innovative analytical formulae
for the predictive analysis of the single event characteristics (SEC) of a voltage sag based on the system
electrical parameter. Second, it contributes to the development of a novel time-frequency domain signalprocessing tool for the automatic detection, analysis, and mitigation of time-varying PQ disturbances
(PQDs). The developed method is referred to as the automatic segmented Hilbert-Huang transform (SHHT).
Third, it contributes to the development of a cost-effective mitigation scheme for voltage sag events with
and without the presence of distributed generations (DG)/renewable energy resources (RES).
The first part of this thesis develops an innovative analytical method for the prediction of the pointon-wave (POW) characteristics and the actual duration of the voltage sag using network parameters. The
proposed analytical method shows that the actual voltage sag duration not only depends on the protection
system’s fault clearing time, but it also depends on the network parameters. With the proposed analytical
method, all possible starting points of the voltage sag events are clustered into three groups, where all the
signals in each group have a common recovery point. This gives only three possible point-of-recovery
(POR) for a voltage sag of any type. The proposed analytical method also establishes a link between the
point-of-inception (POI) and the POR of the voltage sag event, which will help in understanding the
signatures of the voltage sag waveforms.
The second part of this thesis consists of the development of a new automatic segmentation
algorithm SHHT with the application of the Hilbert-Huang transform (HHT) based signal decomposition
method. The proposed SHHT method is an efficient tool for the decomposition of the fundamental
frequency component of the non-stationary voltage sag waveform from the PQ data. After the
decomposition of the PQ data, an innovative fundamental frequency-based algorithm is developed to
accurately detect the starting and ending times of the voltage sag. The proposed algorithm is further
extended for automatic detection of the boundaries of the transition segments at the starting and ending of
the voltage sag. This SHHT process can automatically remove the fluctuations at the transition area of the
voltage sag waveform. The proposed algorithm is then applied to accurately calculate the time-varying and
single event characteristics of the voltage sag like the POW, the voltage sag magnitude, the phase angle
jump (PAJ) and the sag duration. The composite method is referred to as the SHHT throughout the thesis.
The proposed SHHT method is satisfactorily proven to solve the measurement limitations of the monitoring
system to obtain all important features of voltage sag. The developed SHHT method can be implemented
online for faster voltage sag detection and for immediate activation of effective counter measures. This will
provide a fast and efficient tool for PQ monitoring applications to detect and analyse PQDs accurately. A
faster detection of the disturbance can prevent the possible damage of the sensitive equipment and can
properly maintain the operational continuity of the power grids.
The third part of this thesis contributes to the development of three cost-effective voltage sag
mitigation approaches. The focus of the proposed mitigation schemes is to effectively utilize the available
system resources without deploying a new independent mitigation system. The first and second proposed

mitigation methods take the advantages of voltage support from the DG units to mitigate the voltage sag
during direct online (DOL) starting of the induction motors. In the first proposed mitigation method, a
voltage support distributed generation (VSDG) controller is designed based on the electromagnetic fieldsbased control strategy of the synchronous diesel generator and a doubly fed induction generator (DFIG). In
the second proposed mitigation method, an optimal feedback control scheme for a multiple DG coordination
is developed using a multiple input multiple output (MIMO) approach. This approach includes a local
controller (LC) and a coordination controller (CC) in order to control the reactive power based on the motor
terminal voltage sag during the starting of an induction motor. Decision boundaries are determined to enable
various compensating devices in the network to work in a coordinated manner. The simulation results show
that the DGs can restore the motor starting transient voltage dip quickly due to the fast response of the
voltage controller designed for the DG. The results will be used to develop an optimum mitigation technique
by coordinating the existing network devices including DGs. This coordinated approach with existing DG
units without the installation of additional mitigation devices can significantly reduce the mitigation cost
of voltage sag problems.
In the third mitigation method, a dual-slope delta modulation (DSDM) technique for the control
of a dynamic voltage restorer (DVR) is proposed that can mitigate the voltage sag problems in power
systems. Traditionally, the DVR uses the pulse width modulation (PWM) technique to control the power
electronic switches in the voltage source inverter (VSI). However, VSI suffers from several disadvantages,
such as ripples in the output voltage, high dv/dt and high total harmonic distortion (THD). To overcome
these problems, this thesis proposes the application of a DSDM technique for use in a DVR controlled by
the current source inverter (CSI). The DSDM technique generates the switching pulses for the power
electronics switches in the inverter to produce the required missing voltage waveform with the necessary
PAJ to restore the load voltage to its nominal value following power systems faults. The DVR scheme
usually requires an energy storage device to support the system voltage during voltage sag, and this is
referred to as a stored energy supply (SES) DVR. However, the energy storage device makes the DVR
bulkier and costlier. A line energy supply (LES) DVR scheme has been proposed in the literature that can
eliminate the need of the energy storage and hence has the potential to reduce the cost of the DVR. To
validate the proposed DSDM control scheme different types of fault-induced voltage sags are simulated in
a radial distribution system. The DSDM controller is tested to control the CSI in both the SES and LESbased DVRs to mitigate the voltage sag. The simulation results show that the proposed CSI-DSDM
controller is effective to mitigate the voltage sags using both DVR schemes by injecting the required
missing voltage accurately both in magnitude and phase angle.
The three important areas covered by this thesis, the development of new analytical method, the
development of a new data analysis algorithm, and the development of three new cost-effective mitigation
schemes, are expected to greatly contribute to the PQ management for the future renewable rich grid.
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Chapter 1 INTRODUCTION
1.1 BACKGROUND
The modern power grid is growing as very complex systems comprised of a diverse set of large power
plants and distributed generation units based on fossil fuel, nuclear, renewables, and energy storage
systems. Therefore, the electric power utilities are facing a big challenge today for ensuring safe and reliable
electric power delivered to the customer while maintaining the PQ in terms of the waveforms of the voltage
and current, such as their magnitude, frequency, and harmonics. PQ is considered as an important part of
the modern renewable rich electrical power grids due to the increasing amount of power electronic devices
connecting to the grid network for integration of renewables and electric vehicle charging stations. The PQ
problems cause a large amount of financial loss for power system utilities, domestic and industrial
customers and for the equipment manufacturers. A European PQ survey report showed that more than 150
billion Euros of financial losses are caused per year by the PQ problems [1]. Power system utilities invest
a large amount of money to ensure that the PQ of the power supplied to the customer meets the international
and national standards.
The main goal of maintaining the power quality is to ensure an uninterrupted power supply with low
external interference that may cause mal-function, mal-trip or even damage to expensive equipment.
However, there are some short-duration PQ disturbances (PQDs), which are beyond the utility’s control
such as voltage sag, swell and interruption. Sudden switching of loads, transformers, capacitor banks,
isolating switch and circuit breakers usually causes these PQDs. These types of switching activities are
required for the normal operation of the power system and during some abnormal events such as lightning
or falling trees on the transmission line, which will cause short circuit faults. The main concern of this thesis
is the voltage sag as it causes a very frequent shut down of the industrial process causing a high financial
loss coming from loss of production, idle work force, and damage of equipment. A PQ survey conducted
on the American customers by the Electric Power Research Institute (EPRI) in two phases DPQ-I(19901995) and DPQ-II(2001-2002) revealed that almost 50% of all PQ problems are caused by voltage sag/swell
[2]-[3]. Another survey, Leonardo Power Quality Initiative [1], conducted by Leonardo Energy in 2008
showed that voltage sag and short interruption made a loss of 86 billion pounds for the European customer
that is almost 60 % of the total PQ cost [4].

1.2 MOTIVATION
One way to minimize the damage of the voltage sag and interruption is to install equipment with low voltage
ride through (LVRT) capability. Another way is to develop a cost-effective mitigation strategy to maintain
the voltage quality during the system contingency. It is possible to design equipment with LVRT capability,
but this will make the equipment more expensive. With the aim of developing a cost-effective mitigation
technique, we can take advantage of the modern smart grid. A smart grid aims to improve voltage and
power quality, mitigate voltage sag and improve transmission system congestion (US DOE)[5]. In order to

21 | P a g e

achieve more reliability and stability in the electrical system, especially in the renewable rich grid, smart
technology and modern communication infrastructure have been introduced. The distributed generation
(DG) units can be beneficial for the mitigation of some PQ problems like voltage sag and flicker [6].
However, some of these DGs and other static power conversion systems like wind turbines, fuel cells,
photovoltaics, and batteries require power electronics devices such as converter and inverters, which are
susceptible to power quality issues [7]. The large penetration of renewables along with an increasing
amount of power electronic devices will significantly create many troubles in the near future. Hence, current
grid codes are updated in many countries that require more LVRT capabilities of the DG and renewables
in order to reduce the technical problems during system abnormalities [8]. Therefore, this thesis aims to
develop an effective DG coordination scheme for voltage mitigation taking the advantage of LVRT
capabilities of multiple DG units available in the network during fault and other system contingencies.
Another commonly available voltage sag mitigation device is the dynamic voltage restorer (DVR) [9]. The
DVR injects the missing voltage to the line in series during the voltage sag from some external stored
energy supply(SES) such as energy storage devices [10]-[11]. While the DVR shows a very fast response
during voltage sag, the voltage sag mitigation depends on the capacity and the size of the energy storage
device [12]. For deeper and longer sags, DVR needs a larger storage device with a higher capacity for
providing active and reactive power. As an alternative to the external storage device, the energy of the DVR
can be provided from the supply line itself [13]. This type of scheme is known as line energy supply (LES)
[10], where no external source of energy storage is required. This LES DVR scheme can successfully
support the system for a longer period depending on the remaining voltage available in the line during the
voltage sag. Due to the absence of a storage unit, this is the most cost-effective solution to the voltage sag
problem. Also, due to the lightweight, it can be mounted in the electric pole [14]. Similar to the SES DVR,
the performance of the LES DVR depends on the inverter control mechanism.
Therefore, this thesis develops a new inverter control mechanism for both of the SES and LES DVRs using
the dual-slope delta modulation (DSDM) based PWM method. Instead of voltage source inverter (VSI),
current source inverter (CSI) is proposed in this thesis due to its built-in short circuit protection capability.
The capacity and other design parameters of the mitigation devices depend on the condition of the network
where the scheme is going to be physically installed. In addition, all the mitigation schemes of voltage sag
generally use power electronic inverter, rectifier, active filter, or control circuits that may be suspected to
voltage sag. Therefore, before proposing an appropriate solution, a comprehensive technical and financial
analysis of the electric power systems needs to be performed with respect to voltage sag.
The analytical prediction of voltage sag characteristics helps in designing a cost-effective mitigation method
depending on the severity of the voltage sag in a specific site. At present analytical prediction and estimation
are performed for magnitude and duration [15]. Besides, the voltage sag magnitude and duration, and the
angles of the voltage waveform at the start and end of the voltage sag are also found to be very important
for equipment compatibility analysis as some equipment may be tripped depending on these angles jump
[16]. However, there are some important and sensitive characteristics of voltage sag that have been ignored
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by the current standard due to a lack of available data or unavailability of the analytical prediction method
for these parameters [17]. Hence, the aim of this research is to develop an analytical method for estimation
of the point-on-wave (POW) characteristics which are associated with the commencement and the recovery
of the voltage sag influenced by the network parameters. This analytical prediction method of POW will
be applied in the determination of the actual voltage sag duration.
Another way of estimation of voltage sag is to analyze the voltage sag based on the data from the monitoring
system. The recent concept of the smart grid is expected to provide more flexibility by transforming the
power grid with a provision of automatic real-time data communication, supervision, and intelligent remote
control facilities, particularly during faults and system emergencies. This will facilitate the automatic
detection, cause identification, source localization, prevention, and mitigation of the PQDs and reduce the
excessive costs coming from the power outage, industrial production losses and damage to valuable
equipment.
The automation and intelligent control of the modern distributed electricity networks involve continuous
monitoring of grid elements in order to ensure safety, reliability and economically flexible electric power
to the customer maintaining the standard PQ. This requires the collection of meaningful data from the PQ
monitors, analyzing it in real-time and off-line in order to detect, classify, and characterize the PQDs
coming from the network abnormalities, different types of loads connected to the networks and variability
of renewable energy generation and their impacts on the network during abnormal events. The performance
of the customer’s sensitive equipment connected to the network is seriously affected due to the PQDs. PQ
data analysis plays an important role in the mitigation and prevention of the adverse impacts of the PQDs.
This will need a fast and efficient signal-processing tool to extract useful information from the PQ monitors,
smart meters or internet of things (IoT). Therefore, the aim of this thesis is to develop an automatic detection
and segmentation tool for measurement, characterization, and classification of the voltage sag parameters.
The developed automatic segmented Hilbert-Huang transform (SHHT) method is a state-of-art in the area
of voltage sag analysis.

1.3 RESEARCH QUESTIONS
A list of the following research questions is outlined from the extensive literature review as presented
below:
1) What are the limitations of the existing PQ analysis methods?
2) What are the important parameters of voltage sag that may interrupt the normal operation of
sensitive equipment during system abnormal conditions?
3) What are the available approaches for the estimation of the characteristics of voltage sag? Can we
predict all of the characteristics accurately with the network parameter?
4) What are the limitations of the PQ monitoring application? Can we correctly predict the voltage
sag characteristics using the time-series data available from the PQ monitor? What are the
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limitations of the conventional measurement methods used for the analysis of voltage sag using
the time –series data?
5) How do the different characteristics of voltage sag including phase shift, phase angle jump (PAJ),
point-of-inception (POI), and point-of-recovery (POR), etc. influence the equipment and how can
network conditions change such voltage sag characteristics? Why is current also important in
voltage sag analysis?
6) What are the sources of voltage sags? Which is the most severe voltage sag? How can we minimize
the financial losses coming from the voltage sag problem? Is there any low cost device available
for voltage sag mitigation?
7) How to mitigate the voltage sag in a power system where there are no physical assets/resources
are available? How much voltage support is needed for the system to protect the sensitive
equipment during a voltage sag event? What would be the cost-effective solution for the mitigation
of voltage sag?

1.4 RESEARCH OBJECTIVES
The main goal of this thesis is to develop a cost-effective solution for the mitigation of voltage sag problem,
which incurs a huge financial loss for the power system utilities, customers and manufacturers. This
problem is occurring in the grid due to some obvious phenomena such as operational maintenance, load
switching, capacitor switching, motor starting, and faults. Voltage sag also occurs during system
contingencies due to natural phenomena such as lightning. Before the application of a suitable mitigation
strategy, it is very important to carry out technical assessment, modelling and simulation of the power
system network with various voltage sag scenarios so that an appropriate mitigation approach for the
network can be developed and implemented. This will assist power system designers and operators to plan
for the future network in order to deliver the power, which is compatible with electrical end-user equipment.
This thesis has two primary objectives:
Objective 1: Detection, Analysis and Characterization of Voltage Sag in Renewable Energy-rich Power
Grids.
Objective 2: Mitigation of Voltage Sag in Renewable Energy-rich Power Grids.
The research objectives will be implemented by addressing the following tasks:
Task 1: Analysis of Voltage Sag: An Analytical Approach
To find the limitations in the analytical assessment of voltage sag in the electric power system using the
analytical methodology and develop new analytical technique for the estimation of the time-varying voltage
sag parameters accurately.
Task 2: Detection and Characterization of Voltage Sag: Using PQ Data from Monitoring Applications
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To investigate the application of the advanced signal processing technique for decomposing the PQ signals
obtained from the instantaneous voltage waveforms and to develop an advanced multi-feature based
composite technique for automatic segmentation of time-series monitoring data in order to estimate the
instantaneous voltage sagged waveform characteristics accurately.
Task 3: Mitigation of Voltage Sag in the Renewable Rich Power Grid with DG Support
To develop a new cost-effective solution for minimizing the induction motor starting voltage sag with DG
availability in the radial meshed network.
Task 4: Mitigation of Voltage Sag with DSDM Controlled CSI DVR
To develop a voltage sag mitigation technique using dual-slope delta modulated current source inverter
based dynamic voltage restorer.

1.4.1 OBJECTIVE 1: DETECTION, ANALYSIS AND CHARACTERISATION OF VOLTAGE SAG
IN RENEWABLE ENERGY-RICH POWER GRIDS

The most important power quality problem is the voltage sag that can occur in both transmission and
distribution systems. Accurate estimation of voltage sag properties can help system designers to specify
appropriate equipment for critical processes. The technical assessment is performed either by the analysis
of data obtained from the monitors according to criteria presented in the IEEE Std.1159 [18] or from the
predictive analyzes based on the criteria stated in IEEE Std. 493 [15].

A) ANALYSIS OF VOLTAGE SAG: AN ANALYTICAL APPROACH
The first objective of this research is to develop an analytical method for estimation of the POW
characteristics, which is associated with the commencement and the recovery of the voltage sag using the
network parameters. This analytical prediction method of the POW will be applied in the determination of
the actual voltage sag duration. Dynamic analysis or short-circuit analysis of the electrical power system
will also help in designing a cost-effective mitigation method depending on the severity of the voltage sag
in a specific site. According to IEEE Std. 493, system assessment involves the predictive analysis of the
voltage sag characteristics using network parameters such as network impedance, fault impedance, fault
location relative to the sensitive load and the fault clearing time for the protection equipment [15]. For the
calculation of voltage sag magnitude at the critical load, the impedance divider concept of the power-system
fault analysis can be applied for every fault type in a network with the aid of the computer simulation [15].
The voltage sag duration can be predicted from the fault clearing time of the overcurrent protection system
[15]. This research finds that the actual sag duration depends on the POW characteristics of the voltage sag.
Hence, the POW characteristics will be estimated using the network parameters such as system impedance
parameter and angle of fault current. The proposed algorithm will be validated using synthetic, simulated
and recorded voltage sag data obtained from the PQ monitor of IEEE 1159.2 working group [19] and DOE
event library [20].
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B) DETECTION AND CHARACTERISATION OF VOLTAGE SAG: USING PQ DATA FROM
MONITORING APPLICATIONS
Another way of estimation voltage sag is to analyzes the voltage sag from the monitoring applications. The
voltage sag analysis using monitoring data can be performed for a system, which has the facility for realtime supervisory control and data acquisition (SCADA) and having PQ meters installed. This involves
continuous monitoring of grid elements for the detection of disturbances on the supply system. Efficient
signal-processing tools are needed to obtain important information from the PQ data collected from the PQ
monitors, smart meters or internet of things (IoT) and to analyze them in real-time or off-line. The common
problems with most of the existing signal processing methods are delay in detection, fixed window length,
transition segment ambiguities, difficulties in dealing with noise and harmonics. As most of the PQDs are
nonstationary in nature, so an efficient time-frequency domain analytical method is required to track the
time-evolving characteristics of the PQDs intelligently.
This thesis aims to develop a more sophisticated and adaptive time-frequency domain algorithm for
decomposition of PQ signal and develop an automatic segmentation algorithm to overcome the transition
system ambiguities using Hilbert-Huang transform(HHT) other than the traditional schemes available
currently. As sag characteristic varies within the sag duration, the entire sag event will be divided into five
main segments: pre-event, first transition, during-event, second transition and voltage recovery segment. A
novel fundamental frequency based detection scheme has been developed in this thesis to find the starting
and ending transition point of the voltage sag. Based on these two points an automatic segmentation of the
voltage sag waveform is performed in order to solve the transition segment ambiguities and correctly
measure the voltage sag characteristics with respect to time. Each segment will be used to extract useful
sag characteristics. The proposed algorithm is validated using synthetic, simulated voltage sag signal for
different types of fault induced voltage sag and recorded voltage sag data obtained from the PQ monitor of
the IEEE 1159.2 working group and DOE event library. Moreover, the SHHT algorithm is validated for
finding the voltage sag characteristics as a single event characteristics (SEC) for different types of voltage
sag and for different network conditions. The results are compared with numerical values computed using
analytical technique. Moreover, the results are compared with different measurement methods such as Fast
Fourier Transform (FFT), root-mean-square (RMS), and HHT.
This thesis also analyzes the waveform characteristics of the voltage sag signal focusing on the drawbacks
of the existing measurement methods as described in the standards. The importance of the analysis of PAJ
and the magnitude of the voltage sag is explained with the view of designing mitigation topology for a
particular network. The amount of PAJ can be predicted mathematically, as it is directly related to the ratio
of system impedance and resistance. The analysis of the voltage sag shows a real-time variation of the
voltage sag waveform from the ideal signal and shows the actual and accurate scenario of the event when
PAJ is also present with the voltage sag signal which is essential for designing mitigation devices. By
clearly providing the various characteristics of voltage disturbances for the electrical network, the industrial
equipment can be designed with better compatibility. This analysis, therefore, provides valuable
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information for equipment manufacturers and testers.

1.4.2 OBJECTIVE 2: MITIGATION OF VOLTAGE SAG
As cost is an important factor while maintaining the quality, the goal of this thesis is finally set to devise
the solution utilizing the existing resources of the electric power system network. The mitigation methods
are designed for renewable rich grid as well as for conventional grid where there is no provision of DGs.

A) MITIGATION OF VOLTAGE SAG IN THE RENEWABLE RICH POWER GRID WITH DG
SUPPORT
The power quality problem has already incurred huge financial loss to industry and utility. Purchasing a
new costly mitigation device will further increase expenses. Several techniques have been proposed to
compensate voltage sags in literature. The best approach is one, which does not add any extra expenses.
This is possible through coordination among the existing devices. Some researchers investigated the
capability of DG to improve voltage profile during voltage sag. Different types of DG showed different
voltage sag performance. Thus, a detailed investigation is necessary for the development of sag/swell
mitigation strategies in the presence of DG. Therefore, this research aims to develop a mitigation technique
through a coordination control strategy, which will limit the additional expenses. While IEEE 1547
standards recommend DG unit to be forced off the grid when power instability events occur, many countries
are updating their grid codes to get the advantages of the flexible operation mode of renewables and DG.
Thus, modern research focuses on fault performance of renewables and DGs, which comprises of:
1)

LVRT capability which allows DG to be connected with grid during a fault or other disturbances,
and

2) The injection of reactive/active current to stabilize the system and counteract the expansion of
voltage drops.
Already many countries have updated their grid code for LVRT requirement for DG and wind generation
connected to the high voltage (HV) and medium voltage (MV) networks. Considering the various types of
DG available in the network during the system contingencies, this thesis has proposed two different
approaches to mitigation of voltage sag by exploiting reactive and active power contributions from the DG.
In the first mitigation scheme, an electromagnetic control system is developed for synchronous Type-DG
and doubly fed induction generator (DFIG) based wind turbines. For static Type-DG such as inverter based
solar PV, a voltage control mechanism is developed to support the system during voltage sag. The second
approach proposes an optimal feedback control scheme for multiple DG coordination to mitigate the voltage
sag during the direct online (DOL) starting of the induction motor.

B) MITIGATION OF VOLTAGE SAG WITH DSDM CONTROLLED CSI DVR
This thesis has developed a new control mechanism called DSDM technique for the inverter used in the
DVR. Instead of VSI, CSI is proposed in this thesis. The DSDM controller is modeled in the
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MATLAB/Simulink and different types of fault-induced voltage sags are tested while feeding the CSI with
SES. After the successful performance of the DSDM controller with SES, the LES mitigation scheme is
tested for the Type-A sag. The functional circuit of the DSDM controller is designed and simulated in
OrCAD/ PSpice software to observe the performance of the controller in the injection of the missing
voltage. In addition to the mitigation of voltage sag, the proposed DSDM controller is capable of mitigation
of total harmonic distortion (THD) and voltage swell.
The LES based DVR concept is based on the phenomenon that, during voltage sag, the voltage at the point
of common coupling (PCC) does not reduce to zero, i.e. there is always some voltage available in the line,
which is called the retained voltage or remaining voltage. LES scheme is aimed to utilize this remaining
voltage feeding back to the line through a DVR. This means that the retained voltage via a rectifier unit is
supplied to the inverter unit of the DVR. Thus, the compensated line voltage will be double of the retained
voltage. Therefore, in this scheme, 100% voltage sag mitigation is possible if there is a 50% retain voltage
available in the line. Traditionally, DVR uses the VSI that utilizes the pulse width modulation pulse width
modulation (PWM) technique for the switching of the inverter. However, VSI suffers from several
disadvantages, such as ripples in output voltage, high dv/dt and high THD. Moreover, it requires an
additional rectifier to regenerate the energy back to the ac supply, which incurs additional cost. To overcome
these problems, this thesis proposes the application of a CSI with DSDM technique. In addition, this thesis
investigates the performance of the DSDM approach for CSI DVR operation in order to mitigate different
types of balanced and unbalanced voltage sag problems. The main contribution of this work is to design a
new simple functional control circuit based on the DSDM technique for the CSI based DVR. The DSDM
technique generates the switching pulses for the inverter by using the missing voltage waveform and thus
injects the exact amount of instantaneous missing voltage along with phase angle jump to the load bus. The
proposed DSDM controller decides to inject the missing voltage in series depending on the type of voltage
sag. If there is no sag, the missing voltage will be zero and the controller will not inject any voltage. In
addition to the mitigation of the voltage sag, the proposed scheme can improve the THD and the power
factor of the system with the active filter used in the controller.

1.5 RESEARCH APPROACH AND METHODOLOGY
This thesis consists of several innovative techniques for voltage sag estimation, detection, measurement,
characterization, and mitigation. The first distinctive research innovation is the development of a new
comprehensive analytical methodology for prediction of the actual voltage sag duration and the waveform
characteristics of voltage sag using the system electrical parameters. The analytical expressions are
validated with simulated and real-time measured data. The second invention is the SHHT method for
automatic detection, segmentation, measurement, and characterization of the time-varying voltage sag
parameters based on the data obtained from the monitoring systems. In order to select a cost-effective
solution for the voltage sag problems, the thesis finally proposes three new mitigation topologies in the
presence and absence of the DGs. The developed mitigation methods have been validated using computer
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simulations. The following approaches are used in this research:


Mathematical expressions for the development of analytical model.



MATLAB editor for mathematical modeling of voltage sags and harmonics for validation of the
analytical approach.



MATLAB editor for the development of the SHHT algorithm.



The analytical model of the power system network for validation of the voltage sag characteristics.



Dynamic Simulation of a power system network using MATLAB/SimpowerSystem software for
different types of symmetrical and asymmetrical fault. Network modeling parameters are obtained
from a distribution network service provider DNSP in New South Wales (NSW), Australia.



Recorded voltage waveform obtained from US DOE National Disturbance Event Library.



Recorded voltage sag waveform obtained from the IEEE 1159.2 working group website.



Dynamic modeling of the system embedded with different types of DG and induction motors has
been performed using MATLAB/SimpowerSystem tool to simulate the proposed DG controller.



The OrCAD/PSpice software for physical modeling of the DSDM controller for the LES based CSI
used in DVR

1.6 RESEARCH CONTRIBUTIONS
The expected outcomes of this research project would be beneficial to the power system utilities,
manufacturers and consumers. The research methodology used in this research will be beneficial for the
prediction of the voltage sag duration and POW. In addition, SHHT will contribute extensively in the PQ
data analysis to understand the voltage sag problems and LVRT capabilities of the sensitive equipment and
the DG. The developed methodology will facilitate the investigations of some waveform parameters of
voltage sag in detail. These parameters have been overlooked for a long time due to the lack of standard
analytical methods and standard testing procedures in spite of the significant influences of these parameters
are reported in different literature. This research will help the design engineers to test the voltage sag
susceptibility of equipment. The three mitigation approaches developed in this research are the best
solutions of the voltage sag problems. The following sub-sections discuss the contributions in detail.

1.6.1 ANALYTICAL ESTIMATION METHOD FOR POW ANALYSIS
1) Research on the characterization of voltage sag based on the POW finds some important features
of voltage sag that can ease the testing process. These should be included in the measuring and
testing standard of voltage sag for sensitive equipment. The addition of these characteristics into
the testing process will certainly minimize the equipment disruption cost.
2) POW characteristics can be included for the development of the severity indices.
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3) The developed algorithm can accurately model the voltage sag starting at different POW angles.
It can also model the voltage recovery process similar to the real-time event where the recovery
angle of voltage sag follows the time of the fault current zero crossing.
4) This algorithm can accurately calculate voltage sag duration using the POW characteristics and
the fault clearing time of the protection system.

1.6.2 PQ DATA ANALYSIS USING THE SHHT
1) The Hilbert Transform(HT) can extract information from the nonstationary signals, which can be
applied to the calculation of sinusoidal features like phase angle jump and POW of voltage sag
and short interruption issues, instead of using the RMS methods, which has limitations in detection
of instantaneous characteristics of a sinusoidal wave. This will solve the measurement limitations
of the key features of voltage sag signals.
2) It is important to select an efficient technique to extract multiple features from the signal to detect,
classify and characterize the voltage sag/swell.
3) The automatic segmentation of the voltage sag waveforms plays a key role in accurate estimation
and measurement of the voltage sag characteristics.
4) Knowing the acceptable limit of PAJ and voltage sag magnitude for sensitive equipment, the
voltage-sag tolerance zone can be constructed using the relationship with feeder length and PAJ
developed in this thesis.
5) In addition, the electrical parameter of the feeder conductor and source impedance can be carefully
selected while designing the power system network to avoid poor network conditions.
6) Equipment testing criteria also can be determined from the PAJ data used in this analysis. The
results of this analysis will help in the detection, measurement, and assessment of voltage sag to
develop appropriate mitigation topology.

1.6.3 MITIGATION OF VOLTAGE SAG USING DG
This research on the development of the voltage mitigation strategies utilizing the existing DG units will
minimize the disruption of sensitive equipment during voltage sags, most importantly due to the induction
motor DOL starting voltage sag. This will also reduce the mitigation cost, as no additional devices are
required.

1.6.4 MITIGATION OF VOLTAGE SAG USING THE LES DSDM CONTROLLED CSI-DVR
The research on the implementation of the Dual-slope Delta modulation scheme for a current source/voltage
source inverter switching will solve the increasing problem of voltage sag problem along with harmonics
and will protect the sensitive equipment from disruption. This DSDM control scheme can be integrated into
the AC-DC or DC –AC converter at the renewable interfacing point.
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1.7 STRUCTURE OF THIS THESIS
The structure of the thesis is shown in Fig. 1.1. The summary of each chapter is as follows:

Figure 1-1 Chapter Organization

CHAPTER 1 INTRODUCTION
The research background and motivation of this thesis that lead to generate a set of research questions are
presented in the introduction section in Chapter 1. Based on the research questions, the scope of this
research has been developed. The research approaches and methodologies for each of the objectives are
summarized and discussed. Finally, this chapter summarizes the contributions of this research and presents
the thesis structure.
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CHAPTER 2 LITERATURE REVIEW
This chapter presents a literature review describing the voltage sag concept from several points of view
including definition, classification, characterization; unsolved problems related to voltage sag and
consequences of voltage sag in terms of different characteristics.

CHAPTER 3 ANALYSIS OF VOLTAGE SAG: AN ANALYTICAL APPROACH
This chapter contributes to the development of analytical technique for the estimation of the POW and
duration of voltage sag. This chapter is organized based on [PAPER- I], [PAPER- II] and [PAPER- III].

CHAPTER 4 DETECTION AND CHARACTERIZATION OF VOLTAGE SAG: USING PQ DATA
FROM MONITORING APPLICATIONS
This chapter presents an automated segmentation method based on HHT for detection, characterization,
and classification of the instantaneous waveform parameter of voltage sag. The developed algorithm is
validated in several subsections with different case studies. Firstly, the proposed SHHT algorithm is tested
with synthetic voltage sag. Then three case studies are presented for the measurement of voltage sag
parameters. Case study A is the application of the SHHT method for the estimation of POW. Case study B
presents the application of SHHT in the measurement of accurate sag magnitude and phase angle jump as
a function of time. Case study C presents the validation of SHHT for estimation of the SEC using varying
network conditions. This chapter is organized based on [PAPER- IV], [PAPER- V], and [PAPER- VI].

CHAPTER 5 MITIGATION OF VOLTAGE SAG IN THE RENEWABLE RICH POWER GRID WITH
DG SUPPORT
In Chapter 5, two mitigation schemes based on DG are presented. Scheme A proposes electromagnetic
field-based controller for multiple DG coordination in order to mitigate voltage sag during the starting of
induction motor (IM). Scheme B proposes an optimum feedback controller for optimum coordination
among multiple DG during motor starting voltage sag. This chapter is organized based on [PAPER- VII],
[PAPER- VIII], [PAPER- IX] and [PAPER- X].

CHAPTER 6 MITIGATION OF VOLTAGE SAG WITH DVR USING DSDM CONTROLLED CSI
This chapter proposes the voltage sag mitigation method using DSDM controller for LES and SES based
CSI in DVR. This chapter is organized based on [PAPER- XI] and [PAPER-XII].

CHAPTER 7 CONCLUSION AND FUTURE RESEARCH DIRECTION
Chapter 7 concludes the thesis with discussions on the major contributions of each chapter of this thesis.
Finally, some recommendations and guidelines for future works are presented.
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Chapter 2 LITERATURE REVIEW
2.1 INTRODUCTION
This chapter presents a comprehensive review on the state-of-the-art knowledge on voltage sag events in
the electricity networks focusing on the limitations in analytical methods and mitigation topologies. The
automation of distribution systems will need a fast and efficient signal-processing tool in order to extract
useful information from the PQ monitors, smart meters and IoT, which are essential for real-time
monitoring, detection and fast decision-making capability. Compared to other PQ issues, voltage sag is
considered as the most common problem [22], which has a higher frequency of occurrence and a higher
economic impact. Due to the limitations in the conventional data analysis methods, not all characteristics
of voltage sag have been extensively investigated in the existing literature [23]. Hence, in this work, all
possible voltage sag characteristics from the decomposed PQ waveform will be extracted.
First, the PQ issues are discussed and the different signatures (types) of PQDs including their causes and
effect on the equipment are presented. Second, the definition and sources of the voltage sag problem are
presented. The different types and characteristics of voltage sag are also presented with illustrations. Third,
the unsolved problems and limitations of voltage sag analysis are discussed using the analytical approaches
as well as the data analysis techniques. Fourth, the currently available mitigation methods and the
limitations of the existing approaches are discussed. The research status of the mitigation approaches of
voltage sag in renewable rich girds is also presented. Fifth, the consequence of voltage sags and the impact
of different characteristics on different types of equipment are discussed. Finally, a summary of the key
research gaps gleaned from the literature review is outlined.

2.2 POWER QUALITY (PQ) AND ITS SIGNIFICANCE
In IEEE Std. 1159 the definition of PQ is stated as “the concept of powering and grounding electronic
equipment in a manner that is suitable to the operation of that equipment and compatible with the premise
wiring system and other connected equipment” [18]. The PQ evaluation for a particular power system
network is performed in order to ensure electromagnetic compliance against a set of reference thresholds
classified into two basic categories [21], which are discussed below:
a)

The steady-state power quality associated with a normal quality of the supply voltage, which
quantifies and sets the allowable limits for steady-state voltage variation, voltage unbalance,
voltage distortion, voltage fluctuations, and voltage frequency. The steady-state PQ indices of a
given site can be evaluated by time trend and statistical distribution.

b) The time-varying PQDs occur at random intervals, and are defined as disturbances in [21]. The
examples of PQDs are interruption, voltage sag, voltage swell, and transient. All these PQDs can
affect a facility significantly depending on the equipment’s susceptibility.
Table 2-I and Table 2-II summarize the recommended steady-state power quality characteristics, causes,
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effects, and possible solutions. Several surveys on PQ have identified voltage sag as the most frequent as
well as the most expensive issue. Therefore, it is worth to mitigate the sag/swell problem in a cost-effective
way.
Over the past decades, considerable research works have been carried out to analyze, classify, characterize
and mitigate voltage sags in order to overcome the potential financial losses. The literature review
encompassing the area of voltage sag gives some unsolved issues related to the area, which are very worthy
to consider for voltage sag analysis and for designing mitigation devices. Hence, the primary focus of this
thesis is voltage sag, which is also referred by some literature as voltage dip. The technical assessment is
performed either by analysis data obtained from the power quality monitors according to criteria present in
IEEE Std.1159 or from predictive analysis from the criteria stated in IEEE Std. 493. The following section
will give a brief overview of the voltage sag outlining the present limitations in both areas of analysis and
mitigations.
TABLE 2-I—SUMMARY OF STEADY STATE POWER QUALITY PARAMETER FOR DISTRIBUTION VOLTAGE.

PQ type

Limits [21]

Causes

Effects

Solutions

Voltage

±5% of nominal for

Line impedances, inductive loads

Shut down of

Voltage

variation

normal

equipment

regulating

conditions;±10% of

transformer,

nominal for unusual

capacitor bank

conditions
Voltage

2% negative

Single-phase customers, non-

Damage of equipment

Imbalance

unbalance

sequence

transposition of transmission

such motors,

relay

lines, VAR imbalance,

transformers, drives,

transformer banking

and rectifier circuits
due to overheating,
loss of efficiency

Voltage

5% THD; 3%

Nonlinear customer loads

-do-

Active or

distortion

individual harmonic

nonlinear generation

passive filters

components

photovoltaics with inverters,

at the load or
bus

Voltage

Pst less than 1.0;

Switching of large load or line,

Changes in the

Filters, SVC,

fluctuatio

Individual step

variable loads or capacitor banks,

illumination intensity

STATCOM

n/flicker

changes less than

arc furnace large or multiple

of light sources

4%

welders, intermittent generation
sources (Wind/ photovoltaic or
other )
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TABLE 2-II— SUMMARY OF PQD PARAMETERS FOR DISTRIBUTION VOLTAGE

PQ type

Limits [18]

Causes

Effect

Solutions

Interruptions

0.5cycle- >1min;

Short-circuit faults,

Mis-operation, disruption

Custom power

0-<0.1pu

equipment failures,

of electronic equipment

devices:

control system

including controllers,

SVC,SSC,STS,

breakdown, and

computers, etc

UPS, SMES,

maintenance
Voltage sag

Flywheel

0.5cycle- 1min;

Fault, sudden load

Relay logic and contactors

Custom power

0.1-0.9 pu

switching

Electronic devices,

devices:

including ASDS,

SVC,SSC,STS,

computers, and electronic

UPS, SMES,

controllers.

Flywheel

Electronic devices,

Custom power

including ASDS,

devices:

computers, and electronic

SVC,SSC,STS,

controllers

UPS, SMES,

Voltage

0.5cycle- 1min;

swell

1.1-1.8pu

Fault

Flywheel
Transients

<50 ns-50ms; 0-

Resistor inductor-

Degradation or immediate

Surge arresters,

8 pu

capacitor (RLC)

dielectric failure, insulation

passive and active

network, lightning,

breakdown, damage,

filters, and isolation

switching

nuisance tripping of ASDS

transformers.

2.3 WHAT IS VOLTAGE SAG
Voltage sag is a sudden reduction in the RMS voltage magnitude below a given threshold lasting for a
defined duration as given by [18]. For the voltage sag analysis, it is very important to understand the
difference between voltage sags and interruptions. During the interruption, a load or a power line needs to
be disconnected from the electric service network. Conversely, the load/line remains connected to the
supply during voltage sag.

2.3.1 CAUSES/ SOURCE OF THE VOLTAGE SAG/DIP
A temporary or short-duration increase in current magnitude in a part of an electrical network leads to a
short -duration reduction in voltage magnitude creating the voltage sags in the surrounding area. Although
the power system faults are the main causes of voltage sags, the high inrush current of direct online starting
of induction motor can also cause more frequent occurrence of voltage sags. At the starting time, the
induction motor draws a large current (5 to 6 times the rated current) in order to reach the rated speed.
Similar to the fault current the high inrush current at motor starting can create voltage sag at the PCC, the
motor terminal and the neighboring buses [22, 23]. Unlike fault-induced voltage sag, motor starting sag
recovers slowly as the motor gradually reaches its rated speed. The motor starting voltage sags are shallower
than the fault-induced sags. However, the longer recovery time and a higher number of occurrences of
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motor starting voltage sag can cause more damage to the power equipment when compare with other PQ
issues. Voltage sags may be caused by some other events, such as a sudden disconnection of large DG, a
sudden connection of a large load, capacitor bank switching, and transformer saturation. Several causes and
events can generate voltage sag that result to an increase in current. Some of the most important origins are
listed below [24, 25]:

A) FAULTED EVENT


Short-circuits and earth fault



Three-phase fault



Three-phase–ground fault



Single-phase fault



Line-Line fault



L-L-ground fault

B) NON-FAULTED EVENT


Transformer energizing



Non-faulted interruption



Large load switching



DOL starting of induction motor



Step change of voltage regulator



Transformer saturation followed by protection operation



Connection and disconnection of DGs

C) SELF –EXTINGUISHED FAULT


Capacitor charging



Incipient fault
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2.3.2 CHARACTERISTICS AND CLASSIFICATION OF VOLTAGE SAG
Voltage sag is characterized by its magnitude and duration. However, depending on the source of the
voltage sag, the characteristics can be varied in depth, duration, phase, and shape. For example, voltage sag
due to a DOL of a connected motor is different from voltage sag due to fault, while different types of faults
can also result in different types of voltage sag. The recovery process of motor starting sag is gradual due
to the inductive nature of the motor load, conversely, for the fault-induced sag, the recovery process is
usually relatively fast, unless there is a large inductive load connected to the network. Figure 2-1 illustrates
these two cases. Voltage sags during the DOL of a large connected three-phase motors show equal voltage
drop with equal recovery time, while voltage sags during the energization of transformers show a very
different voltage drop and recovery.

Figure 2-1 Typical characteristics of induction motor starting and fault induced voltage sag.

2.3.3 FAULT INDUCED VOLTAGE SAG
When a part of an electric power network experiences a fault or a short circuit condition, the voltage at the
faulted feeder becomes depressed (which can be zero if the fault has zero resistances to earth). During a
fault, a large current flows, until the protective devices isolate the fault. There are many causes of faults,
such as insulation failures, lightning strikes, animal contacts, tree contact, damaged underground cables,
and equipment failures. During the operation of the protection equipment at the faulty feeder, the customers,
at the healthy feeders connected to the same bus and at the neighboring buses, will observe a reduced
voltage. This reduced voltage seen by the healthy feeders is known as voltage sag or voltage dip. The area
of influence depends on the voltage level. A high-voltage transmission line fault may create voltage sag in
several substations spreading up to 100 or more kms from the fault. A fault on a medium voltage distribution
line will typically only impact the feeders connected to a common substation bus, known as the PCC [24].
Figure 2-2 below shows an example of a distribution line fault in feeder “A”, which creates voltage sag in
the PCC affecting the customers in feeder ‘B’ and other feeders connected to the PCC. Therefore, the
number of voltage sags is much higher than the number of faults that occurs in a customer feeder, broadly
affecting the industrial and commercial customers a distance away from the fault. The consequence of
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voltage sag is more serious than a long duration interruption. Due to the widespread impact, voltage sag is
known as the most important power quality problem.

Figure 2-2 Voltage sag created by fault.
(a)

Single line diagram of a distribution feeder (b) Voltage sag wave form obtained from the PCC

The fault induced voltage sags, however, vary significantly with different characteristics depending on the
type of fault. The four possible types of fault in the power system are:
i)

Single line-to-ground (SLG) fault

ii) Line-to-line ( LL) fault
iii) Line-to-line-to-ground(LLG) fault
iv) Three-phase fault
For different types of fault, the voltage sags are classified into four basic types [24] denoted by Type-A,
Type-B, Type-C and Type-E caused by a three-phase-to-ground fault, a single-line-to-ground fault, line-toline fault, and a line-line-ground fault respectively. Figure 2.3 gives the single line diagram of a power
system network showing the faulted bus at the HV side of a delta-star (Dy) transformer. The fault creates
the voltage sag at the PCC (Bus-1), which propagates from the upstream HV to the medium voltage to the
downstream low voltage (LV). Due to this propagation of sag, the characteristics vary in magnitude and
phase. Depending on the propagation of Type-B, Type-C, and Type-E sags through the Dy-connected
transformer, three more sags are found at the downstream location of the fault. These are Type-D, Type-F,
and Type-G sag. These seven types of sags can be further sub-classified to indicate the most affected phases.
For example, Type-B sag can be categorized into three types: Type-Ba, Type-Bb and Type-Bc, where the
suffix letter represents the most affected phase.
In most of the literature, the equal voltage drop in all phases characterizes the Type-A sag. Type-B is
characterized by the voltage drop in the affected phase, while the other two phases remain unaffected.
Similarly, the Type-E voltage sag is characterized by the voltage drop in the two affected phases, while the
other phase remain unaffected. Besides the voltage drop, the PAJ of the voltage sag also needs to be
considered. This change in PAJ is evident in most of the research results [17, 24].
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A) SINGLE LINE-TO-GROUND (SLG) FAULT (TYPE-B SAG)
A single-line-to-ground (SLG) fault in a solidly grounded system causes the one phase-to-ground voltage
to drop in magnitude whereas the other two voltages remain unchanged. The star-connected equipment at
the same voltage level would experience the voltage sag of Type-B due to the SLG fault. In most cases, an
SLG fault creates a Type-C or a Type-D sag when the voltage sag propagates to a lower voltage level. The
voltage sag waveforms, the voltage sag magnitude, and the phase angle jump as a function of time of TypeB voltage sag measured at PCC (Bus-1) due to fault at Bus-4 in Figure 2-3 and the transformed sag TypeC and the sag Type-D are shown in Figure 2-4 (a-i). Figure 2-4 shows that in addition to a voltage magnitude
drop, the sag Type-B also is subject to a negative phase angle jump of -8°.

Figure 2-3 Propagation of sag to the downstream side through Dy transformer

B) LINE-TO-LINE FAULT (TYPE-C SAG)
A line-line fault at Bus-4 usually creates a Type-C sag at the PCC. However, a Type-C voltage sag is also
observed at other buses when the Type-B and Type-D voltage sag passes through a Dy transformer. The
Type-C sag is characterized by a reduction of voltage magnitudes and phase angles in two phases while the
third phase voltage remains unchanged. Figure 2-5 (a-i) presents the voltage sag waveforms, voltage sag
magnitude, and phase angle jump as a function of time for Type-C voltage sag measured at the PCC (Bus1 in Figure 2-3). The transformed sag Type-B measured after one Dy transformer at Bus-2 and the sag
Type-C measured after two Dy transformers at Bus-3 are also shown in Figure 2-5.
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Figure 2-4 Type-B voltage sag and transformation of B sag to C sag to D sag due to SLG fault.
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Figure 2-5 Type-C voltage sag and transformation of C sag to D sag to C sag due to Line-Line fault

C) DOUBLE PHASE-TO-GROUND (TYPE-E SAG)
A double-phase-to-ground faults lead to three-phase unbalanced sags of Type-E at the PCC, characterized
by an equal drop in a voltage amplitude and a shift in phase angles in the two affected phases. The
propagation of Type-E sag creates Type-F sag after one Dy transformer and Type-G sag after two Dy
transformers. Like Type-B sag for the single-line-to-ground fault, the Type-E contains a zero-sequence
component that is normally not transferred to the utility voltage. Hence, delta-connected equipment does
not see Type-E sag. The voltage sag waveforms, voltage sag amplitude and PAJ as a function of time of
Type-E voltage sag measured at PCC (Bus-1) due to the fault at Bus-4 and the transformed Sag Type-F
and sag Type-G are shown in Figure 2-6 (a-i).
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Figure 2-6 Type-E voltage sag and transformation of E sag to F sag to G sag due to Line-Line-Ground fault.

D) THREE-PHASE-TO-GROUND FAULT (TYPE-A SAG)
The voltage sag waveforms, voltage sag magnitude and PAJ as a function of time for the Type-A voltage
sag measured at the PCC (Bus-1) due to fault at Bus-4 and the propagation of voltage sag Type-A
downstream to the network through Dy transformers are shown in Figure 2-7 (a-i). During a three-phase
fault, all three-phases of the PCC show equal magnitude drop and equal phase jump. Unlike the other sag
types, Type-A does not transform into different forms while passing through the Dy transformer. Hence,
during a three-phase-to- ground fault, Bus-2 and Bus-3 will also see the Type-A sag with different
magnitude and PAJ which can be observed from Figure 2-7 below.
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Figure 2-7 Type-A voltage sag and propagation of A sag to downstream due to Three-phase-to-ground fault.

2.4 REVIEW ON THE UNSOLVED PROBLEMS OF VOLTAGE SAG ANALYSIS
The modern automated manufacturing process combines many complex systems acting together. Therefore,
the failure of a single piece of equipment, due to a voltage sag, can stop the entire process resulting in a
significant loss of production. Hence, voltage sag is a well-discussed phenomenon among the PQ research
groups, electrical utilities, and industrial customers as well as equipment manufacturers. The severity
assessment of voltage sag was reported decades ago, which highlighted the enormous losses caused by
malfunction and damage of industrial equipment. The modern digital and power electronic equipment are
very sensitive to voltage sag magnitude, duration, phase angle jump, and POW. Many research papers are
published based on the classification and characterization of voltage sag [26-33]. Standard procedures for
voltage sag monitoring, testing, measurement and reliability assessment are available in [15, 16, 34, 35]
and several years of practical recorded data of different scenarios are also available for analysis of some of
the voltage sag characteristics [20, 36]. Despite all such efforts, the voltage sag problem could not be
completely tackled. A recent report revealed that nearly €400,000 worth fine was paid as compensation due
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to breach of voltage quality in Slovakia [37]. This section discusses the limitations and some unsolved
voltage sag problems and mitigation methods, which motivate us to carry out extensive investigation and
research for finding acceptable solutions to the problems.

2.4.1 LIMITATIONS IN STANDARDIZATION OF SOME IMPORTANT CHARACTERISTICS
One of the important reasons behind the unsolved voltage sag issue is the standards of voltage sag
measurements. For example, until now the IEC 61000-4-30 standard [16] and other standards related to
voltage sag define it as a temporary reduction of the voltage magnitude at a point in the electrical system
below a pre-specified threshold and characterizes it by a pair of data, either residual RMS voltage or depth,
and duration. This description limits the investigation of the voltage sags with only two parameters: (a) the
RMS voltage sag magnitude and (b) the sag duration. Accordingly, the voltage sag severity assessment and
indices are also developed using the above two parameters [34]-[38]. In addition, the voltage sag
susceptibility tests are also performed based on these two parameters [35]. Moreover, the Computer
Business Equipment Manufacturers Association (CBEMA) and the semiconductor manufacturers,
equipment suppliers, and energy industries (SEMI) developed ITIC and SEMI F-47 voltage sensitivity
curves to represent the sensitivity limit to voltage sag for computer and electronics equipment in terms of
magnitude and duration as shown in Figure 2-8. This two-dimensional description of voltage sag is a
suitable way of quantifying, benchmarking and exchanging information on voltage sag performance of the
supply voltage at a specific network site. However, this simplified description neither shows the distinction
between different types of voltage dip events nor contains all possible features, which may affect the
operation of different types of equipment. Hence, these two parameters are not adequate to determine the
equipment immunity against voltage sag. It is reported, that some sensitive equipment may trip even for a
shallow or shorter sag [39]. Importantly, two voltage sags of equal amplitude and duration can have
different influences on the end-user equipment.

Figure 2-8 Voltage sag Sensitivity curve

Several important research works showed that apart from voltage sag amplitude and duration there are some
other characteristics, which may influence the equipment behavior during this short duration voltage sag
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event [17, 40-45]. These characteristics are known as “waveform characteristics of the voltage sag”. These
characteristics can be obtained from the instantaneous voltage waveform. The waveform characteristics are
the POW, the PAJ, the missing voltage, voltage harmonics, and voltage unbalance [16, 40]. Unfortunately,
these characteristics were not investigated extensively in the literature, as the RMS measurement ignores
this instantaneous information [17]. Hence, all these sensitive characteristics should be included in the
standard of voltage sag testing and evaluation, which describes the real-world situation.

2.4.2 LIMITATIONS OF THE RMS MEASUREMENT
Voltage sag magnitude and duration are usually expressed by two single values, which are often called the
single-event characteristics (SEC). When analyzing the monitor data, these single event characteristics are
obtained from the RMS plot voltage versus time of the recorded voltage sag waveform. The RMS
magnitude is calculated by averaging one-cycle or half cycle RMS voltage updated every half cycle. The
RMS measurement method is explained below:

A) THE RMS VOLTAGE SAG MAGNITUDE
The voltage sag magnitude is the minimum RMS value measured during a voltage sag event [16] which is
also known as the residual voltage, 𝑉𝑟𝑒𝑠 . The magnitude is expressed as a value in volts or as a percentage
or as a per-unit value of the reference voltage , 𝑉𝑟𝑒𝑓 . The reference voltage is specified to detect the start
and the end of voltage sag. The reference is the value determined in accordance with the requirement of the
users of the monitoring devices. A typical reference value is between 90% and 95% of the nominal voltage.
An example of a voltage sag with 63% residual RMS voltage is shown in Figure 2-9. The equation (2-1)
below is used to calculate the RMS voltage of the input waveform over one cycle [38]. In the IEEE standard
1159 [18], the voltage sag is measured and threshold magnitude is defined as the variation of the RMS
voltage between 0.1pu and 0.9 pu for a duration of 0.5 cycles to 1 minute.

Figure 2-9 RMS voltage sag characteristics
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(2-1)

𝑡

𝑉𝑟𝑚𝑠

1
= √ ∑ 𝑣(𝑡)2
𝑇
𝑡−𝑇

The voltage sag can also, be expressed as the difference between the reference RMS. voltage and the
residual RMS voltage which is called the depth of the sag, ∆𝑉, that is generally expressed in terms of the
percentage of the reference RMS voltage [38].

%∆𝑉 =

(𝑉𝑟𝑒𝑓 − 𝑉𝑟𝑒𝑠 )
× 100
𝑉𝑟𝑒𝑓

(2-2)

where, 𝑉𝑟𝑒𝑠 is the residual RMS voltage per unit.
𝑉𝑟𝑒𝑓 is the RMS reference threshold voltage per unit.
∆𝑉 is the depth of sag.
The depth of the voltage sag in Figure 2.9 is 30%, which is calculated using 90% of the reference voltage
and 63% of the residual voltage.

B) THE RMS VOLTAGE SAG DURATION
The sag duration ∆𝑡 is the length of time when the RMS voltage remains between the threshold reference
values. In other words, the sag duration is the total time from when the voltage magnitude of one or more
phases falls below the threshold value (90% of nominal value) until all phases recover above the threshold.
∆𝑡 = 𝑡𝑟 − 𝑡𝑖

(2-3)

where ∆𝑡 is the duration of the voltage sag in second.
𝑡𝑖 is the time when the RMS voltage falls below the reference value.
𝑡𝑟 is the time when RMS voltage cross above the reference value.
The sag duration is usually between 0.5 cycles to 1 minute [18]. For the voltage sag shown in Figure 2-9,
the sag duration is found to be 51 ms. The RMS methods of calculating voltage sag may suffer from the
loss of the instantaneous time, phase and polarity information, and can result in providing inaccurate voltage
sag duration. Also due to the unavailability of the phase information, the RMS methods are not useful for
the estimation of the waveform characteristics such as phase angle jump, POW, harmonics, missing voltage,
and voltage symmetry. The following section describes the POW, PAJ and actual duration of the voltage
sag. The aim of this thesis is to address the limitations in the estimation of these important characteristics,
which have been ignored in the current standards.
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2.4.3 IMPACT OF MAGNITUDE AND DURATION ON SENSITIVE EQUIPMENT
The voltage sag causes significant losses in production and revenue due to the tripping of sensitive
equipment such as computers, electronic devices, programmable logic controllers [4, 46, 47]. The
disturbing effects of voltage sags are also observed on three-phase transformers [48], induction machines
[49, 50], doubly-fed induction generators [51], solar inverter [52], adjustable-speed drives [53], and
different types of industrial process control equipment and computers [23, 53-55]. The power electronic
converters are extensively used by computers, AC/DC drives, renewable power sources such as solar PV,
wind turbines, energy storage devices, IT and process control equipment to convert the AC voltage to
regulated DC voltage [56-58]. Voltage dip causes fluctuations at the dc bus voltage of the converter. Some
equipment may trip even for a shallow dip if the duration is longer than one or two cycles [24]. Such
conditions very frequently occur in the power system during the DOL starting of the induction motors.
Hence, special emphasis is given in this thesis for the mitigation of the IM starting voltage sag. The
consequence of voltage sag is very severe if it occurs due to a fault in high voltage transmission systems.
Voltage sags due to transmission system faults may cause a large blackout if the fault clearing process takes
a longer time. Therefore, this thesis aims to investigate the fault clearing process to predict the voltage sag
duration, which may help the protection engineers to design for fault clearing parameters of the protection
system. The conventional estimation process of voltage sag duration using the protection fault clearing time
significantly differs from the actual voltage sag duration. The actual voltage sag recovery occurs at the fault
current zero crossing time. Hence, to calculate the actual voltage sag we need to consider the fault current
zero crossing time in addition to the fault clearing time of the protection system. The actual commencing
time and recovery time can be obtained from the instantaneous voltage sag waveform and by using an
analytical prediction method developed in this thesis [59, 60].

2.4.4 IMPORTANCE OF THE WAVEFORM CHARACTERISTICS OF VOLTAGE SAG
The instantaneous sinusoidal voltage waveform contains important features related to voltage phase angle

Figure 2-10 Voltage waveform with voltage sag characteristics

such as POW and PAJ, which cannot be represented by the RMS measurement. The waveform
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characteristics are retrieved from the instantaneous sinusoidal voltage waveform [16, 40]. Prior to the
investigation of all the possible deviations that occur during the voltage sag event, it is important to
understand all the characteristics available in the RMS voltage as well as in the sinusoidal voltage
waveform. The essential wave shape characteristics of the voltage sag such as the missing voltage, the POI
and POR and the PAJ. The waveform sag characteristics are given in Figure 2-10.

2.4.5 IMPORTANCE OF THE PHASE ANGLE JUMP CHARACTERISTICS
The voltage sag causes a change in voltage phase angle due to two phenomena: the difference in the X/R
ratio between the source and feeder and the propagation of voltage sags to lower voltage levels. The PAJ is
a shift in zero-crossings of the instantaneous voltage waveform. The PAJ can be leading or lagging
depending on the system impedance. In Figure 2-10, the voltage sag waveform is leading the reference
voltage giving a negative (lagging) PAJ (∆𝛿) of 60°. The PAJ can be obtained by subtracting the angle of
the reference voltage and the angle of the voltage sag waveform. The calculation of PAJ is not as
straightforward as the calculation of the RMS voltage sag magnitude. The PAJ is identified as the waveform
characteristics of voltages sag that cannot be calculated with the standard RMS method [45]. In addition,
there is no clear description in the IEC and IEEE standards for the detection and measurement of the PAJ.
In the IEC 61000-4-30 standard [16], the use of DFT, the discrete version of FFT, is briefly discussed in
order to calculate the PAJ.
The FFT is used in most of the practical power quality monitors. It is usually preferred for the estimation
of PAJ [45, 61]. However, FFT/DFT can produce an error when analyzing a nonstationary signal. In
addition, when FFT is applied to calculate the PAJ, the presence of the ambiguities in the transition areas
at the beginning and at the ending of the voltage sag, results in an erroneous value of PAJ [61, 62]. Hence,
there is a need for an accurate time-frequency domain measurement method for PAJ. Different computation
methods of PAJ will be discussed in Chapter 4.
Extensive laboratory tests on the AC coil contactors, the adjustable speed drives (ASD), the solar PV
inverters, the DFIGs used in wind turbines, etc. show that the PAJ during a voltage sag significantly
influences their operational performance [41, 42, 63-66]. A large PAJ may cause oscillations in the DC bus
voltage and high transients in the rotor current exceeding the safety limits of the DFIG system [42, 66].
Further, the correct size of the voltage sag mitigation devices, such as dynamic voltage regulator (DVR),
also depends on the PAJ [67]. The inappropriate size of the storage devices used in DVR and unified powerquality conditioner (UPQC) may cause an error in voltage injection [67].
The PAJ characteristics is especially harmful to equipment, which requires the information of the voltage
angle, such as the thyristor firing angle determination to control the rectifier’s and converter’s outputs [63].
The thyristor firing angles are usually set relative to the supply voltage zero-crossings. The converter
controller usually receives the information of the voltage phase angle from a phase-locked loop (PLL).
Nowadays thyristor-based rectifiers and converters are widely used in small household appliances, mobile
phones, computers, switch-mode power supplies, television sets, light dimmers, and many domestic and
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industrial devices. Moreover, the power electronics converters are used in AC voltage controller, AC motor
drives, adjustable-speed drives, hybrid electric vehicles (HEVs) and high-voltage direct current (HVDC)
where converters are used. Due to slower response of the PLL, the converters do not get the immediate PAJ
information during a voltage sag that can result in an inaccurate thyristor firing angle.

2.4.6 IMPORTANCE OF THE MISSING VOLTAGE CHARACTERISTICS
Missing voltage is the difference between the voltage sag waveform and the reference sinusoidal wave [67].
The dashed red line in Figure 2-10 shows the missing voltage. The missing voltage is a very important
characteristic for the determination of the accurate size of the voltage sag mitigation device [68]. The
voltage sag mitigation device should inject the missing voltage in accordance with its original magnitude,
phase, and shape [67]. Therefore, if the size of the series voltage sag mitigation device is determined using
the RMS method, it may cause significant error in mitigation. The RMS calculation method has limitations
in quantifying the time-varying characteristics of voltage sag. If voltage sag causes a significant PAJ then
the required voltage injection will be different from the RMS magnitude. For the same amount of voltage
sag with different values of PAJ, the magnitude of the missing voltage is completely different. The
estimation of missing voltage using the analytical model has been described in Chapter 6.

2.4.7 IMPORTANCE OF THE POINT-ON-WAVE CHARACTERISTICS
The POI on the voltage waveform, at which the voltage sag begins, is sometimes referred to as the POW
characteristics [16]. The term, however, can be used to describe the POR of the voltage sag waveform. The
POR is the phase angle of the fundamental voltage wave at which the voltage waveform returns to its
reference wave. The information of the POW characteristics is very important for designing sensitive
equipment and for the selection of testing parameters against voltage sag. Moreover, from the voltage sag
start time and end time, the actual voltage sag duration can be estimated. In Figure 2-10, the POI and POR
of the voltage sag waveform are marked as 𝜙𝑖 and 𝜙𝑟 respectively. Both of the inception and recovery
phase angle can be determined by comparing the reference waveform and during-sag waveform and then
capturing the points at which the waveform deviates from the reference wave [40].

A) INFLUENCE OF POW CHARACTERISTICS ON ACTUAL VOLTAGE SAG DURATION
In addition to the detection of the voltage sag POI and POR, the sag duration can also be calculated precisely
from the POW of the voltage sag waveform. Figure 2-11 (a) and Figure 2-11 (b) shows two voltage sag
waveforms with POI of 90° and 0° respectively. It is observed that the voltage sag duration (Δt) calculated
using the POW characteristics is 45.05ms for the 0° POI and 54.44 ms for 90° POI, which are longer than
the expected fault clearing time (40ms or two cycles in both cases). In Figure 2-11(c), the RMS voltages
RMS voltages are calculated over one cycle running window length two waveforms. The voltage sag
durations are calculated at the point where the RMS voltage drops below 90% of the nominal value. It is
shown that the RMS sag duration for the voltage sag with 0° POI and 90° POI is 59.2ms and 60.36ms
respectively, which are even longer than the sag duration measured using the POI and POR as shown in
Figure 2-11(a) and Figure 2-11(b).
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B) IMPACT OF POW ON THE EQUIPMENT
The actual timing of the POI and POR of the voltage sag can significantly influence the performance of
equipment, especially the actively controlled devices that rely on the timing information from the
waveforms, e.g. DC motor drives, which employ controlled thyristors connected to the AC line [35]. The

Figure 2-11 Measurement of voltage sag duration from POW and RMS method.

most severe impact of the POW characteristics is the occurrence of high inrush current during the
restoration of the nominal power supply conditions [49]. The timing of the POI and POR of the voltage sag
plays an important role in the unintentional tripping of the industrial process during the voltage sag events.
This has been confirmed by the tests carried out on the electromagnetic contacts, which have been tripped
off at different voltage sag magnitudes, durations and different POIs and PORs [69, 70]. The sensitivity of
the electromagnetic contacts and relays, induction machines and transformers on the POIs and PORs of the
voltage sag has been reported in [42, 70-72]. These test reports show that some equipment, such as AC
contactors, actively controlled switches, and relays may trip for different starting POWs of the voltage sag.
In [70], the experimental results show that for the same magnitude of voltage sag signals, the activation of
the electric and magnetic contact can vary depending on the POIs of the voltage sag. The AC contact
engages up to 30 ms if the voltage depth is 90V RMS and the POI angle is 0°. However, it sustains only 12
ms if the POI angle is 90° with the same voltage depth. In terms of the sag duration, it was reported in [70]
that all the activation of the AC contacts occurred well before the end of the voltage sag. This means that
the sag duration has no influence on the behavior of the sensitive equipment in response to voltage sag
sensitivity at different POIs.
Further, EPRI [72] reported that the AC contacts are sensitive to POI occurring at 90° for sag duration
shorter than 4-5 cycles. On the other hand, for the voltage sag with POI occurring at 0° the contacts were
generally activated before the end of the voltage sag with the duration greater than 5 cycles. Relays and
motor starters were also found to be vulnerable to different POIs of the voltage sag signal.
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In addition, POW characteristics may also cause transformer saturation [48] high transients in motor starting
torque [73], speed loss in induction machines [48], and oscillations in rotor currents and DC link voltage of
DFIG based wind turbines [42]. The authors in [42, 48, 49] have investigated the sensitivity of transformer
and induction machines on the POI of the voltage sag. The study in [48] shows that the high inrush current
at the recovery point of voltage sag can produce transformer saturation. If the sag is symmetrical, the timing
of the POIs will have a very low impact on the current peak and almost zero influence on the torque peak
and speed loss [49]. Conversely, when the fault is unsymmetrical, the timing of the POIs will affect the
current and torque peaks largely. Reference [42] has reported that the timing of the POIs of the voltage sag
for asymmetrical faults can have a significant impact on the rotor current and the dc-link voltage of a DFIG.
Most of the existing literature on voltage sags reported on the equipment sensitivity to the timing of the
POI and/or POR of the voltage sag. However, the reason why the equipment is sensitive to some POIs of
the voltage sag while insensitive to other POIs remains to be explored. This requires further insight into the
POI and POR characteristics.

2.5 REVIEW

ON THE

EXISTING ANALYTICAL METHOD

FOR

POINT-ON-

WAVE AND DURATION OF VOLTAGE SAG
The phase angle of the start of the voltage sag is defined as the point-on-wave in IEC 61000-4-30 [16],
although the term “POW” is used to define both the starting and ending points in [17, 40, 74]. Nevertheless,
the impact of the POW on some sensitive equipment is unavoidable, which is confirmed by the voltage sag
immunity tests on several pieces of equipment and most of the test results are recognized by the standards
[16, 18, 35]. Although several devices are found to be sensitive to POW characteristics of the voltage sag,
the reasons behind the equipment sensitivity to these parameters are still not well identified or analytically
proven. The IEEE standard 1346 [34] even recommends excluding the POW parameters in the compatibility
evaluation of equipment. Hence, the reasons behind the equipment sensitivity to these parameters are
neither well defined nor analytically proven. There are analytical expressions for the estimation of voltage
sag magnitude and phase angle shift [24]. However, there are no analytical expressions for the estimation
of the voltage sag duration, despite both the magnitude and the duration are considered as fundamental
parameters of voltage sag. The analytical expressions of the voltage sag recovery angle are given in [43],
but a rigorous test was not carried out. Also, the voltage sag starting angles were not considered in the
analysis [43]. The standard measurement and testing procedure for the POW characteristics of voltage sags
are yet to be developed. An extensive investigation at the start and end of voltage sag is very important to
calculate the actual sag duration accurately [59, 60]. If a fault occurs at transmission network, it propagates
to the distribution system and cause voltage sag into a large area. This may disconnect many loads from the
network making the system unstable. Therefore, this may lead to a large black out if the voltage sag stays
for a long time. Therefore, the protection fault clearing time is critical parameter for voltage sag analysis.
The normally used protection systems are distance and differential protection with the activation time to
clear the fault ranges from 50 to 300 ms (2.5 to 15 cycles). At the lower voltage levels, the method of
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protection is mainly the time-inverse overcurrent relays with the fault-clearing time ranges from 200 to
2000 ms (10 to 100 cycles). In this section, the importance of PAJ, missing voltage and POW characteristics
and their influence on equipment are explained. The impact of the POW on voltage sag duration has also
been explained in this section. It has been shown that the voltage sag duration calculated using the RMS
method be very different from that calculated using the waveform measurement. For a comprehensive
voltage sag testing, measurement and mitigation, the following sensitive parameters need to be considered:
(a) The voltage sag magnitude (b) the sag duration (c) PAJ (d) POW (e) missing voltage
The waveform characteristics of the voltage sags are often missing in the existing standard RMS method
of the voltage sag measurement. Hence, a new waveform decomposition tool is required for the calculation
of all voltage sag characteristics obtained from the PQ monitoring devices. The next section will present a
detailed review of the available literature related to the advanced signal processing methods.

2.6 REVIEW ON THE EXISTING SIGNAL PROCESSING METHODS USED FOR
THE ANALYSIS OF VOLTAGE SAGS EXTRACTED FROM THE PQ MONITORS
A wide variety of signal-processing tools can be employed for the automatic abnormality detection and
suitable features extraction of the power quality data. Among them, the RMS method for the measurement
of magnitude and duration, and the FFT for the measurement of phase angle are recommended in standards
[16, 38]. Although, these two methods are widely adopted in the instruments designed to measure PQ
parameters, both of the methods suffer from several drawbacks including dependency on the window
length, delay in event detection, spectral leakage and loss of time information [29, 62, 75, 76]. The shorttime Fourier transform (STFT) is an improvement of the FFT technique [77], however, the performance of
the STFT method depends on the choice of the window and there is a compromise between frequency and
time resolution [78]. Therefore, the signal processing tools based on different principles have been explored
over the past decade, with the purpose of overcoming the above limitations. The state-of-art PQ data
analysis methods are discussed in [79].
The major limitations of the advanced signal processing methods are summarized in [80]. A detailed
performance analysis of generalized likelihood ratio test (GLRT), RMS, Kalman filter (KF), wavelet
transform(WT), peak voltage, missing voltage, in terms of detection accuracy, timeliness, algorithm
complexity, etc. are given in [75]. The results in [75] show that each of the methods has a considerable time
latency for the detection of the PQ events. This delay would give erroneous results for POW and sag
duration. Similar to STFT, WT uses some special window functions referred to as mother wavelets, such
as Daubechies or Morlet wavelets in order to concentrate a section of the signal [78]. However, the success
of identifying the PQ events of WT based methods depends on the choice of the mother wavelet, the number
of decomposition level and characteristic sub-bands. Moreover, there are varying spectra leakages in subbands [80] of some improved WT (e.g. WPT and DWPT).
The ST is an extension of the wavelet transform [81-83], which is based on a moving and scalable localizing
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Gaussian window [83]. ST needs a long mathematical calculation even for a short data series and generally
is not suitable for real-time applications [76] where fast response is required in order to protect the sensitive
equipment. In addition, the Gaussian window function of ST is not flexible, which will lead to inaccurate
results in some cases [76]. The KF and the Extended KF are mathematical state-space model-based tools,
which are used as the alternative tools for the detection and analysis of PQ in power systems [84-88]. The
detection properties and the accuracy of KF, however, depend both on the model of the system used and
the characteristics of the voltage sag [86]. KFs can provide amplitude, frequency, and phase estimation of
the fundamental wave and harmonic, but KFs cannot estimate the exact point-on-wave of transient
disturbances due to delayed response to the disturbances [76].
HHT is a recently developed signal decomposition method for both stationary and non-stationary signals,
which is a combination of the well-known Hilbert spectral analysis (HAS) and empirical mode
decomposition (EMD) developed by Huang et al. [89] HHT is a multiresolution adaptive method specially
designed to analyze complicated data from any nonstationary decomposition method is completely
nonlinear systems [90]. This is a data-driven, adaptive, and less mathematically complex technique.
Therefore, it is highly efficient time–frequency-domain analysis tool. HHT has a wide range of applications
in geophysics, processing for bio-medical, image decomposition [91] of complex data from a nonlinear
system during the frequency variations and in the presence of noise [76, 80, 92-97]. In power systems, the
HHT method has been applied for intermittent earth fault detection, to classify power quality waveforms,
for voltage sag detection, to analyze oscillations within the area [92, 93, 98-100] and much more
applications in the power system can be found in the literature. In the existing literature, the application of
HHT has been explored for the detection and classification of different PQ events. Once, different PQ
events are separated from the PQDs, each of the PQ events can be further classified into sub-classes
depending on several characterization parameters. Voltage sag is the time-variant non-stationary event,
which is considered as the most common PQ problems due to the higher frequency of occurrence with a
consequence of higher economic loss. Due to the limitations in existing approaches, none of the methods
found promising for estimation of all characteristics of the voltage sags [17, 74].
Hence, this thesis proposes the application of the HHT for the detection and characterization of the timevariant parameter of voltage sag from PQDs. There were only two minor problems in the earlier HHT
method associated with the EMD: mode mixing and edge effect problems, however, these two problems
have been addressed in for PQ event classification [92, 93] by a simple iterative process. The mixed-mode
issues are usually due to the components of the signal having very close frequencies, which are not usually
experienced in a voltage sag situation. The edge effect has been solved by ignoring 10% of the data at the
beginning and at the end by observing the instantaneous frequency.
As a part of the initial analysis, we have investigated some features such as voltage sag magnitude, POW
and phase angle jump, and sag duration and sag type. Initial measurement has shown that the HHT method
gives an accurate detection of the voltage sag starting and ending time and accurately calculates the voltage
magnitude and PAJ [62] with respect to time with better accuracy than the RMS or the FFT method [29].
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However, similar to FFT, the HHT method shows overshoots and undershoots at the transition areas due to
the Gibbs phenomenon for some signals [92]. This will lead to inaccuracy in the measurement of the singleevent characteristics of voltage sag if the oscillations are included in the measurement [29, 62], and [61].
One-way to solve this problem is to exclude the transition areas from the recordings [29, 61]. This requires
an automatic segmentation method. It is mentioned in [29] that, there is no acceptable method for automatic
detection of the transition segment. In [29] and [61], transition segments are detected visually, which may
influence by human observation error. In [84], [15] and [101] automatic segmentations are performed by
setting a fixed threshold value to locate the transitions segments, but the boundary detection of transition
segments is deeply influenced by the threshold value.
References [85, 102, 103] have proposed an adaptive method for the detection of the transition segments
based on KF. The limitations of KF in accurate detection of POW are mentioned earlier. In [104], another
adaptive segmentation method based on singular value decomposition (SVD) is proposed. This method
calculates the sag depth, mean square error (MSE), and entropy of each signal for the calculation of the
adaptive threshold value. Along with the limitations of the applied signal decomposition method, the aboveproposed segmentation methods need additional tools in addition to the signal-processing algorithm in order
to set the detection threshold. This will again increase the computational complexity of PQD analysis.

2.7 REVIEW ON THE EXISTING VOLTAGE SAG MITIGATION METHODS
2.7.1 MITIGATION OF VOLTAGE SAG USING DVR
One of the common solutions for voltage sag problem is Static Series Compensation (SSC) devices,
commercially known as the dynamic voltage regulator (DVR) [105]. DVR is a waveform-synthesis device
based on power electronics that injects the missing voltage in series directly into the utility primary
distribution line by means of a set of single-phase insertion transformers [106]. In addition to the injection
of the missing voltage, DVR operates to maintain the load supply voltage at its rated value at steady-state
condition. To do so, DVR needs to exchange active and reactive power with the surrounding system. At
present DVR is used worldwide for mitigation of voltage sag problems [107]. Due to the fast dynamic
response and capability to improving the voltage sag with a large magnitude drop, the DVR is the best
option for the customers to protect the sensitive equipment during voltage sag. However, the amount of
voltage support from DVR is dependent on the capacity/size of the storage devices that provides the
additional voltage support through the DVR during the voltage sag [108]. Hence, high capacity will make
the DVR bulkier and costlier. In addition, DVR has limitation to restore the voltage level if the voltage sag
duration is very long [109]. In [110], an MW Class superconducting magnetic energy storage (SMES) based
(DVR) system is used for improving transient voltage quality. Also, SMES is used in [111] as energy
storage in a kW-Class dynamic voltage restorer.
The response of DVR mostly depends on the applied control technique used for inverter switching. If active
power is to be injected into the load from the DVR, it needs to be sourced from an energy resource.
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Depending on the source of energy, the DVR scheme can be divided into two configurations: the SES and
the LES [68]. Using the LES approach, the missing energy from the healthy part of the grid supplies the
energy to produce the missing voltage to compensate the voltage sag without the need for any external
energy source whereas in the SES approach, an external energy storage system supplies the energy [14,
108, 109, 112, 113]. The SES approach can mitigate very deep voltage sags for a very short duration
depending on the capacity of the energy storage devices. For a longer duration, it requires larger storage,
which will make it bulkier and costlier. Conversely, the LES approach can reduce the mitigation cost
significantly, as no storage is required. However, it can only compensate the sag provided that the required
energy is available in the system. There is always some power present during voltage sag and other PQ
events except for the voltage interruption. The LES approach is the most simple and cost-effective solution
for the PQ problems.
In DVR the injected voltage is provided either by a voltage source inverter or current source inverter or
impedance source inverter (ZSI) [105]. The injected voltage is provided by either a VSI or CSI or ZSI . The
configuration of the CSI and VSI differs only by a passive component. CSI uses an inductor while VSI uses
a capacitor in the dc link. These passive energy storage components are used to minimize the ripples in the
DC bus voltage of the inverter. However the large series inductor of the CSI make it is more reliable [114]
and fault-tolerant than VSI. The series inductor of CSI limits the rate of rising of current during a fault. The
features of CSI are simple structure, low switching dv/dt [115], direct input current control [116] and simple
AC filtering structure [117-119]. These features promote the applications of CSI in high and medium power
applications especially for the power conditioning systems of the superconducting magnetic energy storage
system, induction motor drives, fuel cell system, electric vehicles, and grid-connected renewable energy
sources [116-118, 120-122]. The missing voltage injection by DVR is controlled by controlling the gate
pulse of the inverter.
The only disadvantage of CSI is that its output current contains harmonics. The PWM methods show
excellent performance in harmonics reduction from the inverter output [123]. However, a typical six-switch
CSI is not suitable for PWM switching pattern, because the CSI continuous flow of current must be
provided by the switching methods to avoid an open circuit condition. To do so at any instant of time one
top switch and one bottom switch of the inverter leg must always be ON [124]. This usually results in the
absence of PWM in the center 60° of each half cycle [124]. To fulfill the operational conditions of CSI,
different types of modulation scheme such as selective harmonic elimination (SHE) in [125], carrier-based
sinusoidal PWM (CSPWM) [126] and space vector modulation (SVM) [127-129] are proposed in the
literature. However, the above modulation techniques are not so straightforward and require complex
switching logic [121]. Several multilevel topologies also proposed to improve the limitations of CSI [130132]. However, multilevel inverter topology also increases the number of switches and complexity in the
control circuit. A simple and easily implementable DSDM for online control of CSI was investigated in
[123] in order to improve the input power factor and harmonics of a three-phase rectifier load It was shown
in [123] that DSDM method can reduce the THD from 25% to 14% at near unity pf using simple and less

55 | P a g e

component for CSI circuit. The performance of DSDM controller also investigated for VSI in [133, 134].
This research aims to find a cost-effective solution for voltage sag mitigation. Hence, a new method based
on DSDM to control the power electronic switches of a CSI of a DVR will be developed.

2.7.2 MITIGATION OF VOLTAGE SAG USING DG COORDINATION
Voltage sags can be caused by faults in the power systems, the connection of large industrial loads or the
starting of large induction motors Previous research studies primarily focused on voltage sag because of
power system faults, and only a few studies focused on investigating voltage sags due to IM starting [22,
98, 135-143]. Usually, large motors are directly connected to the supply line and the DOL type starting
method is widely used in order to acquire variable speed, operational simplicity, and reduced cost. A high
amount of reactive power is drawn from the grid during the DOL start of induction motors. As a result, the
starting current required to produce starting torque can vary from 5 to 8 times of the full load current, which
creates a voltage sag at the motor terminal. Around 60%–80% of the world’s electricity is used for running
induction motors in domestic and industrial appliances [135], which means the frequency of occurrence of
motor starting sag is higher compared to the fault-induced sag and thus making the cost of mitigating motor
starting sag higher. In the past, the power injected by DGs was generally curtailed during abnormal
operation, however, the current grid codes require these generators to remain connected and support the
grids. This makes DG an ideal candidate to minimize the voltage sag.
The interest in the application of superconducting devices for limiting fault current and improving voltage
quality in power systems is growing rapidly [110, 111, 144-148]. Superconducting fault current limiter
(SFCL) is applied for improving the fault ride-through capability of DFIG-based wind turbines in [144146]. Also, SMES is used in [111] as energy storage in a kW-Class dynamic voltage restorer. SMES has
been applied for grid code compliance of the wind/photovoltaic generation system [147] and for initial and
steady voltage sag compensations in [148].
Ongoing research works show that DG can be utilized for improving the power quality, especially for shortterm voltage support, which is very useful during transient events, i.e., short circuits or switching operation
of the large load [149, 150]. Besides generating real (P) power, DG units are capable to provide reactive
(Q) power injection, voltage sag compensation, and harmonic filtering [151]. Therefore, many countries
have updated their grid code for the DG connection requirement to allow a LVRT capability. The code
requires DG to be connected to the network without violating system protection constraints during system
contingency so that system stability can be maintained by injecting real and reactive power with respect to
system condition. For the wide stability of the power system, the coordination of DGs is essential and
extremely important [137]. Various types of DG schemes are presented in [22, 137, 138, 151-159].
However, the control of multiple DGs to support voltage restoration during IM starting has not been
discussed in detail in the literature. It is important to provide a feasible method for mitigation of voltage
sag during IM start with the support of multiple DGs around the IM. It is to be noted that in recent times,
DGs are also being used for voltage support.
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2.8 SUMMARY
This chapter describes the various methods used for the analysis of the voltage sag and means of
determining its characteristics and its impact on an electrical network. This chapter summarizes the
drawbacks of the existing approaches, as follows:
a)

Two important characteristics of the voltage sag: the phase angle jump and the point-on-wave are
not yet included in the estimation, reporting, and testing process even though these are some types
of equipment are found to be very sensitive to them. In addition, these parameters are not typically
reported in the voltage sag survey. Moreover, the information about these characteristics is not
present in the recorded voltage sag database.

b) PAJ is especially harmful to the thyristor phase-controlled equipment. The POW at the starting of
the voltage sag causes problems for many types of equipment, especially for electromagnetic
relays and contactors. Any short-term disruption of this equipment can cause a large industrial
process to trip resulting in a significant loss in production.
c)

The RMS measurement method cannot extract the POW and PAJ.. Most of the existing signal
processing methods suffers from difficulties in dealing with a non-stationary signal like voltage
sag.

d) The sudden change of voltage sag magnitudes and phase are not instantly detected by most of the
existing methods. The measurement of the voltage sag PAJ versus time sows overshoots and
undershoots at the transition area. This will give an error in the measurement of the single value
PAJ. The transition areas contain the timing information of voltage sag starting and ending. Due
to the instability, the measurement of the POW from the monitoring data will give the wrong value.
e)

The voltage sag duration calculated from POW characteristics significantly differs from the
expected duration and the duration measured from the RMS voltage sag versus time plot.

f)

There is no analytical method for the prediction of the POW characteristics and actual sag duration
using the network parameters.

g) The existing mitigation methods are expensive and need additional storage devices to support the
system dusting the fault and other system contingencies.
h) Existing resource in the electrical network such a remaining voltage in the affected and unaffected
phases can be utilized to help the equipment to be connected with the network during voltage sag.
i)

In the DG embedded network, multiple DGs can be utilized in a coordinated manner to mitigate
the voltage sag problems.
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Chapter 3 ANALYSIS OF VOLTAGE SAG: AN
ANALYTICAL APPROACH
3.1 INTRODUCTION
This chapter is written based on Paper- I, Paper- II, and Paper- III. This contribution of this chapter is to
develop a new comprehensive analytical prediction algorithm for estimation of the voltage sag duration in
terms of voltage sag inception and recovery angles, which are commonly known as point-on-wave. The
proposed algorithm is validated with synthetic and simulated voltage sag waveforms obtained from a real
Australian distribution network [160] and the IEEE 15-bus test network modelled in MATLAB. Finally,
four recorded voltage waveforms are tested to verify the accuracy of the proposed method. The impact of
the load harmonics on the proposed method has also been investigated, and the simulation results from a
simplified network and from a recorded waveform show that load harmonics have a negligible impact on
the results.
The chapter is organized as follows: Section 3.2 shows the development of the analytical formulae for the
estimation of the POW characteristics of the voltage sag. Section 3.3 describes the proposed algorithm for
the classification and characterization of voltage sags using POW. Section 3.4 describes the impact of POW
on voltage sag duration. Section 3.5 presents the test and the validation of the proposed algorithm using
simulations of fault-induced voltage sags in two typical distribution networks. Section 3.7 gives the results
of validation with recorded Test Waveforms of IEEE 1159.2 Working Group [19] and EPRI [20]. Section
3.8 shows the estimation of actual sag duration using POW characteristics. Section 3.9 the test results where
the load contains harmonics. Finally, Section 3.10 summarizes the outcomes of the proposed analytical
method.

3.2 DEVELOPMENT OF THE PROPOSED ANALYTICAL APPROACH
Voltage sags are due to short-duration increases in current elsewhere in the power system. The main causes
of voltage sags are faults, motor starting, starting of large load and transformer energization. Most maloperations of end-user equipment are associated with voltage sags due to faults. To explain a fault induced
voltage sag event, consider a simplified single-phase voltage divider model [24] of power system consisting
of a source impendence, 𝑍𝑠 and a feeder impedance, 𝑍𝐿 as shown in Figure 3-1. Figure 3-1 (a) gives the
single line diagram of the radial network. Figure 3-1 (b) gives the Thevenin equivalent model during a
three-phase-to-ground fault occurred at a point  along the line of Feeder A. The fault creates a large current
flowing throughout the network until the faulted line is disconnected from the system. Different types of
protective devices usually do this after allowing a certain time delay for possible automatic restoration.
During the delay time of the activation of the protective devices, the fault current creates voltage sag at
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PCC and other neighboring feeders throughout the network. The POW characteristics of voltage sag refer
to two points on the waveform at the start and at the end of the fault. The behavior of the voltage and the
current at the fault starting and fault clearing instances can be explained with the transient phenomenon of
the closing and opening a circuit [161].

Figure 3-1 Simplified voltage divider model of a radial power system network.
(a) Single line diagram. (b) Thevenin equivalent model during a three-phase-to-ground fault.

3.2.1 THE POINT-OF-INCEPTION OF VOLTAGE SAG
The RMS definition of voltage sag allow us to analyze the event after the voltage drop below a certain level
(0.9 pu). However, the POI characteristics can be obtained at the starting time of fault when a large amount
of current suddenly appears in the network. The voltage angle at the voltage sag inception point is given
as:
(3-1)

𝜙′𝑖 = 𝜔𝑡′𝑖

Here 𝑡′𝑖 is the fault starting time,  is the angular frequency, and 𝜙′𝑖 is the POI of the voltage sag, which
can be any angle between 0° and 360° depending on the instance of time when the fault occurs. The instance
of occurrence of the fault can be at any point within a cycle. The magnitude of the final or the steady state
fault current depends on the fault impedance and the POI angle. At the instance when the fault occurs, the
fault current can cause high transients, which can also be analyzed using the transient expression of the
fault current. The fault-starting phenomenon resembles the switch closing operation or energizing an ac
circuit as shown in Figure 3-1 (b) by representing the transmission line as a combination of a series
resistance and inductance considering the line impedance after length  is relatively high. The source is
assumed to have a negligible impedance compared to line impedance. We assume the following parameter
to derive the analytical expressions of POW characteristics:
|𝑍𝑇 | = |𝑍𝑠 + 𝑍𝐿 | = √𝑅𝑇 2 + 𝐿 𝑇 2 𝜔 2

is the total impedance.

𝛼𝑓

is the angle of 𝑍𝑇 .

𝛼𝐿

is the angle of load impedance, 𝑍𝐿

𝑍𝐿

is the total line impedance from PCC to fault location, .
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𝑍𝑠

is the source impedance.

𝑅𝑠

is the source resistance.

𝑅𝑇 = 𝑅𝑠 + 𝑅𝐿

is the total resistance.

𝐿 𝑇 = 𝐿𝑠 + 𝐿𝐿

is the total inductance.

𝑅𝐿

is the line resistance.

𝐿𝑠 𝑎𝑛𝑑 𝐿 𝑇

are the source and line inductances respectively.

𝜎𝑇 = 𝑅𝐿 /𝐿 𝑇

is the ratio of resistance and inductance.

𝜃 = 𝜃𝑣 + 𝛿

is the phase angle.

𝜃𝑣

is the initial voltage phase shift.

Let the fault occurs at time 𝑡′𝑖 . The following Ordinary Differential Equation (ODE) gives the transient
equation of the fault current.
𝑣𝑠 (𝑡) = 𝑅𝐿 𝑖𝑓 (𝑡 − 𝑡′𝑖 ) + 𝐿 𝑇

𝑑𝑖𝑓

(3-2)

𝑑𝑡

here , 𝑡 ≥ 𝑡′𝑖
The voltage at the PCC is
𝑣𝑃𝑐𝑐 (𝑡) = 𝑅𝐿 𝑖𝑓 (𝑡 − 𝑡′𝑖 ) + 𝐿𝐿

𝑑𝑖𝑓

(3-3)

𝑑𝑡

The solution of the above ODE for 𝑣𝑠 (𝑡) = 𝑉𝑠 𝑠𝑖𝑛(𝜔𝑡 + 𝜃) is
𝑖𝑓 (𝑡) =

𝑉𝑠
|𝑍𝑇 |

[𝑠𝑖𝑛(𝜔(𝑡 − 𝑡′𝑖 ) + 𝜔𝑡′𝑖 + 𝜃 − 𝛼𝑓 ) − 𝑠𝑖𝑛(𝜃 − 𝛼𝑓 − 𝜔𝑡′𝑖 ) 𝑒 −𝜎𝑇 (𝑡−𝑡𝑖) ]𝑢(𝑡 − 𝑡′𝑖 )

(3-4)

Here 𝑢(𝑡) is the unit step function and 𝜙𝑖 = 𝜔𝑡′𝑖 + 𝜃 .
Substituting 𝑖𝑓 (𝑡) in (3-3) and differentiating, we obtain the PCC voltage after the fault:

𝑣𝑃𝑐𝑐 (𝑡) = 𝑉𝑠

|𝑍𝐿 |
[𝑠𝑖𝑛(𝜔(𝑡 − 𝑡 ′ 𝑖 ) + 𝜔𝑡 ′ 𝑖 + 𝜃 + 𝛼𝐿 − 𝛼𝑓 )
|𝑍𝑇 |
′

− 𝜎𝑇 sin(𝜃 + 𝛼𝐿 − 𝛼𝑓 − 𝜔𝑡 𝑖 ) 𝑒

−𝜎𝑇 (𝑡−𝑡 ′𝑖 )

(3-5)
′

]𝑢(𝑡 − 𝑡 𝑖 )
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Note that, 𝑖(𝑡′𝑖 ) = 0 because the inductor current must be continuous. The first term in (3-5) is the steadystate value of the fault current and the second term gives the transient term, which will exponentially decay
depending on the system impedance ratio, 𝜎𝑇 . The second term, however, is an important term to help to
explain the POW phenomenon of the voltage sag. Notice that this transient term contains the voltage angle
𝜙𝑖 and the fault current angle 𝛼𝑓 and these angles will determine the initial condition of the fault current
magnitude. Figure 3-2 shows the current magnitudes for different starting times of voltage sag with different
value of 𝜙𝑖 .

Figure 3-2 Magnitude of fault current transients obtained for different POI angles.

Note that at 𝑡′𝑖 = 0 the transient term is equal and opposite to the steady state term, hence the fault current
always starts from zero. If the fault occurs at time 𝑡′𝑖 when 𝜃 is equal to the fault current angle, 𝛼𝑓 , then
there will be no transient and the fault current will contain only the steady state term. If the fault occurs at
𝜋

a time when (𝜙𝑖 − 𝛼𝑓 ) = ± , then the fault current will give the maximum initial condition for the fault
2

current. Thus, the POI plays an important role in determining the initial fault current, which needs to be
considered for any equipment sensitivity test against voltage sag. In steady state the transient decays to
zero, and the PCC voltage is given by,
𝑍

𝑣𝑃𝑐𝑐 (𝑡) = [|𝑍 𝐿| 𝑉𝑠 [sin(𝜔(𝑡 − 𝑡′𝑖 ) + 𝜔𝑡′𝑖 + 𝜃 + 𝛥𝛿)]𝑢(𝑡 − 𝑡′𝑖 )]
𝑇

(3-6)

Here, 𝛥𝛿 is the phase angle jump.
The argument of the PCC voltage shows a change in the voltage phase angle after the fault, which is known
as the phase angle jump. Depending on the system X/R ratio, the PAJ can be negative or positive [9]. The
PAJ can be calculated as follows:
𝑋

𝑋𝐿 +𝑋𝑠

𝑅𝐿

𝑅𝐿 +𝑅𝑠

𝛥𝛿 = 𝑎𝑡𝑎𝑛 ( 𝐿 ) − 𝑎𝑡𝑎𝑛 (

)

(3-7)

Alternatively, the PAJ can be obtained as follows:
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(3-8)

𝛥𝛿 = 𝛼𝐿 − 𝛼𝑓

Figure 3-3 shows an ideal voltage waveform (dashed line) with zero initial phase shift(𝜃 = 0°) followed
by the voltage sag waveform (solid line), caused by a short circuit event at time 𝑡′𝑖 . The short-circuit fault
current of angle, 𝛼𝑓 , is shown by the thin dotted line. In Figure 3-3, it is shown that after the fault is started
there is a phase shift in the voltage sag waveform from the ideal voltage waveform. This phase shift in the
voltage waveform is known as the PAJ, which is shown by ∆𝜹 . Figure 3-3 shows a negative PAJ.

3.2.2 THE POINT-OF-RECOVERY OF VOLTAGE SAG
The voltage recovery instance resembles the phenomenon of opening a circuit [161]. After the occurrence
of the fault, it takes some time to clear the fault from the system. For fault–induced voltage sag, the recovery
occurs due to the interruption of the fault current by the switching devices such as the circuit breakers,
isolators, etc. The fault-clearing time of a protection relay can be divided into two different parts: the relay
operating time (including some intentional time delay needed for protection coordination) and the circuit
breaker interrupting time. The relay operating time is the time interval from the instant the fault is detected
(using different methods) until a tripping signal is sent to the circuit breaker. Typical fault clearing times
for different types of protective devices and different voltage levels are given in [15] and [24] . The circuit
breaker interrupting time is the time it takes for the circuit breaker to completely interrupt the current. Note
that automatic or self-extinguishing faults are not considered as a source of voltage sag as of a very short
duration (less than a half cycle). Assuming that the expected fault clearing time of the protection system
is 𝛥𝑡ʹ, i.e after the starting of fault 𝑡′𝑖 the fault is expected to be cleared from the system at time 𝑡′𝑟 followed
by an intentional time delay of 𝛥𝑡ʹ as shown in Figure 3-3. Hence the expected recovery time will be,
(3-9)

𝑡′𝑟 = 𝑡′𝑖 + 𝛥𝑡ʹ
where
𝛥𝑡ʹ is the expected fault clearing duration of a circuit breaker.
𝑡′𝑟 is the expected voltage sag recovery time.

Figure 3-3 Sinusoidal waveform characteristics of the voltage sag
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The steady state equations of voltage and current at the recovery time can be given by

𝑖𝑓 (𝑡) =

𝑉𝑠
[𝑠𝑖𝑛(𝜔(𝑡 − 𝑡′𝑟 ) + 𝜔𝑡′𝑟 + 𝜃 − 𝛼𝑓 )] 𝑢(𝑡 − 𝑡′𝑟 )
|𝑍𝑇 |

𝑣𝑃𝑐𝑐 (𝑡) =

|𝑍𝐿 |
𝑉 [sin(𝜔(𝑡 − 𝑡′𝑟 ) + 𝜔𝑡′𝑟 + 𝜃 + 𝛥𝛿)]𝑢(𝑡 − 𝑡′𝑟 )
|𝑍𝑇 | 𝑠

(3-10)

(3-11)

Here, 𝜙ʹ𝑟 = 𝜔𝑡′𝑟 + 𝜃 is the expected POR.
Ideally, the voltage should return to its normal value at time 𝑡′𝑟 . However, in a real network, the voltage
cannot recover to its normal value at 𝑡′𝑟 , as the fault current is not yet zero at this point. This is because the
fault current continues to flow through the arc formed between the two contacts of the circuit breaker and
the time it takes for this current to flow through the arc depends on different arc distinguishing techniques
of the circuit breaker [161]. Naturally, the fault current becomes zero at the zero-crossing points, and there
are two possibilities for the current to cross zero in a cycle. Ignoring the arc distinguishing process (which
may last for a few cycles), it can be assumed that, the voltage recovery may occur at the first current zerocrossing after the circuit breaker interrupts the current. As the starting point of the fault is random and can
be at any point on the cycle and the fault clearing delay time of the circuit breaker is fixed by some pre-set
value, so depending on the fault inception point, the recovery point may appear at the k th zero-crossing of
the fault current. The value of k can be determined accurately considering the starting points and the fault
clearing delay time. Let the additional time required for the zero-crossing of the fault current be, 𝜏 which
will give the actual voltage sag duration, 𝛥𝑡ˊ𝑟𝑓 and recovery time, 𝑡ˊ𝑟𝑓 as:
𝛥𝑡ˊ𝑟𝑓 = 𝛥𝑡ʹ+𝜏 = 𝑡 ′ 𝑟 − 𝑡 ′ 𝑖 + 𝜏

(3-12)

𝑡ˊ𝑟𝑓 = 𝑡′𝑖 + 𝛥𝑡ˊ𝑟𝑓

(3-13)

The actual recovery time, 𝑡′𝑟𝑓 is the time when the fault current 𝑖𝑓 will be equal to zero, i.e.

𝑖𝑓 |𝑡′𝑟𝑓 =

𝑉𝑠
[𝑠𝑖𝑛( 𝜔𝜏 + 𝜔𝑡′𝑟 + 𝜃 − 𝛼𝑓 )]𝑢(𝑡 − 𝑡 ′ 𝑖 ) = 0
|𝑍𝑇 |

⟹ 𝜔𝜏 + 𝜔𝑡 ′ 𝑟 + 𝜃− 𝛼𝑓 = 𝑘𝜋

⟹𝜏=

(3-14)

(3-15)

𝑘𝜋 − 𝜔𝑡 ′ 𝑟 − 𝜃 + 𝛼𝑓
𝜔

Here, 𝜏 is the delay from the actual sag duration. Hence, the actual sag duration will be,
⟹ 𝛥𝑡ˊ𝑟𝑓 = 𝛥𝑡+𝜏 = 𝑡 ′ 𝑟 − 𝑡 ′ 𝑖 + 𝜏

(3-16)
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Here 𝛥𝑡ˊ𝑟𝑓 is the actual voltage sag duration. Putting 𝜙𝑖 = 𝜔𝑡′𝑖 + 𝜃, the actual voltage sag
duration can be written as follows:

⟹ 𝛥𝑡ˊ𝑟𝑓 =

𝑘𝜋 − 𝜔𝑡 ′ 𝑖 − 𝜃 + 𝛼𝑓
𝜔

⟹ 𝛥𝑡ˊ𝑟𝑓 =

𝑘𝜋 + 𝛼𝑓 − 𝜙𝑖 𝑘𝜋 − 𝛥𝜙
=
≥0
𝜔
𝜔

⟹𝑘≥

𝜙𝑖 − 𝛼𝑓 𝛥𝜙
=
𝜋
𝜋

(3-17)

(3-18)

From (3-17) we find, 𝜔𝛥𝑡ˊ𝑟𝑓 = 𝑘𝜋 − Δ𝜙 ≥ 0. Remembering that 𝑘 is a positive integer, we can distinguish
three different cases using the value of 𝑘 depending on the following conditions:
1. Δ𝜙 = 𝜙𝑖 − 𝛼𝑓 = 0
𝑘≥

𝜙𝑖 − 𝛼𝑓 Δ𝜙
=
=0 ⟹ 𝑘=0
𝜋
𝜋

2. 0 < Δ𝜙 ≤ 𝜋
𝑘=1≥

Δ𝜙
>0 ⟹ 𝑘=1
𝜋

3. 𝜋 < Δ𝜙 ≤ 2𝜋
𝑘=2≥

Δ𝜙
>0 ⟹ 𝑘=2
𝜋

If −𝜋 < Δ𝜙 ≤ 0, then 𝑘 = 0 ≥

Δ𝜙
𝜋

> −1 ⟹ 0 = −Δ𝜙, but this will give the same answer as the

case 𝜋 < Δ𝜙 ≤ 2𝜋. The cases for Δ𝜙 ≤ 0 give the same answer as Δ𝜙 > 0, the only difference is a factor
of 2𝜋, which does not change the POR angle but will change the duration, which should be carefully
considered for the calculation of sag duration. Therefore, there are only three (3) possible cases. Putting,
𝜔𝑡′𝑟𝑓 = 𝜔𝜏 + 𝜔𝑡 ′ 𝑟 + 𝜃 in (3-15), we have the current zero-crossing angle :
𝜙ˊ𝑟𝑓 = 𝑘𝜋 + 𝛼𝑓

(3-19)

where: k =0, 1 or 2
Hence, the POR angle of PCC voltage will be found at,
𝜙𝑟 = ( 𝑘𝜋 + 𝛼𝑓 + 𝜃𝑡 )𝑚𝑜𝑑2𝜋

(3-20)

where: 𝜃𝑡 = 𝜃 + 𝛥𝛿
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3.3 THE PROPOSED ALGORITHM FOR DETECTION OF POINT-ON-WAVE OF
VOLTAGE SAG
The analytical expressions developed earlier can be applied to detect voltage sags based on their inception
and recovery points. The flowchart of the proposed algorithm for the classification and characterization of
voltage sag is shown in Figure 3-4.

Figure 3-4 Flowchart of the proposed classification algorithm

The proposed algorithm can determine the PORs for all symmetrical and asymmetrical sags. Depending on
the above three conditions, voltage sags are divided into the following three groups:
Group 1

0 ≤ ϕi ≤ αf

ϕr1 = αf + θt

Group 2

αf < ϕi ≤ (αf + π)

ϕr2 = αf + θt + π

Group 3

(αf + π) < ϕi ≤ (αf + 2π)

ϕr3 = αf + θt + 2π

The value of k depends on the voltage sag inception angle, 𝜙𝑖 . The value of k will be 0, if the voltage sag
inception angle 𝜙𝑖 is smaller than or equal to 𝛼𝑓. The value of k will be 1 if 𝜙𝑖 is greater than or equal to
𝛼𝑓 and smaller than (𝛼𝑓 + 𝜋). Again the value of k will be two if 𝜙𝑖 remains between (𝛼𝑓 + 𝜋) and (𝛼𝑓 +
2𝜋). Figure 3-5 describes the three groups of voltage sags that are in the range formed by the above three
points on the voltage sags in Phase-A assuming that 𝜃𝑡 = 0°. The voltage sag recovery points for the first
two groups stay on the same cycle, whereas for the third group, the recovery point shifts to the next cycle.
Therefore, to explain the POR for the three groups of voltage sags, two cycles are presented by the two
circles in Figure 3-5. The POR angles for the first two groups stay on the same cycle as shown in Figure
3-5 (a), whereas for the third groups of voltage sags, the POR point shifts to the next cycle as shown in
Figure 3-5 (b). Therefore, to represent the POR of the three groups of voltage sag, two vectors are presented
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for each phase. For example, for the first two groups of Phase-A voltages, the POR angles 𝜙𝑟1 and 𝜙𝑟2 will
be found at 𝜃𝑡 and (𝜃𝑡 + 𝜋) on the same cycle, which are shown in Figure 3-5 (a). The third POR angle,𝜙𝑟3 ,
however, will be found at (𝜃𝑡 + 2𝜋) (i.e. on the next cycle) as shown in Figure 3-5 (b).

Figure 3-5 Three groups of voltage sag. (a) 1st and 2nd
POR (b) 3rd POR

3.4 IMPACT OF THE POW ON VOLTAGE SAG DURATION
Using the POW of voltage sag, the actual voltage sag duration can be easily estimated. Let us analyze some
examples of voltage sag occurring at Phase-A. Let 𝛼𝑓 = 80°, 𝛥𝑡ʹ = 0.04𝑠, and there is no initial phase shift
or phase angle jump, which will give 𝜃𝑡 = 0. Figure 3-6 shows three voltage sag waveforms starting at
three different POI angles 0°, 81o and 261o. If the voltage sag starts at a time, when 𝜙𝑖 = 0°, the recovery
point will be found at 𝜙𝑟 =80°, when the fault current crosses zero as shown in Figure 3-6 (a). If the voltage
sag starts at a time when 𝜙𝑖 = 81o, the recovery point will be found at 𝜙𝑟 = 80°+180°, as shown in Figure
3-6(b). If the voltage sag starts at a time, when 𝜙𝑖 = 261o, the recovery point will be found at

Figure 3-6 The proposed algorithm is applied to produce synthesis voltage sag waveform to show
the impact of POW on sag duration.
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𝜙𝑟 =260°+180° as shown in Figure 3-6(c).
Figure 3-6 shows that, even though the fault clearing time for the above three waveforms are set as equal
(i.e., 𝛥𝑡ʹ = 0.04sec.), the actual sag durations are increased by 0.0044sec, 0.01sec and 0.01sec for the voltage
sag waveform, which starts when 𝜙𝑖 = 0°, 81° and 261° respectively. The sag duration is now 0.05 second
for the voltage sag starting with 81° and 261°. Notice that even though the POR angle for the voltage sag
starting with 𝜙𝑖 = 0° and 𝜙𝑖 = 261° are found to be same at 80°, the actual sag durations are different for
these two voltage sag waveforms. The actual sag duration for the voltage sag occurring when POI is at 0°
is (0.0044-0.04)/0.04 =11% higher than the pre-set sag duration (0.04ms at 50Hz) and the actual sag
duration for the other two voltages are (0.05-0.04)/0.04 =25% higher than the pre-set duration. This increase
in the sag duration could be harmful to sensitive equipment and can cause an unintentional tripping of the
industrial process during voltage sag events. Therefore, it is essential that the POW characteristics should
be considered during voltage sag compatibility test.

3.5 VALIDATION

OF THE

DEVELOPED ANALYTICAL METHOD

USING

VOLTAGE SAG WAVEFORMS FROM NSW 13-BUS TEST NETWORK
In order to validate the developed algorithm, the voltage sag events are simulated in MATLAB SimPower
system software. An 11kV, 13 bus radial distribution network as shown in the Figure 3-7 which is a small
part of a larger network of a Distribution Network Service Provider (DNSP) in NSW, Australia, the details
of the network can be found in [160]. In the standard practice, the fault is cleared from the system within
two to five cycles in order to protect the power equipment from damage and to maintain system reliability.
In this study, the fault clearing time is kept shorter, assuming that the fault is cleared within two cycles
(0.04s for a 50 Hz system) to clearly visualize the instantaneous features on the waveform together with
POI and POR. The four basic types of faults: three-phase-ground fault, single–

Figure 3-7 Radial Test Distribution Network in NSW, Australia[160].

line-to-ground fault, line-to-line fault and double line-to-ground fault are applied to Bus-4 and the results
are observed in Bus-2 for Type-A, Type-B, Type-C, and Type-E voltage sags described in [24]. Similarly,
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the results for Type-A and Type-D voltage sags are observed at Bus-12, which are at the voltage level of
0.4 kV after the ∇ − 𝑌 transformer. In case of two-phase-to-ground and three-phase faults, fault clearing
will take place in two or three steps, as each breaker pole clears the corresponding fault current at a current
waveform zero-crossing. In order to examine all possible POR points, the faults are simulated from 0° to
360° POI angles with 15° intervals. In addition, the sags are generated starting at the power factor (pf)
angle, the pf angle plus 180° and 1° before and after the above two points to justify the boundary angles of
the three groups of voltage sag as shown in Figure 3.4. The proposed classification algorithm is applied to
different types of voltage sag, such as Type-Aabc, Type-Bb, Type-Cc, Type-Da, and Type-Ec. The results are
presented in TABLE 3-I. The notations are defined in the footnote of the TABLE 3-I. The results show that the
proposed algorithm can successfully estimate the POR for any types of fault with or without the phase angle
jump, including phase shift effect of the transformer.

3.5.1 POW ANALYSIS FOR TYPE-B, TYPE-E AND TYPE-A SAG
A) ANALYSIS OF THE VOLTAGE WAVEFORMS
For Type-B voltage caused by Phase-A-to-ground fault the network parameters for Phase-A voltage
are: [𝜃𝑣 , 𝛿 , ∆𝛿, 𝛼𝑓 ] = [0°, 0°, 0°, 80°]. Figure 3-8 (a) shows the Type-B voltage sag observed at Bus-2 for
all possible POI angles. Figure 3-8 (a) clearly shows that there are three particular POR angles, which are
𝜙𝑎𝑟1 , 𝜙𝑎𝑟2 and 𝜙𝑎𝑟1 with 180° shift to each other. Figure 3-8 (b) shows the RMS plot of the voltage sag for
different POI angles. For all sags, the voltage magnitudes are found to be constant, but the sag durations
are not constant, rather they are seen to be increased for certain sags. The three groups of voltage sags are
classified as follows:
Group 1: The voltage sags in this group have POI angles between 0° and 80° and all the sag waveforms
have POR angle equals to 80°.
Group 2: The voltage sags in this group have POI angles between 81o to 260° and they have the same POR
angle at around 260°.
Group 3: The voltage sags in this group have the same POR angle as Group 1, except it is shifted to the
next cycle. In this group, the voltage sags with POI angle between 261° and 360° have the POR angle equals
to 80° which will be found to the next cycle (i.e. 360° + 80°).
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TABLE 3-I POI AND POR ANGLES FOR DIFFERENT TYPE OF VOLTAGE SAG
Sag Type

Phase

a

Aabc

b

c

𝛼𝑓

𝜃𝑡

80o

80

0o

o

240

80o

∆𝛿

0o

o

120o

0

o

0o

a

a

80

o

0

80 o

o

0

0o

o

-30 o

Cc
b

a

b

c

30o

240o

30o

150o

-116

0o

270o

50o

o

150

20 o

o

20o

-30

o

a

80

0

o

0

o

Ec
b

80

o

0

o

0

o

𝜙𝑟1

0o-80o

2

81o-260o

3

261o-360o

80o +3𝜋

o

240 -260

2

o

261 -80

3

81 o -240 o

1

120o-260o

2

261o-80o

3

81o-120o
0 -80

o

80 +𝜋

o

80o+2𝜋
80o +3𝜋
80o+𝜋
80o+2𝜋
80o +3𝜋

o

80

o

261 -360

3

81o-260o

1

-20 o -50 o

2

51 o -230 o

80o+𝜋
80o+2𝜋

o

50o
50o+𝜋
o

3

231 -360

1

270 o -290 o

2

291 o -110 o

3

111 o -240 o

1

30o-80o

80o+2𝜋
110o+𝜋
110o+2𝜋
110o+3𝜋
80o

o

80o+𝜋

2

81 -260

3

261o-30o

1

260o-320o

2

321o-320o+𝜋

3

141o-260o

1

120o-200o

2

o

o

2

o

o

80o+2𝜋
140o+𝜋
140o+2𝜋
140o+2𝜋
20°++𝜋

o

201 -200 +π
o

200 +π -120
o

o

1

0 -80

2

o

81 -260

3

261o-360o

1

240o -260o
o

𝜙𝑟3

80o+2𝜋

o

o

𝜙𝑟2

80o

1

3

o

𝜙𝑖

1

1

Ba

Dabc

Group

20°++2𝜋

o

20°++3𝜋
80

o

o

80o+𝜋
80o+2𝜋
80o+𝜋

o

2

261 -199

3

200o-360o

80o+2𝜋
80o+3𝜋

𝜙𝑟 = (𝜃𝑡 + 𝛼𝑓 + 𝑘𝜋); 𝛼𝑓 𝑖𝑠 pf angle;𝜃𝑣 is phase shift for transformer; ∆𝛿 𝑖𝑠 PAJ; Aabc(Type-A sag), Ba( Type-B sag in phasea), Cc(Type C sag in phase-a and phase-b); Dabc(Type D sag for propagation of Cc sag); 𝜙𝑟1 [19]
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Figure 3-8 Voltage sags for different POI angles for Sag B.
(a) Instantaneous voltages (b) RMS voltages

Figure 3-9 Voltage recovery Points for Sag Type-E

Type-E sag for double phase-to-ground fault amid Phase-A and Phase-B has six PORs at six instances of
time with each Phase-C containing three PORs for three groups of voltage sag which are plotted in Figure
3-9. The parameters [𝜃𝑣 , 𝛿 , ∆𝛿, 𝛼𝑓 ] for Phase-A and Phase-B voltage are [0°, 0°, 0°, 80°] and
[0°, 240°, 0°, 80°] respectively. Phase-A recovers at 𝛼𝑓 (i.e. at 80°) with no phase displacement, and PhaseB recovers at the same angle with 240° phase displacement from Phase-A, but as the current zero-crossing
point for Phase-B voltage occurs at 60° (𝑖. 𝑒. 240°- 180°) before the POR point of Phase-A voltage, the first
POR angle at Phase-B voltage is obtained at 𝛼𝑓 +180°(𝑖. 𝑒. 𝑎𝑡 260°).
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Figure 3-10 Voltage recovery points for Sag Type-A

For Type-A sag due to a three-phase-to-ground fault, the voltage sag recovery takes place in three steps.
Hence, there are nine possible POR angles found with three possible POR angles in each phase. Figure 3-10
shows the three groups of voltage sag for Type-A sag with nine possible POR angles 𝜙𝑎𝑟1 , 𝜙𝑎𝑟2 and 𝜙𝑎𝑟1
on Phase-A, 𝜙𝑏𝑟1 , 𝜙𝑏𝑟2 and 𝜙𝑏𝑟3 on Phase-B and 𝜙𝑐𝑟1, 𝜙𝑐𝑟2 and 𝜙𝑐𝑟3 on Phase-C voltages at nine different
instances of time. The power factor (pf) angle of fault current is measured as 80°. Therefore, the recovery
points are found at 80°, 260° and (80° + 360°) on Phase-A voltage, and the other phases follow the recovery
points in accordance with the POI groups as discussed earlier.

B) ANALYSIS OF THE CURRENT WAVEFORMS
In Figure 3-11 (a) and Figure 3-11 (b), the instantaneous current waveforms and the RMS of the current
waveforms are presented for Type-B sag at Phase-A for different POI angles. Unlike voltage sag
waveforms, the magnitudes of the current waveforms are found to be different for different POI angle of
voltage sags. The highest current magnitude is identified for the voltage sag with zero-crossing, i.e. for the
POI angles at 0°, 180° and 360°. On the other hand, for the voltage sag with POI angles remain near the
positive and negative peak (i.e. at 75o, ±90°and 255o), the current magnitudes remain at least 20% lower
than those of the zero-crossing inception of the voltage sag.

3.5.2 POW ANALYSIS FOR TYPE-C AND TYPE-D SAG DUE TO LINE-TO-LINE FAULT
For Type-C voltage sag due to a line-to-line fault between Phase-A and Phase-B. The network parameters
for Phase-A voltage are: [𝜃𝑣 , 𝛿, ∆𝛿, 𝛼𝑓 ] = [0°, 0°, −30°, 80°]; and [0°, 240°, 20°, 30°] for Phase-B. The
fault currents in both phases become zero at the same instance of time. Hence, Type-C sag has single
recovery step and six POR angles at three instances of time for all possible voltage sags. Figure 3-12 shows
the voltage sag waveforms for a Phase-A-to-Phase-B fault. The POR angles are marked as 𝜙𝑎𝑟1 , 𝜙𝑎𝑟2 , 𝜙𝑎𝑟1
on Phase-A voltage, and 𝜙𝑏𝑟1 , 𝜙𝑏𝑟2 , 𝜙𝑏𝑟3 on the Phase-B voltage respectively.
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Figure 3-11 Voltage recovery points for Sag B. (a) Instantaneous current
waveforms (b) RMS current magnitude.

Figure 3-12 Voltage recovery points for Sag Type-C

The POR angle for Cc sag at Phase-A and Phase-B voltage are obtained at 50° and 290° respectively for
Group 1 sags, which can be observed in the voltage waveform as shown in Figure 3-12. The POR angles
of Group 2 and Group 3 are found after a half cycle and full cycle gap from the first recovery point. Figure
3-13 (a)-(c) show the POR angles for all possible voltage sag waveforms for the three-phase voltages for
Type-D sag in three-phases. Each phase shows three recovery angles for three groups of sags. A double
phase fault can transform from Type-C sag to Type-D sag, affecting the three-phases when it propagates
through a ∇ − Y transformer [9]. For Type-D voltage sag due to a line-to-line fault, the values of the
parameters are found as 𝜃𝑣 = 30° ; 𝛿 = 0°; ∆𝛿 = 0°; 𝛼𝑓 = 150° for Phase-A voltage, 𝜃𝑣 = 30° ; 𝛿 =
240°; ∆𝛿 = 20°; 𝛼𝑓 = 50° for Phase-B voltage, and 𝜃𝑣 = 30° ; 𝛿 = 120°; ∆𝛿 = −30°; 𝛼𝑓 = −116° for
Phase-C voltage. This propagated sag no longer follows the angle of the fault current related to the voltage
at the measured bus. For this propagated sag, the recovery angles depend on the time when the source sag
recovers, i.e. Type-D sag recovers at a time when Type-C sag recovers. Thus, the POR angles for Group 1
voltage sag at Phase-A, Phase-B and Phase-C are found to be at 50°, 290° and 200° respectively for TypeD sag.
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Figure 3-13 Voltage recovery points for Sag Type-D: (a) Phase-A, (b) Phase-B, (c)
Phase-C

3.6 VALIDATION

OF THE

DEVELOPED ANALYTICAL METHOD USING

WAVEFORMS FROM IEEE 15-BUS TEST NETWORK
A similar study has been performed to analyze the POW characteristics in the IEEE 15-bus test distribution
network as shown in Figure 3-14.

Figure 3-14 The modified IEEE 15-bus Test Network

To compare the results with the previous case study, the frequency of the system has been changed from
60Hz to 50Hz and the duration of the voltage sag is kept to be a minimum of two cycles (i.e. 0.04 s for a
50 Hz power system). In this study, only the SLG fault in Phase-A is applied at Bus-6 and Bus-11 for
different POI angles and the results are observed in Bus-2. Using the proposed algorithm, the three groups
of voltage sag are characterized and classified for the IEEE 15-bus network, and results are presented in
TABLE 3-II.

The pf angle for the SLG fault current is found to be 25° and there is a PAJ of 14.5° when fault

occurs at Bus-6. Therefore, the POR angle of the voltage sag is found to be 39 0 for the first group. Due to
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SLG fault at Bus-11, an initial phase shift of 30° is allowed at the source voltage to observe the change in
group boundaries. The measurements taken from Bus-2 are: 𝜃𝑣 = 30° ; 𝛿 = 0°; ∆𝛿 = −33.033 0°; 𝛼𝑓 =
92.1°.Therefore, the first group was ended at 89o. TABLE 3-II compares the three groups of voltage sag for
SLG fault at Phase-A for the practical NSW network which was obtained from the Case study-I.
TABLE 3-II COMPARISON OF THREE POI GROUPS OF VOLTAGE SAG

Group

IEEE 15-bus(Fault in Bus-6)

IEEE 15-bus

NSW 13-bus

(Fault in Bus-11)

1

0°- 39°

0°-89°

0°-80°

2

40°- 219°

90°-269°

81°-260°

3

220°-359°

270°-359°

261°-360°

3.7 VALIDATION

OF

THE

DEVELOPED ANALYTICAL METHOD

FOR

ESTIMATION OF ACCURATE SAG DURATION
The POW based algorithm developed in this chapter helps to estimate the accurate voltage sag duration.
Note that in [43], the voltage sag recovery angle is calculated from the fault current angle knowing that
there are always two possible points of recovery per cycle, half a cycle apart.
TABLE 3-III COMPARISONS OF PROPOSED APPROACH WITH EXISTING APPROACHES
POR(Point –of-Recovery)
Sag

Recovery

Possible POR

Total possible POR in three-phase

type

steps

Referenc

Proposed method

e [43]

𝜙𝑟 = (𝑘𝜋 + 𝛼𝑓 +

Reference[44]

Reference

Proposed

Reference

𝑡ˊ𝑟 = (𝑡ˊ𝑖 +𝛥𝑡ˊ )

[43]

method

[44]

𝑡ˊ𝑟 =

𝜃𝑡),mod2π);
k=0,1,2

(𝑡ˊ𝑖 +𝛥𝑡ˊ +
𝜏)

Type-

1

2

3

1

2

3

POR is calculated

B
Type-

3

2

3

by adding applied
POI with a given

N

POR

points for N

sag duration.

C
Type-

2

POI

2

2

3

4

6

3

2

3

6

9

E,F,G
TypeA
POI(Point –of-Inception)

Sag Duration

[43]

Proposed method

Reference [44]

Reference [43]

Reference [44]

Proposed method

Not

A relationship between

All points with

Not addressed

Considered

Actual

15 gap is

fixed for all POI

increases from the expected

recommended for

for.

value for every POI.

address

POI

ed

established

and

POI

is

o

sag

duration

testing.
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However, the voltage sag inception angle was not considered. The proposed method shows that depending
on the voltage sag inception angle, a third voltage sag recovery is found at the fault current angle delayed
by one cycle. Thus, possible recovery points calculated in the proposed method are different from [43]. The
possible PORs for different types of faults obtained from [43] and calculated using the proposed method
TABLE 3-IV COMPARISON OF ACTUAL VOLTAGE SAG DURATION WITH CONVENTIONAL METHOD [44] AND THE PROPOSED
METHOD.

Data From Test Network-II. [𝛥𝑡ˊ = 0.04𝑠]
POI

POI

Group

[Deg.]

Group 1

Group 2

Group 3

𝑡ʹ𝑖

𝑡ʹ𝑟

𝑡ʹ𝑟𝑓

𝛥𝑡ˊ𝑟𝑓

[44]

[Proposed]

[Proposed]

𝑡ʹ𝑟 = 𝑡ʹ𝑖 + 𝛥𝑡ˊ

𝑡ʹ𝑟𝑓 = 𝑡ʹ𝑖 + 𝛥𝑡ˊ + 𝜏

𝛥𝑡ˊ𝑟𝑓 = 𝛥𝑡ˊ + 𝜏

Increase in actual
sag duration

0

0.0200

0.0600

0.0622

0.0422

5.42%

15

0.0208

0.0608

0.0632

0.0423

3.34%

30

0.0217

0.0617

0.0632

0.0415

1.25%

45

0.0225

0.0625

0.0633

0.0408

25%

60

0.0233

0.0633

0.0635

0.0401

22.08%

75

0.0242

0.0642

0.0732

0.0490

20.00%

90

0.0250

0.0650

0.0732

0.0482

17.92%

105

0.0258

0.0658

0.0732

0.0473

15.84%

120

0.0267

0.0667

0.0733

0.0466

13.75%

135

0.0275

0.0675

0.0733

0.0458

11.67%

150

0.0283

0.0683

0.0734

0.0450

9.59%

165

0.0292

0.0692

0.0734

0.0442

7.50%

180

0.0300

0.0700

0.0733

0.0433

5.42%

195

0.0308

0.0708

0.0733

0.0425

3.34%

210

0.0317

0.0717

0.0736

0.0419

1.25%

225

0.0325

0.0725

0.0737

0.0412

25%

240

0.0333

0.0733

0.0739

0.0405

22.08%

255

0.0342

0.0742

0.0832

0.0490

20.00%

270

0.0350

0.0750

0.0832

0.0482

17.92%

285

0.0358

0.0758

0.0832

0.0474

15.84%

300

0.0367

0.0767

0.0833

0.0466

13.75%

315

0.0375

0.0775

0.0834

0.0459

11.67%

330

0.0383

0.0783

0.0836

0.0452

9.59%

345

0.0392

0.0792

0.0837

0.0445

7.50%

360

0.0400

0.0800

0.0838

0.0438

5.42%

are given in TABLE 3-III. Reference [44] proposed a testing procedure for the POI and POR, where the
POR value is calculated by simply adding the POI value with the applied sag duration. Hence, for every
applied POI value, the sag duration will be constant. This will give N points of recovery for N POI value.
However, in our proposed method, in a practical electrical network, there are only three possible POR
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values, which yields different sag durations for every signal starting at different POI angles. In order to
determine the equipment sensitivity to the voltage sag, it is important to know the characteristics of the
voltage sag for the particular site, where the equipment is to be installed.
TABLE 3-IV gives the voltage comparison of the actual voltage sag duration measured with the proposed
method with the sag duration measured using conventional method as discussed in sag [44] for the IEEE
15-bus test network for different starting angles of voltage sag. It can be seen that for the voltage sag signals
in Group 1, the sag duration increases by up to 5.42% as compared with [44]. The maximum increase of
24.86% sag duration is found to be in the first voltage sag waveform in Group 2 and Group 3. There is no
change in the sag duration for the last voltage sag waveform of Group 1 and Group 2.

3.8 VALIDATION

OF THE

DEVELOPED ANALYTICAL METHOD USING

WAVEFORMS FROM NONLINEAR LOAD
The proposed analytical estimation method is further validated using a more practical power network with
a nonlinear load that contains harmonics. To do so, a three-phase rectifier load is connected to the LV
(420V) side (at Bus-13) of the test network as given in Figure 3-7. The simplified network model shows
the connection of the load and the fault location as shown in Figure 3-15.

Figure 3-15Simplified diagram of the test network as shown in Fig.3-7 after
connected with nonlinear load.

A three-phase-to-ground fault at Bus-4 will create a Type-A voltage sag at Bus-3 and other parts of the
network. The fault current that flows through the distribution transformer will also create a Type-A voltage
sag at the downstream buses. The three-phase rectifier load connected at Bus-13 draws harmonic current
from the line. The nonlinear characteristics of the load current in Phase-A drawn by the rectifier load is
shown in Figure 3-16. The FFT analysis of the harmonic current waveform during the voltage sag event
shows that the THD is around 54%. The three-phase voltage and current waveforms due to Type-A sag
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Figure 3-16 Harmonic Load current.

Figure 3-17 The voltage and current waveforms during a three-phase-to-ground
fault in the presence of nonlinear load showing three different recovery times in
three-phases. (a) Grid voltage (b) Grid current (c) Load voltage (d) Load current.

measured at the upstream (Grid bus) and downstream (load bus) side of the distribution transformer are
shown in Figure 3-17 (a-d). Even though the three-phase load current waveforms, shown in Figure 3-17
(d), are distorted by the harmonic load; the voltage waveforms in the grid Bus and load terminal Figure
3-17 (a) and Figure 3-17 (c) are hardly distorted by the nonlinear harmonic current. Likewise, the fault
current waveforms in Figure 3-17 (b) measured at grid bus are also seen to be free from harmonic distortion
Hence, the estimation of the POW characteristics using the proposed analytical method is not affected by
the load harmonics. In both buses, the three-phase voltages recover at three POR angles which are denoted
in Figure 3-17 (a) and Figure 3-17 (c) as 𝜙𝑟𝑎1 , 𝜙𝑟𝑏1 and 𝜙𝑟𝑎1 .
In order to validate the other characteristics using the proposed analytical formulae, a total of twenty five
(25) voltage sag events are generated in the test network starting at different POI angles within a full cycle
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ranging from 0° to 360° with a 15° gap. For the simulation of the faults a fixed fault clearing time, Δtˊ =
0.1 sec (5 cycles) is used. All 25 voltage sag waveforms measured at the grid bus and load bus are shown
in Figure 3-18 (a) and Figure 3-18 (a) respectively. The calculation of the POI group and POR angles are
given in the TABLE 3-V.

TABLE 3-V POI AND POR FOR NONLINEAR LOAD
𝜃𝑡 = (𝜔𝑡ˊ𝑟𝑓 + 𝜃𝑣 + 𝛿 + ∆𝛿)𝑚𝑜𝑑2𝜋);𝑘 = 0; 𝜙𝑟1 = 𝛼𝑓 + 𝜃𝑡;

Grid Voltage,

𝜃𝑣

∆𝛿

𝛼𝑓

0°

0°

80°

POI, 𝜙𝑖 Group
0° − 80°

𝜙𝑟1

𝜙𝑟2

𝜙𝑟3

80°

Phase-A
81° − 260°

80° + 𝜋

261° − 360°
Load Voltage,

50°

Phase-A

0°

80°

50° − 130°
131° − 311°

80° + 2𝜋

130°
130° + 𝜋

311° − 50°

130° + 2𝜋

Figure 3-18 shows that the voltage sag starting and recovery times are same in both the grid and load bus
voltages. However, the angles are different due to the phase shift in the load voltage waveform.

Figure 3-18 Type-A voltage sag waveforms for Phase-A voltage showing three groups
of voltage sag events starting at different POI angle followed by only three recovery
angles.

(a) Voltage sag waveforms measured at grid bus3; (b) Voltage sag
waveforms measured at load Bus-13.
In addition, in both buses, there are only three recovery points for all 25-voltage sag waveforms. It is shown
that, the recovery point of each waveform follows the grouping rules depending on the POI angles. In
addition, the actual sag duration for every signal is different from the fixed Δtˊ . For example, the maximum
sag duration can be estimated as Δt 𝑟𝑓 ˊ = 0.1+0.00445=0.10445s for the group -1 signal; and Δt 𝑟𝑓 ˊ =
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(0.1+0.00445+0.01=0.11445s) for the group-2 signals.
From the avove test results it can be concluded that the nonlinear load current is negligible compared to
grid current. Hence, the estimation the POW characteristics and the sag duration using the proposed method
of load voltage will not be affected by nonlinear load current.

3.9 VALIDATION

OF THE

DEVELOPED ANALYTICAL METHOD USING

RECORDED WAVEFORMS
The POW characteristics and voltage sag duration are calculated using the proposed analytical method and
validated using real data obtained from the recorded IEEE 1159.2 Working Group Test Waveforms [19]
and [20]. The test waveforms are recorded at the terminal of nonlinear loads (power electronic load).The
test waveforms are shown in Figure 3-19 (a)-19(d) and the corresponding waveforms of the current of the
test waveform 1089 [20] is given in Figure 3-19 (e).

Figure 3-19 Test waveforms adopted from [36] and [162].

The most affected phase of the test voltage waveforms: wave1, wave15 and wave 13 and the corresponding
phase angles are shown in Figure 3-20 (a) - (f). Each of the waveforms are recorded from certain types of
industrial power electronic equipment [36] .The presented three waveforms are detected by the proposed
method as Type-B sag due to a single-line-to-ground fault. The detection of POW is carried out using the
two-envelope method [40], where an ideal voltage waveform is constructed in order to create the 10% and
5% envelopes to surround the recorded voltage waveform. The POI is detected, when the sag waveform
deviates from its 10% and 5% envelopes and the POR is detected, when the sag waveform returns to its
10% and 5% envelopes. The POW detection is shown by the zoom views in Figure 3-20 (g)-(l). The actual
sag duration for the three waves are calculated using the starting and ending points of the voltage sag signal.
It is shown that, the recovery points of the each waveform follow the grouping rules depending on the POI
angles. Figure 3-21 gives the voltage and current waveforms of the affected phases for event 1089 obtained
from [20]. The voltage sag recovery time followed by the fault current zero-crossing is also clearly seen
from Figure 3-21 and Figure 3-21 (b). Importantly, the increase of actual sag duration 𝛥𝑡ˊ𝑟𝑓 from the
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expected sag durations 𝛥𝑡ˊ can also be observed from Figure 3-20 (a-c) and Figure 3-21(a).

Figure 3-20 Affected phases of the test waveforms showing POI, POR and actual sag duration of wave1, wave 15 and wave
13 [19].

Figure 3-21 Affected phase of the test waveforms showing POI, POR and actual sag duration for Event 1089 [20]

The analytical calculation of the determination of POR values of wave 1, wave 13 and wave 15 are given
as follows:
For Phase-A; wave-1;
Group-1; k = 0; ϕi = 116.116° < (αf + θt) ;
αf = 96.443°; θv = 10°; ∆δ = −44.24°; ;
θt = (ωtˊrf + θv + δ + ∆δ)mod2π ) = 25.117°;
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ϕr1 = αf + θt = 120.56°;
Phase-B; wave-15 ;
Group-3; k = 2;ϕi = 253.64° > (αf + π) ;
αf = 54.78°; θv = 23°; ∆δ = −20° ;
θt = (ωtˊrf + θv + δ + ∆δ)mod2π ) = 18°;
ϕr2 = αf + θt = 72.78° + 2π;
Phase-C; wave-13;
Group-3; k = 2;ϕr3 = 285.464° > (αf + π) ;
αf = 43.352°; θv = −3°; ∆δ = −12° ;
ϕr3 = αf + θt = 72.78 + 2π;

3.10 SUMMARY

AND

DISCUSSIONS

ON THE

PROPOSED ANALYTICAL

METHOD
In summary, the contributions, based on the results of this chapter, are outlined below:
1.

This thesis establishes an analytical relationship among the POI, POR and fault current angle (𝛼𝑓 ).
The POR, 𝜙𝑟 = ( 𝑘𝜋 + 𝛼𝑓 + 𝜃𝑡 ) 𝑚𝑜𝑑2𝜋, where 𝑘 = 0,1, 2; the value of k depends on the POI of
the voltage sag event.

2.

Based on the angle of fault current (𝛼𝑓 ), the voltage sag starting POI can be characterized into
three groups, while each of the groups is separated by a half cycle (180°).

(a) For Group 1 → k=0 and 0 ≤ 𝜙𝑖 ≤ 𝛼𝑓 );
(b) For Group 2 →k=1 and 𝛼𝑓 < 𝜙𝑖 < (𝛼𝑓 + 𝜋);
(c) For Group 3 →k=2 and (𝛼𝑓 + 𝜋) < 𝜙𝑖 < (𝛼𝑓 + 2𝜋).
3.

All signals into the same group follow one POR. For example, if we consider 360 different POIs
within a cycle separated by one-degree gap, there will only be three PORs in the single-phase
voltage waveform instead of 360 PORs. Hence, For a Type-B sag, due to a single-line-to-ground
fault, there are three possible PORs on the voltage wave. For a Type-C sag, due to a phase-phase
fault, a total of six PORs are found at three instants of time in any of two phases of the three-phase
voltages. For a Type-D propagated sag, nine possible PORs are obtained in the three-phase
voltages at three different instants of time. Instead of clearing the fault in all phase at a same time
instant, two-phase-to-ground and three-phase fault are usually cleared per phase basis in discrete
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way. Therefore, for a Type-E sag, due to a two-phase-to-ground fault, a total of six PORs are found
at six instants of time in any of two phases of the three-phase voltage. For a Type-A sag, due to
three-phase to ground fault, nine possible PORs are obtained in the three-phase voltages at three
different instants of time.
4.

The actual voltage sag duration (𝛥𝑡ˊ𝑟𝑓 ) will increase by 𝜏 from the expected voltage sag duration,
(𝛥𝑡ˊ) if it is measured using the POW characteristics of the voltage sag calculated from the
proposed analytical formulae:
[𝛥𝑡ˊ = 𝑡ʹ𝑟 − 𝑡ʹ𝑖 ; 𝛥𝑡ˊ𝑟𝑓 = 𝑡ʹ𝑟 − 𝑡ʹ𝑖 + 𝜏; 𝜏 =

5.

𝑘𝜋 − 𝜙ʹ𝑟 + 𝛼𝑓
].
𝜔

The proposed analytical estimation method of POW is independent of the sag duration; i.e. for any
given sag duration, the POI and POR will exhibit a similar pattern but with a different angle. The
percentage of increment of the actual sag duration depends on, which is different for different
networks. For a smaller expected sag duration, the percentage of increment of the sag duration will
be higher. This phenomenon should be further investigated in future work.

6.

This increase in the sag duration could be harmful to sensitive equipment and can cause
unintentional tripping of the industrial process during voltage sag events. Therefore, it is
recommended to include the POW characteristics in voltage sag compatibility testing.

7.

The magnitude of the fault current transient depends on the angle of the fault current and POI
𝜋

angle of the voltage sag, [ 𝜙𝑖 − 𝛼𝑓 ) = ± ]. The maximum current transient is observed when the
2

voltage sag occurred at the zero-crossings, i.e. 𝜙𝑖 = ±180°.
8.

The effect of the harmonics in the load current only produces a negligible effect on the results of
the proposed method.

This chapter develops an analytical approach for the prediction of the three parameters of voltage sags:
POI, POR, and duration as a SEC. The proposed method needs the knowledge of network parameters such
as rework impedances, fault-clearing time of protection system, voltage level, transformer impedance, and
transformer connection to estimate the voltage sag characteristics accurately. The next chapter develops
another approach of estimation of the voltage sag characteristics using time-series voltage sag data obtained
from the PQ monitor.
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Chapter 4 DETECTION AND CHARACTERIZATION OF
VOLTAGE SAG: USING PQ DATA FROM MONITORING
APPLICATIONS
4.1 INTRODUCTION
This chapter is organized based on Paper-IV, Paper-V and Paper-VI. The chapter proposes an innovative
automatic detection and segmentation method, named SHHT method for an accurate estimation of the timevarying characteristics from the voltage sag waveform. Three main case studies conducted in the thesis will
highlight the contributions of this chapter. The developed SHHT algorithm successfully estimates the
voltage sag characteristic as a function of time and overcomes the limitations of the conventional HHT and
FFT methods, which show measurement errors due to transition segment ambiguities at the voltage sag
starting and ending points. Moreover, the developed SHHT method can accurately estimate the SEC of
the voltage sag event. The key objectives are mentioned below:
1) Decompose the distorted voltage sag signal into its individual harmonics components, and remove
the high-frequency noise and harmonics and separate the fundamental voltage sag waveform using
the EMD method;
2) Develop a fundamental frequency based detection algorithm by locating the maximum overshoot
in order to find the voltage sag starting and ending time to calculate the POI, POR and sag duration.
3) Perform automatic segmentation of the voltage sag waveform by detecting accurate segment
boundary.
4) Accurately estimate the time-varying characteristics of voltage sag: amplitude and phase angle
jump with respect to time.
The methods used for validation are:
1) Application of the proposed SHHT method for synthesis voltage sag signal composed harmonics
2) Comparison of the measurement with conventional FFT and HHT
3) Validation of measurement with POW with simulated voltage sag waveform and comparison with
the waveform envelope and other state-of-art voltage sag detection method
4) Validation of the measurement of PAJ and voltage sag magnitude with simulated voltage sag
waveform and comparison with the numerical values obtained from the analytical formula
This rest of the chapter consists of the following sections: Section 4.2 describes the PQ data analysis
technique using HHT. Section 4.3 validates the HHT algorithm using the synthetic PQ waveforms and
describes the drawbacks of the conventional HHT method. Section 4.4 presents the proposed SHHT
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method. Section 4.5 demonstrates the applications of the SHHT method for the detection and calculation
of the POW (POI and POR) characteristics. Section 4.6 demonstrates the applications of the SHHT method
for detection and calculation of the magnitude and PAJ as a function of time. Section 4.7 demonstrates the
applications of the SHHT method for the detection and calculation of the magnitude and PAJ as SEC.
Finally, section 4.8 summarizes the results.

4.2 PQ DATA ANALYSIS USING HHT METHOD
A block diagram in Figure 4-1 describes the overall PQ data analysis process. The proposed SHHT method
uses the HHT. The HHT method is a combination of the EMD method and the HT.

Figure 4-1 PQ Data Analysis

The EMD method decomposes a PQ waveform into its individual frequency components. The EMD
algorithm creates a set of single frequency waveforms in hierarchical order from the highest to the lowest
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frequency in order to separate the fundamental frequency from the harmonics and other higher frequency
components in the form of noise. Each of the frequency components obtained from the EMD is an Intrinsic
Mode Function (IMF). After the EMD process, the HT extracts the instantaneous magnitude, frequency and
phase angles of each IMF. The instantaneous voltage sag parameters obtained from the HHT process exhibit
two areas overshoot/undershoots. These two areas are close to the starting and the ending of the voltage sag
events, named as transition segments [63]. In each of the segments, there is a particular point where the
frequency change is maximum. Due to this problem, the measurement of the essential voltage sag
parameters gives erroneous results. Interestingly noticed that these two points are the starting and ending
instants of the voltage sag event. Therefore, this chapter develops a voltage sag event detection method
based on fundamental frequency obtained from the HHT process. The developed algorithm tracks two
consecutive instants inside the transition segments where the frequency change is maximum. These two
consecutive times of maximum frequency change compute the POI and POR characteristics of voltage sag.
The detection of two instants of time plays a vital role in the automatic segmentation of voltage sag events.
The automatic segmentation is a very important part of any signal processing methods including the PQ
signal. This chapter proposes an automatic segmentation algorithm for the voltage sag signal based on the
two-time instants obtained from the frequency-based detection algorithm. The thesis refers to the aforementioned overall process as the SHHT. The developed SHHT method automatically removes the two
transition segments and accurately estimates the useful voltage sag characteristics from the instantaneous
measurements. The next section describes the HT process for measurement of instantaneous property of a
signal.

4.2.1 THE HILBERT TRANSFORM (HT)
Algorithm 1: The Hilbert Process
For an arbitrary time-series signal, X (t), the Hilbert transform, Y (t), is defined formally as the
convolution of X (t) with 1/t using the Cauchy principal value and are expressed as:
∞

1
𝑋(𝜏)
𝑌(𝑡) = 𝑃 ∫
𝑑𝜏
𝜋
𝑡−𝜏
−∞

(4-1)

where P indicates the Cauchy principal value.
This transform exists for all function of class Lp. With this definition, the analytical signal Z(t) is found
from the complex conjugate X(t) and Y(t) as:
𝑍(𝑡) = 𝑋(𝑡) + 𝑗𝑌(𝑡) = 𝐴(𝑡)𝑒 𝑖𝜃(𝑡)

(4-2)

where
(4-3)
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𝐴(𝑡) = √{𝑋 2 (𝑡) + 𝑌 2 (𝑡)}

𝜃(𝑡) = arctan {

𝜔(𝑡) =

𝑌(𝑡)
}
𝑋(𝑡)

𝑑𝜃(𝑡)
𝑑𝑡

(4-4)

(4-5)

𝐴(𝑡) is the instantaneous amplitude
𝜃(𝑡) is the instantaneous phase angle and
𝜔(𝑡) is the instantaneous angular frequency.
Note that, after the HT the imaginary part of the signal X (t) shifts by 900. The instantaneous frequency
𝜔(𝑡) represents a mono frequency component at any given time. A mono-frequency signal possesses a
distinctive and definite instantaneous frequency with positive value. This mono-component frequency is
the derivatives signal’s phase angle. On the other hand, a signal does not have a meaningful frequency if it
contains multi-oscillatory frequencies at the same time domain. Therefore, before the application of Hilbert
transform to compute instantaneous frequency, we must decompose a distorted signal into its constituent
mono-component signals. These sets of mono frequency components are the IMFs. Unfortunately, most of
the real-time data does not satisfy the condition of being a mono component frequency at any given time.
In most cases, the data contains more than one oscillatory mode. In order to obtain meaningful frequency
components from the Hilbert spectrum, there is a need to impose some conditions to the data set which is
processed as IMFs of mono-component frequency [89]. Each IMF should have two principal
characteristics:
a)

the mean is zero and

b) the number of local extrema must be equal to, or differ by at most 1 from the number of zerocrossings within an arbitrary time window.
To obtain the meaningful IMFs from the multi component signal, Huang in [89] proposed the EMD
(Empirical Mode Decomposition) method. The EMD is able to decompose a distorted and complicated
signal into multiple and finite meaningful IMFs in descending order of its frequency component. The EMD
procedures are described briefly in the following section.

4.2.2 THE EMPIRICAL MODE DECOMPOSITION (EMD)
The EMD (Empirical Mode Decomposition) method is a data-driven and adaptive signal decomposition
tool. EMD decomposes a distorted waveform into multiple meaningful IMFs. Each IMF has distinct
characteristics of a single frequency component, which can be easily processed by the Hilbert transform.
EMD shows better performance in dealing with complicated data evolved from the nonstationary and
nonlinear systems. The EMD decomposes the signal using a sifting process. The EMD algorithm has the
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following steps [89, 91].
Algorithm 2: The EMD Process
1) Identify local maxima and minima of the voltage sag signal, s (t).
2) Apply cubic spline interpolation between the maxima and the minima to obtain the envelopes
maxima and minima envelopes, [e

𝑚𝑎𝑥 (t)

and e

𝑚𝑖𝑛 (t)]

respectively.

3) Compute mean of the envelopes, E 𝑚𝑒𝑎𝑛 (t)= {𝑒 𝑚𝑎𝑥 (𝑡) + 𝑒 𝑚𝑖𝑛 (𝑡)}/2

(4-6)

4) Extract first potential IMF (Proto-mode function): 𝑃 𝑚1 (𝑡) = 𝑠(𝑡) − 𝑒 𝑚𝑒𝑎𝑛 (𝑡)

(4-7)

5) P 𝑚1 (t) is an IMF if it satisfy the two conditions:
(a) The number of local extrema of P 𝑚1 (t), is equal to or differs from the number of
zero-crossings by one,
(b) The average 𝑜𝑓 𝑃 𝑚1 (𝑡) is reasonably zero
If 𝑃 𝑚1 (𝑡) is not an IMF, then repeat steps 1-4 on P 𝑚1 (t) instead of s(t), until the new P 𝑚1 (t)
obtained satisfies the conditions of an IMF.
(4-8)

6) Compute the first residue, 𝑟1(𝑡) = 𝑠(𝑡) − P 𝑚1 (t)
7) Repeat steps 1-6 on r1 (t) until the residue 𝑟1(𝑡) is above a threshold value.
8) Obtain the IMFs sorted from the highest to the lowest frequency components.
For 𝑛 orthogonal IMFs, the original signal may be reconstructed as:
9) S (t) =∑ nP

𝑚1 (t)

(4-9)

+ 𝑟(𝑡)

After decomposition of the input signal into its multiple mono frequency components, all IMF is now ready
for the Hilbert Transform.

4.3 APPLICATION

OF THE

HHT METHOD

FOR

DECOMPOSITION

OF

SYNTHETIC PQ WAVEFORMS
The EMD process can decompose a fundamental frequency signal with third, fifth, seventh or ninth, etc.
harmonics without any mode-mixing problem. The ensemble empirical mode decomposition (EEMD)
algorithm [163] and [164] can be applied to avoid the mode mixing problem if the signal contains
components with very close frequencies (less than a factor two). This chapter uses the conventional EMD
method [165] realizing that the close frequency components are not present in the voltage sag signal.
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4.3.1 EXAMPLE 1: VOLTAGE SAG SIGNAL CONTAINING 3RD HARMONIC COMPONENT
For an illustration of the EMD process, another synthetic voltage sag signal, X (t), that contains a
fundamental signal and a 3rd harmonic component as given in (4-10) is shown in Figure 4-2. In this example,
the choice of the 3rd harmonic component is arbitrary.

𝑐𝑜𝑠(𝜔𝑡1 ) + 1⁄3𝑐𝑜𝑠(3𝜔𝑡1 − 60°);
𝑋(t) = { 𝐴 [𝑐𝑜𝑠(𝜔𝑡2 − θ) + 1/3𝑐𝑜𝑠(3𝜔𝑡2 − 60°)];
𝑐𝑜𝑠(𝜔𝑡3 ) + 1⁄3𝑐𝑜𝑠(3𝜔𝑡3 − 60°);

0 ≤ t < 𝑡1
𝑡1 ≤ t < 𝑡2
𝑡2 ≤ t < 𝑡3

(4-10)

Here, t1 = 0.05 sec, t2 =0.15sec, t3 =0.2sec, A= 0.3 pu and θ = -10°

A) DATA DECOMPOSITION WITH EMD
The steps of the EMD process [165] are shown with a simple illustration presented in Figure 4-2 for the
non-stationary PQ waveform containing voltage sag mixed with the third harmonic frequency component
as given by (4-10). The decomposition method is performed by the sifting process, executed by forming
simply two envelopes: the upper envelope, 𝐸𝑚𝑎𝑥 , and the lower envelope, 𝐸𝑚𝑖𝑛 , of the voltage sag
waveform, which is obtained by approximating the curve obtained by connecting all the local maxima,
𝑁𝑚𝑎𝑥 and all the local minima, 𝑁𝑚𝑖𝑛 using the cubic spline line fitting algorithm. The difference between
the original waveform, 𝑋 (t) and the mean of the envelopes,𝑚1 (𝑡) is the first IMF,ℎ1 {𝑋 (t) − 𝑚1 1(t) =
ℎ1 (t)}. Figure 4-2 (a) shows the original waveform, X (t). Figure 4-2 (b) shows the signal with extrema in
thin solid line, maxima in red circles and minima in black circles. Figure 4-2 (c) the signal in the thin solid
blue line, with the upper and lower envelopes in green and red dotted lines. Figure 4-2 (d) gives the
mean, 𝑚1 of the extrema envelopes. In Figure 4-2 (e), the green and red dotted lines are the maxima and
minima envelopes; the red solid line is the mean (𝑚1 ), the blue solid line is the difference between the
signal and 𝑚1 and it is the input signal of the first iteration as this is not an IMF. The first IMF is ℎ1. Ideally,
ℎ1 should satisfy aforementioned two requirements to be an IMF [91].
If ℎ1 does not satisfy the above two conditions, then the sifting process needs to be repeated k times until
h1k is an IMF, that is, {ℎ1(k−1) = ℎ1 − 𝑚1𝑘 = ℎ1𝑘 }. The new data needs to pass the same sifting process.
In this example, the sifting process is repeated twice to satisfy the conditions of being an IMF. After the
first iteration, ℎ1 (t) is processed again to obtain the first meaningful IMF, which is shown in Figure 4-2 (f).
The next step separates the first meaningful IMF, ℎ1 (t) from the rest of the data to get the
residue{𝑋(𝑡) − ℎ1 = 𝑟1 } Figure 4-2 (g) gives the residue, 𝑟1 , which still contains information of the
remaining waveform. Hence, it the algorithm processes 𝑟1 (t) using the above steps, until the second
meaningful IMF comes. This procedure repeats for all the subsequent residues [𝑟1 −ℎ2 = 𝑟2…… , 𝑟𝑛−1 −ℎ𝑛 =
𝑟𝑛 ]. The first IMF consists of the highest frequency components of the original waveform. The subsequent
IMFs contain progressively lower frequency components of the waveform. Figure 4-2 (h-l) gives all the
IMFs of the signal X (t).
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Figure 4-2 Illustration of the sifting processes of the EMD method of a voltage sag signal embedded with fundamental and 3rd
harmonic components.
(a) The original signal x (t). (b) The signal with extrema in the thin solid line, maxima in red circles and minima in black circles.
(c) The signal in thin solid blue line, with the upper and lower envelopes in green and red dotted lines. (d) The mean of extrema
envelops m1. (e) The blue solid line is the difference between the signal x (t) and 𝑚1, the green and red dotted lines are the maxima
and minima envelopes; the red solid line is the mean, m1. f) The input signal of the second iteration (g) the residue obtained after
the first IMF satisfy the requirements. (h-k) The four IMFs obtained in descending order of frequency. (l) The residue at the ends
of the process.

B) FEATURE EXTRACTION: APPLICATION OF HT ON THE IMF OF 3RD HARMONICS AND
FUNDAMENTAL OBTAINED FROM THE EMD PROCESS

After the decomposition of the input waveform into its multiple mono-frequency components, the HT to
extract the individual instantaneous frequency, amplitude, and phase information processes all the obtained
IMFs. Figure 4-3 (i) and Figure 4-3 (ii) illustrate the HHT process for the first IMF (i.e. IMF1) and the
second IMF (i.e. IMF2). In both of the figures: (a) the instantaneous amplitude waveform is given in pu
(0.33pu and 1.0pu), (b) the instantaneous frequency waveform is given in Hz (150Hz and 50Hz), and (c)
the instantaneous phase angle is given in degree (-60° and -10°) for the waveforms of the 150Hz and 50Hz
frequency components. While the HHT method is capable of measuring the instantaneous voltage sag
amplitude, phase angle, there are significant transients visible in the transition segments in each plot.
Nevertheless, unlike other signal-processing tools such as the FFT (DFT), the lengths of these transition
areas are smaller in the HHT method (i.e. less than a quarter of a cycle). This may lead to incorrect
estimation of POW and sag duration. Moreover, the single event value of the voltage sag amplitude and
phase angle will be inaccurately estimated if the data at the starting and ending points are considered to
measure the SEC.
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Figure 4-3. HHT of (i) IMF1 (150 Hz) and (ii) IMF2 (50 Hz).
a) Instantaneous voltage waveform (b) Instantaneous amplitude (c) Instantaneous frequency (d) instantaneous phase
angle.

4.3.2 EXAMPLE 2: VOLTAGE SAG SIGNAL CONTAINING 7TH HARMONIC COMPONENT
Here is another illustration of the EMD process of a voltage sag signal, X (t), that contains a fundamental
signal and a 7th harmonic component as given in (4-11)

𝑐𝑜𝑠(𝜔𝑡1 ) + 1/7𝑐𝑜𝑠(7𝜔𝑡1 );
𝑋(𝑡) = {𝐴 𝑐𝑜𝑠(𝜔𝑡2 + 𝜃) + 1/7𝑐𝑜𝑠(7𝜔𝑡2 );
𝑐𝑜𝑠(𝜔𝑡3 ) + 1/7𝑐𝑜𝑠(7𝜔𝑡3 );

0 ≤ t < 𝑡1
𝑡1 ≤ t < 𝑡2
𝑡2 ≤ t < 𝑡3

(4-11)

Here, t1 = 0.4 sec, t2 = 0.8sec, t3 = 1.0sec, A= 0.3 p.u. and θ = -10°)

C) DATA DECOMPOSITION USING EMD
Figure 4-4(a-f) shows the signals from the sifting process. Figure (a) shows the signal X (t). The maxima’s
(Nmax), minima’s (Nmix), and zeroes (Nzero) of the signal are obtained first from which the maxima and
minima envelopes (Emin and Emax) are found using the cubic spline interpolation. Figure 4-4 (b) gives the
mean, m1 of the maxima and minima envelopes. Figure 4-4 (c) shows a prototype IMF h1, of the signal
obtained by subtracting the mean from the original signal. The proto IMF should meet the necessary
criterion for becoming a meaningful IMF. If h1 meets the above two requirements, then it becomes the first
actual IMF as in Figure 4-4 (c). The next step then subtracts the original signal from the 1st IMF, to get the
residue r1, as shown in Figure 4-4 (d). This is the new signal of the sifting process. The algorithm repeats
k times again until all IMFs comes. Figure 4-4 B (e) and Figure 4-4 B (f) show the 2nd prototype IMF, h2,

90 | P a g e

and the final residue. The IMFs are now ready for the Hilbert Transform for the measurement of the
instantaneous voltage magnitude, phase, and frequency waveforms.

Figure 4-4 Illustration of the sifting processes of EMD method of a voltage sag signal
embedded with fundamental and 3rd harmonic component.
(a-f) output signals of the sifting process.

D) FEATURE EXTRACTION: APPLICATION OF HT ON THE IMF OF 3RD HARMONICS AND
FUNDAMENTAL OBTAINED FROM THE EMD PROCESS

After the decomposition of the input waveform into its multiple mono-frequency components, the HT to
extract the individual instantaneous frequency, amplitude, and phase information processes all the obtained
IMFs. Figure 4-5 (i) and Figure 4-5 (ii) show the first IMF (i.e. IMF1) and the second IMF (i.e. IMF2)
respectively obtained from the HHT process. The EMD of the voltage sag signal X(t) given in (3) gives
two independent signals of 350Hz and 50Hz frequency components called IMF1(h 1) and IMF2(h2) which
are processed through HT to obtain the instantaneous amplitude, frequency, and phase angle as shown in
Figure 4-5. Figure 4-5 (i) shows the seventh harmonics component, and Figure 4-5 (ii) shows the
fundamental component. In both figures, (a) shows the IMF waveform; (b) shows the instantaneous
amplitude waveform; (c) shows the instantaneous frequency waveform, and (d) shows the instantaneous
phase angle waveform with respect to time. The amplitude of the 350Hz harmonic signal is 0.143p.u with
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a zero phase angle.

Figure 4-5 HHT of signal X (t) with 7th harmonics and fundamental.
(i) IMF1 of 350 Hz and (ii) IMF2.a) sinusoidal signal b) Instantaneous amplitude; c) Instantaneous frequency (d)
Instantaneous phase. (here t1 = 0.4 sec, t2 = 0.8sec, t3 = 1.0sec, A= 0.3 p.u. and θ = -10°)

The instantaneous amplitude of the 50Hz signal in Figure 4-5 (ii-a) shows a reduction in the voltage
magnitude from 1 to 0.3 p.u. at 0.4sec and an increase from 0.3 to 1 pu at 0.8sec. Similarly, Figure 4-5 (iid) shows that the instantaneous phase angle of the 50Hz signal changes from 0° to -10° at time 0.4sec and
remains at the same value until 0.8 sec when it rises from -10° to 0°. This shows that the X (t) in (3) has
been decomposed correctly, and in particular the transition time has been identified correctly. Again, this
example also confirms that the HHT method is capable of measuring the instantaneous voltage sag
amplitude, phase angle. Nevertheless, there are significant transients visible in the transition segments in
each plot. Though, Figure 4-6 below shows that the transition areas observed in the HHT measurements are
much shorter and sharper as compared to those obtained from the FFT method.

4.3.3 COMPARISON OF VOLTAGE SAG AMPLITUDE, SAG DURATION AND POW

OBTAINED FROM THE HHT AND FFT METHODS
Figure 4-6 shows a comparison of instantaneous voltage sag amplitude, computed using HHT and FFT
methods. While the HHT method gives a sharp drop in voltage magnitude at the voltage sag starting point,
the FFT method takes much longer time to reach the lowest value at the voltage sag starting point and to
recover at the highest value at the recovery point of the voltage sag. Although in the recovery area the HHT
shows more ambiguous results compared to the FFT, the maximum overshoot in the voltage sag magnitude
occurs exactly at the voltage sag recovery point at tr = 0.1554sec with POR angle calculated at 25.2° for
50Hz fundamental, which is shown by a red circle in Figure 4-6.
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Figure 4-6 Comparison of voltage sag magnitude as a function of time calculated using the HHT and FFT method.

On the other hand, FFT measurement shows the recovery point at tr = 0.172 sec with the POR angle
calculated at 48.6° for 50Hz fundamental. This gives two different sag durations, 5.21cycles and 6.07 cycles
in HHT measurement and FFT measurement respectively. The voltage amplitude as a function of time
calculated using the FFT method over a 1 cycle of the running window for 50Hz frequency. Moreover,
there is an over-estimation of amplitude if the transition segments are considered. Hence, it is recommended
in [43] and [29] that for the calculation of the single event characteristics, the two transition segments should
be excluded from the measured data. However, this needs accurate and automatic identification of the
transition times, which the existing methods cannot detect accurately due to delay in detection time as
discussed earlier. The above-mentioned difficulties in the FFT method drive us to find a comprehensive
method, which can detect the transition segments accurately. The following sections will discuss the voltage
sag measurement using the HHT method. Note that Figure 4-6 is generated from the simulation of threephase-to-ground fault in a distribution network in NSW, Australia [160]. The following section will use
simulated signals to validate the proposed method. Also, note that the following sections will illustrate only
the fundamental component after the elimination of the harmonics through the EMD process.

4.4 THE PROPOSED SHHT METHOD FOR AUTOMATIC DETECTION OF THE
TRANSITION SEGMENTS
The issue of ambiguity at the transition points of a voltage sag parameter can be alleviated by dividing the
voltage sag signal into quasi-stationary parts and non-stationary parts based on the type of signal [166, 167].
However, this needs an accurate detection of the transition points where the voltage sag starts and ends.
The transition segment includes the instant at which a change between two steady states takes place, where
the signal is nonstationary. The duration of the transition segments depends on the applied data analysis
method as shown in Figure 4-6. The interval between the two nearest transition segments can be defined as
the during sag segment where the signal is quasi-stationary. The interval before the first transition segment
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is the pre-sag segment and the interval after the last transition segment is a post-sag segment, where the
signal is quasi-stationary [166]. The transition segments of a fault induced voltage sag signal are related to
the fault initiation and the fault clearing times. However, for motor starting sags or transformer saturation

Figure 4-7 The steps of EMD process: The SHHT algorithm

sags the voltage recovers gradually and smoothly towards a new steady-state point. These types of sags
have only one transition segment [63]. For a sag with single transition segment , the recording are divided
into two segments before and after the starting instant [167]. The first step of the data segmentation is the
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detection of the boundary points of each segment, i.e. detection of the transition segments. Accuracy of the
detection of the transition segments depends on the appropriate selection of features in order to avoid false
alarm and wrong measurement. For this, the instantaneous frequency, voltage magnitude and phase angle
of several voltage-sag waveforms were processed through the HHT. After analyzing the fundamental
frequency signal, it is observed that the instantaneous frequency, 𝑓(𝑡) gives the maximum
overshoot/undershoot exactly at the transition times i.e. at the voltage sag starting and ending time. While
other features such as instantaneous amplitude and phase angle show the detection delay. Hence, we took
this advantage of the fundamental frequency to detect the transition segments’ boundaries. Figure 4-7
describes the flowchart of the proposed segmentation algorithm.
The flowchart in Figure 4-7 shows that initially the EMD process is performed on the signal X (t) to obtain
the IMFs, of which only the IMF with the fundamental frequency is processed using HHT to obtain the
instantaneous frequency, 𝑓(𝑡). Any transition is obtained by observing any sudden change in the
instantaneous frequency waveform of the fundamental frequency component. Figure 4-8 (a-d) illustrates
the outputs of the segmentation algorithm. The steps of the SHHT algorithm are as follows:
Algorithm 3: Voltage sag Detection using the Fundamental Frequency.
1) Assume that N is the length of data in the instantaneous frequency waveform at sampling
rate fs and n is the data set of 1 to N.
(4-12)

2) Initialize 𝑛 = 0 𝑡𝑜 (𝑁 − 1)
3) Compare the difference between the two successive frequencies: 𝑓 [𝑛] 𝑎𝑛𝑑 𝑓 [𝑛 + 1]

4) Find the frequency deviation in the instantaneous frequency
𝑓𝑑 [𝑚] = 𝑎𝑏𝑠( 𝑓 [𝑛 + 1] − 𝑓 [𝑛])

(4-13)

5) Detection of the transition segment:
If 𝑓𝑑 [𝑚] > 0, stamp the position of 𝑓𝑛 as Index1, which will be the starting of the first
transition segment. Compute the starting points of the first transition segment:
𝐼𝑛𝑑𝑒𝑥1 = 𝐼𝑛𝑑𝑒𝑥 [ 𝑓𝑛 ]

(4-14)

6) Compute the width of the transition segments:
𝛿 =(

1
4𝑓

∗ 𝑓𝑠 )

(4-15)

7) Compute the ending points of the first transition segment:
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𝐼𝑛𝑑𝑒𝑥2 = 𝛿 + 𝐼𝑛𝑑𝑒𝑥1

(4-16)

8) Find the first maximum frequency from the first transition segment 𝛿. The position of the first
maximum frequency overshoot, 𝑡𝑚𝑎𝑥1 is obtained from 𝛿 which will be the starting instant, 𝑡𝑖 of
the voltage sag.
[ 𝑡𝑚𝑎𝑥1 , 𝑓𝑚𝑎𝑥1 ] = 𝑚𝑎𝑥 [𝑓]

(4-17)

9) Find the second maximum frequency from the second transition segment 𝛿. The position of the
second maximum frequency overshoot, 𝑡𝑚𝑎𝑥2 is obtained from 𝛿 which will be the recovery
instant, 𝑡𝑟 of the voltage sag.
[ 𝑡𝑚𝑎𝑥2 , 𝑓𝑚𝑎𝑥2 ] = 𝑚𝑎𝑥 [𝑓]

(4-18)

10) Repeat process 2-9 to find the next frequency deviation.
11) Find the starting and ending times, 𝑡𝑖 𝑎𝑛𝑑 𝑡𝑟 of the voltage sag event.
𝑡𝑖 = 𝑡𝑚𝑎𝑥1

(4-19)

𝑡𝑟 = 𝑡𝑚𝑎𝑥2

Algorithm 4: Automatic Segmentation and feature extraction
1) Divide the waveform into three segments based on the two-time instances, 𝑡𝑖 and 𝑡𝑟 , the fundamental
component (IMF2) is then obtained as below:
i.

Pre-sag segment: (0−𝑡𝑖−1 )

ii.

During sag segment: (𝑡𝑖 − 𝑡𝑟 )

iii.

Post-sag segment: (𝑡𝑟+1 − 𝑒𝑛𝑑)

2) Apply HHT on each segment.
3)

Find the voltage sag parameters: 𝜑𝑖 , 𝜑𝑟 , A (t), f (t) and θ (t) using (4-7).

4) Apply the parameters for characterization and classification of voltage sag.
First, the EMD is performed on the signal to obtain the IMF2, which is the sinusoidal wave of the
fundamental frequency as shown in Figure 4-8 (a), which is then processed using HT to obtain the
instantaneous frequency, 𝑓(𝑡) as shown in Figure 4-8 (b). Figure 4-8 (b) shows that at the starting and
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recovery instants on the instantaneous fundamental frequency of the voltage sag obtained from the
conventional HHT method, there are two areas of transient frequencies, which are shown in grey color
(shaded areas). Note that the maximum frequency overshoots in each area concentrated at the voltage sag
starting or ending instants, which are easily detectable to set the boundaries of each segment. For the
detection of the transition segments first, the consecutive two frequencies 𝑓𝑛 and 𝑓𝑛+1 of the instantaneous
frequency waveform in Figure 4-8 (b) are compared to find the first frequency change (𝑓𝑑1 ). If any change
is found, the time of 𝑓𝑛 is stamped as 𝑡𝑑1, which will be the starting point of the first transition segment.
After that the position of the first frequency maximum overshoot, 𝑡𝑚𝑎𝑥1 is obtained from the first transition
segment (𝛿1 ), which will be the starting instance (𝑡𝑖 ) of the voltage sag. The algorithm then continues
searching for the frequency deviation, 𝑓𝑑2 from the end of the first transition segment. The time of the
second frequency maximum overshoot, 𝑡𝑚𝑎𝑥2 , is then obtained from the second transition segment (𝛿2 )
which will be the ending instance (𝑡𝑟 ) of the voltage sag. Based on these two time instances (𝑡𝑖 and 𝑡𝑟 ), the
fundamental signal (IMF2) is then divided into three segments: Pre-sag segment, During sag segment and
Post-sag segment. Once the above three segments are obtained, the HHT is then applied to each segment
to measure the voltage sag parameters. Figure 4-8 (c) and Figure 4-8 (d) show the instantaneous voltage
amplitude and the instantaneous phase angle as a function of time obtained using the SHHT method without
any overshoot in the transition areas. Hence, the transition segments are not visible in the SHHT
measurement. The starting and the ending times of the voltage sag are detected at 0.4sec and 0.8sec, which
are then used to set the boundaries of the three segments. After the segmentation, the desired SEC of the

Figure 4-8 Segmentation of the signal using frequency detection.
a) IMF2 of Fundamental frequency, b) Instantaneous frequency after HHT, c) Instantaneous voltage magnitude after SHHT,
d) Instantaneous phase angle
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voltage sag can be extracted from the during sag segment. Section 4.7 will discuss the process of extraction
of the SEC using the SHHT method.

4.4.1 COMPARISON OF THE PAJ OBTAINED FROM THE SHHT, HHT AND FFT

METHODS
The results of the instantaneous PAJ obtained from HHT, FFT, and SHHT method are compared in Figure
4-9(a-c). From these instantaneous plots of PAJ, it is clearly visible that unlike FFT (red line) and HHT
(green) line, the proposed SHHT method (blue line) significantly improves the transition segment
ambiguities, and accurately measures the PAJ without significant time delay. Once the voltage sag is
started, the SHHT gives a constant PAJ of -10° over the entire sag duration for this example.
The above sections described the development of the proposed SHHT method with different examples using
the synthetic signals. Besides, the results obtained from the SHHT are compared with the FFT and
conventional SHHT. The following sections will provide the application of the SHHT algorithm for the
estimation of the time-varying characteristics and SEC in the real electrical network.

Figure 4-9 Comparison of PAJ using FFT and SHHT.
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4.5 CASE STUDY A: VALIDATION

OF

THE SHHT METHOD

FOR

ESTIMATION OF THE POINT-ON-WAVE CHARACTERISTICS
This chapter is developed in order to validate the proposed SHHT method for the detection and estimation
of the POW characteristics from voltage sag waveform. The magnitude and the duration of voltage sag used
in the standards are not adequate to determine the voltage sag ride-through capability of the equipment.
Many sensitive loads including contactors, ac and dc drives, control systems, are affected by other
characteristics of the voltage sag, which are related to the instantaneous wave shape of the voltage, such as
the POW. In Chapter 3 . POW of voltage sag was estimated using the new analytical formulae developed
in this thesis using the network electrical parameter. This section applied the SHHT method for the
estimation of the POW from the time-series voltage sag waveform obtained from the simulation of the
power system network. The POW is a time-frequency dependent characteristic, hence, it cannot be
estimated using the conventional methods such as RMS or FFT based methods due to detection delay and
transition segment ambiguities. The IEC standard recommended the two-envelope method but the
efficiency of the method was not evaluated extensively. This research found detection error form some
voltage sag waveform. This section presents and discusses the limitations of the existing detection methods
using a waveform envelope method. The proposed SHHT is then validated to extract the POW features
from a complex, non-stationary and nonlinear voltage sag signal for two different networks. The results are
compared with the waveform envelope method and other advanced signal processing methods. The results
validate the effectiveness of the proposed SHHT to accurately detect and characterize the POW from
voltage waveforms. The test voltage sag signals are obtained from a total of 3,066 simulations of two
different practical electricity transmission and distribution networks.

4.5.1 CALCULATION OF THE POW OF VOLTAGE SAG WAVEFORM USING TWO

ENVELOPE METHOD
In the IEC standard [16], a simple and easy way of detection of POW characteristics using a “two envelope
method” is recommended and the detailed algorithm is described in [40]. The calculation of POI and POR
using two envelope method is shown in Figure 4-10 and Figure 4-11. In this method, two envelopes (10%
and 5%) are generated from a reference voltage signal obtained from the pre-fault voltage. The voltage sag
signal is then compared to find the points where the signal crosses a 5% envelope to detect the starting
points and it returns to the 10% envelope and stays inside the envelope for at least one-half cycle to detect
the POI. The point-of-recovery was calculated by searching for the point after the POI when the voltage
sag signal returns back to the 10% envelop and stayed there for at least half a cycle. Figure 4-10 and Figure
4-11 show the detection of POI and POR using waveform envelop method. The angle of the starting of sag
is calculated based on the last positive crossing zero. The POI for the presented waveform is 109.8 degree
as shown in Figure 4-10 and the POR is 261 degree as shown in Figure 4-11. In the following sections, the
two-envelope method is applied to detect the POW for the voltage sag signals obtained from two different
networks. The results are discussed in the following section.
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Figure 4-10 Detection of POI using waveform envelop method

Figure 4-11 Detection of point on recovery (POR) using waveform envelop
method
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A) APPLICATION OF TWO ENVELOPE METHOD ON SIMULATED VOLTAGE WAVEFORM
FROM TEST NETWORK 1

The test network-1, shown in Figure 4-12 is simulated using the MATLAB Simulink software with the

Figure 4-12 Test network-1: NSW Distribution Network [Croowkwell]

Figure 4-13 Detection of POW by two-envelope method: (a) the starting points; (b) the recovery points for 75 signals
obtained from test network 1.
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network data obtained from one of the Distribution Network Service Provider (DNSP) in NSW, Australia.
The test feeder in Figure 4-12 consists of several parallel branches with a non-uniform length along with
the whole network. The three-phase-ground fault is created at Bus-1 (MV side) and the results are taken
from the 480V level at Bus-74, which is 67.8km away from the fault. The three-phase to ground fault
starting at any point on the waveform starting from 0° to 360°, where the angle is spaced by 15 o degree are
applied in the network. This gives 75 voltage sag signals for each network. Figure 4-13 shows the detection
of the POW using the two-envelope method for 75 (25x3) number voltage sag signal obtained from
network-1 simulated at different POI angles. Figure 4-13 (a) shows the detection of the starting points,
which are captured when the signals cross the 5% envelope. Figure 4-13 (b) shows the detection of the
recovery points when the voltage sag signal returns to the 10% envelope. Using the two- envelope
algorithm, both the starting and recovery points of the voltage sag signals have been detected and measured
accurately for the test network-1. Figure 4-13 (b) shows that there are nine points of recovery for the 75
voltage sag signals. For the voltage sag signal obtained from test network 1, the recovery points detected
by the two-envelope method satisfy the conditions given in Chapter 3, which state that there are three
possible recovery points for all voltage sag signals starting from 0° to 360°. Besides the discrete recovery
points in the three- phase voltages are also obtained at three different time instants, hence nine recovery
points are observed in Figure 4-13 (b).

B) APPLICATION OF TWO ENVELOPE METHOD IN TEST NETWORK 2
Test network-2 in Figure 4-14 consists of two interconnected 150kV HV transmission lines, one with 500km and other with 100km long and has a 20-kV MV distribution line (of 40-km total length) through a
solidly grounded delta-wye transformer. Six critical industrial customers are connected at six nodes of the
distribution line. The network parameters are given in TABLE 4-I. A three-phase to ground fault is created
3km away from the source along the 500km HV line. The measurements are taken the source substation
bus 8.

Figure 4-14 Test network-2 [168]
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Figure 4-15 Detection of POW by two envelope method.

(a) the starting points; (b) the recovery points for 3-phase signals obtained from test network 2.

Figure 4-16 Detection of POW from current waveform
(a) The starting points; (b) The recovery points for 3-phase signals obtained from test network 2.

The results of the detection of POW using the two-envelope method for the three-phase voltage sag signals
are shown in Figure 4-15. Figure 4-15(a) shows that the starting points of the three-phase signals are
detected accurately at 0°, -120°, 120° on the voltage wave for Phase-A, Phase–B and Phase-C voltages
respectively. Figure 4-15 (b) shows that the three-phase voltages enter the 10% envelope at the same
instance. This means unlike test network -1 the discreet recovery process of three-phase voltage is not
detected by the envelope detection. An observation of the three-phase current waveforms in Figure 4-16,
however, confirms the discrete recovery processes in the three-phase voltages. Figure 4-16 (a) shows that
the three phase currents change their magnitudes at the same time instance at the beginning of the voltage
sag event. At the recovery time, as shown in Figure 4-16(b), the three phase currents cross the zero axes at
three different time instances as desired and lead the three-phase voltages, which also recover at three
different time instances.
This section demonstrated the waveform envelop method for POW detection which was adopted in [1, 5,
6]. This a simple and easiest algorithm of detection of the waveform characteristics. However, the presence
of noise and other disturbances may give a different result. It is shown that even though the POW of the
test network was detected correctly while for the test network-2, PORs were not detected at the accurate
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points. It is recommended to use advanced signal processing techniques to detect POW accurately [16]. In
the following the SHHT algorithm will be applied to the voltage waveforms obtained from the test network1 and test network-2 in order to detect the POW characteristics.
TABLE 4-I TRANSMISSION AND DISTRIBUTION LINE IMPEDANCE
Node No.

Positive/negative sequence impedance (ohm/km)

Zero sequence impedance
(ohm/km)

Line (1-2,2-3,3-4)

0.22+j0.37

0.37+j1.56

Line (2-5,3-6)

1.26+j0.42

1.37+j1.67

Line (7-8)

0.097+j0.391

0.497+j2.349

Source impedances: Zs1= j0.02 pu; Zs0= j0.005 pu at 100MVA base
Transformer impedance: j0.045 pu, Load L5 = L6 =14.4+j10.8MVA

4.5.2 CALCULATION OF THE POW OF VOLTAGE SAG USING THE PROPOSED SHHT

METHOD
In order to overcome the problems with the detection of POW characteristics the developed SHHT
algorithm is applied to extract the sinusoidal waveform characteristics of the voltage sag waveforms
obtained from test network-2. The following block diagram in Figure 4-17 shows the overall process of the
detection of the POW. The starting and the ending points are detected using the maximum frequency
detection algorithm given in Section 4.4. It is observed that at the point of voltage sag starting and ending,
the frequency of the voltage sag signal shows very high transients. Therefore, the detection of the POW is
carried out at the point where the frequency is maximum. Moreover, the automatic segmentation of the
voltage sag signal using the proposed SHHT method can detect the transition areas at the starting and ending
of the voltage sag. Therefore, instead of searching in the entire frequency data, the algorithm detects the
maximum frequency from the starting and recovery transition segments. The SHHT algorithm captures the
first (starting) time instant of voltage sag from the starting transition segment when the frequency is
maximum. Similarly, the algorithm captures the voltage-sag recovery time from the second (recovery)
transition segment. Once the starting and the ending times are obtained, the POI and POR angles are
obtained using the formula given in (4-20).
𝜑 = (𝑡 − 𝑁𝑇) × 360⁄𝑇

(4-20)

here,
T=

1

𝑓

t

is the duration of a cycle in sec at frequency f [Hz].
is the voltage sag starting or ending time
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N=

𝑡
𝑇

is a positive integer number towards zero, which refers to the number of cycle at which sag starts
or ends

Figure 4-17 The POW detection process using SHHT

The POI and POR of the 75 [25x3] voltage sag waveforms for three-phase voltages obtained from the test
network 2 using SHHT are shown in Figure 4-18. In Chapter 3, it is shown that for Type-A sag there is a
total of nine (9) recovery points for three-phase voltage. Figure 4-18 shows that with the application of the

Figure 4-18 Type-A voltage sag signals starting at different POI angle [ Total 25 signals with 15degree gap]

Figure 4-19 Detection Error of the voltage sag starting time and POI angle calculation using SHHT with respect
to expected value.
(a) POI angle (left); (b) voltage sga starting time(right)
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proposed SHHT method the 75 POI angles and total nine (9) POR angles for the seventy-five (75) voltage
sag signals are detected and calculated with very small detection delay. The accurate detection of the POW
means the accurate detection of the voltage sag starting and ending time. In other words, accurate detection
of the POW means faster detection of the voltage sag event. Figure 4-19 gives the detection error of the
SHHT method compared to the actual POW value. Figure 4-19 (a) shows error in the detection of POI
angles for the 75 voltage waveforms and Figure 4-19 (b), shows the detection delay in percentage. The
maximum POI error is 4.6ο and the mean angle deviation among all the POI angles is 1.39 degrees, which
is very low compared to other methods discussed in [75].

4.5.3 COMPARISON OF THE DETECTION OF POW USING WAVEFORM ENVELOPE AND

SHHT METHODS
The detection accuracy of SHHT is compared with the results obtained from the two-envelope method.
Figure 4-20 shows the detection of the POI and POR using the two-envelope method for the 75 voltage sag
signals obtained from network 2. Figure 4-20 (a) shows the detection of the POIs and Figure 4-20 (b) shows
the detection of the PORs. Figure 4-20 (a) shows the detection of the POIs, where the solid line is drawn as
the reference connecting the actual POIs from 0° to 360° separated by 15°, and the dotted line indicates the
detection of the accurate POIs. Figure 4-20 (b) shows the recovery points detected by the SHHT method.
It is shown that there are only three possible PORs in each phase for the whole range of the voltage sag
waveforms from 0° to 360°. The nine solid lines in Figure 4-20 (b) represent the nine recovery points for
the 75 voltage sag waveforms. The precisions of the detection method using SHHT are calculated as 99.99%
and 99.96%, which give 0.1% and 0.4% errors for detecting the POIs and PORs respectively.
TABLE 4-II presents the mean detection latency and the corresponding POI angle in degree for different
voltage sag detector. The POI values are detected for angle 0°, 90°, and 45°. It can be seen that due to
detection latency the POI angle gives signification error in the calculation For example, in the peak voltage

Figure 4-20 Compare the results of automatic detection of POW using SHHT and waveform envelope method for voltage
sag signals obtained from test network 2.
(a) compares starting points; (b)compares recovery points.

method, the mean detection latency of 12ms for 0° POI value gives mean POI angle 216° instead of 0° POI.
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Detector

TABLE 4-II COMPARISON OF DIFFERENT DETECTORS IN TERMS OF DETECTION LATENCY AT DIFFERENT POI [75]
POI=0°
POI=90°
POI=45°
𝚫𝛌

𝜟𝝋

𝚫𝛌

𝜟𝝋

𝚫𝛌

𝜟𝝋

[169]

[deg.]

[169]

[deg.]

[169]

[deg]

RMS

3.9

70.2

1.11

19.98

1.11

19.98

GLRT

1.3

23. 4

0.8

14.4

1.1

19.8

Kalman

3.4

61.2

0.4

7.2

0.13

2.34

Missing voltage

1.4

25.2

0.8

14.4

0.7

12.6

Peak Voltage

12

216

11.4

205.2

13.9

250.2

SGLRT

1.3

23.4

0.53

9.54

0.38

6.84

SHHT

0

0

0.1

1.8

0.1

1.8

Δλ =Mean Latency in time, 𝛥𝜑=Mean Latency in degree

On the other hand, the proposed SHHT method can accurately detect 0° POI without any error. From this
comparison, it can be concluded that the proposed method will be a competitive tool for accurate detection
of PQD and accurately estimate the time-varying characteristics.

4.5.4 DISCUSSIONS
This section analyzes the POW characteristics of the voltage sag signal focusing on the drawbacks of the
existing measurement methods, which were described in the standards and recommended to use. The
automatic SHHT method is found better than the HHT in dealing with transition segment ambiguities for
the determination and the characterization of the voltage sag parameters. However, to ensure no
contradicting or missing information, the data should be pre-processed before using them in the SHHT
application. Using the proposed SHHT, the sag POI and POR can be easily detected by tracking the
maximum value of the transient in the fundamental instantaneous frequency waveform. In addition, this
can provide accurate detection of POI and POR of the voltage sag without significant time delay. The
performance of the proposed SHHT method in analyzing the voltage sag waveforms is evaluated for a
practical distribution system. Then, the results are compared with the values obtained from two envelope
methods and some other advanced voltage sag detection methods. The test results have revealed that the
proposed method outperforms the conventional method and is found to be promising for the detection and
characterization of voltage sags in time-variant voltage waveforms. The next section will focus on the
application of the SHHT method for the estimation of voltage sag magnitude and PAJ.
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4.6 CASE STUDY B: VALIDATION OF THE SHHT METHOD FOR ESTIMATION
OF PAJ AND SAG MAGNETUDE AS A FUNCTION OF TIME
This section validates the proposed SHHT method for the estimation of the voltage sag magnitude and PAJ
as a function of time. During a voltage sag event in a power system, the voltages at various buses experience
phase angle jumps due to the complex interaction between the fault current and the network impedance. In
difficulties in measurement of voltage sag magnitude and the PAJ are explained in Chapter 2. The IEC
standard [16] suggests computing the PAJ using the FFT method. But because of the nonstationary
characteristics of the voltage sag waveform, the calculation of PAJ using the conventional FFT or Discrete
Fourier Transform (DFT) shows ambiguities at the starting and recovery points of the voltage sag. This can
lead to errors in the calculation of the PAJ. This phenomenon has been demonstrated for synthetic voltage
sag waveform in Section 4.4.10. This section will demonstrate more case studies to validate the use of the
HHT method for calculation and characterization of the voltage sag magnitude and phase angle jump of
voltage sag events caused by different types of symmetrical and unsymmetrical faults in transmission and
distribution networks. First, the conventional methods of estimation of voltage sag magnitude and PAJ are
discussed. After that, the proposed method is applied to two Australian MV/LV distribution networks, and
the results are presented and discussed. Finally, the SHHT method is applied to the recorded voltage sag
waveform.

4.6.1 CALCULATION OF VOLTAGE SAG AMPLITUDE AND PHASE ANGLE JUMP AS A

FUNCTION OF TIME USING RMS AND FFT METHODS
Another method is to estimate the voltage sag amplitude and PAJ is to measure as a function of time using
an appropriate signal-processing tool. The phase angle and the magnitude of the fundamental component
can be obtained using a DFT (Discrete Fourier Transform) algorithm [16, 45, 61]. The PAJ and voltage sag
magnitude as a function of time can be obtained from the magnitude and argument (phase angle) of the
fundamental components of the pre-sag and during-sag voltages using the FFT method. Figure 4-21 shows
the simulated instantaneous measurements of PCC voltage for a three-phase-to-ground fault at point ‘x’ in
the simplified test system shown in Figure 4-31.
The duration of the fault is set for five cycles (i.e. 0.1sec), starting at 0.4sec and ending at 0.5sec. From the
instantaneous voltage sag waveform in Figure 4-21 (a) it can be clearly seen that the voltage sag recovery
of the three-phase voltages occurred at three successive times following the discrete fault clearing process
[43, 59]. Hence, Phase-B recovered at 0.508sec, Phase-A recovers at 0.5014s and Phase-C recovers at
0.5046sec, with a 60° gap between phases. This gives three different sag durations in the three-phases i.e.
5.07 cycles in Phase-B, 5.23 cycles in Phase-A and 5.4 cycles in Phase-C. However, the recovery time can
be longer if measured using the FFT and RMS method.
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The PAJ and voltage sag amplitude as a function of time calculated using the FFT method over a 1 cycle
of the running window of the fundamental 50Hz frequency signal is plotted in Figure 4-21 (b) and Figure
4-21 (c). Moreover, the instantaneous plot in Figure 4-21 (a) shows three segments of on the voltage sag
signals: pre-sag, during-sag, post–sag segments. However, the FFT and RMS measurement of PAJ and
voltage sag amplitude in Figure 4-21 (b-d) clearly show that in addition to the above three segments, there
are two regions at the beginning and at the end of the voltage sag event where significant fluctuations are
observed. These two regions are defined as the transition segments where a maximum of -30° PAJ is
calculated, whereas the PAJ during sag segment is obtained as -11°. Figure 4-21 (d) shows that the PAJ
cannot be calculated from the RMS voltage value as the time information is no longer available. It is not
possible to determine the exact time when the fault occurs using this method. This is an indication of the
potential slow detection of voltage sag events using RMS or FFT methods. In addition, these two methods
give error estimation of sag duration because of this time delay.

Figure 4-21 Measurement of voltage sag characteristics for a bolted three-phase fault.
(a) Instantaneous three-phase voltage waveforms (b) PAJ as a function of time using the FFT (c) magnitudes of the
three-phase voltage waveforms using FFT d) magnitudes of the three-phase voltage waveforms using rms method.

The computation of PAJ for a Type-C sag for a line-line fault is shown in Figure 4-22. Figure 4-22(b) and
(c) give the plot of phase angle and voltage sag magnitude in time using FFT for the voltage sag signals
obtained during a line-to-line fault between Phase-A and Phase-B. The pre-sag voltage angle 0° in PhaseA and -120° in Phase-B. While the angle during the sag is obtained as -60° in Phase-A and +60° in PhaseB. The FFT plot of phage angle versus time in Figure 4-22 (b) shows a gradual change at the transition
areas of the voltage sag signals in of the phases. Therefore, the FFT method gives erroneous results in the
phase angle at the starting and end of the event.
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Figure 4-22 Voltage sag for line-to-line fault.
(a) Instantaneous three-phase voltage waveforms (b) phase angle as a function of time using FFT (c) magnitudes of the threephase voltage waveforms using FFT d) magnitudes of the three-phase voltage waveforms using rms method.

Moreover, the FFT calculation gives overestimated sag duration. In the instantaneous plot of voltage in
Figure 4-22 (a), the voltage sag duration is calculated as 100ms whereas using the FFT method the sag
duration is calculated 30ms higher than the actual sag duration. The plot of RMS magnitude in Figure
4-22(d) also shows detection delay at the starting and ending time of the voltage sag. The transitions
segments at the starting and ending of the voltage sag are clearly shown in both of the figures: Figure 4-21
Figure 4-22 using shaded areas in the plot of FFT and RMS measurement.
It can be summarized that there is an over-estimation of PAJ if it is measured within the transition of the
two segments. Hence, it is recommended in [61] that for the calculation of the PAJ, the two transition
segments should be excluded from the calculation process. However, this requires an accurate identification
of the transition times, which is not possible using the FFT method. The above-mentioned difficulties in
the FFT method drive us to find a comprehensive method that can improve the transition segment
ambiguities without losing any important features.
The above-mentioned difficulties in the FFT method drive us to find a comprehensive method that can
improve the transition segment ambiguities without losing any important features and obtain a steady or
constant PAJ over the sag duration. The PAJ can then be measured from any phase or from the most severely
affected phase as recommended in [61]. The following section will describe the applications of the proposed
SHHT method for measuring the voltage sag magnitude and PAJ accurately in the real electrical network.

4.6.2 AUTOMATIC SEGMENTATION AND MEASUREMENT OF VOLTAGE SAG AMPLITUDE
AND PAJ AS A FUNCTION OF TIME USING SHHT IN A HV (150KV) NETWORK

In order to validate the proposed SHHT method, different types of faults are simulated in the test system-3
shown in Figure 4-23 using the MATLAB/SIMULINK software. The network 3 is a simplified radial model
of test network 2 given in Figure 4-14. Network data are given in Table 4-I. Three types of faults are
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considered in this analysis.
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Figure 4-23 The test network-3

Figure 4-24 Voltage sag results using the HHT for Sag Type-A at HV side.
a) Instantaneous voltage wave of fundamental signal, b) Instantaneous voltage magnitude using
HHT c) Instantaneous PAJ using SHHT d) Instantaneous voltage magnitude using HHT e)
Instantaneous PAJ using SHHT
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The transmission and distribution lines are modelled as uniformly distributed along the total line length.
The loads are modelled as a static type. The measurement is taken at Bus-8 for the HV side, which is 3km
away from the fault location in order to obtain the maximum PAJ. For the MV side, the result is taken from
Bus-4. In the test system shown in , different types of faults are applied in lines 7-8 at a distance of 3km
from the Node 8 and the results are taken from Node 8. Figure 4-24 shows the measurement of voltage sag
characteristics using the conventional HHT and the proposed SHHT methods.
The instantaneous voltage sag waveforms of the three-phase voltages are shown in Figure 4-24(a). The
instantaneous voltage sag magnitude and the PAJ waveforms are shown in Figure 4-24(b) and Figure
4-24(c) respectively. It can be seen in Figure 4-24(a) that instead of recovering at the same time instant, the
three-phase voltages recover at three time instants with a 60° angular gap among the recovery points of the
three-phase voltages followed by the discrete fault clearing process.
Figure 4-24(b) shows that, unlike the FFT method as described in Section 4.6.1, in the HHT method the
starting point of the voltage sag can be detected easily without significant time delay and the voltage sag
magnitude shows a constant reduction of voltage (i.e. 0.26 p.u.) over the entire sag duration. However,
similar to the FFT method, the ambiguities at the voltage sag recovery area can still occur in the HHT
method and Therefore, the identification of recovery point of each phase (i.e. discrete recovery) is possible
neither using the FFT nor with the HHT method. Figure 4-24(c) shows the instantaneous plot of PAJ (which
is -10.99°) for three-phase voltages, which shows clear ambiguities in both the transition segments giving
unrealistic PAJ at these two areas.
The proposed SHHT method processes the same waveform of Type-A sag to overcome the transition
ambiguities. Figure 4-24(d) and Figure 4-24(e) show the results. The plots clearly show that the proposed
method is successful in obtaining the accurate detection and calculation of the voltage sag amplitude and
the PAJ over the entire sag duration. The discrete recovery processes of three-phase voltages in Figure
4-24(a) are also clearly visible in the plot of the instantaneous voltage magnitude given in Figure 4-24(d)
and the instantaneous PAJ in Figure 4-24(e).
For an SLG fault (i.e. Type-B voltage sag) in Phase-A voltage at the same location, the instantaneous
voltage sag waveform is shown in Figure 4-25 (a), which is decomposed using the segmented HHT method.
The instantaneous magnitude obtained from the SHHT method is also presented in the same figure showing
an 82% reduction in Phase-A voltage. For the voltage sag Type-B, the faulted phase (i.e. Phase-A)
experiences a negative PAJ of a -7° for the entire sag duration, which is shown in Figure 4-25(b). The
instantaneous magnitude and the PAJ waveforms for the voltage sag Type-C are shown in Figure 4-26. The
instantaneous voltage magnitudes in the affected Phase–B and Phase-C are shown in Figure 4-26(a) having
a 56% reduction in magnitude in both phases. Figure 4-26(b) shows a -40° PAJ at Phase-B and a +40° PAJ
at Phase-C. For this case, the magnitude and phase angle of Phase–A voltage remains unchanged.
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Figure 4-25 Voltage sag results using the segmented HHT for Sag Type-B at HV side.
a) Instantaneous voltage wave and voltage magnitude ;b) Instantaneous PAJ.

Figure 4-26 Voltage sag results using the segmented HHT for Sag Type-C at HV
side
a) Instantaneous voltage wave and voltage magnitude ;b) Instantaneous PAJ.

4.6.3 AUTOMATIC SEGMENTATION AND MEASUREMENT OF VOLTAGE SAG AMPLITUDE
AND PAJ AS A FUNCTION OF TIME USING SHHT IN A MV (22KV) NETWORK

The proposed SHHT method is also tested for faults in the HV side and voltage signals are obtained from
side of the network 3. A 22kV, 25MVA -Y transformer is connected between the HV and the MV sides.
The faults are applied 290km away from Node 8, between Node 7 and Node 8, and the results are obtained

Figure 4-27 Voltage sag results using the segmented HHT for Sag Type-C at
MV(11kV) side due to SLG fault at the HV side.
a) Instantaneous voltage wave and voltage magnitude, b) Instantaneous PAJ.
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at Node 4.
A 30° of phase shift occurs at the MV side of three-phase line due to the transformer connection. Figure
4-27 presents the results obtained from the SHHT. It is shown that the Type-B voltage sag at the HV level
transforms into Type-C voltage sag. This transformed sag caused a 50% reduction of the magnitude and a
positive (50°) PAJ at the Phase-B voltage and a negative (50°) PAJ in the phase angle in Phase-A voltage.

4.6.4 AUTOMATIC SEGMENTATION AND MEASUREMENT OF VOLTAGE SAG AMPLITUDE
AND PAJ AS A FUNCTION OF TIME USING SHHT IN A LV (0.4KV) NETWORK

In this section, the proposed SHHT method is applied to the LV customer connection point in a large
Australian distribution network 1 as shown in Figure 4-12. The test system is simulated using the
MATLAB/Simulink software. Unlike the former test system-3, the test feeder consists of several parallel
branches with a non-uniform length along with the whole network. The faults are created at Bus-1 (MV
side) and the results are taken from the 480V level at Bus-74 which is 67.8km away from the fault. The
assessment of three-phase voltage sag using the proposed SHHT method is presented in Figure 4-28 (a-c).
The results obtained from the proposed SHHT method are also compared with those obtained using the
FFT method and presented in Figure 4-28 (d) and Figure 4-28 (e). It is observed that during a three-phaseto-ground fault, the voltage magnitude at the LV customer busis reduced to 67% from its pre-fault voltage,
with a negative PAJ of -42° in all the three-phases as shown in Figure 4-28 (b) and Figure 4-28 (c). Figure
4-28 (b-c) show that the proposed algorithm can detect and obtain the voltage sag magnitude and PAJ with
better accuracy compared to those from the FFT method.

Figure 4-28 Voltage sag Measurement at the LV Network for Sag Type-A.
(a) Instantaneous voltage wave; (b) Instantaneous voltage magnitude using SHHT; (c) Instantaneous PAJ using SHHT; (d)
Instantaneous voltage sag magnitude using the FFT and SHHT; (e) Instantaneous PAJ using the FFT and SHHT.
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4.6.5 AUTOMATIC SEGMENTATION AND MEASUREMENT OF AMPLITUDE AND PAJ AS A

FUNCTION

OF

TIME

FOR

RECORDED VOLTAGE SAG WAVEFORMS USING

THE

HHT AND THE SHHT METHODS
The proposed HHT based measurement method is tested using the simulation results from different voltage
levels of the simulated network in order to validate the measurement results. However, several assumptions
are made in the simulation to compare the results with analytical formulae. So it is desirable to calculate
the PAJ using the recorded voltage sag signals. From this extent, one example of measurement of the
recorded signal from DOE/EPRI National Disturbance Library [20], is presented in Figure 4-29 (a-f). The
tested event is a Type-B voltage sag due to SLG fault. Therefore, the only faulted phase is extracted to find
the instantaneous features of the voltage sag. Both, the HHT and the SHHT method are applied to the
dataset.

Figure 4-29 DOE/EPRI National Disturbance Library Event 1089: SLG fault in Phase-A.
(a) Instantaneous voltage wave obtained from EMD; (b) Instantaneous voltage magnitude using HHT; (c) Instantaneous PAJ
HHT; (d) Instantaneous voltage sag magnitude using SHHT; (e) Instantaneous phase angle using SHHT; (f) Instantaneous PAJ
using SHHT.

The state of the art of both of the methods is the accurate detection of the transition time. However, SHHT
gives more accurate results as it removes the transition segment ambiguities and gives a constant value in
each segment while HHT shows minor fluctuations and variation in the measured values as observed in
Figure 4-29 (b) and Figure 4-29 (c). The proposed method is applied to obtain the time-varying voltage sag
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parameter from noisy real IEEE 1159.2 Working Group, Test Waveforms which are measured in LV Power
electronics load. The calculated POI, POR, PAJ and sag type for wave1, wave15 and wave13 are given in
Table 4-III.

TABLE 4-III VOLTAGE SAG CHARACTERISTICS MEASURED USING SHHT FROM REAL DATA IEEE 1159.2 WORKING GROUP, TEST
WAVEFORMS [19]

Wave no

Sag

𝑡ˊ𝑖

type

[ms]

𝜙𝑖
[deg.]

𝜙𝑟1
[deg.]

∆𝛿
[deg.]

𝑡ˊ𝑟
[ms]

𝛥𝑡ˊ𝑟𝑓
[ms]

1

BA

21.61

116.776

120.56

-45

35.61

13.55

15

BB

32.90

253.64

72.78+ 2𝜋

-20

56.25

23.35

13

BC

24.74

291.384

95+2Π

-47

47.53

22.79

4.6.6 AUTOMATIC SEGMENTATION OF VOLTAGE SAG WAVEFORM HAVING ONE

TRANSITION SEGMENT USING THE SHHT METHOD
This section investigates the application of the proposed SHHT algorithm in automatic segmentation of the
voltage sag waveform, which consist of only one transition segment. The voltage sags with a single
transition segments are usually observed due to the switching or connection of large loads or power supply
components, such as starting a large motor or transformer [63]. These types of sag waveforms can be split
to only two segments: pre-start and post-start segments. Figure 4-30 shows an example of the motor starting
voltage sag analyzed using the proposed SHHT method (blue line) and the short-term FFT method (red
dotted line) using one cycle sliding window. The SHHT method shows a sharp fall of voltage magnitude to
0.215 pu. at 0.1 sec while the FFT method takes one cycle to reach the lowest point. There is no PAJ found
in the results, which can also be observed in Figure 4-30 looking at the zero-crossing time of the two signals:
reference signal and motor starting sag signal.

Figure 4-30 Instantaneous Measurement of induction motor starting sag using FFT and
SFFT.
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4.6.7 DISCUSSIONS
In this section, the voltage sag magnitude and phase angle jump are analyzed as a function of time using
the SHHT method. The SHHT method detects the change of the instantaneous frequency at the transition
time accurately. Further, by knowing the exact timing of the transitions, the SHHT method eliminates the
ambiguities in the instantaneous results around the area of a transition/discontinuity. Simulation results
show that the proposed method is superior to those obtained using FFT or DFT, particularly in the area of
transition/discontinuity. Having demonstrated that the method is accurate and is superior to FFT and FFT,
the segmented HHT method is used to investigate the impacts of several fault types that can affect the
characteristics of voltage sag using a relatively small radial network with a -Y transformer connecting a
medium voltage system to a low voltage system. Simulation results show that the proposed method
accurately determines the voltage sag magnitudes, the PAJ and the timing of the initiation and ending of
the fault when compared to analytical methods for different types of fault, in particular the three-phase
fault, SLG and L-L fault seen both at the MV and LV voltage level. The effect of fault distance for different
types of faults was also investigated in this section. Finally, the proposed segmented HHT method is used
to investigate the impact of a three-phase fault at the HV bus on the low voltage bus, using a network
obtained from the NSW distribution utility, in terms of its voltage sag magnitude and PAJ. The results show
that the proposed algorithm can detect and measure the voltage sag magnitude and PAJ with better accuracy
than the FFT method.
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4.7 CASE STUDY C: VALIDATION
CALCULATION

OF THE

OF THE

SHHT ALGORITHM

SINGLE EVENT CHARACTERISTICS

OF

FOR

VOLTAGE

SAG CONSIDERING THE INFLUENTIAL FACTORS
Voltage sag is normally characterized by magnitude and duration as a single value characteristic. In addition
to these two parameters, in the real electrical network, the phase angle also changes during the sag duration,
which is not included in the normal characterization. In addition, the poly-phase system becomes
unbalanced if the voltage sag occurs due to asymmetrical fault. Depending on the type electrical network,
the source of sag, the protection settings, and the characteristics of voltage sag vary in magnitude, duration,
phase. In addition, it has been proved analytically in Section 4.6 that the phase angle during the starting and
the recovery time also significantly influences the voltage sag characteristics. This chapter will investigate
the influence of network factors on the three important parameters of voltage sag: magnitude, phase angle
and POW of voltage sag signal considering the influential parameter. These factors include the types of
fault, the location of the fault, and the X/R ratio of lines before and after the fault, the transformer and load
connection, and the point-on-wave of sag initiation. The results from the simulations of a simple radial
system using MATLAB/SIMULINK validate the proposed method using HHT when compared with those
obtained using the traditional FFT.

4.7.1 CALCULATION OF SEC OF VOLTAGE SAG AMPLITUDE AND PHASE ANGLE JUMP

USING ANALYTICAL FORMULAE
The voltage sag magnitude and PAJ can be estimated analytically using the symmetrical component of the
network [24] if the network parameters are known. Four basic types of faults will be considered in this
study: (i) Three-phase fault (Type-A sag), (ii) SLG fault (Type-B sag), and (iii) LL fault (Type-C sag) and
(iv) LLG fault (Type-E sag). The voltage sag at PCC due to a balance three–phase-ground fault at point 𝑥
can be calculated using the per-phase equivalent voltage divider model as shown in Figure 4-31. For a
Type-A sag due to a balanced three-phase-to-ground fault, the zero-sequence impedance is zero. Hence,
the calculation of the voltage sag magnitude and PAJ can be carried out using a single-phase equivalent.
Assuming 𝑍𝑓 = 0, the voltage sag magnitude and PAJ (𝜑) are obtained directly from the magnitude and
argument of 𝑉𝑝𝑐𝑐 .

E

PCC

Zs

x


Zx

Zs = j4.5 𝛺 for 100MVA,
150kV source

fault
Zf

Zx = (0.097+j0.391) 𝛺 /km;
Zf = 0; 𝜆 = 3km;

Figure 4-31 A simplified radial distribution system after a three-phase fault.
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However, for unbalanced faults, the three symmetrical components: the positive-sequence, the negativesequence, and the zero sequence networks are considered. The three-component networks have to be
connected into equivalent circuits at the fault position. The connection of the component networks depends
on the fault types [24, 170]. A single-line-to-ground (SLG) fault in a solidly grounded system causes the
voltage drop at one phase, whereas the other two phases remain unchanged. The SLG fault creates Type-B
voltage sag at the star-connected equipment terminal if the equipment is connected at the same voltage
level. However, Type-B voltage sag can transform into Type-C voltage sag after propagating to the lower
voltage level through a ∆-Y transformer. For a phase-to-phase fault, the zero sequence component of the
fault current is zero. The positive and the negative sequence components of the fault current are equal and
in the opposite direction. A phase-to-phase fault creates a voltage sag of Type-C. The analytical expressions
for calculating voltage sag magnitude and PAJ for balanced three-phase-to-ground fault, single-line-to
ground fault, and phase-to-phase fault are given in TABLE 4-IV.

TABLE 4-IV EXPRESSIONS FOR CALCULATION OF SEC FOR DIFFERENT TYPES OF SAGS [24]

𝑍𝑠1
𝑍𝑥1 + 𝑍𝑠1
2
1
0
[𝑍
𝑠 + 𝑍𝑠 + 𝑍𝑠 ]
𝐵𝑎
𝑉𝑖𝐴 ∠𝜑 = 1 −
𝐷
[𝑎𝑍𝑠2 + 𝑎2 𝑍𝑠1 + 𝑍𝑠0 ]
𝐵
2
𝐵𝑏
𝑉𝑖 ∠𝜑 = 𝑎 −
𝐷
2 2
1
0
[𝑎
𝑍
+
𝑎𝑍
𝑠
𝑠 + 𝑍𝑠 ]
𝐵𝑐
𝑉𝑖𝐶 ∠𝜑 = 𝑎 −
𝐷
where 𝐷 = 𝑍𝑥2 + 𝑍𝑥1 +𝑍𝑠2 + 𝑍𝑠1
𝐴𝑎𝑏𝑐

(4-21)

𝐴𝐵𝐶
𝑉𝑝𝑐𝑐
∠𝜑 = 1 −

(4-22)
(4-23)
(4-24)

[𝑎2 𝑍𝑠1 − 𝑎𝑍𝑠2 ]
𝐷
1
[𝑎
𝑍
−
𝑎2 𝑍𝑠2 ]
𝑠
𝐶𝑐
𝑉𝑖𝐶 = 𝑎 −
𝐷
2
1
2
1
𝐷 = 𝑍𝑖𝑥 + 𝑍𝑖𝑥 +𝑍𝑠 + 𝑍𝑠
𝐶𝑏

(4-25)

𝑉𝑖𝐵 = 𝑎2 −

𝐸𝑏

𝑉𝑖𝐵 =

𝐸𝑐

𝑉𝑖𝐶 =

(4-26)

2
0
0
2
[𝑎2 𝑍𝑠1 {𝑍𝑖𝑥
+ 𝑍𝑖𝑥
+ (𝑍𝑠2 + 𝑍𝑠1 + 𝑍𝑠0 )} − 𝑎𝑍𝑠2 {𝑍𝑖𝑥
+(𝑍𝑠2 + 𝑍𝑠1 + 𝑍𝑠0 ) } − 𝑍𝑠0 𝑍𝑖𝑥
]

𝐷
2
0
0
2
[𝑎 𝑍𝑠1 {𝑍𝑖𝑥
+ 𝑍𝑖𝑥
+ 𝑍𝑠2 + 𝑍𝑠1 + 𝑍𝑠0 )} − 𝑎2 𝑍𝑠2 {𝑍𝑖𝑥
+ 𝑍𝑠2 + 𝑍𝑠1 + 𝑍𝑠0 } − 𝑍𝑠0 𝑍𝑖𝑥
]

𝐷

(4-27)
(4-28)

1 2
1 0
2 0
1
2
where D=𝑍𝑖𝑥
𝑍𝑖𝑥 + 𝑍𝑖𝑥
𝑍𝑖𝑥 +𝑍𝑖𝑥
𝑍𝑖𝑥 +(𝑍𝑠2 + 𝑍𝑠1 + 𝑍𝑠0 ){𝑍𝑖𝑥
+ 𝑍𝑖𝑥
}

𝑍𝑠1 , 𝑍𝑠2 , 𝑍𝑠0 And 𝑍𝑥1 , 𝑍𝑥2 , 𝑍𝑥0 are the positive, negative, and zero sequence source and feeder impedances, 𝑎
is the phasor rotation operator. Subscript 𝑖 is used for PCC. 𝜑 is the PAJ, V is voltage sag magnitude,
superscripts ABC are used for Phase-A, Phase-B and Phase-C.
Figure 4-31 shows a simplified voltage divider fault model of a typical distribution system for calculation
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of voltage sag parameters for a three-phase-to-ground fault. The PCC is the substation bus bar, where the
measurement is carried out. 𝑍𝑠 represents source impedance, the value of which depends on the fault level
of PCC, and E is the assumed system grid voltage 𝑍𝑥 is the impedance of the line up to the fault point, and
𝑍𝑓 is the fault impedance. It is assumed that fault current is higher than load current and all currents will
flow into the fault, and hence all the loads can be ignored during the fault. In this study, the value of E is
assumed to be 1∠0°pu in all three-phases, 𝑍𝑠 = 0.02 pu, 𝑍𝑥 =(0.097+j0.391)𝛺/km, and the fault impedance,
𝑍𝑓 is assumed to be zero. With such a simplification, the voltage at PCC during the fault can be easily
determined by (4-21). Using the given impedance parameters and assuming a balanced three-phase source
voltage with E = 1∠0° p.u., the voltage sag at the PCC can be calculated from (4-21) as 0.23∠ − 11° p.u.
and the PAJ from (4-21) as -11° assuming that θPresag = 0°. However, (4-21) is applicable only to a simple
radial network. For a large system or complicated mesh network, it is convenient to carry out the transient
analysis of the network using a commercial power system simulation package. The results of the simulation
can be processed using an accurate signal analysis tool. The above two methods will give a discrete or
single value of PAJ during a voltage sag event. In addition, several assumptions need to be made to avoid
the calculation complexity.

4.7.2 CALCULATION OF SEC OF PHASE ANGLE JUMP USING VOLTAGE WAVEFORM

Figure 4-32 Voltage sag signal with a negative phase angle jump.
During the fault, the drop of the voltage magnitude compared to that of the pre-fault voltage magnitude is
known as the voltage sag and the phase angle shift between the pre-fault and during-fault voltage waveform
is known as the PAJ. One of the methods of calculation of the single value PAJ is to subtract the zerocrossing point of the voltage sag signal from the zero-crossing point of the reference voltage signal. A
typical voltage waveform prior to the fault and after the inception of a fault is shown in Figure 4-32. In the
figure voltage sag waveform of 87.17% sag magnitude is shown by the solid red line and the reference
voltage signal of 1 p.u. magnitude and 0° phase shift is shown by the dotted black line. From the difference
between the zero-crossing times of the two signals, the PAJ of the given voltage sag signal can be calculated
as (0° - 33.8°) = -38.8o which indicates a negative phase angle jump, − φ.
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4.7.3 CALCULATION OF SEC USING SHHT AND COMPARISON WITH NUMERICAL

VALUE OBTAINED FROM THE ANALYTICAL FORMULA
In order to validate the proposed SHHT method, the voltage sag magnitude and PAJ are calculated from
the instantaneous measurement of these voltage sag characteristics. After the application of SHHT, the
instantaneous voltage sag characteristics are freed from the transition segments ambiguities as shown in
Figure 4-8. Similar to the sinusoidal voltage sag waveforms, there are only three segments in the
instantaneous plot of the voltage sag magnitude and PAJ obtained using the SHHT. Section 4.6 has
demonstrated this with several examples. Therefore, the voltage sag magnitudes and PAJ can be calculated
as single event characteristics from the “during sag segment” of the instantaneous measurement of the
voltage sag characteristics obtained from the SHHT method. In order to calculate the SEC, different types
of faults are simulated in the test system-3 shown in Figure 4-23 using the MATLAB/SIMULINK software.
The test system 3 is a simplified radial model of test network-2 given in Figure 4-14. Network data are
given in TABLE 4-I.THE test system consists of a 150kV (HV) transmission line of 500km long and a 20kV

TABLE 4-V COMPARISON OF VOLTAGE SAG RESULTS BETWEEN ANALYTICAL FORMULA AND SEGMENTED HHT METHOD
Sag type

𝐴𝑎𝑏𝑐
𝐵𝑎
𝐶𝑏
𝐶𝑐
𝐸𝑏
𝐸𝑐

PAJ Eq.
-11.34°

PAJ SHHT
-10.99°

*VSM Eq.
0.256

VSM SHHT
0.26

-7°

-7.002°

0.1833

0.185

-42°

-40°

0.5654

0.567

39.30°

40°

0.60065

0.56667

-46.33°

-46°

0.345

0.3334

46.76°

46.2°

0.32335

0.3324

*VSM (Voltage Sag Magnitude)

(MV) distribution line (40km total length) through a solidly grounded delta-wye transformer. Three types
of faults are considered in this analysis. The transmission and distribution lines are modelled using
uniformly distributed model along the total line length. The loads are modelled as a static type. The
measurement is taken at Bus-8 for the HV side which is 3km away from the fault location in order to obtain
the maximum PAJ. For the MV side, the result is taken from Bus-4. Using the test network data from TABLE
4-I and substituting the parameters in the above expressions, the voltage sag magnitude and the PAJ for
different types of fault can be calculated numerically and compared in TABLE 4-V with the values obtained
from the proposed SHHT method. As seen from TABLE 4-V, the simulated values and calculated values are
very close with a minor deviation (max 5.67%). This is a very good result compared to the FFT method,
which produces a huge error in the measurement.
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4.7.4 CALCULATION OF SEC FOR DIFFERENT TYPES OF VOLTAGE SAGS USING FFT
AND

SHHT METHODS CONSIDERING THE PROPAGATION OF THE VOLTAGE SAG

FROM HV TO LV NETWORK

The previous section has only computed four basic types of voltage sags (A, B, C, and E) which are
measured at the PCC. This section aims to observe the propagation of the voltage sag through the delta/Y
transformer. The network model given in Figure 4-33 is simulated to extract the single event voltage sag
magnitude and PAJ from different types of fault induced voltage sag waveforms. The network parameters
are given in Table 4-VI. In the test network, four basic types of faults are created at the 132kV side (Bus4) of a Dy transformer. These faults may create seven types of voltage sags (A, B, C, D, E, F, and G) at
different locations of the network.

Figure 4-33 Propagation of sag to the downstream side through Dy transformer

The voltage sag waveforms are recorded from Bus-1, Bus-2, and Bus-3. Type-A, Type-C, and Type-E
voltage sags are measured at PCC (Bus1). The Type-B sag transforms to Type-C sag at Bus-2 and to TypeD sag at Bus-3 after traveling from upstream HV to MV to downstream LV side of a parallel feeder
connected to PCC. Propagation of Type-C sag through one Dy transformer creates Type-D voltage sag at
Bus-2. The Type-C sag again can be found at Bus-3 after it passes another Dy transformer. Again, the
propagation of Type-E sag through one Dy transformer creates Type-F voltage sag at Bus-2 and after
passing through another Dy transformer its transforms to Type-G voltage sag at Bus-3.
TABLE 4-VI NETWORK PARAMETER

Type

Positive/negative sequence impedance (ohm/km)

Zero

sequence

impedance(ohm/km)
Line

:0.1153 +j 1.05e-3

0.413 +j 3.32e-3

Source : 132kV, impedances: Rs= 0.8929; Ls= 16.58mH
Transformer1: impedance: 0.00375 +j0.1 pu, 132/33kV, 100MVA
Transformer2: impedance: 0.00375 +j0.1 pu, 33/0.69kV, 30MVA
Load : 14.4+j10.8MVA

122 | P a g e

All the recorded signals obtained from the simulation model are processed with both the proposed SHHT
algorithm and the conventional FFT method in order to find the voltage sag magnitude and PAJ as SEC.
The calculation of the voltage sag magnitudes and PAJ of all the affected phases using FFT and SHHT are
given in Table 4-VII obtained for all types of sag. Due to the propagation of sag, the characteristics vary in
magnitude and phase. The single event characteristics are obtained from the mean value of considering all
data during the voltage sag duration. It can be seen that there is a significant difference in the measurement
of the single event value of the voltage sag magnitude and PAJ between the two methods. After observing

TABLE 4-VII COMPARISON OF VOLTAGE SAG RESULTS BETWEEN ANALYTICAL FORMULA AND SEGMENTED HHT METHOD
Main

At PCC

sag

A

After 1 Dy Transformer

After 2 Dy transformer

[nominal voltage 1 pu)

[nominal voltage:1 pu)

[nominal voltage.0.7pu)

Pha

Phb

Phc

Pha

Pha

Phb

Phc

0.54

0.55

0.52

0.30

0.31

0.30

0.21

0.21

0.21

Mag FFT

0.33

0.33

0.33

0.05

0.05

0.04

0.03

0.04

0.03

Mag SHHT

-10.73

-8.70

-40.81

-42.07

-44.62

-38.15

-43.88

-48.95

PAJ FFT

-70.96

-74.25

-76.24

-68.98

-74.11

-80.98

PAJ SHHT

C

E

A

Phc

A

-

-

13.40

13.70

0.64

1.10

1.10

0.70

1.00

0.76

0.63

0.66

0.42

Mag FFT

0.46

1.10

1.10

0.61

1.00

0.66

0.62

0.64

0.32

Mag SHHT

-13.40

B

10.09

Phb

Measurement

-C

B

-8.72

-0.48

-0.68

12.30

-0.68

-17.98

10.72

-11.39

-4.50

PAJ FFT

-10.50

-0.48

-0.69

19.45

-0.68

-24.37

15.20

-15.59

-4.74

PAJ SHHT

0.79

0.69

1.10

0.30

0.87

0.92

0.40

0.70

0.46

Mag FFT

0.33

0.70

0.38

Mag SHHT

38.13

0.07

-40.78

PAJ FFT
PAJ SHHT

0.68

0.56

1.10

-25.82

18.92

-0.67

0.04

0.85

0.89

-44.01

20.18

-22.20

-36.02

29.47

0.60

0.59

-0.67

-74.48

28.78

-30.25

58.84

0.07

-58.84

1.10

0.30

0.74

0.77

0.35

0.59

0.40

Mag FFT

0.42

0.39

1.10

Sag-

0.05

0.65

0.68

Sag

0.25

0.54

0.29

Mag SHHT

-18.51

1.40

-0.68

-25.43

2.94

-0.69

F

-42.09

17.96

-23.17

-G

35.53

-1.63

-40.66

PAJ FFT

-72.24

26.69

-31.78

56.38

-1.69

-59.99

PAJ SHHT

D

C

all data in TABLE 4-VII it is seen that the FFT method gives overestimated values for all the measurements
of the voltage sag magnitude and underestimated values for all PAJ. On the other hand, the SEC
measurements using the SHHT methods are very close to the values observed in the during sag segment of
the magnitude and PAJ versus time plots given in Figure 2-4 to Figure 2-7.
The difference in measurement between the two methods can be more clearly observed in TABLE 4-VIII from
the comparison of the lowest voltage magnitude and maximum PAJ during the voltage sag event. TABLE
4-VIII presents the difference between SHHT and FFT calculation of SEC as the lowest magnitude and

highest PAJ for all types of sags obtained from different locations. The maximum difference in
measurement of magnitude and PAJ were found to be around 0.25 pu and 30 degrees respectively. This
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TABLE 4-VIII COMPARISON OF SEC OF VOLTAGE SAGS BETWEEN FFT AND SEGMENTED HHT COMPUTATIONS
MAIN
SAG

SAG A

SAG B

SAG C

SAG E

MEAN VALUE OF
DURING SAG DATA

MAG FFT [PU]
MAG SHHT [PU]
PAJ FFT [DEGREE]
PAJ SHHT [DEGREE]
MAG FFT [PU]
MAG SHHT [PU]
PAJ FFT [DEGREE]
PAJ SHHT [DEGREE]
MAG FFT [PU]
MAG SHHT [PU]
PAJ FFT [DEGREE]
PAJ SHHT [DEGREE]
MAG FFT [PU]
MAG SHHT [PU]
PAJ FFT [DEGREE]
PAJ SHHT [DEGREE]

SINGLE EVENT CHARACTERISTICS [ LOWEST
VALUE IN THREE-PHASES]
AT PCC
AFTER 1
AFTER 2
TRX
TRX
0.52
0.30
0.21
0.33
0.04
0.03
-10.73
-44.62
-48.95
-13.70
-76.24
-80.98
0.64
0.70
0.42
0.46
0.61
0.32
-8.72
-17.98
11.39
-10.50
-24.37
-15.59
0.69
0.30
0.40
0.56
0.04
0.33
-25.82
-44.01
-40.78
-36.02
-74.48
-58.84
0.59
0.30
0.35
0.39
0.05
0.25
-18.51
-42.09
-40.66
-25.43
-72.24
-59.99

DIFFERENCE IN MEASUREMENT USING
SHHT AND FFT

0.19

0.25

0.18

2.97

31.63

32.03

0.18

0.09

0.11

1.77

6.39

4.21

0.13

0.26

0.07

10.20

30.47

18.05

0.20

0.25

0.11

6.91

30.14

19.33

indicates the signification erroneous results of the conventional FFT measurement method due to the
presents of the ambiguities around the transition segments of the instantaneous measurements of the voltage
sag. The results have revealed that the proposed SHHT method is very effective in the computation of the
SEC of voltage sags. The single event values of voltage sags are required for classification, characterization,
development of site indices and equipment susceptibility indices.

4.7.5 MEASUREMENT OF SEC OF AMPLITUDE AND PAJ AS A FUNCTION OF DISTANCE
OF THE FAULT AT DIFFERENT X/R RATIO USING THE SHHT

The characteristics of the voltage sag signal are significantly affected by system parameters. To explore
this, this thesis considers the effect of several dominant factors, such as the distance of fault from PCC and
the system X/R ratio by analyzing the PAJ of the voltage sag using the proposed automated SHHT method.
To do this, different types of faults are created at different locations of the test network-2 given in Figure
4-14 for different X/R ratios of the feeder impedance while keeping the source X/R ratio fixed. The
characteristics of voltage sag and the influential factors are tested in a large network. The diagram of the
test system is shown in Figure 4-14. Six critical industrial customers are connected at six (critical) nodes of
the same 20-kV distribution line (40-km total length) through a solidly grounded delta-wye transformer. It
should be noted that this network represents a typical distribution network with several hundred nodes
spread along the main feeder and laterals but only the nodes supplying the most critical customers need to
be examined. The transmission system consists of three 150-kV lines and is relatively of large size (800km total length) to take into account the fact that faults even at 100 km away from the critical customers
will cause severe voltage sags.
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Figure 4-34 Investigation of the impact of distance of fault for sag Type-A, B, C and E
a)Phase angle jump vs distance b) Voltage sag magnitude vs distance
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It is observed that the PAJ during a fault does not exist if the source X/R ratio and the feeder X/R ratio of
the network are equal. However, in most cases, the impedance ratios of a feeder and of the source are not
the same. Therefore, either positive or negative PAJ is observed. The voltage sag magnitude and PAJ
depend on the system impedances which may vary depending on the type of fault, fault location, feeder
location, feeder impedance, source fault level (FL), and fault impedance X/R. The proposed SHHT
algorithm is applied to the number of voltage sag signals of 2,916 obtained from the test network-2 to
estimate the PAJ and the voltage sag magnitude. The signals are taken from 81 monitoring buses throughout
the network at various distances. First, the impacts of fault distance on the PAJ and magnitude are
investigated for different types of fault. The results are plotted in Figure 4-34 as a function of the distance
of the fault location. From each of the plots in Figure 4-34, it can be summarized that the voltage sag
magnitude and PAJ become less severe when the distance to fault is high.
Next, the impact of different X/R ratio is investigated using the proposed SHHT method. Figure 4-35,
Figure 4-36 and Figure 4-37 show the voltage sag magnitude and PAJ as a function of distance of the fault
location. The plots are obtained for the three-phase fault (Type-A), the SLG fault (Type-B) and the line-toline fault (Type-C sag) for various X/R ratios of the feeder impedance. It is observed that this method can
quickly detect voltage-sag features and calculate them perfectly. For singe-phase fault, the X/R ratio of the
feeder is lower than that of the source in a solidly grounded system, so negative PAJ occurred. For resistance
grounded system, the X/R ratio of the source that includes zero-sequence grounding resistance becomes
smaller than that of the feeder. This results in positive PAJ. The difference of the X/R ratio between the
source and the feeder, denoted by 𝛼, is used to generate PAJ at different feeder buses. Four lines in each
figure are obtained for four different values of 𝛼 (-13.83°, -28.4°, -44.8° and -63.29°), which are obtained
by tuning the feeder impedance values. The analysis of the results shows that the range of PAJ varies from
-60° to -13° for a three-phase fault and +/-60° for a line-to-line fault. Each curve shows that when moving
away from the fault location, the magnitude of the voltage sag signal slowly reaches 100% and the PAJ
becomes 0°.
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Figure 4-35 Voltage sag as a function of the distance of fault, sag Type-Aabc.
(a) PAJ vs fault distance b)PAJ vs Voltage sag magnitude, c) Voltage magnitude vs fault distance

Figure 4-36 Voltage sag as a function of the distance of fault, sag Type-Ba
(a) PAJ vs fault distance b)PAJ vs Voltage sag magnitude, c) Voltage magnitude vs fault distance

Figure 4-37 Voltage sag as a function of the distance of fault, sag Type-Cbc.
(a) PAJ vs fault distance b)PAJ vs Voltage sag magnitude, c) Voltage magnitude vs fault distance
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4.7.6 CALCULATION OF SEC OF PAJ FOR DIFFERENT POW
Point-on-wave characteristics are the exact point on a sine wave where the original signal starts to deviate
and starts to return to the original signal. These points correspond to the angles where the short circuit fault
occurs and clears. Figure 4-38 plots the PAJ as a function of distance for different POI of voltage sag
starting angle. From the figure, it can be seen that all plots for different POW angle have superimposed on
each other, which concludes that the POW has no impact on PAJ.

Figure 4-38 Impact of POW on PAJ

4.7.7 DISCUSSIONS ON THE RESULTS OF THE SEC OF VOLTAGE SAG
In this section, the SEC of voltage sag is computed using the proposed SHHT transform method. The
important influential factors that affect the characteristics of voltage sag are analyzed theoretically. The
SHHT method is then applied to compute the influential factors as single event characteristics. Both
computations are compared and validated with the simulation results in the high-voltage and mediumvoltage networks. The SHHT method is used to investigate the impacts of several fault types that can affect
the characteristics of voltage sag using a relatively small radial network with a -Y transformer connecting
a medium voltage system to a low voltage system. Simulation results show that the proposed method
accurately determines the voltage sag magnitudes, and the PAJ, unlike the FFT methods for different types
of faults, in particular the three-phase fault, SLG, L-L and L-L-G fault seen at both the MV and LV voltage
level. The effect of fault distance for different types of faults was also investigated. As expected, the further
the measurement from the fault is, the effect of both voltage sag and PAJ are reduced no matter what the
type of fault is. It is also shown that the magnitude of PAJ depends on the actual angle between the source
and feeder impedance. This characteristic has also a linear relationship with voltage sag magnitude and
fault distance. The effect of different X/R ratios of the feeder impedance while keeping the source X/R ratio
fixed is also investigated. The simulation results show that the PAJ is positive when the X/R ratio of the
faulted feeder is larger than that of source and is negative when the X/R ratio of the source is higher than
feeder X/R ratio. If the source X/R and the feeder X/R are equal, there will be no phase shift during voltage
sag. Knowing the acceptable limit of PAJ and voltage sag magnitude for sensitive equipment the voltage
sag tolerance zone can be estimated using the relationship with feeder length and PAJ developed in this
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section. In addition, the electrical parameter of the feeder conductor and source impedance can be easily
carefully selected while designing the power system network to avoid poor network conditions. Equipment
testing criteria also can be determined from the PAJ data used in this analysis. The results of this analysis
will help in the detection, measurement, and assessment of voltage sag to develop appropriate mitigation
topology.

4.8 SUMMARY AND DISCUSSIONS ON THE PROPOSED SHHT METHOD
In this chapter, a newly developed segmented HHT method (SHHT) based on the frequency detection
method for the calculation and the characterization of voltage sag signals is presented. This chapter analyzes
both the instantaneous waveform characteristics and single event characteristics of the voltage sag
waveform focusing on the drawbacks of the existing measurement methods, such as RMS and FFT
methods, which has been recommended in standards. Several examples of simulated voltage sag signals
and synthetic voltage sag signals with the presence of harmonics and real-time recorded voltage sag data
are used to validate the proposed methods. The results from the proposed SHHT method are compared with
those from the conventional HHT, the FFT and the analytical methods. The simulation results show that
the proposed method is superior to the FFT or the HHT method, and is found to be very effective,
particularly during the signal transition or discontinuity. An automatic SHHT method is proposed which is
better than the HHT in dealing with transition segment ambiguities for the detection and the characterization
of the voltage sag parameters. Using the proposed SHHT, the POI and POR of the voltage sag can be easily
detected by tracking the maximum value of the transient in the fundamental instantaneous frequency
waveform. Also, this can provide accurate detection of POI and POR of voltage sag without significant
time delay. The performance of the proposed SHHT method in analyzing the voltage sag is evaluated on a
practical distribution system and compared with the performance of the existing methods available in the
literature. The test results have revealed that the proposed method outperforms the conventional method
and is found to be promising for detection and characterization of voltage sags in time-variant voltage
waveforms.
This chapter validates the algorithm mostly with synthetic, simulated, and real-time recorded voltage sag
waveforms obtained from the simulation of a real Australian distribution network. Significant effort is
invested to compare the detection accuracy of the proposed SHHT method with the waveform envelope
method and FFT method. An accurate estimation of the time-varying distorted voltage sag data will help in
determining multidimensional voltage sag indexes and thresholds, equipment LVRT levels and adequate
mitigation methods including harmonic filter design. The SHHT based detection method will facilitate the
smart utilization of the smart grid resources by proactively activating the renewable power sources to
support the smart grid during system contingency and will minimize the downtime and maximize
productivity. The efficiency of the proposed method will be improved if a longer length of data is available.
This is sometimes difficult to obtain, as many practical data are usually only 3-5 cycle long. The acquisition
condition is also important, since signal may need to be amplified and filtered which may change the
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waveform to be analyzed. The sensor to obtain the data must also be able to produce the measured signal
accurately.
Some of the key developments are summarized below:


As a fast, efficient and adaptive multiresolution tool, the HHT method is used to decompose and feature
extraction of the noisy PQ signals.



The HHT method is tested synthetic signal consisting of close frequency components such as
fundamental 50Hz mixed with third harmonics, which is successfully separated by using the HHT
method.



The transition segment fluctuations problem of the instantaneous voltage sag parameters (magnitudes
and phase angle jump) are eliminated with the proposed fundamental frequency based transition
segment detection algorithm.



The exclusion of transition resulted in a rectangular-shape for the fault induced voltage sag with three
segments: Pre-sag segments: During sag segment and Post-sag segment.



The SHHT method is applied to motor starting voltage sag with one transition segment.



The proposed SHHT method is validated with different types of fault induced voltage sags in HV, MV
and LV end to calculate voltage sag magnitude, PAJ, POW, and sag duration.



The validation of SHHT is performed with real PQ signals.



The proposed method is compared with the FFT and HHT method. Moreover, the efficiency of the
proposed method is compared with other advance methods in terms of detection latency and accurate
calculation of POI of the voltage sag event.



The results show that the proposed SSHT method can accurately detect and calculate the time-varying
voltage sag parameter with less computation complexity.



This analysis is useful for the analysis of the PQ monitoring data required for the characterization of
the PQ event to compute the site indices and severity index for voltage sag.



The fluctuations in during-sag event would influence segmentation accuracy, but this is beyond the
scope of this thesis and can be considered in future work.
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Chapter 5 MITIGATION OF VOLTAGE SAG IN THE
RENEWABLE RICH POWER GRID WITH DG SUPPORT
5.1 INTRODUCTION
This chapter is developed based on the Paper-VII, Paper-VIII, Paper-IX, and Paper-X. This chapter
contributes to the development of voltage sag mitigation schemes by utilizing resources already available
in the network. Direct online starting inrush current of induction motors results in voltage dip across the
distribution network. The voltage-sensitive loads that are connected to such networks tend to trip and
disconnect from the networks during such voltage disturbances. The penetration of DG has been notably
increasing for years due to a reduction in capital investment. Installation of rotary and static DGs that
include diesel generators, combined heat and power generators, small wind turbines, and solar photovoltaics
is growing. Ongoing research works have demonstrated the utilization of DG for improving power quality,
especially for mitigating voltage dip problems [171].
The main objectives of this chapter are:
a)

Investigation of the effectiveness of DG as a low-cost solution for motor starting voltage sag.

b) Analysis of the voltage dip which may occur during the connection of IMs to the networks.
c)

Implementation of a suitable strategy to control the power injection from the DG during
voltage disturbance caused by motor starting.

Two new mitigation control methodologies: Mitigation Scheme A and Mitigation Scheme B are proposed
in the chapter in which DGs provide sufficient reactive power support so that loss of voltage-sensitive load
can be avoided or minimized. Mitigation Scheme A contributes to designing a control scheme based on
electromagnetic field control of rotational DG. Mitigation Scheme B designs a coordinated optimal
feedback control for supporting the system in the presence of multiple DGs. Although motor starting
voltage sags are analyzed and tested to validate the proposed schemes, these proposed approaches can
manage energy in the DGs, optimally coordinate them to provide sufficient reactive power during voltage
sag caused by faults and control the steady-state voltage under-voltage /overvoltage conditions. The rest of
the chapter is organized as follows: Section 5.2 discusses the induction motor starting transients. Section
5.3 develops of the Mitigation scheme A. Section 5.4 develops of the Mitigation scheme B. Section 5.4.4
summarized the chapter.

5.2 INDUCTION MOTOR STARTING TRANSIENTS
The electrical equivalent circuit model of an induction motor is shown in Figure 5-1(a) and the stator
impedance referred to the rotor side is shown in Figure 5-1(b). When the stator windings of a three-phase
induction motor are connected directly to the three-phase power lines, the stator armature will produce a
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synchronously rotating magnetic flux, Φ. This flux will produce an induced emf and a current I2, to the rotor
circuit current by electromagnetic induction. The rotor current reacting with the stator flux produces a
torque, T, which accelerates the rotor to rotate in the backward direction.

Figure 5-1 Induction Motor Equivalent circuit and Torque-Speed circle diagram.

The difference between synchronous speed, ωs and rotor speed, ωR to is known as motor slip, s which is
given by (5-1). For producing necessary torque the value of slip should be 0 < 𝑠 < 1. It can be expressed
as:
S=

𝜔S − 𝜔R
𝜔R
=1−
𝜔S
𝜔S

(5-1)

where S is the motor slip, which is defined as the difference between ω𝑆 and 𝜔𝑅 to the synchronous speed.
At starting, ωR = 0; s = 1. At the instant of starting, the rotor speed 𝜔R, is zero and the initial value of slip
remains maximum at 1 as the rotor is at stand still condition. So the induced EMF and the rotor current
become very large. Hence the rotor winding will draw a very high current Imst (line OA) to produce necessary
starting torque as shown in Figure 5-1(c). In Figure 5-1 (c) the maximum developed mechanical power P max
(on the output line OʹA), and electromechanical torque, T max (on the torque line OʹB) can be obtained from
the tangent of the circle. The maximum electrical power, Pmax is obtained from the vertical line AC at the
maximum current line Imst. This large current following through the system impedances causes voltage dip
at the motor terminal and in the neighbouring feeders which gradually recovers as the speed of the machine
approaches to the steady state value. For this reason, unlike fault induced dip, the magnitude of voltage dip
for motor start is not constant. From the equivalent circuit the starting time, tmst can be calculated using
[172]:
𝜔𝑅

𝑡𝑚𝑠𝑡 = 𝐽 ∗ ∫
0

𝑑𝜔
𝑇𝑎

(5-2)

Here, J is the motor inertia constant. Accelerating torque, T a is the difference between motor electromagnetic
torques, Tm and load torque, TL
𝑇𝑎 = 𝑇𝑚 − 𝑇𝐿

(5-3)

The slip of IM at any instance of time can be obtained by knowing the starting time of the selected motor
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[173]:
𝑆 (𝑡) = (1 −

𝑡
)
𝑡𝑚𝑠𝑡

(5-4)

From the IM equivalent circuit shown in Figure 5-1(b), the starting impedance with respect to time can be
calculated for different values of motor slip.

5.2.1 CHARACTERISTICS OF IM STARTING VOLTAGE SAG
The voltage sags are usually characterized based on its magnitude and duration [60]. For fault-induced sags,
the characteristic may vary with type of fault, location of fault, X/R ratio of the line, etc. Unlike faultinduced dip, the magnitude of the motor starting voltage dip does not remain constant during the duration
of the dip. Once sharply falling to the lowest point, the dip in voltage usually recovers gradually during the
starting process [138]. The typical characteristic of voltage sag magnitude is plotted in Figure 5-2. Figure
5-2 (a) shows that the fault-induced sag magnitude reduces to around 0.6 pu for 0.1s duration, although it
recovers to 1 pu after the fault is cleared from the system. The motor starting sag in Figure 5-2 (b), on the
other hand, shows around 0.65 pu reduction of voltage at the starting instant. It recovers gradually up to 0.9
pu voltage within 0.1 s and reaches to 0.95 pu after 0.4 s. Notice that after the motor reaches its normal
operation, the steady-state system voltage cannot recover to the 1 pu because of the highly inductive motor
load. Therefore, starting of IM needs both transient and steady state voltage support [137]. The motor may
accelerate as the voltage recovers back. Depending on the magnitude of the recovery voltage, the motor
accelerating current changes, which prevents the fast recovery. The recovery time of motor starting sag
depends on many factors related to several system conditions such as strong or weak network, motor size,
motor type, type of load connected with the motor, location of motor, etc. Hence, before designing
appropriate mitigation scheme, it is important to perform system studies to ensure that the voltage
magnitude remains within acceptable limits and, to determine if the proposed mitigation arrangements are
adequate to support the system voltage during motor starting time.

Figure 5-2 Voltage sag characteristics.
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Figure 5-3 (a-d) below shows the typical characteristics of an induction motor starting transients. Figure
5-3 (a) shows that at t = 0, the rotor speed ω is zero and the motor tries to produce maximum torque, T.
This allows the motor to draw a large amount of active (P) and reactive power (Q) as shown in Figure 5-3
(b). The high power drawn by the motor during starting causes high inrush current I mst , which is several
times the nominal current as shown in Figure 5-3 (d). This high current causes low voltage (or voltage dip)
at the motor terminal as shown in and Figure 5-3 (c). As the motor speed increases and approaches the rated
speed, the reactive power consumption decreases significantly, and the voltage starts to recover slowly. The
acceleration is dependent on the inertia of the motor, nature of the load, and thus the speed.

Figure 5-3 Induction motor transient characteristics during starting Motor (rating: 1.5 MVA, 12.47kV, simulated using
PSCAD/EMTDC)

5.2.2 ESTIMATION OF IM STARTING VOLTAGE SAG/DIP
The magnitude of the voltage sag (Vsag) depends on various factors such as the distance of the node from
the substation or the network strength, the rated capacity of the motor and motor characteristics. The rate
of recovery depends on the inertia of the motor and the characteristics of the load driven by the motor.
Under prolonged voltage sag and lower sag magnitude, the voltage-sensitive loads are affected and can lead
to tripping of the loads. Hence, before designing appropriate mitigation scheme to protect the sensitive
equipment from the motor starting transients, we need to perform system study in order to quantify the
voltage change in the network, and to keep the change within acceptable supply limits. Unlike fault induced
voltage dip, motor starting voltage sag shape is not rectangular. From Figure 5-3(d) above we can see that
the starting current has a very high peak at the time of switching which reduces smoothly until it reaches
the normal voltage level. Here, we need to estimate the following characteristics to design the proposed
control scheme to select proper DG size: (a) sag duration, (b) depth of motor starting voltage sag, and (c) P
and Q injection from the DG. To calculate the voltage dip magnitude different network configuration among
IM, sensitive equipment (SE) and DG are considered which is described below:

𝑍𝑚 (𝑡) = (𝑅𝑒 +

𝑅2
) + 𝑗(𝑋𝑒 + 𝑋2 )
𝑆(𝑡)

(5-5)

Here,
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𝑅𝑒 + 𝑗𝑋𝑒 =

𝑗𝑋𝑚 (𝑅1 + 𝑗𝑋1 )
𝑅1 + 𝑗(𝑋1 + 𝑋𝑚 )

Thus, starting current can be obtained as:

𝐼𝑚 (𝑡) =

𝐸𝑠
𝐸𝑠
=
𝑅
𝑍𝑚𝑠𝑡 𝑅 + 2 + 𝑗(𝑋 + 𝑋 )
𝑒
𝑒
2
𝑆(𝑡)

(5-6)

To calculate the voltage dip magnitude different network configuration among IM, sensitive equipment (SE)
and DG are considered which is described below:

A) CASE I: ESTIMATION OF VOLTAGE DIP WHEN MOTOR AND SE ARE LOCATED IN THE
SAME BUS
Let us consider a simple system with two parallel feeders connected at Bus-3 as shown in Figure 5-4. A
three-phase IM is connected at Feeder B at a distance of k kilometers from PCC. During the starting of the
IM, voltage at Feeder B will see a large drop of its line voltage and customers connected at feeder A will
observe a voltage dip which is known as reflected dip.

Figure 5-4 Radial distribution network

In the case of three-phase motors, starting voltage dip exhibits the same reduction in voltage magnitudes
and the same voltage recovery slope in all three voltage channels [23]. Therefore, we will calculate the
voltage dip, 𝑉𝑚 (𝑡) (the residual voltage) in one phase only. The effective dip at Feeder B can be expressed
as:
{𝑅𝑒 +
∆𝑉𝑚 (𝑡) = Vstd −

(𝑅𝑒 +

𝑅2
+ 𝑗(𝑋𝑒 + 𝑋2 )} ∗ 𝐸𝑠
𝑆(𝑡)

𝑅2
) + 𝑗(𝑋𝑠 + 𝑋𝑡 + 𝑋𝑒 + 𝑋2 ) + 𝑘𝑍𝐿2
𝑆(𝑡)

(5-7)

Neglecting all other shunt elements and parallel load currents which are small compared to the motor
starting current, the expression of voltage dip at the motor terminal and at feeder A can be obtained as:

135 | P a g e

{𝑅𝑒 +
∆𝑉𝑆𝐸 = Vstd −

(𝑅𝑒 +

𝑅2
+ 𝑗(𝑋𝑒 + 𝑋2 ) + 𝑘𝑍𝐿2 } ∗ 𝐸𝑠
𝑆(𝑡)

(5-8)

𝑅2
) + 𝑗(𝑋𝑠 + 𝑋𝑡 + 𝑋𝑒 + 𝑋2 ) + 𝑘𝑍𝐿2
𝑆(𝑡)

B) CASE II: ESTIMATION OF VOLTAGE DIP WHEN MOTOR AND SE ARE LOCATED IN
DIFFERENT BUSES.

Figure 5-5 Single line diagram of the test distribution network (LV side).

Figure 5-5 represents a one line diagram of a power distribution network with N buses where the IM is
connected at the Bus-x and sensitive load is located at Bus-k. Expressions of voltage dips at motor and SE
terminal can be derived as:

∆𝑉𝑚 = 𝑉𝑠𝑡𝑑 −

𝐸𝑠
(𝑍 + 𝑍𝑘𝑁 + 𝑍𝑚 )
1 + 𝑥𝑘
(𝑍𝑥𝑘 + 𝑍𝑘𝑁 )𝑍𝑚

(5-9)

∆𝑉𝑆𝐸 = 𝑉𝑠𝑡𝑑 −

𝐸𝑠 𝑍𝑚 𝑍𝑘𝑁
𝑍𝑚 (𝑍𝑠 + 𝑍1𝑥 ) + (𝑍𝑠 + 𝑍1𝑥 + 𝑍𝑚 )(𝑍𝑥𝑘 + 𝑍𝑘𝑁 + 𝑍𝐷𝐺 )

(5-10)

This thesis aims to investigate the advantages of VSDG in overcoming motor starting transient voltage dip
over the currently available voltage regulating equipment, e.g. voltage regulator, tap changer etc. To
investigate the effectiveness of VSDG we connect a DG at the N+1 bus in Figure 5-5. The equations of
voltage dip at the motor terminal and at SE are derived using the superposition theorem, which are given
by (5-11) and (5-12).

∆𝑉𝑚 = Vstd −

Zm Es (Zxk + ZkN + ZDG ) + EDG (Zs + Z1x )
Zm (Zs + Z1x ) + (Zs + Z1x + Zm ) (Zxk + ZkN + ZDG )

∆𝑉𝑆𝐸 = 𝑉𝑠𝑡𝑑 −

𝐸𝑠 𝑍𝑚 (𝑍𝑘𝑁 + 𝑍𝐷𝐺 ) + 𝐸𝐷𝐺 {𝑍𝑚 (𝑍𝑠 + 𝑍1𝑥 + 𝑍𝑥𝑘 ) + 𝑍𝑥𝑘 (𝑍𝑠 + 𝑍1𝑥 ) }
𝑍𝑚 (𝑍𝑠 + 𝑍1𝑥 ) + (𝑍𝑠 + 𝑍1𝑥 + 𝑍𝑚 )(𝑍𝑥𝑘 + 𝑍𝑘𝑁 + 𝑍𝐷𝐺 )

(5-11)

(5-12)

Next section will develop a control system for mitigation of voltage sag using different types of DG.
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5.3 MITIGATION SCHEME-A: ELECTROMAGNETIC FIELD BASED CONTROL
OF DISTRIBUTED GENERATOR UNITS TO MITIGATE VOLTAGE SAGS
Various types of generation technologies are used in generating power from different sources such as diesel,
wind, solar etc. The control topology used to control the active and reactive power output of the generator
varies based on the type of energy conversion technology used. For fault induced voltage dip, the voltage
dip duration can be estimated from the fault clearing time of the protection devices. The voltage dip duration
at motor terminal depends on the motor starting which is a function of motor torque, speed and inertia [174].
To demonstrate the impact on the voltage at neighboring buses during motor starting, the distribution
network with a voltage level of 13.2 kV presented in Figure 5-6 can be analyzed. There are 5 nodes in the
feeder. The grid is modeled as an infinite three-phase-bus with rated RMS line-line voltage of 13.2 kV.
Constant impedance loads rated at 600 kVA, 0.9 lagging are connected at Bus-2, 4 and 5. A voltagesensitive load rated at 750 kVA is connected at Bus-3. An induction motor rated at 500kVA is connected
at Bus-4. Distributed generations consist of solar, diesel and wind generators are connected at Bus-3, 4 and
5 respectively. They are each rated at 1000 kVA. The sensitive load (SE) may trip if the voltage magnitude
is below the threshold value. Along with generating real (P) power, DG units can provide ancillary services
such as reactive (Q) power injection, voltage dip compensation and harmonic filtering [152]. The system
modeling parameters are given in TABLE 5-I. The advantages of voltage support DG (VSDG) in
overcoming motor starting transient voltage dip is discussed next.
Distribured Generators
Solar

2

1

ZS

Z12

4

3

Es
Z23

SE

Wind

Diesel

Z34

5
Z45

Zm M

Figure 5-6 Single line diagram of the test distribution network (LV side).

5.3.1 DESIGN OF THE PROPOSED VSDG CONTROLLER
An appropriate control design is required to enable network voltage support from operating VSDG during
motor starting. DG can be operated in three different modes: real (P), reactive (Q) or both real and reactive
(P-Q) modes, depending on reactive power capacity and DG operating cost [175]. The operating modes of
such DG controller are shown in Figure 5-7. Various types of generation technologies are used in generating
power from different sources such as diesel, wind and solar etc. The control topology used to control the
active and reactive power output of the generator varies based on the type of energy conversion technology
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used.
TABLE 5-I SYSTEM PARAMETER USED FOR DESIGNING THE TEST NETWORK GIVEN IN FIGURE 5-6

Induction Machine Parameters:
Vrated = 400 V, Prated = 500 kVA, frated = 60 Hz
rs = 0.015 p.u., rr = 0.016 p.u., Lm = 2.7 p.u., Lls = 0.054 p.u., Llr = 0.054 p.u., H = 0.05 sec.
Network Parameters:
z12 = 0.0029 + 0.0034 i p.u.,z23 = 0.0029 + 0.0034 i p.u.,z34 = 0.0057 + 0.0068 i p.u.,z45 = 0.0057 + 0.0068
i p.u.

A) DIESEL GENERATOR:
Diesel generator consists of a diesel engine, governor, excitation control and synchronous generator [176].
Diesel generators are synchronous generators whose field excitation is controlled to control the reactive
power output, while active power injection is controlled by changing the fuel injection. To generate only
real power (P), field excitation is kept constant and the fuel injection is changed to get the maximum P. For
reactive power (Q) injection, only field excitation needs to be changed, keeping fuel input fixed. The
reactive power injection can be limited due to the rated capacity constraint of the machine i.e. the total
MVA output of the machine cannot exceed is rated MVA capacity. This means that the reactive power
injection is limited while the generator is operating near its maximum active power generation. A reactive
power controller using PI (Proportional-Integral) control is shown in Figure 5-8. The output field voltage
is limited between Efd_min and Efd_max where min and max stand for minimum and maximum respectively.

Q limit

Qc

-P
Q
DG

Sb

Qb

P limit

X
Qa

Efd_max

Sc
Qref
+

O

Pb

Pc

DG-P

Figure 5-7 DG controller’s operating mode

Σ
Q

PI

Efd

Efd_min

Figure 5-8 Reactive power controller.
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B) WIND GENERATOR
DFIG is the most widely used wind energy conversion system. It is composed of a wound rotor induction
generator, a power converter and a wind turbine. The stator connects directly to the grid while the rotor is
connected to the grid via back to back voltage source converter. Decoupled control of active and reactive
power of DFIG is, thus, achieved by controlling the rotor excitation using the converter controller. Vector
control diagram for DFIG control is shown in Figure 5-9. It utilizes the stator flux-oriented reference frame
where reactive power is controlled by d-axis rotor current control, and active power is controlled by q-axis
rotor current control [177].

Figure 5-9 Vector diagram representation of DFIG operating points [178]

The equations of a wound rotor induction generator in dq-domain can be written as [177].
𝑣𝑑𝑞𝑠 = −𝑟𝑠 𝑖𝑑𝑞𝑠 + 𝑗

′
′
𝑣𝑑𝑞𝑟
= 𝑟𝑟′ 𝑖𝑑𝑞𝑟
+𝑗

𝜔𝑠
𝑤𝑏

𝜓𝑑𝑞𝑠 + 𝑝

𝜓𝑑𝑞𝑠

(5-13)

𝜔𝑏

𝜓ʹ𝑑𝑞𝑟
(𝜔𝑠 − 𝜔𝑟 )
𝜓ʹ𝑑𝑞𝑠 + 𝑝
𝑤𝑏
𝜔𝑏

(5-14)

𝜓𝑑𝑞𝑠 = −𝐿𝑙𝑠 𝑖𝑑𝑞𝑠 + 𝐿𝑚 (−𝑖𝑑𝑞𝑠 + 𝑖ʹ𝑑𝑞𝑟 )

(5-15)

ʹ
𝜓ʹ𝑑𝑞𝑟 = 𝐿ʹ𝑙𝑠 𝑖𝑑𝑞𝑟
+ 𝐿𝑚 (−𝑖𝑑𝑞𝑠 + 𝑖ʹ𝑑𝑞𝑟 )

(5-16)

𝐿𝑠 = 𝐿𝑙𝑠 + 𝐿𝑚 and 𝐿ʹ𝑟 = 𝐿ʹ𝑙𝑟 + 𝐿𝑚
Here,
𝑝

𝑣𝑑𝑞𝑠

is the differential operator equivalent to 𝑝 ≅

𝜕
𝜕𝑡

is voltage vector;
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𝑖𝑑𝑞𝑥

is current vector;

𝜓𝑑𝑞𝑥

is flux vector;

x

is a variable and can represent rotor as ‘r’ or stator as ‘s’;

𝑟𝑠 , 𝑟𝑟ˊ

are stator and rotor resistance (referred to stator) (pu)

𝐿𝑙𝑠 , 𝐿ʹ𝑙𝑟

are stator and rotor leakage inductance (referred to stator) (pu);

𝐿𝑚

mutual inductance(pu);

𝑤𝑠 , 𝑤𝑟 , 𝑤𝑏

are synchronous, rotor, and base speed.

For a squirrel cage induction motor, the rotors are short-circuited and hence, 𝑣𝑑𝑞𝑟 ≅ 0. Control of d-axis
and q-axis rotor voltage respectively provides the rotor current in corresponding axes. The instantaneous
active (Ps) and reactive (Qs) of the stator are given by:
𝑃𝑠 = 𝑣𝑞𝑠 𝑖𝑞𝑠 + 𝑣𝑑𝑠 𝑖𝑑𝑠

(5-17)

𝑄𝑠 = 𝑣𝑞𝑠 𝑖𝑞𝑠 − 𝑣𝑑𝑠 𝑖𝑑𝑠

(5-18)

Aligning the d-axis of the synchronous reference frame along with the stator flux vector, following
assumption can be made.
𝜓𝑑𝑠 = 𝜓𝑠 and 𝜓𝑞𝑠 = 𝜀
𝑣𝑑𝑠 ≅ 𝜀 and 𝑣𝑞𝑠 ≅ 𝑣𝑠
Further, the state space model can be re-written as:
𝑟𝑟
−
′
′
′
1 𝑣𝑞𝑟
𝐿𝑚
𝑖𝑞𝑟
𝑖𝑞𝑟
𝜎𝐿̇𝑟
𝑝[ ′ ] = [
]
[
]
+
[
𝜓𝑑𝑠
′
′ ] + 𝑤𝑠𝑙
𝑟
𝑟
̇
𝑖𝑑𝑟
𝑖𝑑𝑟
𝜎𝐿𝑟 𝑣𝑑𝑟
𝜎𝐿𝑞 𝐿̇𝑟
𝑤𝑠𝑙 −
𝜎𝐿̇𝑟

where, 𝜎 =

(5-19)

𝐿𝑠 𝐿̇𝑟 − 𝐿2𝑚
and 𝑤𝑠𝑙 = 𝑤𝑒 − 𝑤𝑟
𝐿𝑠 𝐿̇𝑟

Using (5-19) it can be inferred that reference for rotor voltages in dq-frame can be obtained using a PIcontroller that is driven by error in rotor current in dq-frame. Again, the instantaneous active (Ps) and
reactive (Qs) of the stator are given as:
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𝑃𝑠 = 𝑣𝑞𝑠

𝐿𝑚 ′
𝑖
𝐿𝑠 𝑞𝑟

𝑄𝑠 = −𝑣𝑞𝑠 𝜓𝑑𝑠

(5-20)
1
𝐿𝑚 ′
+ 𝑣𝑞𝑠
𝑖
𝐿𝑠
𝐿𝑠 𝑑𝑟

(5-21)
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Figure 5-10 Laboratory Setup and Vector control architecture of DFIG.

Figure 5-11 DFIG hardware response to step-changes in active and reactive power.
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From (5-20) and (5-21), active power can be controlled by controlling q-axis rotor current and reactive
power can be controlled by controlling d-axis rotor current. Laboratory setup of DFIG hardware-in-theloop (HIL) is shown in Figure 5-10. A four quadrant DC motor drive is used to emulate the torque generated
by the wind. The wound rotor induction machine has its stator directly connected to source while rotor is
fed via back-to-back converter. The HIL setup is used to emulate the characteristic of scaled wind farm
based on DFIG.
The active power is maintained constant while reactive power is controlled using voltage controller. The
power grid is modeled as discussed in Figure 5-6. The machine ratings are scaled in the software part of
HIL to represent large scale motors. The tuning of the controller is performed based on an adaptation
technique presented in [179]. Response of the hardware setup to step changes in active and reactive power
using the vector control topology is shown in Figure 5-11.

C) SOLAR PV GENERATOR
A popularly used voltage-oriented vector control topology systems is shown in Figure 5-12. This control
scheme is used to control active and reactive power of VSI based generators used in solar and other forms
of energy conversion. It is shown that the PI controller driven by reactive power (Q g) tracking error is used
to provide set-point of d-axis current (idg). Similarly, PI controller driven by active power (P g) tracking error
is used to provide set-point of q-axis current (iqg). For, the PV generator, an averaged controlled current
source model is used. The d-q current references are generated via active and reactive power controller.
This model has been verified against a detailed model that includes power electronic converter switching.
The averaged model reduces the amount of resource used in the simulation, while maintaining the desirable
accuracy of the detailed model. The comparisons are similar as shown in Figure 5-14 to Figure 5-16. In any
form of these controller, the outer loop voltage can be controlled as shown in which can be used for
effectively calculating the required reactive power.

D) VOLTAGE CONTROLLER
A voltage controller as shown in Figure 5-13 is used in this study to control the reactive power output of
the DG based on feedback of the measured voltage of the bus where it is connected. The voltage
measurement of remote bus can also be used if required provided the communication technology is
available. The figure shows a PI controller with proportional gain (Kp) and integral gain (Ki). The integral
controller will eliminate the steady state error i.e. in steady state, the measured voltage should be equal to
the reference voltage when the reactive power is within the limit. If this is removed, only proportional
controller becomes active and such controllers are often called droop control in which case the reactive
power injection of DG is directly proportional to the deviation of the measured voltage from the set-point.
For normal operating condition, DG generates only real power, P with unity power factor. During motor
starting at remote end feeder, DG operates at PQ mode up to the maximum capacity. On the other hand,
motor closer to the substation experiences less severe dip, which can be mitigated by operating DG with
minimum real power injection and changing the operating mode to minimum to maximum reactive power
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injection, for small to large voltage dip mitigation respectively.
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Figure 5-12 Active and reactive power control of VSI based static
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Figure 5-13 Voltage controller.

generator.

5.3.2 CASE STUDY I: IMPACT OF MOTOR STARTING ON DISTRIBUTION NETWORK

VOLTAGE
The impact of induction motor load starting on voltage of distribution feeder is presented in Figure 5-14.
Here, the impact of motor size/rating and network strength is investigated. The size of the motor connected
at Bus-4 was varied from 100 kVA to 500 kVA. The impact on voltage during starting of the motor is
shown in Figure 5-14 (a). The higher the motor size, the higher is the inrush motor starting current, and
smaller the magnitude of Vsag. For example, for 500 kVA motor, Vsag ≈ 0.9 p.u., and for 100 kVA, Vsag
≈ 0.98 p.u. The voltage recovers faster when the motor size is smaller. Figure 5-14 (b) shows the impact of
network strength which depends on the length and the characteristic impedance of the line or cable. Stronger
network refers to the lower equivalent impedance and vice-versa.

Figure 5-14 Impact of network strength on voltage dip and recovery.
(a) induction motor rating, (b) length and characteristic impedance of line or cable.

5.3.3 CASE STUDY II: VOLTAGE SUPPORT FROM DGS
The voltage dip during the direct online start of induction motor loads can be mitigated by controlling the
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electronic-based power converters of the renewables to meet the sudden power change without any extra
cost. Proper control of such devices leads to optimal control of voltage in distribution network, while
avoiding expensive voltage control devices such as switching capacitors, distributed Static Var
Compensator (DSTATCOM). Moreover, the operation of OLTC is slow, and number of OLTC can be
significantly minimized. The solar PV, wind generator (DFIG) and diesel generator are all equipped with
the reactive power controller as discussed in Section 5.3.1. The reactive power reference for these
generators are generated by droop controller as shown in Figure 5-12, without using an integral gain.

Figure 5-15 Voltage at Bus-4 with and without reactive power support from DGs

Figure 5-16 Reactive power support from DGs

For the control of DGs, the voltage controller generates the reactive power reference for these generators.
This study kept the integral controller gain as zero. To analyze the efficacy of the proposed control considers
the following seven test cases for testing and validation through the laboratory experiment:
Case 1.1 No support from DGs,
Case 1.2 Support from Wind Generator,
Case 1.3 Support from Diesel Generator
Case 1.4 Support from PV generator
Case 1.5 Support from Wind and Diesel
Case 1.6 Support from Diesel and PV
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Case 1.7 Support from all DGs.
Figure 5-15 above describes the resulting waveforms of Bus-4 voltage in the seven cases. The voltage dip
is worst in case 1.1 when there is no reactive power support from any of the DGs. The voltage dip improves
when the DGs provide essential supports to the network using voltage controller discussed in Figure 5-13.
Figure 5-16 shows the reactive power injection of wind, diesel and PV generator in case 1.2, 1.3 and 1.4
respectively. As soon as the voltage dip occurs, the reactive power injection from the generator ramps up
rapidly to compensate voltage dip. At around 0.3 second, when the voltage starts to recover, the reactive
power of the generator ramps down and reaches its steady state value. The impact of the voltage control is
dependent on the magnetic properties (rotor flux) of the generator as shown in Figure 5-17.

Figure 5-17 Impact of Voltage Control of DFIG Rotor Flux.

It is evident that the indirect control of machine flux significantly helps improve the voltage. The best result
derived when all three DGs provide coordinated voltage support. In addition, the combination of wind
generator and diesel generator provided better result compared to the combination of PV and diesel
generator. It is worth noting that the proposed architecture is an effective solution for coordination support

Figure 5-18 Motor starting voltage sag at different feeder location with 170kW and

Figure 5-19 Mitigation of motor starting

300kw left figure

voltage sag at 11 kv feeder: voltage
profile at 11kv feeder at different
location after mitigation.

from the multiple DGs (coordinating the reactive power references) for the support for several IMs starting
at different buses (considering different voltages as the input). Figure 5-18 presents the voltage profiles
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during 170kW and 300kW motor start at different voltage level (11kV, 22kV, 33kV and 66kV main feeders
and parallel branch). This figure indicates the lowest voltage profile at 11kV feeders where more severe
voltage dip found in the remote area due to line voltage drop. Figure 5-19 shows the voltage profile at
different location after mitigation using the proposed controller.

5.3.4 SUMMARY AND DISCUSSIONS ON THE PROPOSED ELECTROMAGNETIC FIELD

BASED CONTROL SCHEME
This section presents the impact of motor sizing and the strength of the grid on the voltage dip experienced
during large induction motor starting. The voltage dip is higher in case of larger motors connected in weak
grid or at remote locations. A controller is designed to support the grid voltage via reactive power for
maintaining the feeder voltage during the transient conditions as well as steady state condition. It is
observed that when DGs are operated in voltage support mode, these generators can partially supply the
reactive current required by the motor, thereby, reducing the voltage dip. This is very important to prevent
the voltage-sensitive loads from tripping off. The proposed voltage control also provides faster voltage
recovery, and better steady state voltage performance, which can improve the reliability of the distribution
networks.
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5.4 MITIGATION SCHEME-B: A COORDINATED OPTIMAL FEEDBACK
CONTROL

OF

DISTRIBUTED GENERATORS

FOR

MITIGATION

OF

MOTOR

STARTING VOLTAGE SAGS IN DISTRIBUTION NETWORKS
In this section, author proposes a coordinated optimal feedback control methodology for VSDGs is
proposed to overcome the dips at the motor terminal and provide voltage support during motor starting.
The proposed control determines the level of reactive power support required from VSDGs to the network
based on intensity of the voltage dip. The main contribution (or the novelty) of this section is that the
proposed architecture uses a measurement based multiple input multiple output (MIMO) identification
framework for the control.

5.4.1 THE PROPOSED CONTROL ARCHITECTURE
The objective of this section is to design an optimal coordinated controller to improve voltage sag. Figure
5-20 shows the proposed coordinated control approach for multiple DGs supporting reactive power. The
architecture includes a local controller, proposed optimal feedback controller that coordinates among
multiple DGs and IMs.

Figure 5-20 Proposed overall coordinated control
architecture

Figure 5-21 Proposed optimum control architecture .

Figure 5-21 shows the proposed optimal controller that relies on system information represented using state
matrices. System parameters are identified using motor PCC voltage as input and reactive power output of
DG as output. Coordinated approach demands the need for multiple input multiple output identification
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technique. The identified state matrices along with input and output are given to state estimator that makes
sure that all states of the system can be observed. Linear quadratic regulator (LQR) tries to derive an optimal
feedback control input to the system based on a quadratic minimization function. The following subsections
explains the theoretical framework of the proposed architecture.

A) MIMO IDENTIFICATION FOR COORDINATED CONTROL
Robust subspace identification algorithm is used to identify the system behavior for MIMO system. This
algorithm is a solution for combined deterministic stochastic identification problems. Controllable modes
of deterministic system can be either stable or unstable while controllable modes are assumed stable for
stochastic system. Robust combined algorithm is explained in detail [169]. The combined subspace
identification algorithms compute state space models from given input-output data. The combined
identification problem can be represented by an unknown combined system of order n given by,
𝑋𝑘+1 =𝐴𝑥𝑘 + 𝐵𝑢𝑘

(5-22)

𝑦𝑘 = 𝐶𝑥𝑘 + 𝐷𝑢𝑘
where 𝑥𝑘 , 𝑢𝑘 and 𝑦𝑘 represent the states, input and output of the system. A, B, C, D are the state matrices.
The goal is to determine the order n of the unknown system and system matrices A, B, C, D up to within a
similarity transformation and the covariance matrices Q, S and R so that the second order statistics of the
output of the stochastic subsystem and of the stochastic part of the given output are equal. B and D matrices
are determined through minimization of prediction error, which lead to an increase in the computational
complexity. The algorithm is implemented based on QR decomposition. The algorithm depends not only
on R factor but also on the original data. Subspace identification problems are based on geometric concepts.
These geometric operations can be easily represented using a QR decomposition. Orthogonal projection
involves projecting the row space of a matrix on to the row space of another matrix. Oblique projection
involves non orthogonal projection of a matrix as a linear combination of two non-orthogonal matrices.
With 𝑌𝑓 as the future output and 𝑊𝑝 as the block Hankel matrix containing past inputs and outputs, the
oblique projection oi is calculated as,
(5-23)

𝑂𝒾 = 𝑌𝑓 ⁄𝑊𝑝
While the orthogonal projections are computed based on future output and Hankel matrices by,

𝑍𝒾 = 𝑌𝑓 ⁄ (

𝑊𝑝
)
𝑈𝑓

(5-24)

where 𝑍𝒾 is the projected matrix, which can be computed form given data without knowing system matrices,
𝑌𝑓 is the future output and 𝑊𝑝 is the past input and output data.
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𝑍𝒾+1 = 𝑌𝑓 − ⁄ (

𝑊𝑝 +
)
𝑈𝑓 −

(5-25)

where 𝑈𝑓 − is matrix defined by shifting the border between past and future one block row down from 𝑈𝑓 ,
𝑊𝑝 + is the block Hankel matrix defined by adding the one block row around the border between past inputs
and future outputs. This algorithm calculates the singular value decomposition of the geometric projections
and partition those to unitary matrix and singular values as,
𝑂𝒾 𝜋𝑈𝑓 = 𝑈𝑆(𝑉 𝑇 )

(5-26)

where U and V are the left and right singular vectors and S is the singular value. 𝜋𝑈𝑓 is the geometric
operator that projects the row space of matrix 𝑈𝑓 on to the orthogonal component of the row space of matrix
𝑈𝑓 . The extended observability matrix can be calculated as,
Г𝒾 = 𝑈1 𝑆11

⁄2

(5-27)

Г𝒾−1 = Г𝒾

(5-28)

where Г𝒾 represents the extended observability matrix. Г𝒾−1 is obtained by stripping the last l row of the
extended observability matrix, Г𝒾 and Г𝒾 represents the extended observability matrix without the last l row.
State matrices A and C are calculated using
†
Г𝒾+1
𝑍𝒾+1

𝑌𝒾|𝒾

=

𝐴 †
𝜌𝜔
Г𝒾+1 𝑍𝒾 + 𝒦𝑈𝑓 +
𝐶
𝜌𝜐

(5-29)

†
where 𝑌𝒾|𝒾 is the block Hankel matrix with only one row of outputs, Г𝒾+1
represents the Moore-Penrose

pseudo inverse of matrix Г𝒾−1 . while B and D matrices are determined through minimization of prediction
error and are given by,

𝐵, 𝐷 = 𝑎𝑟𝑔 𝑚𝑖𝑛 𝐵, 𝐷 ‖(

Г𝒾−1 𝑍𝒾+1
𝐴
2
) − Г𝒾 𝑍𝒾 − 𝒦(𝐵, 𝐷)𝑈𝐹 ||
𝑌𝒾|𝒾
𝐶
𝐹

(5-30)

where 𝒦(𝐵, 𝐷) represents the linear matrix function. This linear nature of 𝒦(𝐵, 𝐷) makes the overall
optimization function convex resulting in unique minimum. Covariance matrix can be calculated as,
𝑄 𝑆
𝜌𝜔
𝑇 𝑇 )]
( 𝑇 ) = 𝐸𝑗 [( ) . (𝜌𝜔
𝜌𝜐
𝑆 𝑅
𝜌𝜐

(5-31)

An overview of the combined robust deterministic stochastic identification algorithm is shown below.
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Algorithm 1 Robust Deterministic Stochastic MIMO Identification Algorithm
1: Calculate the oblique and orthogonal projections.
2: Calculate the SVD of weighted oblique function.
3: Determine the order my inspecting the singular values
in S and partition the SVD accordingly to obtain 𝑈1 and 𝑆1
4: Determine, Г𝒾 and Г𝒾−1 .
5: Solve for linear equations for A and C.
6: Recompute Γi and Γi−1 from A and C.
7: Solve for B and D.
8: Finally determine the covariance matrices Q,S,R.

B) LINEAR QUADRATIC REGULATOR
LQR is a state feedback based optimal controller. It uses linear system model in the form of state space
equations and quadratic objective function relating the states of the system to its control input. Mathematical
model of LQR based state feedback controller [20, 180, 181] is explained in detail in the following section.
LQR control has two main parts: a linear quadratic optimal controller and a Kalman filter used as state
optimal estimator.
1) LQR Design:
Design of LQR requires state space representation of the plant of the form, where Q and R are the
covariance matrices. Q and R are usually diagonal matrices and should be positive definite. Proper choice
of Q and R matrices defines the optimal control generation. The optimal control input is calculated by
solving Ricatti equation and given by,

𝑋̇ =𝐴𝑥 + 𝐵𝑢
(5-32)
𝑦 = 𝐶𝑥
where 𝑥 is n-dimensional state vector (n here is defined by the order of identification used), 𝑦 is a ldimensional output vector. The plant is assumed to be linear controllable and observable. Figure 5-22 shows
the general structure of linear quadratic regulator. LQR determines the optimal control input based on
minimizing a quadratic cost function given by,

𝐽 = lim

𝑇→∞

1 𝑇 𝑇
∫ (𝑥 𝑄𝑥 + 𝑢𝑇 𝑅𝑢)𝑑𝑡
𝑇 0

(5-33)
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where Q and R are the covariance matrices. Q and R are usually diagonal matrices and should be positive
definite. Proper choice of Q and R matrices defines the optimal control generation. The optimal control
input is calculated by solving Ricatti equation given by,
𝐴𝑇 𝑃𝑐 + 𝑃𝑐 𝐴 + 𝑄 − 𝑃𝑐 R−1 𝐵𝑇 𝑃𝑐 = 0

(5-34)

subject to the conditions A and B are stabilizable. The optimal control input is given by,
(5-35)

𝑢 = − 𝐾𝑥

where u is the optimal control input, x is the estimated state and K is the linear quadratic gain given by,
K = R−1 𝐵𝑇 𝑃𝑐

(5-36)

where Pc is the unique solution of Ricatti equation.

Figure 5-22 LQR structure

2) Kalman Filter Design:
The optimal control input in (5-14) requires state of the system. A Kalman filter is used as an estimator to
estimate the states of the system. Kalman filter estimates the states based on the measured output [182].
The predictor step for state vector is given by,
𝑋̇ =𝐴𝑥̂ + 𝐵𝑢

(5-37)

The covariance P is given by,
P = 𝐴𝑃𝐴𝑇 + 𝑄

(5-38)
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where P is the covariance of the state vector estimate and Q is the process noise covariance. L is the Kalman
gain that minimizes the objective function. It is given by,
L = P𝐶 𝑇 (CP𝐶 𝑇 + R)−1

(5-39)

where C is the observation matrix and R is the measurement noise covariance. The corrector step is given by,
𝑋̇ =𝐴𝑥̂ + 𝐵𝑢 + 𝐿( 𝑦 − 𝐶𝑥̂ )

(5-40)

P = 𝑃 − 𝐿𝐶𝑃.

(5-41)

5.4.2 PROPOSED COORDINATED CONTROL APPROACH
DGs are operated in Q mode during motor starting to the maximum DG kVA capacity. For steady state voltage
support, DG can be operated in P-Q mode at the optimum P and Q ratio. The control action can be implemented
by a PI controller as discussed in [175].

A) DESIGN OF DG LOCAL CONTROLLER (LC)

Figure 5-23 LC of DG.

In this approach, the reference values for P and Q are determined proportional to the variation of PCC
voltage from its reference. The decision of generating P and Q can be made based on the level of voltage sag measuring
at the instant of the motor starting and can be updated at every instant of time. The control mechanism designed with
PI controller is shown in Figure 5-23. While designing the PI control for the system, the network is assumed to be
balanced and is represented by a set of algebraic equations. The major assumption made here is by regulating the
starting current drawn by the motor; the terminal voltage sag can be regulated as well. The terminal voltage
of the motor is considered as the output voltage used as the feedback for the controller design. Once this loop is
completed, the PI gains were tuned to achieve a desired response following a voltage.
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.

Figure 5-24 Proposed Coordinated control approach for VSDG.

The control action using local controller will be more challenging when a DG is trying to support voltage sag
due to multiple motors connected near it. The number of DG and motor loads can vary dynamically in real life
scenario. This emphasis the need for a coordination among the control strategy to define the optimal reactive power
support from each of the DGs to better improve the recovery characteristics of motor starting voltage dip.

B) DESIGN OF COORDINATED CONTROLLER (CC)
The coordinated control for a system with multiple DGs and multiple motors can be achieved using Linear
Quadratic Gaussian (LQG) control [175, 182]. This optimal control aims to define an output feedback law
by minimizing a quadratic cost function. LQG is a combination of linear quadratic estimator (Kalman) in
association with a LQR. In this approach, the states of the system is estimated based on the system output
and input by the estimator, which is then utilized in the optimal control law (𝑢 = − 𝐾𝑥) defined by
minimization of cost function for control of the overall system. In this section, considering reactive power
injection of DGs as the system input and the voltage deviation at the motor connected nodes as system
output, the online system transfer function is identified using MIMO identification techniques. The derived
system parameters are then used by LQR to update the control law. Figure 5-24 represents the
implementation approach for proposed coordinated control approach for VSDG. In Figure 5-24, based on
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the system states (terminal voltages of motor PCC) and system input (reactive power injected), the objective
function associated with optimal control law is obtained. When the optimal control law is minimized, the
net reactive power that is required to be produced by various DGs to mitigate the voltage sag is estimated.
Once the net reactive power is obtained, the reactive power reference is to be divided to the various DGs
available. This has been achieved using various droop gains K1, K2,., Km. The droop gains for multiple DGs
case are optimized based on their capacity and their proximity on the feeder with respect to the motor.

5.4.3 IMPLEMENTATION OF THE PROPOSED COORDINATED CONTROLLER
The main goal of the article is to utilize VSDG for mitigating motor starting transient voltage dip as opposed
to currently available voltage regulating equipment, e.g., voltage regulator, tap changer, etc.
Implementation of the proposed architecture is shown in Figure 5-25. Power distribution network shown in

Figure 5-25 One line diagram of test system with proposed architecture.

Figure 5-25 has N+1 buses where the IM is connected at the Bus-x. Expressions of voltage dips at
motor terminal can be derived as

𝛥𝑉𝑚 = 𝑉𝑠𝑡𝑑 −

𝐸𝑠
( Z 𝑥 𝑁 + 𝑍𝑚 )
1+
Z 𝑥 𝑁𝑍𝑚

(5-42)

where 𝐸𝑠 represents the grid voltage. Z 𝑥 𝑁 is the impedance of line between the IM at Bus-x and bus-N of
the system. 𝑍𝑚 is the starting impedance of the motor given by [137].
𝑍𝑚 (𝑡) = (𝑅𝑒 +

𝑅2

) +j (𝑋𝑒 + 𝑋2 )

𝑆(𝑡)

(5-43)

where S(t) is the starting slip of the motor, 𝑅𝑒 and 𝑋𝑒 are the equivalent impedance on stator side, and 𝑅2
and 𝑋2 are the rotor side impedance. To investigate the effect of VSDG on starting voltage dip, a DG is
connected at the N + 1 bus. The equations of voltage dip at the motor terminal derived using the
superposition theorem is given by
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𝛥𝑉𝑚 = 𝑉𝑠𝑡𝑑 −

𝑍𝑚 𝐸𝑠 (𝑍𝑥𝑁 + 𝑍𝐷𝐺 ) + 𝐸𝐷𝐺 (𝑍𝑆 + 𝑍1𝑥)
(𝑍𝑚 (𝑍𝑆 + 𝑍1𝑥 ) + (𝑍𝑆 + 𝑍1𝑥 + 𝑍𝑚 )( 𝑍𝑥𝑁 + 𝑍𝐷𝐺 )

(5-44)

The IM starting transient power can be calculated from starting voltage and starting current as
𝑆𝑚 = 𝑃𝑚 + j𝑄𝑚 = 3𝑉𝑚 𝐼𝑚

(5-45)

where 𝑃𝑚 is the motor starting active power and, 𝑄𝑚 is the motor starting reactive power. The identification
process will analyze the system parameters based on variation of this motor terminal voltage with the
reactive power injected by the DG. The reactive power output of DG is given by
𝑄𝑖𝑛𝑣 = 𝜐𝑑 𝒾𝑞 + 𝜐𝑞 𝒾𝑑

(5-46)

where 𝜐𝑞 is zero when the reference frame is oriented along the stator voltage position. The voltage along
d-axis is given by

𝑉𝑑𝑖 = 𝑅𝒾𝑑 + 𝐿

𝑑𝒾𝑑
− 𝜔𝑒 𝐿𝒾𝑞 + 𝜐𝑑
𝑑𝑡

(5-47)

where 𝜐𝑑 is the d-axis grid voltage and 𝑉𝑑𝑖 is the d-axis output voltage of DG, 𝒾𝑑 and 𝒾𝑞 are the d- and qaxis current output of DG.

SIMULATION RESULTS
In this section, the effect of proposed controller of VSDG on motor starting voltage dips has been discussed.
Test 1, Test 2 and Test 3 are performance tests to analyze the efficiency of the proposed controller. Oneline diagram of test feeder with motors and VSDGs used for Test 1 is shown in Figure 5-26. The following
tests results discussed in this section are based on offline identification of multiple input multiple output
system.

Figure 5-26 Test 1–Test 3: One line diagram of system used for performance test.
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Figure 5-27 Test 1: VPcc for One motor Two VSDG with LC

A) TEST 1: PERFORMANCE ANALYSIS WITH ONE MOTOR TWO DG
For the test case 1, DGs are connected at Bus-79 and Bus-5. For Test.1.a an induction motor is connected
to Bus-78 close to DG at Bus-79. Test.1.b is conducted with induction motor connected to Bus-7 close to
DG at Bus-5. The objective among the DGs as the location of motor changes. Figure 5-27 shows the voltage
restoration and recovery characteristics of the motor PCC voltage at node 78 and node 7 with both DGs
coordinated to provide reactive power support. The improvement in voltage dip with local controller and
coordinated controller has been compared and is shown in TABLE 5-II. It can be observed that with the
proposed voltage support technique the voltage sag and recovery following the DOL starting of IM has
been improved. Figure 5-28 and Figure 5-29 shows the reactive power support offered by both DGs with
local control and coordinated control.

Figure 5-28 Test.1.a: Reactive power support for motor at Bus-78
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Figure 5-29 Test.1.b: Reactive power support for motor at Bus-7

Figure 5-30 Test 1: Optimal gain for DGs as the cost function is minimized

For Test.1.a where motor is close to DG at Bus-79, there is a 9% increase in reactive power support offered
by DG at Bus-79 compared to DG at Bus-5 as a results of coordination. Similarly, for Test.1.b where motor
is close to DG at Bus-5, there is a 12.45% increase in reactive power support offered by DG at Bus-5
compared to DG at Bus-79 as a results of coordination. The optimal gain derived as results of minimization
of the objective function is shown in Figure 5-30. The rate of change of gain for DG at bus5 is higher for
Test.1.b while is it higher for DG at 79 for Test.1.a. This clearly depicts the effect of coordination among
DGs as the location of motor changes.
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TABLE 5-II PERFORMANCE ANALYSIS OF TEST1 RESULT WITH PROPOSED VSDG
Control

Steady

State

% Steady State Improvement

Voltage
Test.1.a:No

0.9468p.u

VSDG
Test.1a:LC

0.9688p.u

2.32 % w.r.t No VSDG

Test.1.a:CC

0.9741p.u

2.88 % w.r.t No VSDG

Test.1.b:No

0.9734p.u

VSDG
Test.1.b:LC

0.9757p.u

0.236 % w.r.t No VSDG

Test.1.b:CC

0.979p.u

0.575 % w.r.t No VSDG

B) TEST 2: PERFORMANCE ANALYSIS WITH TWO MOTOR TWO DG WITH MOTOR CLOSE
TO DG AT BUS-79

In this test, induction motor is located at node 76 and node 782 and DG at node 79 and node 5. Motor is
close to DG at node 79. Both the DGs coordinate together to improve the PCC voltage at motor terminals.
Figure 5-31 and Figure 5-32 shows the improvement in motor PCC voltage with proposed VSDG. Figure
5-33 shows the coordinated reactive power injected by DG at node 5 and node 79 based on minimization
of objective function given by optimal control law. The motor terminal voltage corresponding to this is
0.975p.u. for motor at Node 76 as shown in Figure 5-31. TABLE 5-III shows the performance analysis of
proposed control approach based on test2.The percentage contribution of DG at Bus-79 has increased by
207% compared to DG at Bus-5 due to the coordination effect.

Figure 5-31 Test 2: PCC Voltage for Motor at Bus-76 for local control and coordinated control
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Figure 5-32 Test 2: PCC Voltage for Motor at Bus-782 with local control and coordinated control

TABLE 5-III PERFORMANCE ANALYSIS OF TEST 2 RESULT USING THE PROPOSED CONTROL
Control

Steady State Voltage

% Steady State
Improvement

Motor at Bus-782
No

0.9559p.u

VSDG
With LC

0.9646p.u

0.9 % w.r.t No VSDG

With CC

0.9688p.u

1.34 % w.r.t No VSDG

Motor at Bus-76
No

0.9645p.u

VSDG
With LC

0.9716p.u

0.736 % w.r.t No VSDG

With CC

0.975p.u

1.08 % w.r.t No VSDG

Figure 5-33 Test 2: Coordinated reactive power support with DG at Bus-5 and Bus-79
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Figure 5-34 Test 2: Cost function for different control inputs

Figure 5-35 Test 2: Interface between LC and CC.

Figure 5-34 shows that cost function is optimal for the control input given by coordinated approach for
Test2. The motor terminal voltage obtained above with the coordinated control input can be proved optimal
by analyzing the value of cost function. The motor terminal voltage corresponding to this is 0.975 p.u. for
motor at Node 76 as shown in Figure 5-31. A test has been performed for different values of control input
other than that given by coordinated controller. Figure 5-35 shows the interaction of LC with CC. The LC
and CC continuously interact with each other and updates the inputs and outputs. The LC sets the real and
reactive power reference level based on voltage sag measuring at the instant of the motor starting. The CC
communicates with all DGs and motor connected buses and update the reference input based on
minimization of optimization function
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Figure 5-35 shows how the coordination effect changes the Q reference as the LC contribution is varied
manually. For the test case2 as the Qref from LC is increased, correspondingly there is a reduction in Qref
from CC. This clearly depicts the coordination effect and interaction between two controllers.

C) TEST 3: PERFORMANCE ANALYSIS WITH TWO MOTOR TWO DG WITH MOTOR CLOSE
TO DG AT BUS-5

In this test, induction motor is located at node 6 and node 7 and DG at node 79 and node 5. Both the DGs
coordinate together to improve the PCC voltage at motor terminals. Figure 5-36 and Figure 5-37 show the
improvement in motor PCC voltage with proposed VSDG. Figure 5-38 shows the coordinated reactive
power injected by DG at node 5 and node 79 based on minimization of objective function given by optimal
control law. DG at Bus-5 provided 55% more reactive power than DG at Bus-79. The rate of change of
optimal gain is higher for DG at Bus-5 there by providing more percentage contribution from DG closer to
the motor. TABLE 5-IV shows the performance analysis of proposed control approach based on Test 3.
TABLE 5-IV PERFORMANCE ANALYSIS OF TEST 3 RESULT WITH THE PROPOSED VSDG
Control

Steady State Voltage

% Steady State Improvement
Motor at Bus-782

No VSDG

0.9559p.u

With LC

0.9646p.u

0.501 % w.r.t No VSDG

With CC

0.9688p.u

1.044 % w.r.t No VSDG

No VSDG

0.9696p.u

With LC

0.9741p.u

0.464 % w.r.t No VSDG

With CC

0.9793p.u

1. % w.r.t No VSDG

Motor at Bus-76

Figure 5-36 Test 3: VPcc for Motor at Bus-6 for local control and coordinated control
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Figure 5-37 Test 3: VPcc for Motor at Bus-7 with local control and coordinated control

Figure 5-38. Test 3: Coordinated reactive power support with DG at Bus-5 and Bus-79

D) TEST 4: SCALABILITY TEST ON IEEE 123-BUS DISTRIBUTION SYSTEM WITH SINGLE
AND MULTIPLE VSDG

The reliability of the proposed architecture is tested for scalability on a larger 123 bus system. Test 4 and
Test 5 are conducted to analyze the scalability of the proposed architecture. One-line diagram of test feeder
with a larger system (123 bus) as shown in Figure 5-39. A motor is connected to Bus-451.
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Figure 5-39 Test 4 and Test 5: One line diagram of 123 bus System used for Scalability Test.

The improvement in motor PCC voltage drop due to motor starting is analyzed with one VSDG connected
to bus 350 and multiple VSDG at bus 350 and bus 48. Figure 5-40 shows that the PCC voltage has improved
by 8.8% with multiple VSDG compared to single VSDG scenario. Figure 5-41 and Figure 5-42 show the
reactive power reference and reactive power injected by two VSDGs with local controller and proposed
coordinated control. The increased reactive power injected with the coordinated control approach accounts
for the improved PCC voltage.

Figure 5-40 Test4: Comparison of VPcc for Motor at Node 451 with Single and Multiple VSDG
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Figure 5-41 Test 4: Coordinated reactive power support for DG at Node 48

Figure 5-42 Test 4: Coordinated reactive power support for DG at Node 350

Figure 5-43 Test 4: Coordinated reactive power support for DG at Node 451
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Figure 5-44 Test 5: VPcc for Motor at Node 251

E) TEST 5: SCALABILITY TEST ON IEEE 123-BUS DISTRIBUTION SYSTEM WITH MULTIPLE
VSDG AND MOTOR
In this test case, the performance of proposed architecture is analyzed for multiple VSDG connected to
Bus-350, 48 and 79 and multiple motor connected to Bus-451, 251 and 195 of the test bus. Figure 5-43,
Figure 5-44, and Figure 5-45 show the improvement in motor PCC voltages with the proposed VSDG. The
PCC voltage has increased by 17% for motor at Bus-451, 20% for motor at Bus-195 and 12.6% for motor
at Bus-251 with the proposed coordinated control compared to the case where motor voltage is without any
VSGD (see Figure 5-46). It is clear from the results that DG connected to Bus-79, which is close to motor
at Bus-451, and Bus-195 contributes the maximum reactive power support. The rate of change of optimal
gain is also higher for this DG at Bus-79. TABLE 5-V shows the performance analysis of proposed control
approach based on Test 4 and Test 5.

Figure 5-45 Test 5: VPcc for Motor at Node 195
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Figure 5-46 Test 5: Coordination of reactive power support offered by DGs

TABLE 5-V RESULTS OF SCALABILITY TEST 4 AND TEST 5 WITH THE PROPOSED VSDG
Control

% Steady State Improvement

Test 4: Motor at Bus-451 and Multiple DG

8.8% w.r.t Single VSDG

Test 5: Motor at Bus-451

17% w.r.t No VSDG

Test 5: Motor at Bus-195

20% w.r.t No VSDG

Test 5: Motor at Bus-251

12.6% w.r.t No VSDG

Figure 5-47 Percentage voltage error with delayed input
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TABLE 5-VI RELATION OF PERCENTAGE STEADY STATE ERROR TO NUMBER OF DGS
No of DGs

% Steady State Improvement

DG at Node 79

5.33%

DG at Node 5

4.87%

DG at Node 10

4.83%

DG at Node 79 and Node 5

4.66%

DG at Node 79 and Node 10

3.97%

DG at Node 10 and Node 5

4.17%

DG at Node 79, Node 10 and Node 5

3.43%

The scalability test results above shows the performance of the proposed controller in a real system where
the actual number of DGs and motors will be larger. Larger the amount of DGs in the system, the more is
the net reactive power input to the system. Hence, the contribution of reactive power from each DGs
reduces. TABLE 5-VI shows that the percentage steady state error is less for all cases with two DGs active
compared to single DG. The rate of improvement is dependent on the location of the DGs and motor.
Percentage steady state error with all three DGs active is the lowest of all the cases. Even though there is
no communication with the motor controller and the motor terminal voltage measured at PCC is used by
the coordinated control system, sometimes delay in motor terminal voltage due to the poorly performed
motor controller can influence the operation of proposed coordinated controller. A test is performed with
delayed motor terminal voltage for Test2 described above. Figure 5-47 shows the percentage error in steady
state motor voltage with delayed motor input. It can be clearly seen that the percentage voltage error
increases with delay.

5.4.4 SUMMARY AND DISCUSSION ON THE PROPOSED COORDINATED OPTIMAL

FEEDBACK CONTROL SCHEME
This chapter proposes a coordinated optimal feedback control of VSDGs for mitigation and fast restoration
of IM starting voltage sag transients. The proposed scheme is tested for several network conditions in MV
distribution networks. The results conclude that integration of VSDG with the proposed control architecture
contributes to the improvement in the steady state voltage as well as transient conditions. The proposed
coordinated control strategy can be implemented to mitigate any types of voltage sags. The proposed
topology tested for scalability in a 123-bus system also shows satisfactory results. In this study, multiple
VSDGs and multiple motors are used for testing and the results show considerable improvement with
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integration of proposed coordinated control of VSDGs. Further analysis will be carried out to test the
proposed architecture with online data using online system identification techniques.
The main advantages of this architecture are:


The coordinated control approach uses a measurement based identification that provides an
optimal framework.



The changes are captured using a MIMO identification which provides simultaneous identification
thus ensuring the coupling effect of system voltage and frequency.



The architecture provides a smooth transition of multiple DG control, and also provide optimal
reactive power support from each DG.



The coordinated control architecture seamlessly interfaces with local controller.



The algorithm is very efficient (reduction in voltage change by up to 10%) even with locational
changes in the IM.
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Chapter 6 MITIGATION OF VOLTAGE SAG WITH
DVR USING DSDM CONTROLLED CSI
6.1 INTRODUCTION
This chapter is written based on Paper XI. This chapter develops another mitigation topology to mitigate
the fault induced voltage sag utilizing the DVR that injects the instantaneous missing voltage waveform in
order to mitigate the voltage sag problems originating from power system faults. Traditionally, DVR uses
the VSI that utilizes the PWM technique for the switching of the inverter. However, VSI suffers from
several disadvantages, such as ripples in output voltage, high dv/dt and high THD. To overcome these
problems, this chapter proposes a DSDM controller for a current source inverter used with the DVR. The
DSDM technique generates the switching pulses for the inverter by using the missing voltage waveform
and thus injects the exact amount of instantaneous missing voltage along with PAJ to the load bus. The rest
sections of this chapter are as follows:
Section 6.2 discusses the important characteristics of voltage sag required for mitigation. Section 6.3
discussed about different types of fault induced voltage sags. Section 6.4 presents the selection of an
effective DVR scheme for the mitigation of voltage sag. Section 6.5 describes the proposed DSDM method
for voltage sag mitigation. Section 6.6 provides the test and validation of the proposed DSDM controller
for mitigation of the fault induced voltage sag when SES and LES supply the CSI DVR. Section 6.7 finally
summarizes the performance of the proposed scheme.

6.2 CHARACTERISTICS OF THE FAULT INDUCED VOLTAGE SAG REQUIRED
FOR THE PROPOSED MITIGATION TOPOLOGY
Voltage sag events are usually caused by a short circuit current flowing into a fault occurs in a transmission
or distribution line. Figure 6-1 (a) shows a simplified radial network, consisting of two feeders connected
at the PCC bus to a distribution grid, represented by the voltage source behind the source impedance
associated with the fault level at the PCC. Assume that a bolted three-phase fault occurs at point x along
the feeder-1. During the fault, the voltage at the faulted feeder-1 will be zero while customers in feeder-2
will see a significant reduction in voltage magnitude as shown in Figure 6-1 (b) and (c) and a change in
voltage phase angle as shown in Figure 6-1(d). In this example, 11° negative phase angle jump is observed
in Feeder 2. Although the standard voltage sag evaluation for a site is carried out in terms of voltage sag
magnitude and duration measured using RMS as shown in Figure 6-1 (c), these two parameters are not
adequate to define the missing voltage waveform of the voltage sag.
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Feeder-1 fault

E=1

PCC

Zx1

Zs

V1=0 p.u.

x

Feeder-2

Vsag=0.23pu

Zx2

(a)

Load

Figure 6-1Voltage sag characteristics.
(a) Per phase network model. (b) Instantaneous voltage sag at PCC. (c) RMS magnitude (d) phase angle jump versus
time.

Due to this PAJ, the amount of missing voltage that needs to be injected by the DVR can differ significantly
from the case if the PAJ is not considered. Hence, the DVR system is required to inject an accurate
magnitude, phase angle, and shape of the instantaneous missing voltage with accurate magnitude, phase
angle, and shape.
This section will discuss the calculation of the important characteristics of voltage sag required for the
estimation of the actual voltage, which needs to inject during the voltage sag. The missing voltage
𝑣𝑚𝑖𝑠𝑠 (𝑡) is the difference between the reference instantaneous system voltage, 𝑣𝑟𝑒𝑓 (𝑡) and the actual
instantaneous voltage measured during the voltage sag, 𝑣𝑠𝑎𝑔 (𝑡). From the simplified grid model, the
magnitude of the sag at the PCC is determined as below:

𝑉𝑠𝑎𝑔 = 𝑉𝑚

𝑍𝑥1
𝑍𝑥1 + 𝑍𝑠

(6-1)

The missing voltage𝑣𝑚𝑖𝑠𝑠 (𝑡) at any instant of time is as follows:
𝑣𝑚𝑖𝑠𝑠 (𝑡) = 𝑣𝑟𝑒𝑓 (𝑡) − 𝑣𝑠𝑎𝑔 (𝑡)

(6-2)

The expressions for the instantaneous reference voltage and the instantaneous voltage sag waveform are:
−
𝑣𝑟𝑒𝑓 (𝑡) = 𝑉𝑚 𝑠𝑖𝑛(𝜔𝑡 + 𝜃𝑠𝑔
)

(6-3)
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−
𝑣𝑠𝑎𝑔 (𝑡) = 𝑉𝑚 𝑠𝑖𝑛(𝜔𝑡 + 𝜃𝑠𝑔
)− 𝑉

𝑠𝑎𝑔

+
𝑠𝑖𝑛(𝜔𝑡 + 𝜃𝑠𝑔
) [𝑢(𝑡 − 𝑡𝑖 ) − 𝑢(𝑡 − 𝑡𝑟 )]

(6-4)

The instantaneous missing voltage is
𝑣𝑚𝑖𝑠𝑠 (𝑡) = ∆𝑉𝑠𝑖𝑛(𝜔𝑡 + ∆𝜃 )

(6-5)

where
2 − 2𝑉 𝑉
−
+
∆𝑉 = √𝑉𝑚 2 + 𝑉𝑠𝑎𝑔
𝑚 𝑠𝑎𝑔 cos(𝜃𝑠𝑔 − 𝜃𝑠𝑔 )

(6-6)

−
+
𝜃 = 𝜃𝑠𝑔
− 𝜃𝑠𝑔

(6-7)

𝑉𝑠𝑎𝑔

is the voltage sag magnitude at PCC during sag

𝑉𝑚

is the magnitude of the reference/ source voltage.

𝑣𝑠𝑎𝑔 (𝑡) is the instantaneous voltage waveform.
𝑣𝑟𝑒𝑓 (𝑡) is the instantaneous reference voltage.
𝑍𝑠

is the impedance of source

𝑍𝑥1

is impedance feeder 1

−
𝜃𝑠𝑔

is the phase angle of the reference voltage.

+
𝜃𝑠𝑔

is the phase angle of the sagged voltage.

∆𝑽

is the magnitude of the missing voltage.

∆𝜃

is the phase angle jump.

𝑢(𝑡)

is the unit step function.

The expressions for the instantaneous voltage before and after the voltage sag are given in (6-3) and (6-4)
and the missing voltage that must be injected by the DVR is given in (6-5).
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Figure 6-2 Determination of maximum voltage injection without and with PAJ.
a) vector diagram showing the voltage injection, (b) the instantaneous actual voltage waves, and (c) the
missing voltages to be injected.

Figure 6-2 shows how the amount of the missing voltage that needs to be injected by the DVR can be very
different for different values of PAJ. Figure 6-2 (a) shows two voltage sag vectors with equal voltage sag
magnitude of 60% but with different PAJ, one of which has 0° PAJ, shown using the thin blue line, and the
other with -60° PAJ, shown using the thick red line. For the voltage sag vector with zero PAJ, the missing
voltage magnitude that needs to be injected by the DVR is 40% (ΔV) to obtain the nominal 100% voltage.
On the other hand, for the voltage sag vector with 60° PAJ, the missing voltage magnitude that needs to be
injected by the DVR is 87% (ΔV) to obtain the nominal 100% voltage.
The above is demonstrated using the instantaneous voltage waveforms as shown in Figure 6-2 (b). Figure
6-2 (b) shows two voltage sag waveforms, one with 0° PAJ and the other with 60° PAJ. It can be seen that
both experience a 60% voltage magnitude drop. However, the instantaneous plot of the missing voltage in
Figure 6-2 (c) shows that for the voltage sag with zero PAJ, the missing voltage magnitude that needs to be
injected by the DVR is 40% to achieve its instantaneous original waveform. On the other hand, for the
voltage sag with 60° PAJ, the missing voltage magnitude that needs to be injected by the DVR is 87% to
obtain the nominal 100% voltage. Figure 6-2 (c) confirms the result in Figure 6-2 (b).

6.3 TYPES OF FAULT-INDUCED VOLTAGE SAG
The missing voltage also depends on the types of faults. A single-phase fault causes voltage sag of Type-B
in one phase at the terminals of a star-connected load. The three-phase fault causes Type-A sag
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Figure 6-3 Voltage Phasor showing different sag types.
(a)Type-Aʹ with PAJ (b) Type-A without PAJ (c) Type-Bʹ with PAJ (d) Type-B without PAJ (e) Type-C (f)
Type-D (g) Type-E (h) Type-F

with equal voltage sag in all phases. Along with the change in magnitude, the Type-A and Type-B sags
may have PAJ [55], which are denoted as Type-Bʹ and Type-Aʹ respectively. A phase-to-phase fault causes
Type-C sag at the terminals of a star-connected load and Type-D sag at the terminals of a delta-connected
load as shown in Figure 6-3. Depending on the change in voltage magnitude and phase angle in the affected
phases, possible voltage sags are shown with vectors in Figure 6-3. In Figure 6-3(a) - 3(h), the pre-sag
voltage vectors are denoted by 𝑉𝑎 , 𝑉𝑏 and 𝑉𝑐 as shown by using blue dotted arrows; the sagged voltage
vectors are denoted by 𝛥𝑉 and shown by using red arrows and the voltage sag vectors are shown by black
solid arrows. In addition, one type of voltage sag can transform into another type, when it propagates in the
downstream network, depending on the transformer or load type. For example, Type-B sag transforms into
Type-C or Type-D as it propagates through delta-delta or star-delta transformers, respectively. More details
about sags type can be found [30].

6.4 SELECTION OF AN EFFECTIVE DVR SCHEME
A DVR is a power electronics-based waveform-synthesis device connected in series with the utility primary
distribution circuit by means of a set of single-phase insertion transformers, that produces the required
missing voltage waveform during a voltage sag event to compensate for the voltage sag. The DVR system
is used to restore the sag voltage to its instantaneous original waveform. Among the various parameters of
voltage sag, the instantaneous missing voltage waveform contains all the significant characteristics of
voltage sag, such as the instantaneous voltage sag magnitude, the PAJ and the three-phase voltage
unbalance for the whole voltage sag duration. The operating principle of a DVR is to inject the missing
voltage in series with the supply to compensate for voltage sag and maintain an undisturbed load voltage,
as illustrated in Figure 6-4.
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Supply

Load

Vinj
DVR

Figure 6-4 DVR configuration

In addition to mitigation of the voltage sag, the DVR operates to maintain the load supply voltage at its
rated value at the steady-state condition. To do so, DVR needs to exchange active and reactive power with
the surrounding system. If active power is to be injected into the load from the DVR, it needs to be sourced
from an energy resource. Depending on the source of energy, the DVR scheme can be divided into two
configurations: SES and LES [68]. The LES approach is to supply the missing energy from the healthy
part of the grid supply during the sag without the need for any external energy source and the SES approach

Supply

Supply

Load

Load

Energy
Storage

VSI-SES

VSI-SES

(a)
Supply

(b)
Supply

Load

Load

Energy
Storage

CSI-SES

CSI-SES

(c)

(d)
Load

Supply

Load

Supply

CSI-LES

CSI-LES

(e)

(f)

Figure 6-5 Different configurations of DVR.
a)

VSI-DVR with energy storage with a large DC link capacitor.

b)

VSI-DVR with SES plus energy storage.

c)

CSI-DVR SES with large inductive energy storage.

d)

CSI-DVR SES with small inductive energy storage with small DC-link inductor plus dc storage unit.

e)

CSI-DVR with LES at the load side.

f)

CSI-DVR with LES at the supply side.
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is to supply from an external energy storage system. The LES approach can reduce the mitigation cost
significantly as no storage is required, however, it can only compensate the sag if the required energy is
available in the system. There are currently two series-connected power converter based configurations
available for the DVR:
(i) A voltage source inverter and
(ii) A current source inverter .
The main difference between these two inverters is the application of the passive component in dc-link, i.e.
the VSI includes a capacitor and CSI includes an inductor. VSI can provide fast, simple and reliable control
of the voltage magnitude and the phase angle. Due to these advantages, the VSI is broadly used in most of
the FACT devices. However, a VSI cannot regenerate the ac voltage without an additional rectifier device
that increases the additional cost and complexity. Further, the output voltage of VSI contains ripple with
high dv/dt and relatively high THD. The current source inverter can provide low dv/dt in the output voltage
and current, implicit voltage boosting and instantaneous voltage regeneration. It can also reduce the output
harmonics with a simple ac-side filter. CSI offers high converter reliability due to the unidirectional nature
of the switches and the inherent short-circuit protection. These features, in addition to the availability of
large reverse blocking devices such as gate-turn-off thyristor (GTO), make the CSI-based drive attractive
in a medium to high power applications.
Thus, considering the present high penetration of renewable energy interface to the grid and reducing the
cost of the voltage sag mitigation devices, a CSI is considered as an alternative solution. Some common
configurations of VSI-DVR and CSI-DVR using LES and SES approaches are described below shown in
Figure 6-5. VSI-DVR using SES with a large DC link capacitor is shown in Figure 6-5 (a). VSI-DVR using
SES with an energy storage is shown in Figure 6-5(b). CSI-DVR with SES plus a large inductive energy
storage is shown in Figure 6-5(c). CSI-DVR using SES with a small DC-link inductor plus dc storage unit
is shown in Figure 6-5(d). CSI-DVR with LES at the load side is shown in Figure 6-5(e). CSI-DVR with
LES at the supply side is shown in Figure 6-5(f). The SES approach need an external energy supply for the
injection of the required missing voltage.
On the other hand, the LES does not need ant external power supply. The LES DVR scheme is based on
concept that, during voltage sag, the voltage at the PCC does not reduce to zero, i.e. there is always some
voltage available in the line, which is called the retained voltage or remaining voltage. LES scheme is aimed
to utilize this remaining voltage feeding back to the line through a DVR. This means that the retained
voltage via a rectifier unit is supplied to the inverter unit of the DVR. Thus, the compensated line voltage
will be double of the retained voltage. Therefore, in this scheme, 100% voltage sag mitigation is possible
if there is a 50% retain voltage available in the line. This chapter investigates the performance of the
proposed DSDM controller with CSI for mitigation of voltage sag in SES and LES based DVR as shown
in Figure 6-5 (d) and Figure 6-5 (f).
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6.5 THE PROPOSED DSDM METHOD FOR MITIGATION OF VOLTAGE SAGS
The proposed compensation scheme is shown in Figure 6-6. The connection diagrams in Figure 6-6 (a)
and Figure 6-6 (b) show the DSDM controller interfaced with CSI in both SES and LSE DVR. The DVR
block is connected in series with an injection transformer, T (1:1) at the load Bus-5 to mitigate voltage sag
caused by faults at the upstream network. Unlike other LES schemes as shown in [14], the mitigation
method of the proposed method does not need an output LC filter or bypass switch. The DC/AC converter
is directly connected to the grid without a dc link. Instead of using the FFT method for extraction of
characteristics voltage phase angle [113], the proposed scheme uses the instantaneous load voltage
subtracted from a fixed reference voltage reference. The difference is known as the missing voltage, which
contains accurate information of instantaneous voltage magnitude, phase, and frequency. The proposed
voltage sag mitigation scheme consists of the following building blocks: (a) the current source inverter, and
(b) the DSDM controller.

Figure 6-6 The propose configuration of the Proposed DSDM controller.
(a)

DSDM with SES DVR (b) DSDM with LES DVR

6.5.1 DESIGN OF THE THREE-PHASE CURRENT SOURCE INVERTER FOR THE SES DVR
The proposed approach is designed to inject the missing voltage to the load by an H-bridge CSI with SES
as shown in Figure 6-6. This consists of a six-switch full-bridge inverter. The gates switching pulses are
generated from a dual-slope delta modulator which takes the instantaneous missing voltage waveform to
generate the gate pulses. Thus, the CSI injects the correct amount of instantaneous voltage in order to
maintain the voltage at the desired pre-fault level (which can be 1 pu.). To protect the switches from the
transient load current during the short circuit, the CSI uses series diodes with the inverter switches to block
the reverse voltage. However, these series diodes are not required if GTO is used instead of the MOSFET
switch. The CSI is supplied by a constant and uninterrupted dc current source. Unlike the DC voltage
source, the DC current source is generally unavailable [123]. Therefore, a combination of a series inductor
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and a capacitor is used in SES approach in Figure 6-6(a) when the CSI is supplied with an external DC
source. On the other hand, a combination of a series inductor, a capacitor and a rectifier is used to supply
the dc current to the inverter, where the rectifier is fed the grid voltage for LES scheme in Figure 6-6 (b).
To avoid the short circuit of the source due to the common ground via the switches and the gate logic circuit
connection, gate pulses are provided to the gates via the optocoupler circuit to provide separate grounds to
switches S1 and S4 of the inverter circuit. Similarly, the optocoupler circuits are used in S3-S6 and S5-S2
pairs of switches of the H-bridge inverter.

6.5.2 DESIGN OF THE DSDM CONTROLLER FOR THE CSI OF THE DVR
Different types of modulations such as PWM, sinusoidal PWM (SPWM), and modified SPWM (MSPWM),
etc. can be used to vary the desired load voltage or current in order to improve the power quality. The
SPWM is widely used in the inverter applications to attain ideal sinusoidal output. In SPWM, a sinusoidal
reference wave is compared with the triangular carrier wave to generate the control pulses. However, this
technique introduces significant low order harmonics in the inverter output at the transition region of the
sinusoidal wave. Further, the pulse dropping phenomenon at the middle of the sine wave introduces high
transient in the current waveform. The conventional SPWM technique is not suitable for the CSI because
of its requirement of continuous supply. The delta modulation (DM) is a PCM (Pulse Code Modulation)
technique commonly used in the telecommunication system. Additionally, it offers some built-in features
like automatic online voltage frequency (v/f) control, reduced number of switching per cycle, simple
implementation and versatile performance. The basic function of delta modulation is to generate pulses
from the error signal. In the delta modulation method, a triangular wave can oscillate within a defined
window above and below the reference error signal. The waveform synthesis property of DM has increased
its applications for VSI control. The DM can optimize the waveforms by adapting the filter circuit used in
the feedback path of this modulator. However, the conventional DM has disadvantages of low output
voltage and pulse dropping problem if the modulating frequency is increased. In order to improve the online
control performance of the conventional delta modulator during voltage and frequency variation of grid
voltage, the dual-slope integration is proposed in [133]. This chapter proposes an easily implementable
dual-slope-delta modulation technique for the CSI DVR , which needs fewer components compared to other
modulation schemes. Figure 6-7 shows the block diagram of the proposed DSDM control scheme to
generate the control signal for inverter switching. The dual-slope delta modulation is implemented with a
differential amplifier, a hysteresis quantizer and a dual-slope integrator.
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Figure 6-7 The proposed DSDM controller block

The dual-slope delta modulation is implemented with a differential amplifier, a hysteresis quantizer and a
dual-slope integrator. The practical controller circuit of the DSDM controller can be designed with
operational amplifiers as shown in Figure 6-8. The basic function of delta modulation is to generate pulses
from the error signal. In the delta modulation method, a triangular wave can oscillate within a defined
window above and below the reference error signal. The practical controller circuit of the DSDM controller
can be designed with operational amplifiers as shown in Figure 6-8 . The missing voltage extraction method
is used for determining the desired amount of voltage to inject into the point of common coupling. The
missing voltage is the difference between the reference sine wave (desired), Vref(t) and the actual

Figure 6-8 Dual-slope Delta Modulation: Functional circuit
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instantaneous sagged voltage, Vsag(t). A differentiator is used to extract the difference, which is shown in
Figure 6-8.
For the proposed DVR operation, the missing voltage is modulated by the delta modulator to generate the
switching pulse of the current source inverter, to obtain the injecting voltage which resembles the missing
signal. The purpose of the hysteresis comparator is to set an upper and lower threshold to eliminate the
multiple transitions caused by noise present with the modulating signal. This is done by adding a hysteresis
resistor at the positive feedback loop of the hysteresis comparator [183]. The hysteresis band can be tuned
to adjust the S/N (signal to noise ratio) to an acceptable limit by tuning the feedback gain β which is as
follows:

𝛽=

𝑅ℎ
𝑅ℎ + 𝑅1

6-8)

Here 𝑅ℎ is the hysteresis resistor and 𝛽 is the hysteresis band. Thus, the integrator in the delta modulator
circuit acts as a low pass filter to estimate the input reference signal from the output. This estimated signal
is compared with the input missing voltage to produce the desired pulses. This estimated signal is compared
with the input missing voltage to produce the desired pulses. The current across the capacitor is given in
(6-9) [184] :
𝑖𝑐 = 𝐶

𝑑𝑣
𝑑𝑡

𝑉 = 𝑅𝐶

=

𝑉

(6-9)

𝑅

𝑑𝑣
𝑑𝑡

(6-10)

when the input voltage is positive for time 0 to T1, the voltage across the capacitor is:
𝑇1

𝑉

∫ 𝑉 + 𝑑𝑡 = ∫ 𝑅𝐶 𝑑𝑣
0

(6-11)

0

𝑉 = 𝑉+

𝑇1
RC

(6-12)

For a negative voltage between T1 and T2, the voltage across capacitor is
𝑇1 +𝑇2

∫

0

𝑉 − 𝑑𝑡 = ∫ 𝑅𝐶 𝑑𝑣

𝑇1

𝑉 = −𝑉 −

(6-13)

𝑉

𝑇2
RC

(6-14)

From (6-12) and (6-14), (6-15) can be obtained:
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𝑉+
𝑇2
= −
𝑉−
𝑇1

(6-15)

Figure 6-9 Control signal generation
(a) Dual slope integrated pulse generation within hysteresis band (b) control signal using
conventional DM and (c) control signal using DSDM

Equation (6-15) shows that in the dual-slope integration method the RC time constant does not affect the
control voltage. In addition, in the dual-slope integration method, the noise is averaged out by the positive
and negative ramps due to the process of integration. This provides an excellent noise-free output. The dualslope delta modulation can be obtained using the dual-slope integration method incorporated with the
hysteresis band. One of the advantages of the dual-slope integrator is that this can be implemented by
feeding back the generated pulse to an integrator. This allows us to integrate the pulse across a capacitor
for a certain fixed time in one direction and then again to integrate it in another direction. The generated
control pulses using the dual slope integration following the hysteresis band 𝛽 is shown in Figure 6.9 (a)
and Figure 6.9 (b). Figure 6.9 (c) show the control pulses generated using the conventional delta modulated
signal and the proposed dual slope delta modulated signals. The conventional DM suffers from low
fundamental output voltage and pulse drop phenomenon, which can be eliminated using RWDM
(rectangular wave delta modulation). However, the RWDM also suffers from limitations in the online
control of the inverter output [134]. The dual-slope-delta modulation technique overcomes these two
problems by introducing a DSI filter in the feedback loop of the DM. The DSDM thus produces the output
voltage of the inverter equal to the supply voltage and maintains a constant number of pulses per cycle. The
following section will discuss the application of the DSDM controller in CSI DVR for the mitigation of the
voltage sags caused by different types of faults in power system.

6.6 IMPLEMENTATION

OF THE

PROPOSED DSDM CONTROLLER

FOR

MITIGATION OF THE FAULT INDUCED VOLTAGE SAGS
The performance of the DSDM controller is tested for the mitigation of the voltage sag caused by different
types of fault. Two scenarios have been investigated, first the DSDM controller is tested with the SES DVR,
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which is supplied by an external energy storage, second the DSDM controller is tested with the LES DVR
where the CSI is supplied by the remaining line voltage during voltage sag. In both cases, the DSDM control
pulses are generated based on the instantaneous missing voltage obtained by subtracting the instantaneous
sag voltage from a fixed reference voltage reference.

6.6.1 CASE A: VALIDATION OF THE PROPOSED DSDM CONTROLLER FOR SES DVR TO

MITIGATE

THE

VOLTAGE SAG

WHEN THE

CSI

IS

SUPPLIED

BY AN

EXTERNAL DC

CURRENT SOURCE
A 5-Bus-radial distribution network shown in Figure 6-10 is modelled in MATLAB/Simulink software to
test the proposed mitigation scheme. The test network consists of two delta/Y connected transformers T1
and T2 with a rating of 100MVA, 132/33kV, and 30MVA, 33/0.3kV respectively. A three-phase rectifier
load is connected to Bus-5. The proposed DSDM controlled CSI DVR with SES is connected at the load
Bus-5 via a 1:1 injection transformer. The DSDM controlled CSI DVR inverter is feed by a DC voltage

Figure 6-10 The Test Network-1

source of 700v. The output waveform of the secondary voltage of the transformer is controlled to provide
the instantaneous missing voltage waveform. The CSI of the DVR system is supplied by an external energy
storage (SES) represented by a DC voltage source. A combination of a series inductor and a small capacitor
is used to convert the DC voltage to DC current for the CSI. The proposed DSDM controller is tested for a
three-phase fault, a single-phase fault and a phase to phase fault located at the 132kV side in Bus-4. The
grid-side voltage sag measurement is taken from Bus-3 and load measurements are taken from Bus-5. Due
to three-phase fault at Bus-4, Type-A sag is observed at Bus-4 as the transformer configuration does not
change the Type-A sag. However, the Type-B-sag transforms into Type-D (B-to-C-to-D) sag after passing
through two delta/Y transformers. On the other hand, Type-C sag due to phase to phase fault remains the
same at Bus-4 because of the double transformation through two delta/Y transformers (from C-D-C). The
DSDM controller always compares the line voltage with an instantaneous reference voltage with 310V peak
amplitude and 30°, -90° and 150° phase displacement of the three-phase voltage. The difference between
the reference voltage and the line voltage is used to produce the control pulse of the DSDM controller,
which generates the pulses using the dual-slope integration method. The measurements of the injected
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voltages are compared with the missing voltages calculated using the analytical formula and given in (6.6).
The simulation results are presented in The measurements of the injected voltages are compared with the
missing voltages calculated using the analytical formula and given in TABLE 6-I . The simulation results
are presented in Figure 6-11 to Figure 6-13.

A) DISCUSSIONS ON THE SIMULATION RESULTS FOR THE SES SCHEME
The results of simulation of Type-A voltage sag due to a three-phase to ground fault are presented in Figure
6-11. For Type-A voltage sag, 119V sag magnitude with -52o PAJ are measured at the grid-side bus (Bus3) in all three-phases as shown in Figure 6-11 (a)-(c). The output of the DSDM inverter is obtained from
the secondary side of the injection transformer T3 as shown in Figure 6-11 (d)-(f). It can be seen from
Figure 6-11 that, although the magnitude of the remaining voltage is 191V, due to the PAJ the proposed
DSDM controlled inverter injected 247 V to the load bus to compensate Type-A sag by absorbing the
reactive power of 1 kVAr. The magnitude and phase angle of the load voltage are shown in Figure 6-11
(g)-(h). Note that, there is a 30° shift of phase angle due to the Dy transformer.
Figure 6-12 shows Type-C sag due to a double-phase (Phase-A to Phase-B) fault at Bus-4. Note that this
fault causes Type-C sag at Bus-1. However, after passing through the first transformer T1, it is transformed
into Type-D sag and then this Type-D sag is again transformed into its original form (Type-C) sag. Figure
6-12 (a)-(c) shows that Type-C sag at Bus-3 shows an equal drop in the magnitude of 145 V at Phase-A
and Phase-B with and 82o positive PAJ at Phase-A and 40° negative PAJ at Phase-C while Phase-B remain
unaffected. Due to the large PAJ at Phase-A voltage, the DSDM inverter injected 320 V and absorbed
reactive power of (-1kVAr). Similarly, for the restoration of the Phase-C voltage, 211V voltage injection
was required. The measurement of the secondary side of the transformer show that the requires
compensations are as given in Figure 6-12(d)-(f). The amplitude and phase angle of the compensated load
voltage are given in Figure 6-12 (g)-(h).

TABLE 6-I ANALYSIS OF SIMULATION RESULTS AND COMPARISON OF THE MISSING VOLTAGE WITH
ANALYTICAL CALCULATION

Sag type

Affected Phase

Vsag
[63]

PAJ
[degree]

Vmissing
(Analytical Formula)
[63]

Vinj
[63]

kvar

kW

A

Va,Vb,Vc

119

-52

254.63

247

1.00

0.04

Va

145

82

323.44

320

-1.00

0.02

Vc

145

-40

219.68

211

-0.70

0.02

Va

259

42.41

211.23

208

-0.69

0.05

Vb

259

3.2

53.40

53

-0.04

0.04

Vc

94

23

226.47

223

-0.79

0.05

C

D
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Figure 6-11 Compensation of Type-A sag
(a) voltage waveform at Grid-side bus (Bus-3); (b) Voltage Magnitude at Bus-3 (c) PAJ of Bus-3 Voltage; (d)
Injected voltage waveform from DSDM inverter (e) Magnitude of the injected voltages Voltage (f) Active/Reactive
power injection (g) Amplitude of Load voltage after mitigation (h) phase angle of load voltage.
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Figure 6-12 Compensation of Type-C to C sag.
(a) voltage waveform at Grid-side bus (Bus-3) (b) Voltage Magnitude at Bus-3 (c) PAJ of Bus-3 Voltage (d) Injected
voltage waveform from DSDM inverter (e) Magnitude of the injected voltages Voltage (f) Active/Reactive power
injection (g) Amplitude of Load voltage after mitigation (h) phase angle of the load voltage
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Figure 6-13 Compensation of Type-B to D sag.
(a) Voltage waveform at Grid-side bus (Bus-3) (b) Voltage Magnitude at Bus-3 (c) PAJ of Bus-3 Voltage (d) Injected voltage
waveform from DSDM inverter (e) Magnitude of the injected voltages Voltage (f) Active/Reactive power injection (g) Amplitude of
Load voltage after mitigation (h) phase angle of the load voltage

Voltage sag due to SLG fault at the Phase-A creates Type-B sag at Bus-1. This Type-B sag first transforms
into Type-C after Dy (T1) transformer and again transforms into Type-D sag after passing through another
Dy(T2) transformer as shown in Figure 6-13 (a)-(c) causing a small and equal drop in magnitude,
51V(310V-259V=51V) in Phase-A and Phase-B voltage while Phase-C sees a large magnitude drop of
216V. In addition, each of the three-phase voltage subject to positive PAJs of 42.41° at Phase-A, 3.2° at
Phase-B and 23° at Phase-C. The injected voltage and power for this type of sags are plotted in Figure 6-13
(d)-(f). The load voltage magnitude and phase angle for Type-D sags are plotted in Figure 6-13(g) - (h)
respectively. From the results for the above three types of voltage sag, it is observed that the proposed
scheme can restore the load voltage to its normal value both in the magnitude phase.
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6.6.2 CASE-B: VALIDATION OF THE PROPOSED DSDM CONTROLLER FOR LES DVR TO

MITIGATE THE VOLTAGE SAG WHEN THE CSI IS SUPPLIED BY THE LINE VOLTAGE
In order to validate the proposed LES-DSDM inverter, a simple network as shown in Figure 6-14 is
modeled in MATLAB/Simulink. The DSDM inverter is fed from the line voltage at Bus-2 using an LES
rectifier. In Test network-2, the upstream lines and transformers are not considered as only the Type-A sag
is tested in this section. The three-phase fault is created at Bus-4, which is now an LV bus. The
measurements of grid-side voltage are taken from Bus-2 and measurements of load side voltage are taken
from Bus-3 where a nonlinear rectifier load is connected. Note that the proposed LES-DSDM mitigation
method can only mitigate the voltage sag if there is a certain amount of voltage is available in the line to
drive the inverter. For example, if there is 50% remaining voltage available in the line without PAJ than the
proposed system can improve the voltage to 100% of the nominal. Also, note that according to the definition
of voltage sag up to 90% compensation of voltage can be accepted. The proposed LES-DSDM inverter is
tested for mitigation of harmonics, voltage sag and swell and the results are presented in Figure 6-15 and
Figure 6-16

Figure 6-14 The Test Network-2

A) CASE B1: VALIDATION OF THE PROPOSED DSDM CONTROLLER FOR THE LES DVR
TO MITIGATE THE VOLTAGE SAG IN THE PRESENCE OF HARMONICS

In addition to the mitigation of voltage sag, the proposed DSDM controller is capable of reducing the THD
due to the dual-slope integrator present in the DSDM controller. The dual-slope integrator produces the
switching pulses for the inverter and acts as an active filter which automatically shapes the distorted voltage
and removes the harmonics component from the line voltage. Note that, the test system 1 and 2 contain a
nonlinear load which has 23% THD. However, the results of the compensation of voltage sags presented in
Section 6.6.1 are free from harmonic distortion, which indicates that the DSDM controller automatically
removes the harmonics from the load voltages. This section validates the proposed DSDM controller with
an example where the grid voltage contains harmonics as well as voltage sag and swell. The results of the
simulation are presented in Figure 6-15 (a)-(c). It can be seen from the figures that the proposed DSDM
controller successfully removes the harmonics contents from the grid voltage by injecting the missing
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voltage. Hence, the load sees the sinusoidal voltage without any distortion.

Figure 6-15 Mitigation of Sag/Swell and harmonics using the proposed DSDM controller.

B) CASE B2: VALIDATION OF THE PROPOSED DSDM CONTROLLER FOR THE LES DVR TO
MITIGATE THE TYPE-A VOLTAGE SAG
A three-phase-ground fault was applied at Bus-4, which caused Type-A sag at Bus-2 and Bus-3. The
measurement of voltage sag characteristics obtained from Bus-2 and Bus-3 are given in Figure 6-16 (a)-(j).
The Type-A voltage sag waveforms, voltage sag magnitudes and PAJs are given by Figure 6-16 (a)-(c). It
can be seen that the three-phase fault at Bus-4 causes a voltage sag of 155V with 0° PAJ. The injected
voltage and power coming from the LES-DSDM inverter are given by Figure 6-16 (d)-(f). From the
magnitude of the injected voltage is found 142V using the missing voltage injection method. The LES DVR
injects the active power of 10kW obtained from the line as shown in Figure 6-16 (f). Figure (g)-(j) gives
the measurement of load voltage. It can be seen from Figure 6-16 (g) that without the LES-compensation
scheme the load voltage is distorted with harmonics and voltage sag. However, when the load is connected
with the LES-DSDM, it can improve the voltage sag and harmonics as seen from the Figure 6-16 (h). The
compensated load voltage magnitude and the phase angle of the load voltage is given by Figure 6-16 (i)
and Figure 6-16 (j) respectively.
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Figure 6-16 Compensation of Type-A sag.
(a) Voltage waveform at Grid-side bus (Bus-3); (b) Voltage Magnitude at Bus-3 (c) PAJ of Bus-3 Voltage (d) Injected voltage
waveform from DSDM inverter (e) Magnitude of the injected voltages Voltage (f) Active/Reactive power injection (g) Amplitude
of Load voltage after mitigation (h) phase angle of load voltage.

188 | P a g e

6.7 SUMMARY AND DISCUSSIONS ON THE PROPOSED DSDM CONTROLLER
FOR CSI DVR FOR SES AND LES SCHEMES
This chapter proposes the application of a DSDM CSI scheme to mitigate voltage sag. The proposed
mitigation method contribute to the design of a new DSDM controller, which generates the switching pulses
for the inverter in accordance with the missing voltage using the dual-slope integration method. If there is
no sag or disturbance the output of the inverter will be zero, indicating the missing voltage or distortion is
zero. The dual-slope integration of the DSDM controller reduced the pulse drop phenomenon of the
conventional PWM method. Other advantages of the DSDM control scheme is that the functional circuit is
very simple and easily implantable, which requires less component.
The main objectives of the mitigation methods presented in this research is to utilize the available system
resource economically and efficiently in order to reduce the voltage sag mitigation cost. Although, in SES
approach the energy storage device can restore the sag with large depth, it cannot support the system if the
sag duration is longer. Other disadvantages of the energy storage devices are the maintenance cost and
limited life span. Therefore, this research investigated the effectiveness of the proposed DSDM controller
with LES bases CSI DVR that utilizes the remaining line energy instead of the energy storage device as a
source of power for the voltage sag mitigation device. Due to the advantage of LES over SES, the LES
scheme was previously implemented in practical pole mounted DVR system where the connection for the
inverter voltage source was taken from the load side. In this research, the connection of the inverter voltage
source is taken from the line side to avoid the possible distortion coming from the load. The proposed
DSDM method is found effective for mitigation of voltage sag in both LES and SES DVR. For an cost
effective, simple and easily implementable solution of the voltage sag problem, the LES approach with CSI
DVR will be an effective approach.
The main contribution of this chapter outlines below:


The functional circuit of the proposed DSDM controller is implemented using the Orcad/PSpice
software and the generated pulses are compared with the conventional DM method. The test results
are presented in Section 6.6.



The controller is implemented in MATLAB/Simulink software in order to test the proposed
DSDM controller in power system network.



The DSDM controller is validated for mitigation of different types of fault induced voltage sags
while the inverter was fed through an external DC voltage source using SES scheme.



After successful mitigation of voltage sag with the external Dc voltage source, the controller is
tested with LES scheme in order to mitigate the Type-A sag. The test results found satisfactory for
100% restoration of the system voltage when the dip is 50% with no PAJ.



The proposed DSDM is tested for the mitigation of harmonics and swell in a real power system.
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Chapter 7 CONCLUSION AND FUTURE RESEARCH
DIRECTION
This thesis has addressed two major areas of voltage sag: voltage sag estimation and voltage sag mitigation.
For voltage sag estimation, the thesis has developed two comprehensive approaches:
1) An analytical method that can estimate the voltage sag duration and POW.
2) A multi-feature-based time-series data analysis method for the estimation of the waveform
characteristics of the voltage sag based on the data obtained from the monitoring systems.
For voltage sag mitigation, this thesis proposes three cost-effective control schemes:
1) Electromagnetic field control for the mitigation of voltage sag using different types of DG.
2) The optimum feedback control scheme for the mitigation of voltage sag using multiple DG.
3) The Dual-slope-Delta modulation controller for a CSI-based SES and LES DVRs.
This chapter presents the conclusions of the research works carried out in this thesis. In addition, a guideline
for future works based on these results of this thesis is discussed.

7.1 GENERAL CONCLUSIONS
This thesis has addressed the research gaps into two major areas, voltage sag estimation, and mitigation
based on a comprehensive literature review presented in Chapter 2.
First, a general definition, characteristics, and classification of the voltage sag are presented. Second, the
unsolved problems of the voltage sag issues are explained, specifically focusing on the limitation in the
standards for voltage sag. Third, the estimation and measuring limitations of the waveform characteristics
of the voltage sag, such as POW, PAJ, etc. are presented. Fourth, the importance of these characteristics on
different types of equipment for the analysis of voltage sag is discussed focusing on the impact of. The
significances of the POW characteristic for an accurate estimation of the voltage sag duration are explained
in detail. The limitations of the advanced signal processing methods obtained from the existing literature
are also discussed comprehensively. Fifth, the existing voltage methods of voltage sag mitigation are
explored in the literature to find the cost-effective mitigation approaches of the voltage sag problem. This
results from the comprehensive literature review provides the motivation to pursue the objectives of this
thesis, in the two areas on voltage sag: voltage sag estimation and voltage sag mitigation.
Chapter 3 proposes a novel analytical algorithm for the estimation of the actual voltage sag duration using
the POW characteristics. The simulation results show that based on voltage sag inception POW the actual
voltage sag duration may increase by a certain amount from the expected fault clearing time. The possible
increment of the sag duration can be predicted earlier knowing the system parameters. Another interesting
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finding here is that for all possible voltage sag signals, starting at different POI angles can be categorized
into three groups. All signals into the same groups will have a single POR. For example, if we consider
360° POI within a cycle with one-degree gap, the recovery points will occur on three points instead of 360
points.
Initially, the proposed analytical algorithm is validated numerically using a synthetic voltage sag
waveforms. This is followed by the dynamic modeling of two radial distribution networks to simulate
different types of symmetrical and unsymmetrical faults starting at different POI angles in the presence of
both a linear and a nonlinear load. The results using the simulated waveforms agree with the theoretical
prediction based on the developed analytical expressions. Finally, four recorded voltage waveforms are
tested to verify the proposed analytical estimation method including one containing harmonics.
This analysis identified three possible voltage recovery angles in each phase for all possible voltage sag
inception angles. Based on these three voltage recovery points, the voltage sag waveforms can be clustered
into three groups each separated by 180°. Based on voltage sag inception POW, the actual voltage sag
duration may increase by a certain amount from the expected fault clearing time. The possible increment
of the sag duration can be predicted using the proposed method. The proposed method is validated using
the voltage sag waveforms obtained from the simulation of two different radial distribution networks with
different types of symmetrical and asymmetrical faults. From the simulation results, it is observed that for
some starting angles the actual voltage sag duration may increase significantly, which can be harmful to
some sensitive equipment even if the sag is shallow in magnitude. This analysis also shows that the
magnitude of the current transient also depends on the voltage sag starting angle. A large current transient
can cause disruption of some sensitive equipment.
The analytical expressions will be helpful to obtain accurate estimations of the voltage sag durations in a
radial distribution network without the need to analyze a large amount of the recorded data or without the
need to carry out many simulations. The outcomes of this analysis should be considered in determining the
LVRT capability of renewable energy systems. In addition, the proposed analytical expressions should be
used to accurately model the important variables in a voltage sag event, such as the actual sag duration, the
POW, the current transients, the voltage sag magnitude, and the PAJ for different fault conditions, and for
testing sensitive equipment. Inaccurate modeling could result in a potential disruption of sensitive
equipment that can cause a large amount of financial loss to the customer. Furthermore, this analysis can
be a cost-effective solution for the voltage sag assessment of the networks where there is no provision of
the PQ measurement equipment.
In Chapter 4 an automatic detection and segmentation method SHHT is proposed in order to analyze the
instantaneous waveform characteristics of the voltage sag focusing on the drawbacks of the existing
measurement methods, such as RMS and FFT methods, which were recommended in standard. The
performance of the proposed SHHT method in analyzing the voltage sag is evaluated on a practical
distribution system and compared with the performance of the existing method in the literature. The test
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results have revealed that the proposed method outperforms the conventional method and is found to be
promising for detection and characterization of voltage sags in time-variant voltage waveforms. Future
work will focus on developing a multi-dimensional voltage sag detection method, featuring all the
significant instantaneous voltage sag parameters including the voltage sag magnitude, duration, POW, PAJ,
and THD of the voltage sag waveform. There is a lack of real data on POW and phase shift in the sag
environment data as stated in the standard [2]. Thus, this chapter validates the algorithm with synthetic and
simulated voltage sag waveforms obtained from the simulation of a real Australian distribution network.
Significant effort is invested to compare the detection accuracy of the proposed SHHT method with the
waveform envelope method and the FFT method. The automatic SHHT method is better than the HHT in
dealing with transition segment ambiguities for the detection and the characterization of the voltage sag
parameters. Using the proposed SHHT, the sag POI and POR can be easily detected by tracking the
maximum value of the transient in the fundamental instantaneous frequency waveform. Also, this can
provide accurate detection of voltage sag POI and POR without significant time delay. An accurate
estimation of the time-varying distorted voltage sag data will help in determining multidimensional voltage
sag indexes and thresholds, equipment LVRT levels and adequate mitigation methods including harmonic
filter design. The SHHT based detection method will facilitate the smart utilization of the smart grid
resources by proactively activating the renewable power sources to support the smart grid during system
contingency and will minimize the downtime and maximize productivity. In addition, the proposed SHHT
algorithm can be incorporated with PQ monitors and PQ mitigation devices.
In Chapter 4 an automatic detection and segmentation method SHHT is proposed in order to analyze the
instantaneous waveform characteristics of the voltage sag focusing on the drawbacks of the existing
measurement methods, such as RMS and FFT methods, which were recommended in standard. The
performance of the proposed SHHT method in analyzing the voltage sag is evaluated on a practical
distribution system and compared with the performance of the existing method in the literature. The test
results have revealed that the proposed method outperforms the conventional method and is found to be
promising for detection and characterization of voltage sags in time-variant voltage waveforms. Future
work will focus on developing a multi-dimensional voltage sag detection method, featuring all the
significant instantaneous voltage sag parameters including the voltage sag magnitude, duration, POW, PAJ,
and THD of the voltage sag waveform. There is a lack of real data on POW and phase shift in the sag
environment data as stated in the standard [2]. Thus, this chapter validates the algorithm with synthetic and
simulated voltage sag waveforms obtained from the simulation of a real Australian distribution network.
Significant effort is invested to compare the detection accuracy of the proposed SHHT method with the
waveform envelope method and the FFT method. The automatic SHHT method is better than the HHT in
dealing with transition segment ambiguities for the detection and the characterization of the voltage sag
parameters. Using the proposed SHHT, the sag POI and POR can be easily detected by tracking the
maximum value of the transient in the fundamental instantaneous frequency waveform. Also, this can
provide accurate detection of voltage sag POI and POR without significant time delay. An accurate
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estimation of the time-varying distorted voltage sag data will help in determining multidimensional voltage
sag indexes and thresholds, equipment LVRT levels and adequate mitigation methods including harmonic
filter design. The SHHT based detection method will facilitate the smart utilization of the smart grid
resources by proactively activating the renewable power sources to support the smart grid during system
contingency and will minimize the downtime and maximize productivity. In addition, the proposed SHHT
algorithm can be incorporated with PQ monitors and PQ mitigation devices.
Chapter 5 of this thesis proposed two strategies for the mitigation of voltage sag in renewable energy-rich
power grids. The DOL starting inrush current of induction motors results in voltage dip across the
distribution network. The voltage-sensitive loads that are connected to such networks tend to trip and
disconnected from the networks during such voltage disturbances. There is a growth of installation of rotary
and static distributed generator DG units that include diesel generators, combined heat and power
generators, small wind turbines and solar photovoltaics.
The mitigation strategy A analyzes the impacts of motor starting dip and develops a fast restoration
strategy with voltage support DG. The main problem with the motor transient voltage dip is that it has a
sharp initial transient with longer restoration time, while the dip magnitude is quite shallow for most of the
dip duration. The results show that DG integration supports the voltage during steady state as well as
transient conditions. This chapter also presents the impact of motor sizing and the strength of the grid on
the voltage dip experienced during induction motor starting. The voltage dip is higher in the case of larger
motors connected in weak grid or at remote locations. A controller is designed to support the grid voltage
via reactive power for maintaining the feeder voltage during the transient conditions. It is observed that
when the DGs are operated in voltage support mode, these generators can partially supply the reactive
current required by the motor, thereby, reducing the voltage dip. The proposed voltage control also provides
faster voltage recovery, which can improve the reliability of the distribution networks. The proposed control
strategy for the DG controller is found to be promising for the fast mitigation of motor start transients in
the MV network where there is a shortage of reactive power support. Moreover, this approach will be very
beneficial in the LV network, where customers experience under-voltage issues.
The mitigation strategy B proposes a coordinated optimal feedback control approach to mitigate the
induction motor starting voltage sag and support the transient restoration in distribution networks.
Simulation studies are presented to validate the theoretical framework. An optimal feedback-based CC has
been designed to estimate the reactive power to be injected at different locations of the network based on
the motor loads. The CC on top of the existing local controller uses motor voltage feedback signals, thereby
adjusting the reactive power support based on the voltage sag. The proposed mitigation strategy is tested in
both 12.4kV and 123-bus larger distribution networks containing single and multiple motors and multiple
distributed generation units. From simulation results, it is revealed that the proposed coordinated optimal
feedback control of VSDGs can provide a fast restoration of the motor starting transient voltage dip. The
proposed technique is expected to reduce the starting high current to maintain the network voltage using
neighboring voltage supporting distributed generation.

193 | P a g e

Chapter 6 proposes the application of the DSDM scheme that generates the switching pulses for the current
source inverter interfaced with DVR to mitigate voltage sag by supplying the missing instantaneous voltage.
It is shown that the proposed DSDM scheme can mitigate voltage sag in two cases: 1) DVR is supplied by
an external source (SES) and 2) DVR is supplied from the power line without the requirement of any energy
storage device (LES), by absorbing the remaining power from the grid voltage to feed the CSI. The DSDM
control scheme is used to generate the switching pulses for the power electronic switches of the CSI
interfaced with the DVR to inject the required instantaneous missing voltage. The simulation results show
that the proposed DSDM CSI scheme can compensate voltage sag when applied in both SES and LES
DVRs. In the proposed compensation technique, the DVR injects the missing voltage during the sag to
restore both the phase angle and the load voltage magnitude. The main advantage of the CSI over the VSI
is its current control scheme, which prevents the misfiring of the switching device to protect the inverter
from a short circuit current. In addition, it can provide the required level of peak current using simple
switching logic to mitigate the sag effectively. It is also capable of handling the reactive regenerative load
without freewheeling diodes. Hence, the cost is less. The proposed scheme is an economical and efficient
solution to mitigate the voltage sag problems for phase angle sensitive loads, such as the adjustable speed
motor drives (ASDs), the angle triggered thyristor controlled loads, etc. In terms of the increasing demand
for renewable energy integration, the proposed DSDM based CSI model will be an efficient and costeffective solution for the grid interfacing inverter to improve the LVRT capability of the renewable energy
resources.

7.2 FUTURE RESEARCH DIRECTION
7.2.1 EXTENSION WORKS FROM CHAPTER 3
A) ANALYTICAL ESTIMATION OF POW CHARACTERISTICS FOR UNBALANCED FAULTS
This chapter estimates the possible voltage sag inception and recovery point-of wave (POW), which are
useful to estimate the actual voltage sag duration. For the analytical validation of the proposed estimation
method, a simplified voltage divider model of the power system is used to find the PCC voltage during a
fault in the nearby feeder, where all parallel load currents are ignored (as being too small compared to the
fault current). Only fault current following through the line is considered in the equations. A similar model
was used in [24] to quantify the sag magnitude and phase angle jump in radial systems. For this analysis,
we need the source and line impedance and the fault clearing time of the circuit breaker. The actual voltage
sag starting and recovery time are calculated from the POW angles at fundamental power system frequency
(50 Hz or 60 Hz) considering that the PCC voltage is sinusoidal.
The analytical expressions developed in this thesis are applicable to Type-A voltage sag caused by the
balanced three-phase fault. For other types of sags (B, C, D, and E), the research findings are validated
through the results of the simulation. Therefore, this analysis can be extended to find the analytical
expressions for all other sags due to different types of asymmetrical faults and propagations of these faults
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through Dy transformer.

B) ESTIMATION OF VOLTAGE SAG CHARACTERISTICS CONSIDERING THE LOAD
CHARACTERISTICS
The proposed analytical method is based on fundamental frequency (50Hz or 60Hz). Harmonics are usually
present in the load current. The analytical formulae are developed based on PCC voltage considering that
the PCC voltage and currents are sinusoidal. The load current harmonics usually do not contaminate the
PCC voltage or load voltage. However, if the assessed site contains a significant amount of nonlinear load,
the load voltage or PCC voltage may be contaminated by the harmonics current, which may change the
numerical value of POW angle and probably the voltage sag duration; however, the two basic findings of
the research as mentioned earlier are still applicable for the nonlinear load.
It is also important to consider the load current for voltage dip analysis as this electrical quantity is load
dependent. For resistive load, the relationship of current is linear with voltage wave. On the other hand, for
nonlinear and constant power load, change in the current wave is different. For example, during voltage sag
adjustable-speed drives draw additional current to support the constant-power of the motor load and
voltage-support equipment draws high current from unaffected phases to reinforce the voltage drop of the
faulted phases the abrupt large sag will cause an increase in the rotor current of DFIG based wind turbine,
which would destroy the converter without protection elements.
Therefore, the developed analytical formulae can be further extended to find the impact of the harmonic
load current on the voltage sag waveform. To do this, the proposed analytical methods can be applied to
every possible harmonic frequency component in a similar way to estimate the sag duration analytically for
each frequency component for the nonlinear load.

7.2.2 EXTENSION WORKS FROM CHAPTER 4
The proposed method can be extended to the calculation, detection and assessment of voltage sags in
complex networks and is useful for the development of voltage sag mitigation techniques. The proposed
method can be extended to online measurement of PQ signals in a mesh networks.

A) EVENT ORIENTED DETECTION OF VOLTAGE SAG USING SHHT METHOD
The automatic detection and segmentation algorithm developed in this research is validated for single-stage
sag considering the operation of the circuit breaker. However, in the distribution network, the multistage
fault is very common due to the operation of the auto-reclosers. The proposed SHHT algorithm can be
extended to detect the multistage sag with the application of the same frequency based detection method.
It is very important to distinguish the voltage sag consisting of a faulted event, transformer-energizing
event, connection/disconnection of large motor load or capacitor switching event, etc. The proposed
detection method of finding the maximum frequency variation can be applied for the event-based detection
of the voltage sag.
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B) METHODOLOGIES FOR IDENTIFICATION AND LOCALIZATION OF SOURCES OF VOLTAGE
DIPS/SWELLS IN RADIAL/MESHED NETWORKS CONTAINING DG

Fault and disturbance in the power systems are unavoidable. Therefore, it is very important to mitigate the
impacts of fault and disturbances to keep the system healthy. Diagnosis, troubleshooting, and mitigation
process need to know the location of the fault/disturbance first. The location of the fault also influences the
characteristics of voltage sag, and delay in the restoration process can increase the sag severity. As faults
in a network are not confined to the fault location only, rather they propagate throughout the network.
Therefore, the detection of the fault location is very important before initiating the mitigation action. It is
also necessary to estimate the possible affected area. In addition, the detection of the fault location helps to
share responsibilities among the utilities and customers fairly. While the problem related to the detection
of the source of voltage sag in the conventional network is still unsolved, the integration of renewables in
the distribution networks has made it even more complex. The location of fault or sag is defined as upstream
or downstream to the monitoring bus with respect to the steady-state active power flow direction. Previous
research works have used reactive power, slope of the system trajectory, distance relay method, real current
component method, overcurrent relay method instantaneous energy approach, Boolean logic-based method,
change in angle instantaneous current, instantaneous positive sequence current methods, etc. However,
existing methods suffer from an accuracy problem in the detection of the fault sources. Moreover, they are
mostly designed to detect faults in the radial distribution system and without the presence of DG. Since the
integration of DG has changed the radial nature of the distribution networks. Therefore, research on fault
detection in DG embedded system would be a challenge in the smart grid system. Methods for detection of
fault source with 100% accuracy were not found in any literature. Moreover, most of the existing methods
were designed for the radial network. Since LV/MV networks are no longer radial due to the integration of
DG, future research should develop an effective methodology to detect fault location in DG embedded bidirectional networks using the voltage sag parameters. The SHHT method can be extended to find effective
features for localization of the fault/voltage sag. Fault current contribution of DG, fault impedance, the
distance of fault source can be calculated through analytical analysis and a real-time decision mechanism
will be developed to determine the location of the source of voltage sag whether it is in upstream or
downstream of the feeder.

7.2.3 EXTENSION WORKS FROM CHAPTER 5
A) ANALYSIS OF THE IMPACT OF HIGH PENETRATION OF DIFFERENT TYPES DG IN
LV/MV NETWORK DURING VOLTAGE SAGS
This research developed two voltage sag mitigation methodologies utilizing the DGs and explicitly
presented the performance of the proposed strategies. However, along with existing reasons behind the
origin of voltage sag problem, such as short circuit, transformer energizing, the connection of heavy load
capacitor bank charging, DG (considered as a new source of sag due to the anti-islanding protection).
Nevertheless, DG integration improves the voltage profile of the network and helps to mitigate voltage sag
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problems. However, it depends on its penetration level, DG Type and its location. The level of penetration
of DG is an important factor for the smooth operation of networks. A large penetration of distributed
generation will make the transmission network weak due to the reduction of the bulk generation, which will
further increase the PQ problem originating from the transmission networks. Besides, during system fault
and other disturbance, DG units are disconnected to avoid the serious problems for both generator and
customer due to safety hazards and the formation of islands. Time delay in DG reconnection creates an
imbalance between the load and source resulting in voltage dip in some parts of the network. Further, if a
considerable number of DG units go offline then large power and frequency imbalance may lead to
catastrophic grid failure. The integration of DG also changes the system fault current (FL) level, which is
an important parameter for fault analysis to determine the design parameter of the protection devices. Since
the existing DG units are manufactured without the LVRT requirement and it would not be possible to
replace them with LVRT capable DG unit. One of the solutions is to design additional control devices to
enhance the LVRT capability of DG. Another way is to support the system during a fault condition by
LVRT capable DG. Thus, the DG penetration level should be investigated through extensive fault analysis.

7.2.4 EXTENSION WORKS FROM CHAPTER 6
The cost-effective mitigation topology proposed in Chapter 6 based on dual-slope delta modulation of the
current source inverter is validated for three types of fault induced voltage sag while the CSI was supplied
by a DC current source. The DSDM controller for the LES-CSI was tested for only Type-A voltage sag.
Before designing the practical prototype, the proposed controller needs to test for the all-possible voltage
sags in both radial and mesh networks.
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