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Robust output-feedback VFO-ADR control of underactuated spatial vehicles
in the task of following non-parametrized paths
Krzysztof Łakomy∗ , Maciej Marcin Michałek
Institute of Automatic Control and Robotics, Poznan University of Technology (PUT), Piotrowo 3A, 60-965 Poznan´, Poland
Abstract
This article concerns the development of the Vector Field Orientation - Active Disturbance Rejection (VFO-ADR) cascaded path-
following controller for underactuated vehicles moving in a 3-dimensional space. The proposed concept of a cascaded control
structure decouples system kinematics from system dynamics, resembling the approach utilized for nonholonomic systems. Thanks
to the use of an ADR control approach in the dynamic-level controller, the proposed control structure is robust to even significant
model uncertainties and external disturbances. Application of an error-based form of the Extended State Observer (ESO), imple-
mented within the ADR inner-loop controller, implies the output-feedback characteristic of the control structure, i.e., only position
and attitude of the vehicle body are expected to be measured. The kinematic-level controller is designed according to the VFO
method utilizing the non-parametrized path representation to calculate the commanded velocities. The description of the proposed
control structure is followed by the theoretical analysis utilizing the Input-to-State Stability (ISS) theorem and the simulation veri-
fication of the proposed solution.
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Nomenclature
¯(·) dimensionally-reduced vector (·) (with some compo-
nents removed)
χ accumulated vector of the extended states xi for all i ∈
{1, ..., 6}
d total disturbance containing the feedforward term
d∗ modified total disturbance vector
∆η,∆ matrix of linear damping coefficients, respectively,
in {G} and {B}
e tracking error
ea auxiliary orientation error
ep, eo positional and angular tracking error
e2π tracking error with component eψ limited to range
[0, 2π)
ǫ commanded-velocity tracking error in frame {G}
ǫ1, ǫ2 longitudinal and angular commanded-velocity tracking
errors in {B}
ǫν commanded-velocity tracking error in frame {B}
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ǫp, ǫo longitudinal and angular commanded-velocity tracking
errors in {G}
η configuration of the vehicle
ηc commanded configuration
ηp, ηo position and orientation of the vehicle
G simplified Jacobian matrix of the velocity transforma-
tion
Γη,Γ actuation matrix, respectively, in {G} and {B}
h convergence vector field
h∗ modified convergence vector field
hp, ho longitudinal and angular part of convergence vector
field
h∗p, h
∗
o longitudinal and angular part of modified convergence
vector field
J Jacobian matrix of the velocity transformation
Kη, K gain matrix of the ADR controller, respectively, in {G}
and {B}
Ka gain matrix of the angular part of VFO controller
li gain of ESO for the ith degree of freedom, i ∈ {1, ..., 6}
Mη, M inertia matrix, respectively, in frame {G} and {B}
µη, µ combined dynamic phenomena, respectively, in frame
{G} and {B}
ν pseudovelocities of the vehicle
νc commanded pseudovelocities
νd desired pseudovelocities
νp, νo longitudinal and angular pseudovelocities of the vehicle
νpc, νoc longitudinal and angular commanded pseudovelocities
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R rotation matrix between frames {G} and {B}
T angular-velocity transformation matrix between frames
{G} and {B}
τη, τ generalized input forces, respectively, in frame {G} and
{B}
τ∗η, τ
∗ external perturbation, respectively, in frame {G} and
{B}
ϑ⊥,ϑi tangential and normal unit vectors of the particular
level-surface, i ∈ {1, 2}
xi extended state of the ith degree of freedom, i ∈ {1, ..., 6}
φd , θd, ψd desired roll, pitch, and yaw angles
ǫi i-th component of vector ǫ (i ∈ {1, ..., 6}) or vector ǫν
(i ∈ {u, ..., r})
ˆ(·) estimate of variable (·)
Bˆ prescribed rough estimate of matrix M−1η
δp, δo drift compensation coefficients of the VFO controller
νi majorization constant, i ∈ {χ, ǫ, a, p}
ωo minimal value of ωoi, i ∈ {1, .., 6}
ωoi bandwidth of ESO for the ith degree of freedom, i ∈
{1, ..., 6}
Sd set of positions included in reference path
ψ∗a auxiliary yaw angle limited to range [0, 2π)
θa, ψa auxiliary pitch and yaw angles
˜(·) observation/estimation error of variable (·)
ξd bi-valued factor determining desired motion strategy
kp, kθ, kψ gains of the VFO controller
si level-surface value, i ∈ {1, 2}
ud velocity profile along reference path
1. Introduction
The interest in automatic control of Unmanned Aerial Ve-
hicles (UAVs) and Autonomous Underwater Vehicles (AUVs)
has been gradually growing in recent years, and resulted in
a large amount of the designed control structures for various
types of objects, such as multicopters [33, 30, 28, 38], airships
[45, 44, 36, 2], fixed-wing planes [16] or underwater exploring
robots [6, 13, 29]. Looking throughout the control architec-
tures proposed in the literature, one can observe that the con-
trollers intended for mobile robots are most frequently focused
on solving one (or more) of three classical motion tasks, i.e.,
path-following [3, 43, 31, 10, 44, 40], trajectory tracking [13, 1]
or set-point stabilization [2, 7]. All of the aforementioned con-
trol tasks have been solved utilizing various control methods,
like backstepping [2, 3], model predictive control [16], slid-
ing mode control [42] or active disturbance rejection control
[45, 38], each having specific properties suited for a particular
application.
The movement of spatial vehicles can be performed with
three different motion strategies. The least common omnidi-
rectional motion [5, 23] can be applied only to fully-actuated
vehicles that can generate substantial forces in every Degree
of Freedom (DoF). Actuation systems implemented on the
aerial/underwater vehicles are usually capable of executing
large control signals only in some distinguished directions,
making it necessary to use one of the other available motion
strategies. Alternative approaches to the omnidirectional move-
ment are, for example, the unicycle-like and the torpedo-like
motion strategies, both relying on a motion realization along
with some privileged directions, aligned with a thrust generated
by the main actuators. In the unicycle-like motion, a vehicle
movement is decomposed into the planar, and fully decoupled
vertical motions [44, 31, 45], while in the torpedo-like approach
a control object moves directly in the 3d space [13, 27, 10, 32].
A specific actuation strategy utilized for the vehicles that are
usually moving in a torpedo-like manner allows a precise re-
alization of the given control task with fewer control signals,
comparing to the ones using the unicycle-like strategy.
In this paper, we focus on the development of the con-
trol structure guaranteeing a realization of the path follow-
ing motion task in the torpedo-like strategy by a spatially
moving vehicle. In this research, the path is defined as a
cross-section of two surfaces described by non-parametrized
equations [19, 32, 43, 28]. On the contrary to the classical,
parametrized way of defining the reference path [31, 10, 44],
the utilized approach does not impose restrictive constraints on
the initial conditions and does not demand a calculation of the
shortest distance between a vehicle body and the path. Analyt-
ical calculation of the aforementioned path-to-vehicle distance,
although straightforward in the case of simple examples (e.g.
linear or circular paths), is in general non-trivial for more com-
plex paths with a varying curvature and may be hard to obtain
numerically in each control sample with a satisfying control-
loop frequency.
The cascaded control structure presented in this article con-
sists of the inner dynamic-level controller responsible for track-
ing of the commanded velocities, calculated by the outer
kinematic-level controller in a way to attract the vehicle towards
the reference path with a prescribed orientation. The dynamic-
level control loop is designed according to Active Disturbance
Rejection (ADR) method [11, 9, 41, 4] introducing a feedfor-
ward control from a total disturbance. The effort made to com-
pensate the total disturbance makes the presented control al-
gorithm robust to external forces (caused by winds, currents,
etc.) and to parametric uncertainties of a vehicle mathemati-
cal model. Due to the use of an error-domain Extended State
Observer (ESO) [24, 22], being a part of the ADR controller,
the whole control structure has got output-feedback character-
istics, which means that it only needs to measure the vehicle
position and attitude to achieve expected control quality. The
output-feedback property is practically desirable, because mea-
suring all of the state vector elements, including longitudinal
velocities, may be expensive (when measured by high-quality
sensors) or computationally challenging when estimated upon
the visual data. The outer kinematic-level controller uses Vec-
tor Field Orientation (VFO) methodology, introduced initially
for wheeled robots in [26], and developed recently for the 3D
vehicle motion [27, 19]. The kinematic controller aims to cal-
culate a vector of commanded velocities, which, while being
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correctly followed by a dynamic controller, guarantee an accu-
rate following of the reference path.
This paper is a substantial extension of the conference arti-
cles [19] and [20], providing a more detailed description and
a formal analysis of the VFO-ADR control structure satisfying
the non-parametrized path-following in a torpedo-like motion
strategy of the vehicle moving in a 3D space. Comparing to
the results presented in [19], the VFO controller is extended by
a transversal drift compensation component, causing a signif-
icant increase in a path-following control performance for the
case of underactuated vehicles. Work [20] is a preliminary con-
ference proposition of the VFO-ADR path following controller,
which is extend in this article with the more detailed derivation,
theoretical analysis, and more thorough simulation verification.
It is worth emphasizing that, unlike the most common cas-
cade control systems designed for UAV/AUV-type objects that
are based on the decoupling of longitudinal and angular subsys-
tems, we propose to use the approach utilized in the control of
nonholonomic vehicles that decouples system kinematics from
system dynamics (see also [39]). Many solutions considering
the ADR-based control of spatial mobile vehicles, for exam-
ple [4, 45], demand to measure the whole state vector. On
the contrary to these methods, the ADR controller presented in
this article uses the error-domain architecture of ESO and only
needs the information about the system configuration. The use
of the ADR method in the inner-loop controller guarantees also
the robustness of the proposed control structure to the external
disturbances and significant model uncertainties. According to
the Input-to-State Stability (ISS) procedure [17, 35] conducted
in the multi-input approach [14, 29], application of the VFO-
ADR control structure to the dynamics of the considered vehi-
cle results in the bounded control errors and a possible reduc-
tion of positional errors to arbitrarily small magnitudes. The
theoretical analysis is followed by the simulation verification
performed in Matlab/Simulink environment.
Notation. For the sake of the notational conciseness, we will
use the assignments sα ≡ sinα, cα ≡ cosα, tα ≡ tanα, and
ls∞ := lim supt→∞. The nabla operator was treated as a column
vector ∇ = [∂/∂x ∂/∂y ∂/∂z]⊤ and the set R≥0 = {x ∈ R :
x ≥ 0}. In order not to make the equations excessively long, we
have ommited the signal parameters in longer formulas.
2. Preliminaries
2.1. Mathematical model of a vehicle
To describe the position and attitude of a rigid-body vehicle
in a 3D space, the global frame {G} and the local (body-fixed)
frame {B} need to be introduced. The origin of {B} is placed
in the robot mass center C, while axis xB is aligned with the
direction of a main thrust provided by the onboard actuation
system. The configuration vector is represented as
η =
[
ηp
ηo
]
,
[ [
x y z
]⊤[
φ θ ψ
]⊤] ∈ R3 × [−π, π) × (−π
2
,
π
2
)
× R, (1)
where ηp ,
[
x y z
]⊤
describes the position of the {B} origin in
a global frame, while ηo ,
[
φ θ ψ
]⊤
is a vector of RPY (Roll,
Pitch, Yaw) Euler angles describing the vehicle attitude. The
vector of pseudovelocities in the local frame
ν =
[
νp
νo
]
,
[
[u v w]⊤[
p q r
]⊤] ∈ R6 (2)
consists of the subvector of longitudinal velocities νp ,
[u v w]⊤ and the subvector of angular velocities νo ,
[
p q r
]⊤
.
The graphical representation of a 3D rigid body, together with
the axes of {G} and {B}, chosen elements of the configuration
vector (1) and the vector of pseudovelocities (2) is illustrated in
Fig. 1.
B
B
B
Figure 1: A rigid body in the 3D space.
Kinematics of the considered rigid vehicle, i.e., the velocity
transformation between the local and global frames is expressed
by
η˙ = J(ηo)ν, (3)
where J(ηo) = blkdiag{R(ηo), T(ηo)} is the Jacobian matrix
dependent on the rotation matrix R(ηo) and the angular velocity
transformation matrix T(ηo) that are, respectively, defined as
R
(
ηo
)
=

cψcθ cψsφsθ − cφsψ cψcφsθ + sφsψ
sψcθ sψsφsθ + cφcψ sψcφsθ − sφcψ
−sθ sφcθ cφcθ
 , (4)
T
(
ηo
)
=

1 sφtθ cφtθ
0 cφ −sφ
0 sφ/cθ cφ/cθ
 . (5)
Remark 1. To prevent the vehicle configuration running into
the singular points of transformation T(ηo), the pitch angle is
restricted in the sense that ∀t≥0 θ(t) ∈
(
− π
2
, π
2
)
, see (1).
According to work [8], general equations of the 6 DoF rigid
body dynamics are respectively expressed in the global and lo-
cal frames as
{G} : Mη(η)η¨ + µη(η, η˙) + τ∗η = Γη(η)τη, (6)
{B} : Mν˙ + µ(η, ν) + τ∗ = Γτ. (7)
where Mη, M are the inertia matrices, µη, µ represent the vec-
tors accumulating the gravitational, Coriolis, centripetal and
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restoring forces together with the influence of environmental
damping terms, τη, τ are the control signal vectors (correspond-
ing to the forces and torques along/around particular axes),
while τ∗η, τ
∗ refer to the combined external disturbances and the
unmodeled dynamic phenomena. Relations between the matri-
ces and vectors occurring in the equations of robot dynamics
(6)-(7) are as follows: M = J⊤MηJ , µ = J⊤
(
µη + Mη J˙ν
)
,
τ∗ = J⊤τ∗η and τ = J
⊤τη. Input matrices
Γ , diag{1, γv, γw, γp, 1, 1}, γv, γw, γp ∈ {0, 1} (8)
and Γη = J
−⊤
ΓJ⊤ determine the type of an actuation system
mounted on the vehicle in such a manner, that for γi = 0 and
i ∈ {v,w, p}, the control signal in a particular axis cannot be
generated, causing the non-actuation of the corresponding DoF.
A selected form of matrix Γ implies that the surge, pitch, and
yaw axes are certainly actuated, and thus the privileged direc-
tion of motion should be described along with them. Within
this research, we assume the anisotropy of the robot actuation
system (see [27]) even in the fully actuated case, implying that
even if the forces along yB, zB, and around xB axes can be gen-
erated, they only fulfill the compensation function due to the
lower capabilities of the thrust-generating actuators in these di-
rections. The aforementioned actuator distribution justifies the
selection of a torpedo-like motion strategy described in the In-
troduction (see also [27, 13]).
The overall state-space equations of the considered rigid
body vehicle (assuming the invertability of M, see [8]) are rep-
resented by a set of differential equationsη˙ = J(ηo)ν,ν˙ = −M−1 [µ(η, ν) + τ∗] + M−1Γτ. (9)
The dynamical system (9) will be further considered under fol-
lowing assumptions:
Assumption 1. Configuration vector η(t) is the only measur-
able signal that can be used to design a control law.
Assumption 2. The vehicle dynamics included in (9) is struc-
turally and parametrically uncertain.
Assumption 3. The elements of vector τ∗(t) are bounded Lips-
chitz functions.
Assumption 4. We analyze a subclass of systems described by
(9), restricted to the objects where the roll axis is actuated, im-
plying that γp = 1, see (8).
2.2. Reference path definition
According to the definition introduced in [19] and [32], the
positional reference path can be considered as a set of reference
points
Sd , {ηp ∈ D : s1(ηp) = s2(ηp) = 0}, (10)
where D is a domain of admissible robot positions. Set Sd is
interpreted as a cross-section of the surfaces described with a
pair of non-parametric equations s1(ηp) = 0 and s2(ηp) = 0.
Besides the geometrical curve definition itself, we define the
reference velocity along the path
ud , ξdU, U = const > 0, ξd ∈ {−1,+1}, (11)
where ξd determines the movement strategy (ξd = −1 for back-
ward and ξd = +1 for forward movement). Due to a non-zero
value of the constant U, the velocity ud impose a persistently
exciting reference motion for a vehicle.
Remark 2. The reference velocity ud introduced in (11) is as-
sumed to be constant for the sake of simplicity. In more general
case, it can depend on the position ηp.
Consistently with [19], let us introduce some assumptions
concerning surfaces s1(ηp) and s2(ηp), which will be necessary
for the control design purposes.
Assumption 5. For all admissible points ηp ∈ D, a gradient of
the j-th level-surface, i.e., ∇s j(ηp) , [∂s j/∂x ∂s j/∂y ∂s j/∂z]⊤
has a finite, and strictly positive norm: ∀ηp ∈ D,
¯
m j <
‖∇s j(ηp)‖ < m¯ j, for
¯
m j, m¯ j > 0 and j ∈ {1, 2}.
Assumption 6. For all admissible points ηp ∈ D, the deriva-
tives of the j-th level-surface with respect to the arguments up to
the order 3 are bounded, and the Hessian ∇(∇⊤s j(ηp)) ∈ R3×3
has a finite norm, that is, ∀ηp ∈ D, ‖∇(∇⊤s j(ηp))‖ < M¯ j, for
M¯ j > 0 and j ∈ {1, 2}.
Assumption 7. For all admissible positions ηp ∈ D,
the gradients of functions s1(ηp), s2(ηp) are not collinear:
∀ ηp ∈ D, ∇s1(ηp) , k∇s2(ηp), k ∈ R.
To define the reference pitch and yaw angles along the path,
we have to introduce unit vectors normal to the particular path-
describing surfaces in the form
ϑ j(ηp) =

ϑ jx(ηp)
ϑ jy(ηp)
ϑ jz(ηp)
 , − ∇s j(ηp)‖∇s j(ηp)‖ , for j ∈ {1, 2}, (12)
and a unit vector tangential to both surfaces represented by
ϑ⊥(ηp) =

ϑ⊥x(ηp)
ϑ⊥y(ηp)
ϑ⊥z(ηp)
 , σ [ϑ1(ηp) × ϑ2(ηp)] , (13)
where σ ∈ {−1, 1} describes the desired movement direction
along the path. In the case when the vehicle position ηp < Sd,
the values of s1(ηp), s2(ηp) are not zero, and ϑ⊥(ηp) is not nec-
essarily aligned with the reference path. Surface s j(ηp) = k, k ∈
R will henceforth be called a level-surface on the level k.
Remark 3. To avoid the situation, when the reference motion
goes through the singularity point described in the Remark 1,
the level-surface equations should be designed in a way to guar-
antee
¯
m⊥ < ‖ϑ¯⊥(ηp)‖,
¯
m⊥ > 0, (14)
for some positive constant
¯
m⊥, position ηp ∈ Sd , and ϑ¯⊥(ηp) ,
[ϑ⊥x ϑ⊥y]⊤ being a projection of ϑ⊥(ηp) onto the {xGyG} plane.
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Due to the underactuation of the considered vehicle along
yB, zB, and around xB axes, see (8), and the fact that the main
propulsion is acting in the surge direction, the reference attitude
of xB axis should be aligned with the reference path, implying
the reference yaw, pitch, and roll angles to be defined, respec-
tively, as
ψd(ηp) , Atan2(ξdϑ⊥y(ηp), ξdϑ⊥x(ηp)) ∈ [−π, π), (15)
θd(ηp) , arctan(−ϑ⊥z(ηp)/β1(ηp)) ∈
(
−π
2
,
π
2
)
, (16)
φd(ηp) , 0, (17)
when ηp ∈ Sd, and where Atan2 : R × R → [−π, π) is a four-
quadrant inverse tangent function including the bi-valued vari-
able ξd introduced in (11), while
β1(ηp) = ϑ⊥x(ηp)cψd(ηp) + ϑ⊥y(ηp)sψd(ηp). (18)
Remark 4. The motion strategy considered within this article
is assumed to have a non-banked characteristic (see [8]), im-
plying the yB axis to be parallel to the xGyG plane, and resulting
in the fixed value of the reference roll angle φd ≡ 0 introduced
in (17).
2.3. Formulation of control objectives
Let the path-following errors be accumulated in the vector
e(η) =
[
ep(ηp)
eo(η)
]
,

s1(ηp)
s2(ηp)
φd − φ
θd(ηp) − θ
ψd(ηp) − ψ

∈ Qe, (19)
where Qe = R2× [−π, π)2×R. The values of each level-surface,
s1(ηp) or s2(ηp), correspond to some non-Euclideanmeasure of
the signed distance between the origin of {B} and the particular
level-surface. The control objective of the path-following task
is to find an output-feedback control law τ = τ(η) that when
applied into (9), guarantees ultimate boundedness of the error
e2π(η) ,
[
ep(ηp)
eo(η) mod 2π
]
(20)
in the sense that
∃T ∈ [0,∞) : ∀t ≥ T ‖e2π(η(t))‖ ≤ εη, (21)
∃T ∈ [0,∞) : ∀t ≥ T ‖ep(ηp(t))‖ ≤ εp, (22)
for some upper bounds εη, εp > 0, where εp can be made ar-
bitrarily small. The modulo 2π operation utilized in (20) on
angular error vector eo(η) is introduced to remove the effects
of unlimited domain of the yaw angle error eψ , ψd − ψ ∈ R
introduced in (19).
3. The design of VFO-ADR controller
The kinematic-level VFO controller presented in this article
uses the values of velocity error estimates calculated by ESO.
As a consequence, we will start with the presentation of the
dynamic-level ADR controller explaining the procedure of es-
timating required signals, and continue with the description of
the VFO path-following controller.
3.1. Dynamic-level ADR controller
The main task of the inner dynamic-level controller is to cal-
culate the values of the generalized forces applied to the ve-
hicle body, aggregated within the control signal vector τ intro-
duced in the equation (7). Obtained values of the control signals
should guarantee tracking of the commanded velocities
η˙c(t) =
[
η˙pc(t)
η˙oc(t)
]
= J(ηo(t))νc(t), (23)
with sufficient accuracy. The vector of commanded velocities
η˙c(t) expressed in frame {G} is calculated using the Jacobian
matrix introduced in (3) and the commanded pseudovelocity
vector
νc =
[
νpc
νoc
]
,
[
[uc vc wc]
⊤[
pc qc rc
]⊤ ] ∈ R6 (24)
expressed in the body-fixed frame. Vector νc is computed on-
line by the VFO kinematic (outer-loop) controller described in
Section 3.2.
The velocity tracking error in the global coordinate system is
defined as
ǫ(t) , η˙c(t) − η˙(t) =
[
ǫp(t)
ǫo(t)
]
=
[
[ǫ1(t) ǫ2(t) ǫ3(t)]
⊤
[ǫ4(t) ǫ5(t) ǫ6(t)]
⊤
]
, (25)
while its dynamics can be derived upon (6) and (7) in the form
ǫ˙ = η¨c − η¨ = η¨c + M−1η
[
µη + τ
∗
η
]
− M−1η Γητη + BˆηΓητη − BˆηΓητη
= d(η¨c, η, η˙, τη, τ
∗
η) − BˆηΓητη
= d(η¨c, η, η˙, τη, τ
∗
η) − J BˆΓJ⊤τη. (26)
Referring to the commonly used nomenclature utilized in
the ADR-focused research (e.g. [11, 41]), vector d(·) ,
[d1(·) ... d6(·)]⊤ will be treated as the so-called total disturbance
of system (26), while Bˆη ∈ R6×6, and Bˆ , diag{bˆ1, ..., bˆ6} ∈
R6×6 are, respectively, the rough approximations of the M−1η
and M−1 matrices. The mutual relation between the the inverse
inertia matrices in global, and body-fixed coordinate frames has
the form M−1η = J M
−1J⊤, thus, the corresponding relation be-
tween their estimates can be written down as Bˆη = J BˆJ
⊤.
A specific representation of input signals influencing the dy-
namical system represented by (6) and (7) results in the possi-
bility of designing the controls τ, τη in the same way for the
underactuated vehicle as for the fully-actuated one. Particular
elements of the control vector, associated with the non-actuated
axes, will be later cut out by matrices Γ, Γη implying the ap-
plied control vectors to be in the form Γτ, Γητη for {B} and {G}
frames, respectively.
Remark 5. A lack of control signals in the non-actuated axes
results in the presence of a transversal drift affecting the system
dynamic behavior and lowering the path-following precision.
This phenomenon can be suppressed with a properly designed
kinematic-level controller compensating the transversal-drift.
5
According to the velocity error dynamics derived in (26),
we propose the following nominal control law for generalized
forces
τη , Bˆ
−1
η
[
dˆ + Kη ǫˆ
]
= J−⊤Bˆ−1J−1
[
dˆ + Kηǫˆ
]
, (27)
where dˆ is an estimate of the total disturbance, ǫˆ is an estimate
of the velocity tracking error, and Kη = J KJ
−1 ∈ R6×6 denotes
a gain matrix of the ADR controller with a constant matrix
K = diag{k1, ..., k6} ≻ 0 (28)
corresponding to the controller gains expressed in local refer-
ence frame {B}.
Remark 6. According to Assumption 1, η is the only measur-
able signal that we can use in the design of feedback control.
Vectors d and ǫ are dependent not only on the configuration
vector, but also on its derivative, therefore in (27) we utilized
the estimates dˆ and ǫˆ which will be calculated by the extended
state observer presented in the latter part of this subsection.
According to the mutual relations of the particular model
components presented in the description of (6) and (7), we can
transform the control signals represented in frame {G} to the
local coordinate system {B} expressing them as
τ = J⊤τη
(27)
= Bˆ−1J−1
[
dˆ + Kη ǫˆ
]
=
[
τu τv τw τp τq τr
]⊤
. (29)
We propose to obtain the estimates ǫˆ and dˆ, utilized in (27)
and (29), using the high-gain linear ESO (see [27, 18]). The
vector of an extended state associated with the particular degree
of freedom can be defined as
xi =

x1i
x2i
x3i
 ,

ηci − ηi
ǫi
di
 ∈ R3, i ∈ {1, ..., 6}, (30)
where ηc(t) = [ηc1(t) . . . ηc6(t)]
⊤ , η(0) +
∫ t
0
J(ηo(ξ))νc(ξ)dξ
and ηi corresponds to the i-th element of the configuration vec-
tor (1). The state-space equations associated with the i-th ex-
tended state vector (30) are calculated upon relation (25) and its
derivative (26), and are expressed by
x˙i =

0 1 0
0 0 1
0 0 0
︸      ︷︷      ︸
A
xi +

0
−1
0
︸︷︷︸
b
ζ⊤
i
J BˆΓJ⊤τη +

0
0
1
 d˙i
yi =
[
1 0 0
]
xi = Cxi,
(31)
where
ζ⊤i = [ζi1 ... ζi6] ∈ R6 : ζi j ,
1, when i = j0, when i , j (32)
is a cutting out vector, selecting the appropriate element of the
control input vector.
According to equation (31), we propose a linear observer for
a single degree of freedom
˙ˆxi = Axˆi + bζ
⊤
i J BˆΓJ
⊤τη + li[(ηci − ηi) − xˆ1i], (33)
where xˆi , [xˆ1i xˆ2i xˆ3i]
⊤ is an estimate of the extended state
vector (30), while
li = [l1i l2i l3i]
⊤ , [3ωoi 3ω2oi ω
3
oi]
⊤, ωoi > 0 (34)
is a vector of observer gains. Tuning strategy of the observer
gains expressed by (34) is based on the choice of a single pa-
rameter value (ωoi), interpreted as a bandwidth pulsation of
ESO (see [9]).
3.2. Kinematic-level VFO controller
The outer-loop controller is designed according to the VFO
methodology [26, 27] and results in the calculation of the com-
manded velocity vector νc, see (24), satisfying the desired
torpedo-like motion strategy along the reference path. For the
design purposes, we are going to keep
φ(t) = 0, (35)
according to the postulated non-bankedmotion (see Remark 4).
As a consequence, the roll angle error introduced in (19) should
satisfy ∀t ≥ 0 eφ(t) = φd(t) − φ(t) = 0. Stabilization of the
roll angle is obtained with the use of an auxiliary controller
designed according to the vehicle kinematics (3) as
pc(t) , fφ(eφ(t), ·) − sφ(t)tθ(t) qc(t) − cφ(t)tθ(t) rc(t), (36)
where fφ(eφ(t), ·) is a feedback function that should guaran-
tee the error eφ(t) to converge to zero. At this step, we are
not choosing any particular function fφ(eφ, ·) - we will intro-
duce and discuss one in the section considering the simula-
tion/experimental results of the proposed control structure.
Assumption 8. According to a fixed value of the desired roll
angle (17) and a proper selection of the fφ(eφ, ·) function, we
assume that the controlled object fulfills the non-banked motion
strategy, satisfying
∀t > T, φ(t) = 0 (37)
for some finite time T .
According to the torpedo-like motion philosophy, the com-
ponents of commanded velocity vector νc associated with the
non-privileged longitudinal axes are fixed at the zero values,
i.e., vc , 0 and wc , 0, implying that the velocities
v(t) = ǫv(t), w(t) = ǫw(t), (38)
where ǫv(t) and ǫw(t) are the elements of the velocity tracking
error vector in the body-fixed frame as
ǫν = [ǫu ǫv ǫw ǫp ǫq ǫr]
⊤
, νc − ν = J−1(ηo)η˙c − J−1(ηo)η˙ = J−1(ηo)ǫ. (39)
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Application of the VFO controller proposed in [19] to the un-
deractuated vehicle will not provide a satisfactory control per-
formance (especially in not actuated degrees of freedom), thus
we propose a modification of the kinematic-level controller to
deal with a transversal-drift appearing in the non-actuated axes.
The VFO kinematic control law will be derived assumming that
the postulate (37) is satisfied. Upon definition (25) and design
assumption (35), the vehicle kinematics (3) can be rewritten in
a simplified form

x˙
y˙
z˙
θ˙
ψ˙

=

cψcθ 0 0
sψcθ 0 0
−sθ 0 0
0 1 0
0 0 1
cθ


uc
qc
rc
 −

ǫ1
ǫ2
ǫ3
ǫ5
ǫ6

⇐ ˙¯η = G(η¯)ν¯c − ǫ¯, (40)
where η¯ = [x y z θ ψ]⊤ ∈ R5, ν¯c = [uc qc rc]⊤ ∈ R3, and ǫ¯ =
[ǫ1 ǫ2 ǫ3 ǫ5 ǫ6]
⊤ ∈ R5 are reduced versions of the original vec-
tors. According to the assumptions of the VFO methodology
described in [26], the vehicle should move along the integral
curves determined by the so-called convergence vector field,
marked as
h(η¯, t) =
[
hp(η¯, t)
ho(η¯, t)
]
∈ R5, where (41)
hp =

hx
hy
hz
 ∈ R3, ho =
[
hθ
hψ
]
∈ R2.
In the analyzed case, a properly designed vector field h should
guarantee that limt→∞[h(t) − ˙¯η(t)] = 0. According to formula
(40) and form (41), the limit case can be rewritten as a postulate

hx − uccθcψ + ǫ1
hy − uccθsψ + ǫ2
hz + ucsθ + ǫ3
hθ − qc + ǫ5
hψ − 1cθ rc + ǫ6

=

0
0
0
0
0

. (42)
Solving (42) with respect to ν¯c, results in the nominal forms of
pseudovelocities
ν¯cn =
[
ucn qcn rcn
]⊤
,

(hx + ǫ1)cθcψ + (hy + ǫ2)cθsψ − (hz + ǫ3)sθ
hθ + ǫ5
(hψ + ǫ6)cθ

=

h∗xcθcψ + h
∗
ycθsψ − h∗zsθ
h∗θ
h∗ψcθ
 , (43)
where h∗(h, ǫ) = [h∗p
⊤ h∗o
⊤]⊤ = [h∗x h
∗
y h
∗
z h
∗
θ
h∗ψ]
⊤ , h + ǫ¯
is a modified convergence vector field. The desired output-
feedback characteristics of the final control structure implies the
inability of taking velocity measurements and makes the direct
use of the velocity tracking error ǫ in the controller equations
impossible. To calculate the applied commanded velocities ν¯c,
we propose to utilize the modified convergence vector field
hˆ∗(h, ǫˆ) =
[
hˆ∗p(hp, ǫˆp)
hˆ∗o(ho, ǫˆo, ˙ˆǫp)
]
(44)
that takes the estimates of the velocity tracking error ǫˆ in the
place of unavailable vector ǫ. Let us first define the longitudinal
part of the modified convergence vector field as
hˆ∗p(hp, ǫˆp) , hp + δpǫˆp, (45)
where δp ∈ [0, 1) is the design parameter. According to the
so-called cautious compensation method, utilized for ground
vehicles in [25], an introduction of δp will make the control
algorithm more robust to the possible overcompensation of ve-
locity tracking errors caused by a non-zero estimation errors of
the extended states xi.
To complete the definition of a modified convergence vector
field from (45), we define the longitudinal part of the conver-
gence vector field as follows
hp(ηp) , udϑ⊥(ηp) + kp[s1(ηp)ϑ1(ηp) + s2(ηp)ϑ2(ηp)], (46)
where kp > 0 is a design parameter of the VFO kinematic con-
troller, whereas the orthogonal unit vectors, ϑ⊥ and ϑ j, were
defined in (13) and (12), respectively. The first component of
(46) is a feedforward term computed along a reference path,
while the second component is a feedback term that attracts a
vehicle towards a reference path.
According to equations (42) and (43), the postulated values
of yaw and pitch angles should satisfy the so-called orienting
conditions (see [27]):
ψ − Atan2c(ξdhˆ∗y, ξdhˆ∗x) = 0, and (47)
θ − arctan
 −hˆ∗z
hˆ∗xcψ + hˆ∗ysψ
 = 0, (48)
where Atan2c(·, ·) : R × R → R is a continous version of a
four-quadrant function Atan2(·, ·) : R × R → [−π, π), and is
described in detail in [26]. Referring to the vehicle kinematics
(3), the dynamics of the Euler angles is described with a set of
differential equations, making the instantaneous satisfaction of
orienting conditions impossible. Due to this fact, we introduce
an auxiliary angular error
e¯a(ηp, ǫˆp) ,
[
eθa(ηp, ǫˆp)
eψa(ηp, ǫˆp)
]
,
[
θa(ηp, ǫˆp) − θ
ψa(ηp, ǫˆp) − ψ
]
∈ [−π, π) × R, (49)
where θa and ψa are the elements of the auxiliary orientation
vector defined as
η¯oa(ηp, ǫˆp) =
[
θa(ηp, ǫˆp)
ψa(ηp, ǫˆp)
]
,
 arctan
(
−hˆ∗z (ηp,ǫˆp)
hˆ∗x(ηp ,ǫˆp)cψa+hˆ∗y(ηp ,ǫˆp)sψa
)
Atan2c(ξdhˆ
∗
y(ηp, ǫˆp), ξdhˆ
∗
x(ηp, ǫˆp))
 ∈ Q, (50)
for Q = (−π/2, π/2)× R.
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Remark 7. The auxiliary orientation vector defined by (50) ex-
presses the orientation of a longitudinal part of modified con-
vergence vector field hˆ∗p defined by (45)-(46). When the vehicle
is on a reference path and the velocity tracking error ǫ = 0 -
the auxiliary orientation corresponds to the desired orientation
determined by (15)-(16).
According to the derivations presented in Appendix A, we
introduce the angular part of modified convergence vector field
(44) in a form
hˆ∗o(η, ˆ¯ǫo, ˙ˆǫp) = ˆ¯˙ηoa(η, ǫˆp, ˙ˆǫp) + Kae¯a(ηp, ǫˆp) + δo ˆ¯ǫo, (51)
where ˆ¯˙ηoa(·) , [ ˆ˙θa(·) ˆ˙ψa(·)]⊤ is an estimate of the reduced aux-
iliary orientation derivative, Ka = diag{kθ, kψ} : kθ, kψ > 0 is
a gain matrix, and ˆ¯ǫo = [ǫˆ5 ǫˆ6]
⊤, while δo ∈ [0, 1] is a design
parameter introduced to allow the cautious compensation of the
angular velocity tracking errors.
The reduced commanded local pseudovelocity vector (43) is
recalculated with the longitudinal and angular parts of the mod-
ified convergence vector field described respectively in (45) and
(51), resulting in the final form
ν¯c =
[
uc qc rc
]⊤
=

hˆ∗xcθcψ + hˆ
∗
ycθsψ − hˆ∗zsθ
hˆ∗θ
hˆ∗ψcθ
 (52)
that only requires the information about the configuration η(t)
(see Assumption 1).
A block diagram of the proposed control structure is pre-
sented in Fig. 2.
Remark 8. The elements of auxiliary orientation η¯oa defined
in (50), together with their derivatives presented in (A.3) and
(A.2) are well determined if only hˆ∗x
2
+ hˆ∗y
2
, 0. When the afore-
mentioned relation is satisfied, not only a proper definition of
the auxiliary orientation and its derivative is guaranteed, but
also the domain θa ∈ (− π2 , π2 ) is preserved, in accordance with
the pitch angle constraint described in the Remark 1. A non-
zero value of the velocity profile ud introduced in (11) guaran-
tees a persistent excitation of the VFO controller, causing that
the situation when hˆ∗x
2
+ hˆ∗y
2
= 0 may potentially appear only in
the transient stage (however, it is very rare and non-attracting).
To prevent the indeterminacy of auxiliary angles, we propose to
freeze the values of η¯oa and ˙¯ηoa in a previous state as long as
hˆ∗x
2
+ hˆ∗y
2
< ε, for sufficiently small, non-zero value of ε.
4. The main result and stability analysis
4.1. Error domain dynamics of particular subsystems
To show the boundedness of the path-following errors intro-
duced in (19), particular subsystems of the proposed control
structure have to be analyzed in an appropriate order. This sub-
section is focused on the definition of these subsystems, and the
derivation of their dynamic equations.
Let us address first the observation errors associated with the
extended state observer. According to dynamics (31), and ESO
equations (33), we define a combined observation error
χ˜ ,

y˜
ǫ˜
d˜
 , χ − χˆ =

y − yˆ
ǫ − ǫˆ
d − dˆ
 ∈ R18, (53)
where y = [y1...y6]
⊤ (30)= [x11...x16]⊤ is the combined observer
output (see (31)). The dynamics of χ˜ can be written down as
˙˜χ(t) = −

L1 −I 0
L2 0 −I
L3 0 0
︸            ︷︷            ︸
Hχ
χ˜(t) +

0
0
I
︸︷︷︸
Iχ
d˙(t), (54)
where Li , diag{li1 ... li6}, i ∈ {1, 2, 3} are the observer gain
matrices resulting from (34), while 0 and I are, respectively,
the zero and identity matrices of the appropriate dimensions.
To address dynamics of the velocity error, we introduce a
modified disturbance vector
d∗ = [d∗1 d
∗
2 d
∗
3 d
∗
4 d
∗
5 d
∗
6]
⊤
, d + M−1η ∆ηη˙c − M−1η ∆ηη˙ = d + M−1η ∆ηǫ, (55)
where the component M−1η ∆ηη˙ corresponds to the linear part of
the environmental damping (see [8]) included in vector µη from
(6), while −M−1η ∆ηη˙c allows us to describe d∗ as a function of
d and ǫ. Matrix ∆η = J∆J
−1, where
∆ , diag{ρu, ρv, ρw, ρp, ρq, ρr}, ρi > 0, (56)
includes the positive damping coefficients in the body-related
coordinate system {B}. It is worth noting that only the linear
part of the environmental damping model was excluded from
d, while the higher-order terms still reside in vector d∗.
Remark 9. Upon Assumptions 3 and 6, Remark 8, and equa-
tions (27), (23), and (52), we may claim that the disturbance
d, defined in (26), its derivative d˙, and the modified total dis-
turbance d∗ from (55), are bounded in some compact sets, in
particular
sup
t≥0
‖d˙(t)‖ ≤ rd˙, sup
t≥0
‖d∗(t)‖ ≤ rd∗ (57)
for d˙ ∈ DD ⊂ R6, d∗ ∈ D∗D ⊂ R6, where rd˙, rd∗ > 0 are some
finite upper bounds determined by a compact set of the vehicle’s
state (η, η˙).
After transformations presented in Appendix C, the velocity
error dynamics described firstly in (26) can be expressed as
ǫ˙ = −J
(
ΓK + (I − Γ)M−1∆
)
︸                     ︷︷                     ︸
Hǫ
J−1ǫ
+ JΓKJ−1ǫ˜ + JΓJ−1 d˜ + J(I − Γ)J−1d∗ (58)
where K is the constant gain matrix defined in (28).
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Figure 2: Block diagram of the VFO-ADR control system for the underactuated vehicle.
Remark 10. Matrix Hǫ introduced in (58) is a convex combina-
tion of the matrices K and M−1∆ that are both positive definite,
thus according to [15], matrix Hǫ is positive definite itself.
Remark 11. A constant matrix M, associated with a vehicle
which center of mass is located in the origin of a local coordi-
nate frame (see [8]), leads to the diagonal matrix
Hǫ = diag{k1, γvk2+ (1−γv)ρv
m
, γwk3+ (1−γw)ρw
m
, k4, k5, k6},
(59)
where m is a total vehicle mass. In the case when some of the
axes are underactuated, i.e. γi = 0, i ∈ {v,w}, the correspond-
ing controller gains associated with underactuated axes vanish
in matrix Hǫ .
Now, let us turn to the angular part of the kinematic subsys-
tem. The equation of roll error dynamics, calculated upon (3),
(39), (25) and (36), has the form
e˙φ(t) = − fφ(eφ(t), ·) + ǫ1(t). (60)
Under Assumption 8, the dynamics of an auxiliary error vector
(49) can be derived using equations (3), (39) in the form
˙¯ea =
[
θ˙a − qc + ǫ5
ψ˙a − 1cθ rc + ǫ6
]
(51),(52)
=
 −kθeθa + δoǫ˜θ + (1 − δo)ǫθ + ˜˙θa−kψeψa + δoǫ˜ψ + (1 − δo)ǫψ + ˜˙ψa

= −Kae¯a + δo ˜¯ǫo + (1 − δo)ǫ¯o + ˜¯˙ηoa (61)
where ǫ¯o , [ǫ5 ǫ6]
⊤ is the dimensionally reduced angular ve-
locity error, ˜¯ǫo , [ǫ˜5 ǫ˜6]
⊤ is the observation inaccuracy of the
reduced vector of the angular velocity error, while
˜¯˙ηoa =
 ˜˙θa˜˙ψa
 ,  θ˙a − ˆ˙θa
ψ˙a − ˆ˙ψa
 (62)
correspond to the difference between the nominal derivatives of
auxiliary angles from (A.2)-(A.3) and the applied derivatives of
auxiliary angles utilized in (A.8). More detailed representation
of the particular elements of ˜¯˙ηoa is provided in Appendix D.
The dynamics of positional error ep will be written down sep-
arately for its particular components. Knowing that the gradient
of the particular level-surfaces∇s j and the vector ϑ⊥, tangential
to the cross-section of level surfaces (see (13)) are perpendicu-
lar to each other, relation
∇⊤s judσ(∇s1 × ∇s2)‖∇s1 × ∇s2‖
(45),(12)
= ∇⊤s j hˆ∗p + ∇⊤s jkps1
∇s1
‖∇s1‖
+ ∇⊤s jkps2
∇s2
‖∇s2‖
− ∇⊤s jδpǫˆp = 0 (63)
is always satisfied. As a consequence, we can express the level-
surface dynamics as
s˙1 = ∇⊤s1η˙p
= ∇⊤s1(η˙pc − ǫp) − ∇⊤s1 hˆ∗p − kps1‖∇s1‖
− kps2cκ‖∇s1‖ + ∇⊤s1δpǫˆp, (64)
s˙2 = ∇⊤s2(η˙pc − ǫp) − ∇⊤s2 hˆ∗p − kps2‖∇s2‖
− kps1cκ‖∇s2‖ + ∇⊤s2δpǫˆp, (65)
where κ∠(∇s1,∇s2) , kπ, k ∈ Z corresponds to the angle be-
tween gradients of level-surfaces and its value is constrained
according to Assumption 7.
4.2. Statement of the main result
Proposition 1. Under Assumptions 1 - 8, recalling (57), and
postulating that ρv = ρw =: ρ is large enough (see (56)),
the output-feedback VFO-ADR cascaded control law result-
ing from a combination of the inner-loop ADR controller (29)
and the outer-loop controller, consisting of the VFO part (52)
and the auxiliary roll stabilizer (36), applied into the uncertain
and underactuated vehicle represented by (9), locally (for suf-
ficiently small initial errors ‖χ˜(0)‖, ‖ǫ(0)‖, ‖e¯a(0)‖, ‖ep(0)‖)
guarantees satisfaction of control objectives (21)-(22) with
ultimate upper bounds εη = εη(ωo, K, Ka, kp, δo, δp, rd˙, rd∗ )
and εp = εp(ωo, K, Ka, kp, δo, δp, rd˙, rd∗ ), by taking K =
blkdiag
{
ρ
m
I, koI
}
, where I ∈ R3×3, and ko > 0. Moreover, the
upper bound εp(ωo, K, Ka, kp, δo, δp, rd˙, rd∗) can be made arbi-
trarily small, for sufficiently small upper bounds rd˙, rd∗ intro-
duced in (57), by increasing the gain kp and using sufficiently
large λmin(Ka) and ωo.
Remark 12. The relation ρv = ρw =: ρ, postulated in Propo-
sition 1, is satisfied for a vehicle with a body symmetric with
respect to axis xB. This conservative assumption, together with
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the conservative postulate about sufficiently small initial er-
rors and upper bounds of disturbances, and the selected tuning
strategy for K, all have been introduced only for stability anal-
ysis purposes. According to the simulation results presented
in Section 5, the above conservative postulates can be relaxed
in practice without loosing the terminal boundedness stated in
(21)-(22).
4.3. Proof of Proposition 1
The analysis is divided into a set of shorter Lemmas cor-
responding the subsystems of observation error (54), velocity
error (58), auxiliary orientation error (61), and position error
(64)-(65). The analysis will be carried out using the ISS method
presented in [35, 14].
Lemma 1. Observation error subsystem (54) is locally ISS with
respect to the perturbation d˙(·) ∈ DD, see (57), implying the
ultimate boundedness of χ˜, i.e., ls∞‖χ˜(t)‖ ≤ r∞χ (ωo, rd˙), where
r∞χ (ωo, rd˙) = max
{
1
ω2o
, 1
}
2λ
3/2
max(Pζ)
λ
1/2
min
(Pζ)νζωo
rd˙, (66)
νζ ∈ (0, 1), and Pζ = P⊤ζ ≻ 0. Thus, the non-negative function
r∞χ (ωo, rd˙) is bounded for any ωo > 0, and r
∞
χ (ωo, rd˙) → 0 as
ωo → ∞, for any sufficiently small upper bound rd˙ introduced
in (57).
Lemma 2. Velocity error subsystem (58) is locally ISS with
respect to the perturbations δǫ ,
[
d˜⊤ ǫ˜⊤
]⊤ ∈ DδE and d∗ ∈
D∗
D
implying the ultimate boundedness of ǫ, i.e., ls∞‖ǫ(t)‖ ≤
r∞ǫ (K, r
∞
χ , rd∗) where
r∞ǫ (K, r
∞
χ , rd∗) =
1 + λmax(K)
νǫλmin(Hǫ)
r∞χ +
λmax(I − Γ)
νǫλmin(Hǫ)
rd∗ , (67)
while r∞χ = r
∞
χ (ωo, rd˙) has been introduced in Lemma 1. Ac-
cording to right-hand side of (67) and observing that Hǫ = K
for K = blkdiag{ ρ
m
I, koI} ≻ 0 and ρ := ρv = ρw > 0, the
non-negative function r∞ǫ (K, r
∞
χ , rd∗ ) is bounded, upon Lemma
1, for any sufficiently small upper bounds rd˙ and rd∗ intro-
duced in (57). Moreover, r∞ǫ (K, 0, rd∗) ≡ 0 if the vehicle is
fully actuated (i.e., if Γ = I); otherwise r∞ǫ (K, r
∞
χ , rd∗ ) can
be made sufficiently small by taking ωo large enough and if
λmin(K) ≡ λmin(Hǫ) = min{ ρm , ko} is large enough as well.
Lemma 3. Auxiliary orientation error subsystem (61) is lo-
cally ISS with respect to the perturbations ˜¯ǫo ∈ DδeA, ǫ¯o ∈
DǫA, and ˜¯˙ηoa ∈ DηA, implying the ultimate boundedness of e¯a,
i.e., ls∞‖e¯a(t)‖ ≤ r∞ea(Ka, δo, r∞χ , r∞ǫ ) where
r∞ea(Ka, δo, r
∞
χ , r
∞
ǫ ) =
δo + f¯
νaλmin(Ka)
r∞χ +
1 − δo
νaλmin(Ka)
r∞ǫ (68)
while r∞χ = r
∞
χ (ωo, rd˙) and r
∞
ǫ = r
∞
ǫ (K, r
∞
χ , rd∗ ) have been in-
troduced, respectively, in Lemma 1 and Lemma 2, δo ∈ [0, 1],
and f¯ > 0 is some bounding function for any compact set of
a vehicle state. According to the right-hand side of (68), and
upon Lemmas 1-2, the non-negative function r∞ea(Ka, δo, r
∞
χ , r
∞
ǫ )
is bounded for any sufficiently small upper bounds rd˙ and rd∗
introduced in (57). Moreover, r∞ea(Ka, δo, r
∞
χ r
∞
ǫ )→ 0 as r∞χ → 0
and λmin(Ka) → ∞, for any finite r∞ǫ and any finite upper
bounds rd˙ and rd∗ . Additionally, if one selects δo = 1, then
r∞ea(Ka, 1, r
∞
χ r
∞
ǫ )→ 0 as r∞χ → 0 for any finite λmin(Ka) > 0 and
any finite upper bounds rd˙ and rd∗ .
Lemma 4. Dynamics of the positional error ep (cf. (19)), rep-
resented by the equations (64)-(65) is locally ISS with respect to
perturbations δep , [e¯
⊤
a ǫ˜
⊤
p ]
⊤ ∈ Dδep, δǫp , [e¯⊤a ǫ⊤p ]⊤ ∈ Dδǫp,
and e¯a ∈ DeA, implying the ultimate boundedness of ep, i.e.,
ls∞‖ep(t)‖ ≤ εp(kp, δp, r∞χ , r∞ǫ , r∞ea), where
εp(kp, δp, r
∞
χ , r
∞
ǫ , r
∞
ea) =
m∗
kp
[
l1(δp, r
∞
ǫ , r
∞
ea)
m1(r∞ǫ , r∞ea)
+
l2(δp, r
∞
χ , r
∞
ea)
m2(r∞χ , r∞ea)
+
l3(r
∞
ea)
m3(r∞ea)
]
, (69)
where m∗ > 0 is some constant, li(·), mi(·), i ∈ {1, 2, 3}
are some polynomial functions of their arguments, and mi(·)
are positive for their arguments being sufficiently small,
while r∞χ = r
∞
χ (ωo, rd˙), r
∞
ǫ = r
∞
ǫ (K, r
∞
χ , rd∗) and r
∞
ea =
r∞ea(Ka, δo, r
∞
χ , r
∞
ǫ ) have been introduced in Lemmas 1-3 (thus,
εp(kp, δp, r
∞
χ , r
∞
ǫ , r
∞
ea) = εp(ωo, K, Ka, kp, δo, δp, rd˙, rd∗ )). For
sufficiently small upper-bounding functions r∞χ , r
∞
ǫ , and
r∞ea, which can be obtained by selecting ωo and λmin(Ka)
large enough and if ρ > 0 is sufficiently large (accord-
ing to Lemmas 1-3), the right-hand side of (69) is non-
negative and bounded. Moreover, under the above conditions,
εp(ωo, K, Ka, kp, δo, δp, rd˙, rd∗)→ 0 as kp → ∞.
Lemma 5. In the VFO-ADR control system, the angular error
eo mod 2π (cf. (19)-(20)) is ultimately upper bounded as fol-
lows: ls∞‖eo(t) mod 2π‖1 ≤ 2r∞ea + r∞o , where r∞o > 0 is some
bounding function, whereas r∞ea = r
∞
ea(Ka, δo, r
∞
χ , r
∞
ǫ ) has been
introduced in Lemma 3. As a consequence, upon the form of
(20) and the result formulated in Lemma 4, the error e2π is ulti-
mately bounded, i.e., ls∞‖e2π(t)‖ ≤ εη(εp, r∞ea) where
εη(εp, r
∞
ea) =
√
2εp + 2r
∞
ea + r
∞
o , (70)
while εp = εp(kp, δp, r
∞
χ , r
∞
ǫ , r
∞
ea) has been introduced in
Lemma 4. Taking into account the arguments of func-
tions εp and r
∞
ea, the bounding function εη(εp, r
∞
ea) =
εη(ωo, K, Ka, kp, δo, δp, rd˙, rd∗ ), and it cannot be made arbitrar-
ily small.
According to Lemmas 1-5, the control objectives (21)-(22)
are satisfied, leading to the conclusions formulated in Proposi-
tion 1.
4.4. Proofs of Lemmas 1-5
Proof of Lemma 1. According to Remark 9, admissible do-
mains of the observation error (53) and the perturbing input of
system (54) can be defined as
χ˜ ∈ DX , d˙ ∈ DD, (71)
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whereDX , {χ˜ ∈ R18 : ‖χ˜‖ < rX},DD , {d˙ ∈ R6 : ‖d˙‖ < rD˙},
and rX , rD˙ > 0. In order to show the ultimate boundedness of
χ˜(t) , we follow the idea utilized for a SISO system in [18], and
introduce the transformation
χ˜ , Lζζ : Dζ → DX , (72)
where Lζ , blkdiag{W−2ω ,W−1ω , I} for Wω ,
diag{ωo1, ..., ωo6} ≻ 0 and Dζ , {ζ ∈ R18 : ‖ζ‖ < ‖L−1ζ ‖rX =:
rZ}. Utilizing transformation (72), and substituting particular
values of observer gains from (34) into Hχ, we can rewrite (54)
as
ζ˙ = −L−1ζ HχLζζ + L−1ζ Iχ d˙
= −LωHζζ + Iχ d˙, (73)
where Lω = blkdiag{Wω,Wω,Wω}, while
Hζ =

3I −I 0
3I 0 −I
I 0 0
 . (74)
Let us introduce a positive definite function Vζ ,
ζ⊤Pζζ , Vζ : Dζ → R≥0, such that Pζ = P⊤ζ ≻ 0 is a solution
of Lyapunov equation Hζ
⊤L⊤ωPζ + PζLωHζ = Lω. Function Vζ
satisfies α1ζ (‖ζ‖) ≤ Vζ(ζ ) ≤ α2ζ(‖ζ‖), for the limiting functions
α1ζ (‖ζ‖) , λmin(Pζ)‖ζ‖2 ∈ K , and α2ζ (‖ζ‖) , λmax(Pζ)‖ζ‖2 ∈
K . A time derivative of Vζ can be assessed as
V˙ζ = ζ˙
⊤Pζζ + ζ⊤Pζζ˙
= −ζ⊤(Hζ⊤L⊤ωPζ + PζLωHζ)ζ + 2ζ⊤Pζ Iχ d˙
= −ζ⊤Lωζ + 2ζ⊤Pζ Iχ d˙
≤ −(1 − νζ)ωo‖ζ ‖2 + ‖ζ‖
(
2λmax(Pζ)‖d˙‖ − νζωo‖ζ‖
)
, (75)
where νζ ∈ (0, 1) is a majorization constant and ωo =
mini∈{1,...,6}{ωoi} is the lowest eigenvalue of matrix Lω. Accord-
ing to (75),
V˙ζ ≤ −(1 − νζ)ωo‖ζ ‖2, (76)
for
‖ζ‖ ≥ χζ
(
‖d˙‖
)
, (77)
where
χζ(‖d˙‖) =
2λmax(Pζ)‖d˙‖
νζωo
∈ K . (78)
One concludes that subsystem (54) is locally ISS with respect
to perturbation d˙, that is
∀t ≥ 0 ‖ζ (t)‖ ≤ max
{
βζ(‖ζ (0)‖, t), γζ
(
sup
t≥0
‖d˙(t)‖
)}
, (79)
for some KL-class function βζ(·, ·), where
γζ = α
−1
1ζ
(
α2ζ
(
χζ
(
‖d˙(t)‖
)))
=
√
λmax(Pζ)
λmin(Pζ)
χζ
(
‖d˙(t)‖
)
. (80)
According to (79) and (72), the original observation error ‖χ˜(t)‖
is also bounded.
The result of local ISS is fulfilled within the domainsDD and
Dζ if the initial condition meets the requirement ‖ζ (0)‖ < rζ =
α−1
2ζ
(α1ζ (rZ)) =
√
λmin(Pζ )/λmax(Pζ )rZ , and if the perturbation
is upper-bounded by
sup
t≥0
‖d˙(t)‖ < χ−1ζ (min{rζ , χζ(rD˙)}) =: rd˙ (81)
(see Remark 9). Formula (79) implies the asymptotic relation,
i.e.,
ls∞‖ζ (t)‖ ≤ γζ(ls∞‖d˙(t)‖) <
2λ
3/2
max(Pζ )
λ
1/2
min
(Pζ )νζωo
rd˙. (82)
By referring to transformation (72) and result (82), the original
aggregated observation error satisfies
ls∞‖χ˜(t)‖ ≤ λmax(Lζ)ls∞‖ζ (t)‖
< max
{
1
ω2o
, 1
}
2λ
3/2
max(Pζ)
λ
1/2
min
(Pζ)νζωo
rd˙ =: r
∞
χ . (83)
Now, the conclusions of Lemma 1 follow. 
Proof of Lemma 2. The norm of modified disturbance d∗ is
bounded according to Remark 9 and the components of vector
(53) are bounded according to result (83), thus we can assume
the existence of the compact domains
ǫ ∈ DE , δǫ ,
[
d˜⊤ ǫ˜⊤
]⊤ ∈ DδE , d∗ ∈ D∗D, (84)
where DE , {ǫ ∈ R6 : ‖ǫ‖ < rE}, DδE , {δǫ ∈ R12 : ‖δǫ‖ <
rδE}, D∗D , {d∗ ∈ R6 : ‖d∗‖ < rD∗ }, and rE , rδE , rD∗ > 0.
Let us propose the positive definite function in the form Vǫ ,
1
2
ǫ⊤ǫ, Vǫ : DE → R≥0, such that α1ǫ (‖ǫ‖) ≤ Vǫ(ǫ) ≤ α2ǫ (‖ǫ‖),
for the limiting functions α1ǫ (‖ǫ‖) = α2ǫ (‖ǫ‖) , 12‖ǫ‖2 ∈ K .
According to the velocity error dynamics (58), the time deriva-
tive of Vǫ can be assessed as
V˙ǫ = ǫ
⊤ǫ˙
= −ǫ⊤J Hǫ J−1ǫ + ǫ⊤JΓKJ−1ǫ˜
+ ǫ⊤JΓJ−1 d˜ + ǫ⊤J(I − Γ)J−1d∗. (85)
According to Proposition 1 and (59), we have J Hǫ J
−1 = Hǫ ,
what allows us to assess the upper bound of (85) as follows
V˙ǫ ≤ −λmin(Hǫ)‖ǫ‖2 + λmax(K)‖ǫ‖‖ǫ˜‖
+ ‖ǫ‖‖d˜‖ + λmax(I − Γ)‖ǫ‖‖d∗‖
≤ −(1 − νǫ)λmin(Hǫ)‖ǫ‖2
+ ‖ǫ‖
[
(1 + λmax(K)) ‖δǫ‖ + λmax(I − Γ)‖d∗‖
− νǫλmin(Hǫ)‖ǫ‖
]
, (86)
where νǫ ∈ (0, 1) is a majorization constant. According to (86),
one can write
V˙ǫ ≤ −(1 − νǫ )λmin(Hǫ)‖ǫ‖2 (87)
for
‖ǫ‖ ≥ χ1ǫ(‖δǫ‖) + χ2ǫ(‖d∗‖), (88)
where
χ1ǫ(‖δǫ‖) =
1 + λmax(K)
νǫλmin(Hǫ)
‖δǫ‖ ∈ K , (89)
χ2ǫ(‖d∗‖) = λmax(I − Γ)
νǫλmin(Hǫ)
‖d∗‖ ∈ K . (90)
As a consequence, the velocity error subsystem is locally ISS
with respect to perturbations δǫ and d
∗, and
∀t ≥ 0 ‖ǫ(t)‖ ≤ max
{
βǫ (‖ǫ(0)‖, t),γ1ǫ
(
sup
t≥0
‖δǫ (t)‖
)
+ γ2ǫ
(
sup
t≥0
‖d∗(t)‖
)}
, (91)
for some KL-class function βǫ(·, ·), and functions
γ1ǫ (‖δǫ‖) = α−11ǫ (α2ǫ(χ1ǫ(‖δǫ‖))) = χ1ǫ (‖δǫ‖) (92)
γ2ǫ(‖d∗‖) = α−11ǫ (α2ǫ(χ2ǫ(‖d∗‖))) = χ2ǫ(‖d∗‖). (93)
The result of local ISS is valid within the domains (84) if
the initial condition meets the requirement ‖ǫ(0)‖ < rǫ =
α−1
2ǫ
(α1ǫ(rE)) = rE , and if the perturbations are upper-bounded
by
sup
t≥0
‖δǫ (t)‖ < χ−11ǫ (min{rǫ , χ1ǫ(rδE)}) =: rδǫ (94)
sup
t≥0
‖d∗(t)‖ < χ−12ǫ (min{rǫ , χ2ǫ(rD∗ )}) =: rd∗ . (95)
Formula (91) implies the asymptotic gain property
ls∞‖ǫ(t)‖ < γ1ǫ(ls∞‖δǫ (t)‖) + γ2ǫ(ls∞‖d∗(t)‖)
≤ γ1ǫ(ls∞‖χ˜(t)‖) + γ2ǫ(ls∞‖d∗(t)‖)
≤ 1 + λmax(K)
νǫλmin(Hǫ)
r∞χ +
λmax(I − Γ)
νǫλmin(Hǫ)
rd∗ =: r
∞
ǫ , (96)
which reveals the ultimate boundedness of the velocity error
‖ǫ(t)‖. Result (96) is consistent with (67) and confirms the state-
ments from Lemma 2. 
Proof of Lemma 3. The admissible domains for an auxiliary
orientation error itself and its perturbing inputs, justified by re-
sults (83) and (96), are defined as
e¯a ∈ DeA, ˜¯ǫo ∈ DδeA, ǫ¯o ∈ DǫA, ˜¯˙ηoa ∈ DηA, (97)
where DeA , {e¯a ∈ [−π, π) × R : ‖e¯a‖ < reA}, DδeA ,
{ ˜¯ǫo ∈ R2 : ‖ ˜¯ǫo‖ < rE˜}, DǫA , {ǫ¯o ∈ R2 : ‖ǫ¯o‖ < rE },
DηA , { ˜¯˙ηoa ∈ R2 : ‖ ˜¯˙ηoa‖ < rηA}, and reA, rδeA, rE , rηA > 0.
A positive definite function Va : DeA → R≥0 is proposed in the
form Va ,
1
2
e¯⊤a e¯a, such that α1a(‖e¯a‖) ≤ Va(e¯a) ≤ α2a(‖e¯a‖) for
the limiting functions α1a(‖e¯a‖) = α2a(‖e¯a‖) , 12‖e¯a‖ ∈ K . The
time derivative of function Va can be assessed as follows:
V˙a = e¯
⊤
a
˙¯ea
(61)
= −e¯⊤a Kae¯a + e¯⊤a δo ˜¯ǫo + e¯⊤a (1 − δo)ǫ¯o + e¯⊤a ˜¯˙ηoa
≤ −λmin(Ka)‖e¯a‖2 + ‖e¯a‖
[
δo‖ ˜¯ǫo‖
+ (1 − δo)‖ǫ¯o‖ + ‖ ˜¯˙ηoa‖
]
= −(1 − νa)λmin(Ka)‖e¯a‖2 + ‖e¯a‖
[
δo‖ ˜¯ǫo‖
+ (1 − δo)‖ǫ¯o‖ + ‖ ˜¯˙ηoa‖ − νaλmin(Ka)‖e¯a‖
]
, (98)
where νa ∈ (0, 1) is a majorization factor. According to (98),
one concludes
V˙a ≤ −(1 − νa)λmin(Ka)‖e¯a‖2 (99)
for
‖e¯a‖ ≥ χ1a(‖ ˜¯ǫo‖) + χ2a(‖ǫ¯o‖) + χ3a
(
‖ ˜¯˙ηoa‖
)
, (100)
where
χ1a(‖ ˜¯ǫo‖) = δo
νaλmin(Ka)
‖ ˜¯ǫo‖ ∈ K , (101)
χ2a(‖ǫ¯o‖) = (1 − δo)
νaλmin(Ka)
‖ǫ¯o‖ ∈ K , (102)
χ3a(‖ ˜¯˙ηoa‖) = 1
νaλmin(Ka)
‖ ˜¯˙ηoa‖ ∈ K . (103)
Thus, subsystem describing dynamics of error e¯a is locally ISS
with respect to the inputs ˜¯ǫo, ǫ¯o and
˜¯˙ηoa. It implies
∀t ≥ 0 ‖e¯a(t)‖ ≤ max
{
βa(‖e¯a(0)‖, t), γ1a
(
sup
t≥0
‖ ˜¯ǫo(t)‖
)
+ γ2a
(
sup
t≥0
‖ǫ¯o(t)‖
)
+ γ3a
(
sup
t≥0
‖ ˜¯˙ηoa(t)‖
)}
(104)
for some function βa(·, ·) of class KL, and for
γ1a(‖ ˜¯ǫo‖) = α−11a (α2a(χ1a(‖ ˜¯ǫo(t)‖))) = χ1a(‖ ˜¯ǫo(t)‖), (105)
γ2a(‖ǫ¯o‖) = α−11a (α2a(χ2a(‖ǫ¯o(t)‖))) = χ2a(‖ǫ¯o(t)‖), (106)
γ3a(‖ ˜¯˙ηoa‖) = α−11a (α2a(χ3a(‖ ˜¯˙ηoa(t)‖))) = χ3a(‖ ˜¯˙ηoa(t)‖). (107)
The local ISS result is valid within the domains defined in (97)
if the initial auxiliary orientation error satisfies the inequality
‖e¯a(0)‖ < rea = α−12a (α1a(reA)) = reA (108)
and if the norms of disturbing vectors are upper bounded by
sup
t≥0
‖ ˜¯ǫo(t)‖ < re˜ = χ−11a (min{rea, χ1a(rE˜)}) (109)
sup
t≥0
‖ǫ¯o(t)‖ < re = χ−12a (min{rea, χ2a(rE)}) (110)
sup
t≥0
‖ ˜¯˙ηoa(t)‖ < rηa = χ−13a (min{rea, χ3a(rηA)}). (111)
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Inequality (104) implies the asymptotic relation corresponding
to (68), i.e.,
ls∞‖e¯a(t)‖ < γ1a(ls∞‖ ˜¯ǫo(t)‖)
+ γ2a(ls∞‖ǫ¯o(t)‖) + γ3a(ls∞‖ ˜¯˙ηoa(t)‖)
≤ γ1a(ls∞‖χ˜(t)‖) + γ2a(ls∞‖ǫ(t)‖)
+ γ3a(sup
t≥0
(| fψ(t)|| fh(t)| + | fθ(t)|| fh(t)|)ls∞‖χ˜(t)‖)
≤ δo
νaλmin(Ka)
r∞χ +
1 − δo
νaλmin(Ka)
[
1 + λmax(K)
νǫλmin(Hǫ)
r∞χ
+
λmax(I − Γ)
νǫλmin(Hǫ)
rd∗
]
+
f¯
νaλmin(Ka)
r∞χ
=
δo + f¯
νaλmin(Ka)
r∞χ +
1 − δo
νaλmin(Ka)
r∞ǫ =: r
∞
ea, (112)
where f¯ = supt≥0(| fψ(t)|| fh(t)| + | fθ(t)|| fh(t)|), while functions
| fh(t)|, | fθ(t)| and | fψ(t)| result from the analysis presented in
Appendix D. Upon (112), the conclusions stated in Lemma 3
follow. 
Proof of Lemma 4. The predefined domain for the position er-
ror is determined by
ep ∈ DeP, (113)
where DeP , {ep ∈ R2 : ‖ep‖ < reP} for reP > 0. Upon results
(83), (96), and (112), we can define the domains related to the
perturbing vectors as
δep ∈ Dδep, δǫp ∈ Dδǫp, e¯a ∈ DeA, (114)
where Dδep , {δep ∈ [−π, π) × R4 : ‖δep‖ < rδeP}, Dδǫp ,
{δǫp ∈ [−π, π) × R4 : ‖δǫp‖ < rδǫP}, DeA , {e¯a ∈ [−π, π) × R :
‖e¯a‖ < reA}, and rδeP, rδǫP, reA > 0. Vectors assigned to the
particular domains in (114) are bounded upon (82), (96), and
(112). Let us propose the positive definite function
Vp , 2
∫ ep
0
[ s1
‖∇s1‖
s2
‖∇s2‖
]⊤
dep
= 2
∫ ep
0
(
s1
‖∇s1‖
ds1 +
s2
‖∇s2‖
ds2
)
. (115)
Under Assumption 5, there exists a lower-bound of the Vp func-
tion, i.e.,∫ s1
0
λ
‖∇s1(λ)‖
dλ +
∫ s2
0
λ
‖∇s2(λ)‖
dλ
>
∫ s1
0
λ
m¯1
dλ +
∫ s2
0
λ
m¯2
dλ =
1
2m¯1
s21 +
1
2m¯2
s22, (116)
implying that the function Vp : DeP → R≥0 satisfies the re-
quirement of being positive definite always, except Vp = 0 for
ep = 0. By referring to Assumption 5, one may verify that to
satisfy the inequality α1p(‖ep‖) ≤ Vp(ep) ≤ α2p(‖ep‖), the lim-
iting functions α1p, α2p can be defined as
α1p(‖ep‖) ,
√
m¯2
1
+ m¯2
2
m¯2
1
m¯2
2
‖ep‖2 ∈ K , (117)
α2p(‖ep‖) ,
√
¯
m2
1
+
¯
m2
2
¯
m2
1 ¯
m2
2
‖ep‖2 ∈ K . (118)
The upper bound of V˙p has been derived in Appendix E, and
takes the form
V˙p =
1
‖∇s1‖
s1 s˙1 +
1
‖∇s2‖
s2 s˙2
≤ −kp(1 − νp)e⊤pλmin(Hp)ep + ‖ep‖
[
2(1 − δp)‖ǫp‖
+ 2δp‖ǫ˜p‖ + 2
√
7|ud|‖e¯a‖ + 2
√
7δp(‖ǫp‖ + ‖ǫ˜p‖)‖e¯a‖
− kp‖ep‖(λmin(Hp)νp − 2
√
7‖e¯a‖)
]
, (119)
where νp ∈ (0, 1) is a majorization constant, Hp =
[1 cκ; cκ 1] is a positive-definite matrix (see Assumption 7),
and λmin(Hp) = (1 − |cκ|). According to the inequality (119),
one can write
V˙p ≤ −kpλmin(Hp)‖ep‖2 (120)
for
‖ep‖ ≥ χ1p(‖δǫp‖) + χ2p(‖δep‖) + χ3p(‖e¯a‖), (121)
where the functions
χ1p(‖δǫp‖) =
2(1 − δp)‖δǫp‖ + 2
√
7δp‖δǫp‖2
kp(λmin(Hp)νp − 2
√
7‖δǫp‖)
, (122)
χ2p(‖δep‖) =
2δp‖δep‖ + 2
√
7δp‖δep‖2
kp(λmin(Hp)νp − 2
√
7‖δep‖)
, (123)
χ3p(‖e¯a‖) = 2
√
7|ud|‖e¯a‖
kp(λmin(Hp)νp − 2
√
7‖e¯a‖)
, (124)
are locally functions of class K with respect to their arguments
for ‖δǫp‖ < νpλmin(Hp)/2
√
7, ‖δep‖ < νpλmin(Hp)/2
√
7, and
‖e¯a‖ < νpλmin(Hp)/2
√
7. The latter constraints influence the
values of constants rδǫP, rδeP, and reA, used in definitions of the
domainsDδǫp,Dδep andDeA introduced in (114).
According to (120), the subsystem describing the position er-
ror dynamics is locally ISS with respect to the disturbing inputs
δǫp, δep and e¯a, that is,
∀t ≥ 0 ‖ep(t)‖ ≤ max
{
βp(‖ep(0)‖, t), γ1p
(
sup
t≥0
‖δep(t)‖
)
+ γ2p
(
sup
t≥0
‖δǫp(t)‖
)
+ γ3p
(
sup
t≥0
‖e¯a(t)‖
)}
(125)
for some βp(·, ·) function of class KL, and for
γ1p(‖δǫp‖) = α−11p (α2p(χ1p(‖δǫp(t)‖))) = m∗χ1p(‖δǫp(t)‖),
(126)
γ2p(‖δep‖) = α−11p (α2p(χ2p(‖δep(t)‖))) = m∗χ2p(‖δep(t)‖),
(127)
γ3p(‖e¯a‖) = α−11p (α2p(χ3p(‖e¯a(t)‖))) = m∗χ3p(‖e¯a(t)‖), (128)
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where
m∗ =
√
2
2
4
√
m¯2
1
m¯2
2
m¯2
1
+ m¯2
2
√
¯
m2
1
+
¯
m2
2
¯
m2
1 ¯
m2
2
. (129)
The ISS result is valid within the domains defined in (113) if
the initial positional error satisfies
‖ep(0)‖ < rep = α−12p (α1p(reP))
=
√
2
2
4
√
¯
m2
1 ¯
m2
2
¯
m2
1
+
¯
m2
2
√
m¯2
1
+ m¯2
2
m¯2
1
m¯2
2
reP, (130)
and if the disturbing terms are bounded by
sup
t≥0
‖δep(t)‖ < rδep = χ−11p(min{rep, χ1p(rδeP)}), (131)
sup
t≥0
‖δǫp(t)‖ < rδǫp = χ−12p(min{rep, χ2p(rδǫP)}), (132)
sup
t≥0
‖e¯a(t)‖ < rap = χ−13p(min{rep, χ3p(rea)}). (133)
The final result concerning the positional error can be expressed
by referring to the asymptotic gain property, i.e.,
ls∞‖ep(t)‖ ≤ γ1p(ls∞‖δep(t)‖)
+ γ2p(ls∞‖δǫp(t)‖) + γ3p(ls∞‖e¯a(t)‖)
=
m∗
kp
2(1 − δp)(
√
3r∞ǫ +
√
2r∞ea) + 2
√
7δp
[
(r∞ǫ )
2 + (r∞ea)
2
]
λmin(Hp)νp − 2
√
7(
√
3r∞ǫ +
√
2r∞ea)
+
m∗
kp
2δp(
√
3r∞χ +
√
2r∞ea) + 2
√
7δp
[
(r∞χ )
2 + (r∞ea)
2
]
λmin(Hp)νp − 2
√
7(
√
3r∞χ +
√
2r∞ea)
+
m∗
kp
2
√
7|ud|r∞ea
λmin(Hp)νp − 2
√
7r∞ea
=: εp, (134)
which corresponds to (69). Now, the conclusions of Lemma 4
follow.

Proof of Lemma 5. To prove the boundedness of e2π, let us first
focus on the terminal behaviour of the angular error component
introduced in (20).
According to roll error dynamics (60), and referring to as-
sumption 8, function fφ(eφ, ·) should be designed with any ro-
bust control method assuring the finite-time convergence of
eφ(t) → 0, despite perturbation ǫ1(t). Since the result (96)
shows that the signal ǫ1(t) is bounded, a specific form of the
controller (36) may be based, for example, on the sliding-mode
control method (see e.g. [34]).
To present the terminal boundedness of the yaw error eψ, let
us introduce the difference
εψ , ψd − ψ∗a = ψd − Atan2(sψa, cψa), (135)
where ψ∗a corresponds to the angle ψa limited to the [−π, π)
range. Based on the transformations presented in Appendix F,
we can conservatively assess what follows
|εψ| ≤ fεψ (136)
for
fεψ = Atan2
(
2kp‖ep‖ + δp‖ǫp‖ + δp‖ǫ˜p‖,∣∣∣ud‖ϑ¯⊥‖2 − kps1ϑ¯⊤1 ϑ¯⊥ − kps2ϑ¯⊤2 ϑ¯⊥ + δp ˆ¯ǫ⊤p ϑ¯⊥∣∣∣), (137)
where ϑ¯⊥ = [ϑ⊥x ϑ⊥y]⊤.
Remark 13. According to the physical interpretation of subsys-
tem (58) and to definition (25), it is impossible to obtain fεψ = 0
for the underactuated vehicle. A similar observation was made
for wheeled vehicles moving under skid-slip conditions in [37].
In the view of results (82), (96), and (134) and referring to
Remark 3, the boundary condition presented in (136) is in the
domain εψ ∈
(
0, π
2
]
, and |εψ| decreases with the decreasing val-
ues of ‖ep‖, ‖ǫp‖, and ‖ǫ˜p‖. Finally, the ultimate bound of |εψ|
can be written down as
ls∞|εψ(t)| ≤ ls∞ fεψ(t) =: r∞εψ. (138)
According to (20), (50) and (135), we can express the yaw angle
error as eψ = ψd − ψ∗a +ψa −ψ+ψ∗a −ψa = εψ + eψa + 2kπ, thus
eψ(t) mod 2π = εψ + eψa. (139)
The ultimate value of eψ is upper bounded by
ls∞|eψ(t) mod 2π| ≤ ls∞|εψ| + ls∞|eψa|
≤ ls∞|εψ| + ls∞‖e¯a‖
= r∞εψ + r
∞
ea, (140)
where r∞εψ and r
∞
ea were respectively introduced in (138) and
(112).
Let us now move to the analysis of the pitch angle error eθ,
beginning with the introduction of a difference
εθ , θd − θa
= arctan

hˆ∗z‖ϑ¯⊥‖ − ϑ⊥z
√
hˆ∗x
2
+ hˆ∗y
2
‖ϑ¯⊥‖
√
hˆ∗x
2
+ hˆ∗y
2
+ hˆ∗zϑ⊥z
 (141)
derived in Appendix G. Recalling (45), after some algebraic
calculations, one can write down that
|εθ| ≤ arctan
(
β4
β5
)
=: fεθ ∈
[
0,
π
2
)
, (142)
for
β4 = 4δ
2
p
(
‖ǫp‖ + ‖ǫ˜p‖
)2
+ 16kpδp
(
‖ǫp‖ + ‖ǫ˜p‖
)
‖ep‖
+ 16k2p‖ep‖2 + 8udδp
(
‖ǫp‖ + ‖ǫ˜p‖
)
+ 16udkp‖ep‖
β5 =
∥∥∥∥ (‖ϑ¯⊥‖√hˆ∗x2 + hˆ∗y2 + hˆ∗zϑ⊥z
)
·
(
hˆ∗z‖ϑ¯⊥‖ + ϑ⊥z
√
hˆ∗x
2
+ hˆ∗y
2
) ∥∥∥∥.
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Table 1: Values of the design parameters selected for simulations of the VFO-
ADR controller (note that ρ/m = 2.4172).
Parameter Value
K diag{2.4172, 2.4172, 2.4172, 0.5, 0.5, 0.5}
Bˆ diag{0.3, 0.3, 0.3, 2.5, 0.75, 0.75}
ωoi 200
kφ 5
kp 2
kθ 4
kψ 4
ξd 1
δp 0.75
δo 1.0
The value of εθ decreases with the decrease of ‖ep‖, ‖ǫp‖, and
‖ǫ˜p‖ and according to (82), (96), and (134), its ultimate upper
bound can be designated as
ls∞|εθ(t)| ≤ ls∞ fεθ(t) =: r∞εθ. (143)
Upon result (143), we can state that the pitch angle error
eθ = θd − θa + θa − θ = εθ + eθa (144)
is ultimately bounded by
ls∞|eθ(t)| ≤ ls∞|εθ(t)| + ls∞|eθa(t)|
≤ ls∞|εθ(t)| + ls∞‖e¯a(t)‖
≤ r∞εθ + r∞ea, (145)
where r∞
εθ
and r∞ea were introduced in (143) and (112), respec-
tively.
Recalling the control objective from (21), according to re-
sults (134), (140), (145), and upon Assumption 8, error e2π de-
fined in (20) satisfies
ls∞‖e2π(t)‖ ≤ ls∞
∥∥∥ep(t)∥∥∥1 + ls∞ ‖eo(t) mod 2π‖1
≤
√
2ls∞‖ep(t)‖ + ls∞|eφ(t)|
+ ls∞|eθ(t)| + ls∞|eψ(t) mod 2π|
≤
√
2εp + r
∞
φ + r
∞
εψ + r
∞
εθ︸           ︷︷           ︸
r∞o
+2r∞ea =: εη, (146)
where ‖·‖1 is the 1-norm of a vector, and the ultimate upper
bound r∞φ = 0 upon Assumption 8. Result (146) is consistent
with (70), thus the conclusions stated in Lemma 5 follow. 
5. Simulation results
A simulation study of the proposed control structure was
conducted in Matlab/Simulink environment with a mathemat-
ical model of an underactuated ellipsoidally-shaped rigid-body
vehicle, with the dynamics modeled according to [8], and
represented by equations (6)-(7). Actuation structure of the
vehicle was determined by selecting the input matrix Γ =
diag{1, 0, 0, 1, 1, 1}, implying underactuation along yB and zB
axes. The mass and linear damping coefficient matrices were,
respectively, set to
M =

4.137 0 0 0 0 0
0 4.137 0 0 0 0
0 0 4.137 0 0 0
0 0 0 0.535 0 −0.390
0 0 0 0 1.653 0
0 0 0 −0.390 0 1.577

,
and ∆ = diag{2, 10, 10, 10, 10, 10}, with all of the values
expressed in SI units. We present a detailed results for two
simulation scenarios concerning different reference paths, i.e.,
(A) a helix-like path determined bys1(ηp) = −x + sin(4z)s2(ηp) = −y + cos(4z) , (147)
with the velocity profile ud = 0.1m/s, and (B) an elliptically-
shaped path described by the equationss1(ηp) = x2 +
(
y
2
)2 − 1
s2(ηp) = x + 2y + 3z − 1
, (148)
where the reference velocity along the path was set to ud =
0.2m/s. In both simulations, a direction along the path was
determined by σ = 1, while the simulation time horizon was
set to T s = 100s. The initial configuration vector was equal
to η(0) = [0 − π/3 π/4 1.0 0.6 0.6]⊤ for simulation (A)
and η(0) = [0 − π/3 π/4 − 0.1 0.0 0.3]⊤ for simulation
(B), while the rest of initial conditions were set to η˙(0) = 0,
and xˆi(0) = [−ηi(0) 0 0]⊤ (all in SI units) for both simu-
lations. In simulation (B), an additional external disturbance
τ∗η = [2sint 4sin0.8t 1.4sin0.6t 0 0 0]
⊤ was introduced.
The set of controller parameters utilized in simulations is pre-
sented in Table 1. Particular values of controller gains were
selected to meet the conditions imposed in Proposition 1. In
simulation (B), we show a conservativeness of the tuning con-
ditions fromProposition 1, which can be relaxed in practice (see
Remark 12), by setting K = diag{0.5, 0.5, 0.5, 0.5, 0.5, 0.5}.
The feedback function of an auxiliary roll controller introduced
in (36) was chosen as fφ(eφ, ·) = −kφφ(t). Choosing this control
function assures a practical stability of the equilibrium point
eφ = 0, i.e. ls∞|eφ(t)| < δφ. Since eφ(0) = 0, we expect δφ
to be very small, satisfying in practice that ∀t≥0φ(t) ≈ 0. To
avoid extremely large values of control signals at the beginning
of simulation, the controller action was turned off during the
first second of every simulation (see [12]), so the initial peaking
phenomenon didn’t make any impact on the presented results.
In simulation (B), an initial configuration is located relatively
far from the reference path, so to keep the magnitude of τ on
a reasonable level (that is, a feasible level for actuators imple-
mented on a vehicle), we scaled the commanded velocities ν¯c
during an initial transient stage with the procedure taken from
[21]. The maximal values of commanded velocities were set
to uc,max = 8.0 m/s and pc,max = qc,max = rc,max = 8.0 rad/s,
while their rates were bounded by u˙c,max = 2.0 m/s and p˙c,max =
q˙c,max = r˙c,max = 2.0 rad/s.
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The results of simulation (A) are presented in Fig. 3. A
small coordinate systems has been drawn to represent an atti-
tude of the body-fixed frame {B} in each second. Signals τv
and τw are cut out by the selected Γ matrix, thus, they are not
presented in the figures. Quickly decreasing high values of the
commanded velocities, control signals, and total disturbance es-
timate were not presented in the plots for the sake of a clear
presentation of the system steady-state behavior. Particular sig-
nals were bounded by maxt≥0{uc(t), pc(t), qc(t), rc(t)} < 43.41,
maxt≥0{τu(t), τp(t), τq(t), τr(t)} < 3281, and maxt≥0 dˆ(t) < 15 ·
104. The ultimate values of error upper bounds, introduced
in objectives (21)-(22), reached the values supt∈[50,100] εp(t) =
0.0202, supt∈[50,100] εη(t) = 0.6117. Values of the commanded
velocities along xB axis are approximately equal to the veloc-
ity profile ud and fluctuate around its value when the position
error increases, to push the vehicle towards a reference path.
Efectiveness of the estimation quality provided by ESO can be
assesed upon the plot visualizing ‖d(t)‖ and ‖dˆ(t)‖.
To illustrate the impact of chosen controller parameter val-
ues on the achieved control performance, a series of simulations
concerning the helix-like path have been conducted with differ-
ent values of kp. In Fig. 4, we can see that increasing a value of
kp results in the decrease of ‖ep‖ values.
The influence of compensation coefficients has been exam-
ined as well, including the case of δp = δo = 0 that corresponds
to the VFO-ADR structure with the kinematic-level controller
developed for a fully-actuated vehicle, originally proposed in
[19]. The results presented in Fig. 5 reveal that an introduction
of drift compensating components improves the positional con-
trol performance. In Table 5, the average steady-state values
of particular signals are provided, which were calculated ac-
cording to the formula αavg =
1
t2−t1
∫ t2
t1
α(t)dt for an exemplary
signal α and a time interval determined by t1 = 50s, t2 = 100s.
The average steady value of ‖ep‖ decreases with the increasing
values of δp and δo, reaching approximately 4.65 times smaller
value for δp = 0.75, δo = 1 with respect to the VFO-ADR algo-
rithm without transversal-drift compensation (i.e., δp = δo = 0).
Although the auxiliary orientation errors |eθa| and |eψa| are sig-
nificantly smaller after introducing the drift compensation com-
ponent, the average value of an orientation error ‖eo‖ slightly
increases. This result is expected - to compensate a transversal
drift, the vehicle must be oriented with a certain inclination to
the path and goes partially sideways.
Figure 6 presents a positional transient performance of the
vehicle obtained from a set of initial conditions, that was ran-
domly generated in a close neighbourhood of the reference
path. A practical convergence of the vehicle’s position towards
the reference path is illustrated here as a blue funnel-like set
that confirms a practical stability of the designed control sys-
tem derived in Section 4.
In Fig. 7, we can see the transient stage of pitch angle θ(t)
obtained from a random set of initial configurations. As far as
the reference path is sufficiently close to the initial vehicle posi-
tion, and neither θ(0) nor reference pitch angle (16) are close to
their domain boundaries, i.e., ± π
2
, the admissible configuration
domain defined in (1) is not violated, implying that the vehicle
Table 2: Obtained average steady-state values of particular signals (expressed
in the SI units) for different δp, δo values.
δp = 0 δp = 0.25 δp = 0.5 δp = 0.75
δo = 0 δo = 0.33 δo = 0.66 δo = 1
‖ep‖avg 0.0670 0.0475 0.0299 0.0144
‖eo‖avg 0.5493 0.5580 0.5688 0.5782
|eφ|avg < 0.0001 < 0.0001 <0.0001 <0.0001
|eθa|avg 0.0434 0.0319 0.0215 0.0105
|eψa|avg 0.0273 0.0210 0.0139 0.0067
‖νc‖avg 0.1833 0.1706 0.1534 0.1427
‖Γτ‖avg 0.2062 0.1770 0.1243 0.0934
configuration does not reach the singularity of matrix J(ηo).
The results obtained for simulation (B) are presented in Fig.
8. The ultimate error upper bounds reached in this case the
values of supt∈[50,100] εp(t) = 0.0440, and supt∈[50,100] εη(t) =
0.9605. This result confirms the claim made in Remark
12, and reveals that the conservatively selected gain K =
blkdiag{ ρ
m
I, koI} is not the only one that allows the VFO-ADR
controller to solve the path-following task. An introduction of
the external disturbance τ∗η leads to the more dynamic changes
of a total disturbance, and higher values of τu that has to com-
pensate the introduced perturbation.
6. Conclusions
The proposed VFO-ADR control system solves the path-
following task for underactuated vehicles maintaining a non-
banked motion. The derived controller can be applied to ve-
hicles with highly uncertain model with both parametric and
structural uncertainties.
The use of an error-based ESO, utilized in the ADR con-
troller, allowed to apply the output-feedback solely from a vehi-
cle configuration which is relatively easily measurable in prac-
tice. With a non-parametrizedpath definition, the need of calcu-
lating a distance between a vehicle and a path has been avoided.
Presented simulation results showed that an application of a
drift compensation component in the VFO controller substan-
tially improves the positional control performance. Besides the
fact that it is theoretically possible to obtain arbitrarily small po-
sitional errors for sufficiently large controller parameters, this
result have practical limitations associated with the measure-
ment noises, amplitude and rate limitations of actuators, and a
limited frequency of computations that were not considered as
a part of this work.
Appendix A. Derivation of the term hˆ∗
o
Since the vehicle configuration η is the only measurable sig-
nal (see Assumption 1), we propose to define
ho(η, ǫp, ǫˆp, ˙ˆǫp) , ˙¯ηoa(η, ǫp, ǫˆp, ˙ˆǫp) + Kae¯a(ηp, ǫˆp), (A.1)
where Ka = diag{kθ, kψ} : kθ, kψ > 0 is a gain matrix, and
˙¯ηoa(·) = [θ˙a(·) ψ˙a(·)]⊤. Values of particular ˙¯ηoa elements result
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Figure 3: (A) Simulation results obtained for the underactuated rigid body fol-
lowing a helix-like path
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Figure 4: The influence of gain kp on the positional error ‖ep‖.
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Figure 5: The influence of compensation coefficients δo, δp on the positional
error ‖ep‖.
Figure 6: Transient trajectories of a vehicle position obtained for various initial
conditions η(0).
from differentiation of (50) with respect to time, i.e.,
ψ˙a =
˙ˆh∗y(η, ǫp, ˙ˆǫp)hˆ
∗
x(ηp, ǫˆp) − ˙ˆh∗x(η, ǫp, ˙ˆǫp)hˆ∗y(ηp, ǫˆp)
[hˆ∗x(ηp, ǫˆp)]2 + [hˆ∗y(ηp, ǫˆp)]2
, (A.2)
θ˙a = −
β2(η, ǫp, ǫˆp, ˙ˆǫp)
β3(ηp, ǫˆp)
, (A.3)
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Figure 7: Transient trajectories of the pitch angle obtained for various initial
conditions η(0).
where
β2(η, ǫp, ǫˆp, ˙ˆǫp) =
[ ˙ˆh∗z (ηp, ǫp, ˙ˆǫp)(hˆ
∗
x(ηp, ǫˆp)cψa + hˆ
∗
y(ηp, ǫˆp)sψa)
− hˆ∗z (ηp, ǫˆp)( ˙ˆh∗x(ηp, ǫp, ˙ˆǫp)cψa
+
˙ˆh∗y(ηp, ǫp, ˙ˆǫp)sψa − hˆ∗x(ηp, ǫˆp)ψ˙a(η, ǫp, ˙ˆǫp)sψa
+ hˆ∗y(ηp, ǫˆp)ψ˙a(η, ǫp, ˙ˆǫp)cψa)], (A.4)
β3(ηp, ǫˆp) =[
hˆ∗z (ηp, ǫˆp)
]2
+
[
hˆ∗x(ηp, ǫˆp)cψa + hˆ
∗
y(ηp, ǫˆp)sψa
]2
. (A.5)
A time derivative of a longitudinal part of modified convergence
vector field (45), required to calculate (A.2) and (A.3), takes the
form
˙ˆ
h∗p(η, ǫp, ˙ˆǫp) = h˙p(ηp, ǫp) + δp ˙ˆǫp, (A.6)
while
h˙p(ηp, ǫp)
(46)
= udϑ˙⊥ + [s˙1ϑ1 + s1ϑ˙1 + s˙2ϑ2 + s2ϑ˙2]. (A.7)
Derivatives ϑ˙⊥, ϑ˙ j, s˙ j for j ∈ {1, 2}, that are present in (A.7), are
described in detail in Appendix B. Again, to assure the output-
feedback characteristics of the control structure, we propose to
use the estimate of the longitudinal velocity tracking error ǫˆp
instead of the original vector ǫp utilized in formula (A.1). Using
this substitution, we obtain the modified version of the angular
part of the convergence vector field in a form
hˆo(η, ǫˆp, ˙ˆǫp) =
ˆ¯˙ηoa(η, ǫˆp, ˙ˆǫp) + Kae¯a(ηp, ǫˆp), (A.8)
where the components of ˆ¯˙ηoa(·) , [ ˆ˙θa(·) ˆ˙ψa(·)]⊤, calculated ac-
cording to formulas (A.3) and (A.2), are utilizing the estimate
of the derivative of estimated longitudinal part of convergence
vector field
ˆˆ˙
h∗p(ηp, ǫˆp, ˙ˆǫp) =
ˆ˙hp(ηp, ǫˆp) + δp ˙ˆǫp, (A.9)
instead of the elements of vector
˙ˆ
h∗p and
ˆ˙hp(ηp, ǫp) = ud
ˆ˙ϑ⊥ + [ ˆ˙s1ϑ1 + s1
ˆ˙ϑ1 + ˆ˙s2ϑ2 + s2
ˆ˙ϑ2]. (A.10)
Estimates
ˆ˙ϑ⊥,
ˆ˙ϑ j, ˆ˙s j for j ∈ {1, 2} are precisely described in Ap-
pendix B, while ˙ˆǫp consists of the second elements of vectors
˙ˆxi for i ∈ {1, .., 6} calculated in the ESO equations (33). The
final form of the modified convergence vector field is described
as
hˆ∗o(η, ˆ¯ǫo, ˙ˆǫp) = hˆo(η, ǫˆp, ˙ˆǫp) + δo ˆ¯ǫo, (A.11)
where ˆ¯ǫo = [ǫˆ5 ǫˆ6]
⊤, while δo ∈ [0, 1] is a design parameter,
introduced to deal with a possible overcompensation of the an-
gular velocity tracking errors.
Appendix B. Derivation of some path-related quantities
The nominal values of the level surface derivatives can be
expressed, upon (23) and (25), as
s˙ j = ∇⊤s jη˙p = ∇⊤s j(η˙pc − ǫp). (B.1)
According to the desired output-feedback characteristics of the
VFO-ADR control structure, we propose to use the modified
versions of level surface derivatives that are dependent only on
the measurable signals, i.e.,
ˆ˙s j = ∇⊤s j(η˙pc − ǫˆp). (B.2)
The nominal forms of ϑ˙ j and ϑ˙⊥ are described by
ϑ˙⊥ = σ
w˙⊥w⊤⊥w⊥ − w⊥w⊤⊥w˙⊥
‖w⊥‖3
, (B.3)
ϑ˙ j =
− d
dt
∇s j‖∇s j‖ + ∇s j ddt ‖∇s j‖
‖∇s j‖2
, (B.4)
where w⊥ , ∇s1 × ∇s2, and
w˙⊥ =
d
dt
∇s1 × ∇s2 + ∇s1 × d
dt
∇s2, (B.5)
d
dt
∇s j = ∇(∇⊤s j)η˙p (25)= ∇(∇⊤s j)(η˙pc − ǫp), (B.6)
d
dt
‖∇s j‖ =
∇⊤s j∇(∇⊤s j)
‖∇s j‖
η˙p
(25)
=
∇⊤s j∇(∇⊤s j)
‖∇s j‖
(η˙pc − ǫp),
(B.7)
for j ∈ {1, 2}. Analogously to the procedure utilized to trans-
form (B.1) into (B.2), the modified versions of (B.3) and (B.4)
have the folowing form:
ˆ˙ϑ⊥ = σ
ˆ˙w⊥w⊤⊥w⊥ − w⊥w⊤⊥ ˆ˙w⊥
‖w⊥‖3
, (B.8)
ˆ˙ϑ j =
− d̂
dt
∇s j‖∇s j‖ + ∇s j d̂dt ‖∇s j‖
‖∇s j‖2
, (B.9)
where
ˆ˙w⊥ =
d̂
dt
∇s1 × ∇s2 + ∇s1 × d̂
dt
∇s2, (B.10)
d̂
dt
∇s j = ∇(∇⊤s j)(η˙pc − ǫˆp), (B.11)
d̂
dt
‖∇s j‖ =
∇⊤s j∇(∇⊤s j)
‖∇⊤s j‖
(η˙pc − ǫˆp), (B.12)
for j ∈ {1, 2}.
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Appendix C. Velocity error dynamics
Transformations between the velocity dynamics introduced
firstly in (26), and the form represented by (58) are based on
the mutual relations between particular matrices and vectors
utilized in the rigid body dynamics equations in frames {B} and
{G} (see (7), (6)), the form of a modified disturbance vector in-
troduced in (55), and are explained as follows:
ǫ˙
(26)
= d − J BˆΓJ⊤τη
= d − J BˆΓBˆ−1J−1
[
dˆ + Kη ǫˆ
]
= J J−1d − JΓJ−1
[
dˆ + Kηǫˆ
]
= −JΓKJ−1ǫ + JΓKJ−1ǫ˜ + JΓJ−1 d˜
+ J(I − Γ)J−1d
(55)
= −JΓKJ−1ǫ + JΓKJ−1ǫ˜ + JΓJ−1 d˜
+ J(I − Γ)J−1
[
d∗ − M−1η ∆ηǫ
]
= −JΓKJ−1ǫ + JΓKJ−1ǫ˜ + JΓJ−1 d˜
+ J(I − Γ)J−1d∗ − J(I − Γ)M−1∆J−1ǫ
= −J
(
ΓK + (I − Γ)M−1∆
)
J−1ǫ + JΓKJ−1ǫ˜
+ JΓJ−1 d˜ + J(I − Γ)J−1d∗, (C.1)
where K = J−1KηJ , diag{k1, ..., k6} is the ADR controller
gain matrix in the local reference frame.
Appendix D. Derivation of ˜¯˙ηoa
To calculate the upper-bound of ˜¯˙ηoa, introduced in (61), the
error between the nominal and approximated longitudinal con-
vergence vector field derivatives
˜ˆ˙
h∗p = [
˜ˆ˙
h∗x
˜ˆ˙
h∗x
˜ˆ˙
h∗z ]
⊤ , ˙ˆh∗p −
ˆˆ˙
h∗p (D.1)
have to be determined and evaluated. Based on equations (A.7)
and (A.9), we can write down that
˜ˆ˙
h∗p = ud
˜˙ϑ⊥ + ˜˙s1ϑ1 + s1
˜˙ϑ1 + ˜˙s2ϑ2 + s2
˜˙ϑ2 (D.2)
where
˜˙ϑ⊥ , ϑ˙⊥ − ˆ˙ϑ⊥, ˜˙ϑ j , ϑ˙ j − ˆ˙ϑ j, and ˜˙s j , s˙ j − ˆ˙s j for
j ∈ {1, 2}. Then, according to the derivations presented in the
Appendix B, we know that
˜˙s j = s˙ j − ˆ˙s j = ∇⊤s j(ǫˆp − ǫp) = ∇⊤s jǫ˜p, (D.3)
˜˙ϑ⊥ = σ
˜˙w⊥w⊤⊥w⊥ − w⊥w⊤⊥ ˜˙w⊥
‖w⊥‖3
, (D.4)
ϑ˙ j =
− d˜
dt
∇s j‖∇s j‖ + ∇s j d˜dt ‖∇s j‖
‖∇s j‖2
, (D.5)
where
˜˙w⊥ , w˙⊥ − ˆ˙w⊥ (B.10)= d˜
dt
∇s1 × ∇s2 + ∇s1 × d˜
dt
∇s2,
(D.6)
d˜
dt
∇s j , d
dt
∇s2 − d̂
dt
∇s2 = ∇(∇⊤s j)ǫ˜p, (D.7)
d˜
dt
‖∇s j‖ , d
dt
‖∇s j‖ − d̂
dt
‖∇s j‖ =
∇⊤s j∇(∇⊤s j)
‖∇s j‖
ǫ˜p. (D.8)
Upon the above forms and Assumptions 5 and 6, we can obtain
the following set of conservative bounds
‖ ˜˙s j‖ ≤ ‖∇s j‖‖ǫ˜p‖ ≤ m¯ j‖χ˜‖, (D.9)
‖ d˜
dt
∇s j‖ ≤ ‖∇(∇⊤s j)‖‖ǫ˜p‖ ≤ M¯ j‖χ˜‖, (D.10)
‖ d˜
dt
‖∇s j‖‖ ≤
‖∇s j‖‖∇(∇⊤s j)‖
‖∇s j‖
‖ǫ˜p‖ ≤ M¯ j‖χ˜‖, (D.11)
‖ ˜˙w⊥‖ ≤ (M¯1m¯2 + m¯1M¯2)‖χ˜‖, (D.12)
‖w⊥‖ ≥
¯
m1
¯
m2, (D.13)
‖ ˜˙ϑ⊥‖ ≤ 2(M¯1m¯2 + m¯1M¯2)
¯
m1
¯
m2
‖χ˜‖, (D.14)
‖ ˜˙ϑ j‖ ≤
2M¯ j
¯
m j
‖χ˜‖, (D.15)
and determine the upper bound function of the estimation error
of the convergence vector field derivative
‖ ˜ˆ˙h∗p‖ ≤ | fh|‖χ˜‖, (D.16)
with
| fh| = |ud|
2(M¯1m¯2 + m¯1M¯2)
¯
m1
¯
m2
+ (m¯1 + m¯2)
+
2M¯1
¯
m1
|s1| + 2M¯2
¯
m2
|s2|. (D.17)
Now, having in mind the result from (D.16), an analysis of
the particular auxiliary angle derivative errors can be written
down as
˜˙ψa =
˜ˆ˙
h∗yhˆ
∗
x −
˜ˆ˙
h∗xhˆ
∗
y
hˆ∗x
2
+ hˆ∗y
2
, (D.18)
˜˙θa =
−β6
hˆ∗z
2
+ (hˆ∗xcψa + hˆ∗ysψa)2
, (D.19)
where
β6 = [
˜ˆ˙
h∗z (hˆ
∗
xcψa + hˆ
∗
ysψa)
− hˆ∗z (
˜ˆ˙
h∗xcψa +
˜ˆ˙
h∗ysψa − hˆ∗x ˜˙ψasψa + hˆ∗y ˜˙ψa]. (D.20)
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The absolute values of ˜¯˙ηoa elements can be then estimated as
| ˜˙ψa| ≤
|hˆ∗x| + |hˆ∗y|
hˆ∗x
2
+ hˆ∗x
2︸     ︷︷     ︸
| fψ |
‖ ˜ˆ˙hp‖ ≤ | fψ|| fh|‖χ˜‖, (D.21)
| ˜˙θa| ≤ | fθ|‖ ˜ˆ˙hp‖ ≤ | fθ || fh|‖χ˜‖, (D.22)
where
| fθ | =
|hˆ∗x| + |hˆ∗y| + 2|hˆ∗z | + |hˆ∗z |(|hˆ∗x| + |hˆ∗y |)| fψ|
hˆ∗z
2
+ (hˆ∗xcψa + hˆ∗ysψa)2
. (D.23)
Now, the upper bound of the auxiliary angle derivative error
‖ ˜¯˙ηoa(t)‖ ≤ sup
t≥0
(| fψ(t)|| fh(t)| + | fθ(t)|| fh(t)|)‖χ˜(t)‖. (D.24)
Since the analysis provided in this article is assumed to be
valid locally and we assume that the initial conditions of any
vector are in some compact set (see Remark 9), the expression
supt≥0(| fψ(t)|| fh(t)| + | fθ(t)|| fh(t)|) is finite.
Appendix E. Estimation of the V˙p
According to the definition of the Lyapunov function for the
position error dynamics (115), and upon dynamics (64) and
(65), a derivative of the Lyapunov function can be written down
as
V˙p =
1
‖∇s1‖
s1 s˙1 +
1
‖∇s2‖
s2 s˙2
=
(
s1ϑ
⊤
1 + s2ϑ
⊤
2
)
(η˙pc − ǫp − hˆ∗p + δpǫˆp)
− kpe⊤p
[
1 cκ
cκ 1
]
︸    ︷︷    ︸
Hp
ep
= −kpe⊤p Hpep − e⊤p
[
ϑ⊤
1
ϑ⊤
2
]
r − e⊤p
[
ϑ⊤
1
ϑ⊤
2
] (
(1 − δp)ǫp + δpǫ˜p
)
,
(E.1)
where κ∠(∇s1,∇s2) , kπ, k ∈ Z correspond to the angle be-
tween the level-surface gradients with the values constrained
according to Assumption 7, and the residual vector
r , hˆ∗p − η˙pc = hˆ∗p − Rνpc = hˆ∗p − ucγ, (E.2)
for
γ , [cθcψ cθsψ − sθ]⊤, ‖γ‖ = 1. (E.3)
Referring to equation (52), we can express the residual vector
from (E.2) as
r = ‖hˆ∗p‖


hˆ∗x
‖hˆ∗p‖
hˆ∗y
‖hˆ∗p‖
hˆ∗z
‖hˆ∗p‖
 −

cαcθcψ
cαcθsψ
−cαsθ

 , (E.4)
where α = ∠(hˆ∗p,γ), and write down that
‖r‖2 = ‖hˆ∗p‖2
[ hˆ∗x2
‖hˆ∗p‖2
− 2hˆ
∗
x
‖hˆ∗p‖
cαcθcψ + c2αc2θc2ψ
+
hˆ∗y
2
‖hˆ∗p‖2
−
2hˆ∗y
‖hˆ∗p‖
cαcθsψ + c2αc2θs2ψ
+
hˆ∗z
2
‖hˆ∗p‖2
+
2hˆ∗z
‖hˆ∗p‖
cαsθ + c2αs2θ
]
= ‖hˆ∗p‖2
[
1 − 2cα
hˆ∗xcθcψ + hˆ
∗
ycθsψ − hˆ∗zsθ
‖hˆ∗p‖︸                         ︷︷                         ︸
cα
+c2α
]
= ‖hˆ∗p‖2(1 − c2α). (E.5)
Using the interpretation of auxiliary angles θa and ψa defined in
(50), the longitudinal part of the modified convergence vector
field can be rewritten as
hˆ∗p = ‖hˆ∗p‖

ξdcθacψa
ξdcθasψa
−ξdsθa
 , (E.6)
and
cα =
hˆ∗p
⊤
γ
‖hˆ∗p‖‖γ‖
=
[
ξdcθacψa ξdcθasψa −ξdsθa
] 
cθcψ
cθsψ
−sθ

= ξdcθacψacθcψ + ξdcθasψacθsψ + ξdsθasθ
= ξdcθacθ(cψacψ + sψasψ) + ξdsθasθ
= ξdcθacθceψa + ξdsθasθ. (E.7)
Using the trygonometric identities
cθ = c(θa − eθa) = cθaceθa + sθaseθa (E.8)
sθ = s(θa − eθa) = sθaceθa − cθaseθa (E.9)
cψ = c(ψa − eψa) = cψaceψa + sψaseψa (E.10)
sψ = s(ψa − eψa) = sψaceψa − cψaseψa (E.11)
(1 − ceψa) = 2s2
eψa
2
, (E.12)
together with the equivalence
1 ≡ (s2θa + c2θa)2(c2eθac2eψa + c2eθas2eψa + s2eθa), (E.13)
after some algebraic transformations, we can write down that
1 − c2α = 1 −
[
c2θac
2θc2eψa + 2cθacθceψasθasθ + s
2θas
2θ
]
= −s4θac2eθas2eψa + s4θac2eθas2eψa
+ s2eθa(s
4θa + c
4θa) − 4s2θac2θac2eθas2
eψa
2
ceψa
+ 2s2θac
2θac
2eθas
2eψa
+ 2c2θas
2θas
2eθa(1 + ceψa) + c
4θac
2eθas
2eψa
+ 4cθasθaceθaseθas
2
eψa
2
(c2θaceψa + s
2θa)
− c2θas2θas2eθa(1 + c2eψa). (E.14)
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Knowing that |cρ| ≤ 1, |sρ| ≤ 1, and |sρ| ≤ |ρ|, an upper bound
of expression (E.14) can be (conservatively) assesed as follows
|1 − c2α| ≤ 7|eθa|2 + 5|eψa|2
=
[
eθa eψa
] [7 0
0 5
] [
eθa
eψa
]
= e¯aHαe¯a ≤ λmax(Hα)‖e¯a‖2 = 7‖e¯a‖2, (E.15)
implying that
√
1 − c2α =
√
|1 − c2α| ≤
√
7‖e¯a‖2 =
√
7‖e¯a‖. (E.16)
The upper bound function of the longitudinal modified conver-
gence vector field estimate, according to (45), (46), and (53),
may be written down in the form
‖hˆ∗p‖ ≤ |ud| + kp‖ep‖ + δp(‖ǫp‖ + ‖ǫ˜p‖). (E.17)
According to results (E.5), (E.15), and (E.17), we can say that
the derivative of Vp is bounded by
V˙p = −kpe⊤p Hpep − e⊤p
[
ϑ⊤
1
ϑ⊤
2
]
r − e⊤p
[
ϑ⊤
1
ϑ⊤
2
] (
(1 − δp)ǫp + δpǫ˜p
)
≤ −kpe⊤p Hpep + 2‖ep‖
(
‖r‖ + (1 − δp)‖ǫp‖ + δp‖ǫ˜p‖
)
≤ −kp(1 − νp)e⊤p Hpep + ‖ep‖
[
2(1 − δp)‖ǫp‖
+ 2δp‖ǫ˜p‖ + 2
√
7|ud|‖e¯a‖ + 2
√
7δp(‖ǫp‖ + ‖ǫ˜p‖)‖e¯a‖
− kp‖ep‖(λmin(Hp)νp − 2
√
7‖e¯a‖)
]
. (E.18)
Appendix F. Difference between the desired and auxiliary
yaw angles
The transformation from (135) into (136), was done using
the relation
Atan2(Y1, X1) − Atan2(Y2, X2) = Atan2(ρ6, ρ7), (F.1)
where ρ6 := Y1X2 − Y2X1, and ρ7 := X1X2 + Y1Y2. Subsequent
transformation can be explained as follows:
εψ , ψd − ψ∗a = ψd − Atan2(sψa, cψa)
= Atan2(ξdϑ⊥y, ξdϑ⊥x) − Atan2(ξdhˆ∗y, ξdhˆ∗x)
= Atan2(hˆ∗xϑ⊥y − hˆ∗yϑ⊥x, hˆ∗xϑ⊥x + hˆ∗yϑ⊥y)
(45)
= Atan2(−kps1[ϑ1xϑ⊥y − ϑ1yϑ⊥x]
− kps2[ϑ2xϑ⊥y − ϑ2yϑ⊥x] + δp(ǫˆ1ϑ⊥x − ǫˆ2ϑ⊥y),
ud[ϑ
2
⊥x + ϑ
2
⊥y] − kps1[ϑ⊥yϑ1y + ϑ⊥xϑ1x]
− kps2[ϑ⊥xϑ2x + ϑ⊥yϑ2y] + δp(ǫˆ1ϑ⊥x + ǫˆ2ϑy))
= Atan2(−kps1ϑ¯1 ⊗ ϑ¯⊥ − kps2ϑ¯2 ⊗ ϑ¯⊥
+ δp(ǫˆ1ϑ⊥x − ǫˆ2ϑ⊥y),
udϑ¯
⊤
⊥ϑ¯⊥ − kps1ϑ¯⊤1 ϑ¯⊥ − kps2ϑ¯⊤2 ϑ¯⊥ + δp ˆ¯ǫ⊤p ϑ¯⊥), (F.2)
where ϑ¯i , [ϑix ϑiy]
⊤ for i ∈ {1, 2}, and ϑ¯⊥ , [ϑ⊥x ϑ⊥y]⊤,
while the operation a ⊗ b , a1b2 − a2b1 for some vectors
a = [a1 a2]
⊤ ∈ R2 and b = [b1 b2]⊤ ∈ R2. The upper-bound
function of the absolute value of (F.2) can be expressed as
|εψ| ≤ Atan2(kp‖ep‖‖ϑ¯1‖‖ϑ¯⊥‖|sβ1| + kp‖ep‖‖ϑ¯2‖‖ϑ¯⊥‖|sβ2|
+ δp‖ ˆ¯ǫp‖‖ϑ¯⊥‖,∣∣∣ud‖ϑ¯⊥‖2 − kps1ϑ¯⊤1 ϑ¯⊥ − kps2ϑ¯⊤2 ϑ¯⊥ + δp ˆ¯ǫ⊤p ϑ¯⊥∣∣∣)
≤ Atan2(2kp‖ep‖ + δp‖ǫp‖ + δp‖ǫ˜p‖,∣∣∣ud‖ϑ¯⊥‖2 − kps1ϑ¯⊤1 ϑ¯⊥ − kps2ϑ¯⊤2 ϑ¯⊥ + δp ˆ¯ǫ⊤p ϑ¯⊥∣∣∣), (F.3)
where βi = ∠(ϑ¯i, ϑ¯⊥).
Appendix G. Difference between the desired and auxiliary
pitch angles
In order to obtain εθ (see (141)), we have used the relation-
ship
arctan(X1) − arctan(X2) = arctan
(
X1 − X2
1 + X1X2
)
, (G.1)
leading to
εθ , θd − θa
(16)(50)
= arctan
( −ϑ⊥z
ϑ⊥xcψd + ϑ⊥ysψd
)
− arctan
 −hˆ∗z
hˆ∗xcψa + hˆ∗ysψa

(15)(50)
= arctan
 −ξdϑ⊥z√ϑ2⊥x + ϑ2⊥y
 − arctan
 −ξdhˆ
∗
z√
hˆ∗x
2
+ hˆ∗y
2

= arctan

ξdhˆ
∗
z
√
ϑ2⊥x + ϑ
2
⊥y − ξdϑ⊥z
√
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2
+ hˆ∗y
2
√
ϑ⊥x2 + ϑ⊥y2
√
hˆ∗x
2
+ hˆ∗y
2
+ hˆ∗zϑ⊥z

= arctan

ξdhˆ
∗
z‖ϑ¯⊥‖ − ξdϑ⊥z
√
hˆ∗x
2
+ hˆ∗y
2
‖ϑ¯⊥‖
√
hˆ∗x
2
+ hˆ∗y
2
+ hˆ∗zϑ⊥z
 . (G.2)
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Figure 8: (B) Simulation results obtained for the underactuated rigid body fol-
lowing an ellipticaly-shaped path
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