The temporal resolution of dynamic MRI can be increased by sampling a fraction of k-space in an interleaved fashion, which causes spatial and temporal aliasing. We describe algebraically the aliasing process caused by spiral undersampling to formulate unaliasing as a set of independent inverse problems. Since each linear system is severely ill-conditioned, zeros are assumed in the solution. Specifically the size and the location of assumed zeros necessary for obtaining a unique solution is inspected. To overcome the problems of excessive memory and computation time needed for direct inverse computation, a fast implementation of the conjugate gradient (CG) method is proposed. Simulation using dynamic spiral cardiac images demonstrates improved temporal resolution of the proposed method.
INTRODUCTION
One way to increase the temporal resolution of dynamic MRI is acquiring only a fraction of k-space. The fundamental principle common in such methods is to exploit information redundancy which has been materialized as several forms [1] , [2] . Among others the temporal correlation of dynamic images has gained increasing attention as a useful source of the redundancy. Keyhole method [3] , reduced-encoding MR imaging by generalized-series reconstruction (RIGR) [4] and reduced FOV reconstruction [5] are examples of relatively early works. More recently a novel sampling function was proposed in UNaliasing by Fourier-encoding the Overlaps using the temporaL Dimension (UNFOLD) where k-space is undersampled in an interleaved fashion to displace aliased signals along frequency axis [6] . Conceptually UNFOLD reduces information redundancy by economically using k-t space. Further acceleration is achievable in k-t Broad-use Linear Acquisition Speed-up Technique (BLAST) which uses training data as prior information along with the interleaved sampling function [7] , [8] .
Until now, UNFOLD and k-t BLAST have been used almost exclusively with Cartesian k-space trajectories, due to the simplicity of describing and correcting for the aliasing caused by undersampling k-t space. However, non-Cartesian trajectories such as spiral readouts are appropriate for certain applications and time-efficient, which enables further increasing spatial and/or temporal resolution when used in conjunction with k-space undersampling techniques. In this study, we describe algebraically the aliasing process for spiral sampling trajectories to formulate unaliasing as a set of inverse problems. The resulting linear systems are severely ill-posed, and require excessive memory and computation time to be directly solved. From the fact that the support region is bounded, zero assumption in the solution is proposed to reduce the degree of numerical rank deficiency. Also, a fast implementation of conjugate gradient (CG) method is proposed. The proposed reconstruction method is validated through simulation using dynamic spiral cardiac images.
THEORY

Algebraic formulation of aliasing
During dynamic MR imaging the k-space of moving objects is selectively scanned according to a specific sampling function, which can be expressed in k-t space as,
where I kt , R kt and S kt are an original object, a sampled object and a sampling function respectively. In the reciprocal domain called xyf space, the above relation becomes
where S xyf = F −1 3 (S kt ), the 3D inverse Fourier transform of the sampling function, is a point spread function (PSF) and * 3 denotes a 3D convolution operator. In the rest of this paper all operations happen only in xyf space and the subscript xyf will be dropped hereafter for brevity. The 3D convolution can be expressed as the summation of 2D convolutions as follows.
where I (l) and S (l) denote the l th plane of constant temporal frequency f = l for I and S respectively. When a fraction of k space is sampled in an interleaved fashion by factor two, only two temporal frequencies
If the 2D convolution matrices associated with S (0) and S ( L 2 ) are A 1 and A 2 , the two-fold aliasing will be written in the following algebraic form.
, i.e., N 2 × 1 column vectors in which the elements of I (l) and R (l) are stacked in a raster-like fashion. Note that only two slices
are coupled into the same linear system.
Rank analysis and zero assumption in solution
The existence of a unique solution to (5) is closely related to the rank of the system matrix A. For detailed examination, we will focus on the system matrix associated with two-fold Cartesian undersampling because of its simplicity. The first nonzero plane of PSF S (0) has one impulse lobe at center and the corresponding 2D convolution matrix
has one impulse at the bottom and A 2 has two off-diagonal lines. The image view of the system matrix A and the related object slices
, are shown in Fig. 1 . Assuming I (l) has the size of M = N × N and accordingly the dimension of A is 2M × 2M , the 2M × M 2 first quarter columns indicated by α 1 are same as the last quarter columns indicated by α 2 , and the second quarter columns are same as the third quarter. Therefore the rank is exactly half the dimension of the matrix.
To find a solution to the rank deficient system, additional information is needed, and a possible candidate is the assumption of zeros in the solution vector x since its support region is bounded. A key question about this assumption is where and how many zeros should be located to get an exact solution. For notational convenience we define four sets of zero locations within different regions α k and β k (k = 1, 2) which are the subsets of I (l) and I (l+ L 2 ) (Fig. 1) .
Then the rank r and the number of unknowns y are,
The requirement for a unique solution r = y becomes,
The geometric interpretation of (8) deserves special attention for clearly understanding its meaning. In the aliasing from two-fold Cartesian undersampling, the upper half and the lower half of I (l) are superposed with the lower half and the upper half of I (l+ L 2 ) respectively. Hence (8) is equivalent to the geometric requirement that the nonzero portion of one slice should not conflict with that of the other slice. In this study this condition is assumed to carry over into spiral undersampling without rigorous proof. That is, if we approximate the sidelobe from spiral undersampling as a simple ring, then the summation of the radial extents of support regions in I (l) and I
(l+ L 2 ) should be smaller than the nominal FOV to obtain exact solutions.
Pseudoinverse and regularization
After the columns of system matrix corresponding to the position of zero assumption are discarded, the linear system becomes overdetermined and the normal equation A H Ax = A H b should be solved. However when enough zero assumption can not be set, A H A will be still ill-conditioned. Hence we use Tikhonov filtering which produces a regularized linear system written as,
where ρ termed regularization coefficient compromises the tradeoff between stability and accuracy of the solution.
Iterative solution
With a reconstructed image of N × N , the dimension of the system matrix in two-fold undersampling will be 2N 2 × 2N
2 . This huge matrix tends to cause memory problems on conventional computers, and will require excessive computational load with order of O N 6 for inverse computation. One common way to overcome this obstacle is using an iterative method to solve the linear system. In this study the conjugate gradient (CG) method is used [9] . It is known that CG guarantees an exact solution only if the system matrix is symmetric and positive definite, which can be easily proven in our case.
The most computationally demanding part in each k th iteration of CG is matrix-vector multiplication
which requires storage of a 2N 2 × 2N 2 matrix and operations of order O N 4 . Since the product Ax originates from the combination of several 2D convolutions as described in (4) and (5), it can be rewritten as,
Four 2D convolutions are involved in (10) and each of them can be computed as follows.
where F 2 and F
−1
2 denote forward and backward 2D Fourier transforms and all superscripts are dropped for brevity. Additional product with A H can be computed in a similar way. Since 2D FFT has the complexity with order of O N 2 log N , the computational load at each iteration can be significantly reduced by factor of O 
METHODS
Real-time spiral cardiac imaging was performed using a GE 3.0 T whole body scanner [10] , with a maximum gradient amplitude 39 mT/m and a maximum slew rate 145 T/m/s. A total of 50 image frames were obtained from conventional full sampling reconstruction, and used as reference. To simulate two-fold undersampling, only odd or even order interleaves are taken from each set of full spirals. This undersampled raw data was used in both sliding window reconstruction and the proposed method. The sliding window is shifted appropriately to produce images at the same time points as the proposed method.
Since the condition number of the system matrix depends on the radial extent of the support region in I (l) , it is reasonable to use the stack of circles for zero assumption in xyf space (Fig. 2) . The radii of circular windows change based on the assumption that temporal variation of the short axis image is larger in central region than in the remaining area. Note that the high frequency region is filtered out by the same amount of bandwidth as the low frequency region that fills full FOV (denoted by d in Fig. 2 ) since there will be strong aliases in this band. Fig. 3 shows the normalized root-mean-square (RMS) errors from the sliding window reconstruction and the proposed method along with four consecutive (11 th to 14 th ) short axis view images. The errors from the proposed approach are smaller than those from the sliding window over entire time frames, and their average values are 0.1095 and 0.1350. Both methods show periodic fluctuation in the RMS errors, which is due to the fact that the degree of cardiac motion changes periodically. The RMS errors increase at systolic phases which involve relatively fast cardiac motion, and decrease at diastolic phases. On the whole the images from the proposed method faithfully recover reference images while the images from the sliding window exhibit a little amount of blurring. For example the left ventricle myocardium is more clearly captured using the proposed method than the sliding window reconstruction.
RESULTS AND DISCUSSION
Our experiments show approximately 20% improvement in RMS error. In general cases the amount of error reduction will depend on imaging parameters as well as design parameters used in the proposed method. For example, if small number of spirals are used for obtaining relatively low spatial resolution, the highest temporal frequency captured by the sliding window reconstruction becomes large and the difference of RMS errors will be small. The regularization coefficient ρ is one of design parameters that affect the accuracy of the solution and the convergence rate of CG. Large ρ increases the values of the diagonal elements of regularized system matrix (refer to (9) ) decreasing the matrix condition number and vice versa. In this study we used the coefficient value ρ = 0.01 which required around 9 iterations for solving one set of linear equations. We observe that when ρ = 0.001 is used instead, the required number of iterations becomes around 18 with the slight increase of RMS error due to the numerical instability of the linear system. On the other hand when a larger value ρ = 0.1 is used, the iteration number is reduced to around 5, but the reconstructed images are smoothed too much producing the RMS error almost same as that of the sliding window 
CONCLUSION
We propose an algebraic reconstruction method for unaliasing dynamic spiral images undersampled in k-space. Two-fold undersampling simulation using dynamic spiral cardiac images shows the proposed method outperforms sliding window reconstruction in terms of RMS error. Also the left ventricle myocardium is more clearly captured using the proposed method. We expect this capability of de-blurring will be useful especially in the myocardium segmentation for left ventricle volume estimation.
