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1. INTR~DUCTI~N 
Plan of the Paper 
This paper is concerned with the analysis of nonlinear evolution systems 
of the following type: 
(au,/at)(t, g) = (L,u,)(t, x) + 7&, u,(t, x),..., UT& dc)>, 
u&l, -x) = u&)7 (S) 
i = l,..., N. 
Where the&‘s are linear (noncontinuous) operators, while the ~i)s represent 
a nonlinear continuous perturbation. The study is carried through by means 
of some general results [3, 51 on nonlinear perturbations of the infinitesimal 
generator of a linear contraction semigroups. In order to apply such results, 
the problem is to choose suitable spaces and put suitable conditions on system 
(9 - 
To have a continuous perturbation, one is led to use spaces of continuous 
functions. Then the conditions to be imposed are easily investigated by means 
of the duality map in such spaces. 
In Section 2 we state the general results we are going to use, while Section 3 
is devoted to the construction of the concrete setting by means of which 
the system (S) is related to the results of Section 2. In Section 4 we consider 
some examples and finally in Section 5 we consider some general remarks 
on the theory. 
Formulation of the Problem 
Let Sz be a bounded open set of Iw” and %‘(a) the Banach space of all 
real-valued continuous functions defined in 0 endowed with the norm: 
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We then consider the Banach space X,,, = (?Z(@)” with the norm: 
Mm.,=; If&, u=(Ul,..., ~N)~&.l. (1.2) 
i=l 
Moreover we consider X,,, = (LJ(SZ))~, (1 < p < + co) with the norm: 
where / ui 12, = (so 1 ui(x)j” dx)l/~. Obviously we have: 
X%1 2X%1 . (1.4) 
These are the spaces in which we formulate our problem (S); namely we 
consider a closed convex set CCX,,, and a linear operator L in Xa,, , 
defined by 
DL = &Ii DL~ 
(L_u)i (4 = (L) (4 
(1.5) 
where W~=l,2,...N is a sequence of linear operators 
Li:D,,CV(f+%(@. (1.6) 
Moreover we consider the sequence of continuous mappings: 
(t, z) -+ T&, z): [O, T] x 92(C) 3 r-8 
Ti(tp Cl) = 0 i = 1, 2,..., N 
where 
(l-7) 
W(C) = {g E RN: 3g E c, 3x ED; 3 = z&g) 
and we define the nonlinear operators: 
W) 
D T(t) = c 
(T(t) U)i (x) = Ti(f, -u(-x)). 
Thus the problem (S) formulated in the space X,,, is as follows: 
(J-9) 
(1.10) 
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where E,E C and t-f(t): [0, T]+ C is continuous. In the next section 
we consider some general results on the existence of a mild solution for such 
a problem together with regularity results. 
2. GENERAL RESULTS 
Existence Conditions 
We consider the Banach space X (endowed with the norm 1 * 1) and the 
closed convex set C C X (0 E C). 
We further consider the operators L: DL C C -+ X and T(t): C + X, 
(t E [O, T]) and the following hypotheses: 
(L) The operator L: DL C C -+ X is the injkitesimal generator of a 
linear, strongly continuous, contraction semigroup {U(t), t > 0) on C. l 
(T) T(t): Cd X, T(t)0 = 0 is strongly continuous in t and ver$ies 
the following condition: 
(9 I x - dr(t)x / >, j x 1 VCY E (0, l), vx E c, vt E [O, T]. 
Moreover for each r > 0: 
(ii) ]T(t)x--(t)y),(N(r)Jx--yI,x,y~~~~nC,t~[O,T] 
(iii) x + cy(r) T(t)x E C Vx E Yr n C, t E [0, T] 
where 
r+N(r): (0, +oo)-tR+ 
r -+ a(y): (0, +a> -+ (0, 1). 
We are interested in the solution u(t) of the following problem: 
u(t) = U(t) x + j-” U(t - s) (T(s) u(s) +f(s)) ds, t E [O, Tl P) 
0 
where x E C and t -+ f (t): [0, T] -+ C is continuous. 
We have: 
1 {U(t), t > 0) is a linear contraction semigroup on C if it is a linear semigroup on 
a closed linear subspace containing C such that: 
W)(C) = c Vt > 0, 
Iwox--U(~)Yl4lx-Yl Vx,ycC. 
B Y: = {x E X: 1 x 1 < r}. 
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THEOREM I. lf hypotheses (L) and (T) aye 
solution u(t) of problem (P). u(t) is unique and: 
veriJied, then there exists the 
(2.1) 
I 4th < I x I i- Jo IfNl ds 
I @, x) - u(t, y)l < eN(Tjt I 2 - Y I , %YEZ,. 
The proof of this result is essentially contained in [3] and [5], these papers 
concern the case where C is a convex cone of X, but there is no difficulty 
in generalizing them to an arbitrary convex set C. 
The result of Theorem I concerns the problem of the continuous perturba- 
tion of a linear m-accretive operator. On the argument we note the works by 
G. F. Webb [9], Y. Konishi [?‘I, and V. Barbu [2], together with the more 
recent work by A. Ardito and P. Ricciardi [I] giving an interesting generaliza- 
tion of Theorem I. 
Regularity Conditions 
The solution of the problem (P) is obviously continuous but not differenti- 
able in the general case (for an example see for instance G. F. Webb [9]), 
thus we are interested in regularity problems. We remark that such problems 
have been discussed in Segal [8] and in Da Prato [3] (the latter work refers 
to a particular problem of control theory), but we want to state some results 
in a different situation. 
We consider a Banach space 8 such that X G X and assume the following 
conditions: 
(R) (i) There exists a linear operator z: DE C 2-t x which is the 
injinitesimal generator of a contraction semigroup {U(t), t 3 0} on C, strongly 
continuous in x, such that: 
U(t)x = U(t)x VXEC. 
(ii) The operator T(t): C -+ X is: 
(ii. 1) strongly d$krentiable in L?, with respect to t, and the mapping: 
a 
(t, x) + - T(t) x: [0, T] x C + 2 
at 
is continuous and locally bounded from [w x X to 2. 
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(ii.2) G-dff t bZ i erenia e in x, for any jixed t, at each point x E C, along 
any possible direction y E X. 3 T’(t)[x] E 9(x, 2) 4 and the 
mapping : 
(t, x) - T’(t)[x] : [O, T] x c-t 9(X, X) 
is continuous from Iw X X to 9(X, X). 
We then have: 
THEOREM II. If in addition to (L) and (T), condition (R) is ver$ed, 
then for each x E 0~ n C and f (t) E @([O, T], 3) the solution u(t) of problem 
(P) is such that: 
(2.2) 
Proof (cf. [3]). We first consider the following problem in X: 
Un(t> = U,(t) x + lot U,(t - 4 V(s) u,(s) + f (4) ds 
h(t) E c, x~D2nC. 
(PPL> 
Where UJt) is the Yosida approximating semigroup generated by L, = 
n2R(n, L) - n, namely, we have 
U,(t): c--t c 
II U&>ll G 1 (2.3) 
Us(t) x 2 U(t) x Vx E C, tl+m 
uniformly in [0, T]. 
The solution Un(t) of (P,) exists by Theorem I; owing to (2.3) we have 
(2.4) 
s Consider the operator A: C + X, y is a possible direction at the point x E C if: 
x + hy E C for h suJiciently small; then A is G-differentiable at x E C, along y if 
h --f A(x + hy) is diflerentiable at h = 0. A’[x]: D”,rzl + X will denote the G- 
derivative. 
4 This means that the G-derivative T’(t)[Jc] can be extended to a linear bounded 
operator in 2. This extension will be still denoted by T’(t)[x]. 
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uniformly in [0, T]. M oreover, U%(t) is differentiable in 2 at any point 
t > 0 and: 
(d/4 %z(t> = L%(t) + W) %Lw i-f(t)- 
On the other hand, condition (R, ii.2) implies that 
(2.5) 
T(t) (x + Y) = T(i) x + T’(t) [xl Y + WY) 
x E c, Xl-YEC 
(2.6) 
where: 
I O(Y)l- G 9J(lY I) IY I- 
(2.7) 
F’(r) x 0 
thus e),(t) = (d/dt) u,(t) is th e solution of the following problem in 3: 
%z(t> = ~n(t> fJon 
w on = -L&x + T(O) x + f(O). 
As to the terms appearing in (2.8) we have that: 
(2.9) 
Thus, 
II r7,Wll G 1. 
%W - d v(t) n-rm (2.10) 
where w(t) = (d/dt) u(t) is the solution of the following problem in 2: 
u(t) = qq “0 + ,d qt - s) [& T(s) ~(4 + T’(s) WI +I +f’(s)] 4 
w, =tx + T(O) x. (2.11) 
Finally, from (2.5) and the closedness of operator l: De -+ x we obtain 
the conclusion. 
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3. THE CONCRETE PROBLEM 
Starting from the general results of the preceding sections, we now want 
to investigate what conditions are to be assumed in our concrete problem so 
that the mentioned results can be used. 
con4iition (L) 
We do not want to go deep into the investigation of condition (L), as it is 
a typical problem of the classical theory of linear semigroups. We only remark 
that in our simple situation (the “diagonal” form of the operator L: D, -+ X), 
if the convex set C is of the following form: 
where Ci is a closed convex set in U(o), then condition (L) means that each 
operator L, : DLI + X is the infinitesimal generator of a linear contraction 
semigroup on the convex set Cf. 
Condition (T) 
Regarding the nonlinear operator T(t): C + X we remark that condition 
(7’, ii) is easily verified if the ri’s satisfy: 
Qr > 0, i = l,..., N, 
I 44 z> - Ti(6 &)I G WV N(r) I z - z’ I, (3.2) 
z, z’Eg(C)n %, t E [O, T]. 
Condition (T, iii) cannot be investigated by simply referring to the 
set a(C) because the structure of the convex set C is essentially involved. 
We must refer to the particular problem. 
Concerning condition (T, i), it is the more interesting one and we can give 
a sufficient condition in order that (T, i) be verified by an operator of the 
form (1.9). 
Condition (T, i) 
We begin by stating the following general result. 
LEMMA 3.1. Let X be a Banach space, E any subset of X and f: I? -+ X 
a continuous function. Then the following conditions are equivalent: 
(i) Qx E J!?, Va E (0, 1) it is: 
I x - ~f(X)l 2 I x I 
3.58 MIMMO IANNELLI 
(ii) V~EE3~Eiilxi”s~chthat: 
<f(4 4) G 0. 
Proof. The proof is essentially contained in [6]. The actual result is a 
modified version of that one, taking in account the continuity off: E -+ X. 
In order to make use of this lemma we must state some facts about the 
subdifferential of the norm in our space X,,, . For this purpose we consider 
the following subset of X,,, : 
D E {g E X,,, : Vi3! xi ~a, ) u&)j = ) ui I-}. 
It is obvious that D is dense in X,,, , moreover we have: 
(3.3) 
PROPOSITION 3.1. The norm 1 * /m,l in X,,, is G-&J%rmtiable at each 
EEDand: 
where gi is such that 1 u&)J = 1 ui Im . 
And we finally get the following 
PROPOSITION 3.2. Consider the nonlinear operators T(t): C -+ X,,, defined 
by (1.9) and suppose that 
DnCisdenseinC.’ 
Then condition (T, i) is verified if the following condition is satisjed: 
& Sk(G) & $1 < 0 
for any sequence {gl,..., gN> C W(D n C) such that: 
1 z; I > ) Zik I. 
Proof. Take g E D n C and put: 
gi = z&i) i = l,..., N 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
5 a 1 x ( is the subdifferential of the norm 1 . / at the point x. It is a 1 x ) C X* where 
X* denotes the dual space of X. 
6 6,‘ E (C(o))* denotes the Dirac measure centered at xi . 
’ This condition is actually not necessary but it allows to proceed speedily. 
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where ge is such that: 
I %(Xi)l = 1% lm 
then it is obvious that 
Thus we have (Proposition 3.1): 
(T(t) g, 8 1 g I) = f sig(z,‘) Ti(t, zi) < 0 
i-1 
and the conclusion follows from Lemma 3.1. 
Condition (R, ii) 
Regarding regularity hypotheses we consider the space X,,, introduced 
in Section 1, and simply assume that: 
for each i, Ti(t, g) has continuous first order partial derivatives in 
[O, Tl x W(C). 
(3.9) 
Then it is easy to show that condition (R, ii) is satisfied by the operator 
Z’(t): C ---f X,,, defined by (1.9). We only remark that: 
(T’(t) [I!] F)i (x) = &$ (4 u(x)) VJ(X)* 
4. SOME APPLICATIONS 
(3.10) 
We now give some applications of the theory. The examples we are going 
to consider are rather simple in their structure but of some interest in the 
applications. 
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Carleman Equation (cf. Temam [9]) 
Let us consider the open set 9 s (a, 6) x (c, d) in the space W, and 
the problem: 
au au --- 
at’ ax u2 + 79, 
av &I 
at z.zz -- ay + I42 - 212, (4.1) 
with the initial date satisfying: 
uo > ql E %Q), 
uo 3 0, vo 2 0 qt, x, r) E [O, Tl x 4 (4.2) 
uo(x, Y) = vo(x, Y) = 0 V(x, Y> E c 
where: 
r = {(x, cl: x E [a, b]) U {(a, y): y E [c, d]}. 
Then the results in the proceeding sections provide the following theorem: 
THEOREM 4.1. The problem (4.1) with the initia2 data (4.2), has one and 
only one mild solution (u, v) such that: 
u 3 0, v > 0 in [O, T] x Q, (4.3) 
u(t, x, y) = v(t, x, Y) = 0 V(t, 4 3) E ro, Tl x r. 
If, moreover, 8 
then, 
au,iax, av,laY ~w4 (1 bP < +a>, (4.4) 
(4.5) 
8 a/&z and ajay are to be intended as derivatives in the sense of distributions. 
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In fact, regarding the first part of the theorem, we consider in X = 
V(D) @g(~?) the closed convex set C = K @ K (cf. (3.1)) where K is the 
following closed convex set of U(a): 
K=(wEW(Q:w>OinQw=Oon~Q}. (4.6) 
Define the linear operators L, : DL1 -+ S’(8), L, : DL2 + W(a) by 
DL1 = {U ~qi22): a24/axdqi2),~ = au/ax = 0 onr}, L,u = -aqax; 
D,, = (U E CT?@): &jay E U@), v = aojay = 0 on r}, L,v = -awl%. 
(4.7) 
Then L, and L, generate on K, respectively, the following strongly con- 
tinuous semigroups: 
(G(t) 4 6% Y) = &, _ t, y) 
(U2W 4 (%Y> = [Z(,, y _ q 
if 
if 
if 
if 
(x, y) E [a, a + t] X [c, d] n 0, 
(x, y) is elsewere in a; 
(x, y) E [a, b] X [c, c + t] n 8, 
(x, y) is elsewere in Q. 
(4.8) 
Condition (L) is then verified. As to the nonlinear part we must consider 
the continuous mappings: 
(4.9) 
defined on W(C) = {(zr , zr) E R2 : zr > 0, a2 3 O}. Then (3.2) is soon 
verified with N(r) = 4r. 
We further verify condition (T, i) by means of Proposition 3.2. (3.5) is 
obviously verified. If z,l > zr2 > 0, z22 > zzl > 0, we have: 
~lW> z2l> + 72(%2, 3”) = (z2y2 - (z1y2 + (z12)2 - (z2”)” < 0 (4.10) 
that is, (3.6) is verified. Thus in order to satisfy conditions (T) we have only 
to verify (T, iii). Actually, we have 
f = u + oI(w2 - 24”) = cw2 + u(l - a$ 
g = qJ + 442 - u”) = 01212 + V(1 - a?.$ (4.11) 
Thus (f, g) E C for (u, V) E 9r n C and 01 = a(r) = r. 
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As to the regularity of the solution we consider the following extensions 
of L, and L, : 
DE, sz {u EL,(Q), c%/& EL,(Q), ~(0, y) = 0, Vy E (a, b)}, &u = -~su/~x; 
0~; = (u EL,(Q), avjay EL,(Q), v(x, 0) = 0, vx E (a, b)}, E,v = -avpy. 
(4.13) 
Such operators generate in L,(Q) the semigroups or(t), and as(t) on K 
defined by the same formulas in (4.8). On the other hand condition (3.10) 
is obviously verified so that condition (R) is verified. Thus Theorem 4.1 is 
proved through Theorem I and Theorem II. 
Dz@sion Equation (cf. Konishi [7]) 
We consider the open bounded set Q C IWk with regular boundary asZ and 
the following problem: 
au 
- = Au + WV, at 
av 
37 = --uvF 
u(0, x) = +&), 
(4.14) 
where 
%(X) > 0, vo(_x) 2 0 in 8, (4.15) 
uo(x) = q(x) = 0 on asz. 
In order to utilize the theory developed we actually study the following 
modification of problem (4.11) 
a24 - = Au + uv - wu, 
at 
au - ew %v at' ' 
u(O, x) = u&)7 
4-l x) = f&F), 
(4.16) 
where w E Iw is such that: 
(4.17) 
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In fact any solution of problem (4.11) may be put in the form: 
(4.18) 
where (u, V) is the solution of problem (4.16). 
Regarding problem (4.16) with the initial data (4.15) and (4.17) we consider 
in X,,, = %@) @2@) h 1 d t e c ose convex set C = Kl @ K, where: 
(4.19) 
We further consider the following linear operators: 
Dt,- {u~%?(~):Au~??(~),u = 0 on&‘}, 
L,u = Au, (4.20) 
DLz = {v E%?(.@}, 
L,v = 0, (4.21) 
which are infinitesimal generators of linear contraction semigroups on 
Kl and KS respectively (see for instance [4]) thus condition (L) is verified. 
As to the nonlinear part we must consider: 
Tl(C 21 > %) = ZlZ2 - a.% , 
-r2(t, z, , x2) = -ewtz1z2 , 
(4.22) 
defined on a(C) = {(aI , as): aI > 0, 0 < z2 < w}. 
Then the condition (3.9) is verified with N(r) = 2rpT with regard to 
(3.6) we have: 
~~(t, zll, z21) + ~~(t, z12, zaz) = xllzzl - wzll - ewtzlaza2 < 0 
as 0 < zIi, 0 < zsi < w. As (T, iii) is easily verified taking a(r) = min[l/w; 
l/remT], condition (T) is satisfied. 
As to the regularity hypotheses condition (R) is satisfied (with 8 = X,,, , 
1 < p < +oo) as (3.10) is true and we can take the following extensions 
of L, and L, : 
0~~ = (u EL,(Q): Au EL,(G) u = 0 on ZG}, 
L,u =Au, 
(4.23) 
De, = Iv EL,(Q)), 
Jczv = 0. 
(4.24) 
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Thus, concerning problem (4.14) the following theorem is proved: 
THEOREM 4.2. The problem (4.14) with the initial data (4.15) has one 
and only one mild solution (u, v) such that 
u, v E 5f?(Q), 
u3o,v>o in [0, T] x g, 
u(t, g) = 0 on [0, T] x 8.Q. 
(4.25) 
If, moreover, 
then 
5. MISCELLANEOUS REMARKS 
Concerning Condition (3.6) 
In Proposition 3.2, condition (3.6) is only sufficient due to the fact the 
nature of the convex set C is left rather arbitrary. Actually if C is supposed 
to be the whole space X condition (3.6) is also necessary, in fact, in this 
case (.9Z(D n C) = RN) we have that: 
for any sequence (xl,..., _ zN} C W(D A C) such that 1 zii 1 > ) zik 1 
it is possible to jind g E D n C such that &J = zk where xi E 0 (5.1) 
is such that 1 ui(&\ = 1 ui Irn 
Then if (T, i) is verified we must have (Lemma 3.1) 
and by Proposition 3.1 this yields: 
fJl Sig($) 744 Zi> = gl Mui( 744 &i)) G 0. 
It is obvious that the same argument works in any case in which the convex 
C is such that 5.1 is verified and we note that this is the case of the problems 
considered in Section 4. 
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Concerning the Norm in the Space X,,, 
It is obvious that the properties of the operators L: D,+ X,,, and 
T(t): c -+ x,,, defined by (1.6) and (1.9), depend on the norm assumed 
in (g(D))” so that for a given problem the norm defined by (1.2) may not 
be appropriate. Generally speaking if we consider a function: 
bl ,**a, OIN) -+1 ,**-> ZN): ([O, +a))N - [O, +a> (5.2) 
continuous with its first order derivatives and such that putting 
I _u /m,* = +(I % /m ,***, 1 uN im) tlu E (w=a)N (5.3) 
we get a norm in (V(a))“, then Proposition 3.2 may be restated by substituting 
condition (3.6) with the following one: 
il sig(x,i) $ (1 ‘$ 1 ,“*, 1 ZNN I) T&, zi) < 0. (5.4) 
If for instance we consider the case N = 2 and take 
e1 9 a21 = (Q + azDY’P (1 <P < +a) 
then we see that if (cf. Section 4, the Carleman problem) 
(5.5) 
then condition (5.4) is verified with any p. However this is not the general 
case. In fact if we take: 
Tl(4 Xl 9 3) = -x1 , 
T2(h (5.7) 
21 
, z2> = -z2 + 2x, ) 21 
> 0, 
x2 
> 0, 
then condition (5.4) is verified for p = 2 but not for p = 1. 
We remark that while condition (T, i) depends on the choice of the norm, 
conditions (T, ii) and (T, iii) remain verified if one replace the norm by an 
equivalent one. Concerning condition (L), the situation is rather simple, 
owing to the “diagonal” form of the operator L. In fact if the function + 
introduced in (5.2) defines a norm by means of (5.3) then it must be a non 
decreasing function in each of the variables 01~ . Thus if C = @ Ci (see (3.1)) 
and Liz D,. -+ C(Q) generates a contraction semigroup on Ci, then 
L: DL -+ x=:4 g enerates a contraction semigroup on C, whatever be the norm 
in X,,, . 
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Concerning the Carleman Equations 
In Section 4, Theorem 4.1 states some results similar to those by Temam 
[9], but we remark that these results concern only regular solutions and are 
obtained with a method involving compactness considerations. Moreover 
we remark that both methods make use of an a priori estimation of the 
solution. However, in [9] the estimation is obtained by direct calculation of 
the resolvent operator of the nonlinear term, while this is not necessary with 
our method. By means of Proposition (3.2) we are able to treat more general 
nonlinearities, as for instance the following one: 
T&l % z2) = w4 - e4, 
T2(% 22) 
@l) 
(5.8) = - 7 
F(z2), 
21 > 0, 
.3 
3 0, 
where Y -+ F(Y): [0, + CO) + [0, + co is a nondecreasing continuous function. ) 
Concerning Konishi’s Results (cf. [7]) 
We want to compare Konishi’s theory on semigroups of local Lipschitz 
operators with our results (existence theorem of Section 2 and applications 
to diffusion equations of Section 4). Actually Konishi theory is stated in a 
general form and extends the results of our Theorem I. We remark however 
that in order to verify the general hypotheses of Konishi, starting from the 
conditions of Theorem I, we actually need the techniques used in the proof 
of Theorem I. We think moreover that our formulation is more suitable in 
the applications as it follows from Section 3 and Section 4, namely our 
approach leads to easy conditions to be verified by the terms comprising a 
given problem. 
Concerning L,(Q) solutions of the Carleman Equations 
Theorem 4.1 states the existence of a classical solution in X,,, of the 
problem (4.1) with the data u,, , V, E Hisl(Q). 
If we consider the solution (ui , ~1~) with data (u,,~ , u,,r) and the solution 
(u2 Y ~a) with data (us2 , ~,,a) we have putting u = ur - zlr ‘u = z~i - z1a :
g+g+ 1112 - us2 - v12 + v2 2 = 0, 
g+g- 1112 + u22 + v12 - v22 = 0. 
(5.9) 
Then integrating over D and adding the two equations (5.9) we obtain: 
g (I u(t)/, + I v(t)L) < 0 (5.10) 
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since 
s 
edxdy>O, j- 
R ax 
Edxdy 30. 
a ay 
Thus (5.10) yields: 
367 
(5.11) 
I(% 7 4 - (% > %)ll,l G (hl. 9 %l) - (%2 7 %)ll.l (5.11) 
so that, HIJ being dense in L&2), we can extend the solvability of problem 
(4.1) to LJQ) data (u,, , wO). 
This means that with L,(Q) data (u 0 , w,,) problem 4.1 has a strong solution 
(in the sense of Friederichs). 
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