Abstract-Computing systems have become increasingly heterogeneous contributing to higher performance and power efficiency. However, this is at the cost of increasing the overall complexity of designing such systems. One key challenge in the design of heterogeneous systems is the efficient scheduling of computational load. To address this challenge, this paper thoroughly analyzes state of the art scheduling policies and proposes a new dynamic scheduling heuristic: Alternative Processor within Threshold (APT). This heuristic uses a flexibility factor to attain efficient usage of the available hardware resources, taking advantage of the degree of heterogeneity of the system. In a GPU-CPU-FPGA system, tested on workloads with and without data dependencies, this approach improved overall execution time by 16% and 18% when compared to the second best heuristic.
INTRODUCTION
Modern applications in industry and research exhibit a substantial computational bound and the situation is gradually worsening. With these mainstream applications becoming intrinsically data hungry and computationally intensive, optimizations in all components, programming, system software and hardware have become very important. Different applications have different hardware requirements for best results, and heterogeneous system can give better performances in terms of total execution time, power efficiency and system utilization as compared to homogeneous systems [1, 2, 3, 4] . Therefore, systems with different kinds of processors including CPU (Central Processing Unit), GPU (Graphic Processing Units), FPGA (Field Programmable Gate Array), ASIC (Application Specific Integrated Circuit) are now commonplace for various types of applications, ranging from object recognition to image analysis in SETI (Search for Extra Terrestrial Intelligence).
Khokhar et al. [5] presented many challenges of using heterogeneous systems, such as, programming, hardware platform selection, best use of large degree of heterogeneity and network connections. Since then, many efforts have been made at simplifying programming for platforms like CPUs, GPUs and FPGAs. These include many libraries for CPUs, a variety of programming languages for GPUs and FPGAs in addition to cross-compilers and high-level synthesis tools. Connecting CPU, GPU and FPGA via PCI Express has been proposed by Chen et al. [6] and Skalicky et al. [7] to solve the problems of networking. Scheduling policies for mapping tasks from a directed acyclic graph (DAG) to heterogeneous processors have been studied and found to be NP-complete for finding the optimal schedule [8] . Also, scheduling in heterogeneous systems has been heavily researched [9] [10] [11] [12] , but usually only with systems containing abstract hardware platforms. And in these studies, hardware platforms have been associated with generic heterogeneities rather than using specific hardware platforms. As the variety of real platforms included in current heterogeneous systems expands, the problem at hand is of finding the best scheduling heuristic for systems with high degrees of heterogeneity. Optimal assignment of work to hardware platforms is essential in achieving high performance and efficiency from heterogeneous systems.
In this paper, we target heterogeneous platforms including CPU, FPGA and GPU. We analyze six state of the art scheduling policies for heterogeneous systems, namely, predict earliest finish time (PEFT) [13] , heterogeneous earliest finish time (HEFT) [14] , shortest process next (SPN), serial scheduling (SS) [15] , adaptive greedy (AG) [16] and minimum execution time/best only (MET) [17] . From this analysis, we conclude that the static scheduling policies like HEFT and PEFT have a raking mechanism to prioritize the available tasks, but for applications with degree of heterogeneity and very deep Data Flow Graphs (DFG) this ranking process can be very time consuming. Both the dynamic policies SS and SPN choose to keep the system busy with bad kernel-to-processor assignments instead of waiting to find a better processor. On the contrary, MET only chooses the best kernel-to-processor assignment, suffering a lot in waiting time. And AG tries to optimize the waiting time showing very little regard to the computation time optimization. To overcome these shortcomings and capitalize on the heterogeneity among kernels and the availability of multiple computational resources, we propose an optimized scheduling heuristic for heterogeneous systems with high degree of heterogeneity. Given a list of tasks and their data dependencies, each task is assigned to the best performing hardware platform or the second best if it falls within a performance threshold from the first one. Transfer costs are considered in this decision. The rest of the paper is organized as follows: in Section II we discuss related work. Section III presents our proposed scheduling heuristic. In Section IV we outline the experimental setup, followed by the results in Section V. Section VI concludes the paper and discusses future work.
II. RELATED WORK
Performance evaluations have compared various computations and hardware platforms to determine the suitability [18] [19] [20] . Skalicky et al. [21] evaluated five linear algebra computations using multiple implementations for each hardware platform. They presented the areas within the design space in which each processor architecture and implementation excelled. Their results represent the ground truth for making intelligent computation-to-hardware assignments to maximize performance. These works conclude that CPU, GPU and FPGA have their own distinct features which make them feasible for different task characteristics and together they form a heterogenous system. Also, Krommydas et al. [22] evaluated the performance of four different kinds of applications on different kinds of processors. The applications evaluated in [22] are Needleman Wunsch, GEM (Gaussian Electrostatic Model), BFS (Breadth First Search) and SRAD (Speckle Reducing Anisotropic Diffusion). We will use results from [21] and [22] to evaluate how well each scheduling policy mapped and assigned computations to hardware platforms.
As opposed to the previous work [9] [10] [11] [12] , we use specific hardware platforms in this work. Topcuoglu et al. [14] presented the highly regarded heterogeneous earliest finish time (HEFT) policy but do not mention the heterogeneity of their system. Arabnejad et al. [13] presented the predict earliest finish time (PEFT) policy that used a novel optimistic cost table and produced makespans i.e. total execution time; of 20% less than HEFT using an abstract system where each platform had a heterogeneity value between 0 (similar) and 2 (very different). Liu et al. [15] presented the priority rule based serial scheduling (SS) policy and evaluated it in a system with uniformly distributed random task compute times. Wu et al. [16] presented the adaptive greedy (AG) algorithm and evaluated it in a heterogeneous system of CPU+GPU workstations but used exponentially distributed random task compute times. Braun et al. [17] presented eleven scheduling policies including opportunistic load balancing (OLB) and minimum execution time (MET) and evaluated them in a system with uniformly distributed random task compute times. However, OLB does not consider the execution time of each task on the given hardware platform before making assignments. The shortest process next (SPN) policy was suggested by Khokhar et al. [5] for use in heterogeneous systems and improves upon OLB by choosing the next task to assign based upon the shortest execution time of a task on any of the available hardware platforms.
The applications chosen for our work belong to multiple domains, ranging from gesture recognition and linear programming to molecular dynamic simulations. But we know that each application can be broken down to a set of kernels and that each kernel has a computational objective for which it follows a computation and communication pattern. This concept is shown in Fig. 1 . An algorithmic method that captures a pattern of computation and communication is called a dwarf. In his work [23] , P. Colella identified seven numerical methods that he believed will be important for science and engineering for at least the next decade. These seven dwarfs can be understood as equivalence classes in which membership in a class is defined by the similarity in the computation and communication pattern i.e. data movement. Inspired from [23] and after exploring more applications, Asanovic et al. [24] expanded the list of dwarfs from seven to thirteen. Kernels that are members of a class can have multiple implementations and the core numerical methods may change too, but the underlying patterns have persisted for generations and will remain important in the future too.
Understanding these dwarfs and the idea that applications consist of one or more kernels is key in identifying the dwarfs that are found in an application. This means, that an application can have kernels that belong to different kinds of dwarfs. In Table I , we summarize a variety of applications and all the dwarfs that are found in these applications. 
III. BACKGROUND

A. Problem Representation
We can represent the problem of scheduling kernels from an application in a heterogeneous system as (R | prec | Cmax) in standard scheduling notation. For this problem, we have processors ‫‬ ‫א‬ ܲ for ͳ ݆ ݊ , where ܲ is the set of all processors, ݊ is the number of processors in the system, and a dataflow graph ‫ܩ‬ ൌ ሺܸǡ ‫ܧ‬ሻ where ܸ is the set of kernels and ‫ܧ‬ is the set of dependencies between kernels. Each kernel ‫ݒ‬ ‫א‬ ܸ has an execution time ‫ݐ‬ ‫א‬ ܶ for processor ݆ . For kernel ‫ݒ‬ , the data transfer cost is ݀ ‫א‬ ‫ܦ‬ when ‫ݒ‬ 's predecessor is assigned to processor ‫‬ and ‫ݒ‬ is assigned to ‫‬ .
Mathematically, scheduling algorithms can be represented as a function ݂ that maps kernels from ܸ to processors in ܲ as ݂ǣ ܸ ՜ ܲ such that each kernel is assigned to exactly one processor. Usually these scheduling policies are studied statically, having access to the entire kernel dataflow graph (DFG) of the application which is not always possible, so dynamic scheduling approaches are also used in large number of systems. In an ideal world, the scheduling should be able to assign the kernels to the processor to achieve the lowest overall execution for the stream of applications. This overall execution time comprises of three parts: kernel compute time, data transfer time, and scheduling delay. The first two components, kernel compute time and data transfer time depend on the processors in the system and the system design. Hence, for this work we will only discuss the scheduling delay. This delay, Ȝ, could be caused by various factors such as:
• the scheduling delay to process which task should be assigned to which processor next, • communication delay from the scheduler to the processor to tell it to begin processing and provide the necessary information, • dependencies on kernels that are being executed in another processor, but have not completed yet. The order in which tasks are assigned impacts the amount of scheduling delay.
B. Scheduling policies
Scheduling policies can be classified into two types, static and dynamic. Static scheduling policies have access to the entire DFG of the application prior to execution. This category therefore determines a schedule before executing the application on the heterogeneous system. The schedule that the policy gives beforehand, is followed during the actual execution. In contrast, dynamic scheduling policies do not have access to the entire DFG i.e. at any instance, the policy is aware only of the currently available computations but not the ones following them. These policies allocate resources to computations as and when they are ready to be executed.
In our work, we analyze two static and four dynamic state of the art scheduling policies to assign kernels to processors. These policies assign kernels from a set of independent kernels to a set of available processors. The set of independent kernels, ‫,ܫ‬ is a subset of ܸ. It is a set in which each kernel that has not yet begun execution and whose dependencies, also known as the precedence constraints, have already been completed. The set of available processors, ‫,ܣ‬ is a subset of ܲ. It contains only those processors that have are not currently executing any kernels or data transfers.
Using, these terminologies, the chosen scheduling policies are described in the following paragraphs.
The shortest process next (SPN) policy, suggested by Khokhar et al. [25] chooses a kernel from ‫ܫ‬ that has the minimum execution time on any of the processor from ‫.ܣ‬ If there is any processor available and there are kernels in set ‫,ܫ‬ assignments are made to keep the system busy. This policy tries to minimize Ȝ delays by keeping the processor busy. But this policy has its own decision making mechanism, per which it does not use the information about the difference in execution time among the processors. This mechanism therefore disregards the observed heterogeneity in the kernels, therefore not making the best use of available heterogeneity in the system architecture.
Braun et al. [17] presented the minimum execution time (MET) policy. In this policy, a kernel is chosen in a random order from ‫ܫ‬ and is then assigned to the processor with the lowest execution time for that kernel. As opposed to SPN, if the best suited processor for the kernel is not currently available, policy decides to wait for the best processor to become available i.e. the kernel will be assigned to that best processor later. By this rule, a processor sits idle if there are no kernels in ‫ܫ‬ that are suitable for it. This policy always waits to assign kernels to their best processor.
A relatively more statistical scheduling policy known as serial scheduling (SS) was presented by Liu et al. [15] . In this policy, the metric for decision making is the standard deviation of the compute times. For each kernel in ‫ܫ‬ , the mean and standard deviation of the compute times are calculated for each kernel-to-available-processor mapping. Then the scheduler chooses the kernel from ‫ܫ‬ with the highest standard deviation and assigns it to the processor from ‫ܣ‬ in which the kernel has the lowest execution time. Whenever there are kernels in ‫ܫ‬ and there are available processors, assignments can be made in this policy. When the best processor is busy, just like SPN, SS assigns kernels to processors even if they are the not the best choice.
The adaptive greedy (AG) policy presented by Wu et al. [16] tries to optimize the data transfer and queuing delay. The policy calculates wait time by adding the queuing delay for each processor and the associated data transfer time for the given data size and transfer rate. Then the policy chooses the processor which will incur the lowest total time. The queuing delay mentioned above is calculated as the sum of the compute times for all kernels already in the queue for each of the processors. This policy takes the differences in execution time between the various processors into account by using the queuing delay in its decision-making metric. As it turns out, this policy indirectly ends up making the decision to wait for the best processor.
In [16] , AG considers a CPU-GPU system, but we generalize the policy to a heterogeneous system with CPU, GPU and FPGA. This policy examines every device in the system and estimates the total waiting time ߬ in the case that the kernel is assigned to the device ݃. As shown in (1), ߬ comprises of the queueing delay ߬ (time to queue the kernel to the processor ݃) and the data transfer delay ߬ ௗ (time to transfer the data that the kernel requires for successful execution). Also (2) explains that ߬ , the queueing delay is estimated by the number of kernel calls queued on that processor i.e. ܰ and the average execution time of the last ݇ kernel calls on that processor i.e. ߬ .
The heterogeneous earliest finish time (HEFT) policy presented by Topcuoglu et al. [14] is a static scheduling policy which makes its decisions based on a statistically derived rank. Because the policy is static, it has access to the entire kernel DFG beforehand, and using this DFG, the policy first ranks all kernels and then assigns them to processors in order of highest rank first in ‫.ܫ‬ The assignments are made to the processor from ‫ܣ‬ with the least sum of time remaining of any previous kernel and execution time of the current kernel on that processor. This policy was designed to minimize the Ȝ delays in the rank calculations by evaluating dependencies in the DFG. Tasks in HEFT are ordered based on their scheduling priorities using their upward and downward rank. The upward rank of a task ݊ is defined by (3) , where ‫݊‪ܿܿሺ‬ݑݏ‬ ሻ is the set of immediate successors of ݊ , ܿ పǡఫ തതതത is the
average communication cost of edge ሺ݅ǡ ݆ሻ and ‫ݓ‬ ప തതത is the average computation cost of ݊ . It is called the upward rank because it is computed recursively traversing the graph upward, starting from the exit task. The upward rank for the exit task is shown in (4) and the downward rank is defined in (5) .
In (5), ‫݊‪݁݀ሺ‬ݎ‬ ሻ is the set of immediate predecessors of task ݊ . It is called the downward rank because it is computed recursively traversing the graph downward, starting from the entry task of the graph. The downward rank value for the entry task nentry is zero. From these definitions, we understand that the upward rank is the length of the critical path from ݊ to the ݊ ௫௧ , including the computation cost of the task ݊ . The downward rank is the longest distance from ݊ ௧௬ to ݊ , excluding the computation cost of the task itself. The processor selection phase of HEFT has an insertionbased policy which considers an insertion of task in an earliest time slot between two already scheduled tasks, if the time slot can accommodate the computation time of the chosen task. The predict earliest finish time (PEFT) is a static policy presented by Arabnejad et al. [13] that follows a similar process to HEFT except that the ranks are based on a precomputed cost table. This cost table serves as a lookup table that helps the policy in making decisions for allocation of kernel to the processor. The assignments are made to the processor from ‫ܣ‬ with the least sum of value from the cost table and execution time of the kernel on that processor. Just like HEFT, this policy also specifically addresses Ȝ delays in the rank calculations by evaluating dependencies in the DFG. PEFT uses an optimistic cost table (OCT) based on which the task priority is decided and the processor is selected. The OCT is a matrix in which the rows indicate the number of tasks and the columns indicate the number of processors. Each element in the matrix ‫ݐ‪ܶሺ‬ܥܱ‬ ǡ ‫‬ ሻ is the maximum of the shortest paths to ‫ݐ‬ children's tasks to the exit node in the case that the task ‫ݐ‬ is assigned to processor ‫‬ . This value is defined by the formula shown in (6) by traversing the task graph from the exit task node to the entry task node.
In (6), ܿ పǡఫ തതതത is the average communication cost, ‫ݐ‪ሺ‬ݓ‬ ǡ ‫‬ ௪ ሻ is the execution time of task ‫ݐ‬ on processor ‫‬ ௪ , ‫ݐ‪ܿܿሺ‬ݑݏ‬ ሻ is the set of immediate successors of ‫ݐ‬ and ܲ is the number of processors in the system. Also ܿ పǡఫ തതതത is zero if ‫ݐ‬ is being evaluated for processor ‫‬ because the task is going to be executed on the same processor and therefore there is no communication cost. And finally, to make assignments, task priority is calculated using ‫݇݊ܽݎ‬ ௧ as defined in (7) .
IV. ALTERNATIVE PROCESSOR WITHIN THRESHOLD
In this section, we introduce a new scheduling heuristic for heterogeneous systems, called Alternative Processor within Threshold (APT). APT is a dynamic scheduling heuristic that adds flexibility to MET, a flexibility that can be tuned to the degree of heterogeneity of the system. This flexibility offered by APT, makes it more lenient in making the kernel-toprocessor assignment instead of always waiting for the best suitable processor to be available.
APT maintains a list of tasks as they arrive for execution. This list can be referred to as a queue because it is filled on first-come, first-serve basis while also maintaining the computational and the data dependencies among different kernels. If there are tasks that are ready to be scheduled, each task in this queue gets a fair chance to find a suitable processor for execution. For a chosen task vi from the queue, APT finds a processor which has the minimum execution time for vi. The minimum execution time can be found from the entries for vi in a lookup table. The lookup table consists of the execution times for different kernels (for different data sizes) on different processors and we refer to the processor with the minimum execution time for given task and data size as pmin. the execution times (in milliseconds) of a kernel for a data size on different processors. For example, the third row indicates the execution times in milliseconds for the matrix inversion kernel for a matrix that has 836 rows and columns, therefore the data size is 698896 (836 ൈ 836). In an ideal case, pmin will be available (it is not executing any other kernel) and vi is assigned to pmin. But pmin can be busy executing some other task vk and now the policy must make the critical decision to wait for this processor to be available or to assign the task to an alternative processor. APT uses a threshold constant (customizable as per policy's demand), that decides if vi should be allocated to an alternative processor (palt) or should the policy wait for pmin. Trying to allocate the task to an alternative processor is the difference in APT when compared to MET, which will wait for the best processor to become available. On the other hand, SPN will always assign the task to the next processor available instead of waiting. In the proposed policy, the assignment is made only if the difference between the best two processors is within a certain threshold. This assignment to an alternative processor can keep the system busy, while also reducing the waiting time.
The concept of finding the alternative processor is very important in understanding APT's functioning. If x is the execution time of kernel vi on pmin (which can be found from the lookup table) and Į is the customizable variable, then the threshold for kernel vi, can be using (8) .
Because the alternative processor will have the execution time greater than x for kernel vi, the value of Į must be greater than or equal to 1. Also, if vi is dependent on some previous task (vprev executing on processor pprev) for data, then the transfer time for that data from pprev to the contending processors is also crucial in choosing palt. With this understanding, we can define the alternative processor palt for kernel vi as "a processor for which the addition of execution and the data transfer times is less than or equal to the policy's established threshold, and is available to execute kernel vi". Also, if there are multiple processors available within the threshold limit, then the processor with the smallest sum is chosen as palt. The purpose of defining a threshold is to address the trade-off between waiting for the best processor and assigning the task at hand to an alternative processor. Į's value determines how large or small the threshold is, which governs the degree of flexibility of the heuristic in choosing the alternative processor. As we will see, this degree of flexibility will affect the efficiency of the scheduling policy depending highly on the degree of heterogeneity of the system. The proposed algorithm for APT is formalized in Algorithm 1.
Alternative Processor within Threshold
The algorithm starts by setting the threshold for the policy and then it is always waiting for new tasks to be allocated to the processors. A closer look at the algorithm can help us understand that a larger threshold means that in the case when pmin is not available, the policy is willing to sacrifice on the least execution time rather than waiting. And a smaller threshold signifies that the policy is very stringent in choosing the alternative processor and is not designed to allow a lot of slack in terms of execution time of the kernel. But the overall effect of the threshold is influenced also by the heterogeneity of the system. To get the best results, a good balance of Į value is to be found with respect to the heterogeneity of the system.
A. Methodology
We have developed a software to simulate the distributed hardware heterogeneous system, the incoming stream of applications as a workload for the system, and the different scheduling policies.
The simulated heterogeneous system comprises of commercial-off-the-shelf (COTS) CPUs, GPUs and FPGAs and each communication link is based on PCI Express (PCIe). The number of processors of any type are customizable in the software and so is the communication bandwidth between the processors. This helps in creating a simulator for any kind of heterogeneous system with different kinds of processors. For our work, we have used the system with one CPU, one GPU and one FPGA.
A stream of applications serves as an input to the scheduler of the heterogeneous system which can be represented as a DFG of kernels. An input stream can have multiple applications and each application can have multiple similar or distinct kernels. The kernels within the application can be independent of one another too, and kernels may have data or computational dependencies among them. This input stream can have as many applications, and there is no specific number of instances or order in which the applications occur. We have used two types of input streams for our work, 1. input stream without any dependencies and 2. input streams with dependencies, which we will henceforth refer to as DFG Type-1 and DFG Type-2 respectively. Fig. 2 is an example of DFG Type-1 with 9 kernels. For this type, if there are a total of ݊ kernels in the input, then the graph generated will have all the ݊ kernels available for execution in parallel with no data or computational dependencies. And for DFG Type-2, if there are a total of ݊ kernels in the input, then the graph generated will have data and computational dependencies among kernels as shown in Fig. 3 . There are individual kernels and a group of kernels with computational and data dependencies. There is also a kernel graph block with a diamond like structure with one kernel each at the top and bottom, and multiple independent kernels in the middle. There are three such kernel graph blocks in any graph of DFG Type-2, just as shown in Fig. 3 . When the number of kernels in the input changes, the structure remains the same, for both the types of graphs. The only thing that changes is the number of kernels available for execution in DFG Type-1 and the independent kernels in kernel graph blocks of DFG Type-2. The graphs generated using a software tool developed by this research group to serve as the input to the scheduling policy. These graphs were generated randomly by combining kernels in different orders and each kernel has different data size, therefore ensuring that the scheduling policies are evaluated without any bias and the results can be extrapolated to any stream of applications. We have 10 input graphs for both, DFG Type-1 and DFG Type-2 generated using the software described above and each graph of a type has different order and number of kernels. The number of nodes in each input graph varies from 46 to 157 nodes and the connectivity among the nodes varies from graph to graph in the Type-2 case graphs. A brief description of the kernels that are chosen to be a part of the workload for the stream of applications is as follows:
• Needleman-Wunsch (NW): A dynamic programming algorithm used for optimal sequence alignment [26] . It is a nonlinear global optimization method that is used for amino acid sequence alignment in proteins. Because the Needleman-Wunsch algorithm finds the optimal alignment of the entire sequence of both proteins, it is a global alignment technique, and cannot be used to find local regions of high similarity.
• Breadth First Search (BFS) -An algorithm to
traverse a graph in search of a node or a path, usually starting from its root node. In this algorithm, all immediate unvisited neighbors are inspected and for each of these neighbors, their own unvisited immediate neighbors are visited.
• Speckle Reducing Anisotropic Diffusion (SRAD) -
This is an algorithm based on partial differential equations and used to remove speckles from images and is widely used in ultrasonic and radar imaging applications. It is the edge-sensitive diffusion for speckled images. This is similar in ways that the conventional anisotropic diffusion is the edgesensitive diffusion for images corrupted with additive noise. Apart from perfectly preserving edges, SRAD also enhances edges by inhibiting diffusion across edges and allowing diffusion on either side of the edge. 
• Gaussian Electrostatic Model (GEM)
, where ‫ܫ‬ is an identity matrix of the same dimensions as that of ‫.ܣ‬ The reason for using these kernels is to have a varied representation of dwarfs, covering different algorithmic demands on the heterogeneous hardware available. We use these kernels in the stream of applications and their execution times in the lookup table. These kernels and the used hardware platforms to attain execution times for each of them are shown in Table III . In our work, we make a generalization that the execution time for any given kernel belongs to the category of the platform. This means that we have the execution times on the Intel Core i7 2600 CPU for the kernel matrix-matrix multiplication from the work of Skalicky et al. [4] , and not on AMD Opteron 6272 (CPU used by Krommydas et al. [22] ); but we will assume that this is the execution time for the category CPU, irrespective of the exact CPU configuration. Similarly, we will also assign the execution times to the categories GPU and FPGA, and not the specific configuration of hardware.
Using PCIe 2.0 the data rate per lane is 500MBps, we varied the number of lanes to be 8 and 16 so that we can understand the effect of varying the data transfer rates on the performance of APT. With 8 lanes (x8) and 16 lanes (x16) we would achieve an approximate throughput of 4GBps ሺͷͲͲ ൈ ͺሻ and 8GBps ሺͷͲͲ ൈ ͳሻ respectively. In our work, we maintain the data transfer rates between all processors to be the same i.e. if the rate is 4GBps, then it is the same from the CPU to GPU, GPU to FPGA and CPU to FPGA. Since APT considers the data transfer time when assigning kernels to processors, we vary the data transfer rates to observe its impact on the kernel-to-processor assignment decision. But we also know that there will be no impact of varying the data transfer rate on DFG Type-1 graphs because there are no dependencies among the kernels in such graphs. On the contrary, DFG Type-2 graphs have dependencies among kernels and we expect to see some differences for various data transfer rates.
Once the system starts receiving kernels to be executed, it is the job of the scheduler to assign tasks to a processor and this decision of assignment of any task to a processor is made by the scheduling policy. The scheduler also has access to a lookup table which has execution times of a variety of kernels (each belonging to some dwarf category) from the works of Skalicky et al. [4] and Krommydas et al. [22] for multiple data sizes on different processors. Using these execution times is one key difference in our work when compared to other efforts. This lookup table is a medium of generalizing and estimating an approximate execution time of any kernel on any kind of processor in the heterogeneous system. Following its own strategy and using this lookup table, in the case of dynamic policies, the scheduler assigns all the incoming tasks and generates a log of the schedule in which the tasks were assigned to different processors. For static policies, the scheduler generates a log of the schedule that it had generated beforehand over multiple iterations of constraint optimization.
V. RESULTS
A. Comparison of schedule generated by APT and MET.
As an example, we will consider a simple workload of DFG Type-1 with Į equal to 8, that illustrates how the schedule for APT differs when compared with MET. In this example, there are only 3 types of kernels BFS (3 occurrences), NW (1 occurrence) and CD (1 occurrence). The actual execution times of these kernels in milliseconds on different processors are as shown in Table IV . These kernels have far apart execution times on different processors, making them key contenders for our work.. In Fig. 4 , we show the different schedules generated by MET and APT for a simple workload and to simplify the example, we do not consider the transfer times. The first column indicates the kernels allocated to CPU, the second column to GPU and the third column to FPGA. The last column is the time stamps when there is a new allocation to a processor or when a kernel ends execution on any processor. Therefore, each row represents a state that the system is in at any given time and how it progressively changes from row to row. The value in last column for each row is when the system entered that state of kernel allocation. The states with the gray background are the ones where APT makes a different decision when compared with MET. The kernel BFS has the FPGA processor as ‫‬ but it is busy executing kernel number 1 (BFS) on FPGA. Now there is a BFS kernel (kernel number 2) that needs to be scheduled so APT looks for ‫‬ ௧ and the GPU satisfies the condition of threshold ሺͳ͵ ൏ ͺ ൈ ͳͳʹሻ i.e. execution time on GPU is less than the threshold (Į ൈ execution time on FPGA). Therefore, APT assigns kernel number 2 (BFS) to GPU. As a result, in this specific example, the execution time changes from 318 ms to 212 ms, since APT avoided waiting for the FPGA to be done with the BFS kernel.
B. Performance comparison of total execution times.
In this section, we discuss the total execution times generated by all 7 scheduling policies for 10 distinct graphs of DFG Type-1 and DFG Type-2 with 4 and 8 GBps data transfer rates between all processors. We will explore different Į values and their connection with the application's and system's heterogeneity. In Table V , we see the total execution times for all polices when the Į value in APT is set to 1.5. Each row in the table indicates the total execution time for that graph. The cells colored yellow are the ones with the least execution times and the red cells are with highest execution times. We see that APT performs better than all other scheduling policies for 9 out of 10 graphs and the execution times are the same as that of MET for these graphs. MET outperforms APT for the first graph because the randomly generated graph happened to have a lot more kernels with relatively smaller execution times, like MatMul, MI, CD; and lesser kernels with larger execution times, like NW, BFS, SRAD and GEM. The generated schedule for this graph shows that at one instance, the order of kernels causes the policy to assign a kernel with higher execution to execute on an alternative processor, thus an increased total execution time.
Knowing that the chosen kernels in our study have a lot of heterogeneity and so do the processors, the results match with the theoretical expectation of having similar behavior when compared to MET. In this case, an Į value of 1.5 is too small to offer the APT policy any kind of flexibility when ‫‬ for any kernel ‫ݒ‬ is busy. Also, similar execution times for a kernel ‫ݒ‬ on very different processing platform, defeats the purpose of choosing heterogeneous systems. Fig. 5 shows the average execution time of all the 10 graphs for the top 4 performing scheduling policies when APT has Į set to 1.5. This figure shows a comparison of the performance of APT with the other top performing policies. We can see that the best performing dynamic policies are APT and MET; and following them are the static policies HEFT and PEFT. Bear in mind that HEFT and PEFT are static scheduling heuristics. However, being dynamic, MET and APT are performing better than the static ones. On the other hand, as noted above, we do not attain any improvement by setting up this threshold in our new proposed policy. The reason for this is that the Į value in this case is too small to make a difference, given the degree of heterogeneity of our system and applications. With the little extra margin of 0.5x the best-case time, even when there is an assignment to a palt, the impact on the overall execution time is minimal. For that reason we explore different values for Į. The goal is to keep Į at a level in which the assignment to an alternative processor will reduce the wait of the workload without hurting the performance of that kernel by too much. In other words, an Į value that is too small limits the cases in which an alternative processor will be chose, while an Į value that is too high will constantly assign to significantly slower processors, hurting overall performance. For that reason, the degree of heterogeneity and Į values go hand-in-hand to provide best performance. Therefore, we vary the Į values to be 1.5, 2, 4, 8 and 16; and compare the performance of APT in Fig. 6 . Each bar represents the average performance for that Į value. As expected, the average execution time decreases till Į reaches a point (in this case 4), after which the average execution time increases, we refer to this trend as the valley. Į = 4 can be referred to as ‫݈݄݀ݏ݁ݎ݄ݐ‬ , APT gives the least average execution time and it outperforms all other scheduling policies for 9 out of 10 graphs. In Fig. 7 , we show the difference in the execution time for the different experiments of DFG Type-1 for the Į value of 4. The average execution time falls 16% in average when compared to the closest performing dynamic policy, MET. This means that a change in the Į value changes the order in which the kernels are executed. Also, the kernels are assigned to different processors as compared to MET, which is the expected behavior as demonstrated in Fig. 4 .
Next, we present the behavior of APT in workloads with data dependencies (Type-2). Figure 8 shown below has the average execution time of all the 10 graphs for the top 4 performing scheduling policies when APT has Į set to 1.5. The performance order of policies from the quickest to the slowest is MET, APT, PEFT and HEFT. Of these top 4 policies, HEFT and PEFT are static. With Į having a value as small as 1.5, we see that APT and MET have the same values for total execution times. Such mimicking behavior is expected from our policy APT because a smaller Į indicates that if the kernels have large heterogeneities, the policy will always look for the best processor ‫‬ . But as we increase the Į value to 4, as in the case of Table VI , we see that the behavior of APT starts changing from that of MET. Execution time is improved 18% in average with Į=4. 9 out of 10 graphs have better results with APT when compared to other policies Fig. 9 shows the results of varying Į from 1.5 to 16. Two bars for each Į value represent the average performance for a different data transfer rate. As expected, the overall execution times are reduced slightly when the transfer rate in incremented, however, there is little difference in the average improvement when compared against the same data transfer of the best performing scheduling policy (MET), staying around 17 th for both 8GBps and 4GBps. In Fig 10, we see the difference in execution times for different experiments of DFG Type-2 for the Į value of 4. From Fig. 7 and Fig. 10 , it can be concluded that with a suitable Į value, APT outperforms MET in almost all experiments for both kinds of workloads. 
C. Performance comparison of Ȝ delay times.
In this section, we discuss the scheduling delay, Ȝ times generated by all 7 scheduling policies for the 10 graphs of DFG Type-1 and DFG Type-2, where Į is set to 4 for APT. We choose Į's value to be 4 because that is the value for which APT outperforms other policies. This delay represents in simple words the amount of time that a kernel is waiting to be executed. Since this work plays with the idea of making assignments to alternative processors, it would be expected that the Ȝ delay will be reduced under the new APT heuristic. However, an assignment to a excessively slow processor will increase this delay for other kernels in the queue, due to data dependencies or keeping optimal processors occupied for too long. However, we see, as expected, that our execution time savings come indeed from a reduction in this Ȝ delay, rather than a reduction in the actual time that kernels use the hardware. Table VII and VIII show the Ȝ delay times generated by all 7 scheduling policies (with Į = 4 for APT) for 10 graphs of DFG Type-1 and DFG Type-2 respectively, with 4 GBps data transfer rates between all processors. It can be seen in Table VII that for 8 And in Table VIII , we see that the Ȝ delay time of APT is lesser than all other policies for all the 10 graphs. One key observation we find here is the large waiting time for the policy SPN. Since the policy's strategy is to assign the process with the shortest processing time, the dependencies in the graphs add a lot of waiting time. Also, the policy always assigns if there are available kernels and free processors, so the policy assigns the kernels to the worst processors and has the highest scheduling delay along with the some of the highest total execution times. Apart from achieving smaller Ȝ delays, we observe the Ȝ delay times to exhibit the valley on varying the Į values from 1.5 to 16. This behavior can be seen in the Fig. 11 and Fig.  12 shown below for DFG Type-1 and DFG Type-2 graphs respectively. This valley in Fig. 11 and Fig. 12 is a characteristic of APT, emphasizing the importance of choosing the right Į value in accordance with heterogeneity of the system and the kernels in the applications. 
D. Evaluation of performance enhancement.
The improvement gained by APT for total execution time and scheduling delay (Ȝ delay) is calculated using the formula in (13) and (14) respectively. For better understanding of comparison, the second-best policy can only be a dynamic policy like APT. ൈ ͳͲͲ ሺͳͶሻ
In Table IX , we show the execution and Ȝ delay improvements observed for different Į values of 1.5, 2, 4, 8 and 16; for both the types of graphs, DFG Type-1 and DFG Type-2. The average execution and delay times are for the case when the transfer rate is 4 GBps. As observed from the graphs shown before, the average execution times and Ȝ delay times are not very different for the transfer rates 4 GBps and 8 GBps, therefore the difference in the improvement is also negligible. We see that for Į value of 4, the average performance of APT is better for both the types of graphs.
The negative values in the table indicate that the second best dynamic policy is better than APT for that Į value. This is the case for Į values 1.5 and 2 in the case of DFG Type-1 graphs and Į values of 2, 8 and 16 in the case of DFG Type-2 graphs. This means that the performance of the policy is dependent on the heterogeneity of the hardware system and choosing the right Į value is key for optimal performance. Last, we can see that the percentage of improvement is higher for Ȝ than for the overall execution time, as it is expected since we are making quicker assignments at the cost of lower performance for the specific kernel. The key point is that overall, the performance benefits from this lower wait period and assignment to second-best processors 
VI. CONCLUSION
As heterogeneity tends to be present high performance computing and the diversity of platforms grows, it is important to evaluate and rethink the role that the degree of heterogeneity has in scheduling tasks across platforms. In this paper, we have presented a scheduling policy with added flexibility to assign kernels to hardware platforms. When the optimal processor is busy, the kernel next in the execution queue can be assigned to an alternative processor with higher expected execution time. How much execution time we are willing to sacrifice is pondered by a threshold that varies depending on the degree of heterogeneity of the system. This idea was tested through simulation on a CPU-GPU-FPGA system using real, measured execution and transfer times for each kernel and data size. The conclusion is that the threshold must be carefully tuned in order to attain performance improvements, but overall our Alternative Processor within Threshold approach can reduce execution time by 16% and 18% in average when compared to the second best scheduling policy for workloads with and without data dependencies respectively. In the future, we will consider the remaining execution time in the optimal processor before deciding whether to assign to an alternative processor, as part of the scheduling heuristic, which will improve our current savings. Avg. delay times in milliseconds ɲ values 4 GBps 8 GBps
