Psychological bias towards, or away from, a prior measurement or a theory prediction is an intrinsic threat to any data analysis. While various methods can be used to avoid the bias, e.g. actively not looking at the result, only data blinding is a traceable and thus trustworthy method to circumvent the bias and to convince a public audience that there is not even an accidental psychological bias.
Introduction
The electric dipole moment (EDM) of the neutron is a fundamental observable in particle physics that may directly relate to the observed dominance of matter over antimatter in the Universe. It has been sought after for almost seven decades, with ever-improving sensitivity, but to date all experimental results have been compatible with zero [1] . However, many theoretical models beyond the Standard Model naturally predict values that are close to current experimental sensitivities [2, 3, 4] . Thus, depending upon their outlook, scientists analysing the data from EDM experiments may be biased unintentionally towards a result that favours their own expectations of either seeing, or not seeing, a statistically significant signal. Data blinding removes this psychological bias and, if applied properly, does not introduce any other bias. In experimental particle physics, blinding has been used quite commonly for many years [5] , but to date it has not been applied to any neutron EDM measurement.
In general at least three different types of blinding can be distinguished:
1. Data corresponding to a region of interest is withheld from the analysis team, or, correspondingly, "fake" events can be added to obscure the signal. This is often the case in discovery experiments (e.g. searches for rare decays [6] , dark matter [7] or gravitational waves [8] ).
2.
For precision experiments with a non-zero value, the observable of interest can be scaled by an unknown factor [9] .
3. For precision experiments with a zero or close-to-zero value, an unknown offset can be applied to the observable [10] .
The third of these is obviously applicable to EDM experiments, and it is the approach that we have adopted for the nEDM experiment at the Paul Scherrer Institute (PSI) [11] . In deciding to modify the observable, one can choose to do so either by changing an aspect of the experiment itself, or by modifying the data post hoc. The latter has the advantage that it does not change or corrupt the experiment, and a hidden set of original data can be stored for security. Thus, if the blinding were to affect the data quality in any way, e.g. by reducing the sensitivity, or by introducing a new bias, the original data can still be used in the knowledge that the final result is unaffected by any systematic effects that may have been introduced through blinding.
Experimental overview
In nEDM experiments the target observable is the dependence of the neutrons' Larmor precession frequency upon an applied static electric field [11] . A set of ultracold neutrons (UCN) is polarized and then stored in a volume within a stable and highly uniform magnetic field. In most experiments to date the frequency measurement is based on Ramsey's technique of separated oscillatory fields. Two spin-flip pulses which induce each a π/2 flip through transverse oscillating magnetic fields are applied. The two pulses must have a well-known phase relation and were kept in phase at all times during our data taking. Between these pulses the neutron spins can precess freely. If the spin-flip frequency is in perfect resonance with the Larmor frequency of the neutrons, they will have undergone a π spin flip by the end of the procedure. If not, the accumulated phase difference, a highly sensitive measure of the difference between the Larmor and reference frequencies, will result in a partial spin flip. The neutrons are then counted in a spin-sensitive detector. By repeating such measurements while scanning the reference frequency, and plotting the final neutron spin state versus that frequency, a Ramsey fringe pattern emerges. For a non-zero EDM value the pattern will shift when the electric field direction is reversed, which is done periodically. Typically an entrance spin flipper is present, in our case called SF1, which will invert the initial neutron spin orientation if employed. Alternating its state is used to investigate the influence of systematic effects. The same purpose have changes of the magnetic-field orientation and a variation of the magnetic-field gradient.
During the 2015/16 data taking campaign at PSI [11] we typically detected about 10000 polarized UCN after having stored them in a volume of 22 litres within a highly uniform magnetic field of approximately 1 µT. Each single measurement, called a cycle, was composed of two π/2 spin-flip pulses of a frequency of about ν L = 30 Hz applied for a duration of t = 2 s each and a free precession period of T = 180 s before the UCN were counted. The detector simultaneously measured spin up/down neutrons in two branches which each consisted of a controllable spin-flipper, a magnetized spin analysing foil, and 6 Li based neutron detectors that were read out via scintillators and photomultiplier tubes [12, 13] . Timestamp, integrated charge and channel of every event were recorded in the data files. A set of cycles carried out with a stable magnetic field configuration, but with variation of the applied electric field, was called a "run". During a run, lasting for up to several days, and typically consisting of several hundred cycles, the spin-flipper configuration in the detector was changed every four cycles, and the entrance spin-flipper status (the spin orientation of the neutrons let in) was changed every 112 cycles.
The measured number of neutrons N ↑,i and N ↓,i for the particular spin states of each cycle i will lie in every single run on a Ramsey pattern. In case SF1 is off this can be modelled as
whereN ↑ andN ↓ are the expected number of neutrons at full depolarization, and α ↑ and α ↓ are called polarization (or "visibility") parameters. "Spinup" (↑) refers to neutrons with the spin polarisation anti-parallel to the magnetic field B 0 , and therefore with the magnetic moment parallel to the field. They are also known as "high field seekers". When SF1 is off, this is the state in which they enter the bottle and is thus their state before the Ramsey sequence is applied. The phase φ i is
where ν L is the Larmor frequency, ν F,i is the spin-flip frequency applied in that particular cycle, and the fringe width ∆ν is
with T and t being respectively the free-precession time and the duration of each spin-flip pulse. A fit of Eqs. (1)-(3) to the data yields the Larmor frequency. The steepest part of the slope, i.e. where φ i ≈ ±90°, is most sensitive to variations in frequency. Thus the spin-flip frequencies are configured to operate sequentially at four working points (see points in Fig. 1 ) close to this condition with a detuning of about 5% of the fringe width in order to have some sensitivity also to further experimental parameters such as α and the asymmetry of the detector efficiency.
In the presence of an EDM d and an applied electric field E parallel to the magnetic field B, the resonant frequency ν L shifts by
with h being the Planck constant. Unfortunately, any change of the magnetic field also causes a corresponding change of the Larmor frequency. We use a mercury co-magnetometer to correct for magnetic-field fluctuations by taking the ratio of the measured frequencies R = ν n /ν Hg [14] . However, although the (thermal) mercury atoms populate the storage cell rather uniformly, the UCN have such low kinetic energies that they sag a little under gravity. Any vertical gradient of the magnetic field therefore results in a different average value of the magnetic field for the two species. This in turn leads to a small shift in the mercury-corrected neutron Larmor frequency. For a given vertical gradient, this shift is in opposite directions for the two different orientations (up vs. down) of the main magnetic field. Furthermore, there is a systematic effect leading to a significant false-EDM arising from a conjunction of the vertical magnetic-field gradient and the relativistic motional magnetic field seen by the mercury atoms (in particular) as they move through the electric field [15] . We therefore need to interpolate our measured EDM results to zero magnetic-field gradient. As we do not have an absolute gradiometer, we intentionally apply small magnetic-field gradients using trim coils in order to determine the situation at zero gradient from the intersection of the two curves arising from the two magnetic-field directions [11, 16] . Hence, it is important that we have a blinding offset instead of a blinding factor, in order to avoid any interference with the interpolation of the curves.
3 Data blinding
Blinding concept
Any blinding method must shift the measured Larmor frequency in correlation to the electric field, while leaving all other observables unaltered. The following blinding procedure were considered by our collaboration: For example:
• Application of a shifted spin-flip frequency with respect to the recorded value during the experiment. However, this would modify the experiment in an insidious manner as the change in actual physical conditions applied would be correlated to the electric field changes. This could therefore potentially introduce systematic effects, and, additionally, it would be irreversible so one would have no possibility to investigate it a posteriori.
• Notation of a shifted spin-flip frequency with respect to the actually applied would require also subtle adjustments of all other magnetometer readings in order not to immediately reveal the shift by comparison. In our case this would have meant to adjust consistently a total of 16 magnetometer readings (1 HgM and 15 CsM) [11, 17] . A haunting task.
Both of these suggested techniques would mimic an EDM according to the usual analysis strategies. However, they would not have exactly the same appearance as an EDM signal, and thus it would ultimately be fairly trivial to identify them as fake signals. Note, that neither manipulating the applied nor the recorded value of the electric field can be used to introduce a blinding offset. The remaining variable that can be modified is the neutron counts. The primary difficulty in that case is that, since the required shift depends upon the neutron counts themselves, a partial but automatic analysis of the data must be done during data taking in a fully defined way, before starting the actual data-taking campaign. This was the approach that we have adopted for the nEDM experiment, and its implementation will be described in detail in the following sections.
Algorithm
The blinding algorithm does operate stepwise. First the necessary parameters are extracted from a full run (Sec 3.2.2). Then the phase of each cycle, the so called working point, is determined (Sec. 3.2.3), before the count numbers of each cycles can be modified (Sec.3.2.4). We start with explaining how to calculate the number of neutrons that must be modified.
Calculation of the number of neutrons to be transferred
In order to generate an E-field dependent frequency shift a small number of spin-up neutrons have to be reclassified as spin-down, or vice-versa. See Fig. 1 .
We follow Eqs. (1), (2), (3) and (5) as well as the first-order Taylor expansion δN = d dφ N δφ to find the number of neutrons that need to change state:
Note that the orientation of E is relative to the magnetic field B. Furthermore, the sign has to be reversed if the neutrons enter the chamber in the spin-down state. At this point, we make the convenient approximation thatN ↑ =N ↓ =N /2, whereN is the total number of neutrons counted on average per cycle. This is reasonable in light of the performance of our spin-analysing detector [12, 18] . The total number of neutrons per cycle is N i = N ↑,i + N ↓,i . We assume further that α = α ↑ = α ↓ is identical for the two spin states, which is, again, reasonable and supported by the data. Therefore,
We will discuss below the implications of removing the assumptions thatN and α are identical for the two spin states, and that the use of N i is justified and preferable toN . In case SF1 is on, all points and lines must be mirrored at a horizontal line at N = 7500. For clarity the strongly exaggerated values |sin φ| = 0.951 and d = 3 × 10 −23 e cm have been used here.
Typical values for the nEDM experiment areN = 15000, α = 0.75, |sin φ| = 0.99, T = 180 s, t = 2 s, and E = 11 kV/cm. Thus an EDM offset of 1.0 × 10 −25 e cm would require a shift of about 3.39 neutrons in each cycle. In terms of signs, bearing in mind that the neutron has a negative magnetic moment, if B and E are parallel and no spin flip was applied at the entrance, a positive EDM would reduce the precession frequency. This would shift the Ramsey curves towards smaller frequencies, which means that neutrons measured at a working point above the resonant frequency shift from the spin-down detector to the spin-up. Neutrons that are measured below the working point do shift from down to up, correspondingly. Figure 1 illustrates this reclassification and the resulting shift.
Obviously, it is impossible to shift a non-integer number of neutrons in a single cycle. One could simply round the number, but this would effectively cause a granularity of ∼ 3 × 10 −26 e cm in the available blinding offsets. However, we can add to δN a small random number with a normal distribution, and round the sum to the nearest integer number. The choice of the width of this normal distribution was driven by two facts. On the one hand, a small width does not smooth the granularity sufficiently. On the other hand, a large width adds noise to the neutron count rate and thus to the nEDM value. We found a suitable compromise to use a standard deviation of 2 counts. In this case the granularity is sufficiently suppressed that the result differs from a flat distribution by less than 10 −7 .
As mentioned above, this algorithm assumes the sameN and α for each of the two spin states. If this were not to be the case, a direct transfer of neutrons from one spin state to the other would not be appropriate. Instead, one would have to analyse and treat the two states separately, and neutrons would have to be added to or deleted from the spin-up and spin-down arrays as required. While this is trivial if the neutron data merely consists of a simple sum of counts per cycle, it is a substantial effort for a more detailed data format such as our list of charge and time per event. An approximation of the level of asymmetry for which the extra effort would be necessary is given in section 3.8.
Determination of α and detector asymmetry
Before the data can be blinded one has to determine α and ν L . While α is sufficiently constant throughout an entire run, ν L might change from cycle to cycle and must be corrected with the mercury co-magnetometer. We therefore refer to it as ν L,i and write
where γ n and γ Hg are the gyromagnetic ratios of neutron and mercury respectively, ν Hg,i the frequency obtained from the mercury magnetometer, and the phase Φ accommodates any difference in the average magnetic field sampled by the two species. We had measured the ratio of gyromagnetic ratios in a previous experiment [19] . For the blinding algorithm we used a fixed value of γn γHg = 3.8424574. As magnetic field gradients were not changed during a run, Φ kept the same value throughout all cycles of the run. Using Eq. (9) we can rewrite Eqs. (1), (2) and (3) to obtain the function
to which we fit the data in the following form:
The independent variable x is beneficial for the fit algorithm. It represents the frequency difference between neutron resonance and applied spin-flip drive. The parameter A m in Eq. (10) is the detector asymmetry, which originates from the slightly different efficiencies of the two detector arms counting each spin state.
Every four cycles we invert which detector counts which spin state by activating and deactivating spin-flippers that are mounted inside the detector arms [12, 18, 13] . This results in a "Normal" and an "Inverted" configuration, with asymmetries A N and A I respectively. The value of each A m is very constant throughout a run, but we retained it as a fit parameter to accommodate for long term changes. Consequently, the data contains two collated subsets and the fit must be conducted as a simultaneous fit, within which α and Φ are common parameters while A N and A I apply to the respective partial data sets only.
Calculating the number of neutrons to transfer
After having carried out the fit on the full run we can use Eq. (7) to calculate the number of neutrons to be transferred for each cycle. However, we still need to determine φ i . This may be done either via Eqs. (1) and (2):
or via Eq. (3):
We have implemented the first variant, as it is more robust in instances where a single cycle has a bad mercury reading. Note also that this variant uses Eq. (13) to determine the sign of φ i .
Transferring neutrons
The data files are an event-driven list where each entry consists of a time stamp, the integrated charge recorded at the time, and the identification number of the photomultiplier tube (PMT) that observed the event [13] ; if the charge exceeds a certain threshold then the event is classified as a neutron detection. Each of the two detector arms, one per spin state, consists of a set of nine PMTs. In order to reclassify the spin of a neutron it is therefore sufficient to add 9 modulo 18 to the recorded PMT number. A neutron that is to be transferred is chosen by randomly selecting an event from the list, and then checking whether it is suitable to be moved across: the requirement is that there must be a minimum separation in time between the event in question and the previous and subsequent events. We apply this to both the source and the recipient channel. The reason is to avoid the transfer of events for which the charge is split between neighbouring PMTs, or where the baseline correction algorithm has or would have to modify the charge [20] . If the event is not suitable, another randomly chosen event is tested until an appropriate one is found.
Choice of the blinding offset
It is needless to say that the value of the blinding offset must be kept secret from the analysis teams. In order not to provide any indirect psychological bias as to what it might be it should be randomly chosen from a distribution that allows a wide range of values. It is convenient for its modulus to be larger than the known upper limit of the nEDM, since this allows a "sanity check" of having a sign that can be confirmed for consistency prior to publication of results (see Sec. 5). At the same time, it should be sufficiently small in order to guarantee that the shift is in the range of the linear slope of the Ramsey pattern.
Any error in the calculation of the number of neutrons that are shifted by the blinding process will add noise to the EDM signal and therefore make it more difficult to look for effects and correlations that might indicate possible systematic effects such as the motional-field effect described above.
For the nEDM experiment we chose a combination of four Heaviside step functions that together define a range of ±15 × 10 −26 e cm and exclude a modulus smaller than 5 × 10 −26 e cm. We then blurred this function with a Gaussian of width ±1.5 × 10 −26 e cm. We also explicitly excluded the extremely unlikely possibility that the tail of the Gaussian would extend beyond ±1 × 10 −24 e cm, in order to ensure that we stay within the linear region of the original Ramsey fringe. One could argue that this latter step represents a small psychological bias, but -notwithstanding the previously existing world limit -a one-day measurement without blinding leads to the certain conclusion that the true neutron EDM value must be smaller. Finally, we also excluded a modulus of <1 × 10 −28 e cm for technical reasons, since when communicating between different programs we use a value of exactly zero for cycles that should not be blinded at all, e.g. those with no applied electric field. Figure 2 shows the probability distribution of the blinding offset.
Secondary blinding and reblinding
The nEDM collaboration decided before data taking to have the analysis carried out by two independent teams, referred to as Eastern and Western, loosely reflecting the geographic distributions of the involved institutions. In order to allow them to communicate without introducing a bias in case of any discrep- Figure 3 : Illustration of primary and secondary blinding. Each analysis group has access only to their respective blinded data set, "Eastern" or "Western".
ancy over the mean value of the EDM, it was decided that in addition to the first-stage "primary" blinding we would use exactly the same algorithm to apply a separate "secondary" blinding that was distinct for each group, i.e. with a different offset. Figure 3 illustrates this process. During the early days of data taking some concern was expressed that the automatic fitting algorithm might not work properly in all cases, or that some important properties of the data might be hidden as a result of the blinding, or that some other similarly unexpected events might make it necessary to significantly change the blinding algorithm. In order to provide a consistent data set in any of those cases, it would be necessary to run a modified blinding program again from scratch on the raw data. However, since the first set of blinded data would by then already be available to the analysis teams, it would be trivial for them to compare two versions of the same data file, and by leaving out all mismatching events they would have an unblinded data set with a statistical significance close to the original data set. In order to avoid such a scenario we made sure that our pseudo-random number generator delivers reproducible numbers, and that the neutrons that are transferred are selected reproducibly. Thus, if e.g. one version of the blinding algorithm shifts seven neutrons and the other eight within a given cycle, the two resulting files would only differ by one neutron for that cycle. Therefore, a reblinding using the same or similar offset and a slightly modified algorithm can be carried out without danger of inadvertent unblinding. It shall be mentioned that reblinding with an offset of opposite sign would immediately reveal both offsets.
In addition to transferring the neutrons between spin states, the blinding algorithm also marks each blinded data file with the date of blinding and the version number of the blinding code in order to ensure that those otherwise very similar files remain clearly distinguishable.
Pseudo-random number generator (PRNG)
In principle, the random numbers used should meet the same strict requirements as those for strong cryptography regarding the prediction of numbers, the correlation between them and the uniformity of their distribution. However, the quantity of random numbers that we need is very small -typically a dozen per cycle for about 50000 cycles, where each cycle gets a new seed. Therefore, a prediction attack to reveal the blinding offset would be extremely unlikely to succeed even if the random number generator is not of highest quality. In con-trast, the quality of the generator is important in terms of non-correlation and uniformity in order to avoid the danger of introducing noise or a systematic bias to the blinded data. The standard PRNG of many computer languages, the linear congruential generator, therefore may be not suitable. Furthermore, for the reblinding it is absolutely necessary that the same algorithm should remain available for a significant number of years. Thus, we wished to avoid any sort of library that may vary either over time or between different computers. We decided to use WELL1024a [21] . The Box-Muller transform [22] was used to convert uniformly distributed to normally distributed random numbers where necessary.
The random seed for each cycle must be reproducible over years, and it must be secret after blinding. Our data format, which, as noted above, is an event list of particle detection per channel and detector, includes a periodic counter of accumulated events per channel. This led to the choice of using a 1024-bit checksum over the last 130 kByte of the unblinded file. Note that if the data files were not to include such a counter, the blinded data file would be very similar to the unblinded one and the seed would not be secret. In such cases an alternative approach would be to use the noise in the detector for the seed creation, e.g. from gamma events. For the secondary blinding, the original unblinded data were used for the seed calculation. This would help if a reblinding at both primary and secondary level were ever to become necessary.
Online blinding
In order to calculate the phase of the actual working point φ i the blinding process requires the knowledge of Φ and α. Yet, this information is available only after a full run has been recorded, since it results from the overall Ramsey fit. Consequently, no blinded data are available before the end of each run. However, it is absolutely necessary to have some live data available for quality checks of the ongoing measurement. An intuitive thought would be to publish a rounded version of the neutron counts in order to disguise the blinding offset. It turns out though, that, in order to make this disguise effective, the rounding must be so coarse that the obtained number would be useless as a quality check. As a solution to this problem, we devised an online blinding mechanism. For this, an additional blinding offset was created randomly for each run. The range for these random numbers with uniform probability distribution was ±1 × 10 −23 e cm and thus about a hundred times larger than the range of the regular blinding offset. The list of used online blinding offsets was stored in a location with restricted access, and has not been used for any other purpose than debugging the program. The online blinding algorithm assumes a zero magnetic field gradient for the calculation of the number of neutrons to be shifted. This is acceptable since within a single run, a constant non-zero gradient has the same signature as a non-zero EDM value. The resulting frequency shift introduced through the online blinding was of the same order of magnitude as the naturally occurring magnetic field gradients, either intentionally introduced by the trim coils, or by external fluctuations. Furthermore, the online blinding assumed perfectly symmetric detector efficiencies and usesN instead of N i . In all other aspects the algorithm was identical to that used for the regular blinding. With the online blinding system in place, it was possible values to make neutron counts available to the user immediately after each cycle without affecting the quality of the data, as far as online checks are concerned. However, these data can obviously not be used meaningfully for any further analysis.
Technical details
The supervisory control and data acquisition system of the experiment was partly modular, with all processes and file handling concerning neutron counting being hosted on a dedicated computer running Linux. Its time was synchronised with all of the other computers, and control communication was done via Ethernet (TCP/IP). Thus, with simple user permissions provided by the file system we were able to restrict access to the binary code of the blinding program, which contains the blinding offset, as well as to the raw data files. It was particularly beneficial that the computer could be started with a common unprivileged account. The DAQ program and thus the blinding process were given different permissions via the setuid bit. Consequently, the blinding process had access to the secret blinding offset and could write data files that standard users could not read.
A typical run of several days generated about a dozen gigabytes of data. With files of this size, the blinding process took several minutes. We obviously desired immediate feedback about the blinding and any potential problems, but we did not wish to block our DAQ system for as long as that. We therefore split the blinding process into two parts. The first part was to select data and to do the fit of α which was reported to the main DAQ and thus to the user. This could be carried out within a second. The process would then fork itself, on the one hand quitting to make the system available for the following run, while, on the other hand, simultaneously carrying out the intensive work of transferring neutron data between the two detectors.
During data taking the blinding program was supposed to run autonomously and without intervention. This meant it had to handle some irregular conditions:
• Data that did not contain EDM information must not be blinded; they were instead revealed immediately. These were typically runs without applied high voltage, or runs with cycles that did not have two spin flips. Such measurements occurred fairly frequently in order to characterise the UCN source, the detector, or the background.
• The fitting process ignored single cycles with a low neutron count rate. We chose 1000 counts as a threshold, as such a low count rate would not be used for nEDM analysis.
• Cycles with an unphysically high count rate were not blinded, since these could effectively disclose the blinding offset. We chose a threshold of 50000 neutrons per cycle, ten times more than during commissioning and nearly three times more than we ever observed.
• Blinding was only applied if the quality of the Ramsey fit was sufficiently good, i.e. χ 2 red. < 3.
In case of doubt the blinding process neither blinded nor revealed data, but rather made a request via E-mail for human intervention.
Manual interventions
Great care was taken to assure maximum non-interactivity of the automatic blinding during data taking. This included handling of unusual circumstances with respect to data quality or malfunctions of parts of the apparatus. Inevitably, due to the complexity of the experiment, some manual interventions in the blinding process were necessary. In these runs the data were assessed by the blinding coordinator in order to either reject bad cycles, and to apply the blinding on the remaining cycles of the run, or divide a run into pieces between magnetic filed jumps and apply the blinding on the parts. The blinding coordinator was not part of any analysis team.
During the data taking in 2015 and 2016, 1072 runs with data files from the neutron detector were completed. Of these, 113 runs were automatically blinded, 14 runs needed manual blinding and 20 runs needed manual revealing. The other 925 runs were revealed promptly. This is important as these were typically special characterization measurements that were required immediately for detailed analysis.
Secrecy
The scenarios we want to protect against are the following:
• During the data analysis process somebody might be inclined to do a test that would be simpler to run on the unblinded raw data.
• If forbidden data exists some human beings are tempted to try accessing them, only to prove that they can.
• Others may seek the challenge that there is something which is claimed to be impossible, namely to decrypt the data or to apply statistical attacks on them.
Any of them might be without malicious intent, but it may lead to accidental display of the blinding secret which is a simple number. The blinding offset was stored using asymmetric encryption with the public part of a RSA-key pair directly after it had been created. The blinding offset together with some metadata only amounts to 192 bits, thus a simple asymmetric encryption is possible. The private key to decrypt the blinding offset was injected into the executable of the blinding program at compile time. Access to the executable program is restricted by file system permissions. The original private key was stored with password RSA encryption using OpenSSL and thus only available to the blinding coordinator. Access to data files was restricted by file system permissions.
These cryptographic and organisational measures were deemed reasonable in order to prevent accidental unblinding of the data. They were easy to implement and did not impact any permitted workflow. Although fairly robust, they are certainly not sufficient to protect against either physical theft of hard drives or manipulation of software with malicious intent. Any further protection would require to restrict physical access to the DAQ computer or its boot process. Encrypted the operation system via a Trusted Platform Module chip is nowadays available and would suffice for this task. However, this would have been a potential impact on the maintainability of the system, especially in case of hardware problems, hence we considered the existing hurdles high enough for our case.
Effects of noise and asymmetry
The blinding algorithm manipulates the data. This includes the use of of random numbers and fit results. This necessary procedure naturally introduces some noise. In this section we discuss the level of this noise and the resulting consequences.
Noise from fractional neutron numbers
In Sec. 3.2.1 we described how a random number (normal distribution with σ = 2) is added to the fractional number of neutrons to be transferred before rounding to an integer value. Solving (8) for d allows one to calculate how much noise is added to the final EDM result due to this this additional random process. Using the average number of neutrons per cycleN = 11400, the average visibility α = 0.75, and the used electric field E=11 kV/cm the additional noise amounts to 7.7 × 10 −26 e cm per cycle. The additional statistical uncertainty for the mean of all 54068 cycles is 3.3 × 10 −28 e cm, which is about 3% of the uncertainty due to counting statistics.
Noise from detector asymmetry
In Sec. 3.2.2 we described the determination of α and A m through fitting. These quantities each have their own statistical uncertainty. The mean of the fit value of the visibility α was 0.75, and the mean of its uncertainty was 0.003. The mean values of the detector asymmetry were A N = 0.032 and A I = −0.036 in 2015; both with a standard deviation of 0.002. In 2016 the mean was |A m | = 0.004(1) with a standard deviation of 0.001. The mean of the individual uncertainties was always below 0.001. Thus in 2015 there was a significant asymmetry. The number of neutrons to be transferred is calculated from these numbers via Eqs. (12) and (8) . At our working points the result of sin(arccos(x)) lies between 0.98 and 0.99 for any x. Thus no matter how large the fluctuations of A m may have been, the resulting noise on δN is much smaller than the noise arising from the integer rounding described in the previous paragraph, and is thus also negligible.
Noise from visibility
The parameter α enters directly in Eq. (8), but as the observed relative uncertainty 0.003 0.74 = 0.004 is also very small, the same argument applies once again.
Noise from neutron number per cycle
In Eq. (8) also the measured quantity N i does enter. Despite being a noisy observable, it does not contribute to any noise in the blinding, since it is the exact value of the number of neutrons for this particular cycle.
Verification on test data
To test the blinding process on real data, we took advantage of the very first data taken before September 13th in 2015. This part of the data set was made available to the analysis teams also without any blinding offset. In addition the same data was blinded with d * = 1.951 × 10 −25 e cm to test the blinding algorithm. These runs have each a statistical sensitivity that ranges from 1.6 × 10 −25 e cm to 2.3 × 10 −25 e cm which accumulates to 3.3 × 10 −26 e cm. The data was analysed in two stages, once in September 2015, right before the decision was taken to continue with fully blinded data acquisition. At this time naturally with a very premature data analysis. And a second time this test was done with an almost final analysis. These tests showed that the blinding algorithm increased the uncertainty by 2 × 10 −28 e cm which corresponds to 0.5% of the statistical sensitivity of the data set. The blinding offset predicted by the analysis matched the applied within 0.2 × 10 −26 e cm which was a tenth of the uncertainty of the analysis. This comparison was done before any unblinding in order to have a better estimate which outcome of the secondary (relative) unblinding should be considered as successful. After the unblinding this test was repeated with the full dataset as described in the next section.
Unblinding
The data analysis teams each worked on a doubly blinded data set, and each ultimately found their own estimator for the blinded nEDM value and its uncertainty. Once the collaboration was convinced that these analyses were complete, a comparison based on appropriate parameters and distributions was done. One comparator quantity is for example the EDM uncertainty. Moreover, since the data taking was organized in sequences, it was possible to check, sequence by sequence, the difference between the extracted EDM and its mean value (averaged over all sequences). This difference could be used to check that the two analysis results showed the same correlations with respect to external parameters.
The first unblinding -which consisted of removing the secondary blinding offset -was decided based on the distribution of this quantity and the agreement on all other relevant quantities.
After this first unblinding it was possible to double check the two analysis with respect to the secondary blinding offset, see table 1.
Thereafter we compared directly the EDM values obtained by the two teams. If any discrepancy would have arisen here, a longer and detailed comparison would have to be carried out at this point. One possibility would have been to run both analysis codes on a subset of data and converge their parameters (e.i. cut criteria) and methods until their results match.
If necessary we could have produced a new set of secondary blinded data, although this would be of limited use since by then both analysis teams would implicitly know their offsets. An alternative blinded data set could have been produced also from the original raw data with a new unknown random offset. Since the two analysis teams were in agreement about the value of the blinded EDM estimator, and after the full completion of the evaluation of all systematic effects, we did proceed to the removal of the primary blinding. The offset itself was revealed and subtracted, to yield a true EDM estimator. In addition though, the same analysis codes (together with the same settings, e.g. for cuts) were applied to the original (unblinded) data set, which had been kept hidden. The result of the direct analysis of this never-blinded data set should match with that emerging from the analysis of the blinded set minus the applied blinding offset. From theoretical estimation as well as from our experience with the early data taken without blinding we did expect this agreement to be on the 10 −27 e cm level. And in the posterior comparison, given in table 4, this was perfectly confirmed. Figure 4 shows a comparison of the blinding offset between the injected blinding and the one predicted by the analysis. The non-zero width of the peaks indicates that the blinding algorithm does inject some noise into individual sequences or cycles. The widths of the Gaussian fitted to the distribution were 0.31(5) × 10 −26 e cm and 0.41(4) × 10 −26 e cm for secondary and primary blinding, respectively. The blinding injected in each cycle some noise as explained in Sec. 3.8.1. Those sequences consisted of 514 cycles in average. Thus, the observed widths are expected since the uncertainty of the mean due to the noise is 0.34 × 10 −26 e cm.
The agreement between the difference of analysis of the blinded data and unblinded data with the blinded offset is marvellous.
The collaboration has always been committed to publishing the final result that emerges from this analysis. In the extremely unlikely event that at this Figure 4 : Difference of analysis on blinded and unblineded data set and the corresponding offset is shown for the two blinding steps. The bin width is 10 −27 e cm. Both peaks are centred well within 10 −27 e cm. Only data of the western analysis and after September 13th 2015 is shown. The eastern analyses yields similar results. point a fundamental flaw emerged requiring some additional change it would have been clearly communicated, explained and justified. Both results, before and after such a final adjustment, would have been made available for public scrutiny.
Costs and benefits
As discussed in Ref. [23] , blinding does have costs. For the method presented here, these costs are primarily the manpower required for the design, implementation and studying of the technique. As noted above though, our blinding does introduce a small amount of statistical noise into the blinded data. This tiny, additional noise contribution will even be removed after unblinding. However, we do not suffer from various costs that are often typical of other blinding techniques. For example, in our case all analysis channels are immediately available, and no signals (other than the true EDM itself) are hidden. There is a very minor caveat in that the analysis of a periodically changing EDM is slightly perturbed, since an artificial signal with the periodicity of the HV polarity change is introduced to the data. This is relevant for our recent search for axionlike particles [24] .
On the positive side, blinding provides a very substantial benefit to the EDM analysis, not only in that it eliminates the effects of an unconscious bias. Since in the past the true EDM result has always been indistinguishable from zero, it is sign insensitive, and as such it is insensitive to sign errors in the analysis. However, once blinded, the signal in the data has a value significantly away from zero, and thus includes a clearly identifiable sign. This sign shows up in the various analysis channels (e.g. with its dependence upon magnetic field gradients), and as such at one point it actually revealed a mistake in an early version of our data analysis.
Possible Improvements
In order to handle the non-integer number of neutrons to be transferred in each single cycle we used a normally distributed random number of width 2 as described in section 3.2.1. Future implementations will use a rectangular probability density function of width 1. This will provide perfect linearity and will reduce the introduced noise by a factor of two, down to the intrinsic minimum.
Summary & Conclusion
We have developed and applied for the first time for an nEDM measurement a blinding technique. Our algorithm modifies only data that has been already recorded. Secondary blinding and the re-blinding option are novel ideas. The noise inserted into the data through the blinding is acceptably small.
