ABSTRACT. We provide general results on the behaviour of the Krasnoselski-Mann iteration process for nonexpansive mappings in a variety of normed settings.
1. Krasnoselski-Mann iterations. Let C be a closed convex subset of a normed space (X, || ||) and consider a nonexpansive mapping p:C -> C. Let {t n } be an arbitrary sequence of real numbers in [0, 1] and consider the sequence of iterates {x n } in C generated by: xo G C (1) x n+ i := (1 -t n )x n + t n p(x n ).
This iteration is often said to be a segmenting Mann iteration [13] , [5] , [6] or to be of Krasnoselski-type [12] , [2] , [7] . In this note we use an iterative inequality due to Goebel and Kirk [9] , [4] , [10] that unifies the basic work of Ishikawa [8] and Edelstein and O'Brien [2] . By refining this inequality-given as Proposition 2 below-we are able to significantly extend certain results on the behaviour of iteration (1) . More precisely, we are able to allow for any sequence {t n } with divergent sum and with limsup^ < 1, while in [17] , [18] {t n } was required to be bounded away from 0. Thus, we cover the case of Cesaro and other summability methods [1] , [5] , [13] .
Throughout, we let y n := p(x n ), and write d{x,y) := ||JC -y\\. We let {JC*} denote iteration (1) commencing at JC*.
LEMMA 1. The following inequalities hold for n and i in N:
The next two inequalities rely more on the linear structure, but do hold in any hyperbolic space in the more restrictive sense [18] . 
In particular
(on using Lemma 1(a)). This is the form we will work with. It enables us to prove the following very general result, which with the additional restrictive hypothesis that {t n } is bounded away from zero, may be found in Theorem 6.6 in [18]. and observe (as in [8] , [4] ) that since limsup{ t n : n £ N} < 1, the product term in (2) is bounded above by exp(KS n ) for some constant K. Thus (2) yields for all n
By using Lemma 1(b) we have
SnKx) < d(x*,x* +n ) + 2d(jt,x*) + e txp(KS n ).

Now write
.y=/ 5=/ £=/ = $"</(*;,#), (using Lemma 1(a) with { JC*} ). Hence we have
Now, much as in [8] or [4] , select n such that
Then (3) yields
, r(x*) are independent of e, we may let e go to 0 to deduce
} for each JC, we reach the desired conclusion.
• Let us recall that p is said to have an approximate fixed point or to be approximately fixed in C precisely when r c (p) = 0. Also, p will be said to be asymptotically regular in
COROLLARY 4. Ifp is approximately fixed then p is asymptotically regular.
PROOF. This is immediate from Theorem 3.
•
LEMMA 5. A nonexpansive mapping p: C -> C is approximately fixed if any of the following hold: (i) p has a fixed point ; (ii) some (each) sequence of iterates {x n } is bounded; (Hi) C is closed and convex and norm bounded; (iv) X is reflexive and C is closed and convex with no non-zero recession directions; (v) C is directionally bounded (in the sense of [19]).
PROOF, (i) is obvious.
(ii) Lemma 1(b) shows that if one sequence is bounded, all are. Proposition 2 in [3] shows that p is asymptotically regular (the argument uses (2) and is an easier variant of Theorem 3). This also will be established in Corollary 9 below.
(iii) is standard and follows from the Banach contraction principle applied to (1 -t)p + tc for c in C and tin (0,1].
(iv) is due to Reich [ 16] . We repeat the relevant argument for completeness. In [ 11 ] it is shown by direct methods that there is a continuous linear functional/* (depending on x) in the unit dual ball such that 
PROOF. By Lemma 6 it is clear that .d(xp,x n )
Since \\x n -x*\\ < \\x -x* \\, lim supd(x n ,xo)/ S n is independent of the initial value JCO [again S n is the sum of the first n scalars t n ]. Since lim supd(x n ,xo)/ S n < ^(jco,p(xo)), it follows as required that lim supd(x n ,xo)/ S n < rcip).
• From now on we assume throughout that £ t n diverges with 0 < t n < 1 -S for some S > 0. 
where the first inequality is a consequence of Lemma 6 with initial value x n . The second follows from convexity of the norm and Lemma 1(a). Now Theorem 3 completes the argument.
• COROLLARY 
Let {x n } be defined by (I). (a) Either {x n } is bounded andp is asymptotically regular or { \\x n \\} tends to infinity. (b) If all closed bounded convex subsets ofC have the fixed point property for nonexpansive mappings then either p has a fixed point or { \\x n \\} tends to infinity.
PROOF, (a) It follows from Theorem 3 and Lemma 6 that, when { x n } is bounded, p is asymptotically regular.
Suppose liminf ||jt n || < oo. Pick a bounded subsequence {*n(jt)} and define R := lim sup ||x n (k) -xo\\. Consider D := {y e C : lim supd(y,x n(k) ) < R}.
&->oo
Clearly, D is closed convex bounded and nonempty. For any y in C we have
d(p(y\x n{k) ) < d(y,x n{k) ) + d(x n(kh p(x n{k) )) sincep is nonexpansive. Asp is asymptotically regular, d(x n (k),p(xn(k))) -* 0-It follows that D is left invariant by p.
Since xo lies in D, the entire sequence does and (a) is proven.
(b) By hypothesis, p has a fixed point and (b) follows.
• COROLLARY 10. Let {x n } be defined by (1) . If {x n } has a norm cluster-point x* then {x n } converges to x* = p(x*).
PROOF. It follows from Theorem 3 that d(x*,/?(**)) = r c (p). By Lemma 6, r c (p) = 0. Since {d(x*,x n )} is a decreasing sequence, we are finished.
• Goebel and Kirk [9] , [4, Theorem 3] show that Corollary 10 holds in any of their hyperbolic metrics when t n is constant, say a.
COROLLARY 11. If C is boundedly relatively compact, in particular if X is finite dimensional, then either {x n } converges tox* -p(x*) or { \\x n \\ } tends to infinity.
PROOF. This is immediate from Corollary 10.
• REMARK 12. Theorem 3 and Theorem 8 continue to hold with essentially the same proof in any hyperbolic space (in the sense of Reich and Shafrir). In consequence the condition that {t n } be bounded away from 0 may be dropped from the appropriate results in both [17] and [18].
3. Two geometric corollaries. We finish by rederiving two essentially known conclusions that exploit the convexity structure of the norm on the space. The first result is the counterpart to Lemma 6, and the comment following it. THEOREM 13. If the dual norm on X* is strictly convex then there is a functional f in the dual unit ball such that, independent ofx,
f(x-x n )>j:t s rc (p) and so, as before
and, in particular, eitherp is asymptotically regular or \\x n \\ tends to infinity.
PROOF. We may assume that r c (p) > 0. Reich [14, p. 140] has observed that if the dual norm on X* is strictly convex then the norm-one functional in (4) can be supposed independent of x. Indeed for x and y in C {p (n 
X~X n = Y^ t s (x s -P(X S J)
and so applying (4) within n := 1 and/ :-f x gives
so that since ||/|| = 1 the result follows.
• Note that (7) is actually a stronger inequality than (8) . 
.).
Thus p is an isometry in l q (N), 1 < q < oo, and C is linearly bounded. Despite this, for q := 1, rcip) = 1. For q > 1, Lemma 4 applies and shows that/? is asymptotically regular. For 1 < q < oo, Corollary 14 implies that {\\x n \\} -» oo, because /? is fixed point free. For q = oo, we observe that/? is w*-continuous and so that {x n } converges w* to the unique fixed point (l,l,...l,...). In particular, if JC lies in CQ it follows from Corollary 10 that { JC"} has no norm cluster-points.
