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KHINCHIN THEOREM FOR INTEGRAL POINTS ON
QUADRATIC VARIETIES
ALEXANDER GORODNIK AND NIMISH A. SHAH
Abstract. We prove an analogue the Khinchin theorem for the Diophan-
tine approximation by integer vectors lying on a quadratic variety. The
proof is based on the study of a dynamical system on a homogeneous space
of the orthogonal group. We show that in this system, generic trajectories
visit a family of shrinking subsets infinitely often.
1. Introduction
Let us consider the following question in the theory of Diophantine approxi-
mation: given a vector v ∈ Rd, is it possible to approximate v by a sequence of
rational vectors xy that come from integer points lying on the quadratic variety
x21 ± · · · ± x2d − y2 = 1? Namely, we are interested in the integral solutions
(x, y) ∈ Zd+1 of
(1)
∥∥∥∥v − xy
∥∥∥∥ < ǫ, x21 ± · · · ± x2d − y2 = 1.
It is easy to see that if (1) has infinitely many integral solutions for every ǫ > 0,
then the vector v has to lie on the variety Q = {v21 ± · · · ± v2d = 1}. On the
other hand, it follows, for instance, from the results in [9] (see [9, Corollary 1.7,
§2.1]) that for every v ∈ Q and ǫ > 0, (1) has infinitely many solutions. In this
paper, we consider a more delicate question about the order of approximation
in (1). For a given function ψ : (0,∞) → (0,∞), we study whether there are
infinitely many integral solutions (x, y) ∈ Zd+1 of
(2)
∥∥∥∥v − xy
∥∥∥∥ < ψ(|y|), x21 ± · · · ± x2d − y2 = 1;
and show that the answer is determined by integrability of the function td−2ψ(t)d−1.
This result is analogous to the Khinchin theorem, which we now recall. A vector
v ∈ Rd is called ψ-approximable if the inequality∥∥∥∥v − xy
∥∥∥∥ < ψ(|y|)
has infinitely many integral solutions (x, y) ∈ Zd+1. The Khinchin theorem
determines the size of the set of ψ-approximable vectors:
Theorem 1.1 (Khinchin). Let ψ : (0,∞) → (0,∞) be a non-increasing func-
tion. Then the following statements hold:
(i) If
∫∞
1 t
dψ(t)ddt =∞, then almost every vector in Rd is ψ-approximable.
(ii) If
∫∞
1 t
dψ(t)ddt <∞, then almost every vector in Rd is not ψ-approximable.
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A function ψ : (0,∞)→ (0,∞) is called quasi-conformal if there exists c > 0
such that
ψ(ht) ≤ cψ(t) for all h ∈ [1/2, 2] and t > 0.
It was proved by Sullivan [17, §3] that the Khinchin theorem also holds for mea-
surable quasi-conformal functions (which are not necessarily non-increasing).
Note that question (2) is about approximation by radial projections of inte-
gral points lying on the variety x21±· · ·±x2d− y2 = 1 to the plane {y = 1}, and
when ψ is quasi-conformal, it does not depend on a choice of the radial projec-
tion. Hence, it is natural to restate question (2) in a more general geometric
fashion.
Let X be an algebraic variety in the Euclidean space Rd+1. We denote by
π : Rd+1\{(0, . . . , 0)} → Sd the radial projection on the unit sphere Sd. We say
that a vector v ∈ Sd is (X,ψ)-approximable if the inequality
‖π(x) − v‖ < ψ(‖x‖).
has infinitely many solutions x ∈ X(Z) := X ∩ Zd+1.
Now for quasi-conformal functions ψ, problem (2) can be restated as a ques-
tion about (X,ψ)-approximable vectors, where X = {x21 ± · · · ± x2d − y2 = 1},
and the Khinchin theorem is about (Rd+1, ψ)-approximable vectors.
We define the boundary ∂X of a varietyX to consist of the points limn→∞ π(xn)
with xn ∈ X\{(0, . . . , 0)}, ‖xn‖ → ∞. Note that if ψ(t) → 0 as t → ∞, then
the set of (X,ψ)-approximable vectors is always contained in ∂X.
1.1. Quadratic varieties. Let X be a nonsingular rational quadratic; that is,
X = {w ∈ Rd+1 : Q(w) = m} for some m ∈ Q r {0}, where Q is a rational
nondegenerate indefinite quadratic form. In this case,
∂X = {x ∈ Rd+1 : Q(x) = 0} ∩ Sd.
We assume that d ≥ 3 and X(Z) 6= ∅.
Let G = O(Q) be the orthogonal group. By Witt’s theorem G acts transi-
tively on X. The variety X supports a G-invariant measure, which we denote
by vol. We also consider the smooth action of G on Sd by g · π(w) = π(gw)
for all g ∈ G and w ∈ Rd+1. Under this action, ∂X is homogeneous space of G
admitting a unique G-semi-invariant probability measure µ∞.
Theorem 1.2. Let the notation be as above and ψ : (0,∞) → (0,∞) a mea-
surable quasi-conformal function. Then the following statements hold:
(i) If
∫∞
1 t
d−2ψ(t)d−1 dt = ∞, then µ∞-almost every v ∈ ∂X is (X,ψ)-
approximable.
(ii) If
∫∞
1 t
d−2ψ(t)d−1 dt <∞, then µ∞-almost every v ∈ ∂X is not (X,ψ)-
approximable.
Remark 1.3. (1) It is important to note that Theorem 1.2 holds only al-
most everywhere. There are examples of not (X,ψ)-approximable vec-
tors under assumption (i) and examples of (X,ψ)-approximable vectors
under assumption (ii) (see Section 5).
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(2) Since the function ψ is quasi-conformal, it is clear that the claim of
Theorem 1.2 does not depend on a choice of the norm. Hence, we
assume that ‖ · ‖ is the standard Euclidean norm.
(3) In this paper, we consider the variety {Q = m} with m 6= 0. The
structure of the singular variety {Q = 0} is different. It seems that
the integral/rational points on the later variety can studied using the
methods from [5].
For v ∈ ∂X, we define the cusp C(v, ψ) at v:
(3) C(v, ψ) = {x ∈ X : ‖π(x) − v‖ < ψ(‖x‖)}.
Using this notation, Theorem 1.2 can be restated as follows:
Theorem 1.4. For µ∞-almost every v ∈ ∂X,
vol(C(v, ψ)) =∞ ⇐⇒ #(X(Z) ∩ C(v, ψ)) =∞.
It follows from Theorem 2.1 below that Theorem 1.4 is equivalent to Theorem
1.2, and the condition vol(C(v, ψ)) =∞ is independent of v ∈ ∂X.
1.2. Shrinking targets. We will prove Theorem 1.2 using a shrinking target
property for a flow on a suitable homogeneous space. Let G be a noncompact
real algebraic group and H an algebraic subgroup which is the set of fixed
points of an involution σ. We fix a nontrivial one parameter subgroup {at} of
G such that σ(at) = a−t. Let Z denote the centralizer of {at} in G and U− the
contracting horospherical subgroup of at, i.e.,
U− = {g ∈ G : atga−1t → e as t→∞}.
Given a lattice Γ in G, we consider the flow at on the space G/Γ. We are
interested in visits of generic trajectories of at to shrinking boxes of the form
ΨtBΓ ⊂ G/Γ where Ψt ⊂ U− and B ⊂ ZH. The following is our main result:
Theorem 1.5. Given a bounded measurable subset of B ⊂ ZH of positive
measure, there exists a neighborhood O of identity in U− such that for any
measurable subsets Ψn ⊂ O, an increasing sequence tn → ∞ of real numbers,
and y0 ∈ G/Γ, the following statements hold:
(i) If infn∈N(tn+1 − tn) > 0 and
∑∞
n=1 volU−(Ψn) =∞, then
volG/Γ({z ∈ G/Γ : #({n ∈ N : a−1tn z ∈ ΨnBy0}) =∞}) > 0.
(ii) If
∑∞
n=1 volU−(Ψn) <∞, then
volG/Γ({z ∈ G/Γ : #({n ∈ N : a−1tn z ∈ ΨnBy0}) =∞}) = 0.
The problem of shrinking targets, that is, the problem about visits of trajec-
tories to a family shrinking subsets, has been an active topic of research over
the past decades (see [1, 2, 3, 8, 11, 12, 14, 15, 17]). It seems that in the context
of partially hyperbolic systems, there are two main approaches to this question.
One is based on (strong) mixing properties of the flow, and the other uses geo-
metric properties of the space such as negative curvature. As usual, the crucial
step is to show that the sets {atnΨnBΓ} are quasi-independent (see Proposi-
tion 4.1 and Theorem 3.1). Our proof of quasi-independence is quite different
from the previous works and is based on the simple observation that the sets
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atn(ΨnB)a
−1
tn and atm(ΨmB)a
−1
tm are “transversal” if |n−m| is sufficiently large
(see the proof of Proposition 3.2).
As a consequence of Theorem 1.5, we obtain
Corollary 1.6. Suppose that Ψn+1 ⊂ Ψn for all n ∈ N,
∑∞
n=1 volG(Ψn) = ∞,
and the action of T = at0 on G/Γ is ergodic for some t0 > 0. Then for almost
every z ∈ G/Γ,
#({n ∈ N : T−nz ∈ ΨnBy0}) =∞.
1.3. Organization of the paper. In Section 2, we introduce a convenient
coordinate system to describe the cusps C(v, ψ) and show that Theorems 1.2
and 1.4 are equivalent. Section 3 contains the proof of quasi-independence
which is crucial for Theorem 1.5. In Section 4, we prove the theorems from the
introduction, and in Section 5, we give some examples for Theorem 1.2.
1.4. Acknowledgments. We would like to thank Anish Ghosh for useful discussions.
N.S. would like to thank Caltech for hospitality where this work was started. A.G.
would like to thank Princeton University for hospitality during the academic year
2007–2008 where part of this project was completed. A.G. was supported by NSF
grant 0654413 and RCUK Fellowship.
2. Description of the cusps
In this section, we use notation from Section 1.1, and we will prove
Theorem 2.1. Let ψ : (0,∞)→ (0,∞) be a measurable quasi-conformal func-
tion. Then for any v ∈ ∂X,
vol(C(v, ψ)) =∞ ⇐⇒
∫ ∞
1
td−2ψ(t)d−1 dt =
∫ ∞
0
(etψ(et))d−1 dt =∞.
Recall that we are assuming that ‖ · ‖ is the standard Euclidean norm. In
this case, π(x) = x/‖x‖.
We choose a basis {f1, . . . , fd+1} of Rd+1 such that
Q(x1f1+ · · ·+xd+1fd+1) = 2x1xd+1+x22+ · · ·+x2p−x2p+1−· · ·−x2d, (xi ∈ R).
As we have noted before, the variety X = {Q = m}, where m ∈ Q r {0}, is a
homogeneous space of G = O(Q) ≃ O(p, q).
Lemma 2.2. Given a compact set K ⊂ G, there exists a constant κ > 1 such
that for any v ∈ ∂X and g ∈ K,
g(C(v, ψ)) ⊂ C(π(gv), κψ).
Proof. Let x ∈ C(v, ψ). Then
‖π(x) − v‖ < ψ(‖x‖).
We need to prove that gx ∈ C(π(gv), κψ) for some κ > 0, i.e.,
(4) ‖π(gx) − π(gv)‖ < κψ(‖gx‖).
We have
‖π(gx) − π(gv)‖ =
∥∥∥∥ gπ(x)‖gπ(x)‖ − gv‖gv‖
∥∥∥∥ ,
KHINCHIN THEOREM FOR QUADRATIC VARIETIES 5
and using the inequality∥∥∥∥ w1‖w1‖ −
w2
‖w2‖
∥∥∥∥ ≤ 2‖w2‖‖w1 − w2‖,
we deduce that for some κ1 = κ1(K) > 0,
‖π(gx) − π(gv)‖ ≤ 2‖gv‖‖gπ(x) − gv‖
≤ 2‖g‖‖gv‖‖π(x) − v‖ < κ1ψ(‖x‖).
Since ψ is quasi-conformal, there exists κ2 = κ2(K) > 0 such that
ψ(‖x‖) ≤ κ2ψ(‖gx‖).
This implies (4). 
Lemma 2.3. Let φ : R → (0,∞) be a measurable function such that for some
c > 1,
(5) c−1φ(x) ≤ φ(x+ h) ≤ cφ(x), x ∈ R, h ∈ [−1, 1].
(i) If
∫∞
0 φ(t) dt <∞, then φ(t)→ 0 as t→∞.
(ii) If
∫∞
0 φ(t) dt =∞, then there exists a function φ1 : (0,∞)→ (0, 1] such
that φ1 satisfies (5) with a possibly different constant c > 0, φ1 ≤ φ,
φ1(t)→ 0 as t→∞, φ(t)φ1(t) →∞ as t→∞, and
∫∞
0 φ1(t) dt =∞.
We note that the function φ(t) := etψ(et) satisfies the condition (5) for some
c > 1.
Proof. Suppose there exists δ > 0 and a sequence ti →∞ such that φ(ti) ≥ δ.
We may assume that ti+1− ti ≥ 2. By (5), φ(t) ≥ c−1δ for all t ∈ [ti− 1, ti+1].
Therefore
∫∞
0 φ(t) dt =∞. In particular, this proves (i).
Now we prove (ii). Let φ2(t) = min(φ(t), 1). Then it follows from (5) that∫∞
0 φ2(t) dt = ∞, and φ2 satisfies (5) with a different constant c > 0. Let
T0 = 0 and Ti > 0 be such that
∫ Ti
0 φ2(t) dt = i (it follows from (5) that the
function T 7→ ∫ T0 φ2(t)dt is continuous). Then Ti − Ti−1 ≥ 1 for all i ∈ N. We
define ρ(t) = 1/i for t ∈ (Ti−1, Ti]. Then (1/2)ρ(t) ≤ ρ(t + h) ≤ 2ρ(t) for all
h ∈ [−1, 1] and t > 1, and it is easy to check that φ1(t) := ρ(t)φ2(t) satisfies
the conditions of (ii). 
For v ∈ Rd+1, we write v = v1+v2, where v1 ∈ Rf1 and v2 ∈ span{f2, . . . , fd+1}.
Let p(v) := ‖v1‖ and f¯1 = π(f1) ∈ ∂X. For T > 1, we define
DT (f¯1, ψ) = {x ∈ X : ‖x/p(x)− f¯1‖ ≤ ψ(p(x)); ‖p(x)‖ ≥ T},
CT (f¯1, ψ) = {x ∈ X : ‖x/‖x‖ − f¯1‖ ≤ ψ(‖x‖); ‖x‖ ≥ T}.
Lemma 2.4. Let ψ : (0,∞) → (0,∞) be quasi-conformal function such that
ψ(t) → 0 as t→∞. Then there exist c > 1 and T0 > 1, depending on ψ, such
that for all T ≥ T0,
DT (f¯1, ψ) ⊂ CT/2(f¯1, cψ),(6)
CT (f¯1, ψ) ⊂ DT/2(f¯1, cψ).(7)
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Proof. Let c > 1 be such that
ψ(ht) ≤ (c/2)ψ(t) for all h ∈ [1/2, 2].
For x = x1+x2 ∈ DT (f¯1, ψ), we have ‖x/‖x1‖−f¯1‖ ≤ ψ(‖x1‖). Since x1/‖x1‖ =
f¯1, we have
‖x2‖ ≤ ‖x1‖ψ(‖x1‖),
and
‖x/‖x‖ − x/‖x1‖‖ ≤
∣∣‖x1‖ − ‖x‖∣∣/‖x1‖ ≤ ‖x2‖/‖x1‖ ≤ ψ(‖x1‖).
Therefore
(8) ‖x/‖x‖ − f¯1‖ ≤ ‖x/‖x‖ − x/‖x1‖‖+ ‖x/‖x1‖ − f¯1‖ ≤ 2ψ(‖x1‖).
We choose T0 > 0 such that ψ(T ) < 1/2 for all T ≥ T0. Then ‖x2‖/‖x1‖ <
1/2. Therefore, ‖x1‖/‖x‖ ∈ (1/2, 2) and ψ(‖x1‖) ≤ (c/2)ψ(‖x‖). By (8),
x ∈ CT/2(f¯1, ψ) and (6) follows. Similarly, one proves (7). 
Proof of Theorem 2.1. Applying Lemma 2.3 to φ(t) = (etψ(et))d−1, we may
assume that etψ(et)→ 0 as t→∞.
Since the action of g on X preserves the G-invariant measure on X, we have
that vol(g C(v, ψ)) = vol(C(v, ψ)). Therefore due to Lemma 2.2, in order to
prove Theorem 2.1, it is sufficient to prove it for a chosen v ∈ ∂X. Here we
choose v = π(f1) = f¯1.
Due to Lemma 2.4, it is enough to prove that for sufficiently large T ,
(9) vol(DT (f¯1, ψ)) =∞ ⇐⇒
∫ ∞
0
(etψ(et))d−1dt =∞.
Let w0 = f1 + (m/2)fd+1 ∈ X. In what follows we will write the matrices of
the linear transformation on Rd+1 with respect to the basis {f1, . . . , fd+1}. Let
(10) at = diag(e
t, 1, . . . , 1, e−t).
For s = (s1, s2) ∈ Rd−1, where s1 = (s2, · · · , sp) ∈ Rp−1 and s2 = (sp+1, . . . , sd) ∈
Rd−p, let
(11) u(s) =


1
ts1 Ip−1
ts2 Id−p
1
2 (−‖s1‖2 + ‖s2‖2) −s1 s2 1

 .
Then
(12) atu(s)w0 = e
tf1 + (s2f2 + · · ·+ sdfd) + (e−t(m− ‖s1‖2 + ‖s2‖2)/2)fd+1.
We observe that every x ∈ X such that p(x) 6= 0 can be written in the form
x = atu(s)w0. This implies that the set DT (f¯1, ψ) consists of x = atu(s)w0
such that
(‖f1‖et)−1‖(s2f2 + · · ·+ sdfd) + (e−t(m− ‖s1‖2 + ‖s2‖2)/2)fd+1‖ ≤ ψ(et‖f1‖)
and ‖f1‖et ≥ T . There exists a constant c2 > 1 such that for any (s2, . . . , sd+1) ∈
Rd, we have
sup(‖(s2, . . . , sd)‖, |sd+1|)/‖f2s2 + · · ·+ sdfd + sd+1fd+1‖ ∈ (c−12 , c2).
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Since ψ is quasi-conformal, there exists c3 > 1 such that
ψ(et‖f1‖)/ψ(et) ∈ (c−13 , c3), ∀t > 0.
Let
(13) Ut(ψ) =
{
s ∈ Rd−1 : |m− ‖s1‖
2 + ‖s2‖2|/2 ≤ e2tψ(et),
‖s‖ ≤ etψ(et)
}
.
Then there exists c > 1 such that⋃
t≥t0
atu(Ut(c−1ψ))w0 ⊂ DT (f¯1, ψ) ⊂
⋃
t≥t0
atu(Ut(cψ))w0(14)
where t0 = log(T/‖f1‖). Since the volume form on X with respect to the
(t, s)-coordinates is given by dtds, we have
volX

⋃
t≥t0
atu(Ut(ψ))w0

 =∞ ⇐⇒ ∫ ∞
t0
∫
s∈Ut(ψ)
dtds =∞.
Hence to prove (9), it suffices to prove that∫ ∞
0
(etψ(et))d−1 dt =∞ ⇐⇒
∫ ∞
0
volRd−1(Ut(ψ)) dt =∞.(15)
Let
(16) U˜t(ψ) = {s ∈ Rd−1 : ‖s‖ ≤ etψ(et)}.
Let t1 > 0 be such that ψ(e
t) ≤ 1 for all t ≥ t1 and
T := {t > 0 : e2tψ(et) ≤ |m|}.(17)
For t > t1, t /∈ T , and s = (s1, s2) ∈ U˜t(ψ),
(18) |m− ‖s1‖2 + ‖s2‖2| ≤ |m|+ ‖s‖2 ≤ |m|+ e2tψ(et)2 ≤ 2e2tψ(et).
Hence, for such t,
Ut(ψ) = U˜t(ψ) and volRd−1(Ut(ψ)) = ωd−1(etψ(et))d−1.
where ωd−1 > 0 is the volume of the unit ball in R
d−1. On the other hand,∫
T
volRd−1(Ut(ψ)) dt ≤
∫
T
volRd−1(U˜t(ψ)) dt ≤ ωd−1
∫
T
(etψ(et))d−1 dt
≤ ωd−1|m|d−1
∫
T
e−(d−1)t dt <∞.
(19)
This implies (15) and completes the proof of Theorem 2.1. 
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3. Volume estimate for intersections
Let G be a real algebraic group, and σ is an involution of G. Let A = {at}
be a one-parameter subgroup of G such that σ(at) = a−t. We use notation:
H = {g ∈ G : σ(h) = h}, U+ = {g ∈ G : a−tgat →t→∞ e},
Z = ZG(A), U
− = {g ∈ G : atga−t →t→∞ e}.
Note that σ(U−) = U+, σ(Z) = Z, and σ(U+) = U−.
We fix a (right) invariant Riemannian metric on G. For a subgroup S of G,
we set Sǫ = {s ∈ S : d(s, e) < ǫ}. (It will be convenient to use that S−1ǫ = Sǫ
and Sǫ1Sǫ2 ⊂ Sǫ1+ǫ2 .)
The following theorem is the main result of this section:
Theorem 3.1. There exist constants r0, t0 > 0 such that for any measurable
subsets Ψi ⊂ U−r0 and g ∈ G, setting Di := ΨiZr0Hr0gΓ, i = 1, 2, we have
volG/Γ(D1 ∩ atD2) ≤ C volU−(Ψ1) volU−(Ψ2), ∀t ≥ t0.
for some C = C(g) > 0.
The proof of Theorem 3.1 consists of two main steps: in Proposition 3.2,
we estimate the volumes of the intersections of lifts of D1 and atD2 in G, and
using Proposition 3.3 with Lemma 3.4, we estimate the number of lifts which
intersect.
We start the proof by introducing convenient coordinate systems in G. Let
g, a, h, z, u+, u− denote the corresponding Lie algebras. We have the decom-
position
g = h⊕ q
into (+1)- and (−1)-eigenspaces of σ. Since Ad(at) is skew-symmetric with
respect to the form 〈X,σ(X)〉, X ∈ g, it follows that Ad(at) is diagonalizable
and we have the decomposition:
g = u− ⊕ z⊕ u+.
Hence, the product map U− × Z × U+ → G is a diffeomorphism in a neigh-
borhood of e, and there exist r0 > 0 and analytic maps u
− : Gr0 → U−,
z : Gr0 → Z, u+ : Gr0 → U+ such that every element g ∈ Gr0 can be uniquely
written as
(20) g = u−(g)z(g)u+(g).
For every x ∈ u+, we have x = −σ(x) + (x + σ(x)) where σ(x) ∈ u− and
x+ σ(x) ∈ h. Hence, we also have the decomposition:
(21) g = u− ⊕ (z+ h)
and the decomposition:
g = u− ⊕ zq(a)⊕ h.
Let B = exp(zq(a)). It follows that there exist r0 > 0 and analytic maps
v : Gr0 → U−, b : Gr0 → B, h : Gr0 → U+ such that every element g ∈ Gr0
can be uniquely written as
(22) g = v(g)b(g)h(g).
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Proposition 3.2. There exist r0, t0, c > 0 such that for measurable subsets
Ψ1,Ψ2 ⊂ U−r0 , t > t0, and g ∈ G, we have
volG(Ψ1Zr0Hr0g ∩ atΨ2Zr0Hr0) ≤ c volU−(Ψ1) volU−(αt(Ψ2))
where αt(g) = atga−t.
Proof. Let Y := Ψ1Zr0Hr0g ∩ atΨ2Zr0Hr0 and y ∈ Y . Let ζi ∈ ΨiZr0Hr0 ,
i = 1, 2, be such that y = ζ1g = atζ2. Then
Y = (Ψ1Zr0Hr0ζ
−1
1 ∩ αt(Ψ2Zr0Hr0ζ−12 ))y.
We express ζi = uizihi, where ui ∈ Ψi, zi ∈ Zr0 and hi ∈ Hr0 . Then Hr0h−1i ⊂
H2r0 and
Y ⊂ (Ψ1Zr0H2r0(u1z1)−1 ∩ αt(Ψ2Zr0H2r0(u2z2)−1))y
⊂ (Ψ1Zr0H2r0ζ ∩ αt(Ψ2Zr0H2r0))y1.
where ζ = (u1z1)
−1αt(u2z2) and y1 = αt(u2z2)
−1y. Since the measure is right
translation invariant, it remains to show that for the set
(23) X := Ψ1Zr0H2r0ζ ∩ αt(Ψ2Zr0H2r0),
we have
(24) volG(X) ≤ c volU−(Ψ1) volU−(αt(Ψ2)).
Note that αt|U−Z is Lipschitz (uniformly on t). Hence, there exists l > 0 such
that ζ ∈ Glr0 .
For small r > 0, we have a well-defined map
p = u− × z × u+ : Gr → U− × Z × U+
which is a diffeomorphism onto its image. For ζ, g ∈ G close to identity, we also
have the map pζ(g) = p(gζ
−1). Note that
(25) pζ(g)→ p(g) and D(pζ)g → D(p)g as ζ → e,
uniformly for g in a neighborhood of identity. Given g = u−zu+ ∈ U−ZU+
with components close to identity, we write
g = u−zu+ = u−zv(u+)b(u+)h(u+)
= ψ(u−, z, u+) · η(u−, z, u+) · h(u+)
where
ψ(u−, z, u+) := u−zv(u+)z−1 ∈ U−,
η(u−, z, u+) := zb(u+) ∈ Z.
We claim that if u1z1h1 = u2z2h2 ∈ U−ZH with components close to identity,
then u1 = u2. Indeed, we have
z−11 (u
−1
2 u1)z1 = (z
−1
1 z2)(h2h
−1
1 ) ∈ U− ∩ ZH.
Since the map u 7→ z−11 uz1, u ∈ U−, is Lipschitz in a neighborhood of identity,
and U− is transversal to ZH at identity (see (21)), it follows that u1 = u2. In
particular, we note that
(26) g ∈ Ψ1Zr0H2r0ζ =⇒ ψ(pζ(g)) ∈ Ψ1.
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For g = u−zu+ ∈ U−ZU+ with components close to identity, we write
g = u−zu+ = u−zαt(α−t(u
+))
= u−zαt(v(α−t(u
+))b(α−t(u
+))h(α−t(u
+)))
= φt(u
−, z, u+) · zb(α−t(u+)) · αt(h(α−t(v))),
∈ U− · Z · αt(H),
where
φt(u
−, z, u+) := u−zαt(v(α−t(u
+)))z−1 ∈ U−.
By the argument as above, we have
(27) g ∈ αt(Ψ2)Zr0αt(H2r0) =⇒ φt(p(g)) ∈ αt(Ψ2).
As t → ∞, the map u+ 7→ αt(v(α−t(u+))) converges in C1-topology to the
constant function e. Therefore, setting φ(u−, z, u+) = u−, we have
(28) φt(p(g))→ φ(p(g)) and D(φt)p(g) → D(φ)p(g) as t→∞,
uniformly on g in a neighborhood of identity.
For small r > 0, consider the maps Φζ,t,Φ : Gr → U− × Z × U− defined by
Φζ,t(g) = (ψ(pζ(g)), η(pζ(g)), φt(p(g))),
Φ(g) = (ψ(p(g)), η(p(g)), φ(p(g))).
By (25) and (28),
(29) Φζ,t(g)→ Φ(g) and D(Φζ,t)g → D(Φ)g as (ζ, t)→ (e,∞),
uniformly on g in a neighborhood of identity. We have
D(Φ ◦ p−1)(e,e,e) =

 id 0
(
∂v
∂u+
)
e
0 id
(
∂b
∂u+
)
e
id 0 0

 .
Since every x ∈ u+ can be written as
x = −σ(x) + 0 + (x+ σ(x)) ∈ u− ⊕ b⊕ h,
it follows that
(
∂v
∂u+
)
e
= −σ and |detD(Φ ◦ p−1)(e,e,e)| = 1. Hence, by (29),
there exists c1 > 0 such that for every ζ ∈ G close to e, sufficiently large t, and
g ∈ G in a neighborhood of e, we have
(30) |detD(Φζ,t)g| > c1.
By (23), (26) and (27),
Φζ,t(X) ⊂ Ψ1 × Zκr0 × αt(Ψ2)
for some κ > 0. Now taking r0 > 0 sufficiently small, (24) follows from (30).
This proves the proposition. 
Proposition 3.3. There exist r0 > 0 and d > 0 such that for every t > 0,
#(Γ ∩Gr0atGr0) ≤ ddet(Ad(at)|u+).
To prove this proposition, we use the following lemma:
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Lemma 3.4. There exist ǫ0 > 0 and l > 1 such that for every r ∈ (0, ǫ0) and
t > 0,
GratGr ⊂ U−lrZlratU+lr .
Proof. There exists l1 > 1 such that for every small r > 0, Gr ⊂ U−l1rZl1rU+l1r
(see (20)). Since the map u 7→ atua−1t , u ∈ U−, is Lipschitz on compact sets,
there exists κ > 0 such that atU
−
r a
−1
t ⊂ U−κr. Therefore,
GratGr ⊂ GratU−l1rZl1rU+l1r ⊂ GrU−κl1rZl1ratU+l1r ⊂ Gl2ratU+l2r.
where l2 = 1 + (κ+ 1)l1. Similarly,
GratU
+
r ⊂ U−l1rZl1rU+l1ratU+r ⊂ U−l1rZl1ratU+κl1rU+r ⊂ U−l1rZl1ratU+(κl1+1)r.
This implies the claim. 
Proof of Proposition 3.3. Let ǫ > 0 be such that
Gǫγ1 ∩Gǫγ2 = ∅ for γ1 6= γ2.
Then
#(Γ ∩GratGr) ≤ volG(GǫGratGr)/ volG(Gǫ).
Hence, it follows from Lemma 3.4, that for some c1, r1 > 0
#(Γ ∩GratGr) ≤ c1 volG(U−r1Zr1atU+r1).
Since the Haar measure in U−ZU+-coordinates is given by
det(Ad(z)|u+)du−dzdu+,
the claim follows. 
Proof of Theorem 3.1. Let r0 > 0 be sufficiently small. We have
(31) volG/Γ(D1 ∩ atD2) ≤
∑
γ∈Γ
volG(Ψ1Zr0Hr0gγ ∩ atΨ2Zr0Hr0g).
If γ ∈ Γ satisfies
Ψ1Zr0Hr0gγ ∩ atΨ2Zr0Hr0g 6= ∅,
then
gγg−1 ∈ (Ψ1Zr0Hr0)−1atΨ2Zr0Hr0 ⊂ G3r0atG3r0 .
Hence, by Proposition 3.3, the number of terms in the sum (31) is bounded by
ddet(Ad(at)|u+) for some d = d(g) > 0. Applying Proposition 3.2, we deduce
from (31) that
volG/Γ(D1 ∩ atD2) ≤ ddet(Ad(at)|u+) · c volU−(Ψ1) volU−(αt(Ψ2)).
This proves the theorem. 
In the rest of this section we compute the asymptotics for the number of
lattice points in the boxes U−r1Zr2atU
+
r3 as t→∞. This result is of independent
interest, but it is not needed in the proof of the main theorem. We will assume
that the action of {at} on G/Γ is mixing. Due to the Howe–Moore theorem [13]
on vanishing of matrix coefficients, the mixing condition is satisfied if Γ is an
irreducible lattice in G. For example, this irreducibility condition is satisfied if
G is a connected noncompact simple Lie group.
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Theorem 3.5. For every r1, r2, r3 > 0,
#(Γ ∩ U−r1Zr2atU+r3) ∼t→∞
volG(U
−
r1Zr2atU
+
r3)
volG/Γ(G/Γ)
=
λ(r) det(Ad at|u+)
volG/Γ(G/Γ)
,
where
λ(r) = volU−(U
−
r1) volU+(U
+
r3)
∫
Zr2
ρ(z) dz,
ρ(z) = |det(Ad z|u+)|, and dz denotes the Haar integral on Z associated to volZ .
We will prove this theorem using mixing of the flow at (as in [4, 6]) and the
following lemma:
Lemma 3.6. For every r0 > 0, there exist l, ǫ0 > 0 such that if u ∈ U−r0, z ∈ Zr0
and v ∈ U+r0 , then for any g ∈ Gs with s ∈ (0, ǫ0) and t > 0, we have
g(uzatv) = (uu1)(z1z)at(v1v),
where u1 ∈ U−ls , z ∈ Zls, and v1 ∈ U+ls .
Proof. We have
g(uzatv) = u(g1at)zv
where g1 = u
−1gu ∈ Gl1s for some l1 = l1(r0) > 0. By Lemma 3.4,
g1at = u1z1atv1
where u1 ∈ U−l2s, z1 ∈ Zl2s and v1 ∈ U+l2s for some l2 = l2(r0) > 0. Hence,
g(uzatv) = (uu1)(z1z)at(v2v)
where v2 = z
−1v1z ∈ U+l3s for some l3 = l3(r0) > 0. This implies the claim. 
Proof of Theorem 3.5. Let du, dz and dv denote the Haar integrals on U−, Z
and U+, respectively. A Haar measure on G is defined by
(32)
∫
G
f dµ =
∫
U−
∫
Z
∫
U+
f(uzv)ρ(z) dudzdv, ∀f ∈ Cc(G).
Now given r = (r1, r2, r3), we put Et(r) = U
−
r1Zr2atU
+
r3 . Then
(33) µ(Et(r)) = volU−(U
−
r1)
(∫
Zr2
ρ(z) dz
)
ρ(at) volU+(U
+
r3) = λ(r)ρ(at).
Let l, ǫ0 > 0 be as in Lemma 3.6. We use parameters s ∈ (0, ǫ0), r±i = ri± ls,
and r± = (r±1 , r
±
2 , r
±
3 ). Then by Lemma 3.6, for every t > 0,
(34) Et(r
−) ⊂
⋂
g∈Gs
gEt(r) ⊂ Et ⊂
⋃
g∈Gs
gEt(r) ⊂ Et(r+).
Let µ¯ denote the finite G-invariant measure on G/Γ associated to µ. By our
assumption the action of {at}t>0 by left translations on G/Γ is mixing. In other
words, if we put y0 = eΓ, then given any φ ∈ Cc(G/Γ) and small r > 0,
1
µ(U−r ZrU
+
r3)
∫
U−r
∫
Zr
∫
U+r3
φ(atuzvy0)ρ(z) dudzdv → 1
µ¯(G/Γ)
∫
G/Γ
φdµ¯
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at t → ∞. Since atuza−1t → z as t → ∞, and since ρ(z) → e as z → e, from
the uniform continuity of φ, we deduce that
lim
t→∞
1
volU+(U
+
r3)
∫
U+r3
φ(atvy0) dv =
1
µ¯(G/Γ)
∫
G/Γ
φdµ¯.
Hence, in view of (32) and (33),
(35) lim
t→∞
1
ρ(at)
∫
Et(r)
φ(gy0) dµ(g) =
λ(r)
µ¯(G/Γ)
∫
G/Γ
φdµ¯.
Now as in [4, 6], we introduce functions on G/Γ:
Ft(gy0) =
∑
γ∈Γ
χEt(r)(gγ) and F
±
t (gy0) =
∑
γ∈Γ
χEt(r±)(gγ).
We note that Ft(y0) = #(Γ ∩ Et(r)). Let φ ∈ Cc(G/Γ) with supp(φ) ⊂ Gsy0
and
∫
G/Γ φdµ¯ = 1. Then by (34),
(36)
∫
G/Γ
F−t (y)φ(y) dµ¯(y) ≤ Ft(y0) ≤
∫
G/Γ
F+t (y)φ(y) dµ¯(y).
Using (35), we obtain
1
ρ(at)
∫
G/Γ
F±t (y)φ(y) dµ¯(y) =
∫
G/Γ
∑
γ∈Γ
χE±t (r)
(gγ)φ(gy0) dµ¯(gΓ)
=
1
ρ(at)
∫
G
χEt(r±)(g)φ(gy0)dµ(g)→
λ(r±)
µ¯(G/Γ)
as t→∞.
(37)
Since λ(r+)/λ(r−)→ 1 as s→ 0, from (36) and (37), we conclude that
#(Γ ∩ Et(r)) = Ft(y0) ∼t→∞ λ(r)ρ(at)
µ¯(G/Γ)
as required. 
4. Proof of the main theorems
To prove Theorem 1.5, we use a converse of the Borel-Cantelli lemma. It is
well-known that such a converse holds under some quasi-independence condi-
tion. We will use the following version (see [17, §1], and also [10, Lemma 2.3],
[16, Lemma 5] for more general results):
Proposition 4.1. Let (Y, µ) be a finite measure space. Let {Fn}n∈N be a se-
quence of measurable subsets of Y such that
∑∞
n=1 µ(Fn) = ∞. Suppose there
exist n0 ∈ N and a constant C > 0 such that
(38) µ(Fn ∩ Fm) ≤ Cµ(Fn)µ(Fm), ∀m,n ∈ N, |m− n| ≥ n0.
Let F = ∩n∈N(∪m≥nFm). Then µ(F ) > 0.
Proof of Theorem 1.5. First we suppose that
∞∑
n=1
volU−(Ψn) =∞ and tn+1 − tn ≥ δ0 > 0, ∀n ∈ N.
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Let r0 > 0 be as in Theorem 3.1. Since B has positive measure, there exist
z ∈ Z and h ∈ H such that for every r0 > 0, the set B ∩ zZr0Hr0h has positive
measure as well. Let B0 := z
−1Bh−1 ∩ Zr0Hr0 . We consider the sets
Fn = atnΨnzB0hy0 = zatn(z
−1Ψnz)B0hy0 ⊂ G/Γ.
Recall that we are assuming that the sets Ψn are contained in a small neigh-
borhood of identity. Hence, taking r0 sufficiently small, the sets (z
−1Ψnz)B0h
project injectively on G/Γ, and
∞∑
n=1
volG/Γ(Fn) =∞.
By Theorem 3.1, there exist n0 ∈ N and C1, C2 > 0 such that
volG/Γ(Fk ∩ Fl) ≤ C1 volU−(Ψk) volU−(Ψl) ≤ C2 volG/Γ vol(Fk) volG/Γ(Fl)
for all k, l ∈ N such that |k − l| ≥ n0. Let F = ∩n∈N ∪m≥n Fm. Then by
Proposition 4.1 applied to Y = G/Γ, we conclude that volG/Γ(F ) > 0. Now for
any y ∈ F , we have that
(39) #({n ∈ N : y ∈ atnΨnBy0}) ≥ #({n ∈ N : y ∈ Fn}) =∞.
This proves the first part of the theorem.
To prove the second part, we assume that
∑∞
n=1 volG(Ψn) < ∞. If we set
Fn = atnΨnBy0, then
∞∑
n=1
volG/Γ(Fn) <∞.
Therefore by the Borel-Cantelli Lemma for almost all y ∈ G/Γ, we have that
y ∈ Fn for only finitely many n ∈ N. This proves the second part of the
theorem. 
Proof of Corollary 1.6. If we put tn = nt0, the condition of the first part of
Theorem 1.5 is satisfied; and let the notation be as in the proof of this part
given as above. Since Ψn+1 ⊂ Ψn for all n ∈ N, we have Fn+1 ⊂ T (Fn), and
F ⊂ T (F ). Hence, since T is ergodic, the set F has full measure. Now the
claim follows from (39). 
To prove Theorem 1.2, we will need the following:
Proposition 4.2. The Γ-action on ∂X is ergodic with respect to µ∞.
Proof. We denote by G0 the connected component of identity of G. The space
∂X is not connected in general, but it consists of at most two connected com-
ponents, which are mapped to each other by the transformation x 7→ −x. Since
this transformation is in Γ, it suffices to show that G0 ∩ Γ acts ergodically on
the connected components of ∂X. Each connected component can be identi-
fied with a homogeneous space G0/P of G0 where P is a closed noncompact
algebraic subgroup of G0. Note that G0 is a connected simple Lie group un-
less the signature of the quadratic form is (2, 2), and in the later case, G0 is
semisimple and one can check that the projection of P to the nontrivial simple
factors of G0 are noncompact. Hence, by Mautner’s lemma, the P -action on
G0/(G0 ∩ Γ) is ergodic with respect to the G0-invariant probability measure.
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Therefore (G0 ∩ Γ)-action on G0/P is ergodic with respect to the G0-semi-
invariant probability measure (see, for example, [7]). 
Now we begin the proof of Theorem 1.2. We use notation as in §2. In
particular, we recall that G = O(Q), A = {at} is the one-parameter subgroup
defined in (10), and w0 = (f1 + (m/2)f2) ∈ X. Let H = StabG(w0). Note that
H is the set of fixed points of the involution σ(g) = s0gs0, where s0 ∈ O(Q) is
given by
s0 : f1 7→ −m
2
fd+1, fd+1 7→ − 2
m
f1, fi 7→ fi, i = 2, . . . , d.
Moreover, σ(at) = a−t. Let Γ = G(Z), which is a lattice in G by the Borel–
Harish-Chandra theorem. Hence, we are in the setting of Theorem 1.5. Note
that U− = {u(s) : s ∈ Rd−1}, where u(s) is defined in (11).
Let x0 ∈ X(Z) and g0 ∈ G be such that w0 = g0x0.
Proof of Theorem 1.2(i). Suppose that∫ ∞
1
td−2ψ(t)d−1 dt =
∫ ∞
0
(etψ(et))d−1 dt =∞.
Then by Lemma 2.3(ii), there exists a measurable quasi-conformal function
ψ1 ≤ ψ such that
etψ1(e
t)→t→∞ 0, ψ(t)
ψ1(t)
→t→∞ ∞,
∫ ∞
0
(etψ1(e
t))d−1 dt =∞.
In view of Lemma 2.4 and (14), there exist c, t2 > 0 such that
(40)
⋃
t>t2
atu(Ut(ψ1))w0 ⊂ C(f¯1, cψ1).
(Recall that Ut(ψ1) ⊂ Rd−1 is as defined in (13).) Since ψ1 is quasi-conformal,
we have
∞∑
k=1
(ekψ1(e
k))d−1 =∞,
and by the discrete version of (15),
∞∑
k=1
volRd−1(Uk(ψ1)) =∞.
For p > 0, let Tp = T + (−p, p), where T is defined in (17). By the same
argument as in (19), ∑
k∈Tp∩N
volRd−1(Uk(ψ1)) <∞.
It follows that there exists a sequence kn ∈ N\Tp, kn →∞, such that
∞∑
n=1
volRd−1(Ukn(ψ1)) =∞.
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Let r0 > 0 be as in Theorem 3.1, and p > 0 is such that Ap := {ah : |h| <
p} ⊂ Gr0 . Define
Vt(ψ1) =
⋂
|h|<p
e−hUt+h(ψ1).
Since kn /∈ Tp, it follows from (18) that for sufficiently large n, Ukn+h(ψ1) =
U˜kn+h(ψ1) when |h| < p, where Ut(ψ1) is defined in (16). Hence, using that ψ1
is quasi-conformal, we deduce that
Vkn(ψ1) =
⋂
|h|<p
e−hU˜kn+h(ψ1) =
⋂
|h|<p
U˜kn+h(e−hψ1) ⊃ U˜kn(c1ψ1)
for some c1 > 0. In particular,
(41)
∞∑
n=1
volRd−1 (Vkn(ψ1)) =∞.
Let Ψn = u(Vkn(ψ1)), B = ApHr0 , and Bn = ΨnB for all n ∈ N. One can
check that B is open in ZH, and in particular, it has positive measure. By
Theorem 1.5, the set
E = {z ∈ G/Γ : #{n ∈ N : z ∈ aknBng0Γ} =∞}.
has positive measure. It follows that the set E˜ = {g ∈ G : gΓ ∈ E} has positive
measure as well.
Let g ∈ E˜. There exist infinitely many n ∈ N such that gΓ ∩ aknBng0Γ 6= ∅.
Hence, there are infinitely many elements of Γ in the set ∪n≥1g−1aknBng0. By
(40),
aknBng0x0 = aknBnw0 = aknΨnApw0 =
⋃
|h|<p
akn+hu(e
hVkn(ψ1))w0
⊂
⋃
|h|<p
akn+hu(Ukn+h(ψ1))w0 ⊂ C(f¯1, cψ1).
By Lemma 2.2, there exists κ = κ(g) ≥ 1 such that
g−1C(f¯1, cψ1) ⊂ C(π(g−1f1), κcψ1).
Hence,
#(Γx0 ∩ C(π(g−1f1), κcψ1)) =∞.
This shows that π(g−1f1) ∈ F for every g ∈ E˜, where
F = {v ∈ ∂X : ∃κ ≥ 1 such that #(Γx0 ∩ C(v, κcψ1)) =∞}.
Since E˜ has positive measure, we conclude that F has positive measure. It
follows from Lemma 2.2 that F is Γ-invariant. Therefore, by Proposition 4.2,
F has full measure.
For v ∈ F , there exists a sequence xn ∈ Γx0 such that ‖xn‖ → ∞ and
xn ∈ C(v, κcψ1) for some κ ≥ 1, i.e.,
‖π(xn)− v‖ ≤ κcψ1(‖xn‖), ∀n ∈ N.
Since ψ(t)ψ1(t) →∞ as t→∞, it follows that for all sufficiently large n,
‖π(xn)− v‖ ≤ ψ(‖xn‖).
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This shows that every element of F is (X,ψ)-approximable and completes the
proof of the first part of Theorem 1.2. 
Proof of Theorem 1.2(ii). Suppose that∫ ∞
0
(etψ(et))d−1 dt <∞.
Then by Lemma 2.3(i), etψ(et)→ 0 as t→∞. Let
W = {v ∈ ∂X : Γx0 ∩ CT (v, ψ) 6= ∅ ∀T > 1}.
Note that by the theorem of Borel and Harish-Chandra, the set X(Z) is a
union of finitely many Γ-orbits. Hence, the set of (X,ψ)-approximable points
is a finite union of sets of the form W . It remains to show that W has measure
zero.
Let W˜ = {g ∈ G : π(gf1) ∈ W} and W˜0 a bounded subset of W˜ . By
Lemma 2.2, there exists κ > 1 such that
g−1Γx0 ∩ CT (f¯1, κψ) 6= ∅, ∀g ∈ W˜0, T > 1,
Then by Lemma 2.4, there exists c1 > 1 such that
g−1Γ ∩DT (f¯1, c1ψ) 6= ∅, ∀g ∈ W˜0, T > 1,
and by (14), there exists c2 > 1 such that
(42) g−1Γ ∩

⋃
t≥T
atu(Ut(c2ψ))w0

 6= ∅, ∀g ∈ W˜0, T > 1.
Let
BT =
⋃
t≥T
atu(Ut(c2ψ))Hg0Γ/Γ ⊂ G/Γ.
Since G ∼= O(p, q), we have that H ∼= O(p − 1, q) or O(p, q − 1). Moreover, be-
cause d = p + q ≥ 4, H is a semisimple group. Hence, H0 = StabG(x0) =
g−10 H0g0 is a semisimple group defined over Q, and the space Hg0Γ/Γ =
g0H0Γ/Γ admits a finite H-invariant measure. Then there exist constants
κ1, κ2 > 1 such that
volG/Γ(BT ) ≤ κ1
∫ ∞
T
volRd−1(U˜t(c2ψ)) dt ≤ κ2
∫ ∞
T
(etψ(et))d−1 <∞.
Hence, volG/Γ(BT ) → 0 as T → ∞. By (42), W˜−10 Γ ⊂ BT for all T > 1.
Therefore, volG/Γ(W˜
−1
0 Γ) = 0. This implies that volG(W˜0) = volG(W˜
−1
0 ) = 0.
And hence µ∞(π(W˜ f1)) = µ∞(W ) = 0. This completes the proof of Theo-
rem 1.2. 
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5. Examples
We give examples to illustrate that the main theorem holds only on a set of
points of full measure, but not everywhere.
Let Q be a positive definite quadratic form with rational coefficients in d vari-
ables. In this section, we say that a vector v ∈ {Q = 1} is (ǫ, s)-approximable
if there exist integer solutions of
(43)
∥∥∥∥v − xy
∥∥∥∥ < ǫ|y|s , Q(x)− y2 = −1
with |y| → ∞. When d ≥ 3, our main theorem implies that for ǫ > 0 and
s ∈ [0, 1], almost every v ∈ {Q = 1} is (ǫ, s)-approximable, and for ǫ > 0 and
s > 1, almost every v ∈ {Q = 1} is not (ǫ, s)-approximable.
Example 5.1. Let d ≥ 4. Then there exist ǫ > 0 and a vector v ∈ {Q = 1}
which is not (ǫ, 1)-approximable.
Since d ≥ 4, by the Meyer theorem, there exists a rational vector v such that
Q(v) = 1. Let k ∈ N be such that kv ∈ Zd and
ǫ < min
{
‖z‖ : z ∈ 1
k
Zd − {0}
}
.
If for some (x, y) ∈ Zd+1,
‖yv − x‖ < ǫ,
then x = yv and Q(x) = y2. Hence, (43) fails.
Example 5.2. Let d ≥ 2 and Q(x) = ∑di=1 x2i . Then there exists a vector
v ∈ {Q = 1} which is (ǫ, 2)-approximable for ǫ > 2/√7.
Let v = (
√
7/4, 3/4, 0, . . . , 0). We claim that there are infinitely many integer
solutions of
(44) y2
d∑
i=1
(xi − yvi)2 < ǫ2,
d∑
i=1
(x2i − y2v2i ) = 1.
We use that there are infinitely many integer solutions (kj , lj), kj , lj → ∞, of
the Pell equation k2 − 7l2 = 1 and take
x
(j)
1 = kj , y
(j) = 4lj , x
(j)
i = y
(j)vi, i > 1.
Then (x(j), y(j)) satisfies the second condition in (44) and x
(j)
1 − y(j)v1 → 0 as
j →∞. For ǫ > (2v1)−1 = 2/
√
7 and sufficient large j,
y(j) = (2v1)
−1((x
(j)
1 + v1y
(j))− (x(j)1 − v1y(j))) < ǫ(x(j)1 + v1y(j)).
Then (x(j), y(j)) satisfies the first condition in (44). This shows that v is (ǫ, 2)-
approximable.
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