Abstract. An analytical approach to quantitative brain S P E~ (single-photon-emission computed tomography) with non-uniform attenuation is developed. The approach formulates accurately the projection-transform equation as P summation of primary-and scatter-photon contributions. The scatter contribution can be estimated using the multiple-energy-window samples and removed from the primary-energy-window data by subtraction. The approach models the primary contribution as a convolution of the attenuated source and the detector-response kernel at a cowtant depth from the detector with the central-ray approximation. The attenuated Radon transform of the source wn be efficiently deconvolved using the depth-frequency relation. The approach inverts exactly the attenuated Radon transform by Fourier transforms and series expansions. The performance of the analytical approach was studied for both uniform-and non-uniform-attenuation cases, and compared to the conventional FBP (filtered-backprojection) method by computer simulations. A patient brain x-ray image was acquired by a CT (wmputedtomography) scanner and converted to the object-specific attenuation map for 140 keV energy.
Introduction
Quantitative reconstruction of brain SPECT (single-photon-emission computed tomography) has a wide clinical application, such as in neuroreceptor imaging (Ichise et al 1993 , Verhoeff et al 1993 and cerebral perfusion analysis or cerebral blood-flow study (Nicolas et al 1993 , Palestro et al 1993 , Hoshi et al 1994 , Tsuchida er al 1994 . The currently available SPECT protocols for clinical studies support only qualitative reconstruction, in which photon attenuation by brain tissues, skull bone, and skin is either ignored or assumed to be uniform. If the attenuation is ignored, the reconstruction is usually performed by a conventional filtered backprojection (FBP) (Huesman et al 1977) . If a uniform attenuation is assumed throughout the whole head, the reconstruction is practically carried out by multipiying the FBP result by attenuation-weight factors as described in the article by Chang (1978) , although other mathematically more accurate methods have been suggested (Bellini et al 1979, Tretiak and Metz 1980 , Gullberg and Budinger 1981 , Clough and Barrett 1983 requires essentially simultaneous compensation for (i) object-specific attenuation of primary photons due to absorption and scatter, (ii) inclusion of scattered photons in primary-energy. window measurements, and (iii) depth-dependent variation of detector resolution, as well as suppression of noise propagation in reconstructing the radiopharmaceutical distribution (Liang et a1 1989 , Formiconi et al 1990 , Rajeevan et al 1992 .
Theoretically the quantitative reconsmction of brain SPECT with object-specific or nonuniform attenuation and depth-dependent resolution variation can be achieved by employing the previously developed iterative algorithms (Chang 1978 , Tsui etal 1988 , Liang et al 1989 , Formiconi et al 1990 , Zeng and Gullberg 1991 , Rajeevan et al 1992 , Liang 1993 . For clinical applications, however, the computing time of iterative reconstruction is relatively too long. If an analytical approach to quantitative brain SPECT is possible, it will offer a computational advantage. For that purpose, research on analytical approaches is currently under progress (Glick et al 1994 , Liang et al 1994 .
This paper describes an analytical approach that simultaneously compensates for the attenuation of primary photons, the scatter contribution in primary-energy-window measurements, and the depth-dependent detector-resolution variation, as well as suppressing the noise propagation. The analytical approach was tested by computer simulations using an attenuation map obtained from a patient computed tomography (CT) and a detectorresponse kernel obtained from measurements of a point source at several depths in air from a parallel-hole collimator of a SPECT camera.
Theory
The goal of image reconskuction from projections in SECT is to invert the integral transform (Liang 1993 ) (see figure 1 for a parallel-beam collimation) Y P O 3 z, 6' ) = s_" drl /lz Wdz' CQ -6 ' .
for the radiopharmaceutical distribution O ( x , y. z), where YP(5, z , 6') is the measured number of photons at detector bin Q , z , e ) from the primary-energy window. The tz plane is the detection plane and the z axis is the detector-rotation axis. The source Oe(t,z,q)= O (~c o s 8 -q s i n 8 , z ,~s i n 6 ' +~c o s e ) is therepresentationof O(x,y,z)in the rotated (detector) coordinates F-z-q. The depth-dependent detector-resolution variation can be characterized by a detector-response kernel C(6, z, q), which can be measured for a point source in air at different depths ROR + q. (ROR is the radius of rotation), from the collimator surface. The attenuation factor A(C, z , q, E ) = exp[-Sli, peQ, z , q', E ) dq'], p8(5,z,q,s) = p (~c o s 6 ' -qsin8,z,csine + q c o s e ,~) represents the attenuationcoefficient distribution p ( x , y, z, E ) in the rotated coordinates for photon energy E . The delta function 6(.) ensures that only those primary photons of energy ep, emitted within the area covered by the acceptance angle of collimator holes (or the kernel C(.), see figure 2) toward detector bin (6. z, e), contribute to the measurement YP(5, z, 6' ). The weight SQ, z, q , 8, r, f " , z', z", q") of scatter contribution to the primary-energy-window measurements represents the probability that a photon is emitted from point (e", z", q"), passed through to point (t', z', q ) , and then scattered into detector bin (e, z , 0) with energy E~ within the primary-energy window. The scatter factor S(<, z , q, 8, 6'3 c''3 z', z". q") can be computed theoretically, given the attenuation map y ( x , y , 2. E ) , by the use of the KleinNishina formula (Liang er al 1989) .
It is clear that directly inverting the integral transform of (1) is tremendously difficult. Some approximations can he helpful. Equation (1) can he rewritten as
where the scatter contribution, Y '(6, z , e) , to the primary-energy-window measurements, -t ' , z -z ' , q ) x 11: / dt"dz"dq" S E , z , 11.8, t ', t", z', z", (.$, z, 0) . In other words, the scatterwindow measurements are assumed to be proportional to the scatter contribution in the primary-window measurements. The scatter weighting factor 7 can be determined such that the summation of the scaled scatter data is approximately 20% of the total counts from the primary-energy window. The data corrected by the subtraction for scatter are expressed, from (l), as
In the following, the symbol As shown by figure 2, the computational effort is quite heavy for tracing all those projection rays within the kernel C(.) (or non-vanishing C(E', z', 9). as indicated by the darkened area in the source space) from voxels (.$I, z', q ) to bin (.$, z, 0) for the attenuation factors A(.$', z' . q ) (Tsui et al 1988) . A central-ray approximation, which assumes that all A(.$', z', q ) can be approximated by A(.$, z , q), has been demonstrated to be very helpful to minimize the computational effort (Liang etal 1989 , Ye 1992 , Liang 1993 . By the centralray approximation, the two-dimensional (2D) integral in the .$-z plane in (4) becomes a ID convolution of the kernel C(.) with the attenuated source (A(.)O(.)) at the depth RORf q, and then (4) reduces to will be omitted from A(.) for convenience.
Although the depth-dependent convolution in (5) can be efficiently computed by fast Fourier transform (ET), analytical inversion for the solution O ( x , y . z ) is still very difficult, and iterative approach to the solution requires relatively intensive calculation (Liang 1993 O ( x , y ) at a depth ROR + q contributes significantly to a specific frequency region in the Fourier transform (FT) of the sinogram p(C.0) and has a minimal contribution to other regions. By employing the depth-frequency relation, the integral transform of (5) can be deconvolved (see appendix A) as i.e., the attenuated Radon transform (Gullberg 1979, Tretiak and Metz 1980) , where the depth-dependent deconvolution for f ({, z, 8 ) is expressed, in frequency space of projection data, as (Glick et al 1993. Ye et al 1994a)
where ?(we, w,, os) and f ( q , oz. we) are the three-dimensional (3D) ms of F(e, z, 8) and Y ( { , z , e ) , respectively, with w( being the spatial frequency along the { axis, wz the spatial frequency in the z axis, and OS the angular frequency of 8. The inverse After correction for the depth-dependent detector response, the 3~ representation of (6) for parallel-heam collimation can be reduced to a ZD line integral (see figure 1)
i.e., the 1~ reconstruction can he achieved slice by slice. By assuming that the attenuation of brain tissues surrounded by the skull is uniform (a constant attenuation coefficient U), where the assumption of uniform attenuation for brain tissues will be justified later using a patient CT image, and furthermore assuming that O(x, y ) distributes only within the skull enclosure and vanishes elsewhere, then (8) becomes where O ( x , y ) is limited inside the brain tissues surrounded by the skull bone.
Following the derivations as presented in the paper by Inouye eta1 (1989) . the uniform attenuated Radon transform of (10) 
(13)
The source distribution is finally computed by an inverse Fr It can be shown mathematically, as described in appendix B, that the inversion of the uniform attenuated Radon transform of (10) by the above-presented FTs and FS expansions (Inouye et al 1989) is identical to the inversion derived by partial-derivative equations (Bellini et al 1979).
Method
The analytical approach to quantitative brain SECT, as described above, was tested by computer-simulated emission data. The simulation used an object-specific attenuation map obtained from a patient CT image and a system-specific detector-response kernel generated from measurements of a point source at several depths in air from a parallel-hole collimator of a SPECT camera.
The patient CT image was acquired by a GE high-speed scanner with 120 kVp and 100 mA settings. The image has a size of 5122 with 1 I slices over a field of view (FOV) of 25 x 25 cm2. Each slice is 1 cm thick. The image was first converted, voxel by voxel, to an attenuation-coefficient map using the relationship between cT number (or image intensity) and attenuation coefficient, f f number = lOOO(p -p w ) / ( p w ) ,
where pw is the attenuation coefficient for water for photon energy E M &vp = 40 keV with &kvP = 120, and E is the effective mean energy of photons generated from an x-ray tube with 120 kVp. Here an assumption has been made that the conversion from the CT number of multispectral energies to the attenuation coefficient of the effective mean energy is valid. Then the attenuation map was shrunk to 128' x 11 size and modified, voxel by voxel, to approximate the attenuation coefficient for 140 keV photon energy. The approximation uses a linear relation between I.L and photon energy for p < wLW, and lowers the linear relation by multiplying by $ for ,I.L =. pw. This approximation performed very well for the conversion of a few patient CT images. A slice of the attenuation map p(x, y. z ) is shown on the left of figure 3. The brain tissues surrounded by the skull have a mean attenuation coefficient of 0.029 per pixel and standard deviation 0.000. So the attenuation by the brain tissues can be assumed to be uniform. The pixel size is 0.195 cm. The mean attenuation coefficient of the brain tissues, 0.149 cm-l, is very close to that of water, pw = 0.030, for a pixel size of 0.195 cm or 0.154 cm-'. The skull thickness and bone density change significantly as shown by the attenuation map. The mean attenuation coefficient of bone varies from 0.195 cm-' to 0.277 cm-' measured from a region of interest (ROI) covering ten pixels using the map.
The skin has a mean attenuation coefficient of 0.138 cm-'. In order to match the FOV of the SPECT camera, the size of the head in the attenuation map was rescaled so that the voxel dimension was 0.360 cm, and the attenuation coefficient for the brain tissues was 0.054 per voxel. Finally the attenuation map p(x, y. z) was extended from 11 slices to 16 slices by interpolation.
The 3D mathematical Hoffman brain phantom of size 2 5 6 '~ 14 (Hoffman etal 1990) was used to simulate the radiopharmaceutical distribution. The phantom was scaled to fit inside the skull of the attenuation map on an array of 128' with 14 slices, so that O ( x , y, z ) = 0 outside the brain-tissue region. A zero slice was added to both the top and bottom of the emission phantom (along the z axis), and so the phantom has the same number (16) of slices as the attenuation map does. Two small spheres with radii of three voxel units were inserted into the Hoffman brain phantom to simulate 'lesions'. The slice passing through the centres of the two spheres is shown in the third column of figure 3. The 'hot' lesion on the right has an intensity of 5.5 units, and the 'cold' one on the left has an intensity of 2.5 units. The intensities of the brain phantom are 0.0, 1.0, and 4.0 units for the cerebral-blood-flow region. white matter, and grey matter, respectively. A slice of the overlap of the emission phantom with the attenuation map is shown on the right of figure 3. In order to consider the 3D detector-blur effect, eight zero slices were packed on both the top and bottom of the emission phantom and the attenuation map, and so they have an array size of 128' x 32.
The detector-response kernel C ( . ) was obtained by first acquiring the data of a point source of 99Tcm(% 3 x IO6 Bq) at several depths from a parallel-hole, high-resolution collimator using a single-head GE SPECT camera. Then the point-source data were interpolated into an array of 128 x 32 at 128 depths corresponding to the arrays of the attenuation map and the brain phantom.
From the emission phantom (in the third column of figure 3) , the attenuation map (on the left of figure 3) , and the detector-response kernel (mentioned above), 128 projections, f((, z , e), of 128 x 32 size were simulated at 128 angles evenly spaced over 360" with a parallel-beam collimation using the forward-projection model of (5). The scatter contribution, Ys(t, z, 0). was simulated by first convolving the data Y ( ( , z, 0) with a broad kernel T O , z) = l/QZ + z' + r'), where r = 5 pixel units (Axelsson et al 1984) . Then the total counts of the convolved data P ( g , z , 0) were scaled to 20% of the total counts of the primary-window data, which are equal to the summation of the total counts of ? (t, z, 0) and that of the scaled convolved data Y c ( f , z, e), i.e., h[total counts of Y " ( f , z, e)]). SO the scalar factor A = ${[total counts of p(c, z , e)l/[total counts of Yc(t, z, e)]}, and the scatter contribution Ysg, z, e) = AYC(c, z, e). The noise-free data from the primary-energy window were obtained by the summation of (2). The noisy data of the primary window were generated by adding Poisson noise to the noise-free data. Both the summation of the noise-free data and the total counts of the noisy data are approximately 12.5 million. The noise-free data from the scatter-energy window were obtained by YA(6, z, 6') = (l/z)Ys(t, z, e), where the scatter weighting factor z = 0.37 was suggested by Monte Carlo simulation (Smith et al 1992) . The noisy data of the scatter window were generated by adding Poisson noise to the noise-lice data. The total counts of the scatter-window data were approximately 6.8 million.
Both the noise-free and noisy data of the primary-energy window were reconstructed by the above-described analytical approach, and comparison was made for attenuation compensation with the non-uniform-attenuation map (on the left of figure 3 ) and a uniform-attenuation map (in the second column of figure 3 ). The uniform-attenuation map was generated from the non-uniform-attenuation map by assuming a constant attenuation coefficient (U = 0.150 cm-') for the brain tissues, skull bone, and skin. The difference in implementing the analytical inversions with uniform and non-uniform attenuation compensation is the computation of the attenuation integral I_", dq&, y , z) for the data Y((, 0) of (IO), before the inversion was performed. The inversion of (IO) is the same for both the analytical approaches, after the data have been modified by the attenuation integrals. The inversion was performed by the FTs and FS expansions of (11)- (14).
Quantitative measures of the reconstructions were performed by ROI studies. Two circular ROIS were drawn, for the two circular lesions, based on the slice image as shown in the thud column of figure 3. The true size of the lesions on the image is 32 pixel units. The size of the ROIS is chosen to match the true size, Le, 32 pixel units, where the panial-volume effect is assumed to be minimized by the deconvolution of the detector-resolution variation. The quantitative gain by the resolution deconvolution is mainly due to the improvement of reconstruction near the object edges. The profile in the third column was drawn along a line on the image through the centIes of the two lesions. The profiles in the first and second columns were drawn along the same line through their images, respectively. 
Results
A preliminary simulation study was first conducted to consider the attenuation effect only. In the preliminq study, the projection data were simulated using the model of (6) (i.e., ignoring the scatter and detector-blur effects). The purpose of this preliminary study is to compare the performances of the conventional FBP without attenuation correction, the post-attenuation correction described by Chang (1978) , and the analytical inversion with uniform and non-uniform attenuation compensation. Figure 4 shows a slice of the 3D reconstructions of FBP, Chang's method (1978) , and the analytical inversions from noise-free data. On the top left is the result of FBP without attenuation correction, in which the Ramp filter with Nyquist-frequency cut-off was used.
On the top right is the reconstruction of Chang's method with post-non-uniform attenuation compensation (no iterations). This image was actually the product of the FBP result with the attenuation-weight factors computed from the non-uniform-attenuation map on the left of figure 3. On the bottom left is the inversion result using the uniform-attenuation map in the second column of figure 3. On the bottom right is the inversion result with non-uniform attenuation compensation using the map on the left of figure 3. The reconstructions from noisy data are shown in figure 5 . The Hann window with the cut-off at the Nyquist frequency was used to minimize the noise propagation. The profiles have the same meanings as those in figure 3, i.e., they were drawn along the line through the centres of the two lesions.
The ROI measures of the intensity means and standard deviations of the two lesions on the slice images are listed in table 1. For the noise-free study, the errors of reconstructed intensity mean from the true mean of the hot lesion are 74.8% for the FBP result, 4.0% for the reconstruction of Chang's method, 11.1% for the analytical inversion with uniform attenuation correction, and 2.9% for the inversion with non-uniform attenuation compensation. The errors for the noisy-data reconstruction are 74.6% for FEP, 3.3% for Chang's method, 9.3% for the inversion with uniform attenuation, and 2.2% for the inversion with non-uniform attenuation compensation. By comparing the FBP results with others, it is clear that the attenuation compensation is necessary. Both Chang's method (with post-non-uniform attenuation correction) and the analytical inversion with non-uniform attenuation compensation outperformed the inversion with uniform attenuation compensation. The gain (> 5%) with the object-specific attenuation map is seen. The Chang's method tends to overcorrect the attenuation effect toward the FOV centre and underestimate the effect near the FOV periphery, as compared to the analytical inversion. This is probably due to the attenuation-weight factors. The factor near the FOV periphery is dominated by those attenuation paths with less attenuation and so has a smaller value than the correct one; while toward the FOV centre, all the attenuation paths are heavily attenuated and so the factor has a larger value than the true one.
In the following, the comparison study will focus on the analytical inversions with uniform and non-uniform attenuation compensation, including scatter contribution and detector-resolution variation.
For scatter correction, using (2), the simulated scatter data Y 5 ( t , z , 8) were first subtracted from the simulated noise-free and noisy data of the primary-energy window YP(e, z, 8) using the model of (3, as described in the previous section. Then the subtracted data p({, z , 8) were deconvolved for ?(e, z, 8) using (7).
In order to see the effect of the deconvolution upon the quantitative reconstruction, the simulation studies compared the reconstructions with and without the deconvolution. If the deconvolution was neglected, the scatter-subtracted data ?(e, z , 8 ) of (5) ti? E E of (6) were inverted after the modification by the attenuation integrals. For each option of the correction for detector response, the uniform and non-uniform attenuation compensation was compared. For the case in which the deconvolution was neglected, a slice of reconstructed image from the noise-free data using the uniform-attenuation map is shown on the top left of figure 6 . The reconstruction using the non-uniform attenuation map is shown on the top right. On the bottom left is shown the uniform-attenuation-corrected reconstruction after the deconvolution. On the bottom right is the result of non-uniform attenuation compensation after the deconvolution. Figure 7 shows the corresponding reconstructions from the noisy data. The profiles have the same meanings as those in figure 3 .
The ROI measures of the intensity means and standard deviations of the two lesions on the images are listed in table 2. From the noise-free data, the quantitative improvement with the non-uniform attenuation was 7.8% (for the hot lesion) or 1.2% (for the cold lesion) over the uniform attenuation correction after the deconvolution. The quantitative improvement with the deconvolution was 3.6% (for the hot lesion) or 1.0% (for the cold lesion) over the reconstruction without the deconvolution when the non-uniform attenuation was compensated. The gain using both the non-uniform attenuation map and the deconvolution was 11.3% (for the hot lesion) or 8% (for the cold lesion). From the noisy data, the quantitative improvement with the non-uniform attenuation was 8.3% (for the hot lesion) or 7.2% (for the cold lesion) over the uniform attenuation correction after the deconvolution. The quantitative improvement with the deconvolution was 8.8% (for the hot lesion) or 6.8% (for the cold lesion) over the reconstruction without the deconvolution when the non-uniform attenuation was compensated. The gain using both the non-uniform attenuation map and the deconvolution was 16.3% (for the hot lesion) or 13.6% (for the cold lesion).
The quantitative improvement with the object-specific attenuation compensation and the detector-resolution correction is significant (> 10%). The improvement appears to be consistently greater for the noisy projections than for the noise-free data. This phenomenon might be due to the effect of the resolution deconvolution upon the noise propagation.
All program codings and calculations were performed on a desktop computer workstation (HP 9000/730) with 80 MByte random access memory (RAM) and 800 MByte diskspace memory. The computing time for the scatter subtraction is negligible. Most computational effort was devoted to the depth-dependent deconvolution. It took approximately 2 min for the deconvolution. The inversion by (11)-(14) was achieved in less than 2 min. As compared to the iterative approach (Ye er al 1994a) , the direct inversion requires much less computational effort (less than half). 
Conclusion
An analytical approach to quantitative brain SPECT with object-specific attenuation (absorption and scatter) and depth-dependent resolution variation has been described. The approach was tested by computer simulations using the 3D.Hoffman brain phantom, an object-specific attenuation map from a patient CT image, and a system-specific detectorresponse kernel from point-source measurements. The simulations conclude that (i) the attenuation compensation is necessary, (ii) the quantitative improvement using the objectspecific attenuation map and the detector-response deconvolution is significant, as compared to the compensation using a uniform attenuation map without the deconvolution, (iii) the post-non-uniform attenuation correction of Chang's method tends to overestimate the emission intensity at the FOV centre and uadercorrect the intensity near the FOV periphery, and (iv) the reduction of computation time for direct inversion is significant, as compared to iterative approaches.
It should be noted that the direct inversion is applicable only to the brain study because of its specific attenuating property. The inversion is not valid for the imaging of the lower part of the head and the chest, where the iterative approach may be necessary.
The implementation of the analytical inversion for clinical studies requires the transmission scans of the head to reconstruct the object-specific attenuation map. The scans can be performed using a three-head SPECT system with an external line source and fan-beam collimators. The gain of the quantitative reconstruction would have the cost of the additional transmission scans. An approach that approximates the non-uniform attenuation of the skull and skin by extending the brain tissues to an appropriate degree is under investigation (Ye eta1 1994b) . With the enlarged uniform attenuation map of the brain tissues, the analytical approach no longer requires the transmission scans for the quantitative reconstruction of the patient data. The accuracy of the enlarged-uniform-attenuation approach to the non-uniform attenuation compensation is a research topic to be investigated.
where the central-ray approximation has been used for the attenuation factor q~) = Since the depth-frequency relation is derived based on the phase term by setting a Q / N = 0, as shown by Lewitt et al (1989) , and the phase term remains the same when attenuation is considered, so the depth-dependent deconvolution by (6) and (7) is valid with the central-ray approximation.
Appendix B
This section provides the mathematical formulae to verify ( and so (13) is verified (Inouye et al 1989) .
expressed as (Bellini et a1 1979) The fundamental formula for inversion of (IO) by the partial-derivative equations is Equation (B7) would be identical to (B5) if (i) W E = -and
(ii) 0 = @+isinh-l(u/p) or @ = -i sinh-'(u/p). The condition (i) has been satisfied as shown by (B2). The condition (ii) can be which has also been satisfied as shown by (B2). Thus the inversion by the ITS and Fs expansions is identical to the inversion by the partial-derivative equations.
