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Abstract
We introduce a new online learning frame-
work where, at each trial, the learner is re-
quired to select a subset of actions from a
given known action set. Each action is as-
sociated with an energy value, a reward and
a cost. The sum of the energies of the ac-
tions selected cannot exceed a given energy
budget. The goal is to maximise the cumula-
tive profit, where the profit obtained on a sin-
gle trial is defined as the difference between
the maximum reward among the selected ac-
tions and the sum of their costs. Action en-
ergy values and the budget are known and
fixed. All rewards and costs associated with
each action change over time and are revealed
at each trial only after the learner’s selection
of actions. Our framework encompasses sev-
eral online learning problems where the en-
vironment changes over time; and the solu-
tion trades-off between minimising the costs
and maximising the maximum reward of the
selected subset of actions, while being con-
strained to an action energy budget. The al-
gorithm that we propose is efficient and gen-
eral that may be specialised to multiple nat-
ural online combinatorial problems.
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1 Introduction
In this paper we propose a novel online framework
where learning proceeds in a sequence of trials and
the goal is to select, at each trial, a subset of actions
maximising a profit while taking into account a certain
constraint. More precisely, we are given a finite set of
actions enumerated from 1 to n. Each action is asso-
ciated with three values: (i) a cost, (ii) an amount of
energy (both of which are required to perform the given
action), as well as (iii) a reward. Both the cost and the
reward associated with each action may change over
time, are unknown at the beginning of each trial, and
their values are all revealed after the learner’s selec-
tion. The energy associated with each action is instead
known by the learner and does not change over time.
At each trial, the learner is required to select a subset
of actions such that the sum of their energies does not
exceed a fixed energy budget. The goal of the learner
is to maximise the cumulative profit, where the profit
obtained on a single trial is defined as the difference
between the maximum reward among the selected ac-
tions and the sum of their costs. We denote by T the
total number of trials.
Our framework is general and flexible in the sense that
it encompasses several online learning problems. In the
general case, the main challenge lies in the fact that the
rewards are not known at the beginning of each trial,
and the learner’s profit depends only on the maximum
reward among the selected subset of actions, instead of
the sum of all their rewards. In particular, it is worth
mentioning three different problems which can be seen
as special cases of our online learning framework; these
are variants of the Facility Location problem, the 0-1
Knapsack problem, and the Knapsack Median prob-
lem.
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When all action energy values are equal to 0, we obtain
an online learning variant of the Facility Location prob-
lem (see, e.g., [4], [21], [18]). The goal of this specific
problem may be viewed as selecting and opening a sub-
set of facilities at each given trial, to service a sequence
of users which arrive one at a time. At any given trial
t, each action’s cost may be interpreted as the cost
for opening a facility for the t-th user. The reward
associated with a given facility represents what the
user potentially gains when it is opened. More specifi-
cally, the rewards can be seen as quantities dependent
on the distance between the user and the facilities in
some metric space. In this context, it is reasonable
to assume that the profit obtained on a single trial de-
pends only on the maximum reward among the opened
facilities taking into account the facility costs. This
represents a natural setting for the Facility Location
problem, because in practical scenarios users may ar-
rive sequentially and each arrival requires a connection
to an open facility. Online versions of the Facility Lo-
cation problem have been studied in several contexts
(see, e.g., [5], [20]). However, as far as we are aware,
our work is the first study of this specific online set-
ting for the Facility Location problem. Moreover, this
dynamic model is natural and interesting within this
context1, because in practice the location of the next
user, which in turn determines the reward associated
with each facility, is often unknown to the learner. At
each trial, after the user’s location is known, the re-
wards are then revealed, because disclosing the user’s
location enables to compute all distances between the
facilities and the user, which are previously unknown.
In fact, this corresponds to assuming all rewards are
revealed at the end of the trial.
When, instead, all rewards are equal to 0 and all costs
are negative, the problem can be seen as an online
learning variant of the 0-1 Knapsack problem (see,
e.g., [6], [19]). In this case, each action corresponds
to an item whose weight is equal to the associated en-
ergy, the energy budget represents the knapsack capac-
ity, and the absolute value of each action cost can be
viewed as the corresponding item value. Our formula-
tion makes the problem challenging especially because
the item values are revealed only after the learner’s
selection.
Finally, when all costs are equal to 0, we obtain an on-
line learning variant of the Knapsack Median problem
([1], [15]). In this problem (which is a generalization
of the k-median problem – see, e.g., [2], [10]), we are
given a set of clients and facilities, as well as a dis-
tance metric. The goal is to open a subset of facilities
such that the total connection cost (distance to near-
1Similar arguments hold also for motivating the other
two special cases mentioned in this section.
est open facility) of all clients is minimized, while the
sum of the open facility weights is limited by a budget
threshold. In our framework, at each trial the rewards
can express the closeness of each facility, and the ac-
tion energy budget represents therefore the threshold
of sum of the opened facility weights.
This problem has practical applications in multiple do-
mains. In computer networks, network administrators
may want to understand where to place network mon-
itors or intrusion detection systems. Network packets
or malicious attacks are related to the events playing
a crucial role in this scenario, and a limited amount
of network resources are available to detect or observe
network behavior. Another class of application exam-
ples include municipal emergency services. A service
center needs to deploy responders (police, paramedics,
fire rescue), and with limited resources, personnel must
be deployed sparingly. A further application is related
to deploying program instances in a distributed com-
puting environment (e.g. distributed cloud). These
systems must respond to user requests and are sub-
ject to constraints. Both costs and rewards may be
unknown in practical real-world scenarios at the be-
ginning of each trial.
For our general problem we propose and rigorously
analyse a very scalable algorithm called MaxHedge
based on the complex interplay between satisfying the
energy budget constraint and bounding the profit by
a concave function, which in turn is related to the on-
line gradient descent algorithm. Moreover, the total
time required per trial by our learning strategy is quasi-
linear in n. We measure the performance of proposed
solution with respect to the difference between its cu-
mulative profit and a discounted cumulative profit of
the best fixed subset of actions.
In summary, our framework captures several real-
world problems, where the environment changes over
time and the solutions trade-off between minimising
the costs and maximising the maximum reward among
the selected subset of actions, while being constrained
to an action energy budget. The framework is very
general and the proposed algorithm is very efficient
and may be specialised to several natural online com-
binatorial problems. Finally we provide a guarantee on
the rewards achieved and costs incurred as compared
to the best fixed subset of actions.
1.1 Related Work
The closest work to our online learning framework is
perhaps addressed in [13], where the authors describe
an online learning algorithm for structured concepts
that are formed by components. Each component and
each concept can be respectively seen as an action and
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a feasible subset of actions. Despite several similarities,
the algorithm they proposed cannot be used when the
rewards are non-zero, because we focus on the max-
imum reward among the selected subsets of actions,
whereas in [13] the profit corresponds to the sum of
the rewards of all selected components/actions. When
all rewards are instead equal to 0, then we have the
online variant of the 0-1 Knapsack problem described
above as one of the three special cases of our general
problem. In Appendix C we prove that if the algo-
rithm presented in [13] could handle the Knapsack
problem, then the classical version of the Knapsack
problem could be solved in polynomial time, which
therefore implies that it cannot address this problem
unless P = NP .
The Hedge Algorithm described in [7] obtains a regret
linear in n. However, as we have exponentially many
possible subsets of selected actions, a vanilla applica-
tion of Hedge would require an exponential amount of
time and space to solve our problem.
Another class of problems and algorithms that are not
far from ours is represented by online decision prob-
lems where efficient strategies use, as a subroutine,
an approximation algorithm for choosing a concept
to maximise an inner product ([8], [12], [11]). Again,
these learning strategies cannot handle the case of non-
zero reward. They also have a significantly higher time
complexity than MaxHedge in the case of zero re-
ward.
In [3] , [9], and [22], the authors address the problem
of online maximisation of non-negative monotone sub-
modular functions. Although our profit is submodular,
it is not necessarily either non-negative or monotone.
However, as we shall show in Appendix D, we could, for
the facility location special case, combine much of the
mechanics of our paper with the second algorithm of
[3], essentially doing gradient ascent with the exact ex-
pected profit instead of an approximate expected profit
(as is done in MaxHedge). Even though this new al-
gorithm could be as efficient as the one presented in
our paper, its theoretical guarantees are worse. Note
that in the Knapsack and Knapsack Median special
cases, the profit is indeed monotone and non-negative.
For these special cases, the approach presented in [22]
comes close to solving the problem, but only guaran-
tees that the expectation of the total energy does not
exceed the budget rather than the actual total energy.
In addition, for the Knapsack Median problem, [22]
uses quadratic time and space. As far as we are aware,
there does not exist any trivial reduction to use [3] or
[9] for these special cases.
Finally, in [16] the authors address a problem of online
minimisation of submodular function. Our paper max-
imises, instead of minimising, a submodular function
(the profit). This is a very different problem.
Some of the techniques behind the development of
MaxHedge were inspired by [25].
2 Preliminaries and Problem Setup
2.1 Preliminaries
Vectors in Rn will be indicated in bold. Given a vector
v ∈ Rn we define vi to be its i-th component. Given
vectors v,x ∈ Rn define 〈v,x〉 :=∑ni=1 vixi. Define P
to be the set of n-dimensional real vectors in which ev-
ery component is non-negative. Given a closed convex
set C ⊆ Rn and a vector x ∈ Rn, we define ΠC(x) as
the projection (under the Euclidean norm) of x onto
C. Let N be the set of the positive integers. For l ∈ N
define [l] = {1, 2, 3, ..., l}. Given an event E let ¬E be
the event that E does not occur. Let P (E) be the prob-
ability that event E occurs. For a random variable Y ,
let E (Y ) be the expected value of Y . Given a differ-
entiable function h : Rn → R and a vector x ∈ Rn
let ∇h(x) be the derivative of h evaluated at x. Let
∂ih(x) be the i-th component of ∇h(x).
2.2 Problem Setup
In this section we formally define our problem. We
have a set of n actions enumerated from 1 to n. Each
action i has an energy zi ∈ [0, β] for some β < 1,
and on each trial t each action i has a cost cti ∈ R
(which can be negative) and a reward rti ∈ R+. The
learner knows z, but ct and rt are revealed to the
learner only at the end of trial t. On each trial t
the learner has to select a set Xt ⊆ [n] of actions,
such that the total energy
∑
i∈Xt zi of the selected
actions is no greater than 1. In selecting the set Xt,
the learner pays a cost equal to
∑
i∈Xt c
t
i. On each
trial t the learner then receives the maximum reward
maxi∈Xt r
t
i , over all actions selected (defined as equal
to zero if Xt is empty). Hence, the profit obtained by
the learner on trial t is equal to maxi∈Xt r
t
i−
∑
i∈Xt c
t
i.
Formally, this online problem can be defined as
follows: We have a vector z ∈ P known to the learner.
On trial t:
1. Nature selects vectors ct ∈ Rn and rt ∈ P (but
does not reveal these vectors to learner)
2. Learner selects a set Xt ⊆ [n] with ∑i∈Xt zi ≤ 1
3. Learner obtains profit:
µt(Xt) := max
i∈Xt
rti −
∑
i∈Xt
cti
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4. ct and rt are revealed to the learner.
In this paper we write, for a trial t, the cost vector
ct as the sum ct+ + ct− where ct+i := max{0, cti} and
ct−i := min{0, cti}, i.e. ct+ and ct− are the positive
and negative parts of the cost vector, respectively.
In order to bound the cumulative profit of our algo-
rithm we, for some α, δ ∈ [0, 1], some set S ⊆ [n] and
some trial t, define the (α, δ)-discounted profit µˆtα,δ(S)
as:
µˆtα,δ(S) := αmax
i∈S
rti − α
∑
i∈S
ct−i − δ
∑
i∈S
ct+i
which would be the profit obtained on trial t if we
selected the subset of actions S, and all the rewards
and negative costs were multiplied by α and all positive
costs were multiplied by δ.
In this paper we provide a randomised quasi-linear
time (per trial) algorithm MaxHedge that, for any
set S ⊆ [n] with ∑i∈S zi ≤ 1, obtains an expected
cumulative profit bounded below by:
E
(
T∑
t=1
µt(Xt)
)
≥
T∑
t=1
µˆtα,δ(S)− n
√
2Tδ(rˆ + cˆ)
where δ :=
(
1−√β)2, α := 1 − exp(− (1−√β)2),
rˆ := maxt∈[T ],i∈[n] r
t
i and cˆ := maxt∈[T ],i∈[n] |cti|.
This paper is structured as follows. In Section 3 we
introduce the algorithms that define MaxHedge. In
Section 4 we prove that the sets of actions selected by
MaxHedge are feasible. In Section 5 we prove the
above bound on the cumulative profit. In Section 6 we
give special cases of the general problem.
3 Algorithms
We now present our learning strategy MaxHedge, de-
scribing the two subroutines “Algorithm 1” and “Al-
gorithm 2” (see the pseudocode below). MaxHedge
maintains a vector ω ∈ C where C := {x ∈ [0, 1]n :
〈x, z〉 ≤ 1}. We define ωt to be the vector ω at the
start of trial t. We initialise ω1 ← 0. On trial t
MaxHedge (randomly) constructs Xt from ωt using
Algorithm 1. After receiving rt and ct MaxHedge
updates ω (from ωt to ωt+1) using Algorithm 2. Algo-
rithm 2 also uses a “learning rate” ηˆt which is defined
from ηˆt−1. We define ηˆ0 :=∞.
Algorithm 1 operates with a partition of all possible
actions and, for each set in this partition, Algorithm
1 draws a certain subset of actions from it. Given
a set in the partition, the number of actions drawn
from it and the probability distribution governing the
draws depends on β and ωt. The subset, Xt, of actions
selected by Algorithm 1 satisfies the following three
crucial properties (proved in sections 4 and 5):
• The total energy of all actions selected is no
greater than 1.
• Given an arbitrary set Z ⊆ [n], the probability
that Xt and Z intersect is lower bounded by 1−
exp
(−δ∑i∈Z ωti).
• Given an action i, the probability that it is se-
lected on trial t is upper bounded by δωti .
In the analysis we shall construct, from rt and ct, a
convex function ht : C → R. Using the second and
third properties (given above) of Algorithm 1, we show
that ht(ωt) is an upper bound on the negative of the
expected profit on trial t. Algorithm 2 computes the
gradient gt := ∇ht(ωt) and updates ω using online
gradient descent on C.
The last line of Algorithm 2 requires us to project
(with Euclidean distance) the vector yt onto the set
C, i.e. we must compute the x that minimises the
value ‖x − yt‖ subject to x ∈ C. Note that minimis-
ing ‖x− yt‖ is equivalent to minimising ‖x− yt‖2 =
〈x,x〉 − 2〈yt,x〉 + 〈yt,yt〉, which is in turn equiva-
lent to minimising 〈x,x〉 − 2〈yt,x〉. The constraints
defining the set C then imply that this projection is
a case of the continuous bounded quadratic knapsack
problem which can be solved in linear time (see, e.g.,
[14]).
The bottleneck of the algorithms is hence the ordering
step in Algorithm 2 which takes a time of O(n log(n))
4 The Feasibility of X t
In this section we show that the the total energy of the
actions selected by Algorithm 1 is no greater than 1,
as required in our problem definition (see Section 2.2).
We first introduce the sets and quantities used in the
selection of the actions.
Definition 4.1. We define the following:
• τ := 1−√β and δ := (1−√β)2
• For all q ∈ N we define Ωq := {i ∈ [n] : τqβ <
zi ≤ τq−1β}
• Γ := {q ∈ N : Ωq 6= ∅}. Note that {Ωq : q ∈ Γ} is
a partition of [n]
• On trial t, for all q ∈ Γ define πtq :=
∑
i∈Ωq
ωti
and ζtq :=
⌊
δπtq
⌋
.
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Algorithm 1 Constructing Xt
1: C ← {x ∈ [0, 1]n : 〈x, z〉 ≤ 1}
2: β ← maxi∈[n] zi
3: τ ← 1−√β
4: δ ← (1−√β)2.
5: Γ← {q ∈ N : ∃i ∈ [n] with τqβ < zi ≤ τq−1β}
6: For all q ∈ Γ set Ωq ← {i ∈ [n] : τqβ < zi ≤
τq−1β}.
7: Input: ωt ∈ C
8: For all q ∈ Γ set πtq ←
∑
i∈Ωq
ωti
9: For all q ∈ Γ set ζtq ←
⌊
δπtq
⌋
10: For all q ∈ Γ and for all k ≤ ζtq draw ξtq,k randomly
from Ωq such that ξ
t
q,k ← i with probability ωti/πtq
11: For all q ∈ Γ and for k := ζtq+1 draw ξtq,k randomly
from Ωq∪{0} such that, for i ∈ Ωq we have ξtq,k ← i
with probability (δπtq − ⌊δπtq⌋)ωti/πtq, and we have
ξtq,k ← 0 with probability ⌊δπtq⌋+ 1− δπtq. NB: In
the case that πtq = 0 we define 0/0 = 0
12: Output: Xt ← {ξtq,k : q ∈ Γ, k ≤ ζtq + 1} \ {0}
Algorithm 1 works by drawing actions {ξtq,k : q ∈
Γ, k ∈ [ζtq + 1]} randomly, where the number of
actions (including a “null action” 0) drawn (with
replacement) from Ωq is equal to ζ
t
q + 1 and the
probability distribution of the draws is dependent on
ωt.
The following theorem ensures that the choice of
Xt made by our method satisfies our problem’s energy
constraint.
Theorem 4.2. On trial t we have
∑
i∈Xt zi ≤ 1.
Proof. See Appendix A
5 Bounding the Cumulative Profit
In this section we bound the cumulative profit of
MaxHedge.
5.1 The Probability of Intersection
In this subsection we first bound below the probability
that, on a trial t, an arbitrary set Z intersects with Xt.
We start with the following lemma:
Lemma 5.1. Given a set D of independent draws
from |D|-many probability distributions, such that the
probability of an event E happening on draw d ∈ D is
ρd, then the probability of event E happening on either
Algorithm 2 Computing ωt+1
1: C ← {x ∈ [0, 1]n : 〈x, z〉 ≤ 1}
2: β ← maxi∈[n] zi
3: δ ← (1−√β)2
4: Input: ωt ∈ C, ct ∈ Rn rt ∈ P
5: Order [n] as [n] = {σ(t, 1), σ(t, 2), ...σ(t, n)} such
that rt
σ(t,j) ≥ rtσ(t,j+1) for all j ∈ [n− 1]
6: For all j ∈ [n] set ǫtj ← exp
(
−δ∑jk=1 ωtσ(t,k))
7: For all j ∈ [n] set:
λtj ← rtσ(t,n)ǫtn +
∑n−1
k=j
(
rt
σ(t,k) − rtσ(t,k+1)
)
ǫtk
8: For all j ∈ [n] set:
gt
σ(t,j) ← δ
(
ct+
σ(t,j) + c
t−
σ(t,j) exp
(
−δωt
σ(t,j)
)
− λtj
)
9: ηˆt ← min {ηˆt−1,√n/‖gt‖}
10: ηt ← ηˆt/√2t
11: yt ← ωt − ηtgt
12: Output: ωt+1 ← ΠC(yt)
of the draws is lower bounded by:
1− exp
(
−
∑
d∈D
ρd
)
Proof. See Appendix A
We now bound the probability of intersection:
Theorem 5.2. For any trial t and any subset Z ⊆ [n]
we have P (Z ∩Xt 6= ∅) ≥ 1− exp (−δ∑i∈Z ωti).
Proof. See Appendix A
We now bound the probability that some arbitrary ac-
tion is selected on trial t:
Theorem 5.3. Given some action i ∈ [n] and some
trial t ∈ [T ] we have 1−exp(−δωti) ≤ P (i ∈ Xt) ≤ δωti .
Proof. See Appendix A
5.2 Approximating the Expected Profit
In this subsection we define a convex function ht :
C → R and show that the expected profit on trial
t is bounded below by −ht(ωt).
Definition 5.4. For each trial t we order [n] as [n] =
{σ(t, 1), σ(t, 2), . . . , σ(t, n)} where rtσ(t,j) ≥ rtσ(t,j+1)
for all j ∈ [n − 1]. We also define σ(t, n + 1) := 0
and rt0 := 0.
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Definition 5.5. Given a trial t and a number j ∈ [n]
we define the function f tj : P → R by:
f tj (γ) :=
(
rtσ(t,j) − rtσ(t,j+1)
)(
1− exp
(
−δ
j∑
k=1
γσ(t,k)
))
We also define the function ht : P → R as:
ht(γ) = 〈ct+,γ〉+
n∑
i=1
ct−i (1− exp(−δγi))−
n∑
j=1
f tj(γ)
Theorem 5.6. For all t ∈ [T ], the function ht is con-
vex.
Proof. See Appendix A
The rest of this subsection proves that the expected
profit on trial t is bounded below by −ht(ωt).
Lemma 5.7. On trial t we have maxi∈Xt r
t
i =∑n
j=1
(
rtσ(t,j) − rtσ(t,j+1)
)
I (∃k ≤ j : σ(t, k) ∈ Xt).
Proof. See Appendix A
Lemma 5.8. On trial t we have E (maxi∈Xt r
t
i) =∑n
j=1
(
rtσ(t,j) − rtσ(t,j+1)
)
P (∃k ≤ j : σ(t, k) ∈ Xt).
Proof. Direct from lemma 5.7 using linearity of expec-
tation.
Theorem 5.9. On trial t we have E (µt(Xt)) ≥
−ht(ωt).
Proof. See Appendix A
5.3 The Gradient
In this subsection we show how to construct the gradi-
ent of ht and bound its magnitude. We start with the
following definitions.
Definition 5.10. On any trial t and for any j ∈ [n]
we define:
• ǫtj := exp
(
−δ∑jk=1 ωtσ(t,k))
• λtj :=
∑n
k=j
(
rt
σ(t,k) − rtσ(t,k+1)
)
ǫtk
• gt
σ(t,j) := δ
(
ct+
σ(t,j) + c
t−
σ(t,j) exp
(
−δωt
σ(t,j)
)
− λtj
)
We first show that gt is the gradient of ht evaluated
at ωt.
Theorem 5.11. On any trial t we have gt = ∇ht(ωt).
Proof. See Appendix A
We now bound the magnitude of the gradient.
Lemma 5.12. For any trial t we have ‖gt‖2 ≤ nδ2(rˆ+
cˆ)2.
Proof. Since ωt
σ(t,k) ≥ 0 for all k ∈ [n] we have ǫtj ∈
[0, 1] for all j ∈ [n]. This gives us, for all j ∈ [n], that
δλtj ≤ δrtσ(t,n)+δ
∑n−1
k=j (r
t
σ(t,k)−rtσ(t,k+1)) = δrtσ(t,j) ≤
δrˆ. Since also λtj ≥ 0 this implies that −gti ≤ δrˆ + δcˆ
and that gti ≤ δcˆ so (gti)2 ≤ (δrˆ + δcˆ)2. This then
implies the result.
5.4 Online Gradient Descent
In this subsection we show that Algorithm 2 cor-
responds to the use of online gradient descent
over C with convex functions {ht : t ∈ [T ]} and
we use the standard analysis of online gradient de-
scent to derive a lower bound on the cumulative profit.
From here on we compare the performance of
our algorithm against any fixed set S of actions such
that
∑
i∈S zi ≤ 1. We define φ as the vector in Rn
such that, for all i ∈ [n], we have φi := 0 if i /∈ S and
φi := 1 if i ∈ S. It is clear that φ ∈ C.
Definition 5.13. Our learning rates are defined as
follows:
• ηˆt := mint′≤t(
√
n/‖gt′‖)
• ηt := ηˆt/√2t
The next result follows from the standard analysis of
online gradient descent.
Theorem 5.14. We have:
T∑
t=1
(ht(ωt)− ht(φ)) ≤ R
2
2ηT
+
1
2
T∑
t=1
ηt‖gt‖2
where R := maxx,y∈C ‖x− y‖.
Proof. For all trials t: From Theorem 5.6 we have that
ht is a convex function. From Theorem 5.11 we have
that gt = ∇ht(ωt). We also have that ηt+1 ≤ ηt so
since, by Algorithm 2, we have ωt+1 = ΠC(ω
t − ηtgt)
and φ ∈ C, the standard analysis of online gradient
descent (see, e.g., [24]) gives us the result.
We now bound the right hand side of the equation in
Theorem 5.14.
Definition 5.15. Define s := maxt∈[T ] ‖gt‖2/n.
Lemma 5.16. For any trial t, ηt‖gt‖2 ≤ n√s/(2t).
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Proof. We have ηˆt = mint′≤t(
√
n/‖gt′‖) ≤ √n/‖gt‖).
This implies that that ηt = ηˆt/
√
2t ≤ √n/(‖gt‖√2t)
so ηt‖gt‖2 ≤ √n‖gt‖/√2t which, by definition of s, is
bounded above by n
√
s/(2t).
Lemma 5.17. R2/ηT ≤ n√2sT
Proof. We have ηˆT = mint∈[T ]
√
n/‖gt‖ = 1/√s so
ηT := ηˆT /
√
2T ≤ 1/√2sT . Since C ⊆ [0, 1]n, if
x,y ∈ C then each component of x − y has magni-
tude bounded above by 1 which implies that R2 ≤ n.
Putting together gives the result.
Theorem 5.18. We have:
T∑
t=1
(ht(ωt)− ht(φ)) ≤ n
√
2Tδ(rˆ + cˆ)
Proof. See Appendix A
The next result bounds ht(φ).
Lemma 5.19. On trial t we have µˆtα,δ(S) ≤ −ht(φ)
where α := 1− e−δ.
Proof. Let j′ = argmaxj∈[n]:σ(t,j)∈S r
t
σ(t,j)
which is equal to the minimum j such that
σ(t, j) ∈ S. Note that for all j ≥ j′ we
have
∑j
k=1 φσ(t,j) ≥ 1 and hence f tj (φ) ≥(
rtσ(t,j) − rtσ(t,j+1)
)
(1 − e−δ) so ∑nj=1 f tj (φ) ≥∑n
j=j′ f
t
j (φ) ≥
∑n
j=j′
(
rt
σ(t,j) − rtσ(t,j+1)
)
(1 − e−δ) =
rt
σ(t,j′)(1− e−δ) = (1 − e−δ)maxi∈S rti .
Also note that δ〈ct+,φ〉 = δ∑i∈S ct+i and that∑n
i=1 c
t−
i (1 − exp(−δφi)) =
∑
i∈S c
t−
i (1 − e−δ). Com-
bining with the above gives us the result.
Putting together we obtain the main result:
Theorem 5.20. We have:
E
(
T∑
t=1
µt(Xt)
)
≥
T∑
t=1
µˆtα,δ(S)− n
√
2Tδ(rˆ + cˆ)
where δ :=
(
1−√β)2, α := 1 − exp(− (1−√β)2),
rˆ := maxt∈[T ],i∈[n] r
t
i and cˆ := maxt∈[T ],i∈[n] |cti|.
Proof. Let α := 1− e−δ. By Theorem 5.9 we have, for
all t ∈ [T ], that E (µt(Xt)) ≥ −ht(ωt). By Lemma
5.19 we have, for all t ∈ [T ], that µˆtα,δ(S) ≤ −ht(φ).
Hence we have that µˆtα,δ(S) − E (µt(Xt)) ≤ ht(ωt) −
ht(φ). By Theorem 5.18 we than have:
T∑
t=1
(
µˆtα,δ(S)− E
(
µt(Xt)
))
≤
T∑
t=1
(ht(ωt)− ht(φ))
≤n
√
2Tδ(rˆ + cˆ)
Rearranging gives us:
T∑
t=1
E
(
µt(Xt)
) ≥ T∑
t=1
µˆtα,δ(S)− n
√
2Tδ(rˆ + cˆ)
6 Special Cases
The following online variants of classic computer sci-
ence problems are special cases of the general problem.
6.1 Facility Location Problem
The (inverted) facility location problem is defined by
a vector c ∈ P and vectors r1, r2, · · · , rT ∈ P . A fea-
sible solution is any X ⊆ [n]. The aim is to maximise
the objective function:
T∑
t=1
max
i∈X
rti −
∑
i∈X
ci
An example of the problem is as follows. There are
n sites and T users, all located in some metric space.
We have to choose a set X of sites to open a facility
on. Opening a facility on site i costs us ci. Each user
pays us a reward based on how near it is to the closest
open facility. If the nearest open facility to user t is
at site i then user t rewards us rti . The objective is to
maximise the total profit.
In our online variant of the (inverted) facility location
problem, learning proceeds in trials. On trial t:
1. For all sites i, the cost, cti of opening a facility on
site i is revealed to the learner.
2. The learner chooses a set Xt of sites in which to
open facilities on.
3. User t requests the use of a facility, revealing rt
to the learner.
4. Learner incurs profit: maxi∈Xt r
t
i −
∑
i∈Xt c
t
i
The objective is to maximise the cumulative profit.
Note that this is the special case of our problem when,
for all i ∈ [n] and t ∈ [T ] we have zi = 0 and cti ≥ 0.
Given some set S the expected cumulative profit of
MaxHedge is then bounded below by:
T∑
t=1
(
(1− 1/e)max
i∈S
rti −
∑
i∈S
cti
)
− n
√
2T (rˆ + cˆ)
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6.2 Knapsack Median Problem
The (inverted) knapsack median problem is defined by
a vector z ∈ P and vectors r1, r2, · · · , rT ∈ P . A feasi-
ble solution is anyX ⊆ [n] with∑i∈X zi ≤ 1. The aim
is to maximise the objective function
∑T
t=1maxi∈X r
t
i .
An example of the problem is as follows. There are n
sites and T users, all located in some metric space. We
have to choose a set X of sites to open a facility on.
Opening a facility on site i has a fee of zi and we have
a budget of 1 to spend on opening facilities. Each user
pays us a reward based on how near it is to the closest
open facility. If the nearest open facility to user t is
at site i then user t rewards us rti . The objective is to
maximise the total reward.
In our online variant of the (inverted) knapsack median
problem, learning proceeds in trials. The learner has
knowledge of the fee zi for every site i. On trial t:
1. The learner chooses a set Xt of sites in which to
open facilities on. The total fee,
∑
i∈Xt zi, can’t
exceed 1.
2. User t requests the use of a facility, revealing rt
to the learner.
3. Learner incurs reward: maxi∈Xt r
t
i
The objective is to maximise the cumulative reward.
Note that this is the special case of our problem when,
for all i ∈ [n] and t ∈ [T ] we have cti = 0. Given
some set S with
∑
i∈S zi ≤ 1 the expected cumulative
reward of MaxHedge is then bounded below by:
(1− exp (−δ))
T∑
t=1
max
i∈S
rti − δn
√
2T rˆ
where δ := (1−√maxi∈[n] zi)2
6.3 0-1 Knapsack Problem
The knapsack problem is defined by a vector z ∈ P and
a vector v ∈ P . A feasible solution is anyX ⊆ [n] with∑
i∈X zi ≤ 1. The aim is to maximise the objective
function
∑
i∈X vi.
An example of the problem is as follows. We have n
items. Item i has a value vi and a weight zi. The
objective is to place a set X ⊆ [n] of items in the
knapsack that maximises the total value of all items
in the knapsack subject to their total weight being no
greater than 1.
In our online variant of the knapsack problem, learning
proceeds in trials. The learner has knowledge of the
weight zi for every item i. On trial t:
1. The learner chooses a set Xt of items to place in
the knapsack. The total weight,
∑
i∈Xt zi, can’t
exceed 1.
2. For each item i, the value vti , of item i on this trial
is revealed to the learner
3. Learner incurs profit:
∑
i∈Xt v
t
i
The objective is to maximise the cumulative profit.
Note that this is the special case of our problem when,
for all i ∈ [n] and t ∈ [T ] we have rti = 0 and
cti ≤ 0 (noting that cti = −vti). Given some set S
with
∑
i∈S zi ≤ 1 the expected cumulative profit of
MaxHedge is then bounded below by:
(1− exp (−δ))
T∑
t=1
∑
i∈S
vti − δn
√
2T cˆ
where δ := (1−√maxi∈[n] zi)2
7 Conclusions and Ongoing Research
We presented and investigated in depth a novel on-
line framework, capable of encompassing several on-
line learning problems and capturing many practical
problems in the real-world. The main challenge of the
general version of this problem lies in the fact that
the learner’s profit depends on the maximum reward
of the selected actions, instead of the sum of all their
rewards. We proposed and rigorously analysed a very
scalable and efficient learning strategy MaxHedge.
Current ongoing research includes:
• Deriving a lower bound on the achievable profit.
• Complementing our results with a set of experi-
ments on synthetic and real-world datasets.
• Several real systems usually have a switching cost
for turning on/off services, which translates in our
framework to the cost incurred whenever an ac-
tion selected at any given trial is not selected in
the preceding one. This represents an interesting
direction for further research, which is certainly
motivated by practical problems.
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A Missing Proofs
Proof of Theorem 4.2
Proof. Define z0 := 0. We have X
t = {ξtq,k : q ∈
Γ, k ≤ ζtq + 1} \ {0} so:∑
i∈Xt
zi ≤
∑
q∈Γ,k≤ζtq+1
zξt
q,k
=
∑
q∈Γ
∑
k≤ζtq+1
zξt
q,k
≤
∑
q∈Γ
∑
k≤ζtq+1
τq−1β
=
∑
q∈Γ
(ζtq + 1)τ
q−1β
≤
∑
q∈Γ
(δπtq + 1)τ
q−1β
= β
∑
q∈Γ
τq−1 + βδ
∑
q∈Γ
πtqτ
q−1
≤ β
∞∑
q=1
τq−1 + βδ
∑
q∈Γ
πtqτ
q−1
=
β
1− τ + βδ
∑
q∈Γ
πtqτ
q−1
=
β
1− τ + βδ
∑
q∈Γ
∑
i∈Ωq
ωtiτ
q−1
=
β
1− τ + δ
∑
q∈Γ
∑
i∈Ωq
ωtiτ
−1(τqβ)
≤ β
1− τ + δ
∑
q∈Γ
∑
i∈Ωq
ωtiτ
−1zi
≤ β
1− τ +
δ
τ
∑
q∈Γ
∑
i∈Ωq
ωtizi
≤ β
1− τ +
δ
τ
∑
i∈[n]
ωtizi
≤ β
1− τ +
δ
τ
=
√
β + (1−
√
β)
= 1
Proof of Lemma 5.1
Proof. Given some d ∈ D let Ed be the event that
E happens on draw d. Given some set D′ ⊆ D let
ED′ be the probability that E happens on either of
the draws in D′. We prove the result by induction on
|D|. The inductive hypothesis clearly holds for |D| = 0
as then P (ED) = 0 = 1 − 1 = 1 − exp(0) = 1 −
exp
(−∑d∈D ρd).
Now suppose the inductive hypothesis holds for |D| = l
for some l. We now show that it holds for |D| = l + 1
which will complete the proof. To show this choose
some d ∈ D and set D′ = D \ {d} We have:
P (¬ED) = P (¬ED′ ∧ ¬Ed)
= P (¬ED′)P (¬Ed)
= P (¬ED′) (1− P (Ed)) (1)
= P (¬ED′) (1− ρd)
≤ P (¬ED′) exp(−ρd)
≤ (1− P (ED′)) exp(−ρd)
≤ exp
(
−
∑
d∈D′
ρd
)
exp(−ρd) (2)
= exp
(
−
∑
d∈D
ρd
)
Where Equation 1 is due to the independence of the
draws and Equation 2 is from the inductive hypothesis
(noting |D′| = l). We now have
P (ED) = 1− P (¬ED) (3)
≥ 1− exp
(
−
∑
d∈D
ρd
)
(4)
which proves the inductive hypothesis.
Proof of Theorem 5.2
Proof. Note that the event Z ∩ Xt 6= ∅ happens if
either of {ξtq,k : q ∈ N, k ≤ ζtq} are in Z. For every
q ∈ N and k ∈ [ζtq] we have:
P
(
ξtq,k ∈ Z
)
=
∑
i∈Z∩Ωq
P
(
ξtq,k = i
)
=
∑
i∈Z∩Ωq
ωti
πtq
and for k = ζtq + 1 we similarly have:
P
(
ξtq,k ∈ Z
)
= (δπtq − ⌊δπtq⌋)
∑
i∈Z∩Ωq
ωti
πtq
So letting ρ(q,k) := P
(
ξtq,k ∈ Z
)
we have:
ζtq+1∑
k=1
ρ(q,k)
=
ζtq∑
k=1
∑
i∈Z∩Ωq
ωti
πtq
+ (δπtq − ⌊δπtq⌋)
∑
i∈Z∩Ωq
ωti
πtq
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=ζtq
∑
i∈Z∩Ωq
ωti
πtq
+ (δπtq − ⌊δπtq⌋)
∑
i∈Z∩Ωq
ωti
πtq
=(ζtq + δπ
t
q − ⌊δπtq⌋)
∑
i∈Z∩Ωq
ωti
πtq
=δπtq
∑
i∈Z∩Ωq
ωti
πtq
=δ
∑
i∈Z∩Ωq
ωti
So, plugging into Lemma 5.1 with D := {(q, k) : q ∈
N, k ∈ [ζtq + 1]}, we get:
P
(
Z ∩Xt 6= ∅) = P (∃i ∈ Z : i ∈ Xt)
≥ 1− exp
(
−
∑
d∈D
ρd
)
= 1− exp

− ∞∑
q=1
ζtq+1∑
k=1
ρ(q,k)


= 1− exp

−δ ∞∑
q=1
∑
i∈Z∩Ωq
ωti


= 1− exp
(
−δ
∑
i∈Z
ωti
)
Proof of Theorem 5.3
Proof. From Theorem 5.2 we have P (i ∈ Xt) =
P ({i} ∩Xt 6= ∅) ≥ 1 − exp(−δωti). Choosing q ∈ N
such that i ∈ Ωq we also have:
P
(
i ∈ Xt) ≤ ζ
t
q+1∑
k=1
P
(
ξtq,k = i
)
= ζtqω
t
i/π
t
q + (δπ
t
q − ⌊δπtq⌋)ωti/πtq
= δπtqω
t
i/π
t
q
= δωti
Proof of Theorem 5.7
Proof. For all j ∈ [n − 1] the function δ∑jk=1 γσ(t,k)
is concave and the function (1 − exp(−x)) is concave
and monotonic increasing which implies their combina-
tion, (1 − exp
(
−δ∑jk=1 γσ(t,k))), is concave. Hence,
as
(
rtσ(t,j) − rtσ(t,j+1)
)
≥ 0, f tj is concave. Similarly,
as all components of ct− are negative, we have that
∑n
i=1 c
t−
i (1−exp(−δγi)) is convex. Since also the func-
tion ct+ ·γ is convex we then have that ht is a positive
sum of convex functions and is therefore convex.
Proof of Lemma 5.6
Proof. Let l := min{j ∈ [n] : σ(t, j) ∈ Xt}. Note that
rt
σ(t,l) = maxi∈Xt r
t
i .
From the definition of l we have:
• For all j < l, I (∃k ≤ j : σ(t, k) ∈ Xt) = 0
• For all j ≥ l, I (∃k ≤ j : σ(t, k) ∈ Xt) = 1
This implies that:
n∑
j=1
(
rtσ(t,j) − rtσ(t,j+1)
)
I (∃k ≤ j : σ(t, k) ∈ Xt)
=
n∑
j=l
(
rtσ(t,j) − rtσ(t,j+1)
)
=rtσ(t,l)
=max
i∈Xt
rti
Proof of Theorem 5.9
Proof. For all j ∈ [n], Theorem 5.2 with Z := {σ(t, k) :
k ≤ j} implies that:
P
(∃k ≤ j : σ(t, k) ∈ Xt)
=P
({σ(t, k) : k ≤ j} ∩Xt 6= ∅)
≥1− exp
(
−δ
j∑
k=1
ωtσ(t,k)
)
Lemma 5.8 then gives us:
E
(
max
i∈Xt
rti
)
≥
n∑
j=1
(
rtσ(t,j) − rtσ(t,j+1)
)(
1− exp
(
−δ
j∑
k=1
ωtσ(t,k)
))
=
n∑
j=1
f tj (ω
t)
By Theorem 5.3 we also have:∑
i∈[n]:ct
i
<0
cti P
(
i ∈ Xt)
≤
∑
i∈[n]:ct
i
<0
cti(1− exp(−δωti))
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=
∑
i∈[n]
ct−i (1− exp(−δωti))
and: ∑
i∈[n]:ct
i
>0
cti P
(
i ∈ Xt)
≤
∑
i∈[n]:ct
i
>0
ctiδω
t
i
=
∑
i∈[n]
ct+i δω
t
i
=δ〈ct+,ωt〉
so:
n∑
i=1
cti P
(
i ∈ Xt) ≤ δ〈ct+,ωt〉+∑
i∈[n]
ct−i (1−exp(−δωti))
Hence, we have:
E
(
µt(Xt)
)
=E
(
max
i∈Xt
rti −
∑
i∈Xt
cti
)
=E
(
max
i∈Xt
rti −
n∑
i=1
cti I
(
i ∈ Xt)
)
=E
(
max
i∈Xt
rti
)
−
n∑
i=1
cti E
(I (i ∈ Xt)) (5)
=E
(
max
i∈Xt
rti
)
−
n∑
i=1
cti P
(
i ∈ Xt)
≥
n∑
j=1
f tj (ω
t)−
n∑
i=1
cti P
(
i ∈ Xt)
≥
n∑
j=1
f tj (ω
t)− δ〈ct+,ωt〉 −
∑
i∈[n]
ct−i (1 − exp(−δωti))
=− ht(ωt)
where Equation 5 is due to linearity of expectation.
Proof of Theorem 5.11
Proof. Suppose we have some l ∈ [n]. For j < l we
have ∂σ(t,l)f
t
j (ω
t) = 0 and for j ≥ l we have
∂σ(t,l)f
t
j (ω
t)
=δ
(
rtσ(t,j) − rtσ(t,j+1)
)
exp
(
−δ
j∑
k=1
ωtσ(t,k)
)
=δ
(
rtσ(t,j) − rtσ(t,j+1)
)
ǫtj
This implies that:
∂σ(t,l)
n∑
j=1
f tj (ω
t) = δ
n∑
j=l
(
rtσ(t,j) − rtσ(t,j+1)
)
ǫtj
= δλtl
which gives us
∂σ(t,l)h
t(ωt)
=δct+
σ(t,j) + δc
t−
σ(t,j) exp(−δωtσ(t,j))− δλtl
=gtσ(t,l)
Proof of Theorem 5.18
Proof. From Lemma 5.16 we have:
T∑
t=1
ηt‖gt‖2 ≤
T∑
t=1
n
√
s/(2t)
= n
√
s/2
T∑
t=1
1√
t
≤ n
√
s/2
(
1 +
∫ T
t=1
1√
t
)
= n
√
s/2(2
√
T − 1)
≤ 2n
√
sT/2
So using Lemma 5.17 and plugging into Theorem 5.14
we have:
T∑
t=1
(ht(ωt)− ht(φ)) ≤ 1
2
n
√
2sT + n
√
sT/2
= 2n
√
sT/2
= n
√
2sT
By Definition 5.15 and Lemma 5.12 we have s ≤ δ2(rˆ+
cˆ)2. Plugging this into the above gives us the result.
B When maxi∈[n] zi is large
When maxi∈[n] zi is large we construct X
t from ωti in
the following way:
1. Define A = {i ∈ [n] : zi ∈ [1/2, 1]}
2. Define at :=
∑
i∈A ω
t
i/4
3. Flip a biased coin with probability of heads equal
to at
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4. If heads sample i from A with probability ωti/(4at)
and set Xt = {i}
5. If tails define β := 1/2 and run Algorithm 1.
We defer the analysis.
C On the Knapsack Problem and
Component Hedge
In this section we show that Component Hedge can-
not solve the online knapsack problem special case in
polynomial time unless P = NP .
The Component Hedge algorithm described in [13] re-
quires a set of concepts X ⊆ {0, 1}n. In the knap-
sack problem, X is the subset of all x that fit in the
knapsack, i.e. those x ∈ {0, 1}d with 〈x, z〉 ≤ 1. For
Component Hedge, the convex hull H of X must have
a number of constraints polynomial in n and that any
y ∈ H can, in polynomial time, be decomposed into a
convex combination of n + 1 concepts. We now show
that if this is true then we can solve the knapsack prob-
lem in polynomial time:
Let c be the vector defining the objective function
of the knapsack problem (i.e. we seek the x ∈ X
that maximises 〈c,x〉). Now, since H has polynomial
constraints we can efficiently choose the maximiser of
〈c,y〉 (for y ∈ H) via linear programming. Let this
maximiser be y. Now decompose y into a convex com-
bination,
∑n+1
i=1 (mix
i), of n + 1 concepts xi (where∑n+1
i=1 mi = 1). Now suppose, for contradiction, that
〈c,xj〉 < 〈c,y〉 for some j with mj > 0. Without loss
of generality let j = n+ 1.
Then, since for all x ∈ X with have 〈c,x〉 ≤ 〈c,y〉
(as X ⊂ H) we have: 〈c,y〉 = 〈c, (∑n+1i=1 mixi)〉 =∑n+1
i=1 mi〈c,xi〉 =
∑n
i=1mi〈c,x〉i +mn+1〈c,xn+1〉 <∑n
i=1mi〈c,xi〉 + mn+1〈c,y〉 ≤
∑n
i=1mi〈c,y〉 +
mn+1〈c,y〉 =
∑n+1
i=1 mi〈c,y〉 = 〈c,y〉 which is a con-
tradiction.
Hence, for all j with mj > 0 we have 〈c,xj〉 = 〈c,y〉
so the maximising x is found in polynomial time. This
contradicts the assumption that P 6= NP .
D Using Submodular Maximisation
We consider the facility location special case (i.e, z :=
0 and all costs are positive). In this case it is possi-
ble to obtain our bound by selecting, on a trial t, each
action i with probability ωti . We can then use some def-
initions in our paper to define the following functions
on a trial t:
• For all j ∈ [n] define fˆ tj(γ) :=(
rtσ(t,j) − rtσ(t,j+1)
)(
1−∏jk=1 (1− γσ(t,k)))
• Define hˆt(γ) =∑nj=1 fˆ tj (γ)− 〈ct,γ〉
We can then use the arguments in our paper to write
the expected profit as: E (µt(Xt)) = hˆt(ωt) which is
continuous submodular. We can use a slight modifica-
tion of our method of computing the gradient of ht to
compute the gradient of hˆt in quasi-linear time. With
this in hand we can then plug the gradient into one of
the algorithms of [3]:
• The first algorithm requires the submodular func-
tion to be monotone and non-negative whereas
ours, in general, is neither. Even if our expected
profit was monotone and non-negative, for their
algorithm to have a regret linear in
√
T their
per-trial time complexity bound becomes Ω(n
√
T )
which is much larger than ours.
• In the gradient ascent based second algorithm, the
submodular function also needs to be monotone
and non-negative but the cost vector can be sep-
arated from the reward vector in the analysis al-
lowing us to use the expected maximum reward
which is monotone non-negative. The result of
this analysis is similar to ours expect that for them
α = 1/2 instead of the better α = 1 − e−1 that
we have (NB: α is the discount on the comparator
selection S).
