Auxiliary information is used along with ranking information to derive several classes of estimators to estimate the population mean of a variable of interest based on RSS (ranked set sample). The properties of these newly suggested estimators were examined. Comparisons between special cases of these estimators and other known estimators are made using a real data set. Some of the new estimators are superior to the old ones in terms of bias and mean square error.
Introduction
Many authors have discussed the use of supplementary information of auxiliary variables in survey sampling to improve the existing estimators (for example, Cochran, 1977) . The ratio estimator is among the most commonly adopted to estimate: (1) population means, or (2) the total of some variable of interest from a finite population with the help of an auxiliary variable when the correlation coefficient between the two variables is positive. When the correlation coefficient between the two variables is negative, the product estimator is used. These estimators are more efficient, i. variances than the usual estimators of the population mean based on the sample mean of a simple random sample (SRS).
Ranked set sampling (RSS) can be used when the measurement of sample units drawn from a population of interest is very laborious or costly, but several elements can be easily arranged (ranked) in the order of magnitude. Takahasi and Wakimoto (1968) established the theory of RSS. They showed that the mean of the RSS is an unbiased estimator for the population mean and is more efficient than the mean of SRS. Dell and Clutter (1972) studied the effect of ranking error on the efficiency of RSS. The RSS has many statistical applications in biology and environmental studies (Barabesi & El-Sharaawi, 2001 ), for example, McIntyre (1952) first suggested using RSS to estimate the yield of pasture. In addition, RSS has been investigated by many researchers (Stokes, 1977; Stokes & Sager, 1988; Lam, et al., 1994 Lam, et al., , 1980 Mode, et al., 1999; Al-Saleh & Al-Shrafat, 2001; Al-Saleh & Zheng, 2000; Al-Saleh & Al-Omary, 2000) , for more details about RSS, see Kaur, et al., 1995. The RSS method can be summarized as follows: Select m random samples of size m units each and rank the units within each sample with respect to the variable of interest by a visual inspection or some other simple method. X respectively based on a RSS of size n = rm drawn from the population. The sample mean for each variable using RSS data are defined as follows:
Consider the following notations: The bias and the MSE of the estimators of (3.2) are given by: 
is the minimum MSE up to terms of 
If w takes the value in (3.11), then bias of w Ỹ from (3.9) is given by: [ ]
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The formulas for the bias and the MSE of estimators (3.17) and (3.18) respectively, will be the same as in 3.1 except for the case of The Ratio estimator using RSS data is defined as:
This estimator is a special case of the estimator in equation (1) Samawi & Muttlak, 1996) .
The product estimator using RSS data is defined as:
This estimator is a special case for the estimator in equation (1) 
The comparison between the estimators proposed is illustrated by using a real data set. The data for the illustration was taken from Ahmed (1995) X is the number of household in the village. The following steps summarize the simulation procedure to find the bias and MSE of an estimator for the population mean using perfect ranking on the variable of interest Y.
Step 1: Step 2:
Use the data in Step 1 to calculate    Step 3: Repeat steps 1 and 2 (30,000) times, using these 30,000 values to obtain   
where  Y represents any of the estimators given.
In Tables 1-3 , MSE , bias, and efficiency have been calculated for each of the suggested estimators. In Table 1 , ranking on the variable Y is shown (i.e., the ranking of variable Y will be perfect while the ranking of the other variables will be with errors in ranking). Tables  2 and 3 The estimators achieved about the same efficiency no matter which variable was ranked on. This provides greater flexibility in choosing the variable to rank on, since some of the variables are more difficult to rank than others. 
