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ABSTRACT
Since the first introduction of reconstructive tomography in medicine 
more than a decade ago, research into this technique has continued to 
arrest the interest of a growing number of scientists especially in the 
area of industrial non-destructive testing.
It is thus an advantage for a laboratory to have a test rig that 
combines the various imaging modalities using ionising reudiations.
Such a test rig has been designed and built around a BBC-6 
microcomputer complete with its own display system. It œmbines the 
ability for transmission and emission tomography with a capadJility for 
cco^ yton scattering imaging. Imaging characteristics of the rig 
including the detectors efficiency, response, collimating systans line 
spread functions, resolution and the modulation transfer functions are 
determined.
A model has been established to numerically calculate accurately the 
scattering volume and predict the scattering field at any scattering 
euigle for bo re-hole type of collimation, images of an aluminium 
phantom with lead and brass inclusions have been used to demonstrate 
the particular suitability of the Compton scattering technique for 
detecting dense materials within a low density medium. The use of an 
attenuation correction method for the scattered photons has proved very 
successful in improving contract and signal-to-noise ratio of the 
images.
None of the established imaging methods has proved capable of elemental 
distribution analysis amd the methods used in elemental analysis lack 
the spatial information provided in imaging. A new and novel method is 
presented in tils work that combines the elemental capability of 
neutron activation analysis with the spatial information of emission 
tomography. This method has been termed neutron induced ganmna-ray 
emission tomography (NIGET).
il
NIGET images obtained of a freeze-dried water pellet, a piece of humsm 
tibia and a study of the diffusion of a preservative solution in a 
sample of scots-pine, have been used to demonstrate the potentials of 
this method.
CHAPTER CWE
INTRODUCTION
1.1 Badkground
Tomographic techniques for minimizing or removing the superposition of 
information with depth have been the goal of a number of systems, for 
producing an image of a section of a body at a given depth. This goal 
has been achieved using computerized mathematicail techniques which 
allow exact or nearly exact reconstruction of tomographic sections of 
the body. These techniques are generally referred to as computerized 
tomography (CT). Although the first examples of computerized 
transaxial reconstruction tomography were first demonstrated in nuclear 
medicine by Kuhl et al (KüH-1963, 1964, 1966) emd in radiography by 
cormack (COR-1963, 1964), it was the considerable impact on medicine of 
CT using X-ray transmission methods introduced on a commercial basis by 
Bounsfield, that has provided the impetus for widespread research into 
this field. More recently, as the technique of computerized tomography 
has become more widely appreciated, the range of applications in 
non-medical areas, particulairly in industrial non-destructive testing, 
has eaq>anded (GIL-1982, SAN-1983, SPY-1984) and there has been a 
development towards more flexible and less expensive scanning systems 
ccrapared with the rather specific commercial medical CT scanners.
1.2 Conpton scattering tomography
Two m a i n imaging modalities, using ionising radiations, have been roost 
commonly employed. These are photon transmission and photon emission 
tomography. The roost recent method makes use of QDoç>ton scattering.
In emission tomography the reconstructed image represents the 
distribution of a source of ganma-radiation in a plane within the 
object, whereas in transmission tomography it is the representation of 
the physical quantity governing the energy loss, i.e. the attenuation 
coefficient in the material When the radiation beam traverses it and is 
detected on the other side. For Compton scattering tomography, the 
quantity recorded, the scattered photon fluence, is proportional to the 
electron density at the sensitive volume.
The magnitude of the photon linear attenuation coefficient depends on 
the atomic cross -sections of the interaction processes that attenuate 
the X or ganina-ray beam, i.e. photoelectric absorption, incoherent
(Compton) and coherent (Rayleigh) scattering and pair production. This 
is also known to be a function of density, p, and atomic nunher, z, for 
a given energy, Spyrou (SPR-19B4) has suggested that if the 
attenuation coefficient at every point in an object, at a number of 
photon energies is obtained, it should be possible to obtain 
information regarding elemental distribution and density, separately. 
The requirement for measurements at a number of photon energies stems 
from the non-factorisability of the various interaction cross-sections 
into a function of energy and atomic nunber (HAW-1981 ). It is only in 
the energy range, from greater than 300 kev to a few MeV, where cxxnpton 
scattering interaction predominates that the cross-section could be 
expressed as a factorisable function of these two parameters. Then the 
attenuation coefficient cam be written as
KN»ic<E) = P «y (E) 1.1
where po is Avogaudro's number, A the relative atomic mass and o*N(E) 
the Klein-Nishina cross-section per electron for incoherent scattering. 
The great contrast shown in medical transmission tomography results a
from the strong dependendence of photo-electric cross -section on the 
atomic number of the material rather than the density, in Compton i
scattering however the scattering coefficient is only linearly !
dependent on the atomic number and the physical density (eq. 1.1). It j
is thus apparent that the application of Compton scattering in Iitomography will be in the detection of dense materials in a low density !
matrix or on the other hand materials with high atomic number in a low !
Z matrix. An ixplication of this is that Cospton scattering could be
used as the basis of a method for the determination of spatial
distribution of elenents in appropriate matrix. This mode of imaging
has a nunber of advantages over a trransmission measurement. These are
its non-reconstructive nature Which greatly reduces the complexity of
the scanning system as %yell as the cost. The constraint imposed on the
reconstruction algorithm like the requirements for infinite sampling
and the disappearance of the sarpled function at the edges of the image
plane is not important here. This last condition suggests the ability
of the Compton scattering Method fo image regions of interest within
the object without recourse to unnecessary irradiation of the Whole
body. This might become very important in cases where radiation
sensitive areas are to be avoided and also could be time saving.
Finally, the scattering method only requires access from one side and 
this can be a major asset if the object to be imaged is part of a large 
structure Which is inaccessible.
The first published work in Compton scattering tcHnography, known to the 
author, was that by Lale (LRL-1959). Lale and Clarke (ciA-1965, 1969) 
have demonstrated the feasibility of the coupon scattering method by 
imaging longitudinal planes of phantoms and small animals with a 
spatial resolution of approximately 5nm and electron density precision 
of about 5%. Farmer and Collins (FAR-1971) using the same principle, 
in a «oroewhat different sense, also reported encouraging results on 
body-size phantoms in a geometry suitable to radiothereipy treatment. 
Using three Q ?-60 sources, Costello et al (cos-1983) of the IKT 
corporation in their Automated Inspection Device for the examination of 
the Explosive Charges in shells (AEDI^ IS) produced ispressive transverse 
cross-sections of missiles showing the positions of voids in the 
explosive charge. Though no quantitative measurements were given, the 
results were encouraging, noting that the purpose of this type of 
inspection is to locate areas of non-uniformity in an otherwise uniform 
medium. Battista et al (BAT-1977, 1978 and 1980) have investigated 
various aspects of the applications of the Compton scattering 
te chnique in Imaging, both experimentally and theoretically. The 
above mentioned group has produced images of uniform phantoms and a 
cross-section of a patient. Industrially, scatter images have been 
produced predominantly under conditions Where normal neutron or x-ray 
radiography is inadequate. It has therefore found application in the 
automobile industry (HAR-1983), and jet engine turbine blatdes 
(H0L-19B3), idiere much hiÿier contrasts have been observed than in 
transmission radiography. However, all these images have been found to 
be inferior, qualitatively speaking, to ones obtained using the X-ray 
CT method. This has been attributed mainly to the poor statistics 
inherent in the low probability of Compton scattering events, the 
degradation in spatial resolution and contraist caused by the presence 
of multiple scattering and attenuation of both primary aiv3 scattered 
photon beams. Battista et al (BAT-1978) have investigated the 
contribution of multiple scattering and attenuation correction 
particular to their geometry. Their attenuation correction method 
employs a transmission detector to measure the transmitted beam which 
is then used to correct for the attenuation of the incident beam. Ho 
correction %fas mentioned for the secondary (scattered) beam for which
I
attenuation 1b even more critical. All the reported work has been 
centered on low contrast objects like tissues and water phantoms but 
there has been no study reported in the literature on high density, 
high atomic number material in a uniform low density, low atomic number 
matrix for which the technique is theoretically more suitable.
1.3 The test rig
This work reports the design amd building of a multi-purpose test 
scanning rig. It combines the ability to perform the normal scanning 
sequence required for transmission and emission tomography %fith the 
capability for Compton scattering scans in the transverse and 
longitudinal planes. It can also perform positron emission scans using 
the coincidence detection of the annihilation photons. The test rig is 
built around a BBC-B microcomputer Which controls the scanning sequence 
and a display system has also been developed around a PLCfTO/PAlfTTE 
graphic board with the BBC-B as the host. This display system could 
handle a 71 x 71 matrix inage at a time %fith a graded 256 colour or 
grey levels. A complete description of the design, control and 
display program development ac\dimplementation is the subject of Chapter 
4 while Chapter 5 is a study of the characteristics of the system that ^
are critical to its imaging performance. j
This test rig had been used to study the production of images from ;
information obtained fzxxn scattered photon fields. A gaianton made of ;
ailuminium with a number of holes in thich various materials ranging 
from stainless steel to lead could be plugged has been studied. The •
effect of attenuation on contrast obtainable in the images is i
investigated. It is important to know the effect of the inclusions on |
image pwirameters such ais contrast and unsharpness at the object |
boundaries. These had been studied with a lead inclusion in one of the I
holes of the phanton. The effect of an algorithm to compensate for !
attenuation in the scattered photon has been studied for a nuimjer of 
images obtained. A FORTRAN program to accurately predict the sensitive 
volume included between the two cones defined by the pin-hole 
collimators in the source and detector has been developed amd 
implemented. This program has been further modified to estimate the 
fraction of photons that is cosgton scattered at any desired angle by
any desired arrangement of two bore-holÊ type of collinetors. This 
helps in pre-determining optimal experimental conditions thereby saving 
precious experimental time.
1.4 Neutron induced «nission tomography
Conventional emission tomography involves the administration of a 
radio-tracer into a system followed by ixtaging to determine the spatial 
and time distribution of this conpound. However, there arises 
frequently in practice the need to know the spatial distribution of the 
elemental constituents of a given matrix. There êire several methods 
%diich have been applied to measure the elemental constituents of an 
object. Apart frcsn 'in-vivo' neutron activation analysis most of the 
other methods involve the measurenent of the attenuation or scattering 
of photons, or gamna-rays, by the xiaterial in order to determine the 
photon linear attenuation coefficient or the electron density 
(WEB-1976, PUÜ-1977). If X-ray transmission is used, it is possible to 
map the spatial distribution of attenuation coefficient across a plane, 
whilst using conpton scattering could give the distribution of the 
electron density. However, these methods do not give the true 
elemental distribution in the object, ’in-vivo* neutron activation 
analysis on the other hand can only give a gross indication of the 
distribution of elements within the xsaterial. The methods using 
charged particle microprobes are only limited to the superficial layers 
of the object because of their low mean free path. An examination of 
subsequent layers requires the peeling off of the outer layer, a 
process that is not suitable for unique ( or irreplaceable ) samples or 
if other studies are to be carried out on the sample.
A novel and different method is here being studied which combines the 
multi-elemental capability of neutron activation analysis with the 
spatial information provided by emission tomography. This method was 
first proposed by Spyrou (SPY-1983) in the report; "An experimental 
investigation in the fundamental aspects of Neutron Tomography", and 
later in a paper on imaging techniques (SPY-1984). The feasibility of 
the method is demonstrated by determining the variation of neutron 
induced Na-24 within a bone section and the extent of the diffusion of 
a preservative solution through %#ood by monitoring the distribution of 
arsenic and sodium %diich form the major constituents of the 
preservative. The bone study is of interest as part of a continuing
study toy the research group on bone structure and function (KID-1982, 
1983) While the effectiveness of preservative solutions as fungicides * 
In wood is part of a collaborative study with Portsmouth Polytechnic.
One of the most important problems inherent in practical emission zmd 
to a certain extent transmission tomography is the question of the 
acceptance of scattered photons within the energy window of interest. 
These scattered photons, if included in the reconstructed image, result 
in loss of spatial resolution and contrast. It was shown that the 
quality of the detected events is more critical to image quality than 
the number of detected events ( SAN-1982 ). Unlike other methods 
suggested, a physical basis is provided in this %rork for reducing the 
contribution of scattered photons. This is applied in particular to 
the problem of multienergetic gansva-ray spectra where scattering effect 
is more severe.
THEORY AND THEORETICAL CONSIDERATIONS
2.1 Interaction of photons with matter
When photons propagate through matter, they interact with the medium in 
a number of ways dictated by the physical properties of the material as 
well as the photon energy. Pamo et al (FAN-1959) have summarised the 
possible modes of interaction. Each interaction process can be 
considered either as an absorption or a scattering event. In the 
former, the photon disappears and its energy is converted to the 
kinetic energy of some atcanic particle. In the latter, the gamma ray 
is deflected away frcmi the primary beam of gaoma-rays. in the energy 
range of practical usefulness ( *01 lev - 2 Mev) especially for 
tomography, there are three generally zuTcepted is^rtant interactions. 
These are photoelectric effect, Compton scattering and Raylei^i 
scattering. A significant amount of Rayleigh scattered photons are 
accepted within the photo peak window usually set for data collection 
in all tomographic scans. Recently tomographic images using Rayleigh 
scattered photons have been jHiblished (HAR-1985).
2.2 The photo-electric effect
This interaction depends on the atomic number Z of the absorber and the 
energy (hv) of the photon in a ccxqplicated %ray. Thougpi study of this 
dependence has been extensive no single analytical expression could be 
found that covers all possible ranges of atomic nunber and photon 
energy. When the photon energy is well above an absorption edge but 
the energy of the emitted electron is aot relativistic, the dependence 
of the interaction on atomic number and photon energy is usually quoted 
as At much higher energies, relativistic theory gives the
cross -section as ao^ Ph a Z^E”!. For a given energy range the energy 
dependence is greater for low Z materials auv3 decreases with increeising 
Z. This high Z dependence is said to account for the high c»ntrast 
observed in the brain between the White and the grey matter despite 
their cxxqparable densities in a CT scan.
2.3 Gamma Ray Scattering
Apart from the type of photon interaction resulting in total absorption 
of the in-coming photon, the other major form of interaction is the 
scattering of photons by a potential centred on a particle. This 
particle could be a free electron, a bound electron or the nucleus 
of the atom. In the energy range of interest to this thesis, the types 
of scattering of any significance are those involving a free electron 
or a bound electron. The interaction involving the nucleus rec[uires 
high energy photons (h&/>lOMeV) and even at that energy, the probability 
is very small. Both classical and queuitum theories have been employed 
to eiqilain the behaviours of a ganma ray When it is scattered off a 
free electron. The binding of electrons within atoms complicates the 
derivation of theories to explain the behaviour of photon scattered 
from them. The modifications necessary to account for this effect are 
described in the later sections of this chapter.
2.3.1. coherent mcattering by a Free Electron (TaoMPSC*).
When photons undergo this kind of interaction with a free electron, the 
emerging photons essentially have the saune frequency as the in-coming 
photons.
The theory behind this had been well documented by Thompson. In his 
study each electron is considered to respond only to the force 
generated by the electric vector of the electromagnetic wave (the 
photons ). The electron then oscillates at the same frequency as the 
incident radiation and emits scattered radiation of the same energy.
The magnetic vector component of this electromagnetic wave is assumed 
to have little or no effect on the electron. This type of interaction 
is termed Thomson scattering.
Thomson, in his classical model of photon scattering frmn a stationary 
electron nade a nuxober of assumptions that is to limit the applicabil­
ity of his result. These are the atomic number of the scattering
must be small so that the electrons could be considered free.
The %fave length of the radiation must be shorter than the characteris­
tic size of the atom ( “ • 10“&nin ) so that the interaction is with the 
electrons rather than %ri.th the whole atom. The Implication of thfise. 
conditionqtm. that the incident energy must be greater than 10 keV. The 
uf>per limit of the photon energy is set by the requirement for its 
energy to be small compared to the rest mass of the electron. In other
words, the incident energy must not be relativistic so that the 
magnetic component of the radiation could be considered negligible 
compared to the electric vector component. Thus the energy range in 
which theory is applicable is quite narrow and the usefulness falls off 
rapidly with increasing atomic number of the scattering material. This 
is eis a result of the need for low binding energy in the electrons to 
ensure the validity of the free electron assumption. The requirement 
is suomarised in the inequality statement
E. << E << 511 kev D y
where %  is the binding energy of the electron, and Ey the primary 
photon energy.
The value of the cross-section for this type of interacrtion had been 
theoretically calculated to be 6.66 x 10-21 mn2 by Thomson. This 
represents the fraction of the incident photons Which will be scattered 
in all directions <4ir) by Thomson scattering. The differential 
cross-section which is the fraction of the intensity scattered into a 
differential solid angle dn by a single electron around a scattering 
angle ©, is given by the relation
a<7® ( e ) 
35 2Bin e 2.1
The quantity in the brackets in eqpjation 2.1 is generally referred to 
as the classical atomic radius.
2.3.2 Incoherent Scattering by a free electron
The incoherent scattering of photons by a free electron is otherwise 
known as Compton Scattering.
The theory for Thcxnson scattering ceases to hold ais the photon energy 
approauches 511 kev. in this case the mcxoentum of the incident photon 
hvo/c could not be neglected and the law of conservation of momentum 
must be obeyed by the whole system. With the exception of the C2ise of 
zero scattering angle, the scattered photon always leaves in a 
direction Which is not parallel to the initial direction of the primary
10
(Aioton. Thus the scattered photon always has a smaller energy than the 
Incident photon, the rest of the energy being cgirried away by the 
electron.
Compton derived a theory for incoherently scattered photons by a 
stationery free electron by applying the principles of conservation of 
energy and momentum a relation between the primary and scattered photon 
energy is given as
1 + E (l-cos ©) 2.2
M Co
Eyl being the scattered photon's energy. The remaining energy carried 
away by the electron is generally relativistic zmd therefore it is 
necessary to derive a relativistic theory of scattering.
Using Dirac's relativistic theory of am electron, Klein and Nishina 
(KI£-1929) were able to obtain an equation for the differential 
cross-section for ccxnpton scattering of a photon by a free electron. 
For an incident unpolarized beam of mono-energetic photons the 
Klein-Kishina angular distribution function (the colli sion 
cross-section) per steradian of solid angle D is
dcr KN (6) = V 2 rdo
ltk(l-cos©) —2 1+cos^e + k^( l-cos'. 0)^
14k(l-cos©)
am /electron 
steradian 2.3
%irtiere k is the reciprocal of the incident photon Conçrton wavelength
2.4
At low energies, where k<<l, the Klein-Nishina equation reduces to 
Thomson’s clemsical formula
dn^ = I/2 (1 + cos^e)
11
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2.1: A comparison of the Klein-Nishina cross-section e^KN and the 
Incoherent cross-section acrKNcoh/z, as a function of energy 
(JAC-1981).
Fig
12
as required.
Integration of equation 2.4 over all angles yields the total 
Klein-Nishina * s cross-section
KN 2tt _d
dn 2.5
Where
dn = sin© d© da 2.6
a is the cizimuthal angle such that o<a<2ir.
Thus
KN = 2nr
ln(l+2K) 
2K
l+K 2(1+K> ln(l+2K)
„2 1+2K KK
) 1+3K 1 M^
(1+2K)^ . electron
2.7
This gives the fraction of the incident photons that is scattered in 
all directions. The values of ac^N has been tabulated for energies up 
to 30 Mev using equation 2.7, (HUB-1969).
2.3.3 Scattering from Bound Electrons
In most applications, the effect of bound electrons on the calculated 
cross-sections have either been disregarded or approximated by 
combining them with Rayleigh scattering. However, it has been shown by 
Jackson and Hawkes (JAC-1981) that for low z materials, binding effects 
are in^rtant for energies less than 50 keV, while for medium Z 
materials like calcium the effect of binding could not be neglected 
even for energies as high as 300 kev. The deviation of the ratio of 
the differential cross-section to atomic number f dtr^ NC i from the
I as ' ^ J
Klein-Nishina cross-section (doKN/dn) for a number of elements from of 
biological inertance is illustrated in figure 2.1.
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The assumptions made in the Klein-Nishina and Thomson ecjuations are 
that the electron is free and also stationery. Jauch and Rohr lick 
( JAU-1955 ) has Improved on this for the case where the electron is free 
but in motion. The binding corrections have also been treated, taking 
into account not only the k-Shell, but all the atomic electrons. This 
generally involves applying a multiplicative factor to these 
approximated cross-sections.
When the wavelength of the incident photon is comparable with the 
atomic radius, the interaction is usually with the whole atom and not 
an individual electron. These electrons will oscillate in phase and 
the photons emitted by these oscillating electrons will also be in 
phase. Since the amplitudes of these emitted (scattered) photons adds, 
the intensity also adds. The total energy will be equal to the energy 
of the incident photon. This type of coherent scattering is usually 
referred to as Rayleight scattering, coherent scattering from a bound 
electron implies that no change occurs in the internal energies of the 
electrons and that the atom as a Whole remains in its ground state 
after the interaction, using a non-relativistic plane wave 
approximation the differential cross-section for scattering frcxn bound 
electrons is given by (VlE-1966).
where Fo(q) is the multiplicative factor correcting for the case of 
bound electrons and is called the form factor. The square of this form 
factor, Fo^(q)/ is the probability that the Z electrons of the atom 
take up a recoil momentum, q, without absorbing any energy, in the 
incident photon momentum is tiKi and scattered photon momentum liKf, 
then
q = K{ - Kf 2.9
is the momentum transfer. For coherent scattering since 
IK2 I = iKfl = E/hc
hq = 2(E/mc2)(mc)sine/2 2.10
The form factor is defined by
14
Fo(q) = Z po(r) d^r 2.11
where po(r) is the electron density distribution. This density 
distribution is defined such that
PO(q) --- > Z FO(q) — — > O 2.12
q —> O q —> 00
Thus the atomic cross-section for coherent scattering is proportional 
to z2 at small momentum transfer.
Under the situation when the incident photon has a wavelength shorter 
than the atomic dimensions, then the interaction is with the bound 
atomic electrons. This form of interaction is called the inelastic 
scattering and results in an excited atomic electron leaving the whole 
atom in an excited state. The excitation could be into another but 
higher bound level or if the energy transferred is sufficient, into 
the cxsntdnuum. The incoherent cross-section is the sum of inelastic 
cross-sections to all possible final states. Viegele et al (VlE-1956) 
using a plane wave impulse approximation have written the inelastic 
cross-section as
KN
^  Z S(q) 2.13
Where Z(S(q)) is the incoherent scatter! ng function and q is the 
momentum transfer defined by
hq = 2K sin V 2 6 {[l+(K2+2K)sinV2®]^/^ tl+2Ksin2e]-l) 2.14
The scattering factor zs(q) has the limiting behaviours such that
ZS(q) --- > O ZS(q)  > Z 2.15
q —> O q —> 00
and
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Thus at high energies the incoherent cross-section is proportional to 
Z, the atomic number of the scattering material. This factor corrects 
the Klein-Nishina equation for the bound effect on the electron and it 
represents the probability that an atom is raised to an excited state 
or even ionised as a result of momentum transferred to it due to a 
photon collision.
Calculations of S(q) and F(q) depend on knowledge of the atomic wave 
functions. They can be done analytically for hydrogen and, for other 
atcHQs, in various approximations based on the Thomas-Fermi,
Hartree-Fock, or other models. Ihe procedures that could be used for 
these calculations had been adequately reviewed by Jackson and Hawkes 
(JAC-1981).
2.4 Linear attenuation coefficient
For a %fell collimated, mono-chromatic beam of photons passing through a 
single element material of known thickness x, the ratio of the 
transmitted photon intensity to the primary photon intensity is given 
by
I - exp (-fix) 2.17
lo
where /i is the linear attenuation coefficient given by
/t = nan = nZea = (pN^Z/A) ecr 2.18
Here
coh incoh Ph a O’ CTOCT = e + e  + e + . . .  2,19
the cross-section per electron for the various interactions, ao is the 
atomic cross-section, n is the number of atoms per unit volume, and nz 
the electron density. If Ng is defined as
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Ng — nZ — Nÿ^ Z 2 « 20
■p
then it represents the mass electron density of the material roncemed, 
with Na  the Avogadro’s number and A the atomic mass number.
The attenuation coefficient could be obtained for a mixture or a 
compound. The mixture rule can be stated as
(E) = E nu aor (^Z^ ,E)=pN^ E (W^/A^)^ct^ {Z^,E) 2.21
or
M^(E) = pNg E (Z^,E) 2.22
Af = (N^/Ng)(W^Z^/A^) 2.24
Where Wi is the proportion by weight of the ith element and Ai its 
atomic weight. Equation 2.24 neglects changes in atomic wave functions 
due to molecular bonding and chemical environment. It is claimed to be 
accurate to a few percent for E>10 keV and at more than 1 keV from an 
absorption edge.
It should be noted that in describing the linear attenuation 
coefficient, only the Klein-Nishina term separates into a function of 
energy ecKN(E) and a function of atomic number, z (HAW-1981). A coimnon 
energfy dependence could therefore be found for all elements in a given 
mixture. Hence in the energy range vrtiere this term is the main 
contributor to the attenuation coefficient, it is possible to find an 
energy-independent parameter of the mixture, namely the electron 
density nz. At low energies or for very high Z materials howver, other 
terms such as photoelectric effect and coherent scattering come into 
prominence and neither of these could be factorised into a function of 
energy and a function of atomic number. This points to a method of 
using the incoherent scattering factor for material analysis. However,
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the Inherent low probability for incoherent scattering is a limitation 
Which might reduce its use medically. But in applications Where dose 
is not a problem this method could find useful applications.
2.6 Theoretical considerations for Compton scattering Tomography
The basis of Compton scattering as has been shown, is the inelastic 
scattering of a photon by a "free" electron, if X is the incident 
photon wave-length in Compton units (h/MoC) and A* is the scattered 
photon wavelength then
A* - A = 1 - cose 2.25
Where e is the scattering angle. In terms of energy E = MqCZ/a, the 
energy loss AE in a collision is related to 0 by the relationship
cose = (E-KAE)/(E-AE) 2.26
Where K = i+MoC2/e .
From equation 2.25, it is obvious that Compton scattering always 
increases the wavelength, so that there is a partial energy loss. The 
incident energy does not affect the energy shift, the change depends 
only on the scattering angle, it is known that the energy loss 
increases monotonically as the scattering angle is varied from o® to 
180® While keeping the incident energy constant. If, on the other 
hand, the incident energy is the variable, there is a relative energy 
loss that continuously increases with the energy of the incident 
radiation.
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Fig. 2.2 Compton scattering. An incident photon of energy Ein is 
scattered from,free electron at rest. Eyscat is the 
energy of the scattered photon while Eescat is the recoil 
energy of the electron. The free electron could be an 
atomic electron provided the binding energy is negligible in 
comparison to the incident energy.
The fraction of the incident photons that is Compton^ scattered at an 
angle © per unit solid angle is given by the relativistic 
Klein-^ishina'B differential cross-section (eg. 2.3).
The Polar plot of this function has been widely published (FAR-1971, 
EVA-1955, HAR-1983) for various energies of interest. The spatial 
distribution of the intensity of scattered garama-rays possesses 
rotational syimnetry, with the direction of the incident ray as axis. 
However, the distribution is not completely isotropic with the degree 
of anisotropisra increasing rapidly with increasing incident energy. At 
higher energies, above about lOO kev for low Z materials, the photons 
are mostly forward scattered, indicating a strong anisotropy. At low 
energies (below 60 keV), there exist an increasing sense of isotropy 
with a shallow minimum around e = 90*.
2.7 Theory
The principle of Compton scattering tomography is illustrated in figure
2.3
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Source
Detector
Fig. 2.3. The Principle of Compton Scattering Tomography
It is possible to obtain a measurement of the electron density of the 
material at a point o using a narrow external beam of photons passing 
through O. The choice of energy of the incident photon should be such 
that Compton interactions predominate for the range of elements to be 
examined. This energy range is roughly between o.l to a few Mev for 
low and middle Z materials. For a monoenergetic non-polarized source, 
the fluence of photons singly scattered by an infinitesimal Volume 
element at o, is given by
ds, = $
r©+A9
do­
do (Eg,e) dv do 2.27
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However, due to the presence of intervening materials between the 
element volume at o and the detector D, there is an attenuation of the 
scattered photons as they pass through this material. Therefore, to 
obtain a true estimation of the number of photons that will emerge 
from the material, a correction factor of
f  = exp [- fi(E\ l)dl] 2.28
must be introduced. Similarly, since the primary beam has to pass 
through a length of the material before reaching O, the fluence of the 
photons reaching O has to be modified by another factor
f = eïç) [- Qja(E^ ,Z)dZ] 2.29
o
The inclusion of line integrals in these correction factors is to 
emphasise the heterogeneous nature of the material encountered by the 
incident and scattered beams. The differential singly scattered 
fluence can therefore be expressed as
ds = * f'f1 o
9fA0
da
e-A9
Where dsj, is the scattered photon fluence rate per second, Eq the 
incident energy, E' the scattered photon energy, dV the elemental 
volume defined by the intersection of source and detector collimators, 
Pe the electron density at o in electron and 1 is the scattered 
photon path length in ra.
In practice, the scattering volume is not infinitesimal but a finite 
quantity defined by the scattered beam collimator focussing 
characteristics. The single scattering fluence rate s% is then given 
by
■ dS^ 2.31
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in fixed point densitometry, the angle e and correction factors f and 
f  are constant. The only modulating factor to Si is Pe, the electron 
density. The situation is more conplicated in Ccmpton Scattering 
tomography Where a series of points O is sampled, and the conditions of 
constant attenuation, therefore, no longer apply, since the values of 
f and f’ could vary greatly within a material during a transverse scan, 
compensation or attenuation corrections are required in order to be 
able to resolve small changes in electron densities.
In addition to the fluence due to singly-scattered photons, the 
detection system also records an additional and undesirable component 
due to multiply-scattered photons. These arise mainly because of the 
large energy range around the mean scattering energy that is accepted 
by the detection systan. These multiply-scattered photons interact 
first along the incident beam path length and undergo at least one 
subsequent interaction to be redirected into the acceptance cone of the 
detection system. From all the considerations above, it is clear that 
the factors to consider in conpton scattering tomography are the low 
probability of Compton scattering, the spatial resolution achievable 
(Scattering volume), attenuation of primary and secondary photons and 
the acceptance of multiple scattered photons within the energy range of 
interest.
2.8 Scattering Volume and Scattering Fraction
In most, if not all, the quantitative experimants in which one form of 
radiation is used to study one physical property or the other it is 
always required to know as accurately as possible the volume of the 
material being irradiated. Since most of these radiations, especially 
gaimna-rays and neutron, could not be focussed the volume of interest 
within the material is often defined by the source and detector 
collimators. Generally all trajectories outside a narrow range of 
incidence angles are absorbed by the material of the collimator. These 
cases often arise in on-line measurements like prompt-gamma ray 
emission activation analysis, nuclear cross-section measurements and in 
conpton Scattering tomography, of interest to the author, the volume 
resolution is critical since variation of density across the material 
under study could be large and the partial volume effect becomes very 
important, (See Chapter 5),
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A large number of these experiments make use of borehole type of collimators and 
the volume of interest is defined by the intersection of two cones with vertices 
centred on the source and detector positions. This volume is generally bounded 
by complicated surfaces making analytical estimation difficult, if not 
impossible. Most experiments often get round these difficulties by assuming no 
divergence in the beam (pencil beam). However, because of the restriction 
imposed by geometry of the experiments, it is difficult to approach the volume 
of interest as closely as is recjuired if the assumption of a pencil beam is to 
hold. In view of the difficulty expressed above, a numericcil method has been 
devised to calculate the volume of interest, referred to as the 'scattering 
volume'. This calculation was later extended to include the estimation of the 
fraction of the incident photons that is Compton scattered into a given narrow 
bound of solid angle defined by the detector's collimator.
2.8.1 scattering Volme Calculation
The strategy employed in determining the scattering volume of interest defined 
by the intersection of the two cones. Figure 2.3, involves expressing the 
geometry of one of the cones analytically and scanning a small volume element 
through it. A Heavyside unit step function is defined such that when a certain 
criterion is satisfied the volume elenmnt is said to be within the scattering 
volume and when not, the contribution to the volume is zero.
Fig. 2.3; A geometrical 
illustration of the problem. 
Limits of the scattering 
volume are indicated by the 
four intersecting points of 
the two cones.
2ls
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In order to make the calculations simpler without a loss of generality, 
the axes of the two collimators are assumed to lie in the YZ plane. If 
the point of intersection of the two axes lies on the Z-axis, the 
equation of the cone with axis along the Z-axis is given by
x2 + y2 = (z tan 0)2 2.32
with
tan a = rs/ls
The requirement is to perform the following integration
2.33
dV = dx dy dz
The limits of integration are given by the equation of the first cone, 
such that
b z tan a
dv = dz dy
a *fZ tan a
y(Z^tan^a-y^) 
dx
-✓( Z^tan^a-y^)
2.34
The limits a and b could be found by determining the intersections of 
the sides of the two cones. In general the Z values of the coordinates 
of these points are given by the following equations
=
1^  + Ig (cos© - sinecot(© + /3)) 
(1 - tancwsot (© + <3>) 2.35
1. + ig (cose - sinecot (e + p)) 
1 + tanacot (e + p) 2.36
1^  + ig (cos© - sinecot (© - /3>) 
(1 - tanacot (© - p)) 2.37
and
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Fig. 2.4a: Case 1, Both angles 
less than 90° Fig. 2.4b; Case 2, Upper angle greater than while the lower angle 
less than 90°
Fig. 2.4c ; Case 3, Both angles 
greater than 90°
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Fig. 2.5* A geometrical illustration of the angles involved in the 
calculation.
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=
+ Ig (cose - sinecot (e - /3)> 
(1 + tanacot (8 - p)) 2.38
Three orientations are possible that could lead to different values of a and 
b. These three cases are shown in figures 2.4a, b and c.
The three cases are identified by the values of angles NQR and OUT (Pig.
2.5). When both angles are less than one right angle (Pig. 2.4a) the upper 
and lower limits are as defined by the equations for Z1 and Z4, if on the 
other hand angle NQR is greater than one right angle with angle OUT still 
less than ït/2 radiw^ (Pig, 2.4b) the limits then becomes Z2 and Z4 amd 
finally when both angles are greater than ir/2, (Pig. 2.4c) the limits are the 
Z2 and Z3 respectively.
Fig. 2.6: Vectorial illustration of the criteria used in the numerical 
calculation of scattering volume and scattering fraction.
There are two criteria, either of which could be used to determine when a
point being sampled is outside or inside the volume of interest. Since the
limits of integration have already assured the presence of the point inside
the first cone the next thing is to make sure that the point is also inside
the second cone and therefore within the scattering volume. The first
criterion that could be used involves the determination of angle PDO (y). if
this angle is less than the half angle of the second cone then the point is
in, on the other hand if y is greater than p then the point is out - that is
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H(x) = 1 if COS ^ <<r-a).n ) < p
-------^  2.39
Ir - ai
= O otherwise
The secxDhd criterion makes use of the perpendicular distance from the 
point being sampled to the axis of the second cone. The criterion is 
set such that
1 (r - ra) - (r - ra) . no no I < (r - ra) . r^tan p 2.40
The later criterion has been employed in the applications reported 
because it is simpler to implement computationally.
The algorithm explained above has been encoded in Fortran 77 on the 
PRIME computer. The algorithm has been verified by cortparing the 
values of scattering volume at 90® calculated by using the frustrum 
enclosed by the planes through the limits along the Z-axis and the 
values obtained from the program. They were found to behave according 
to expectation. The program has been employed to study the volume 
resolution of a number of collimator systems of interest at various 
angles ranging from 5* to 175®. As expected, the minimum volume occurs 
at 90® and varies gently between 90® ± 30® when it starts to change 
rapidly. There exists certain symmetry about the 90® scattering angle, 
however, a rapid increase in scattering volume is observed in the back 
scattering configuration. The calculation was done for various 
collimator to scattering center distances (30mm to 95mm), a number of 
collimator sizes and collimator lengths. The same kind of variations 
were observed for the different arrangennents with an even greater rate 
of increase observed for larger collimators. It is also observed that 
the range of the limits are larger for back-scattering geometries than 
it is for the forward scatter configuration. This indicates poor 
spatial resolution in certain ranges of back-scattering geometries.
2.8.2 scattering Fracticm calculatlcHi
in photon limited experiments as is the case in compton-scattering, it 
is sometimes advantageous to be able to predict the number of photons 
expected to reach a detector and be counted for various configurations
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of ejqperimental geometries. This is with a view to making the most of 
the available scattered photons as well as determining the strength of 
the source to be used.
The equation giving the fluence of the singly scattered photons is 
given as
=1 = °o -sr : *1
If the scattering volume could be assumed to be uniform then ec[uation 
2.27 could be descretised and the integration treated as a sum 
according to
1 1 = -55- "e 2.421=1 1=1
Where AV is taken as the elemental volume that is being sampled across 
the scattering volume and AOi, the solid angle subtended by the 
elemental volume at a point within the scattering volume.
The scattering angle of each point is determined from Figure 2.6 as
cos y* = nr • hr-d 2.43
where nr is the unit vector along r and nr-a is the unit vector along 
the vector r - ra. This is used to calculate the Klein-Nishina 
cross-section for a free electron. The calculation of the solid angle 
is not so straightforward. The solid angle subtended by a point at a 
surface is generally given by
I - r
S
2.44 5
Equation 2.44 cannot be solved analytically except for simple cases.
In the case under study the surface s over which the integral is to be 
taken consists of the intersection of two ellipses vdiich is difficult
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to express analytically, we therefore deployed a Monte-Carlo Method 
developed by Wielopolski (WIE-1977) emd modified by Nicolau 
(NIC-1983) for a collimated detector to determine the solid angle 
subtended by the variable point at the detector. The fraction of 
photons Compton scattered from the various points are thus calculated 
and the mean fractional scattered photons then estimated from the 
equation.
and the standard deviation of is obtained from
°^ slm N(N-l)
N ■
I =li^-“=lm" 2.46
This procedure has also been implemented on the PRIME computer in 
FORTRAN 77.
In practical Compton scattering systems, mean scattering angles, e, 
ranging from forward scattering (20®) to back scattering (175®) have 
been employed. The selection of this angle is a compromise based on 
the single scattering yield, the acceptable dose, the spatial 
resolution, the electron density precision, and the multiple scattering 
contamination. The values of scattering fractions are calculated for 
Eo = 662 kev, as a function of scattering angle for bore-holed 
collimators of imm, 2mm and 4nsn diameter at two distances 45 and 95mm 
from the scattering volume. In figure 2.11 the single scattering 
fraction is plotted as a function of the scattering angle for a 3mm 
collimator. The single scattering fraction is highest at small angles 
due to increased scattering probability at the sensitive volume. This 
fluence is also affected by the change in spatial resolution with 
scattering angle (KAV-1976); For a fixed collimator dicuneter and 
length, the scattering volume (particularly AZ) is smallest when the 
collimator axis is perpendicular to the incident beam (Fig. 2.7). This 
improvement in spatial resolution is accompanied by a lower single 
scattering yield, requiring a higher dose (Fig. 2.12).
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Fig. 2.7: A graplilcaLl illustration of the variation of the scattering 
volume with €|ngt@ for two imm dia. 45mm long collimators at 
45mm and 95mm from collimator's surface.
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Fig. 2.8: A graphical illustration of the variation of the scattering 
volume with angle for 2mm dia. 45mm long collimators at 45mn 
and 95mm from collimators surface.
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Fig. 2.9; A graphical illustration of the variation of the scattering 
volume with angle for dia, 45mm long collimators at 45imn 
and 95mm from collimators surface.
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Genereü.ly, a forward-scattering angle is preferable in order to 
increase the single scattering yield. However, the smallest amgle 
which can actually be used is limited by the bulk of the detector 
collimator and the need to shield the detectors from the unscattered 
beam, directly transmitted through the object. A number of papers have 
been published on Compton Scattering using the back-scattering method. 
Due to the decrease in the probability of Compton scattering with 
increasing angle, the dose requirement increases. Moreover, it is 
shown by our calculations (Figs. 2.7-2.9) that there is a substantial 
increase in sampled volume at the back-scattering configurations 
compared to the forward scattering arrangements. This results in poor 
spatial resolution, a problem that should be avoided as much as 
possible in tcHOography.
The general behaviour of the scattering volume and scattered fraction 
has been studied at 90° scattering angle using the program. Ihe 
results obtained at various scattering volume to detector's collimator 
surface distances is shown in table 2.3. since there are no published 
values to be found in the literature, for these quantities. Confidence 
in the results presented rests on the normal behaviour of the 
calculated values. The volume is seen to increase with increasing 
distance while the scattered fraction falls away steadily with distance 
from the collimator's surface. It is possible to estimate the activity 
of the source required for a reasonable counting time from the 
scattered fraction obtained in this calculation. It will be a function 
of the signal to noise ratio cind hence the background existing in the 
laboratory. The low value of the scattering fraction obtained however 
is a pointer to the source strength that would be necessary for a 
Compton Scattering tomographic system.
In all the calculations reported so far, no attenuation correction has 
been included. The Eissumption has been that attenuation outside the 
scattering volume for the (Aoton energies of interest is negligible.
The author realises the unrealistic nature of this assunption but it is 
thought that this calculation should serve as a first approximation for 
the estimation of the scattered fluence from a pure material..
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Fig. 2.11: A scattering fraction plot against scattering angle for a 
liran dia. 45mm long collimators 45mm and 95mm away from the 
scattering centre.
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Collimator’s 
Surface to Scatt. 
Vol. Dist. (nm)
Scatt. ^Volims Scatt. Fraction 
(Averaged) 
X10"°
Standard Dev. 
X10~^^
20.0 0.46 0.32 0.33
45.0 7.38 0.16 0.42
60.0 16.21 0.13 0.56
70.0 24.90 0.11 0.56
80.0 36.26 0.10 0.56
90.0 50.61 0.09 0.51
100.0 68.34 0.08 0.47
110.0 89.78 0,07 0.42
120.0 115.30 0.07 0.38
130.0 145.2 0 0.06 0.35
Table 2,1 ; Variation of scattering volune and scattering fraction with distance betveen
scattering centre and coUinator's surface, for 1mm. dia. 45mm. long bore- hole 
type co] ]inBtors.
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CHAPTER THREE
THEORY OF RECONSTRUCTIVE COMPUTERISED TOMDŒÜWHY
3.1 Introduction
The problem of image reconstruction from projectionshas arisen 
independently in a nus(ber of diverses fields. These include finding 
the structure of solar corona, the radio-brightness of a portion of the 
sky,in electron microscopy, the distribution of radionuclides 
indicating the physiological functioning of the human body and the 
dynamic behaviour of the beating heart of a patient. The solution that 
all these imaging problems have in common is the same mathematical 
foundation (HER-1979, RAV-1979). The one area of application which has 
had the greatest impact in general, at least in the public’s awareness, 
is diagnostic medicine.
Medical diagnosis using X-ray radiogreiphy is limited by blurring effect 
caused by the collapse of a three-dimensional, object onto a 
two-dimensional plane. The ability to view a body section or layer 
clecirly, vrithout Interference from other regions, has long been a goal 
of medical radiology. Attempts at this goal could be divided into two 
major groups, these ëire the conventional non-reconstructive emd the 
reconstructive tomography.
3.2 Non-reconstructive Tomography
The earliest recorded attempt at tomographic imaging using X-ray 
transmission was by Bocage in 1921 (BRO-1974). His technique, 
generally referred to as longitudinal or focal-plane tomography, 
involved moving the X-ray tube and the film at comparable speed in 
opposing directions. This technique is illustrated in Figure 3.1,
While the X-rays pass through many layers of the body, the relative 
movement ensures that only the desired layer is maintained in focus 
while other layers are blurred out. The method has also been applied 
in radio-isotope imaging (ANG-1969, CASS-1969, MlR-1970). Here the 
source of radiation is a gamma radionuclide intravenously injected into 
the patient. The tcmnographic effect results from the use of focussing 
collimators combined with various types of patient and detector 
motions. The latest in non-reconstructive tomographic imaging is the 
Conpton scattering imaging and is the subject of later chapters of this 
thesis. All these techniques, with a notable exception of Conpton
37
X-ray tube
position X-ray tube 
f t position
Film position Film position
Fig. 3.1: Conventional tonography: Points on plane O are always in 
focus while points on the other planes such P and Q are 
smeared onto different points over the film.
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Detector
Fig. 3.2 : Typical tomographic motions include successive linear 
steppings followed by angular steppings over 180° for 
transmission and usually 360° for emission scans.
\
\
\
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scattering imaging, have the disadvantage of the presence of blurred 
unwanted planes which tend to reduce the quality and hence the 
diagnostic values of these images.
3.3 Reconstructive Tomography
In reconstructive tomography, a narrow beam of gamma or X-ray traverses 
the plane of interest so that all the unwanted planes are excluded 
(Fig. 3.2). If this beam is fine enough, it could then be assumed that 
the plane being imaged is of a "negligible" thickness and hence two 
dimensional. Images of cross-sections of the human^ '' body are produced 
from data obtained by measuring the attenuation of X-rays along a large 
number of lines through the cross section.
Apart from the application in radio-isotope imaging (emission 
tomography), image reconstruction has been applied to other diagnostic 
imaging techniques using probes other than X or gamma rays, These . 
include alpha radiography (CROW-1975), proton radiography (coR-1976), 
neutron tomography (KOS-1985), ultrasound (GRE-1975) and nuclear 
magnetic resonance (lAU-1975).
3.3.1 Statement of the Reocmstxuctlcxn Problem
The mathematical problem involved in image reconstruction from 
projections is as follows. There is an unknown, two dimensional, 
distribution of some physical parameter. A finite number of line 
integrals of this parameter can be estimated from physical 
measurements. We wish to estimate (reconstruct) the original 
distribution.
If as in Figure 3.3 we denote the plane under investigation by 
Cartesian coordinates (x,y), the contribution of each point towards the 
detected signal is the density function f(x,y). In the x-ray CT case 
this density distribution is that of x-ray linear attenuation 
coefficients of the tissues in the body while for radioisotope imaging 
the f(x,y) represents the radioisotope density. The ray-paths are more 
conveniently described in a set of orthogonal coordinate (r,s) rotated 
at the same angle as the rays to the original (x,y) axis. Each point 
along the ray is now specified using polar coordinates (r,p) (Fig.
3.3),
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Detector
Fig. 3.3; Coordinate Systems. Positions within the object is specified 
by an (x,y) coordinate. While the rays are indicated by a 
rotated (r,s) system.
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Wie integral of f(r,0) along a ray (l,e) is termed the raysum or 
ray-proj ection
f(r,0)ds 3.1
(1,6)
For X-ray imaging the raysum is proportional to the logarithm of the 
detector signal since for monoenergetic photons, the transmitted beam 
intensity
I = lo exp (-j /i(r,0)ds) 3.2
where lo is the incident beam intensity. If we identify in eq. 3.2
with f in 3.1 then it is easy to see that
p = -In (I/io) 3.3
For radio-isotope imaging, p is directly proportional to the total 
detector response provided the effect of attenuation could be 
neglected. A complete set of raysums at a particular angle is called a 
projection in that direction. The equation of any of the raysum could 
be obtained from the equation
1 cos(p-e) = r 3.5
in the rotated frame of reference. Expanding this equation we obtain
r = Icospcose + Isinpsine
However from figure 3.5
X = Icosja
y = Isinp
the coordinate pairs (x,y) that specify the density function along a 
raysum (r,e) are given by
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r = X COB 0 + y sin e 3.6
Ideally f(x,y) is a continuous two-dimensional function and an infinite 
number of projections are required for reconstruction, In practice, 
however, f(x,y) is calculated at a finite number of points from a 
finite number of projections. For data collecting purposes the object 
is usually limited to a circular domain of diameter d say, and if the 
Image is reconstructed at points arranged rectangularly with spacing w, 
then there are
w
points along a principal diameter. This is the number of raysums 
contained in a projection. Each square cell of width w is called a 
pixel, short for picture element.
3.3.2 Reconstxuctljcxi Tecâmiques
Many numerical procedures for the estimation of the density function 
f(x,y) from measured projection data have been applied to parallel beam 
geometry. These could be put generally under two headings which are 
the analytic reconstruction methods and the iterative reconstruction 
methods. Furthermore the analytic technique could be subdivided into 
two basic forms. The first one known as two-dimensional Fourier 
transform method and the second one then filtered back projection 
method having as its seed germ the earlier method of simple back 
projection.
The simple back projection was used in the early experiments. Though 
it is the simplest to implement, it produces reconstructions with 
substantial artefacts to render its use to merely a demonstration 
technique and a stepping stone to a more accurate method referred to as 
filtered back projection.
There exist three basic iterative techniques, classified according to 
the sec[uence in vdiich the corrections are made and incorporated during 
the iteraction. These are, the iterative least square technique 
(ILST), the simultaneous iterative reconstruction technique and the 
algebraic reconstruction tchnique (AFT).
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3.3.2.1 The Analytic Reconstruction Technique
Analytic reconstruction methods are based on direct solutions of the 
image equation (eq. 3.1). The two subgroups, the fourier transform and 
the filtered back-projection methods could be shown to be equivalent. 
Which one is used in application will depend on the available hardware 
and computer time.
3.3.2.2 The Fourier Transform Method
The problem posed is to find the best estimate of a set of density 
function f(x,y) from a set of projection data p(l,e).
If the Fourier transforms of the projections are taken, one obtains the 
central sections of the two dimensional Fourier transform of the 
distribution, one can find the values of the Fourier transform on a 
rectangular grid by interpolation then take the inverse Fourier 
transform to obtain the distribution, as shown in Figure 3.4. The 
various interpolation schemes had been eadiaustively discussed in the 
literature (HER-1974, etc.)
Fig. 3.4; A geometrical representation of the central sections theorem 
illustrating the requirements for interpolation.
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The starting point for the derivation of the Fourier method is the 
representation of the density function as a two-dimensional integral
f(x,y) =
00
—CO
00
-00
F(K^, Ky) exp (2ïri(K^ X+KyY) dk^dk^ 3.7
With the function f(x,y) being represented as a superposition of 
sinusoidal waves. The parameters Kx and Ky are the wave numbers in the 
X and Y directions. Taking the inverse transform of eq. 3.7 gives the 
Fourier coefficient F(kx#ky)
PdC^ .jCy) =
-00
00
—00
f(x,y) exp [-2TTi(K^ X + K^Y)] dxdy 3.8
If the (x,y) axes is rotated by angle 6 to a new axes (r,s) (Fig. 3.3), 
where
0 = tan-l (Ky/Kx) 3.9
Then using rotational transformation
Kx = K cos 0
Kv — K sin 0
where
K — Kx t Ky
3.10
K = |K| = V(Kx2 + Ky2) 3.11
SO that
F(K^,Ky) = f(x,y) exp [-2iriK(xcos© + ysine)] dx dy 3.12
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Now because both (x,y) and (r,s) coordinates axe cartesian we can 
define
dxdy = ds dr 3.13
and since from eq 3.6 we bave 
r - xcose + ysine
then
f(x,y) exp (-2îTikr) ds dr 3.14
The inner integral of ec[uation 3.14 could be identified with the ray 
projection p(l,^ >) of equation 3.4, so that
P(VKy) =
00
p(l,P) exp (-2irikr) dr = P (K,p) 3.15
-00
where P(k,p) is the Fourier transform of p(r,p) with respect to r.
In prose what this equation neans is that each Fourier coefficient, or 
wave-amplitude, of the density function is eq^ tal to a corresponding 
Fourier coefficient of the projection taken at the same angle as the 
Fourier wave.
Equation 3.15 can be used for image reconstruction, eis follows, first 
take the one-dimensional Fourier transform of the projections, followed 
by interpolation to provide a two dimensional array of Fourier 
coefficients (see Fig. 3.4) and finally, take the inverse 
two-dimensional tremsform.
The requirement for interpolation arises because the Fourier 
coefficients obtained from the projections do not fall on a rectangular 
matrix (Fig. 3.4), as required for the inverse two dimensional 
transform. Though it is possible to obtain exact interpolation using 
sampling theorem (BRAC-1965), the large amount of computer time 
involved has made it prohibitive for most applications. A number of
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alternative approaches had been developed (CR^-1970, MER-1973, 
THO-1974). One of these known as linear interpolation is employed in 
all the reconstructions done under this study.
One important advantage of the above method is the possibility of 
processing the data projection by projection, opening up a possibility 
of on-line processing using dedicated mini-computers. However, until 
the advent of fast Fourier transform the reconstruction time is 
dominated by the two-dimensional Fourier transformation procedure.
This has led to the introduction of an equally accurate but less time 
consuming method termed the filtered back-projection. This is dn 
off-shoot of the early approximate method of reconstruction known as 
the back-projection method.
3.3.2.3 Back Projection
This is the earliest attempt at reconstructive tomography. It is the 
easiest to implement without a need for a computer or complex 
mathematics. Recx)nstruction is performed by smearing each profile back 
across the image plane. Thus the magnitude of each raysum is applied 
to all points that make up the ray. This process may be described 
mathematically as
m
f  (x,y) = Z P(r , e ) AS 3.16
j=l
where 0j is the jth projection angle. A© is the angular distance 
between projections given by Ae=n/m, and the summation is over all m 
projections. The symbol fis used to differentiate the density 
distribution obtained by this method from the true density distribution 
f. The coordinate rg ensures that only the raysums passing through the 
point (x,y) are selected so that the back-projected density at each 
point is the sum of all raysums passing through the point.
From the procedure described above it is obvious that back-projection 
can not produce an accurate reconstruction. This is due to the fact 
that each raysum is applied not only to points of high density, but to 
all points along the ray. This results in apperance of a star artifact 
around a point of high density. Two profiles obtained from a circular 
object are illustrated in Figure 3.5. It could be
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P
Fig. 3.5: Simple back projection showing four profiles of a circular
object. Back projection results in points outside the object 
receiving contributions from the profiles causing the famous 
star artefacts (BRD-1975).
observed that a point o outside the object will receive positive
contributions from profiles A and B during back-projection. If enough
projections are taken, the effect is to blend each individual rays of
the star together creating a general fogging of the background. This
may result in a loss of the subtle differences that may exist in this
background.
It can be shown that there exists a relationship between the 
approximate reconstruction produced by back-projection to the true 
image (BAT-1971), if we write equation 3.15 in its integral form
f’(x,y) =
TT
p(l,e)d© 3.17
and noting that by Fourier transform
p(l,©) =
00
P(K,©) exp (2TTik)dk
-00
one can obtain, by substitution into eq. 3.17
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f(x,y> =
ir
 ^ esp[2ïriX(xcose+ysine)]Ikldkde 3.18
-00
with the integral multiplied and divided toy |K| so that the ecjuation 
now assume a form of two-dimensional Fourier integral in polar 
coordinate.
If we take the two-dimensional Fourier transform of equation 3.18 we 
have
The implication of equation 3.19 is that the toack-projected image is 
the same as the original image except that the Fourier coefficients of 
the true image are divided toy the magnitude of the spatial frequency,
3.3,3.3 Filtered Back-Projection
As shown in the previous section (eq. 3.18), simple toack-projection 
could toe made to work toy proper modification or filtering of the 
projections before back-projection. Thus if the profiles shown in 
Figure 3.5 are modified as illustrated in Figure 3.6 by including 
negative components, contributions to point outside the original object 
could be made if proper filtering is applied. In Figure 3.6, filtered 
profiles are back-projected to reconstruct the original object. It 
could be seen that though the point o outside the object receives 
positive contributions for profiles A and B, these are effectively 
cancelled by the negative effect of profiles C and D. With many 
projection in use, this should elimiate the star artifacts (GAB- , 
BRO-1976, CHO-1974). There exist three forms of filtered-back 
projection classified according to the type of filtering en^loyed.
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Fig. 3.6: Filtered Back-projection. Filtered profiles (p*) are back
projected causing a cancellation of the contributions outside 
the object and resulting in the removal of the star artefacts 
(BRO-1976). .
These are
a) The Fourier Filtering
This could be obtained by considering the Fourier integral of f(x,y) 
(eq. 3.17)
f(x,y) =
-CO
F(K^,Ky) EXP t2iriK(l,0)]lK| dK d© 3.20
in polar coordinates. Noting that from equation 3.19
F(Kx,Ky) = P(K,©)
then we can write
3.21
50
p *  ( 1 , 6 )  de 3.22
With
p *  ( 1 , 6 )  =
00
—03
|K1 P(K,6) EXP [2TTiKl] dK 3.23
In practice, equation 3.22 is replaced by its digitized form, (eq. 
3.24),
m
f(x,y) = E P* (1 ,6 ) A6
i=l
3.24
Where m is the projection number and A© the angular interval between 
each projection. Equation 3.24 could be compared to equation 3.16 of 
simple back-projection method except that the back-projected profile P* 
used in this Ccise has been filtered (eq.3.23) before back-projection. 
The change in P to form P* is illustrated in Figure 3.6. The effect of 
filtering is to increase the high-frecpjency ccxnponents of the profile 
in accordance with their wave number, producing a biphasic function 
with average value of zero (BRO-1976).
The procedure for the implementation of this filtering method is to 
first take the Fourier transform of a projection, multiply each 
coefficient by the magnitude of the spatial frequencies |K), 
back-project onto image plane using interpolation and then repeat for 
successive projections.
b ) Radon Filtering
Equation 3.23 is in effect the inverse Fourier transform of a product 
of tWD functions via: P(K,©) and |K|. Since P(K,6) is known to be the
Fourier transform of p(l,6) and the transform of |K| is 1
_ 2 2irr
(BRO-1976), from convolution law we can write using eq. 3.21
00
P* (1,6) = - P(l',8) d l ' 3.262ir —00 ( 1—1 ’ )
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If this equation is integrated toy parts one obtain
P* (1,8) =
2n
00
-00
ap(l',8) /dl* 1- 1 * dl 3.27
Which could be evaluated using Cauchy-Reiman method. The alx)ve eq. 
exhibits a singularity at 1=1’ which is a source of inaccuracy when eq. 
3.27 is implemented digitally. The removal of this source of 
divergence is the subject of the next method of filtering referred to 
as the Convolution Filtering.
c) Convolution Filtering
The divergence of eq. 3.27 is caused by the factor |K1.
F(x,y)
TT
P(i,8) * F(f(D) de 3.28
F(f(l)) = IKI IKj < K m
where Km is a maximum frequency cut off value imposed by a
band-limiting assumption we have to make for the digitization of eq.
3.1 to be valid.
We have by the inverse Fourier transform in the rotated axis Fig. 3.3
f(l) = IK*I exp [-2viK'l] dK*
K* exp [-zviK'l] dK* + (-K exp (-2V1K*!)) dk*
-Km
=  2 K* cos (2itK'1) dK*
integrating by parts we have
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f(l> = 2K*sin( 2ttK*1)2tt1
Km 1
irl sin(2TTK'l) dk*
2K sin(2üK 1)
“ ■" + — ^  oos(2nK'l)2tt1 2îT^ 1^
Km
2K since 2ttK1) _ _
 251-----  + T v2tt 1
f(l) = 2K  ^sinc(2K 1) - K  ^sin(K 1) m m m m 3.28
where sine X = sin( irX)
TlX
If we now replace |K| in equation 3.25 by its cut-off version, we 
obtain
P*(l,6) =
00
P(i',e)
-00
K^sinC 2itK^ ( 1-1' )) 
v(l-l')
sin [ttK^(I-I’)]
)3
using the convolution theorem.
The result obtained for the filter function had been derived in various 
forms (BRA-1967). Various approximations have also been used 
(RAM-1971, BRA-1967, SHE-1974). The first term in brackets is the well 
known sine function which has the effect of removing frequency 
components greater than in a convolution integral (BRA-1965). This 
is because the Fourier transform of 2Kmsinc(2Kml) is a tophat function 
of unit height out to frequency Km and it is assumed (band-limi ;ting 
assumption) that P(l,©) contains no frequencies in excess of 
(BRO-1976). The implication of this is that p(l,e) is left untouched 
after convolution with this term, and we have
p*(l,©) =K^(l,e)
00
P(i*,e) sin [ïiK^ (l-l’)] 
v^(l-l*)^
dl' 3.30
53
One of the impllctions of band limittlng is that the integral in 
et^ation 3.30 could be replaced by a summation, with points spaced at 
intervals s=l/2K^ (BRA-1956). In addition.
. _ 1-1" odd
Sin (TiK^ (l-l')) 1-1. even
For computer implementation, equation 3.30 is written in the form
P(li) , " Pr
p* (li'G) = —  - - r  E — ^ 2  3.31IT s j=i,oaa (!-])
with the summation taken over all j for which i-j is odd.
This method of modifying the projections by convolving them with a 
function prior to back projection has found favour in most applications 
especially with the first generation type of scanners where data 
collection time predominates. The main reason being that the 
reconstruction could be done projection by projection thereby saving on 
conputer core space. The advantage of this becomes more apparent if 
the scanner is micro-processor based.
3.3.4 Iterative Metbods
The other major mode of image reconstruction from projection is grouped 
under the general name of iterative reconstruction technicjue. This 
refers to all the methods which rely on the successive approximations 
of the image parameters using arbitrary initial cell densities in an 
attempt to match the measured ray projections. The process is repeated 
until the calculated projections agree with the measured ones within a 
desired accuracy.
In order to implement this technique, the object if first approximated
by an array of n x n matrix of uniform density fi(x,y). Each
projection is then broken into strips, as against the idealised rays of
equation 3.1, of width equal to the dimension of each cell. (Fig. 
(3.7)).
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ith Pixel
Jth ray
Fig 3.7: The n x n image reconstruction matrix used in iterative
reconstruction technique. The beam has a finite width, w.
The ray-sums are then calculated according to the contributions from 
each pixel intersected by the ray, i.e. for the ]th ray
3.32
where Wij is the weighting factor for the (i,j) pixel. This equation 
represents a set of matrix equations with the densities fi as the 
variables. This equation could, in principle, be solved by 
inverting the matrix Wij, i.e.
M
fi= E
j=i
3.33
But this procedure has proved impractical (BRD-1974). This is because 
it is not usually possible to have enough projections to allow for the 
number of density points to be determined. Moreover inconsistency in 
the data due to noise render the solution so obtained unrepresentative 
of the image. Another problem often encountered in this procedure Is 
that of unmanageably large matrix. One method devised to overcome
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these difficulties is to adjust the density values f± iteratively until 
the calculated projections agree with the measured projections. The 
procedure is as follows, a uniform density distribution is first 
assumed and raysum are calculated for these. The density of each pixel 
is then adjusted to compensate for the difference between calculated 
and measured raysums. When this had been done for all the projections, 
the first iteration is complete. This procedure is then repeated until 
the desired accuracy in the difference between measured smd calculated 
projection is achieved. This process could be mathematically esqpressed 
as
. M
= f-^ ^ + E Af. . 3.341 1  1] j-1
vrtiere fi^ are the density before and after the 1 iteration and
Afjj the correction applied to the ith pixel from the jth ray.
At the end of the first iteration one arrives at a solution which is 
essentially what is obtained for the case of simple back projection if 
the starting density was zero throughout the image field. Because this 
result is not adequate, a correction factor is back projected into the 
succeeding iterations.
There exist three basic iterative techniques, classified according to 
the sec[uence in which these corrections are made and incorporated 
during the iteration. These are, the iterative least square technique 
(ILST), the simultaneous iterative reconstruction technique (SIRT), and 
the algebraic reconstruction technique (ART).
The simplest of these methods is the ILST. All projections are 
calculated at the beginning of the iteration and corrections applied 
simultaneously to all pixels. Because each pixel is re-corrected for 
every ray passing through it the result is an oscillation about the 
correct solution. To arrest this behaviour, a damping factor can be 
applied to all corrections so as to produce the best least scjuares fit 
after each iteration.
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Fig. 3.8; An Illustrative diagram of ART. In this demonstrative case, 
the original distribution is recovered at the end of the 
first iteration.
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In SIRT, sometimes referred to as point toy point correction method, 
each Iteration toeglns with a particular point and corrections are 
applied to all raysum that contribute to this point. The procedure Is 
repeated for every other point while taking all the previous 
corrections Into account In the present Iteration. Each point (pixel) 
receives a correction In proportion to Its current density.
The most widely used procedure, however, is the arithmetic 
reconstruction technique (ART). This Is Illustrated for the simple 
case of a four pixel object. At the beginning of each iteration, one 
raysum Is calculated and corrections are applied to all points that 
contribute to the ray. This Is repeated for each raysum in a 
projection and for each projection with the previous correction 
embodied in the succeeding calculations (Fig. 3.8). It has been found 
that, in order to ensure that succeeding corrections are Indepeiklent of 
each other and avoid error accumulation, the secjuence of projections Is 
such that the êuigle between them Is large. (HOD-1973, KOH-1973).
3.4 Discussion
Generally speaking there exists no set of criteria for choosing a 
reconstruction algorithm. A number of authors have compared the 
different methods (HER-1973, RAM-1971, sWE-1972, SMI-1973), however, 
the conclusions are specific to the article and an overall comparison 
Is yet to be reported.
The suitability of a particular reconstruction technique to a given 
situation Is normally expressed In terms of speed, accuracy, image 
quality and its response to Imcomplete data. The relative importance 
of each of these depending on application.
When complete data are available, that is the projections are obtained 
at five angular steps, it is generally accepted that the analytical 
method Is the algorithm of choice. This Is because, in this case, 
there exist little need for Interpolation Which accounts for most of 
the time used during all the analytic reconstruction methods. However, 
projection data cannot be obtained for all angles between O and ir. The 
back projection integral has to be replaced with a sum. The question 
arises as to the number of projections required for a circular domain 
of diameter A If the Image Is to be correctly reconstructed for
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frequencies up to cut-off maximum Km. Bracewell and Riddle (BRA-1971)
suggested that if aliasing is to be avoided .and a good reconstruction obtained, smce the total
2number of density values to be estimated is m -=3fn A, The number of projections should be
m » nir/4
and furthermore, the projections should be evenly spaced from 6=0 to it. 
If more than ra projections eire obtained, the resulting image is said to 
be over-determined and the resulting image represents an average of the 
redundant information. The effect of this is to reduce noise euid 
minimize interpolation requirements. If fewer than m projections are 
available for reconstruction, the image is said to be underdetermined. 
The behaviour of analytic and iterative reconstruction techniques are 
fundamentally different. While the analytic methods assume the missing 
projections are identical to the available ones, iterative methods on 
the other hand generally converge to the smoothest image obtainable. 
Another difference is that under-determined data results in increased 
reconstruction time %vhen using analytic methods since then the time 
spent on interpolating for intermediate points is predominant, on the 
other hand, for iterative methods, the requirements for time is reduced 
(BRD-1974). Because of these considerations, iterative reconstructions 
may become the method of choice in highly under-determined situations.
In practice, reconstruction are never exact. With analytical 
techniq[ues, the two limiting factors are band limit ing and 
interpolation. The density distribution f(x,y) contains frequency 
components in excess of the maximum we cam reconstruct. Removing 
these high frequencies causes a ripple artefact especially near sharp 
edges. These ripples can be damped considerably while retaining an 
acceptable image by changing the convolving function so that instead of 
a sharp cut-off frequency at K^ , they are rolled off gently according 
to
F(f(l)) = IK’ I [1 + cos itK’ 1
m
IK’I < Km 3.39
This is termed the Hanning window and is well documented in the 
literature (BRA-1967, RAM-1971, SHE-1974).
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It iB clear from the discussion that all the reconstruction methods 
work well depending on practical situations. For complete sampling 
analytic method is better but when sampling is coarse and circular 
symmetry could not be assumed, it is often more accurate and less time 
consuming to use the iterative technique.
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CMAPTBK FOUR
THE SCANNING SYSTEM
4.1 Introduction
A multipurpose scanning test system has been designed and built for 
this %#ork. It has been designed so that not only typical transmission 
and emission tomography geometries can be set up but also to provide 
the facility for investigating the relatively new Compton scattering 
tomographic mode.
Figure 4.1 shows a picture of the scanner. The scanning system has a 
total of four moveable arms on which detector-source combinations could 
be arranged as required and a platform Which can be made to rotate and 
translate on Which the object to be scanned is placed. The scanning 
sequence is under the Control of a BBC-B microcomputer with a 32K bytes 
memory. Data acquisition is also under the control of the 
microcomputer Which via a standard IEEE-48 interface and a dual counter 
will recorded pulses arriving from two single chauinel analysers (SCA), 
windowed onto regions of interest in the photon spectrum. A double 
sided double density disk-drive provides ample storage space (200K 
bytes) for data collection.
Image reconstruction is also performed within the system using a 
filtered back projection algorithm. A PLUTO graphics board provides 
256 colour and grey levels for image display. The addition of a second 
processor (6502) gives the system a further 32K bytes memory space 
allowing for the display of up to a 71 x 71 square matrix image. The 
whole system was designed to be inejqensive.
4.2 Design and Construction of prototype scanner
The first consideration in the design of a tomographic sknning rig is 
the various motion sequences required for adequate data collection. A 
typical tomographic scanning motion involves alternate linear steppings 
followed by angular indexing, either by the detector-source system 
or by the object being imaged. The choice of Which of the two is moved 
depends on the applications.
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Fig. 4.1: A picture of the scanner showing a typical experimental geometry.
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Fig. 4.2a; A plan view of the scanner.
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scale: 1: 5 cm
Fig. 4.2b: An elevation view of the scanner
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in our case, movement of the object platform was chosen as the weight 
of the collimators dissociated with the source-detector system made the 
engineering requirements and the cost prohibitive. Since all the 
objects envisaged for scanning were inanimate this did not cause any 
inconvenience, in order to allow for data acquisition in the Compton 
scattering mode, an arm rotating in a plane perpendicular to the object 
platform axis is reqpjired. Vertical motion is also included so as to 
exploit the longitudinal capability of Cbmpton scattering tomography as 
well as to image as many planes of the object as may be required.
Figure 4.2a is a plan view of the scanner showing a typical layout of 
the source-detector-object platform for both transmission and Compton 
scattering imaging modes. Figure 4.2b is a side view of an arrangement 
showing the object table. The object table could move linearly in the 
X-direction, vertically in the Z-direction and rotate in the X~Y plane.
The detector-source system (in transmission and emission) could move in 
and out along the Y-axis. The rotating arms included for Compton 
scattering could also move in the r,e plane %rtiere e is the angle 
between the arm and the Y-axis and r is the distance along the arm.
Rotation of this arm is provided manually by a rotary table borrowed 
from a lathe.
The base of the scanner is made of steel to provide for stability. The 
linear scanning bed is made from high grade aluminium alloy as is the 
object platform vhich has a stainless steel slider screwed onto it.
The slider has a brass ; nut which is threaded to fit the lead screw 
made of stainless steel, running the full length (im) of the scanning 
bed. In order to distribute the weight of the object platform, two 
sliding rod supports are fitted on either side of the lead thread. In 
the kind of position-control applications desired here, since the 
requirements are for numerous start/stop operations, with high 
reproducibility, the effect of inertial load predominates. The scanner 
is designed to handle a load of 5kg on the platform, in order to 
provide the necessary motions, three stepping motors, (Sigma,
20-2220D200-F1. 5B ) With a torque of 35N cm at 50 steps per second are 
employed. These motors execute 200 steps per revolution and therefore 
a minimum of 1.8* motor shaft rotation per step is obtained. Linear 
motion is provided by coupling one of these motors onto a steel lead-screw vMch 
translates rotary to linear motion, 1 ' with an effective gear
ratio of 1:40. This combination gives a resolution of .oosram linear
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Fig. 4.3; A picture, viewing the scanner from the top to illustrate the 
relative positioning of the arms.
'H
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motion per step. The rotational motion is accomplished through a gear 
ratio of 1:90 providing an angular resolution of 0.002 degrees of 
rotation per step, while the convertion of rotary motion to linear in 
the vertical direction was realised through a rack and pinion gear 
combination with a gear ratio of 1:40. The resolution here is the same 
as was obtained for the horizontal motion.
2V11 the sliding surfaces are made of high grade aluminium with 
oil-filled porous bronze bearings bonded to the surface of the sliding 
elements. Oil seeps out continually from the bearing making 
lubrication of the slider unnecessary for a considerable period of 
time. Brass "nuts of the same pitch with the lead screw Eire bonded to 
the object platform making an inter-woven lock with the lead screw.
Two arms axe provided that could hold a source-detector or detec- 
tor-detector syst^ in a fixed opposing view. The height of these 
holders could be manually adjusted for correct alignment and as 
mentioned before be made to move in and out in a direction perpendicu­
lar to the horizontal (x-axis) motion of the object table (the Y-axis). 
Furthermore, two rotating holders are provided such that either a 
detector or source could be placed at any angle between zero and a 
maximum angle dictated by the shielding reqpiired for the scan. This 
therefore allows coratpon scattering scans to be obtained on the same 
rig. A picture of the scanner taken from the top displays these arms 
in Figure 4.3.
4.3 The stepping motor interface
A stepping motor is an electro-magnetic device which converts digital 
input, in the form of a train of voltage pulses, into an equal number 
of discrete angular steps. The number of steps executed by the motor 
is equal to the number of command pulses. This characteristic makes 
the stepping motor highly compatible with digital electronics.
Therefore the stepping motor is suitable for use in automatic position 
control systems as the required angular movement can be esqpressed in 
terms of a precise number of steps. Stepping motor performance is a 
function of many parameters involving system loads and driving 
techniques, as well as motor characteristics. The motor drive can be a 
resistance limited unipolar or Bipolar type depending on the speed.
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Fig. 4.4; A complete picture of the scanner shoving, the control
console. Ohe container to the right in the picture is a 
Dewar of the Ge(Ll) detector used in anission tomography,
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torque and movement precision required. Unipolar drivers aire commonly 
used for reasons of simplicity and low cx)st amd require only a single 
polarity power supply. However, bipolar drivers ccMnpared to unipolair 
drivers on the same motor, will produce more torque at low speeds.
Figure 4.4 also shows the control console of the scanner. The lower 
blue box houses the stepping motor control system. The system is 
illustrated by means of a block diagram in Figure 4.5. The system is a 
programmable stepping motor controller housing three separate 
Controllers associated with the motor power supplies. Input data 
(pulses) can be entered through a manual push-button on the front of 
the control housing or from a remote source (computer) via a rear panel 
connector.
The function of the control cards is to provide signals for the drive 
units which supply the stepping motors. These signals are sent to each 
of the four windings of the motors so that they are switched in such a 
sequence as to make the motor rotors move round. The cards have a 
SAA1027 chip that converts a pulse train into suitable motor signals. 
The drive units provide the high current needed to drive the motors.
The logic circuits on the control card allows external computer control 
or internal manual. The external control requires 40 fiB long, 
positive-going TTL pulses because of a spike suppression circuit on the 
card which senses the positive-going edge of the computer input, it 
will not give an output unless the computer input pulse is of a given 
duration thereby eliminating false triggering, one pulse moves the 
motor’s shaft 1.8*. The direction of rotation is given by TFL high 
(clockwise) and low (anti clockwise) pulses.
Manual control gives an internal generated step pulse of variable rate 
and a direction switch indicating forward (anti clockwise) aind reverse 
(clockwise). There is also a single step positioning and push button 
switch to give individual steps as may be required, in manual mode all 
computer inputs are ignored and vice versa. There is eui over limit 
stop on the system. If Pin 3 on a 1-way D-Type plug is not held at o 
volts the motors will not move and there is an overlimit indicator that 
comes on under this condition. A micro switch has been installed to 
sense the over limit motion of the object table in the vertical 
direction. This switch is normally closed but an open circuit results 
when the limit is reached. The computer direction of rotation input
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Fig. 4.5; A block diagram of the motor interface.
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has been given a lOO ms time constant to aid rejecting noisy signals. 
Due to this it is advisable to note that a control program should not 
send any step pulses for at least 150 millisecs after a direction 
change. This invariably means no change of direction Whilst steg^ing.
The three control cards are non-specific and could therefore be 
interchanged.
The three modules at the rear of the control case are the drive units 
for the stepping motors. They amplify the outputs of the SAA1027 chip 
to the current drive capacity required by the motors. Each unit 
contains four po%^r transistors on heat sinks and dropper resistors. 
There are also components to help handle the switching of the inductive 
load of the motors.
4.4 The Electronic set-up
The chain of electronic counting and control system is illustrated by 
the block diagram of Figure 4.6.
The counting chain starts in a detector Which can be a scintillation 
crystal (Nal(Tl)) or a semi-conductor detector (Ge(Li)) depending on 
Whether counting efficiency or good resolution is of high priority in 
the scan being performed. A power supply is used to provide high 
voltage for the detector. The current pulses originating from the 
detector are passed through a linear amplifier, where amplification and 
pulse shaping is carried out. The pulses are then passed through a 
single channel analyser (SCA) which produces a logic output pulse only 
if the linear input pulse amplitude is within a set window. The pulses 
generated could then be recorded in a dual counter. The dual counter 
is connected to a timer in a Master-Slave connection with the timer 
being the Master.
The general control of the Whole system is centered on a 32K 
BBC-microcomputer. It controls the counter-timer system through an 
IEEE-48 standard interface via vdiich data collection from the counter 
is achieved. The start of counting is performed directly by the 
Computer through the timer. The lEEE-48 standard interface is 
connected via the IMHZ bus to the confuter. Stepping motor control is
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done through the motor interface module which uses the first 6 bits of 
the user's port for receiving step and direction signals from the 
computer.
4.5 Software Production and Implementation
4.5.1 The Scanner control Program
The starting point in the development of a control program for a 
tomographic scanning system is to decide the required motion sequence. 
This, as stated earlier, involves a linear stepping motion followed by 
successive angular indexing for normal tonographic scanning, and in the 
scanner discussed here, features its ability for vertical motion. If 
longitudinal imaging is to be performed then raster motion is also 
needed for data collection, other salient points to be considered 
include the resolution of the various motions which determines the 
minimum number of pulses to be sent to each motor, and the timing 
parameters of the motor interface. The pulse lengtTi should be a 
minimum of 40 ^s while the time interval between the pulses must not be 
less than 770 This frequency is dependent on the inertial load
applied to the system. A fast pulse train could cause a stall ing of 
the motor and a subsequent loss of steps. Therefore a variable speed 
is desirable depending on the load to be carried.
770 usee
Fig. 4.7; A typical pulse train generated by the control card showing 
the required timing parameters.
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With an eye on continoue improvement the Control program has been 
written in modular form. While most of the program has been written in 
higher language (BASIC) the time critical section (pulse generating 
section) has been put in machine language. This enables a precise 
timing of the pulse trains. The program called 'SCANPRG' is divided 
into 16 functional modules called PROCEDURES, in BBC-BASic language. 
These are named
1 ) PROG INITIAL
2) PROC ASSEMBLE
3) PROC CHOICE
4 ) PROC Parameter
5) PROC CXMPTON
6) PROC MOTOR 
7 ) PROC SCAN 
8) PROC READ 
9 ) PROC IEEE
10) PROC COUNT
11) PROC OUT and
12) PROC Graphic
On entering the program procedures, PROC INITIAL is used to set up the 
users port at addresses FE60 and FE62 while PROC assemble is meemt to 
assemble the machine language part of the program into the machine code 
directly meaningful to the machine. The next step in the program is a 
loop containing PROC CHOICE. This is the centre point of the program 
since all the other modules could with the exception of PROC INITIAL 
and PROC ASSEMBLE be accessed through this procedure. The user is 
presented with five choices here. These include setting up the 
scanning parameters by calling PROC PARAMETER , initiating either 
transmission or emission scanning secguence by a call to PROC scan with 
appropriate arguments, Compton scan results if choice three is taken, 
this makes a call to PROC SCAN also with a different set of arguments. 
The fourth choice enables the user to move the table to any required 
initial position. This is particularly useful at the commencement of a 
scan as the reconstruction algorithm and control programme assumes that 
the axis of rotation of the object platform, and hence the object, lies 
on the straightline joining the source-detector system. The fifth 
choice allows a single line scan in both horizontal and vertical (X,Z) 
axis of the scanning rig. This function is particularly useful When
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detexnnlnlng the point spread function of a collimated or bare detector. 
The last choice calles on PROC QUIT and allows an optional exit from 
the program.
All the above mentioned options which require moving the scanner in 
sequence make use of PROC SCAN with appropriate arguments. PROC SCAN 
in turn calls on all the other procedures not mentioned ejq>licitly in 
the description of PROC CHOICE above. This procedure has the 
capability of executing all the basic scanning sequences, viz 
transmission, emission and Compton scans. It can also scan more than 
one plane of the object, the limiting factor being the height 
obtainable on the object platform. The first action is to set up the 
IEEE-488 standard interface to make the micro apparent to the counter, 
allowing the computer to act as a controller-talker in communicating 
with the counter. This procedure in effect initialises the IEEE-488 
interface. The scanning sequences start with a movement of the object 
table either to the right or to the left - this distance being half the 
total scanning distance required. These various movements are 
accomplished by calls to PROC MOVE with appropriate arguments. PROC 
MOVE in turn calls the Machine language subroutine labelled L60 »Aiich 
is a general purpose square pulse generating subroutine. It produces a 
wave train with frequency, number of pulses and pulse width determined 
by the parameters passed in the call statements. This subroutine is 
also used to start the counter %dien it is called from PROC coiOTT 
generating a single pulse of about 5 Volts. The other procedures 
involved in PROC SCAN are PROX axis and PROC graphic %diich displays a 
profile of each projection as it is being collected graphically on the 
screen. PROC OUT stores the data on a double sided disc, using a 400K 
double sided double density disc-drive, one projection at a time. This 
is done to make maximum use of the limited memory space available on 
the micro-computer. The scanning process could be monitored by the 
number of projections performed, the step and the distance moved by the 
object %diich are displayed on the screen. The object table is brought 
back to its initial position at the end of each scanning so that 
further adjustment could be reduced for subsequent scans.
The parameters under the control of the user include:
1) A choice of the user of either of or both of two chamnels of the 
dual counter.
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2) Data input file name(s).
3) Scanning length Which should be chosen so that the Whole object is 
covered.
4) The scanning step length.
5) The starting direction of scan (left or right).
6) Tlie rotational motion direction (clockwise or anticlockwise) and
7) The type of scan (Transmission or Emission).
The difference in the scanning sequence for transmission and emission 
being in the choice of total angular rotation of 180® or 360®.
4.5.2 The Image Display and Manipulation Program
Images of objects obtained by tomographic techniques are presented in 
the form of a square matrix representing the distribution of the 
physical quantity being imaged. In Compton scattering imaging this may 
be the physical density or the electron density, in emission tomography 
the distribution of a given radionuclide, udiile the quantity presented 
in transmission imaging is the distribution of attenuation coefficient 
within the matrix of interest. Though these numbers are important in 
the final quantitative analysis of the results, it is often desirable 
to display the image in a form more recognisable by the human eye.
This is usually done by representing it as a topographical image in 
which pixels of similar Vcilues are depicted by the same visual symbol. 
These could be given e.g. ais shades of a colour or a distinctive 
pattern.
A graphic system bsised on PLUTO controller board coupled with a PLUTO 
Palette/memory bocurd is used here. PLUTO is a colour graphic 
controller providing a display with a maximum resolution of 640 x 576 
pixels. When combined with the PLUTO Palette/memory board, each pixel 
may be independently set to one of 256 colours. The Pluto memory, 
called the fran» buffer, consists of tiny pixels arranged in a 
rectangular matrix (raster) each of which could be individually 
assigned a number between o and 255 Which defines its colour. To 
produce a visual image a portion of the frame buffer is scanned onto a 
monitor screen. This PLUTOboard/PLUTO Palette board combination has 
been interfaced with the BBC-B/6502 second processor providing a 
graphic display system around the 64K bytes-memory host micro-computer.
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Software using both BBC-BASIC and machine language to communicate with 
the PLUTO graphic system has been developed for image display and 
manipulation, in the same spirit as e3q>ressed for the Control program 
(Section 4.5.1) this program has been divided into a number of 
independent modules with each module performing specific functions 
within the total framework. This program is named "PLUTOSB" after the 
name of the graphic system. On accessing the program, the user is 
presented with three display options. These are a monotonically 
varying heat colour scheme which ranges between a black background 
through red to white, a grey level display ranging between black and 
White and a discrete 'rainbow* colour scheme with each colour varying 
from background to the maximum full colour.
Then a call is made to a subroutine (written in machine language) INIT
which calls a PLUTO's residence procedure PINIT. This call 
initialises PLUTO setting all state variables to their default values 
and clearing the frame buffer to all black. Following this is the call 
to PROC INITIAL Which in turn makes use of a number of PLUTO resident 
procedures including a call to SHIRES a subroutine to set up PLUTO in 
double resolution (640 x 576) mode, a call to SCWP which ensures the
Working partition is set for double resolution work and a call to
LUTINITIC which initialises the look-up table (LUT) to be a selection 
of colours. The entries to the look-up table are effected by a call to 
WLUTM. The first parameter sent after the WLUTM code gives the number 
of entries to be ejq>ected while the following one is the starting 
entry. Each entry can be thought of as a combination of the three 
light colour conponents green, blue and red. If the first number sent 
to WLUTM is 255 then, 256 combinations of these colours would be 
expected starting from entry zero. This in effect determines the 
colour spectrum to which the image parameters are referenced.
All the other sections of the program could be accessed via the module 
name PROC OPTION. The Options opened to the users through this 
procedure are:
1) Reading in of an Image file by calling on another procedure -
PROC RECFI. This allows for swapping of aiternate lines of image 
data. This is especially useful in displaying images obtained in 
Compton mode Where data is collected by alternate motion of the 
object platform.
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2) A display option is accessed by a call to PROC DISPLAY with 
appropriate information about the size of the image matrix. This 
gives the user the option of displaying the image on any of seven 
sections of the screen. A screen number is sisked and a call to 
PROC SCREEN enables the computer to decide the appropriate 
position of the image. The origin of the image is at the top left 
hand corner of the image. Furthermore the operator could 
re-orientate the image in three possible ways, it could be flipped 
about an axis through the middle of the image in the plane of the 
image, or rotated 180 degrees about an axis through the centre 
perpendicular to the image plane or flipped 180® about the 
horizontal axis in the image plane (a mirror image).
3) It is often desirable to display graphically the variation of the 
image parameters along a line across the image. This is importemt 
for quantitative study of the imaging system and image analysis. 
With this display, parameters such as edge functions of images 
could be studied, and If a point source image is obtained the point 
spread function. The module that allows for this expression is 
PROC LSCAN. It displays a line scam through any line of interest 
across the image, in emy screen position of interest.
4) In image display it is scmetimes required to process the image so 
as to enhance certaiin structures (contrast enhancement) in the 
image, or for example to supress noise in the image. Since noise 
has characteristic high freqpiencies, it could therefore be filtered 
out. This is often attained by enploying low pass filtration 
(Figure 4.8a, b). When edge enhancement is of more importamce the 
application of high psiss filtration is used.
The effect of the low pass filtering function is to suppress the 
high frequencies. High pass filtration has the effect of 
restricting the dynamic range of display to a narrow range of image 
parameter around the edge of interest.
5) When the average values of the parameter displayed is recjuired, 
either for quantitative consideration or in order to determine the 
range of filtrations required in the description given in 4), then 
it is desirable to have a means of obtaining this value within the 
display program. This function is performed by PROC ROISTA. It 
allows for the definition of the region of interest and integrates 
the values and takes the average which is then displayed.
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6) Wien it is necessary to view a particular region of the image more 
closely the module called PROC ROI could be used to display the 
region of interest.
7) The various values of the image parameter could be sorted into a 
number of bins determined by the size of the data matrix. "Rie 
resulting distribution obtained could then be displayed as a 
frequency histogram. This enables the user to see at a glance the 
frequency distribution of the various values in the image, and
8) PROC CT enalbes a catalogue display of the data disc without having 
to quit the program when the name and location of a data file to be 
loaded is required.
4.6 conclusion
A low-cost and portable scanner with the acccmipanying display system 
has been developed that could be centred around a 64K byte memory 
microcomputer. The scanner could carry a maximum weight of 5kg and 
scan an object of maximum diameter of 500 mm. Tiie control program has 
the capability of executing at least three modes of scanning as well as 
obtaining images of many planes of the same object in succession. A 
display program capable of displaying a 71 x 71 matrix image has been 
developed and implemented. However, further inç>rovements are envisaed. 
For example by doubling the data that could be handled by using just 
two bytes to store each data point. This could be achieved by writing
directly to memory locations in the microcomputer. Another area for
consideration is that of topographical arrangement of the data. It is 
often more attractive if the observer does not see individual pixels on 
display. This means the use of sus few display pixels as possible to 
represent a stored pixel on the screen. The requirement could be 
achieved if interpolation between stored pixels is carried out in order 
to decrease the number of displayed pixels per stored pixel. It must 
be borne in mind that this may affect the resolution of the image and 
accentuate the effect of noise. Therefore the choice of interpolating 
function is critical and depends on the image being processed. The
need for interpolation becomes more apparent in the display of regions
of interest using PROC Roi.
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CHAPTER FIVE
SYSTEM CHARACTERISATION
5.1 Introduction
The scanner is an assemblage of different elements whose combined 
characteristics determines how accurate an image produced represents 
the original object. These elements are the gairatia-ray source, the 
detector, the source and detector collimators, the scanning mechanism, 
the reconstruction algorithm and the display system. The quality of an 
image is then determined by a number of physical factors which include 
attenuation of photons, uniformity of response with depth, detection 
sensitivity, physical sampling of the field of view (linear and angular 
sampling) and elimination of non-linearities due to unwanted Compton 
and multiple scattering events. While most of these factors are common 
to the various types of tomography, the effect of photon attenuation 
and non-linearity introduced by the acceptance of unwanted 
Compton-scattered photons are of particular interest in both emission 
and Compton scattering tomography. Their effects are further 
investigated in Chapters six and eight. The other factors affecting 
image quality could then be investigated under two headings. The 
first, detector efficiency and energy resolution, and the second, 
detector-collimator spatial resolution.
5.2 sensitivity of imaging Detectors
The sensitivity of a tomographic system is important as the noise 
introduced by the reconstruction is approximately an inverse square 
function of the total detected events (BUD-1977). The acquisition of 
statistically significant counts per raysum of an image may take 
minutes in our type of single detector scanner. This is even more so 
because of the dose limitation accompanying an emission scan and the 
inherent low counts of conpton scattered photons. Much work is 
directed at present to increasing detector efficiency and the total 
detector area exposed to the object. A detecting material which is 
finding increasing use in tomography is bismuth germanate (BGO) because 
its higher density and effective atomic nuiriber makes it a more 
efficient' scintillator than the traditional Nal(Tl) detector in the 
energy range of interest, various other detectors that have been 
applied include scintillators like CsF and in applications where energy
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resolution is of more importance semi-conductors like high purity 
germanium (HPGE), and cadmium telluride (Cd Te) are being employed 
(KAÜ-1978, ORT-1980, CHU-1978, ENT-1973).
The experiments were carried out on three different detectors. These 
are a 44 ram dia x 52 mm Nal(Tl) detector, a 12.5 mm dia x 12.5 mm BGO 
and a co-axial Ge(Li) detector. The experiments set out to determine 
the variation of sensitivity, across the face of the detector along a 
diameter, determine the crystal size (diameter and volume) and then 
calculate the absolute and intrinsic efficiency as a function of energy 
for each of the detectors as well as their energy resolution.
5.2.1 Detector Size Detezrainatlcm
TWO types of scanners are employed here. The first one is manually 
employed and was used for scanning the surface of the Nal(Tl) detector. 
0.37 MBq CS-137 point source from the Radiochemical center, Amersham 
was collimated to 2mm, with the surface of the collimator 5mm from the 
surface of the detector. The full-photopeak counts were taken at 2mm 
steps over a length greater than the physical size of the detector’s 
outer casing. An allowance of loram was given on either side of the 
crystal housing to allow for a total scan of the detector. The same 
procedure was followed for the length of the detector. Figure 5.1 is a 
graphic of detector response against distance across the detector’s 
surface. The full-width at half maximum and full width at tenth 
maximum were found to be 38 ± 0.2ram and 43 ± 0.2mm respectively. The 
full width at tenth maximum was found to agree with the manufacturer's 
quoted crystal size. The crystal length was similarly determined to be 
60mm. The scanning rig described in Chapter 4 was later used for the 
other detectors. This enabled us to take smaller steps since the 
operation is computer controlled. An energy window was set to include 
the full energy peak of the CS-137 spectrum and with the source 
collimated down to iram a stepping of 0.5mm of the source across the 
detector was thought adequate. This gave a more even response across 
the surface of the detectors. The response curve for each of the 
detectors are shown graphically in Figures 5.2 and 5.3 for the BGO and 
Ge(lii) respectively. By measuring the FWTM of the response curve, the 
response diameter and length of the BGO Crystal was estimated to be
11.0 ± o.imm and 11.o ± o.imm respectively and the diameter of Ge(Li)
40.0 ± 0.5mm. However, as reported earlier in the work of Adesanmi and 
Nicolaou (ADE-1983, NIC-1983) the response curve of the Ge(Li) detector
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Fig. 5.1: spatial response for Nal(Tl) scintillation detector.
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Fig. 5.2; A surface scan of the BGO Detector using a Collimateâ point 
source placed at the surface of the detector.
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Fig. 5,3; The Detector response (counts) versus the displacement (mm) 
using cs-137 point source for the Ge(lti) semiconductor.
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exhibited a dip about the centre vrtiich is not unexpected due to the 
fabrication of the crystal. The co-axial nature of the semi-conductor 
crystal leaves a central dead layer which is not responsive to 
radiation passing through it. This is a fact that has to be noted in 
any application of this detector to tomography ( see Chapter 8 ), since a 
collimator focussed on vrtiat is considered the most efficient region, by 
some workers, results in a considerably reduced efficiency.
5.2.2 Detector efficiency
The [Aotopeak efficiency of the three detectors mentioned earlier were 
measured using a number of standard point sources with certified 
nominal activities (Radiochemical centre, Amersham), The various 
sources, Am-241, Ba-133, cs-137, co-60, Na-22, Mn-54 and co-57, were 
chosen for their simple pulse-height distribution to cover the energy 
range between 33 kev and 1.33 Mev. Two sets of these sources of 
nominal activities 3.7 x 10^ Bq and 0.37 MBq were used. The high 
activity sources were used for calibrating the detectors at large 
detector to source distances while at smaller separations the weaker 
sources were employed. This was done to reduce the effect of pulse 
pile up in the spectrum obtained. The calibration distances were 
chosen to correspond to a number of possible experimental positions on 
our scanner. The scintillator detectors were calibrated with the front 
face of the crystal at 50, 80, lOO, 150 and 200mm from the source while 
the semi-conductor detector (Ge(Li)) was at 50mm. in order to minimise 
the effect of scattering from the environment the measurement rig used 
for reproducible geometry was made of low density, low atomic number 
plastic material and isolated from other scattering materials. This 
rig allows for a movement of the source holder along the detector axis 
between 0 and 250mm from the detector face.
Each pulse height distribution was acquired into 1000 channels using a 
Caraberra Series 40 multi-channel analyser.
In determining the photopeak area of the energy distribution of each 
spectrum, the full width at the tenth maximum (FWTM) of the photopeak 
height is taken. In the case when CO-60 was measured using BGO, the 
two lines were resolved but not well separated due to the poor 
resolution of the detector, hence the resolved half of each peak was 
reflected to re-produce an undistorted peak, assuming a Gaussian 
distribution. Also for CO-57, the two peaks are not well resolved, the
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photopeak area was therefore obtained by assuming the summed strength 
of the 122 and 136 KeV lines at an effective branching-ratio-weighted 
energy of 124 Kev. The number of counts in the photopeak was 
substituted in the following formula to determine the intrinsic 
efficiency
- Es ' ("r) ^
/ 2  _ 2Where n =  ---- ^ —  is the solid angle ratio, 5.2
' 2(l+rW) ^
Kp = number of counts in the photopeak;
No = number of gamma-rays of a given energy emitted by the source; 
r = radius of the crystal; and
R = distance from the source to the front face of the crystal.
The ratio Np/No is the absolute efficiency whereas the rest of the 
expression is the solid angle fractions. No, was calculated using 
half-life and branching ratio values as appropriate from literature 
(BRO-1978). The distance R used was from the crystal surface rather 
than from the front surface of the can. The distance of the crystal 
from the surface of the can (Xo) was obtained by fitting a straight 
line to the inverse of the square root of the detectors response 
(D“ V 2 )  along its axis. The value of Xo can then be obtained from the 
intercept on the X-axis when D“V 2  is plotted against X. The 
efficiency as a function of energy was obtained for each detector and 
at each distance by fitting a curve to the measured efficiency points. 
The function used is a polynomial of the form
NMAX
In(Ep) = E (lnE)^“  ^, 5.3
i=l
where
Ep = photopeak efficiency. 
Pi = fitted coefficients,
E = energy in KeV, and
88
NMAX = maximum number of parameters, which ranged between 4 and 6. A 
program minimizing the errors in the data points was employed to obtain 
the various fitting parameters.
Another property of a detector to be considered in imaging is the 
energy resolution. Good energy resolution is important because the 
contribution of scattered photons to the photo-peak region, due to both 
coherent (Rayleigh) scattering and incoherent (Compton) scattering, 
lead to image degradation (BEC-1969). Though it is possible to 
discriminate energetically against Compton scattering, its extent 
depends on the resolution of the detector since only small angle 
Compton events are accepted. However, #ien the spectrum of interest is 
of a multienergetic type, as is the case in Neutron induced Gamma Ray 
Emission Tomography the scatering contribution from peaks of higher 
energies could prove to be very important (see Chapter 7). It is thus 
clear that if energy resolution and Compton scattering are of greater 
importance than the efficiency, the choice is toward detectors of good 
energy resolution.
5.3 Spatial Resolution
The spatial resolution obtainable by an imaging system depends on the 
following design parameters;
1) Incident Beam size which is a function of the source collimator’s 
diameter and length,
2) Detector collimator size and
3) Linear data sampling.
Phelps et al (PHE-1977) have shown, using the sampling theorem, that if 
the detector response is Gaussian in shape, then the optimum 
signal-to-noise ratio, the final FWHM image resolution should be less 
than or equal to the FWHM inherent spatial resolution of the detector. 
However, the spatial resolution of the detector is determined by the 
type of collimator used. In our experiments, two types of collimators 
were used, one is the bore-hole type with variable collimator length 
while the second kind of collimation is of a convergent type. There is 
a choice of three types of collimator diameters for the bore-hole 
collimators. These are imm, 2mm and 3mm diameters. These collimators 
are of the Jacket type with an extension to cover the crystal length of 
the detector. Fig. 5.5 is a typical cross-section of this kind of
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Fig. 5.4: Intrinsic Efficiency curves for the Three Detectors (BGO,
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the experimental data.
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collimator. Although these collimators were originally meant to accept 
the Nal(Tl) detectors, a collar had been built for the smaller BGO 
detectors so that they could also fit into these collimators. Ihe 
length of the collimators could be varied, using lead plugs, in steps 
of 15mm. The convergent collimator is 75nnn in length 80mm diameter at 
the back converging to 55mm at the front. Each hole of the hexagonally 
arranged matrix is of l2ram in diameter at the back tailing off to 5mm 
in front. The latter collimator type was used in Compton scattering 
imaging.
A few fundamental experiments were carried out using different 
collimator lengths and diameters for the scintillator detectors. For 
each collimator diameter three different line scans were made at three 
different collimator lengths. The source used was a line source 
collimated down to imm at a distance of 75mm from the surface of the 
detector collimator. The line-scan facility on the scanning control 
program (SCANPRG) was used for high positioning accuracy. Each count, 
within the photopeak, was taken for 60 secs at a o.5mm interval. For 
the convergent collimator, a number of line scans were taken between 
distance of 60mm and 130mm. This distance range was dictated by the 
focal point of the collimator. The focal distance was determined 
theoretically by calculation and experimentally by optical focussing 
technique using a diffused light source. The distance between the 
focal point and the back of the collimator was estimated to be 240mm.
In our eaqperiment a point source of c s -1 3 7  was used to obtain 12 line 
scans along the axis of the collimator.
The response curve for all these line scans was obtained and the 
resolution of each detecting system was calculated from the full width 
at half maximum of these curves. Moreover the signal-to-noise ratio 
for each collimator length-detector system for the borehole collimators 
was calculated and compared. Table 5.3 shows the effect of collimator 
length in reducing the amount of photons transmitted through the 
surface of the collimator, other than through the bore-hole, to the 
detector.
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DETECTOR
TYPE
COM,IMATOR 
SIZE (MM)
COL1.IMATOR 
IiBNGTH (MM)
SPATIAL RESOLTN 
FWHM (MM)
SIGNAL/
NOISE
NAI(Tl) 1.00 30.00 ± 0.5 4.00 ± 0.25 1.79
BGO 1.00 30.00 ± 0,5 2.00 ± 0.25 4.245
NAI(Tl) 2.00/4.00 30.00 ± 0.5 3.50 ± 0.25 -
BGO 2.00/4.00 35.00 ± 0.5 2.50 ± 0.25 9.892
NAI(Tl) 4.00 30.00 ± 0.5 5.00 ± 0.25 5.2
BGO 4.00 30.00 ± 0.5 3.50 ± 0.25 6.882
NAI(Tl) 1.00 45.00 ± 0.5 2.00 ± 0.25 2.60
NAI(Tl) 2.00/4.00 55.00 ± 0.5 3.00 ± 0.25 5.714
NAI(Tl) 4.00 45.00 ± 0.5 4.00 ± 0.25 -
Table 5.3: A comparative study of Detector-collimator Combinations
Parameters
Parameter
Number NAI(Tl) BGO(Tl) GE(Li)
1 -50.126 -19.576 -12.575
2 48.815 13.054 7.575
3 -19.59 -3.486 -1.687
4 3.9882 0.45356 0.15176
5 -0.40751 -0.02447 -0.0053301
6 0.016426 - -
Table 5.4: Parameters for the Average Intrinsic Efficiency curves
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Fig. 5.5; A cross-section of the bore-hole collimator.
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5.4 Modulation Transfer Function
A method closely related to the line spread function of an imaging 
system is the Modulation Transfer Function (MTF) of the system. An 
ideal imaging system is one which produces the image of em object under 
examination without loss of information content.
Methods based on the use of spatial sine waves are commonly used in the 
practical measurement of the MTF. other types of methods involve 
Fourier transformation of the measured line spread functions and the 
use of coherent optical systems. Detailed descriptions and extensive 
bibliographies can be found in reviews by Doue (oou-1961) and Dainty 
(DAI-1971) and also in the thesis by Ozek (OZE-1973).
The sine wave method assumes a test object of known one dimensional 
physical quantity distribution E(x), of the form
E(x) = a + b cos (2irfx) 5.4
Where f denotes the spatial frequency and b/a the modulation. This 
distribution could be closely approximated by moving a point source at 
constant stepping intervals across the surface of a collimated 
detector. The waveform representation of the object is shown in Figure 
5.6, Through the use of this method, covering an appropriate range of 
frequencies, an evaluation of a system performance should be posible 
from a comparison of the characteristics of the recorded line spread 
function with those of the test-object (the point source).
The ratio of the amplitude of the response of a system at a given 
frequency to the maximum amplitude at any frequency is a measure of the 
relative response of the system. When such ratios are plotted against 
frequency values, there results a relationship which expresses the 
system response as a function of the spatial frequency in the test.
Such a relationship is called a modulation transfer function, MTF, 
denoted in normalised form as M(f) by the equation
M(f) = Mi/Mo 5,5
Where
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Mi = ^maxl ^£iC 4* C maxi mini ana 5.6
Mo =
C -maxo fo
C + C ,maxo mino 5.7
are the modulations in image and object respectively and
Qoax = Maximum amplitude 
Croin = Minimum amplitude and 
Cf = Amplitude at any frequency
In the eiq>erimentB to determine the MTF of our detecting system, the 
response function obtained in the last section was used. The terms are 
illustrated in Figures 5.6a and b. Since the modulation in the object 
is unity the modulation transfer was obtained simply by calculating the 
modulation in the response function of the system for the varying 
frequencies. These calculations were obtained for the various bore 
hole sizes amd collimator lengths described earlier.
Imaging
maxo 'maxi
Fig. 5.6a: Object contrast
5.5 Results
Fig. 5.6b: Image contrast
A number of system characteristics of great importance in tomographic 
imaging has been studied in this chapter for the tomographic system 
used. These include the spatial response, the efficieincy distribution
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Fig. 5.7: A Typical intrinsic Efficiency Curve obtained for Nal(Tl) 
Detector at isonm from Detector's surface.
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Fig. 5.8: A Typical Absolute Efficiency Curve obtained for BGO 
Detector at 200mm from Detector's Surface.
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Fig. 5.9; Variation of intrinsic Efficiency With energy for the Ge(Li) 
detector for a point source 50mm from Detector's Surface.
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and energy resolution of the various detectors to be used with the 
scanning rig. Furthermore the line spread functions for various 
collimator types and sizes was determined. From these the spatial 
resolution and the modulation transfer functions of the detecting 
system was obtained.
Some typical examples of measured spatial response function across the 
detectors surface are shown in Figures 5.1 to 5.3 for Nal(Tl), BGO and 
Ge(Li) detectors. Both Nal(Tl) and BGO showed a uniform response 
across their diameter but the response curve for Ge(Li) showed a dip in 
the centre. The sizes of the detectors were obtained from the full 
width at tenth maximum (FWTM) of these response functions. The Nal(Tl) 
detector was found to be 44ann in diameter and 60mm thickness, the 
manufacturers qpioted the same values. The size of the BGO were found 
to be llnEQ by llmm this compared to the 12mm by 12mm quoted by the 
manufacturer while the diameter for Ge(Li) was measured at
40.0 ± o.lmm. It should be noted that these values represent the sizes 
of the detector crystals excluding the outer cans. These are the sizes 
employed in calculating the geometric dependence of the efficiency of 
the various detectors.
The variation of the absolute and intrinsic efficiencies of each 
detector with energy at various distemces ranging between 20mm to 220imn 
along the axis of the detectors %fas studied. Typical curves are shown 
in Figures 5.7-5.9. Figure 5. lo shows the variation of the absolute 
efficiencies with energy at three distances for Nal(Tl) detector. Each 
point in the graph vas obtained by taking the average of four values at 
each photopeak energy and fitted to a polynominal of equation 5.1 with 
equal to 6 to get the continuous line in the graph. Theoretically 
the intrinsic efficiency should be expected to be constant along the 
axis of the detector however, in practice, a slight variation occurs as 
one varies the distance of the point source from the detector. This 
variation is shown in Figure 5.11. Figure 5.4 shows the relative 
efficiencies of the three detectors. The superiority of BGO over the 
other two detectors is apparent. compared to the Ge(Li) semiconductor 
Nal(Tl) is more efficient. It is found frcxn the values of the 
efficiencies obtained that the efficiency of BGO at Sll KeV is about 
double that of Nal(Tl) detector. This agrees with its better 
photo-electric cross-section at this energy. If the efficiency is 
normalized to a unit volume, the superiority of BGO will become even
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Fig. 5.10; Variation of Absolute Efficiency With Source to Detector 
Distance for Nal(Tl) scintillation Detector,
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Fig. 5.11; Variation of intrinsic Efficiency with Source to Detector 
Distance for Nal(Tl) scintillation Detector.
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more apparent. An advantage of this is the use of more compact 
detectors in a system using large array of detectors (NAH-1985). The 
reverse result is obtained for the energy resolution of the various 
detectors. The Ge(Li) detector has the best energy resolution followed 
by Nal(Tl), the worst being that of BGO. In cases where energy 
resolution is of importance the Ge(Li) detector will be the detector of 
choice but where efficiency is of primary consideration, the choice is 
between Nal(Tl) and BGO. Both cases surise quite often in this work.
For escample, in neutron induced gamma-ray emission tomography, the 
multi-energetic nature of the object spectrum requires good resolution 
as well as the need for Compton scattered photon rejection. However, 
because of the over-riding effect of the inherent small probability of 
Compton scattering events, high efficiencies are important in Compton 
scattering tomography. These topics are the subjects of Chapters six 
and seven.
The response function of the collimated detectors using bore-hole 
collimators are shown in Figures 5.12-5.16 for different bore-hole 
sizes and collimator lengths. Figure 5.12 is for a imm diameter 30mm 
long collimator while Figure 5.13 shows the point spread function for a 
45inn long collimator of the same diameter using Nal(Tl) detector. When 
this response function is ccmpared to the one obtained using BGO as the 
detecting crystal (Fig. 5.16) a two fold increase in the value of the 
signal to noise ratio for identical collimation was observed in (Table 
5.5). This is also reflected in a 50% improvement in the spatial 
resolution (FWHM) measured. The poor signal to noise ratio obtained 
using Nal(Tl) is a result of its larger size which made it more 
responsive to the scattered and transmitted photons through the front 
and sides of the collimator, on the other hand, the small size of the 
BGO implies a small area is eiqposed to these unwanted signals. As is 
to be expected the spatial resolution improves with the Colliomtor's 
length. The inprovenent in the signal to noise ratio as the size of 
the hole becomes bigger is due to the increase in the required signal 
being accepted while the area exposed to the unwanted signal remains 
constant. The better value of signal to noise ratio of 2mm collimator 
compared to the 4mm is due to a superior effective collimator length as 
the collimator system for the 2mm set up is actually a step collimator 
consisting a 15inn long, 4mm diameter collimator followed by 40mm long, 
2mm dia plug.
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15.Fig. 5.13; The point spread function for a imm dia. 30mm long collimator 
using Nal(Tl) detector at a point 75imn away from collimator 
surface.
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Fig. 5 14; A point spread function for the 2mm dia. 40mm long collimator 
using Nal(Tl) detector at a point 75iran from collimators 
surface.
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Fig. 5.15: Point spread function for the 4flm dia. 45mm long collimator 
using Nal(Tl) detector at a point 75mm from detector's 
surface.
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Fig. 5.16: Point spread function for the imm dia. aoinm long collimator 
using the BGO detector at a point 7Snmi away from 
collimator’s surface.
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In the optical determination of the focal point of the convergent 
collimator a focsuL length of 95nm, measured from the surface of the 
collimator, was obtained. The result of the FWHM obtained from a 
number of line scans measured between 50 and 135mm is tabulated in 
Table 5.5. It could be observed that these values are approximately 
constant. This is attributed to the fact that while the centre of each 
hole converges, there is a divergence associated with each hole 
producing a prominent penumbra about the converging point of the 
collimator.
A typical MTF curve measured for the different collimators is shown in 
Figure 5.17. It can be seen that the imm collimator shows the best 
response over the spatial frequency range considered. This is in 
accordance with its good spatial resolution. The probability of small 
angled scattering absorption is greater with the other two collimators 
and this tends to reduce the modulation transfer of the system.
5.6 conclusion
The choice of which detector and with what type of collimation to use 
is not straightforward. It is a combination of the factors measured 
above and the allowable dose.
It is apparent from the above study that in cases where efficiency is 
of paranraunt importance, energy resolution becomes secondary and BGO 
becomes the detector of choice. However in cases where energy 
resolution and scatter rejection are the determining factors, the use 
of semi-conductor detectors liJce the Ge(Li) detector are recommended. 
One case of importance to this work is in the field of Neutron-induced 
gamma-ray emission tomography wiere a multi-energetic spectrum is to be 
considered. The rejection of scattered photons becomes the most 
important factor determining the detection system to be used. The 
situation is not always so clear cut as stated above, in practice 
situations arise vftiere the scan is count limited and the requirement is 
for a balance between scatter rejection (good energy resolution) and 
better efficiency. The above study indicates the use of a Nal(Tl) 
detector in this case with a possibility of correction for scattered 
photons accepted within the photopeak, (see Chapter 8). This case is
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Distance (mm) from 
collimator's surface
Spatial Resolution 
(FWHM) mm FWTM
55.0 18.0 29.0
60.0 17.0 28.5
65 .0 16.0 26.5
70.0 15.5 27.5
75.0 17.5 28.5
80.0 15.5 28.0
85.0 16.5 28.5
90.0 16.5 28.0
95.0 16.5 28.5
100.0 17.5 29.0
105.0 16.5 29.5
110.0 17.0 30.5
115.0 17.0 25.0
120.0 16.0 32.0
125.0 17.0 31.5
130.0 17.0 32.0
Table 5.5; The Variation of Spatial Resolution With distance from the 
Surface of the Converging Collimator.
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Fig, 5.18: An MTF Plot for the imm and 2mm diameter collimator plotted 
on a LOG-IOG scale (a) the limn and (b) the 2mm diameter 4Smm 
long collimator.
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even better justified When we notice that towards photon energies 
greater than 1 MeV, the differences between the efficiency of Nal(Tl) 
and BGO are small.
We have chosen Nal(Tl) to use in all the work concerning Compton 
scattering tomography because of the need to make an efficient use of 
the surface area of the detector. Because this experiment is 
critically photon deficient we were forced to use, converging 
collimator which conseq[uently meant a relatively large diameter 
detector, our scanner has been designed in such a way as to 
acconinodate most types of detector geometries and therefore 
interchanging the various detectors presents no difficulties.
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CHAPTER SIX
EXPERIMENTS IN COMPTON SCATTERING TC»iOGRAPHY
6.1 Introduction
Theoretically speaking, the three major modes of interaction of 
electro-magnetic radiation with matter, could be used to display one or 
the other physical property of the medium through which they propagate.
Both transmission of a beam of photons as it traverses a medium and 
emission of photons from eiiibedded sources have t^en used extensively in 
medical applications. It is the success of computerised tomography 
since the early seventies that has pronpted am extension of this 
principle to the field of industriaüL non-destructive testing of 
materiaOS (BOY-1979, GIL-1983, REI-1984, SPY-1984, NIC-1984, DAV-1985). 
However, the most recently applied mode of interaction is Compton 
Scattering of photons from "free" electrons by the atoms composing the 
material. The two expressed advantages of this mode being the 
elimination of reconstruction amd the accompanying cost and the ability 
to image regions of interest thereby eliminating unnecessary 
irraidiation of the whole object. Ohe reconstruction problems 
aissociated with incomplete data reconstruction usually resulting from 
imaging inaccessible objects, does not arise in Compton scattering 
imaging due to this ability for selective regional imaging.
The last few years have seen an upsurge in interest to relate the 
experimental fluence of inelastically scattered gaaaoa-rays to the 
electron density of a scattering medium. This measured quantity had 
been shown to be proportional to the electron density of the scatterer 
(ODE-1956). Applications had been in two major fields, medical and 
industrial.
Medically, applications had been reported in two main areas, viz: the 
'in-vivo* tissue densities of lungs (REl-1972, CIA-1973, DOH-1974, 
KAU-1976 and WEB-1981) and of bones (CIA-1973, REI-1973, HUD-1979, 
WEB-1976 and KER-1980). Industrial applications of this principle have 
varied from finding the inclusions and voids in materials to measuring 
the thickness of platings on a given material, other work has been 
aimed at the elemental analysis of an unknown sample on the basis of an 
eîqperimentally determined curve for the scattering fluence as a
Ill
Pig. 6.1: Picture of the phamtoms used.
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function of the atomic nuntoer Z(H0L“1984). The feasibility of using 
the ratio of elastic to inelastic scattering has been demonstrated for 
the same purpose as above (KER-1980, 000-1981, BK)D-1984, and MAN-1984).
It is this cxjmpton scattering method of tissue densitometry that has 
presented the attractive possibility for tomographic imaging.
Attractive not just for its simplicity and quantitative nature but the 
versatility of direct imaging of any partial or complete plane in the 
body. Compton images obtained by scanning small tissue elements with a 
narrow external beam of gamma-radiation represent electron densities, a 
quantity directly applicable to dose calculations for radio-therapeutic 
beams of comparable photon energy. Lale (LAL-1959) and Clarke 
(CLA-1965, 1969) have demonstrated the feasibility of compton scanning 
imaging with Longitudinal cross-sections of phantoms and small animals 
with a spatial resolution of approximately 5mm. Farmer and Collins 
(FAR-1971) using the same principle, in a different sense, also j
reported encouraging results on body-sized uniform phantoms in a
geometry suitable to radiotherapy treatment. Using three co-60 i
sources, costellow et al (cos-1983) of the IRT corporation in their 
Automated Inspection Device for the examination of the explosive 
charges in Shells (AIDECS) produced impressive transverse
cross-sections of missiles showing the positions of voids in the -I
63q>losive charge. Though no quantitative measurements were given, the
results were encouraging noting that the purpose of this type of
testing is to locate areas of non-uniformity in an otherwise uniform
medium. The main limitations to the density resolution derive from the
attenuation of the incident and scattered beam and from the
contamination introduced by multiple scattering of photons in the
target material (MlR-1976, BAT-1978).
In order to make use of the total surface area of the detector, a 
convergent collimator has been used in our experiments for Compton 
Scattering tomography. Images of an aluminium phantom have been 
obtained using photons scattered at a number of angles. The effect of 
changing the extent of the photop>eak area of the Compton scattered 
photons accepted on the resolution of the images has been studied.
FurthenoDre, the extent to which the attenuation of the scattered 
photon affects the resulting image is demonstrated. ^  simulating the
phantcHn, a theoretical correction matrix has been obtained and a 
considerable improvement is demonstrated in the images.
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Fig. 6.2: Transverse section imaging using the Compton scattering method.
The fluence of singly scattered photons from a defined volume 
element, DV, scanned across the object plane. The photon beam 
enters through the back of the object.
^SOURCE
7 T  -
DETECTiOR
dv
Fig. 6.3; A top view of the scanning geometry.
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6.2 Experiments in Compton Scattering Tomography
6.2.1 nie Ifeanto»
Since the fluence of singly scattered photons is known to depend on the
electron density of the material rather than the mass electron density,
as Z/A is approximately constant for most elements ("O.S) except for
hydrogen idien it is unity. *Rie phantom was designed for the detection
of denser materials in a uniform low density matrix and aluminium was
chosen for the latter since a high energy gamma-ray (662 KeV) probe was
to be used. Five holes were drilled into an aluminium cylinder (52mm*Vh«.dia) two of 12mm dia and pother three were of 5mm dia. The depth of 
these holes in the cylinder are variable. Each hole could then be 
plugged with elements of different electron densities (Fig. 6.1). Four 
different elements were used in this work, lead, copper, stainless 
steel, and brass.
6.2.2 instrumentaticNi and data collection
For E^ iotons with energies greater than 300 Kev, the dominant (>70%) 
mode of interaction with most elements is Compton scattering.
Therefore, %^en photons with energies lAiere Compton sattering 
predcminates, it is possible to factorise the attenuation coefficient 
in terms of Compton cross-section into a function of atomic number and 
energy. The fluence of the singly scattered photons originating at the 
measurement volume of a Compton Scanner is, therefore, proportional to 
the electron density of this volume, in principle, a tomographic image 
may be constructed by sampling the electron densities of individual 
object elements within any plane of the material and displaying the 
measured density values in grey or colour levels.
There are two modes of data collection motions possible in Compton 
Scattering tomography. These are: linear stepping followed by 
successive angular indexing conKoon to all the other tomographic 
modalities and the raster motion which gives the Compton scattering its 
longitudinal imaging capability, we have chosen the raster motion 
because of its simplicity (Fig. 6.2).
A 51.8 MBq cs-637 source is collimated to provide a beam of 
rectangular cross-section 5mm by 65mm at the sensitive volume located 
160mm from the source. The phantom is placed on its side, on a 
rectangular wooden support, so that a transverse section of it could be
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scanned. With the incident beam entering through the back of the 
phantom, the detector's collimation is placed 75mm from the scattering 
volume with a Nal(Tl) detector behind it. The detector is well 
shielded with a number of lead blocks to reduce the acceptance of 
extraneous photons originating from the background and transmitted 
beam. The detector's collimator used was one of two types. Because of 
the low probability of Compton scattering evident from our previous 
calculations, it was impossible to obtain any significant counts above 
the prevailing background. Due to safety and shielding requirements, 
it was decided that the most practical step would be to make the most 
efficient use of the total surface area of the detector. Ihe first 
series of experiments were carried out using a large collimator 25mm in 
dia (SOram length) such that all the object was actually covered in the 
field of view of the detector. Collimation therefore depended on the 
source collimator. The second series of esqperiments made use of the 
convergent collimator characterised in Chapter 5. The FWHM has been 
shown to be about 16mm. A number of es^rimental configurations were 
employed to test the contrast in the Compton scattering images 
produced. For transverse section imaging, the phantom was supported on 
its side over a wooden holder, the object table was made to execute a 
rectilinear step (2mm) motion followed by short vertical drops. At 
each stepping the scattered signal was collected by the Nal(Tl) 
detector. Data were acquired using a number of energy window settings 
in the various studies. The energy windows were set at the FWIM of the 
photopeak produced by the scattered photons, the FWHM and a window 
dictated by the spatial resolution required in the final image. The 
cut-off energy for the latter being decided by the scattering angles 
and the energy resolution of the detector at the mean scattering 
energy. Each data point was collected for a counting time to yield a 
statistical uncertainty of approximately 3% in the detected photon 
counts for scattering volume elements sampled at 2nmi intervals.
6.2.3 Data Processing
The matrix of data observed by the detector consists of several 
components
s(i,j) = A(i,j) Si(i,j> + Sm(i,j) + B(i,j) 6.1
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Where S(i,j) is the total photon count observed by a detector When 
image element (i,j) is being sampled, A(i,j) is the total attenuation 
factor for primary and singly scattered beams for element (i,j), S(i,j) 
is the number of photons singly scattered by element (i,i), Sm(i,3 ) is 
the number of multiply scattered photons detected when element (i,j) is 
being sampled and B(i,3) is the contribution of background radiation 
during sampling of element (i,j).
The data processing consists of solving equation 6.1 for Si(i,j) by 
substracting extraneous components Sm and B from s and calculating the 
primary and scattered beam attenuation factor A. Image processing and 
display require approximately 5 minutes for a 37 x 37 picture matrix.
6.2.3.1 Multiple Scattering
The measurement of singly scattered photons is complicated by the fact 
that the detector could not discriminate between photons that have 
suffered more than one collision. There is no way to relate the energy 
of the photons to the number of collisions suffered before detection.
Various studies of the contribution of multiply scattered photons to 
the signals recorded in Compton scattering measurement have been 
reported. There are three different ways in Which difficulties due to 
multiple scattering may be reduced. The first method is to calculate 
the intensity and spectral distribution of multiple scattering for a 
given sanple and geometry and then apply the result directly to the 
measured data. An extensive theoretical study of double (HAN-1975) and 
multiply scattering (BAT-1980), has been reported. It has been 
calculated that in general about 35% of the measured signal is probably 
due to multiple scattering (BAT-1980). The second method involves the 
study of the amount of multiple scattering by single scattering 
suppression techniques (BAT-1979). Finally one can reduce the amount 
of multiple scattering accepted by the detecting system by an 
appropriate collimation system (diA-1964, lAL-1959, far-1974). An 
interesting collimator design is the funnel-shaped collimator designed 
to accept as much singly scattered photons as possible «diile rejecting 
most multiply scattered ones. In this work, we have adopted the use 
of converging (bore-holes) collimators as a more efficient practical 
method for multiple scattering rejection. Moreover, since multiple 
scattering is depth dependent, the small size of our phantom ( 52mm)
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further reduces the probability of the occurence of multiple 
scattering. The counts obtained at edges far away from the phantom is 
used to estimate B (eq. 6.1).
6.2.3,2 Attenuation correction
The second most important factor limiting applicability of Compton 
scattering tomography is the attenuation of both the primary and the 
scattered beam, various compensation techniques had been applied to 
fixed point densitometry measurements Where the attenuation could be 
taken to be constant, but in tomography, various points requiring 
different attenuating paths, and in practice materials of different 
attenuation coefficients, are sampled. This makes the application of 
the tested attenuation correction methods even more complex.
Various workers in the field of Compton scattering imaging have 
attempted to eaperimentally minimize or compensate for attenuation, 
bale et al (LAL-1968) employed a high energy incident beam, derived 
from a 5.5 Mev Linear accelerator. Clarke et al (CLA-1969) used the 
ratio of scattered to transmitted photons \Aiile Battista et al 
(BAT-1977) published an algorithm using the transmitted photons to 
compensate for photon attenuation with the phantom. All these methods 
suffer from specificity and the fact that the attenuation of the higher 
energy photons (compensated for by the transmission measurement) is 
different from that of the lower energy scattered beam.
In view of these considerations, a theoretical calculation of 
appropriate attenuation factors was investigated.
Figure 6.3 is a top view of the Compton scattering measurement 
geometry. At the 90® scattering angle configuration, the incident beam 
enters through the back of the phantom and the scattered beam exits 
through the side.
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As shown in Fig. 6.4 a tomographic section can be considered as a 
two-dimensional array of volume elements, each having a uniform 
electron density. If it could be assumed that the background and 
multiple scattering has been removed, the response of the detector is 
then given by
S(i,D) = Si(i,j) A(i,j) 6.2
Correction for attenuation of the scattered photon has been atteaipted 
by simulating the plane of interest and assigning, a uniform 
attenuation coefficient at the energy of the scattered photons to each 
volume element. This requires a priori knowledge of the constituent 
elements of the plane and where they are situated.
The simulation assumes a circular object with a number of variable 
inclusions, it allows for exact representation of the values of the 
attenuation coefficients in each individual pixel. From the 
attenuation coefficients, a multiplicative attenuation correction 
factor matrix could then be built up from
k*
A(i,i) = EXP [AZ E M (i,j-k)l 6.3
K=l
\here k* = N-j, fi (ij,j-k) is the attenuation coefficient at point 
(i,j-k> at the scattered photon energy.
6.3 Results and Discussions
6.3.1 Image analysis
Fundamental to the process of imaging in general is image analysis, in 
medical and non-medical appliations, the aim of imaging is to 
accurately identify features in the original object by means of 
reconstructing the response of a probe to some physical property of the 
object. Visual inspection of images can give reeusonable qualitative 
results due to the excellent pattern recognition abilities of the human 
brain, however, the human eye is incapable of detecting small 
differences quantitatively. It is therefore important to have a means 
of quantitatively analysing images in conjunction with the human eye.
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Detector
Fig. 6.4: Geometrical illustration of the attenuation correction 
algorithm.
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The spatial resolution of an image, the minimum distance between two 
just distinguishable points of the object, is related to the nuitfber of 
pixels. An increase in the number of picture elements results in 
better resolution, however, for a constant counting time, gives poor 
statistics in the final image, other measures of image quality include 
sharpness and contrast. Sharpness refers to the spatial extent of the 
image representation of a sharp boundary between two different regions 
of an object. Contrast is sometimes expressed in terms of the 
difference in the image density levels of two objects which are 
physically different as regards the property of interest, contrast can 
be applied to any type of distribution and the contrast of one region 
in a distribution with respect to another can be given by
C = (Il - I2 VI2 6.4a
and the signal to noise ratio by
S/N = d i  - l2)/dl + I2 ) 6.4b
where Ii and I2 are the intensities of the two regions of interest.
Two imaging modalities could be coo^ cured using the ratio of the 
contrast of the image to that of the object
Cr — Cî/Cq 6.5
Where c± and Cq are the contrasts of the image and object respec­
tively.
6.3.2 Analysis on Compton scattering images
There are various methods of applying the information extracted from 
the scattered field to create an image. These include the comparison 
method were a uniform object of known electron density is first imaged 
and subsequent objects imaged under identical conditions are referred 
to this image. Another mode of representation is by calibrating the 
scanning system using a number of single element standards. The values 
of electron density in each pixel could then be obtained from a fitted 
curve to these calibration values. However, since the fluence of the 
scattered photons is known to be proportional to the electron density.
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Fig. 6.5; A transmission scan of the phantom using 662 KeV photons 
The five holes could be clearly identified.
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it has been thought adequate, at least for the purpose of this work, to 
display the data obtained as shades of colour (or grey levels) for a 
visual image.
Figure 6.5 is a transmission (CT) image of the empty phantom. This 
image was obtained from a 45 step by 60 projection tomographic scan 
using the 662 KeV CS-137 source. The reconstruction algorithm used was 
filtered-back-projection. The five holes could be clearly seen.
Shadow projection of the phantom was also obtained in the Ctompton 
scattering configuration. Together with the detector used for 
scattered photons another detector was placed along the transmitted 
path, to sense the trauismitted photons through the phantom as it 
executes its motion. The resulting information is a cumulative effect 
along the total ray path through the body which implies a complete loss 
of any depth information. This image is shown as a 37 by 37 matrix in 
Figure 6.6.
The effect of scattering angle on volume element (resolution) had been 
investigated earlier when it was decided by calculation that the best 
resolution is obtained at 90®. It was thought that the effect of this |
on the Compton scattering images should be investigated, images at V
30®, 60® and 90® were obtained and Figure 6.7 shows the latter two.
While the effect of attenuation is well accentuated in the 90® image
the image at 60® is more uniform. The fluctuation observed across the
image is attributed to poor statistics as well as an increase in the
contribution of multiple scattering at this angle resulting frcmi poor
volume resolution. The smaller volume element at 90® reduces the \
contribution of multiple scattering %diich is volume dependent, and the
effect is greatly masked by the larger effect of attenuation (Fig. 6.7,
lower image). Besides each iomge a line scan of the distribution of
scattered photons across the image is also shown. The size of the
object could be estimated from the full width at half maximum of these
line scans. For the 60® image, the size of the phantom (diameter 52mm)
was estimated to be 58mm ± 1 while the 90® image showed a value of
54 ± man, this confirming that the resolution at 90® is superior to
that at 60® scattering angle. The effect of collimation on the image
was then considered. The two images in Figure 6.8 were obtained with a
large collimator ( upper image) and a convergent (lower image)
collimator, respectively. In order to achieve some additional form of
collimation in the large collimator case, energy collimation was also
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Fig. 6.6: A projected image of the phantom. This is more of a 
Image and therefore has no depth information.
shadow"
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I
Fig. 6.7; con^ xton scattering images of the ampty phanton at 60® (upper 
Image ) and 90® ( lower image ) scattering angles. Due to the 
superior volume resolution at 90®, the features Which are 
lost at 60® are just becoming visible at this geometry.
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Fig. 6.8: Compton scattering images of empty phantom obtained using large ( 45mm dia. ) and converging collimators.
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employed. The uniformity in the image obtained with the large 
collimator is due to the increased probability of the acceptance of 
multiple scattering in this geometry. This results inevitably in loss 
of contrast in the image. In the upper image there is a suggestion of 
the appearance of holes in the Compton scattering image though the 
effect of attenuation makes it difficult to identify these. The effect 
of attenuation correction on this image was then investigated by 
applying the algorithm explained in section 6.2 and the resulting image 
is shown in Figure 6.9 where the corrected and uncorrected images are 
compared. The improvement in the corrected image is quite clear.
Though the holes in the phantom are not very well defined a line scan 
through one of the holes shows clearly its presence. Furthermore, 
contrast comparisons were made for these images (Table 6.1), cUkT a 1.5 
times increase in contrast between the hole and the aluminium 
background for the converging collimator compared to the large 
collimator was calculated.
It was therefore decided to use the converging collimator for future 
esqxeriments. Because of the effect of the penumbra associated with this 
collimator (Chapter 5) energy collimation was also employed in 
conjunction with it, the energy of the scattered photons recorded were 
electronically limited by the SCA to that scattered within a 2mm length 
at the scattering volume. It was then decided to use this setting to 
study the response of the Compton scattering mode of imaging to the 
inclusion of a high density material in one of the holes in the
phantom. The first material chosen was a lead cylinder 6mm in diameter
by 10mm in height because of its high atomic number auid physical 
density, both of which are known to modulate Compton scattering. This 
was used to plug one of the 6mm holes in the phantom and the Compton 
scattering Image process was performed. The resulting images are shown 
in Figure 6.10 for attenuation corrected and uncorrected images. The
top image is the corrected one lAiile the lower image shows the
distribution of the uncorrected data. Due to the strong effect of 
attenuation it is virtually impossible to discern the presence of the 
inclusion in the uncorrected image until a line scan is drawn through 
the known position of the inclusion. A small Peak is just discernable 
in the line-scan shown adjacent to the uncorrected image at the 
position of the lead inclusion. Quantitative evaluation becomes 
unnecessary, however, when attenuation correction was applied as the 
position of the lead inclusion stood out from the surrounding lead
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Fig. 6.9: Processed amd unprocessed images of empty phantom, 
one has been corrected for attenuation.
TTie upper
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I
Fig. 6.10: Compton scattering images of phantom %rith a hole plugged
  ----  with a lead rod. Note the significant improvement in the
corrected image (upper image).
129
matrix cleaurly (upper image in Fig. 6.10). The calculated contrast 
between the lead inclusion amd alinninium in this image was 0.65 
compared to o.io in the uncorrected image - a sixfold rise in contrast 
due to attenuation correction. The remaining, empty holes also became 
visible showing a seven-fold increase in calculated contrast from 0.09 
for the uncorrected image to 0.69 in the attenuation corrected one 
(Table 6.1). comparable signal to noise ratio improvements were also 
obtained. An equally interesting effect is the resolution attained in
air/AL Interface AL/Pb Interface
ATTN COMPENSATION Cinage S/N Cimage S/N
UNCORRECTED 0.09 2.20 0.10 2.50
CORRECTED 0.610 15.15 0.69 10.44
Table 6.1: Compton Scattering Image contrasts, Cjjnage and 
signal-to-noise ratios,
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Fig. 6.11; Compton scattering images of attenuation corrected and 
uncorrected brass Included phantom.
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this .image. By measuring the PHHM of the line scan through the 
inclusion the size of the inclusion was estimated at 6 ± imm (three 
pixels), the exact size of the lead inclusion. The unsharpness in an 
image is a measure of the partial volume effect in the image, it gives 
the extent to which the adjacent volume element contributes to the data 
in a given pixel. This measures how well the edge of a discontinuity 
in an image could be detected. The unsharpness in an Image could be 
quantified by the FWHM of the edge spread function obtained at the 
discontinuity. In order to study the effect of the inclusion on the 
unsharpness of the image, the FWHM was calculated for the image near 
and away from the lead inclusion. The unsharpness was found to 
increase from 2 ± 1mm away from the inclusion to about 5 ± imm on the 
side adjacent to the inclusion, studies were also made using a similar 
brass cylinder in place of lead. The images obtained with and without 
attenuation correction are shown in Figure 6.11.
6.4 Conclusions
This study has shown that information in the Compton scattered photon 
field can be extracted and used to describe the objects irradiated. A 
model has been established to numerically calculate the scattering 
volume and predict the scattering field at any scattering emgle for 
bo re-hole type of collimation. The predicted scattered fraction is 
then used to estimate the experimental time for a given precision and 
for a given source strength (see Chapter 2). it could also be used to
predict the source strength reqpiired.
That the method could be used to faithfully reproduce the 
cross-sectional image of an object is demonstrated in the various 
images of the phantom described. The result of these scans has not 
been satisfactory vhen compared to transmission CT images. However it 
must be borne in mind that these present different but rather 
complementary sets of information. While the transmission 
reconstruction algorithm assumes an infinitesimal beam the quantities 
represented in Compton scattering images are truly volumetric. The
limitations in Compton scattering images have been identified as
resulting from the acceptance of multiple scattering within the set 
energy %findow and the attenuation of scattered and primary photons 
within the material being imaged. Our study has shown that with a 
converging collimator, the overriding effect arose from attenuation of
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the scattered photons. With high energy photons in the primary beam 
and the fact that the primary photon paths are equal in the geometry 
and correction for the more critical attenuation of the scattered beam 
has been applied. The change in the images were dramatic especially in 
the case vhere lead was the included material. As expected the study 
showed greatest contrast for dense materials in a lighter medium, 
demonstrated by brass and lead inclusions in the aluminium phantom. 
Calculations showed that while the best volume resolution is at 90® 
scattering angle, the forward scattering geometry should be preferred 
to the back scattering method as the partial volume effect beccxnes 
worsened at this geometry.
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CHAPTER SEVn»
NEUTRON-INDUCED GAMMA-RAY EMISSION TOMOGRAPHY
7.1 Introduction
The need to ascertain the elemental constituent of a given matrixqtranscend all fields of scientific applications. A (quantitative 
knowledge of the elemental composition of a material would help in 
predicting its physical properties such as density, electrical and 
thermal conductivity, diffusivity and strength. Medically the presence 
or absence of a given eleiænt in a certain critical qu^ity has been 
shown to indicate normal or abnormal conditions ( CAM-1963, CLA-1973, 
GAR-1973, PÜU-1976, MAZ-1978>. In general, cases arise frequently, 
where two surfaces are in contact, when the rate at which elements from 
one layer is being adsorbed into the other layer play an important role 
in the situations under study.
The existence of this need is reflected in the various physical 
techniques that are being employed in elemental analysis. These 
include, instrumental neutron activation analysis (INAA), proton 
induced X-ray ^ nission (PIKE), proton induced ganma ray emission 
(PIGE), X-ray fluorescence, electron microprobe analysis and Rutherford 
back scattering analysis. All the methcxls using charged particles as 
probes suffer from lack of depth information because of their short 
mean free path. Any further analysis with depth requires peeling off 
the overlying layers. This restricts the use of these methods mainly 
to "In-Vitro" and destructive.
Though, several methods have been devised for "in-vivo" analysis, 
except for the case of * in-vivo' neutron activation analysis, the 
majority of these techniques involve the measurement of transniitted or 
scattered photons by the matrix under investigation. These 
measurements result in the determination of attenuation coefficients or 
electron densities of a volume of interest and therefore do not provide 
direct information about the concentration of individual elements in 
the matrix (WEB-1981, HUD-1979).
Instrumental neutron activation analysis. Whether in-vivo or in-vitro 
has been extensively applied to study the composition of biological 
materials. The technique is based upon the measurement of induced
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radioactivity following exposure to neutrons. Apart frcxn its 
sensitivity and multi-elemental capability, it allows the sanqple, if it 
is unique, to undergo repeated analysis and be subjected to other 
analytical techniques either for the purposes of intercomparison or for 
the determination of additional elements. However, this method can 
only measure the gross constituent of the sample and not its spatial 
distribution. Kidd et al in order to obtain some spatial distribution 
in bone using instrumental neutron activation analysis (INAA) method, 
had to section the bone into several bits to determine their elemental 
distribution (KID-1983). This method is to say the least destructive 
if not time consuming. Moreover, its spatial resolution will be poor 
indeed. It is therefore advantageous to develop a technique that 
provides all this information as well as being non-destructive in 
execution.
A method v^ich we referred to as neutron induced gairana-ray emission 
tomography has been developed and applied in this study. This 
technique applies the well tested but still growing principle of 
emission tomography, to the gamna-rays knitted from neutron activated 
radionuclides in a matrix, to determine the elemental distribution of a 
chosen plane, without recourse to sample destruction. In order to 
illustrate the principles underlying the technique, the next two 
sections of this chapter is devoted to the neutron acti%ration theory 
which provides the source and the imaging technique (emission 
tomography) which gives the method its spatial distribution capability.
7.2 Neutron activation analysis
7.2.1 Neutron interactions
The basis of neutron activation as an analytic tool is the interaction 
of neutrons with the target nuclei of the material being irradiated to 
produce a radioactive sample. When an incident neutron interacts with 
the tau^ get nucleus in this way, its energy is rapidly distributed 
throughout the nucleus resulting in the production of a nuclear excited 
state. The lifetime of this excited state, typically lo~15s, is very 
long conpared to the time required by the neutron to traverse the 
nucleus (** 10-I8s for a neutron of energy "0.025 eV), it is thus 
generally accepted that the neutron has been caiptured to form a 
compound nucleus. The compound nucleus is highly excited due to the
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large binding energy of the incident neutron and its kinetic energy.
For any particular nucleus, the most probable or preferred mode of 
de-excitation depends on the energy of the incident neutron.
Neutron reactions of interest to neutron activation analysis include 
radiative capture, inelastic scattering and in some cases 
transmutation.
7.2.2 Quantitative Elemental Analysis
Following the interaction of neutrons with the nuclei, the compound 
nuclei so formed may either be stable or radioactive. In the latter 
case, the compound nucleus will decay, through the emission of jS~, /3+ 
particles and/or electron capture (EC), with a characteristic 
half-life. The daughter nuclide, following this decay, may be left in 
an excited state. The de-excitation takes place through the emission 
of delayed gamma-rays and may proceed via intermediate levels giving 
rise to a complex delay gamma-ray spectrum. The gairana-ray spectrum and 
the half-life characterise the isotope concerned and form the basis of 
qualitative analysis in a large matrix of elements.
Quantitatively, the amount of elements activated in a matrix may be 
modelled mathematically as follows. Let a sample of a stable mterial 
(single element say) be activated in a flux of thermal neutrons 0 per 
unit area per unit time. The reaction rate, that is the rate of 
formation of the compound nucleus, is
- 0aN 7.2
where Na is the number of the compound nuclei formed, N the number of 
target nuclei, a the activation cross-section. If the resulting 
nuclear species is radioactive, then the reaction rate is the rate of 
formation minus the rate of decay
= paN - ANa 7.3
If equation (7.3) is multiplied through by e^t and integrated with 
respect to time t then
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NaeAt = j)<7aWo (e^t + c)
X
where C is a constant of integration determined by the initial 
conditions that at t=o ' then î^ N. .
Na — (jkiaNo ( 1 “ e Xti j 7.4
”x
In practice there exists a finite time tv between the end of 
irradiation and start of counting. Then the activity left is given by
N' = #£aNg (1 - e-Xti) 
X
The total number of disintegrations for the period t=0 to t=tc is 
tcA = -xt XN' e dt
and
A = N*
If the matrix of interest consists of a number of elements, and the 
activation timing parameters are optimised for a particular isotope of 
isotopic abundance f and gamma-ray energy intensity I, the total number 
of disintegrations for this istope is
A = fIN' (l-e~>^ tC) 7.5
The detector response to these disintegrations is D=EA and upon 
substitution for A and N’ gives
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Where E is the intrinsic efficiency of the detector at the qamma-ray 
energy of interest. The equation above (7.6) describes the measured 
detector response in conventional activation analysis. From this 
equation, knowing D cuid all the associated constants, the amount of the 
original isotope in the given matrix can then be calculated.
7.3 Ganma-ray Emission Tomography
Since the early work in emission tomography (ANG-1956, KUH-1963), 
nuclear medicine has developed in two complementary directions; viz 
positron tomography which works on the detection of annihilation 
coincidence radiation from positron emitters and single photon emission 
tomography. Positron emission tomographic systems have the advantage 
of using physiologically iimx)rtant radionuclides such as C-ll, N~13, 
0-15 and F-18; however most positron radionuclides presently in use can 
only be produced with expensive on-site particle accelerators. Single 
photon emission computed tojaoqraphv (SPECT) has the practical advantage 
of using readily available radiophannaceuticals.
in conventional emission tomography, a concentration of a given 
radionuclide in an organ occurs following an intravenous administration 
of a selected radiopharmaceutical. The spatial and temporal 
distribution of this concentration function within an organ cem provide 
Important information concerning organ function and pathology.
Bicsaedically. as has been mentioned before, there is a need not only to 
know whether essential minerals are present in or being lost from a 
system but also what is their spatial distribution within it. This can 
be a good indication of the uptake and washout rate of these minerals 
and valuable information for disease treatment and its monitoring. A 
case that readily comes to mind is bone, of which the high metabolic 
activity makes a good site for monitoring metabolic related diseases. 
The common method of diagnosis and treatment of these diseases is by 
injection of bone seeking radiopharmaceuticals followed by emission 
toHKsgraphy. Although this technique will show areas of low metabolic 
rate it fails to give, quantitatively, the amount and spatial 
distribution of the elemental composition of the bone, it is therefore 
evident from the above that a reliable method combining truly elemental 
capabilities with axial spatial distribution analysis is needed.
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î(x.y)
Fig> 7,1; Principle of emission tomography. An embedded radioactive
source is knitting gamma-rays which are then detected by a
collimated detector outside the obiect.
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in NIGET the sample is first irradiated in a neutron beam (e.g. a 
reactor) as In neutron activation analysis, then the distributed 
activity induced in the object is measured by the delayed gamma-rays 
emitted and treated as the case of emission tomography, in emission 
tomography where the source of radiation is within the object the 
density function represents the intensity distribution of the source. 
Each point within the source of radiation, I(x,y) is attenuated along 
the path of detection by the intervening medium (see Figure 7.1), 
therefore the number of photons detected is given by
I = I(x,y) exp - [ K( X' ,y* ) ds] ds 7.1
%mere K(x',y') is the attenuation coefficient distribution in the image 
plane along the ray's path ds. In order therefore to obtain the 
distribution of source intensity, knowledge of the attenuation function 
is also required. The two integrals in the equation cannot be 
separated which makes the problem of solving the above equation 
difficult. The effect of attenuation results in a significant decrease 
in the measured projection value. Another physical factor that is
•jimportant in emission tomography is the contribution of compton
scattered ganma rays. This becomes critical vhen the detecting system
is based on scintillation detectors, such as the commonly used Nal(Tl) :
crystals, because of their poor energy resolution. In situations where
high ( >300 Kev) energy photons are being used with biological
materials, the effect of attenuation could be considered negligible.
The overriding factor limiting the application is then the contribution 
of scattered photons #iich becomes even more critical in a 
multi-energetic spectrum applications as is obtained in NIOET. it thus 
becomes imperative to try to limit if not eliminate this contamination.
Next section describes a dual energy method designed to subtract the 
contribution of scattered photons from the projection data.
7.3.2 COBgiensatlon £or Scattered Photons
When a gamma-ray is emitted within a medium, it suffers a number of 
collisions within this medium. For photon energies greater than 
100 Kev, the energy range of interest in ECT, the predominant mode of 
interaction is Compton scattering. Thus the scattering medium behaves 
essentially as a secondary source of gamma rays whose intensity and 
energy varies with angle. (dav-1985 ). Whereas attenuation removes
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Signal gamma rays from the ray integral (eq. 7.1), Ccmpton scattering 
results in the addition of background signals. Hie magnitude of this 
background depends not only on sources within the traverse section of 
interest, but also on sources in other nearby planes.
Theoretically, one can discriminate against scattered photons using a 
single channel analyser (SCA) since inelastically scattered photons are 
of lower energy than primary photons of interest. However, most ECT 
systems use Nal(Tl) crystals based detecting systems which typically 
have an energy resolution in the range of 10-20% and require a pulse 
height window typically twice this value (% 2 FWHM). This inevitably 
results in the acceptance of scattered photons within the energy window 
of interest. It is even more compounded in the case of a 
multi-energetic spectrum where scattering contributions frcmi higher 
energy peaks are accepted within the selected photopeak window. The 
effect of this is to degrade the resulting images both quantitatively 
and qualitatively. This generally appears in the form of increased 
noise which tends to reduce the image resolution (JAS-1983, 84, 
FDO-1984, AXE-1984, PAH-1979, EHR-1973, BLO-1972, SAN-1983, 84) and the 
appearance in the resulting image of virtual sources, it is thus 
apparent from the above that it is important to obtain a reliable 
method for the removal of this scattered component of the detected 
signal for quantitative imaging.
The groîfing interest in quant it at ivity has lead to a wide-spread effort 
to establish a method to compensate for Compton scattering in ECT. A 
simple approach is to use a smaller value for the linear attenuation 
coefficient (JAS-1981). By so doing scattering is being compensated 
for by undercorrecting for attenuation, under the assumption that a I
fixed fraction of the attenuated primary photons can be replaced by \
scattered photons that behave like unattenuated photons. Furthermore,' |
Egbert and May (EGB-1980) have reported a method of compensation using 1
an integral transport method while Beck et al ( BEC-1982 ) developed a |
method using sui averaged value for the scattering fraction to |
compensate region of interest data from the image.
A new awroach is the use of a dual energy window to estimate the 
fraction of scattering accepted within the window of interest. Sanders 
et al (SAN-1983, 84) corrected for scattering by subtracting from the 
photopeak signal the number of counts recorded in a lower energy
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window. This was done for photopeak area between full width at half 
maximm (FWHM) and Fwm. Remarkable differences could be seen between 
images obtained from signals set at Fwm and those at FWHM. This is 
mainly due to the better rejection of scatter in the case of fvœem 
images. A similar approach using the same principle of dual energy 
windows has been reported by Jaszczek et al ( JAS-1984 ). Images were 
produced from photopeak and scattering windows. A fraction of the 
image reconstructed using events recorded in the lower window is 
subtracted from the Image reconstructed from events recorded in the 
photopeak pulse-height window, to produce the compensated image. The 
scattering fraction was determined by imaging a line source in air and 
then in a water filled cylinder. The fraction was estimated to be 0.5 
for their ECT system. It is difficult to establish any strong physical 
basis for these two approaches. Sanders integrated the counts between 
the scattering window and that between the photopeak window using the 
Klein-Nishina equation for scattered photons. When the scattered 
fraction was calculated it was found that the estimated scattering was 
greater than the total count within the photopeak. This led to the 
subtraction of the total count in the scattering window from the 
photopeak counts. The method by Jaszczak et al is too specific for the 
system and source configuration used. The situation changes when 
unknown distributed sources are under consideration and the values 
obtained for a line source are no more valid for accurate quantitative 
analysis.
Because of these inadequacies, we have developed a new approach to |
scatter ccsnpensation. The method rests on the physical fact that the j
response of the detecting system to photons is similar whatever the {
configuration of the source. The implication of this is that the I
spectral shapes of a given source distribution should be constant, the |
!only changing factor is the number of counts per channel recorded * !
(^/dE) (Fid. 7.2). The constant spectral shape observed suggests the 
use of a dual window technique. By monitoring a lower energy window, 
the scattering component contaminating the main energy window can be 
predicted and removed. The principle is illustrated in Figure 7.5.
Assuming that the spectrum shape of the medium under investigation does 
not change, then one can assume a constant background shape too (Fig.
7.4). We can thus have for the main (A) and auxilliary (B) energy 
windows, respectively.
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Fig. 7.2; A diagramatic representation of multi-energetic spectrum 
showing the general shape of a spectrum.
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Fig. 7.3; Principle of dual energy window 
technique for the subtraction 
of Compton scattering contribution.
Fig. 7.4: Part of the spectrum
showing the background 
and scattering region 
spectrum shape.
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Fig 7.5: An Emission Scan of two Cs-137 vials without scattering correction.
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I
Pig, 7.6: An Emission Scan of two Cs-137 vials with scattering 
correction.
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Where are the scattered counts under the photopeaX and are the 
counts in the auxilliary window (B), (Scattering window).
The constant K can he pre-established by using an MCA to integrate 
between window A and B respectively. The ratio of Sjjv to Sig gives K. 
The assumption of constant spectral shapes was tested using three 
irradiated biological sangles. freeze dried water pellet, a piece of 
human tibia, and a wood sangale. in each of these cases, the spectra 
for different placements of the sample with respect to the detection 
system were taken and analysed for Si^ and Sig. The ratio K was 
calculated for each and found to be constant within ±5% for each 
sample.
We thus concluded that the dual window subtraction method using mean 
value of K is capable of estimating Sja to approximately 5%. %us it 
is possible to derive a signal essentially free of scattering 
conponents easily be recording counts within two windows in the 
spectrum of the na^ trix under investigation. Ihis method is general, it 
should work for a single energy, as well as a multi-energetic spectrum 
equally well and moreover it is independent of the geometric set up of 
the scanning system since K is easily detrmined for the case in hand, 
our results have shown a significant inçjrovement qualitatively in the 
images to »Aiich this nethod has been applied. Further studies are 
required to establish the quantitative advantage of this method. The 
simplicity of the technique allows for its use in almost every set-up 
in ECT.
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CHAPTER EIGHT
EXPERIMENTS IN NEUTRCat INDUCED GftMMA-RftY EMISSION TOMJGRAPY
8.1 Introduction
The principle of neutron induced gajrana-ray emission tomography is 
illustrated using a number of images obtained from a scan of a sea 
water pellet, a piece of bone cut from a human tibia, and a wood sample 
obtained from a Scots-pine.
The sea water pellet served more or less as a phantom of uniform 
elemental distribution. It demonstrates the feasibility of the method 
as a technique for analysing the elemental distribution of a given 
matrix. The bone study formed part of an on-going project in the 
Department on the composition and structure of bone (BUD-1983a & b, 
NIC-1983) while the study of the spatial distribution of elements like 
chromium and arsenic in a piece of scots-pine soaked in a preservative 
solution containing these elements was part of a larger prograrane of 
work to determine the extent of the diffusion of a number of elements 
in the wood sample. The dual energy nfôthod of Compton scattering 
correction found in Chapter 7 is applied to the images described.
8.2 Bone structure
In the adult mammal, bone consists of numerous trabeculae or lines of 
bone-forming cells and bone matrix oriented with respect to the forces 
acting on the bone. Both spongy and conç>act lx>ne is full of the 
vessels, Haversian canals, from which the Osteoblasts (bone-forming 
cells) derive food, oxygen and inorganic minerals. The matrix itself 
is a rigid substance composed of some two-thirds inorganic calcium 
phosphates and the rest of an organic fibrous protein similar to 
collagen.
The mineral component of bone consists, mainly of crystalline 
hydroxyapatile. The composition of these crystals corresponds to the 
formula Caio(PO4 )e(OH)2 . However, in bone, there are several other 
ions such as carbonate (CO3-) magnesium (Mg2+), sodium (Nat), potassium 
(K+) and chlorine (Cl”) as well as trace elements, such as copper and 
zinc and toxic metals like lead and cadmium (YEN-1978).
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A loss in bone mineral, the ccmmon feature of osteoporosis, appears as 
a reduction in bone thickness. Studies indicated that patients with 
osteoporotic fractures had reduced bone thicknesses and that the 
incidence of these fractures increases with decreasing bone thickness 
(MEE-1953). Further studies indicated increased frequency of these 
fractures in older persons, which can be accounted for by the loss of 
bone with age (NEW-1970). This is as a result of an imbalance, 
primarily at the endosteal surface, between the rate of formation and 
the rate of resorption.
8.3 Wood structure
A transverse section of a tree will show a small central section of a 
ring pattern called the pith of the tree. Surrounding the pith is the 
xylem, %#iich is the wood of the tree and contains all the growth rings 
formed during the life of the tree. The xylem consists of two distinct 
regions, which in many types of tree can be easily distinguished by 
their colour. These are generally referred to as the growth rings.
The inner growth rings of the xylem, those immediately surrounding the 
pith, form the heartwood area of the tree. The growth rings of the 
heartwod are generally dark in colour, due to tannins, resins and 
colouring matter being deposited there. The heartwood region of the 
xylem is generally considered to be completely dead and acts only as a 
physical support and depository for waste materials.
The xylem is surrounded by the cambium layer in which new xylem and 
phloem cells are generated and frcnn which new growth rings emerge. 
Surrounding the cambium are the cells of the phloem (or inner bark) 
through r^tiich the transportation of materials from the leaves occurs. 
This is in turn surrounded by a protective outer bark.
In roost trees, the size, shape or rate of production of new cells 
varies throughout the growing season. This can result in the 
appearance of a series of concentric rings in the cross-section of a 
tree, each ring corresponding to one growth period. Trees in Northern 
Europe normally follow an annual growth pattern. The start of the 
growth ring (spring wood) might be marked by the production of large, 
more numerous cells, vrtiile the end of a growth ring (summer wood) might 
be characterised by the presence of thick-walled cells or a narrow 
zone of denser fibrous tissue, water and various mineral nutrients are
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absorbed by the root system of the tree and distributed within it via 
the transpiration stream which travels up the trunk through the outer 
sapwood rings.
Since the wood sample examined in this work is from the trunk, a closer 
look at the transport system existing within the xylem of the wood will 
be essential for better understanding of the result that might be 
obtained in the subsequent study.
Wood structures can be divided into two groups. If the water 
conducting vessels are distributed more or less evenly throughout the 
width of the growth ring, the structure is )oiown as a diffuse-porous 
wood. All soft woods cu:e diffuse-porous as %fell as a number of hard 
woods (e.g. beech, sycamore, willow and poplar). The second class of 
structure is that of ring-porous woods. These are characterised by the 
prc^uction of large early vessels in the spring wood and much smaller 
vessels during the rest of the growing season, Lepp (TOU-1977) was 
said to have suggested that the movenent of the transpiration stream in 
ring-porous trees is mainly restricted to the large spring wood 
vessels. These effectively function as a series of parallel pipes 
around the growth ring, connecting specific parts of the root system to 
particular leaves. In diffuse-porous trees the situation is not so 
clear. Due to the dispersal of the large water conducting vessels 
throughout the growth ring there is no fixed spatial relationship 
between the various pipes. Another point of interest might be the 
mechanism for the translocation of materials radially within a tree. 
There exist living ray cells of varying sizes according to species 
along radial directions in the mainly dead cells of the xylem. Stewart 
(STE-1966) postulates that the ray cells may form an excretory pathway 
for potentially toxic metabolites and foreign substances which may be 
moved along the ray cells away from the cambial zone towards the 
heartwood.
The presence of these various vessels in the wood should be borne in 
mind When an interpretation is offered for any result obtained, since 
the various transportation g^thways of the living wood could act as 
osmotic vessels where elements diffuse through the dead wood by osmotic 
pressure.
150
8.4 Sangle preparation
As a prelude to the application of neutron induced gararaa-ray emission 
tomography, a pellet of freeze-dried sea water sample of lOram in 
diameter and 5mm thickness was used as a phantom. A sample of sea 
water meant for elemental anlysis using ïnaa was freeze-dried for one 
week using Edward Vacuum freeze-drying equipment. With the a±ù of a 
pelletizer, this was made into a number of pellets, since sea water 
represents a good example of uniformly distributed medium, it was 
thought that this should be a good example fo demonstrate the 
feasibility of mapping the elenental distribution within a medium.
The bone was of an elderly person of no known bone disease. It came 
from the Princess Margaret-Rose Orthopaedic Eospital of the University 
of Edinburgh, split, cleaned thoroughly of any organic matter and then 
frozen. A freeze-dried, cleaned section of the bone, 3%mi in length, 
15mm across and about 5mm thick was carefully transferred to a 
polyethylene capsule ready for irradiation.
The wood sample was a piece of Scots-pine which had been bored out 
along a cross-section of the stem perpendicular to the tree's axis.
This sample was 21mm long and lOmm in diameter. The sample was 
received having been treated with a preservative solution consisting of 
a mixture of the following compounds :
( i) disodium octaborate 50.2g
(ii) sodium fluoride 20.og
(iii) sodium dichromate 12.Og and
(iv) arsenic acid 20.8g
This was then freeze-dried and transferred into a clean polyethylene 
capsule ready for irradiation. The main interest being a study of the 
extent of diffusion of the various elements in the preservative through 
the wood and hence their effectiveness as a fungicide.
Each of these samples was then subjected to neutron irradiation in turn 
for varying irradiation periods in neutron flux with a thermal flux of 
2 X lOlG n nr2 s“l at the Reactor Centre, Silwood Park. The period of 
irradiation, dictated by the isotope half life and macroscopic 
cross-section of interest, ranged between 1 hour for Na-24 (Tl/2=15hrs) 
to two weeks for chrominiinn (Cr-Sl,TV2 = 27.8 days).
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of rotation.
Sample Capsule.
Datector.
Fig. 8.1; A typical experimental set up for emission tomography on the 
scanner.
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After Irradiation, the sample was tramsferred into another clean 
polyethylene capsule and centrally placed on the scanning bed. A 
typical geometrical airrangement is illustrated in Figure 8,1. scanning 
procedure was executed using an alternate translational stepping motion 
followed by angular indexing through a total of 360® rotation. The 
reconstruction program requires the image centre to coincide with the 
object centre, so the table has to be centrally placed along the axis 
of the collimator. This is usually achieved by means of a narrow laser 
beam.
In the course of this study, two types of detectors were employed.
These are a 4^ snm diameter by 52om thickness Nal(Tl) scintillator 
detector and high resolution Ge(lii) semi-conductor detector. îhe 
latter was used despite its poor efficiency, (see Chapter 5) because of 
its superior energy resolution important for scattering rejection. 
Collimations for the Nal(Tl) detector was the jacket type described in 
Chapter fi%^ e, lam diameter and 45mm long. The Ge(Li) detector had 
three 63.5mm thick lead blocks with variable holes arranged in such a 
way that the most efficient part of the crystal is viewed by the object 
(see Chapter five). The distances between the collimator's surfaces 
and the rotation centre of the scanning system were 45mm for the Ge(Li) 
and 95mm for the Nal(Tl) detector system. A measurement of the 
point-spread function yielded 3.7mm ± o.l FWHM for the C3e(Li) and 4.1mm 
± 0.4 FWHM for Nal(Tl) detecting systems. Data acquisition is through 
two single channel analysers (SCAs) one centred on the photopeak of 
interest and the other on the scattering region of the spectrum just 
below the lower energy tail of the photopeak.
8.5 Data Pre-processing
For a number of reasons, the data acquired as described in the last 
section require some modification before reconstruction. Correction is 
required for the scattered photons accepted within the photopeak 
window, the half-life of the radioisotope if short compared to the 
scanning time and the possibility of septa-crossing resulting from 
inadequate shielding of the detector.
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Scattering correction was implemented using the dual energy method 
described in Chapter 7 for all the images except for the bone image 
using Ge(Li) since no scattering data were obtained for this.
For reasons of experimental time and safety control, most of the 
isotopes used in this experiment are short-lived, ihis necessitates a 
correction routine to compensate for the decay of the radionuclide 
during scanning, compensation was implemented by taking into account 
the time interval between each data point and applying the radioisotope 
decay equation
dN = ©2q> (-At) 8.2
df
i^ere A is the decay constant. The reconstruction programs for 
emission tonK^ graphy assîmes that the sampled data vanishes at the edge 
of the object to be reconstructed. However, despite the shielding 
earlier described, we were unable to achieve this ideal situation.
This is attributed to streaming, especially at the sides of the lead 
blocks and increased scattering from the materials surrounding the 
detector. The effect of this on the image is a bright ringed artefact 
at the edge of the ina.ge field. This was cx>rrected by calculating each 
data point from each projection using the following equation
- (i-l) (n-i) - 8.3
where i denotes the raysum number, K, the projection number and n is 
the number of raysums per projection.
Another physical factor of qualitative and quantitative importance in 
emission tomography is the attenuation of emitted photons by the 
intervening medium between the point of emission and the detector.
When this factor is ir^ortant a correction is needed for accurate 
quantitative analysis of an image. However, no attenuation correction 
is deemed necessary here since the energies of interest are generally 
above 500 KeV and for biological materials, attenuation is negligible 
in this energy range.
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Fig 8.2: A neutron induced gamma— ray Miission tomographic scan of— ^  sea-water pellet showing Na-24 distribution. The distortion
in the image is a result of movement artefacts.
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Pig. 8.3: A transmission scan of bone sample's cross-section showing 
the physical structure typical of the studied planes.
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8.6 Results and Discussion
8.6.1 sea-water Pellet
A neutron induced ganana-ray emission tonK)graphic (NIGET) image of the 
water pellet in air is presented in Figure 8.2. The ineige was 
reconstructed from a 21 raysum by 30 projection data scan obtained over 
360® rotation using the Nal(Tl) detector. The image is a 
cross-sectional distribution of Na-24 (1.368 MeV) within the sea water 
pellet. A profile dravm through the image indicates a square wave 
response function almost similar to the expected uniform distribution 
within the pellet (shown adjacent to the image Fig. 8.2). The FVfHM of 
the profile was calculated to be 8mm ± o.Snsn, this compares %fith the 
lonm physical diameter of the pellet. Using RDi facility in the 
display program described earlier in Chapter 4, average counts were 
obtained for the image with the exclusion of the edges where the 
partial volume effect could be critical. This average value was found 
to be 467,6 with a standard deviation of 5%. The low value of the 
standard deviation is another pointer not only to the uniformity of the 
sample but the potential of the NIGET technique to faithfully reproduce 
the elemental distribution within a medium.
8.6.2 Bone sample study
Change in bone minerals has been widely studied using photon 
attenuation and scattering methods. The use of CT as a tool for tissue 
densitometry is well established. The image of a CT scan was obtained 
with the scanning rig (38 raysum by 45 projections) and a 59.5 KeV 
photon source (Am-241 ), Figure 8.3. This im.qe enables us to see the 
structure of a bone section in terms of bone density variation and for 
subsequent comparative examination. The )x>ne is l5mm in width and each 
pixel represents a inm x imm area of cross-section inaged.
Emission scans of the bone were performed using two different 
detectors, Nal(Tl and Ge(Li), chosen for their different energy 
resolutions and at the two energy lines of Na-24 (1.36 MeV and 2.75 
MeV). Na-24 was chosen for its convenient half-life and activity as 
well as its two well separated high intensity gamma-rays. These images 
are used to demonstrate the effect of reduction in scattered photons on 
scans obtained using a detector of better energy resolution (Ge(Li)) 
and also selective reduction by convenient energy choice, comparison 
could then be made between images obtained at 1.36 MeV where the
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Fig. 8,4; Cross-sectional drawing of bone sample illustrating the 
physical shape and orientation.
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Fig. 8.5: An aaission scam of the bone sample for sodium using Ge(Li)detector ( no scattering corrections applied.)
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I
Pig. 8.6: An emission scam of the bone sauople for the distribution ofsodium using Nal(Tl) detector and the 1.36 MeV Na-24 line.
(No scattering correction aipplied. )
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I
Fig. 8.7: An onission scan of the bone sample for the distribution ofsodium with NalfTl^ detector and 2.74 MeV Na-24 isotope line
(No scattering corrections applied).
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contribution of scattered photons is more severe due to the 
contributions from higher energy photons and 2.75 Mev which is well 
placed in the spectrum with no higher energies above it. Figure 8.4 is 
a pictorial drawing of the bone. These two images are then ccmjpared 
to the one obtained using the high energy resolution, high scatter 
rejecting, Ge(Li) detector. Figure 8.5.
Figures 8.6 and 8.7 are the neutron induced gamna-ray emission images 
of the same plane obtained for 1.36 Mev and 2.75 Mev respectively, 
without any scattering correction. A comparison of these two inages 
shows a clear difference due to the fact that the 2.75 MeV gamna-ray 
photopeak has a considerably smaller scattering and background 
contribution than the lower energy photopeak; no structure could be 
seen in the latter case. Figure 8.6. These two pictures clearly 
underline the problem posed by the contamination of the scan data by 
unwanted scattered photons and therefore the importance of finding a 
practical and effective method of scattering correction especially 
where a multi-energetic spectrum is cx>ncemed and where the process is 
photon limited. However, in cases where the scattering effect is more 
important than efficiency. Figure 8.5 shows that a more structured 
image (different plane) is obtained using a high resolution detector 
even without scattering correction. The poor statistics in the inmge 
are a result of the low efficiency of the detector and the time 
limitations imposed by the half-life of the isotope of interest.
Figures 8.8 and 8.9 are the scattered corrected versions of Figures 8.5 
and 8.7. It is apparent by mere visual observation that the reduction 
in the scattered signal has dramatically improved both images. ’The 
structure already present in Fiqrure 8.7 is even more pronounced now in 
Figure 8.9 after correction has been applied. However, the change is 
particularly dramatic in Figure 8.8 obtained from the 1.36 MeV data. 
This is because it is here where the scattering contribution is most 
significant and is borne out from the estimation of the fraction of 
scattered photons (0.86) obtained at this energy compared to 0.61 at 
2.75 Mev.
Quantitative einalysis on the NICTTT of the bone includes a contrast and 
signal-to-noise comparison calculated for images obtained for the two 
detectors, at the two energies and for scattered corrected and 
uncorrected images. The e2g>ressions used in these calculations are as
162
Fig. 8.8: Scattering corrected bone aaission image using Nal(Tl)detector (1.36 MeV ).
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given in Equation 7.4a and 7.4&> respectively. In table 8.1, the values 
presented %ære measured using a pixel-slice thickness of 3.8mm. 
Calculated values lend credence to the visual observation, the contrast 
change of 44% is recorded for the corrected image at 1.36 MeV While a 
somewhat lower contrast change of 10% was obtained at 2.75 Mev. This 
is superior to the uncorrected Ge(Iii) image. However, the corrected 
images have become more noisy (Table 8.3).
The inç>rovement in the edge spread function illustrated in the profile 
across the images, displayed adjacent to the image, was quantitatively 
estimated using the image unsharpness. The image unsharpness in each 
image had been estimated from the FWHM of their edge spread functions. 
These are also shown in Table 8.1 for the corrected and uncorrected 
images, further underlying the ia^ortance of scattering correction to 
edge detection in the image. The size of the object could be estimated 
from the line scans through the images. The profile through the 
uncorrected 1.36 Mev image Fig. 8.6 gave a value at FWHM of IScin ± 0.5 
while the corrected value was 13mm ± 0,5. For the 2.75 MeV Fig. 8.7 
uncorrected image the value at PWHM obtained was 15mm ±0.5 and when 
corrections was applied the value reduced to l^nm ± 0.5, the same value 
obtained for the uncorrected Ge(Li) image Fig. 8.5.
The spatial variation in the distribution of sodium along the bone, in 
the cortical section, was estisated using arbitrary units (i.e. the 
counts in each image piscel). The cross-section of the bone image was 
effectively divided into six compartments from the posterior to 
anterior end of the lx>ne (Fig. 8.10). Figure 8.10 is the graphical 
representation of this variation obtained using the different detectors 
and energy lines. For all the images, the indication is of a slight 
decrease towards the posterior end of the bone piece. This same 
indication could also just be seen, though not significantly, from the 
line scans.
One audditional information from the line scan is the sudden drop 
in the amount of Na at the middle of the bone's cross-section. This 
was shown to be the case in all the images and was most dramatic in 
Figure 8.9 where the sodium concentration was almost down to background 
levels. This
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I
Fig. 8.9; Scattering corrected bone anission image using NaJ(Tl) 
detector (2.75 MeV).
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Fig. 8.10; Sodium distribution along the cortical section of bone 
sample from anterior to the posterior end.
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EMITTED 
PHOTON ENERGY 
(MeV)
ATTENUATION
CORRECTION
IMAGE
CONTRAST
IMAGE 
SIGNAL-TO-NOISE 
RATIO S/N
IMAGE 
DNSHARPNESS 
(PWHM).(MM)
UNCORRECTED 0.16 3.43 4.0 ± 0.5
1.36
CORRECTED 0.23 2.17 6.0 ± 0.5
UNCORRECTED 0.89 5.44 3.0 ± 0.5
2.75
CORRECTED 0.98 4.66 6.0 ± 0.5
Table 8,1; Calculated Image contrasts, signal-to-noise ratio and Image 
unsharpness for attenuation corrected and uncorrected images 
obtained for 1.36 and 2.75 MeV emitted gamma-rays using 
Nal(Tl) detector.
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spectrum obtained from the Scots-pine about 4I/2 hours after irradiation.
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Fig. 8.12: spectrum obtained from activated Scots-pine sample 24 hours 
after irradiation. Note the As-76 peak has become more 
prominent after the decay of the low half life isotopes.
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I
Fig. 8.13: An raoission scan of the Scots-pine sample for Arsenicdistribution using Ge(Li) detector and As-76 isotope (576 
KeV).
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I
Fig 8.14: Sodium distribution in %^ ood using Ge(Li) anù 1.36 MeV Na-24 line- ■ • '
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finding is consistent with the result obained in transmission, though 
the depression there is not as significant as is obtained for the 
emission measurements. This could be explained by the low atomic 
number of Na (11) compared to the other constituents of bone notably 
that of calcium (20). Since the attenuation of photons is heavily 
modulated by the atomic number of the material, the effect of Ka on the 
attenuation coefficient can only be minimal. However, Budd (BOD-1983) 
has shown by using in vitro neutron activation analysis that the 
variation of sodium across the bone follows the same trend as that of 
calcium. In the light of this finding, one can only say that more Na 
has been lost in the middle section of the bone than calcium to have 
given the result obtained in this later study as both sanç>les were 
obtained from the same tibia.
8.6.3 Wood (Scots-pine) diffusion study
Figures 8.11 and 8.12 are spectra obtained from the wood sample with a 
24 hours interval between measurements. The main isotopes observed at 
Na-24, AS-76 and cr-5l. The presence of AS-76 has become more 
prominent in the latter because of the decay of the shorter-lived 
isotopes and the subsequent reduction in their scattering contribution 
to the background.
Two separate images were obtained in this study. These are shown in 
Figures 8.13 and 8.14 for the distribution of arsenic and sodium 
respectively. The two gamma-rays emitting isotopes made use of in 
these experiments were AS-76 (552.2 KeV, Tl/g = 27 hours) and Na-24 
(1.37 Mev, t1/2 = 15 hours), because of their useful half-lives. The 
presence of sodium in all the compounds which contribute the 
preservative used, makes it a convenient tracer for the other element 
with the exception of arsenic which enters the preservative as arsenic 
acid. Visual observation of Figure 8.13 reveals the concentration of 
arsenic to be heavy on one side, thinning out towards the middle of the 
wood sample and then picking up slightly at the other end. It also 
indicates a better absorption at the edges. This behaviour could only 
be explained by an assumption that concentration of the solution is 
greater on one side than the other. The same general behaviour was 
indicated by the image obtained for Na diffusion Figure 8.14. The line 
scans beside the images indicates that rather than an even absorption 
along the length of the sample, the diffusion was compartmentalised. 
When this line scan is compared to the one obtained in transmission.
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I
Fig. 8.15: A transmission scan of %#ood sample before preservative treatment using the 60 KeV Am-241 line.
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Fig. 8.16: The diffusion profile of As-76 in vraod along a late-wood
ring. The solid line indicates a polynomial fit to the data 
points.
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Fig. 8.17: A diffusion profile of sodium through the diameter of the 
wood sample, the solid line being a polynomial fit to the e3«perimental data points.
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Figure 8.14, it was revealed that the position of high concentration of 
these elements corresponds to the areas of low attenuation in the 
transmission image. The implication of this is that there is a 
preferential diffusion channel along the soft wood rings of the wood 
sample.
Figures 8.16 and 8.17 are graphic representations of the variation of 
concentrations of these elements along one of the soft wood rings.
The indications are that the diffusion is high at one end compared to 
the other as if there exists a concentration gradient in the solution.
8.7 conclusions
The first escriment with a water pellet has shown that it is possible 
to determine the spatial distribution of elements in a matrix, although 
spatial resolution was distorted due to movement artifacts, and poor 
collimation. The pellet was free-standing in a capsule and 
possibilities of its movement could not be prevented since it was 
difficult to handle the sample after irradiation because of its high 
activity.
It has been possible to determine the spatial distribution of Na-24 in 
bone at two energies 1.368 MeV and 2.753 MeV using two different 
detectors which allows for the additional study of the degrading effect 
of scattered photons on the resulting Images. It has been shown in 
this work that in a multi-energetic spectrum, the degrading effect is 
more severe for the low-lying energies than it is for lines at the 
highest parts of the spectrum - especially with a poor resolution 
detector. The improvement obtainable with a better resolution detector 
(Ge(Li)) was also demonstrated. However, the study indicates that with 
an effective scattering correction algorithm, there is no need for the 
efficiency loss entailed by the use of high resolution detectors, it 
has been demonstrated that the use of a dual energy window method where 
a fraction of the scattered window is subtracted from the photopeak 
window before reconstruction was clearly successful. Though the 
quantitative advantages of this technicpie of scattering correction are 
yet to be ascertained its usefulness is obvious from the qualitative 
improvement of the images. It has raised the image of the bone (Fig.
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8.4) above the visual threshold (Fig. 8.7). This could not be 
adequately achieved using the commonly employed cosmetic method of 
raising the background cut-off level.
The study has indicated the distribution of sodium within the bone 
section. It revealed a considerable decrease in this element at the 
middle of the section. Whether this is medically significant could not 
be ascertained at this stage. But it should be pointed out that 
previous techniques used in bone studies (KID-1983) were gross 
measurements of elemental concentrations and do not possess the spatial 
capabilities esdiibited by this new method. By taking ROls the 
variation of sodium across the cortial bone has been estimated and 
presented graphically in Figure 8.10. This showed a decrease from the 
anterior towards the posterior end of the bone. The medical 
significance of this is not considered as yet since the scope of this 
work is to demonstrate the potentials of the technique as a tool for 
non-destructive elemental distribution imaging both "in-vivo” and 
"in-vitro". However a variation of mineral concentration between 
anterior and posterior parts is expected because of the different 
stresses applied to the bone when in use.
In the wood sample studies of the diffusion of a given preservative, 
the technique has been shown useful, even when the sample was iust 
dipped into the solution and immediately removed, this method was able 
to show the traces of arsenic on the surface of the wood sample. When 
the sample was later treated for a week, the results indicate a partial 
absorption showing a characteristic diffusion curve. Furthermore, we 
are able to distinguish between areas of the wood with the greatest 
absorption propensity. It was indicated that the diffusion is greatest 
at areas of the xylem occupied by the sap wood (summer ring), one 
would, of course, expect this since these are areas of lower density as 
revealed by the transmission scan of the sample before immersion. The 
experiments indicate that roost if not all the elements of the solution 
diffused nore or less to the same extent in the wood.
In biological samples, determination of the spatial distribution in a 
plane of longer-live radionuclides like ca-47, Zn-65 smd Br-82 should 
be possible, but experimental time will have to be significantly 
increased if good precision is to be maintained, even for longer 
irradiations. If a scanning system could be established near an
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irradiation facility, it should be possible to map the spatial 
distribution of shorter-lived nuclides such as CL-38 and Mg-27, however 
the high activity of Al-28 common to all biological samples could 
present a considerable problem, because of its short half-life 
(z.3min).
It is obvious that the method still requires further research and 
development. However, the work presented in the thesis has pointed a 
way forward and indicates the potentials of the technique in the field 
of non-destructive analysis.
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CHAPTER mWE
CONCLUSIONS
The design and construction of a flexible and inexpensive test 
tomographic scanning rig incorporating a display system has been 
completed. The rig has been employed in transmission, emission and 
Compton scattering modes of imaging in order to demonstrate its 
versatility.
The characteristics of each component of the scanner's detecting system 
has been studied in order to determine its response to input signals. 
The scintillation detectors, Nal(Tl) and BCK), showed a uniform response 
across their surfaces While the co-axial Ge(Li) semiconductor showed an 
energy dependent dip in the middle. The behaviour of the Ge(Li) 
detector is not unexpected as it has been shown by Mesammi and Nicolau 
(ADE-1983, NIC-1983) that it occurs because of the imde of fabrication 
of co-axial semi-conductor detectors. The effect should therefore be 
taken into account in the construction of collimators used with this 
type of detector in tomographic experiments, our bo re-hole collimator 
was designed to use the nx)st efficient part of the crystal. She 
resolution of this collimator-detector system was estimated to be 3.7 ± 
o.lmm at the centre of rotation of the scanning table for the scanning 
geometry used in the emission experiments.
The focal point of the multi-hole converging collimator used in Compton 
scattering experiments was found to be at a distance of 125mm from the 
surface of the collimator. However, a scan of the surface of the 
collimator at distances around this value revealed no «^preciable 
convergence. This is attributed to the presence of penumbra caused by 
the cumulative divergence of the individual holes. The FWHM was 
estimated at 16 ± 0.25iran around the expected point. The efficiency of 
the detectors was also determined using point sources. At 511 KeV, the 
intrinsic efficiency of BGO is twice that of Nal(Tl), which considering 
the relative size of the detectors, compares with the values of their 
attenuation coefficients which is in the ratio of 3 to 1 at that 
energy.
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An algorithm has been developed to accurately estimate the volume of 
interaction defined by the intersection of two cones due to two 
bore-holed collimators with axes at an cingle to each other. It is 
hoped that the algorithm will prove useful to experimentalists 
designing Compton scattering experiments or other radiation 
measurements where collimated sources and detectors are arranged at an 
angle to each other. For example, one point that emerged conclusively 
from the calculations performed so far using this algorithm, is the 
poor volume resolution obtained for the back-scattering geometry, in 
situations where volume resolution is of importance it appears that 
back-scattering should not be a geometry of choice if it could be 
avoided, in situations where back-scattering from thin surfaces is 
measured, if quantitativity is important, the interaction volume of 
interest will include the substrate if there is large divergence in the 
beam and acceptance angle of the detecting system. The program 
developed here could be used to estimate this volume and a correction 
factor can therefore be applied. The spatial resolution along the axis 
of the beam was found to be poorer in the back-scattering mode than in 
the forward scattering geometry. This will aggravate the effect of 
partial volume especially at edges, it was borne out of calculations 
that the most compact volume element is obtained at 90® scattering 
angle. However, when the program is extended to calculate the fraction 
of scattered photons (at 662 KeV) the value of singly scattered photons 
was found to be very small at this angle and decreases gently as the 
angle increases towards the back-scattering geometry.
Though it is well known that the acceptance of Compton scattered 
photons into the projection data for reconstruction of an image results 
in degraded images, this study has shown that it is possible to obtain 
useful information from the Compton scattered photon field. Good 
contrast was obtained for lead and brass inclusions in an aluminium 
phantom. It is denranstrated that the method could be used to find the 
inclusion of dense materials in a low density medium.
If a multi-holed converging collimator known to be good at multiple 
scattering rejection is used, it was shown in this study that the 
overriding factor limiting the application of this method in imaging is 
attenuation of the scattered photons. When the effect of attenuation 
was corrected in our images the improvement in the contrast between the 
background matrix and the inclusion was about five fold and the visils
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in the phantom were made visible. The unsharpness of the image was 
found to be greater near the inclusion than away from it. This could 
only be attributed to the poor spatial resolution which results in 
greater scattering being accepted from the inclusion at the edge of the 
object (partial volume effect).
Initial experiments in neutron induced gamma-ray emission tomography 
have shown that it is possible to determine the distribution of Na-24 
in a water pellet, although spatial resolution was distorted due to 
movement artefacts as the pellet was free standing in the container. In 
bone, determination of the Na-24 distribution in a plane using the high 
resolution Ge(Li) detector wsis compared to that obtained using the 
highly efficient but poor resolution Nal(Tl) detector. The effect of 
scattering on the images is clearly denonstrated in the cases where the 
poor resolution detector was used and no subtraction of the estimated 
scattering contribution is made. However, by using the dual energi^  
window method, introduced in this work in order to estimate the 
scattering fraction, the resulting images of the Na-24 distribution in 
the bone at 1.35 Mev and 2.73 Mev using the Nal(Tl) detector were 
qualitatively improved. The structureless image of the bone in Figure 
8.6 begins to eadiibit recognisable features in the corrected image 
Figure 8.0. These corrected images are seen to be better defined than 
the uncorrected image obtained using the Ge(Li) detector, in Figure 
8.5. Although this simple, but practical approach has resulted in 
significant improvement in the images obtained, further studies are 
still necessary to establish its quantitative advantage. The results 
in all cases studied showed a marked low concentration of Na-24 about 
the middle of the bone section and relatively higher concentration in 
the anterior compared to the posterior section of the bone. These 
observations are well illustrated by the line scans accompanying each 
of the bone images. It is quite difficult in our images to clearly 
identify the cortical from the trabecular section of the bone, so at 
this stage no comnent on the relative distribution of the isotope in 
these two conpartroents of the bone can be made. This difficulty is 
attributed to the poor spatial resolution and the thinness of the 
trabecular part of the bone used.
Information from the wood scans indicate the diffusion of the solution 
from one side to the other of the sample. A line scan across the 
length of the imaged plane shows that there are preferential channels
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through Which the solution diffused into the wood. When this line scan 
was conwaared to that of the transmission image it was realised that the 
diffusion channels correspond to the positions of the late or soft 
wood. It is thus apparent from our results that the solution diffuses 
faster through the late wood rings than the early wood rings. The 
larger the soft wood ring the more effective the preservative 
treatment. A line scan taken through one of the soft wood rings 
indicates that the normal diffusion curve obeying Pick's law of 
diffusion is obtained. The coefficient for the diffusion of the 
solution through the wood sample could then be obtained.
Our results have therefore shown that elemental distribution in a 
material could be obtained by using the method we termed Neutron 
Induced Gamma-Ray Emission Tomography. That improved images could be 
obtained by subtracting from the main peak counts a pre-determined 
fraction of counts in an auxiliary window set on a region of the 
scattering continum spectrum. That Compton scattering in itself could 
be made to yield information about the medium in which it was scattered 
by measuring the fluence of scattered photons from a given volume 
element provided suitable attenuation correction is applied and 
multiple scattering is suppressed.
9.1 Recommendations for Further Work
At present the main limitation of the proto-type system is the length 
of the total scanning time required for obtaining the projection data 
for the moderate photon source intensities used. An obvious solution 
will be a linear array of detectors placed at equal intervals along the 
direction parallel to the scanning bed. Which should inç>rove the 
scanning time by a factor depending on the number of detectors that 
could be packed together. An even nrare inviting solution is the ring 
geometry. By arranging a number of detector-holding arms in a place 
centered on the vertical axis it is possible to reduce the time not 
only due to the increased number of detectors enployed but also by 
allowing continuous on-line processing a scan can be stopped when an 
acceptable image is obtained from the projections recorded.
The display matrix (71 x 71) allowed by the display program could be 
expanded without additional cost. The amount of data handled could 
virtually be doubled by reducing the number of bytes used to store each
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pixel value. This could be achieved in two ways. The first involves 
using only two bytes to store each datum point instead of the present 
five bytes. The largest value obtainable in a scan from such a system 
cannot be greater than the largest number storable in two bytes, if 
signed values are to be catered for then another byte will be required 
to allow for this. The second method derives from the fact that the 
256 colour levels are coded by integers from zero to 256; values that 
could be stored in just a single byte. By defining a scaling factor, 
it is possible to recall the original value vftien required for analysis. 
The second method may prove more interesting since the advantage could 
be five-fold.
Another area that needs attention in the display program is the number 
of points required to make a pixel. The smaller the number of points 
in a pixel the better the visual representation of the image. It is 
therefore necessary to increase the number of pixels in an image and 
this could be achieved by interpolation methods, since interpolation 
often results in loss of spatial resolution, care must be taken in the 
choice of interpolation function.
In all the calculations made for the fraction of incident photons so 
far, no corrections have been made for attenuation of the incident or 
scattered photons by the material outside or, when the scattering 
volume is sizeable, within the scattering volume itself. This 
inevitably leads to an overestimation of the scattered photons. Effort 
should be directed towards improving the algorithm presented here to 
account for the attenuated photons.
Theoretical and experimental studies are still necessary to ascertain 
the minimum change of both physical and electron densities that could 
be detected using the Compton scattering imaging technique. It will 
help in estimating the ability of this imaging method to differentiate 
between two adjacent areas with subtle differences.
It is apparent from calculations that for good volume resolution, a 
much higher activity source is required. The same low scattering 
fraction coupled with the high environmental background existing in the 
laboratory will require a specially prepared low background 
experimental location if good precision is to be achieved or if a 
higher activity source is to be incorporated into the scanner.
183
Initial studies on neutron induced gamma-ray emission tomography 
reported here have certainly demonstrated its potentialities as a j
technique for non-destructive analysis. However, it is clear that the j
research is in its early stages. The test rig employed requires better |
collimation to reduce the partial volume effect, scattering j
contribution has been shown to degrade the resulting image |
considerably. The dual energy window method introduced has been shown I
to be effective qualitatively. However, if the quantitative potentials 
of NIGET is to be realised, more work has to be done into establishing 
the quantitative side of the scattering correction employed. These ;
improvements mentioned, when made, should be applied to the bone and <
wood saim>les studied. Small differences that exist between cortical 
and trabecular sections in bone could then become visible.
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