Text summarization can be classified according to different criteria. One of these criteria is the number of input documents. Text summarization tasks can be classified into single-document and multi-document summarization. In single-document summarization, the summary of only one document needs to be extracted, while multi-document summarization requires a collection of documents to be extracted.
The two primary methods of summarization can be classified into abstractive and extractive summarization. An abstractive summary is an arbitrary text that describes the contexts of the source document and consists of understanding the original text and rewriting it in fewer words. The abstractive summarization uses linguistic methods to examine and interpret the text; subsequently, it finds new concepts and expressions to best describe it by generating a new shorter text that conveys important information from the original document. An extractive summary, in contrast, is a selection of sentences, phrases, paragraphs, etc. from the source text. An example of this would be a copy of the source text with most sentences omitted. An extractive summarization method classifies whether sentence will be included or not in the summary. This results in a rather awkward summary. On the other hand, simplicity of the underlying statistical techniques makes extractive summarization an attractive languageindependent alternative to intelligent abstractive methods. In this research, we considered the use of extractive summarization method.
We have two main content-based types of summaries: generic summaries and query-based summaries. If the system does not depend on the document subject and the user does not have any previous understanding of the text, all the information will be in the same level of importance. In such system we can say it is a generic summarization system. Differently, in a query-based summarization, before the summarization process starts, the user has to determine the topic of the original text in a query form. The user asks for special information in form of a query and the system only extracts that information from the source text and presents it as a summary.
The three main approaches for summarization are the statistical, the graph-based, and machine learning approaches. There are other approaches for summarization such as the clustering approach.
In statistical approaches, researchers focus on sentence ranking and choosing the key sentences of the source text, regarding them as the desired summary according to the compression ratio. Researchers use summary statistics to evaluate the significance of sentences, such as keywords, titles, sentence length and position, sentence similarity measure and term frequency.
Graph-based or semantic approaches mainly focus on the semantic analysis and correlations among sentences. These approaches use a graph-based representation for text inside documents. This representation could differ from simple, syntactic ones like connecting words by edges representing co-occurrence relation to more complex ones like connecting concepts by semantic relations or even connecting sentences by its semantic relation. Recently, a wide range of graphbased methods have been introduced for summarization.
Machine learning approaches are based on machine learning algorithms in order to produce summaries. Machine learning approaches deal with the summarization process as a classification problem, sentences are classified to summary and non-summary sentences based on the features that they have. Hidden Markov Models (HMM), and Bayesian rule are examples on Machine learning summarization approaches, where set of training documents and their extractive summaries are given.
Over the last few years, clustering-based approaches were introduced into the text summarization field. Clustering algorithms are applied to obtain sentence clusters, and then extract sentences from the clusters. Clustering approaches can
