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Abstract
The classical James constant and the nth James constants, which are measure of B-convexity for the
Cesàro sequence spaces cesp and the Cesàro–Orlicz sequence spaces cesM , are calculated. These investi-
gations show that cesp, cesM are not uniformly non-square and even they are not B-convex. Therefore the
classical Cesàro sequence spaces cesp are natural examples of reflexive spaces which are not B-convex.
Moreover, the James constant for the two-dimensional Cesàro space ces(2)2 is calculated.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
For 1  p < ∞ consider the Cesàro sequence spaces cesp defined as the set of all real se-
quences x = {xk} such that
‖x‖p =
( ∞∑
n=1
(
1
n
n∑
k=1
|xk|
)p)1/p
< ∞ when 1 p < ∞,
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‖x‖∞ = sup
n∈N
1
n
n∑
k=1
|xk| < ∞ when p = ∞.
The Cesàro sequence spaces cesp and ces∞ appeared in 1968 as the problem of the Dutch Math-
ematical Society to find their duals (see [1, Problem 2]). A regular investigation of these spaces
was done by Shiue [31] in 1970. Then Leibowitz [27] and Jagers [18] proved that ces1 = {0}, cesp
are separable reflexive Banach spaces for 1 < p < ∞ and the p spaces are continuously imbed-
ded into cesp for 1 < p ∞ and the imbeddings are strict. More precisely, ‖x‖p  p′‖x‖p for
all x ∈ p with p′ = p
p−1 when 1 < p < ∞ and p′ = 1 when p = ∞. It is also easy to see that
if 1 < p  q ∞, then cesp ⊂ cesq with continuous imbedding and the imbeddings are strict.
Several geometric properties of the Cesàro sequence spaces cesp were studied in last years by
many mathematicians (see [6–10,12,13,25]). Some more results on cesp can be found in two
books [4,29].
The Cesàro–Orlicz sequence spaces cesM are the spaces of all real sequence x = {xk} such
that
IM(λx) :=
∞∑
n=1
M
(
λ
1
n
n∑
k=1
|xk|
)
< ∞
for some λ = λ(x) > 0, where M : [0,∞) → [0,∞) is any Orlicz function, that is, a convex
continuous function which is 0 only at 0. This space equipped with the Luxemburg–Nakano
norm
‖x‖M = inf
{
λ > 0: IM
(
x
λ
)
 1
}
(1.1)
is a Banach ideal space with the Fatou property. The Fatou property means that if xn ∈ cesM ,
supn ‖xn‖M < ∞ and 0  xn ↗ x, then x ∈ cesM and ‖xn‖M → ‖x‖M . Moreover, cesM 
= {0}
if and only if there exists a natural number n1 such that
∞∑
n=n1
M
(
1
n
)
< ∞. (1.2)
The proofs of this fact and some other properties of Cesàro–Orlicz sequence spaces with the
Luxemburg–Nakano norm can be found in the recent paper by Cui, Hudzik, Petrot, Suantai and
Szymaszkiewicz [11]. We can also consider the Orlicz norm in the Amemiya form
‖x‖0M = inf
λ>0
1 + IM(λx)
λ
(1.3)
and cesM with this norm is also the Banach ideal space. On cesM the Luxemburg–Nakano and
the Orlicz norms are equivalent, that is,
‖x‖M  ‖x‖0M  2‖x‖M for all x ∈ cesM .
Uniformly convex Banach spaces are reflexive and between them the so-called uniformly
non-square spaces defined by R.C. James in 1964 are situated. The measure of uniform non-
squareness (or the James non-square constant) of a real Banach space X = (X,‖ · ‖) with
dimX  2 is the number J (X) defined by
J (X) = sup{min(‖x + y‖,‖x − y‖): x, y ∈ X, ‖x‖ = 1, ‖y‖ = 1}. (1.4)
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Kato, Maligranda and Takahashi [22]):
(i) J (X) = sup{min(‖x + y‖,‖x − y‖): x, y ∈ X, ‖x‖ 1, ‖y‖ 1}.
(ii) √2 J (X) 2; J (X) = √2 if X is a Hilbert space and the converse is not true, in general.
(iii) If 1 p ∞ and dimLp(μ) 2, then J (Lp(μ)) = max{21/p,21−1/p}.
(iv) J (X) = sup{ε ∈ (0,2): δX(ε)  1 − ε2 }, where δX(ε) = inf{1 − ‖x+y‖2 : x, y ∈ X, ‖x‖ =‖y‖ = 1, ‖x − y‖ ε} is the modulus of convexity of X.
(v) J (X) < 2 ⇔ X is uniformly non-square, that is, there exits δ ∈ (0,1) such that for any
x, y ∈ X with ‖x‖ = ‖y‖ = 1 either ‖ x+y2 ‖ 1 − δ or ‖ x−y2 ‖ 1 − δ.
(vi) J (X∗∗) = J (X), max{√2,2J (X) − 2}  J (X∗)  J (X)/2 + 1, and there exists a two-
dimensional Banach X such that J (X∗) 
= J (X), where X∗ and X∗∗ are the dual and the
second dual of X, respectively.
A Banach space X is said to be B-convex if there exist δ > 0 and a natural n  2 such that for
any x1, x2, . . . , xn ∈ X we can choose ε = (εk)nk=1, εk = ±1 in such a way that ‖
∑n
k=1 εkxk‖
(1 − δ)nmax1kn ‖xk‖. Of course, xks can be in the unit ball of X. The notion of B-convexity
was a discovery of A. Beck in 1962. His interests were probabilistic and he showed that the
classical strong law of large numbers could be established in B-convex Banach spaces, and not in
any other Banach space. In 1964 R.C. James introduced the notion of uniformly non-l1n: a Banach
space X is said to be uniformly non-l1n (n  2, n ∈ N) if there is δ ∈ (0,1) such that for any
x1, x2, . . . , xn from the unit ball of X, we have minεk=±1 ‖
∑n
k=1 εkxk‖  n(1 − δ). We can
introduce in this connection the nth James constants (or the measure of uniformly non-l1n) Jn(X),
n ∈N of a Banach space X by
Jn(X) = sup
{
min
εk=±1
∥∥∥∥∥
n∑
k=1
εkxk
∥∥∥∥∥: xk ∈ X, ‖xk‖ 1, k = 1,2, . . . , n
}
. (1.5)
We have that Jn(X) is increasing in n and Jmn(X)  Jm(X)Jn(X) for all m,n ∈ N. Also X is
B-convex if and only if Jn(X) < n for some n  2, n ∈ N. The B-convexity is a topological
notion. Two isomorphic Banach spaces are both B-convex if one of them has this property. For
some time it was thought that B-convexity implies reflexivity and D.P. Giesy even shoved that
B-convex lattices are reflexive. However, there are Banach lattices that are reflexive but not B-
convex. For example, the spaces X =⊕∞k=1 lpk (Hilbert product of lpk ), where 1 < pk < ∞ for
all k ∈ N and pk ↓ 1, and X =⊕∞k=1 l1n have these properties. The proofs on Jn(X) constants
can be found in the Diestel, Jarchow and Tonge book [14, pp. 261–263].
Our result here shows that the classical Cesàro sequence spaces cesp for 1 < p < ∞ are
reflexive but not B-convex.
2. Cesàro and Cesàro–Orlicz sequence spaces are not uniformly non-square
We will show that the Cesàro sequence spaces cesp , 1 < p  ∞, are not uniformly
non-square. We will also prove that if cesM 
= {0} and the Orlicz function M satisfies the
0-condition, then J (cesM) = 2.2
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write in short M ∈ 02, if there exist constants C  1 and u0 > 0 such that
M(2u) CM(u) for all 0 < u < u0.
Theorem 1.
(a) If 1 < p ∞, then J (cesp) = 2 and J ((cesp)∗) = 2.
(b) If cesM 
= {0} and M ∈ 02, then J (cesM) = 2 for both the Luxemburg–Nakano and the
Orlicz norms.
Proof. Let en = (0, . . . ,0,
nth︷︸︸︷
1 ,0, . . .). Then
1
m
m∑
k=1
en(k) =
{
0 if m < n,
1
m
if m n, and thus, IM(en) =
∞∑
m=n
M
(
1
m
)
.
Note that IM(en) IM(en+1) and, hence, ‖en‖M  ‖en+1‖M , and similarly ‖en‖0M  ‖en+1‖0M .
Consider
xn = en‖en‖M and yn =
en+1
‖en+1‖M , n = 1,2, . . . .
Then ‖xn‖M = ‖yn‖M = 1 and
IM
(
xn ± yn
2
)
= M
(
1
n‖en‖M
)
+ M
(
an
n + 1
)
+ M
(
an
n + 2
)
+ · · · ,
where an = 1‖en‖M + 1‖en+1‖M . From this equality we obtain that
IM
(
xn ± yn
2
)

∞∑
m=n+1
M
(
an
m
)
= IM(anen+1),
and so
‖xn ± yn‖M  an‖en+1‖M =
(
1
‖en‖M +
1
‖en+1‖M
)
‖en+1‖M = 1 + ‖en+1‖M‖en‖M ,
and, similarly,
‖xn ± yn‖0M  1 +
‖en+1‖0M
‖en‖0M
.
Now, we need to show that
lim
n→∞
‖en+1‖M
‖en‖M = 1 and limn→∞
‖en+1‖0M
‖en‖0M
= 1. (2.1)
(a) In the cesp case, for 1 < p < ∞, we have
1 ‖en+1‖p‖en‖p =
(∑∞
k=n+1 1kp
)1/p(∑∞ 1 )1/p =
(∑∞
k=n+1 1kp
)1/p( 1 +∑∞ 1 )1/pk=n kp np k=n+1 kp
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(
1 + 1
np
∑∞
k=n+1 1kp
)−1/p

(
1 + 1
np
∫∞
n+1
1
xp
dx
)−1/p
=
(
1 + (n + 1)
p−1(p − 1)
np
)−1/p
→ 1
as n → ∞, which gives
‖xn ± yn‖p =
∥∥∥∥ en‖en‖p ± en+1‖en+1‖p
∥∥∥∥
p
→ 2 as n → ∞
and together with (ii) we obtain J (cesp) = 2. Using the last equality and the estimates in (vi) we
also have that J ((cesp)∗) = 2.
Now let p = ∞. Take xn = nen and yn = (n + 1)en+1. Then ‖xn‖∞ = ‖yn‖∞ = 1 and
‖xn ± yn‖∞ = 2n + 1
n + 1 → 2 as n → ∞.
Thus, together with (ii) we obtain that J (ces∞) = 2 and (vi) gives also that J ((ces∞)∗) = 2.
(b) We show first that M ∈ 02 implies that
lim
u→0+
M(u)
M
(
u
1+u
) = 1. (2.2)
Of course, for u > 0 we have by the convexity of M that M( u1+u ) 
1
1+uM(u). On the other
hand, since M ∈ 02 it follows that, for any ε > 0,
M(u) = M
(
(1 + u) u
1 + u
)
 (1 + u)βoM+εM
(
u
1 + u
)
for sufficiently small u > 0, where βoM = limt→∞ lnM(t)ln t with M(t) = lims→0+ M(ts)M(s) is the
so-called upper Orlicz–Matuszewska index of the function M at 0 (see Krein, Petunin and Se-
menov [24, p. 53] or Maligranda [30, p. 84]). Putting these estimates together we obtain, for
small u > 0,
1 + u M(u)
M
(
u
1+u
)  (1 + u)βoM+ε,
and so limu→0+ M(u)M( u1+u ) = 1.
Secondly, similarly as in the p case, we have
1 IM(en+1)
IM(en)
=
∑∞
m=n+1 M
( 1
m
)∑∞
m=n M
( 1
m
) = ∑∞m=n+1 M( 1m)
M
( 1
n
)+∑∞m=n+1 M( 1m)
=
(
1 + M
( 1
n
)∑∞
m=n+1 M
( 1
m
))−1.
Using the well-known characterization that cesM 
= {0} if and only if limn→∞∑∞m=n M( 1m) = 0
(see [11, Theorem 2.1]) we find that the limit of the quotient M( 1
n
)/(
∑∞
m=n+1 M( 1m)) is of the
form 00 with the monotone sequence in the denominator. Therefore, using the Stolz theorem, a
discrete version of the Bernoulli–de l’Hospital rule (see Knopp [23]), and the assumption (2.2)
we obtain
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n→∞
M
( 1
n
)∑∞
m=n+1 M
( 1
m
) = lim
n→∞
M
( 1
n
)− M( 1
n+1
)
M
( 1
n+1
) = lim
n→∞
M
( 1
n
)
M
( 1
n+1
) − 1
= lim
u→0+
M(u)
M
(
u
1+u
) − 1 = 0.
We proved then that
1 IM(en+1)
IM(en)
→ 1 as n → ∞.
Thus, for every ε > 0 there exists a natural N such that for all n > N we have
0 1 − IM(en+1)
IM(en)
< ε
or, equivalently, IM(en) − IM(en+1) < εIM(en) or (1 − ε)IM(en) < IM(en+1). Moreover, by
using the convexity of the function M we obtain IM((1 − ε)en)  (1 − ε)IM(en) < IM(en+1),
from which we have (1 − ε)‖en‖M  ‖en+1‖M or ‖en‖M − ‖en+1‖M  ε‖en‖M , and thus,
1 − ‖en+1‖M‖en‖M  ε,
and this means that
‖en+1‖M
‖en‖M → 1 as n → ∞.
Similarly,
‖en+1‖0M
‖en‖0M
→ 1 as n → ∞.
Finally,
‖xn ± yn‖M  1 + ‖en+1‖M‖en‖M → 2
as n → ∞ and similarly for the Orlicz norm. Therefore, J (cesM) = 2 for both the Luxemburg–
Nakano and the Orlicz norms. 
Corollary 1.
(a) If 1 < p ∞, then cesp and their dual (cesp)∗ are not uniformly non-square.
(b) If cesM 
= {0} and condition (2.2) holds, then cesM are not uniformly non-square.
(c) If M,M∗ ∈ 02, then cesM and their dual (cesM)∗ are not uniformly non-square.
Remark 1. If M,M∗ ∈ 02, then J (cesM) = 2, J (cesM∗) = 2 and J ((cesM)∗) = 2 in all cases
for both the Luxemburg–Nakano and the Orlicz norms.
In fact, the assumption M ∈ 02 gives that (2.2) holds and by Theorem 1(b) with M ∈ 02
we have J (cesM) = 2. Moreover, if M,M∗ ∈ 02, then cesM∗ 
= {0} and the equality (2.2)
holds for M∗. Therefore, according to Theorem 1(b), we obtain J (cesM∗) = 2. The equality
J ((cesM)
∗) = 2 is a consequence of the estimates in (vi) and the equality J (cesM) = 2.
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= {0} and condition (2.2) holds, then
J (cesM) = 2 for both the Luxemburg–Nakano and the Orlicz norms. We know that if M ∈ 02,
then condition (2.2) holds. In the case when M /∈ 02, we can have Orlicz functions which satisfy
(2.2) or not.
Example 1. (a) (Hudzik–Maligranda [17, p. 320]) Let α > 0 and
Mα(u) = u1+α ln
(
1 + e− 1uα ) for u > 0.
Then Mα /∈ 02 since
lim
u→0+
Mα(2u)
Mα(u)
= 2 lim
u→0+
e
1
uα
(1− 12α ) = ∞
and
lim
u→0+
Mα(u)
Mα
(
u
1+u
) = lim
u→0+
e
(1+u)α−1
uα =
{1 if 0 < α < 1,
e if α = 1,
∞ if α > 1.
Moreover, cesMα 
= {0} since M∗α ∈ 02 which follows from the equivalent condition
lim
u→0+
Mα
(
u
2
)
Mα(u)
= 1
2
lim
u→0+
e
1−2α
uα = 0.
Therefore, for 0 < α < 1 condition (2.2) is satisfied.
(b) (Cui–Hudzik–Li [10, p. 146]) Let
M(u) =
⎧⎨⎩
0 if u = 0,
e− 1u if 0 < u 12 ,
4e2u2 if u > 12 .
Then M /∈ 02 since
lim
u→0+
M(2u)
M(u)
= lim
u→0+
e
1
2u = ∞
and
lim
u→0+
M(u)
M
(
u
1+u
) = lim
u→0+
e
1+u
u
e
1
u
= e > 1.
Also cesM 
= {0} since
∞∑
m=1
M
(
1
m
)
=
∞∑
m=1
e−m = 1
e − 1 < ∞.
We even have that M∗ ∈ 02 since
lim
u→0+
M
(
u
2
)
M(u)
= lim
u→0+
e−
1
u = 0.
In our proof of Theorem 1(b), condition (2.2) is indeed necessary. We can ask then if Theo-
rem 1(b) (or to be more precise its version in Remark 2) is true without this additional assump-
tion.
Problem 1. Does the assumption cesM 
= {0} imply the equality J (cesM) = 2?
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We will show that the Cesàro sequence spaces cesp , 1 < p < ∞, are not B-convex, that is,
the nth James constant Jn(X) = n. We will even show that the James constants restricted to the
sphere (the strong nth James constants) J sn(cesp) = n, where for a real Banach space X the nth
strong James constants J sn(X), n ∈N, are defined by
J sn(X) = sup
{
min
εk=±1
∥∥∥∥∥
n∑
k=1
εkxk
∥∥∥∥∥: ‖xk‖ = 1, k = 1,2, . . . , n
}
.
Note that J sn(X) Jn(X) n and J s2 (X) = J2(X) = J (X). We do not know if J sn(X) = Jn(X)
for n 3.
Theorem 2.
(a) If 1 < p ∞, then J sn(cesp) = n for all n ∈N.
(b) If cesM 
= {0} and M ∈ 02, then J sn(cesM) = n for both the Luxemburg–Nakano and Orlicz
norms, and for all n ∈N.
Proof. (b) For n = 2 we already proved this result in Theorem 1. Therefore, let m,n ∈ N and
n 3. Put
xk,m = em+k−1‖em+k−1‖M , k = 1,2, . . . , n.
Clearly ‖xk,m‖M = 1. Since xk1,m and xk2,m have disjoint supports for k1 
= k2, it follows that
min
εk=±1
∥∥∥∥∥
n∑
k=1
εkxk,m
∥∥∥∥∥
M
=
∥∥∥∥∥
n∑
k=1
xk,m
∥∥∥∥∥
M
.
Denoting am,i =∑m+ij=m 1‖ej ‖M for i = 0,1, . . . , n − 1 we have
IM
(
n∑
k=1
xk,m
)
= IM
(
m+n−1∑
k=m
ek
‖ek‖M
)
= M
(
am,0
m
)
+ M
(
am,1
m + 1
)
+ · · · + M
(
am,n−1
m + n − 1
)
+ M
(
am,n−1
m + n
)
+ M
(
am,n−1
m + n + 1
)
+ · · ·

∞∑
k=m+n−1
M
(
am,n−1
k
)
= IM(am,n+1em+n−1),
and thus,∥∥∥∥∥
n∑
k=1
xk,m
∥∥∥∥∥
M
=
∥∥∥∥∥
m+n−1∑
k=m
ek
‖ek‖M
∥∥∥∥∥
M
 am,n−1‖em+n−1‖M
=
m+n−1∑ 1
‖ek‖M ‖em+n−1‖M  n
‖em+n−1‖M
‖em‖M .
k=m
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1 IM(em+n+1)
IM(em)
=
∑∞
k=m+n−1 M
( 1
k
)∑∞
k=m M
( 1
k
)
= bm+n−1
M
( 1
m
)+ M( 1
m+1
)+ · · · + M( 1
m+n−2
)+ bm+n−1
=
(
M
( 1
m
)
bm+n−1
+ M
( 1
m+1
)
bm+n−1
+ · · · + M
( 1
m+n−2
)
bm+n−1
+ 1
)−1
,
where bm+n−1 =∑∞k=m+n−1 M( 1k ). The assumption cesM 
= {0} means that the limit as m → ∞
of the quotient
M
( 1
n+j
)
bm+n−1
= M
( 1
n+j
)∑∞
k=m+n−1 M
( 1
k
)
for j = 0,1, . . . , n− 2 and n 3 is of the form 00 with a monotone sequence in the denominator.
Therefore we can use the Stolz theorem, a discrete version of the Bernoulli–de l’Hospital rule
(see Knopp [23]), and obtain
lim
m→∞
M
( 1
n+j
)∑∞
k=m+n−1 M
( 1
k
) = lim
m→∞
M
( 1
m+j
)− M( 1
m+j+1
)
M
( 1
m+n+1
) = lim
u→0+
M(u) − M( u1+u)
M
(
u
1+u(n−j−1)
) .
Note that if M ∈ 02, then
lim
u→0+
M(u)
M
(
u
1+u(n−j−1)
) = 1 and lim
u→0+
M
(
u
1+u
)
M
(
u
1+u(n−j−1)
) = 1 (3.1)
for any fixed j = 0,1, . . . , n − 2 and n ∈N. In fact, for any ε > 0 we have
1 + u(n − j − 1) M(u)
M
(
u
1+u(n−j−1)
)  (1 + u(n − j − 1))βoM+ε
and
1 + u(n − j − 1)
1 + u 
M
(
u
1+u
)
M
(
u
1+u(n−j−1)
)  (1 + u(n − j − 1)
1 + u
)βoM+ε
for sufficiently small u > 0, which means that the equalities for the limits in (3.1) hold. Combin-
ing these equalities together with the estimates before we obtain that
lim
m→∞
IM(em+n−1)
IM(em)
= 1 for all n ∈N.
We conclude that
1 IM(em+n−1)
IM(em)
→ 1 as m → ∞.
Thus, for every ε > 0, there exists a natural N such that for all m > N we have 0 
1 − IM(em+n−1)
IM(em)
< ε or, equivalently, IM(em) − IM(em+n−1) < εIM(em) and (1 − ε)IM(em) <
IM(em+n−1). By convexity of the function M , we obtain IM((1 − ε)em)  (1 − ε)IM(em) <
IM(em+n−1) whence we have (1−ε)‖em‖M  ‖em+n−1‖M or ‖em‖M −‖em+n−1‖M  ε‖em‖M .
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‖em+n−1‖M
‖em‖M → 1 as m → ∞ for any fixed n ∈ N.
Similarly, ‖em+n−1‖
0
M
‖em‖0M
→ 1 as m → ∞ for any fixed n ∈N. Finally,∥∥∥∥∥
n∑
k=1
xk,m
∥∥∥∥∥
M
 n‖em+n−1‖M‖em‖M → n as m → ∞ for any fixed n ∈N,
and similarly for the Orlicz–Amemiya norm. Therefore, J sn(cesM) = n for both the Luxemburg–
Nakano and the Orlicz norm.
(a) The above proof works when M(u) = up with 1 < p < ∞. Thus J sn(cesp) = n and this
means that cesp is not B-convex which is equivalent to that the dual space (cesp)∗ is not B-
convex (see [14]), and this gives Jn((cesp)∗) = n.
Now, we need only to show that constants J sn for ces∞ are equal to n. Consider
xk,m = (m + k − 1)em+k−1, k = 1,2, . . . , n, where n ∈N.
Then ‖xk,m‖∞ = 1 and∥∥∥∥∥
n∑
k=1
εkxk,m
∥∥∥∥∥∞ =
∥∥∥∥∥
n∑
k=1
xk,m
∥∥∥∥∥∞ =
∑n
k=1(m + k − 1)
m + n − 1 =
mn + n(n−1)2
m + n − 1 → n
as m → ∞ for any fixed n ∈ N. This shows that J sn(ces∞) = n and also Jn((ces∞)∗) = n for all
n ∈N. 
Our proof of Theorem 2(b) gives, in fact a little more general result: if cesM 
= {0} and M
satisfies (3.1), then J sn(cesM) = n for all n ∈ N. The question is if we really need assumption
(3.1), which appeared here naturally.
Problem 2. Does the assumption cesM 
= {0} imply J sn(cesM) = n for all n ∈N?
Corollary 2. If 1 < p ∞, then cesp and (cesp)∗ are not B-convex.
G. Bennett [4, Proposition 15.3] showed that cesp are not isomorphic to any lq space. We give
here another proof of this result.
Corollary 3. If 1 < p < ∞, then cesp and its dual (cesp)∗ have trivial type and they are not
isomorphic to any lq space for 0 < q ∞.
Proof. Any Banach space which is not B-convex has trivial type with the trivial type of its dual
(see [14, Theorem 13.19 and Corollary 13.7]).
Since cesp is a reflexive Banach space (see [18]) it cannot be isomorphic to lq for 0 q  1
or q = ∞. On the other hand, if 1 < q < ∞ then lq space has type min(q,2) > 1 and cesp has
type 1. Thus they are not isomorphic. 
Corollary 4. If M,M∗ ∈ 02, then cesM and its dual (cesM)∗ have trivial type and they are not
isomorphic to any Orlicz sequence space N .
To prove Corollary 4 we will need the following result on reflexivity of the Cesàro–Orlicz
sequence spaces cesM :
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Proof. It is enough to show that cesM is a reflexive space since in general a Banach space
is reflexive if and only if its dual is reflexive. The fact that cesM is reflexive follows indi-
rectly from [32, Theorem 2.8] but we want to present a direct proof. Using the result from
[11, Lemma on p. 5] we have that cesM has the Fatou property. Moreover, if M satisfies the
02-condition, then cesM is order continuous (or, equivalently, it is a separable space), that is,
for any x ∈ cesM and any sequence 0  xn  |x| with xn → 0, we have ‖xn‖M → 0 (see [11,
Corollary 2.1]). Let us recall Ogasawara’s theorem saying that a Banach function space with the
Fatou property is reflexive if and only if the space and its Köthe dual are order continuous (see
[3, Corollary 4.4], Zaanen [33, Theorem 2, p. 485] or [2, Theorem 14.22] given there even for
Banach lattices). Therefore, we need only to show that if M∗ ∈ 02, then (cesM)′ is separable,
which gives automatically the order continuity. Using the description of the Köthe dual of cesM
proved in [26, pp. 13–15] or in [28, Theorem 3.5] (see also there for the necessary definitions)
(cesM)
′ = {y = (yk): k(|̂y|k − |̂y|k+1) ∈ lM∗}. Then, similarly as in the proof [18, p. 123], we
see that for y ∈ (cesM)′ and any λ > 0, IM∗(λ(y − yN)) =∑∞k=N+1 M∗(λk(|̂y|k − |̂y|k+1)) → 0
as N → ∞, where yNk = yk for k N and yNk = 0 for k > N . This implies that ‖y − yN‖M → 0
as N → ∞ and so (cesM)′ is a separable space, which finally means that cesM is a reflexive
space. 
Proof of Corollary 4. If either N /∈ 02 or N∗ /∈ 02, then the Orlicz sequence space N is non-
reflexive and it cannot be isomorphic to a reflexive space cesM (reflexivity of cesM follows from
Proposition 1).
If N,N∗ ∈ 02, then the Orlicz sequence space N has non-trivial type (cf., Kamin´ska and
Turett [20] or Kamin´ska, Maligranda and Persson [19]) and, as it was proved in Theorem 2(b),
the space cesM has trivial type, which means that these two spaces cannot be isomorphic. 
Problem 3. Does the assumption cesM 
= {0} imply that cesM is not isomorphic to any Orlicz
sequence space N ?
4. James constant for the finite dimensional Cesàro spaces
The James constant for the two-dimensional Lorentz spaces lpq2 was calculated by Kato and
Maligranda [21]. They were able to compare the balls of these spaces with ellipses and proved
the result. In the case of two-dimensional Cesàro spaces this seems to be impossible and it is
necessary to consider several cases in the calculations.
For 1  p  ∞ the n-dimensional Cesàro spaces ces(n)p are Rn with the norms of x =
(x1, x2, . . . , xn) defined by
‖x‖p,n =
(
n∑
k=1
(
1
k
k∑
i=1
|xi |
)p)1/p
.
For p = 2 and n = 2 we have the two-dimensional Cesàro space ces(2)2 , which is the space R2
equipped with the norm of x = (x1, x2) given by
∥∥(x1, x2)∥∥2 =
√
|x1|2 +
( |x1| + |x2|
2
)2
=
√
5
4
x21 +
|x1x2|
2
+ 1
4
x22 .
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( 45 + ( 1√5 + 1)2)1/2 =
√
2 + 2√5 . Thus
J
(
ces
(2)
2
)

√
2 + 2√
5
≈ 1.701.
This observation suggests the problem of equality in the last estimate which, as we will prove in
the next theorem, is true.
Theorem 3. J (ces(2)2 ) =
√
2 + 2√5 .
To prove Theorem 3 we need the following three lemmas and some notations. Let X2 =
(R2,‖ · ‖) be a two-dimensional normed space. For each x ∈R2 with ‖x‖ = 1 we put
β(x) = sup{min{‖x + y‖,‖x − y‖}: y ∈R2 with ‖y‖ = 1}.
Then
J (X2) = sup
{
β(x): x ∈R2 with ‖x‖ = 1}.
Lemma 1. (Gao–Lau [15]) Let x ∈ R2 with ‖x‖ = 1. Then there exists a vector y ∈ R2 with
‖y‖ = 1 such that ‖x+y‖ = ‖x−y‖. Moreover, we have the equality β(x) = ‖x+y‖ = ‖x−y‖.
Define functions f : [− 2√5 ,
2√
5 ] → [0,∞) and g : [−2,2] → [0,∞) by
f (t) = 2
√
1 − t2 − |t | and g(t) = 2
√
5 − t2 − |t |
5
.
The functions f,g are continuous, even and strictly decreasing on [0, 2√5 ] and [0,2], respectively.
Let α :R→ {−1,1} be defined by
α(t) =
{1 if t  0,
−1 if t < 0.
Lemma 2. Let x = (x1, x2) ∈ S(ces(2)2 ) = {x ∈R: ‖x‖2 = 1}. Then
(i) x1 = α(x1)g(x2) and x2 = α(x2)f (x1).
(ii) There exists u = (u1, u2) ∈ S(ces(2)2 ) with u1, u2  0 such that for each y = (y1, y2) ∈
S(ces
(2)
2 ) we can find v = (v1, v2) ∈ S(ces(2)2 ) with ‖x ± y‖2 = ‖u ± v‖2.
Proof. (i) It follows directly from the equality ‖x‖2 = 1 and the definition of the norm ‖ · ‖2.
(ii) Taking u = (u1, u2) = (α(x1)x1, α(x2)x2), we have u1, u2  0 and u ∈ S(ces(2)2 ). Let
y = (y1, y2) ∈ S(ces(2)2 ) be given. We put v = (v1, v2) = (α(x1)y1, α(x2)y2). Then
|xi ± yi | =
∣∣α(xi)∣∣|xi ± yi | = ∣∣α(xi)xi ± α(xi)yi∣∣= |ui ± vi |, i = 1,2,
which implies that ‖x ± y‖2 = ‖u ± v‖2 and the lemma is proved. 
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2
] →R and Ψ : [ 1√
10
, 2√5 ] →R be functions defined by
Φ(t) = 2t
√
5 − t2 − 6t
√
1 − t2 + 2
√
5 − t2
√
1 − t2
and
Ψ (t) = 27t2 − 14t
√
1 − t2 + 6
√
1 − t2√a(t) + 2t√a(t),
where a(t) = 21 + 3t2 + 4t√1 − t2. Then Φ is a continuous decreasing function and Ψ is a
continuous increasing function.
Proof. The proofs of continuity of the functions Φ and Ψ in their domains are clear. The deriv-
ative of the function Φ is
Φ ′(t) = 2√
5 − t2√1 − t2
[
p(t) − q(t)], (4.1)
where
p(t) = 5
√
1 − t2 + 6t2
√
5 − t2 + 2t3 and q(t) = 2t2
√
1 − t2 + 3
√
5 − t2 + 6t.
We will show that Φ ′(t) < 0 for all t ∈ [0, 1√
2
]. By using elementary calculus we get that
(i) the functions p1(t) = t2
√
5 − t2 and p2(t) = t2
√
1 − t2 are increasing on [0, 1√
2
],
(ii) the functions p3(t) =
√
1 − t2 and p4(t) =
√
5 − t2 are decreasing on [0, 1√
2
].
For each t ∈ [a, b] ⊆ [0, 1√
2
] we have
p(t) − q(t) (5 − 2a2)√1 − a2 + (6b2 − 3)√5 − b2 + 2b3 − 6a.
This implies that
p(t) − q(t)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
− 310 if t ∈ [0, 310 ],
− 15 if t ∈ [ 310 , 12 ],
− 25 if t ∈ [ 12 , 35 ],
− 150 if t ∈ [ 35 , 1725 ],
− 310 if t ∈ [ 1725 , 1√2 ].
These estimates together with (4.1) show that Φ is a decreasing function on [0, 1√
2
].
Next, we will show that Ψ is an increasing function on [ 1√
10
, 2√5 ]. The derivative of Ψ is
Ψ ′(t) = − 2√
a(t)
√
1 − t2
(
26t3 + 48t + 7√a(t) + 18t2√1 − t2
− 27t
√
1 − t2√a(t) − 14t2√a(t) − 27√1 − t2 )
and it can be written as
Ψ ′(t) = − 2√ √ 2 B(t), (4.2)a(t) 1 − t
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h(t) = 26t3 + 7√a(t), k(t) = 18t2√1 − t2,
r(t) = 27
√
1 − t2, s(t) = 27t
√
1 − t2√a(t).
We will show that Ψ ′(t) > 0 for all t ∈ [ 1√
10
, 2√5 ]. By using elementary calculus we can see that
(i) the function a(t) is increasing on [ 1√
10
, 2√5 ],
(ii) the function q1(t) = t
√
1 − t2 is increasing on [ 1√
10
, 1√
2
] and decreasing on [ 1√
2
, 2√5 ],
(iii) the function q2(t) = t2
√
1 − t2 is increasing on [ 1√
10
,
√
2√
3
] and decreasing on [
√
2√
3
, 2√5 ].
If t ∈ [t1, t2] ⊆ [ 1√10 ,
1√
2
], then
B(t) 26t32 + 7
√
a(t2) +
(
18t22 − 27
)√
1 − t22 − 27t1
√
1 − t21
√
a(t1)
+ (48 − 14t1√a(t1))t
and if t ∈ [ 1√
2
, 2√5 ], then
B(t)
(
h
(
2√
5
)
− r
(
2√
5
))
+
(
k
(√
2√
3
)
− 27
(
2√
5
)√
1 −
(
2√
5
)2√
a
(
1√
2
))
+
(
48 − 14√
2
√
a
(
1√
2
))
t.
Hence,
B(t)
⎧⎪⎪⎨⎪⎪⎩
−20 + 27t if t ∈ [ 1√
10
, 12 ],
−25 + 15t if t ∈ [ 12 , 1√2 ],
−t if t ∈ [ 1√
2
, 2√5 ],
whence we can deduce that B(t) < 0 for all t ∈ [ 1√
10
, 2√5 ]. This together with (4.2) gives that
Ψ ′(t) > 0 and we conclude that Ψ is an increasing function on the interval [ 1√
10
, 2√5 ]. 
Proof of Theorem 3. We need to show that
sup
{
β(x): ‖x‖2 = 1
}

√
2 + 2√
5
.
By Lemma 2(ii) it suffices to show that β(x) 
√
2 + 2√5 for all x = (x1, x2) with x1  0 and
x2  0. Put
F(x1, x2) = 54
(
x1 +
(
−x2
5
))2
+ 1
4
(
x2 + f
(
x2
5
))2
+ 1
∣∣∣∣x1 +(−x2)∣∣∣∣∣∣∣∣x2 + f(x2)∣∣∣∣,2 5 5
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G(x1, x2) = 54
(
x1 + g(x1)
)2 + 1
4
(x2 − x1)2 + 12
∣∣x1 + g(x1)∣∣|x2 − x1|.
If x = ( 2√5 ,0) or x = (0,2), then by choosing y = (0,2) and (
2√
5 ,0), respectively, we have that
‖x + y‖2 = ‖x − y‖2 =
√
2 + 2√5 . Thus, by Lemma 1, we obtain β(x) =
√
2 + 2√5 .
Now, suppose that x1 > 0 and x2 > 0. By Lemma 1 there exists y = (y1, y2) ∈ S(ces(2)2 )
such that β(x) = ‖x + y‖2 = ‖x − y‖2. Note that α(x1) = 1 = α(x2). The equality ‖x + y‖22 =
‖x − y‖22 implies
5x1y1 + x2y2 + 12 |x1 + y1||x2 + y2| =
1
2
|x1 − y1||x2 − y2|. (4.3)
First, we observe that if either y = (0, y2) or y = (y1,0) then it is impossible to have the
equality ‖x + y‖2 = ‖x − y‖2. We will show this only in the case when y = (0, y2), since the
other can be proved similarly. For y = (0, y2) ∈ S(ces(2)2 ) we must have either y2 = 2 or y2 = −2.
If y = (0,2), then |x1 +y1| = |x1 +0| = |x1 −y1|, and |x2 +y2| = |x2 +2| > |x2 −2| = |x2 −y2|,
from which we can deduce that ‖x + y‖2 > ‖x − y‖2. If y = (0,−2), then |x1 + y1| = |x1 − y1|,
and |x2 + y2| = |x2 − 2| < |x2 + 2| = |x2 − y2|, which implies that ‖x + y‖2 < ‖x − y‖2. Thus,
according to the above observations, we should consider only the cases y1 
= 0 and y2 
= 0.
Case 1. Let y1 > 0 and y2 > 0. Then α(y1) = 1 = α(y2), x1 + y1 > 0 and x2 + y2 > 0. If
x1−y1 > 0, then by Lemma 2(i) we have x2 = α(x2)f (x1) = f (x1) < f (y1) = α(y2)f (y1) = y2,
that is, x2 − y2 < 0. Hence, (4.3) becomes 5x1y1 + x2y2 + x1x2 + y1y2 = 0, which is impossible
since xi, yi > 0 for each i = 1,2. In the same way we get a contradiction if x1 − y1 < 0. These
imply that such y cannot exist.
Case 2. Let y1 < 0 and y2 > 0. Then α(y1) = −1, α(y2) = 1, x1 − y1 > 0 and x2 + y2 > 0.
Case 2(a). Let x1 + y1  0. Then, by Lemma 2(i), x2 = f (x1)  f (−y1) = f (y1) = y2, that
is, x2 − y2  0. Hence, (4.3) becomes 5x1y1 + x2y2 + x1x2 + y1y2 = 0, that is,
y2(x2 + y1) = −x1(5y1 + x2).
Now, if x2 +y1 = 0 then we also have x1(5y1 +x2) = 0. Since x1 > 0, it yields that 5y1 +x2 = 0,
which, in turn, implies that x2 = 0 and this is a contradiction. Hence x2 + y1 
= 0, and thus
y2 = −x1(5y1 + x2)
(x2 + y1) . (4.4)
Since y2 > 0 and x1 > 0 it follows from (4.4) that we can have the following two cases: either
5y1 + x2 > 0 and x2 + y1 < 0 or 5y1 + x2 < 0 and x2 + y1 > 0. The first case is impossible
since then y1 > − x25 and y1 < −x2. Hence, we have only the second possibly, which gives y1 ∈
(−x2,− x25 ).
Since y1 < − x25 , then, by Lemma 2(i), we obtain y2 = f (y1) = f (−y1) < f (x25 ) and this
gives
|x1 + y1| <
∣∣∣∣x1 +(−x25
)∣∣∣∣ and |x2 + y2| < ∣∣∣∣x2 + f(x25
)∣∣∣∣.
Therefore,
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∥∥(x1 + y1, x2 + y2)∥∥22 = 54 (x1 + y1)2 + 14 (x2 + y2)2 + 12 |x1 + y1||x2 + y2|
<
5
4
(
x1 +
(
−x2
5
))2
+ 1
4
(
x2 + f
(
x2
5
))2
+ 1
2
∣∣∣∣x1 +(−x25
)∣∣∣∣∣∣∣∣x2 + f(x25
)∣∣∣∣
= F(x1, x2).
By the definition of f and Lemma 2(i) we obtain
‖x + y‖22 <
5
4
(
x1 − x25
)2
+ 1
4
(
4x2
5
+ 2
√
1 − x
2
2
5
)2
+ 1
2
∣∣∣∣x1 − x25
∣∣∣∣∣∣∣∣4x25 + 2
√
1 − x
2
2
5
∣∣∣∣
= 2 − 4
25
x22 −
3
5
x1x2 + 35x2
√
1 − x
2
2
25
+ x1
√
1 − x
2
2
25
= 2 − 4
25
(
2
√
1 − x21 − x1
)2 − 3
5
x1
(
2
√
1 − x21 − x1
)
+ 3
5
(
2
√
1 − x21 − x1
)√√√√
1 −
(2
√
1 − x21 − x1)2
25
+ x1
√√√√
1 −
(2
√
1 − x21 − x1)2
25
= 1
25
(
34 + 27x21 − 14x1
√
1 − x21
+ 6
√
1 − x21
√
21 + 3x21 + 4x1
√
1 − x21 + 2x1
√
21 + 3x21 + 4x1
√
1 − x21
)
= 1
25
(
34 + Ψ (x1)
)
,
where the function Ψ is that defined in Lemma 3. Since x25 < −y1 < x1 it follows that x1 ∈
[ 1√
10
, 2√5 ] and
‖x + y‖22 
1
25
[
34 + sup
t∈[ 1√
10
, 2√5 ]
Ψ (t)
]
. (4.5)
But Ψ is a continuous increasing function on [ 1√
10
, 2√5 ], so we obtain by (4.5) that
‖x + y‖22 
1
25
[
34 + Ψ
(
2√
5
)]
= 1
25
[
34 + 16 + 50√
5
]
= 2 + 2√
5
.
Thus β(x)
√
2 + 2√5 .
Case 2(b). Let x1 + y1 < 0. Then 0 < x1 < −y1 and from Lemma 2(i) we obtain
x2 = f (x1) > f (−y1) = f (y1) = y2,
that is, x2 − y2 > 0. Hence, (4.3) becomes 5x1y1 + x2y2 − x1x2 − y1y2 = 0, or y1(5x1 − y2) =
x2(x1 − y2). Now, if 5x1 − y2 = 0 we also have x1 − y2 = 0, since x2 > 0. This implies x1 = 0,
which is impossible. Thus 5x1 − y2 
= 0 and this allows us to write
y1 = x2(x1 − y2) . (4.6)5x1 − y2
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x1 − y2 > 0 and 5x1 − y2 < 0
or
x1 − y2 < 0 and 5x1 − y2 > 0.
The first case is impossible since then y2 < x1 and y2 > 5x1. Thus we have only the second case,
which gives y2 ∈ (x1,5x1). Since 0 < x1 < y2, it follows that g(x1) > g(y2) and this gives
−g(x1) < −g(y2) = α(y1)g(y2) = y1.
Therefore, 0 < x1 − y1 < x1 − (−g(x1)) = x1 + g(x1) and 0 < x2 − y2 < x2 − x1. Hence,
‖x − y‖22 =
∥∥(x1 − y1, x2 − y2)∥∥22 = 54 (x1 − y1)2 + 14 (x2 − y2)2 + 12 |x1 − y1||x2 − y2|
<
5
4
(
x1 + g(x1)
)2 + 1
4
(x2 − x1)2 + 12
∣∣x1 + g(x1)∣∣|x2 − x1| = G(x1, x2).
Moreover, by the definition of g and Lemma 2(i), we have
‖x − y‖22 <
5
4
(
x1 +
2
√
5 − x21 − x1
5
)2
+ 1
4
(
2
√
1 − x21 − x1 − x1
)2
+ 1
2
∣∣∣∣x1 + 2
√
5 − x21 − x1
5
∣∣∣∣∣∣2√1 − x21 − x1 − x1∣∣
= 5
4
(
4x1
5
+
2
√
5 − x21
5
)2
+ 1
4
(
2
√
1 − x21 − 2x1
)2
+ 1
2
∣∣∣∣4x15 + 2
√
5 − x21
5
∣∣∣∣∣∣2√1 − x21 − 2x1∣∣
= 2 − x
2
1
5
+
2x1
√
5 − x21
5
−
6x1
√
1 − x21
5
+
2
√
5 − x21
√
1 − x21
5
 2 + 1
5
Φ(x1),
where Φ is the function defined in Lemma 3. Since x2 > x1 it follows that x1 ∈ [0, 1√2 ] and we
find that
‖x − y‖22  2 +
1
5
sup
t∈[0, 1√
2
]
Φ(t). (4.7)
But Φ is a decreasing function on [0, 1√
2
] so we obtain by (4.7) that
‖x − y‖22  2 +
1
5
Φ(0) = 2 + 2
√
5
5
= 2 + 2√
5
.
Thus again β(x)
√
2 + 2√ .5
L. Maligranda et al. / J. Math. Anal. Appl. 326 (2007) 312–331 329Case 3. Let y1 < 0 and y2 < 0. Then |x1 + y1| < ||x1| + |y1|| = |x1 − y1| and |x2 + y2| <
||x2| + |y2|| = |x2 − y2|, which implies that ‖x + y‖2 < ‖x − y‖2 and such y we cannot have.
Case 4. Let y1 > 0 and y2 < 0. Then α(y1) = 1, α(y2) = −1, x1 + y1 > 0 and x2 − y2 > 0.
Case 4(a). Let x2 + y2  0. Then, by Lemma 2(i), x1 = g(x2)  g(−y2) = g(y2) = y1, that
is, x1 − y1  0. Hence, (4.3) becomes 5x1y1 + x2y2 + x1x2 + y1y2 = 0 or y1(5x1 + y2) =
−x2(y2 + x1). If 5x1 + y2 = 0, then y2 + x1 = 0 which implies that x1 = 0, and this gives a
contradiction. Hence 5x1 + y2 
= 0 and therefore we have
y1 = −x1(y2 + x1)
(5x1 + y2) . (4.8)
Since y1 > 0 and x1 > 0, then in view of (4.8), we have two possible cases: either
y2 + x1 > 0 and 5x1 + y2 < 0
or
y2 + x1 < 0 and 5x1 + y2 > 0.
The first case is impossible since it would imply that y2 > −x1 and y2 < −5x1. Therefore we
have only the second case, which gives that y2 ∈ (−5x1,−x1).
For y2 < −x1 < 0, by the properties of g, we have 0 < y1 = g(y2) < g(−x1). This gives
|x1 + y1| < |x1 + g(−x1)| = |x1 + g(x1)|.
Since 0 < x1 < −y2, we have |x2 + y2| < |x2 − x1|. Therefore,
‖x + y‖22 =
∥∥(x1 + y1, x2 + y2)∥∥22 = 54 (x1 + y1)2 + 14 (x2 + y2)2 + 12 |x1 + y1||x2 + y2|
<
5
4
(
x1 + g(x1)
)2 + 1
4
(x2 − x1)2 + 12
∣∣x1 + g(x1)∣∣|x2 − x1| = G(x1, x2).
From this point we use the same argument as in Case 2(b) and also here we obtain that β(x)√
2 + 2√5 .
Case 4(b). Let x2 + y2 < 0. Then, by Lemma 2(i), x1 = g(x2) > g(−y2) = g(y2) = y1, that is,
x1−y1 > 0. Hence (4.3) becomes 5x1y1+x2y2−x1x2−y1y2 = 0, or y2(x2−y1) = x1(x2−5y1).
If x2 − y1 = 0 we also have x1(x2 − 5y1) = 0. From this it follows that x1 = 0, but this is
impossible. Hence, x2 − y1 
= 0 and we have the equality
y2 = x1(x2 − 5y1)
(x2 − y1) . (4.9)
Since y2 < 0 and x1 > 0, then, in view of (4.9), we have two possible cases: either
x2 − 5y1 > 0 and x2 − y1 < 0
or
x2 − 5y1 < 0 and x2 − y1 > 0.
The first case is impossible since it would give that y1 < x25 and y1 < x2. Thus, we have only the
second case which means y1 ∈ ( x2 , x2).5
330 L. Maligranda et al. / J. Math. Anal. Appl. 326 (2007) 312–331Since 0 < x25 < y1, according to the properties of the function f, it follows that 0 < f (y1) <
f (x25 ), which implies −f (x25 ) < −f (y1) = α(y2)f (y1) = y2. This gives 0 < x1 − y1 < x1 − x25
and 0 < x2 − y2 < x2 − (−f (x25 )) = x2 + f (x25 ). Therefore,
‖x − y‖22 =
∥∥(x1 − y1, x2 − y2)∥∥22 = 54 (x1 − y1)2 + 14 (x2 − y2)2 + 12 |x1 − y1||x2 − y2|
<
5
4
(
x1 − x25
)2
+ 1
4
(
x2 + f
(
x2
5
))2
+ 1
2
∣∣∣∣x1 − x25
∣∣∣∣∣∣∣∣x2 + f(x25
)∣∣∣∣
= F(x1, x2).
By using now the same argument as in Case 2(a) we can easily deduce that β(x)
√
2 + 2√5 and
the proof of Theorem 3 is finished. 
Note that if 1 p ∞, then for x = ( 2
(2p+1)1/p ,0), y = (0,2) we have ‖x‖p,2 = ‖y‖p,2 = 1
and thus,
J
(
ces(2)p
)

[
2p
2p + 1 +
(
1
(2p + 1)1/p + 1
)p]1/p
.
Problem 4. Find J (ces(2)p ) for 1 < p ∞,p 
= 2 and J (ces(n)p ) for 1 < p ∞ and n 3.
Observe that for p = 1 the norm of n-dimension space ces(n)1 is
‖x‖1,n =
n∑
k=1
(
1
k
k∑
i=1
|xi |
)
=
(
n∑
k=1
1
k
)
|x1| +
(
n∑
k=2
1
k
)
|x2| + · · · + 1
n
|xn|.
Taking, for 2  m  n, xk = 1∑n
i=k 1i
ek, k = 1,2, . . . ,m, we have ‖xk‖1,n = 1 and
‖∑mk=1 εkxk‖1,n = ‖∑mk=1 xk‖1,n = m, which gives J sm(ces(n)1 )  m but since the reverse in-
equality is always true, we conclude that
J sm
(
ces
(n)
1
)= Jm(ces(n)1 )= m for 2m n. (4.10)
In particular, J (ces(2)1 ) = 2. Another remark is that J (ces(3)2 ) > J (ces(2)2 ). In fact, taking x =
(0, 6√
13
,0), y = (0,0,3) we have ‖x‖2,3 = ‖y‖2,3 = 1 and ‖x ± y‖2,3 =
√
2 + 413
√
13 ≈ 1.76.
Thus
J
(
ces
(3)
2
)

√
2 + 4
13
√
13 ≈ 1.76 > J (ces(2)2 )=
√
2 + 2√
5
≈ 1.701.
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