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Abstract
In this paper, we study the vanishing viscosity limit of initial boundary value problems for
one-dimensional mixed hyperbolic–parabolic systems when the boundary is characteristic for
both the viscous and the inviscid systems: in particular, we assume that an eigenvalue of the
inviscid system vanishes uniformly. We prove the stability of boundary layers expansions in
small time (i.e before shocks for the inviscid system) as long as the amplitude of the boundary
layers remains sufﬁciently small. In particular, by using Lagrangian coordinates, we apply our
result to physical systems like gasdynamics and magnetohydrodynamics with homogeneous
Dirichlet condition for the velocity at the boundary.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We consider an initial boundary value problem set in x > 0 for a mixed hyperbolic–
parabolic system of conservation laws:
t g(vε)+ xf (vε) = εx(b(vε)xvε), (1)
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where
dg =
(
I 0
d1g2 d2g2
)
, b =
(
0 0
0 b1
)
. (2)
We rewrite this system in the quasilinear form
Pε(vε) = t vε + A(vε)xvε − εB(vε)xxvε − εQ(vε)(xvε, xvε) = 0. (3)
Here, ε > 0 will tend to zero, v ∈ Rn, A, B and Q are assumed to be smooth in some
open set U , the rank r of the viscosity matrix is independent of v, but not necessarily
equal to n and Q(v) is a quadratic form. We get that B is block diagonal
B(v) =
(
0 0
0 B1(v)
)
, (4)
where B1(v) ∈ Rr×r is invertible with positive eigenvalues. We denote by v = (v1, v2)
the corresponding block decomposition for v. According to this decomposition, we also
get that Q is also under the form
Q(v)(xv, xv) =
(
0
q(v)(xv, xv2)
)
, (5)
where q(v) is a quadratic form. We add to (3) an initial condition
vε(0, x) = vε0(x) (6)
and a boundary condition
v2(t, 0) = a, (7)
where a ∈ Rr is some given constant. Moreover, we assume that a and vε0 verify some
suitable compatibility condition at x = 0. To ensure the well-posedness of the viscous
system (3), we assume that (3) is symmetric hyperbolic–parabolic
• (H1). There exists (v) positive deﬁnite symmetric such that
◦ (v)A(v) is symmetric,
◦ (v)B(v) is symmetric and there exists c0 > 0 such that ∀v ∈ U ,
(v)B(v)X ·Xc0|X2|2,
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where · is the scalar product of Rn. To get a well-posed problem for ε > 0 ﬁxed, we
add the following hypothesis:
• (H2). A is under the form
A(v) =
(
0 A2(v)
A3(v) A4(v)
)
. (8)
Note that for ε > 0 ﬁxed, we can see (3) as a hyperbolic system coupled with a strongly
parabolic system thanks to (H1). The meaning of the assumption (H2) is that the initial
boundary value problem for the hyperbolic part of (3) is totally characteristic, hence for
ε > 0 ﬁxed, we have a well-posed problem with the boundary condition (7). To deal
with the vanishing viscosity limit, we also assume that according to the decomposition
of A:
• (H3). ∀v ∈ U , the eigenvalues of the matrix k(v) = A2(v)B1(v)−1A3(v) have positive
real part.
The assumptions (H1–H3) are satisﬁed by many physically interesting examples like
gasdynamics and magnetohydrodynamics that we shall study in details. We point out
that the assumption (H3) together with (H2) and (4) imply the more classical property
often called strong dissipativity since the work of Kawashima [21]: the kernel of B
does not contain any eigenvalue of A.
Finally, since we are interested in the vanishing viscosity limit to characteristic
hyperbolic problems, we also assume:
• (H4). the eigenvalues of A are such that ∀v ∈ U ,
1(v) < · · · < p−1(v) < p(v) = 0 < p+1(v) < · · · < n(v). (9)
This last assumption implies that every initial boundary value problem for the inviscid
system t v+A(v)xv = 0 will be characteristic. Again (H4) is true for the systems of
gasdynamics and magnetohydrodynamics written in Lagrangian coordinates.
In this paper, we consider the limit when ε goes to zero of (3), (6), (7). Of course,
we expect the convergence of vε to a solution of an initial boundary value problem
(IBVP) for the inviscid hyperbolic system
t v + A(v)xv = 0. (10)
Such an (IBVP) requires p+ = n − p boundary conditions. Since in general p+ < r ,
there is a loss of boundary conditions when ε goes to zero and hence a boundary
layer appears. In the noncharacteristic case (i.e when k(v) = 0, ∀k), there are bound-
ary layers of size ε which are stable when their amplitude is small, see [7,8](1-d),
[13](multi-d) and [29,26]. Moreover in the case of artiﬁcial viscosities (i.e B invertible
or B = In), the nonlinear stability was shown under a sharp spectral assumption on the
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boundary layer in 1-d [14] and even in multi-d [22]. The characteristic case, though
more physical since for the Navier–Stokes equation the boundary condition uε = 0 (uε
is the viscosity of the ﬂuid) always makes the boundary characteristic, is very different
and less studied. In this characteristic case, the principal size of the boundary layer is√
ε and it is well known in ﬂuid mechanics (see [6]) that very complicated instabili-
ties phenomena may appear. Again in the case of artiﬁcial viscosity, a boundary layer
analysis was done for multidimensional semilinear systems in [16] and for quasilinear
totally characteristic systems in [11]: the construction of a BKW expansion under the
form
v(t, x)+W
(
t,
x√
ε
)
+ V
(
t,
x
ε
)
+ · · · , (11)
where W and V are fastly decreasing and its justiﬁcation through energy estimates
were performed. We point out that for one-dimensional nonlinear systems in the case
B = In, a complete result is now available: the vanishing viscosity is justiﬁed in [1] for
general small BV solutions by using the techniques of [2]. In this paper, we restrict our
analysis to smooth solutions of the inviscid system (i.e before shocks) but we deal with
physical viscosity matrices B and we study the stability of boundary layers expansions
in strong norms (Hs , s sufﬁciently large).
In the ﬁrst section, we construct BKW expansions of (3) under the form (11). The
construction can be easily extended to multidimensional systems and hence general-
izes the construction given in [13,11,16]. Note that in the multidimensional case, the
assumption (H4) is crucial to solve the formal equations, otherwise, we ﬁnd a Prandtl
equation for the boundary layer W.
In the second section we turn to the main question which is the stability of BKW
expansions: this means that if at t = 0 vε0 is close to the formal solution then the
true solution vε remains close to the formal one on an interval of time independent
of ε. We prove this stability property as long as the amplitude of the boundary layer
remains sufﬁciently small. This smallness assumption seems rather natural since we
know that even in the noncharacteristic case, which is supposed to be more stable,
large boundary layers may become unstable, some examples for physical systems are
given in [29]. We also emphasize the fact that a small amplitude assumption with-
out any additional assumption is sufﬁcient to get stability for characteristic boundary
layers is very speciﬁc to the one-dimensional case. Actually for multidimensional sys-
tems, characteristic boundary layers may lead to various types of instabilities [12,6]
except for the analytic data [27]. As explained in [12], a viscosity of size ε is in
general not sufﬁcient to stabilize a boundary layer of size
√
ε, and hence the stabi-
lization must come from the inviscid part of the system. Let us in detail explain this
point, considering the linearization of (3) about a boundary layer expansion under the
form (11)
t v + A(vapp)xv − B(vapp)xxv = O(1)
(
e−x/
√
ε
√
ε
+ e
−x/ε
ε
)
.
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To get a good energy estimate for this equation, we need to control the stiff terms
on the right-hand side. In the noncharacteristic case, assuming also a full Dirichlet
boundary condition v(t, 0) = 0, the usual way is to use the Poincare-like inequality
|v(x)|2x||xv||2 where the norm is the L2 norm to get as in [8,13]
1
ε
∫ +∞
0
e−x/ε|v|2 dxε||xv||2, (12)
where  = ∫ ze−z. Consequently, when  is sufﬁciently small, this term can be
absorbed by the term ε||xv||2 which comes from the viscous part of the equation. In the
characteristic case, the same computation is useless since the term 1/
√
ε
∫
e−x/
√
ε|v|2
can be only bounded by
√
ε||xv||2. Consequently, we have to ﬁnd the stabilization in
the inviscid part of the equation. Here the main point is that thanks to the assumption
(H4), we can perform a diagonalization of the system where a heat equation is almost
decoupled from a system of convection–diffusion equations with nonzero convection
speeds. We then perform a type of weighted energy estimate introduced by Goodman
[9,10] in the study of the stability of viscous shocks which uses in a crucial way these
nonzero convection speeds. Note that in this part, the stabilization only comes from
the inviscid part of the system.
Here, another difﬁculty arises from the noncharacteristic part of the boundary layer
since the boundary is characteristic for the viscous equation (more precisely for the
hyperbolic part of the viscous equation). If we perform the same computation as (12)
in our setting, we get
1
ε
∫ +∞
0
e−x/ε|v|2 dxε||xv||2 + |v1(t, 0)|2
and then it seems difﬁcult to conclude because the boundary being characteristic for
(3), we do not have any control of |v1(t, 0)|2 independent of ε. To overcome this,
we use a different technique, again we diagonalize the system and we perform two
weighted energy estimates, the ﬁrst one, still inspired from [9], uses again the nonzero
convection speeds and the second one uses the fact that the heat equation is sufﬁcient
to stabilize a boundary layer of size ε. This estimate uses in a crucial way the viscous
part of the equation.
The third section of the paper is devoted to the study of various examples
like gasdynamics and magnetohydrodynamics with vanishing velocity at the
boundary. Thanks to this boundary condition, we can rewrite the equations in La-
grangian coordinates and keep the domain x > 0 invariant. This allows to meet the
assumption (H4). Once we have established the convergence in Lagrangian coordi-
nates, it is easy to go back in the Eulerian formulation since we deal with strong
solutions.
The last section is devoted to some remarks for multidimensional systems.
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2. Construction of approximate solutions
In this section, we add the assumption
• (H5). The matrix M = b−11 (Ir − d1f2k−1d2f1b−11 )d2f2 has r − p+ − 1 eigenvalues
of negative real parts, where p+ is the number of positive real part eigenvalues of
A (i.e p+ = n− p).
Since df = dgA, we have an equivalent expression for M:
M = B−11
(
Ir − A3k−1A2B−11
)(
d2g
−1
2 d1g2A2 + A4
)
. (13)
Note that the assumption rp+ + 1 is implicit, this is rather natural since otherwise
there is no boundary layers. Note that in the noncharacteristic case, such an assumption
is not needed, this is just a consequence of (H1) and the noncharacteristic assumption
(see [29]). We do not know if (H5) is also a consequence of the other assumptions in
our setting.
At ﬁrst, we give a precise deﬁnition of an approximate solution as in [16]:
Deﬁnition 1. Let vapp under the form
vapp =
M∑
k=0
√
ε
k
Uk
(
t, x,
x√
ε
,
x
ε
)
, (14)
Uk
(
t, x,
x√
ε
,
x
ε
)
= vk(t, x)+Wk
(
t,
x√
ε
)
+ V k
(
t,
x√
ε
,
x
ε
)
,
we denote the fast variables x/
√
ε and x/ε by z and  respectively and we omit the
index k for k = 0, moreover V only depends on x and x/ε. We look for proﬁles Wk
and V k such that Wk ∈ F = H∞(Rt ,S(Rz)), V k ∈ E = H∞(Rt ,S(Rz × R)). The
elements of E will be actually exponentially decreasing with respect to the variable .
We say that vapp is an approximate solution of (3), (6), (7) if vapp veriﬁes the
boundary condition (7) and
Pε(vapp) = Rε,
where
∀, , ||εxt Rε||L2([0,T ]×)C,εM. (15)
The aim of this section is to prove
Theorem 2. Assuming (H1–H5), there exists T > 0 such that for every M > 0, there
exists a smooth approximate solution.
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Proof. In order to have less heavy notations, we prove the theorem in the case where
a = 0, the modiﬁcations to get the general case are quite obvious. Using as in [13]
that we can expand a nonlinear term f (Uk) as
f (Uk) = f (u(t, x))+
(
f (u(t, 0)+W(t, z))− f (u(t, 0)
)
+
(
f (u(t, 0)+W(t, 0)+ V (t, ))− f (u(t, 0)+W(t, 0))
)
+O(√ε), (16)
we ﬁnd an expansion
Pε(vapp) =
M∑
k=−2
√
ε
k
F k
(
t, x,
x√
ε
,
x
ε
)
,
where Fk = Fk(t, x)+ F˜ k(t, x√
ε
)+ Fˇ k(t, x√
ε
, x
ε
), F˜ k ∈ F , Fˇ k ∈ E .
The expression of each term is given by
F
−2 = 0, (17)
F˜−2 = 0, (18)
Fˇ−2 = −B(V0)2V + A(V0)V −Q(V0)(V, V ), (19)
F
−1 = 0, (20)
F˜−1 = A(W0)zW, (21)
Fˇ−1 = −B(V0)2V1 + A(V0)V1 + (V0) · V 10 , (22)
where
(V0) · v = dA(V0) · vV − dB(V0) · v2V − dQ(V0) · v(V, V )
and where Qˇ−1 ∈ E depends only on U0. The notation V k0 stands for vk(t, 0) +
Wk(t, 0)+V k(t, z, ). Similarly, the notation Wk0 stands for vk(t, 0)+Wk(t, ) and v0
for v(t, 0). The next terms of the expansion are
F
0 = t v + A(v)xv, (23)
F˜ 0 = N (W)+ A(W0)zW 1 + dA(W0) ·W 10 zW, (24)
Fˇ 0 = −B(V0)2V 2 + A(V0)V 2 + (V0) · V 20 + Qˇ0, (25)
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where Qˇ0 ∈ E only depends on U0 and U1 and the nonlinear operator N is given by
N (W) = tW + zM(t,W)zW + C(t,W)+D(t, zW)− B(W0)zzW, (26)
where
M(t,W)h = dA(W0) · xu0zW, (27)
the exact expression of C and D is not important. Finally, for k1, we ﬁnd
F
k = t vk + A(v)xvk +Qk, (28)
F˜ k = L(Wk)+ Q˜k + A(W0)zWk+1 + dA(W0) ·W 10 zW 0, (29)
Fˇ k = −B(V0)2V k+2 + A(V0)V k+2 + (V0) · V k+20 + Qˇk, (30)
where Q˜k ∈ F, Qˇk ∈ E and Q˜k only depends on (Uj )jk−1, and Qˇk only depends
on (Uj )jk+1. Moreover, the linear operator L is given by
LWk = tWk + zM(t, z)zWk + C(t, z)Wk0 +D(t, z)zWk
−B(W0)2zWk, (31)
where
M(t, z)zWk = dA(W0) · xu0zWk
and C(t, z) ∈ F , D(t, z) ∈ F depend only on U0.
In the following, we denote by 	(W0) a projection on the kernel of A(W0) and by
J (W0) a right inverse of A(W0). We want to solve the previous set of equations with
the boundary condition
Uk2 (t, 0, 0, 0) = 0,∀k. (32)
The ﬁrst step is to determine (v,W, V ) by solving {Fˇ−2 = 0, F˜−1 = 0, F 0 = 0}.
Note that thanks to (H4), the characteristic ﬁeld p is linearly degenerate, hence,
their exists a change of variable (see [3]) w → G(w) = v such that
ker A˜(w) = {(0, w˜), w˜ ∈ R} (33)
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does not depend on w. Here, A˜(w) stands for dG(w)−1A(G(w))dG(w). Consequently,
we note that by setting
v(t, 0)+W(t, z) = G(v˜(t, 0)+ W˜ (t, z)), (34)
where v˜ is deﬁned by v = G(v˜), the equation F˜−1 = 0 implies thanks to (33),
W˜ (t, z) =
(
0
w˜(t, z)
)
, (35)
where w˜ ∈ R.
The next step is to solve Fˇ−2 = 0. Set g(v, w˜) = G
(
G−1(v) +
(
0
w˜
))
, as in the
noncharacteristic case, the ﬁrst step is to prove
Lemma 3. There exists  > 0 such that C being the set of l ∈ Rn such that there
exists V solution of
B(l + V )2V = A(l + V )V −Q(l + V )(V, V ) (36)
and such that
V2(0) = −l2, |V ()|Ce− (37)
is a submanifold of Rn in the vicinity of zero. Moreover, the dimension of C is n −
p+ − 1 = p − 1 and its tangent space at zero is transverse to E+ + kerA(0), where
E+ is the strongly unstable subspace of A(0).
The proof of this lemma is postponed to the end of this section.
The next step is to use Lemma 3 to get the boundary conditions in order to solve
the interior equation F 0 = 0. Set
N = {(v, w˜) ∈ Rn × R, g(v, w˜) ∈ C}
and deﬁne 
(v+, w˜, v−, v0) = (g(v, w˜)), where v = v++v0+v− with (v+, v0, v−) ∈
E+(0) × kerA(0) × E−(0), E+(0) and E−(0) being respectively the strongly unsta-
ble and stable subspaces of A(0) and  deﬁnes the equation of C in the vicinity
of zero. Note that d(v+,w˜)
(0) = d(0)/E+(0)+E0(0), and hence thanks to Lemma 3,
d(v+,w˜)
(0) is invertible. Consequently, thanks to the implicit function theorem, the
equation 
(v+, w˜, v−, v0) = 0 is equivalent to the 2 equations
v+ = 
1(v−, v0), (38)
w˜ = 
2(v−, v0). (39)
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Next we can solve (23) with the boundary condition
v+(t, 0) = 
1(v−(t, 0), v0(t, 0)).
This condition is suitable to use the result of [15]. Consequently, there exists a local in
time smooth solution of F 0 = 0. Next, we use the condition (39) to ﬁnd w˜. For this, we
study the equation F˜ 0 = 0. Note that this equation involves W and u1(t, 0)+W 1(t, y, 0).
The ﬁrst step is to split (24) into an equation involving W and an equation involving
u1+W 1 like in nonlinear optics [19,4]. The fact that the eigenvalue p vanishes plays
the part of a super transparency condition. A crucial remark is the following identity
dA(v) · h	(v) = −A(v) d	(v) · h, ∀h ∈ Rn, (40)
which is obtained by taking the derivative of A(v)	(v) = 0 in the direction h. Using
(40), we can rewrite (24) as
N (W)+ A(W0)
(
zW 1 − d	(W0) ·W 10 zW
)
= 0. (41)
If 	(W0) is the projection on the kernel of A(W0) parallel to the range of A(W0) and
J (W0) is a right inverse of A(W0), then (41) is equivalent to the system
	(W0)N (W) = 0, (42)
zW 1 − d	(W0) ·W 10 (t, z) zW = J (W0)N (W)+K, (43)
where K is in the kernel of df d(W0).
Now, we can try to solve (42) with the boundary condition (39). Note that thanks
to (35), we can rewrite (42) as an equation on w˜, we get
t w˜ − B˜(w˜)2zw˜ + zM˜w˜ + C˜(w˜)+ D˜(zw˜) = 0, (44)
where B˜ = 	˜ dG−1B dG	˜, 	˜ = dG−1	 dG and w˜ is such that 	˜(0, w˜)t = (0, w˜)t
thanks to (33). To solve (44) with the boundary condition (39), we want to use the
result of [11, Theorem 2.2]. It sufﬁces to check that the principal part of the operator
in (44) is strongly parabolic. Note that thanks to (H1), we can choose 	 such that 	 is
an orthogonal projection with respect to the scalar product deﬁned by . Consequently,
the same property is true for 	˜ and ˜ = dGtdG. This means that (˜	˜)t = ˜	˜.
This yields
˜B˜X ·X = ˜	˜ dG−1B dG	˜X ·X = ˜ dG−1B dG	˜X · 	˜X
= B dG	˜X · dG	˜Xc0|(dG	˜X)2|2.
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Finally, if 	˜X = X, then dGX ∈ kerA, consequently (dGX)2 = 0 if and only if
dGX ∈ kerA ∩ kerB = {0} thanks to (H3). Hence we have shown that for some
c˜0 > 0
˜B˜X ·X c˜0|X|2, ∀X, 	˜X = X
and hence, we can use [11, Theorem 2.2] to solve (44), (39) locally in time with
w˜ ∈ F .
At this stage, we have determined v and W. Finally, by deﬁnition of C, we can ﬁnd
V a solution of (19).
The next step is to ﬁnd (v1,W 1, V 1) by solving (43) and {Fˇ−1 = 0, F 1 = 0}. Note
that more generally, for k1, by using again (40), we can rewrite F˜ k = 0 as
	(W0)
(
L(Wk)+ Q˜k
)
= 0, (45)
zWk+1 − d	(W0) ·Wk+10 zW = −J (W0)(LWk + Q˜k)+Kk+1, (46)
where Kk+1 is any element of the kernel of df d(W 0). Consequently, we have to prove
that we can ﬁnd (uk,Wk, V k) inductively for k1: assume that (uj ,Wj , V j ) are
known for jk − 1, then we have to solve the set of equations
F
k = 0, Fˇ k−2 = 0 (47)
with the boundary condition (Uk/xd=0)2 = 0. Note that as in [13], we have to solve a
set of linear nonhomogeneous equations in (uk,Wk, V k), we can choose any solution
of the nonhomogeneous system and then it remains to solve the homogeneous problem
zWk+1 − d	(W0) ·Wk+10 (t, z)zW = Kk+1, (48)
−B(V0)2V k + A(V0)V k + (V0)V k0 = 0. (49)
To solve the ﬁrst equation, we ﬁrst set
vk+10 +Wk+1 = dG(v˜0 + W˜ ) · (v˜k+10 + W˜ k+1)− dG(v˜0) · v˜k+10 ,
hence by using again (40), (48) becomes
dA(W0) dG(W˜0) · W˜ k+10 + A(W0) d2G(W˜0)(zW˜0, W˜ k+10 )
+A(W0)dG(W˜0)zWk+1 = 0.
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Finally since A(G(v˜)) dG(v˜) · h1 = 0, ∀v˜, ∀h1 = (0, h˜1)t , by taking the differential
with respect to v˜ in the direction h, we get
dA(v) · dG(v˜) · h dG(v˜) · h1 + A(v) · d2G(v˜)(h, h1) = 0,∀v˜, h, h1 = (0, h˜1)t ,
where v = G(v˜). Consequently, we can use this identity with v˜ = W˜0, h = v˜k+10 +W˜ k+1,
h1 = zW˜ and we ﬁnd that (48) reduces to
A(W0) dG(W˜0)zW˜ k+1 = 0,
which thanks to (33) is equivalent to
W˜ k+1 =
(
0
w˜k+1
)
for some w˜k+1 ∈ R that we still have to determine.
As previously, we can ﬁnd the boundary condition in order to solve Fk = 0 and
(45). Deﬁne L(t) the set of (vk+1, w˜k+1) ∈ Rn × R such that there exists a solution
V k+1 of (49) with (V k+1
/=0 + uk+1/x=0 +Wk+1/z=0)2 = 0. As in [13], we notice that L(t) is
the tangent space of N at (v(t, 0), w˜(t, 0)) and hence thanks to (38), (39), we can use
the boundary condition
(vk+1(t, 0), w˜k+1(t, 0)) ∈ L(t)
to solve the linear equations Fk+1 = 0 and (45).
This ends the proof of Theorem 2. 
It remains to prove Lemma 3:
2.1. Proof of Lemma 3
The main difﬁculty here is that (36) is an algebraic ordinary differential equation.
The ﬁrst step is to reduce this equation to a standard ordinary differential one. It is
more convenient to use the conservative form (1), an equivalent form of (36) is
(b(V + l)V ) = f (V + l)
and hence, after an integration of the second line we ﬁnd
d2f1(V + l)V2 = 0,
b1(V + l)V2 = f2(V + l)− f2(l).
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Consequently, we can write this system as
H1(V1, V2, l) = d2f1(V + l)b1(V + l)−1
(
f2(V + l)− f2(l)
)
= 0, (50)
V2 = H2(V1, V2, l) = b1(V + l)−1
(
f2(V + l)− f2(l)
)
. (51)
We begin with the resolution of (50), note that
d1H1(0, 0, 0) = d2f1(0)b1(0)−1d1f2(0) = k(0),
which is invertible, thanks to (H3). Consequently, thanks to the implicit function Theo-
rem, we get that (50) is equivalent to V1 = V1(V2, l) in the vicinity of zero. Therefore,
the study of C reduces to the study of (51). We ﬁrst extend (51) to
V2 = H2(V1, V2, l), l = 0 (52)
and we study B = {m ∈ Rr+n, ∃(V , l) solution of (52) such that (V , l)(0) = m, |V ()|
Ce−}. Note that
dV2H2(0) = b1(0)−1(d1f2(0)dV1V1(0)+ d2f2(0))
and hence since
dV1V1(0) = −k−1(0)d2f1(0)b−11 (0)d2f2(0),
we ﬁnd that
dV2H1(0) = b1(0)−1(−d1f2(0)k−1(0)d2f1(0)b−11 (0)d2f2(0)+ d2f2(0)) = M(0).
Next since
dH2(0) =
(
dV2H2(0) 0
0 0
)
,
thanks to (H4), the ﬁxed point 0 of the dynamical system (52) has a strongly stable
manifold of dimension r − p+ − 1. By the same technique as in the noncharacteristic
case, (see [8,24,25]), we can easily prove that B is a n + r − p+ − 1-dimensional
submanifold near 0 and that T0B = Ess×{0}+{0}×Rn where Ess is the strongly stable
subspace of M(0). We note that C = pl(B∩D) where D = {(V2, l) such that V2 = −l2}
and pl(V2, l) = l, and we get as in the noncharacteristic case (see [25]) that C is a
n− p+ − 1- dimensional submanifold near zero and that
T0C = Rn−r × {0} + {0} × Ess. (53)
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It remains to prove the transversality between T0C and E+ + kerA(0). Let l˙ ∈ T0C ∩
(E+ + kerA(0)), then there exists V˙2 such that |V˙2|Ce−, V˙2(0) = −l˙2 and
V˙2 = M(0)V˙2.
By setting
V˙1 = −k−1(0) d2f1(0)b−11 (0) d2f2(0)V˙2
and V˙ = (V˙1, V˙2), we get b1(0)V˙ = df (0)V˙ and hence by multiplying by dg(0)−1:
B(0)V˙ = A(0)V˙ .
Consequently, U = l˙ + V˙ is such that
B(0)2U = A(0)U (54)
and U2(0) = 0, U2(+∞) = l˙. Next, we multiply By (0)U and we perform an
integration by parts, we get
∫ +∞
0
(0)B(0)U · U d+ 12(0)A(0)l˙ · l˙
= −(0)B(0)U(0) · U(0)− 12(0)A(0)U(0) · U(0).
Next we recall (see [25] for details) that thanks to (H1),  must be under the form
 =
(
1 0
0 2
)
,
hence it is easy to verify that thanks to (4), (8), we have
(0)B(0)U(0) · U(0) = (0)A(0)U(0) · U(0) = 0,
when U2(0) = 0. Consequently, we get
∫ +∞
0
c0|U2|2 d+ 12(0)A(0)l˙ · l˙0,
which implies since l˙ ∈ E+ + kerA(0) that U2 = 0 and l˙ ∈ kerA(0). Hence we
have shown that l˙ ∈ kerB ∩ kerA = {0} thanks to (H3). This ends the proof of
Lemma 3. 
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2.2. Remarks
(1) Note that in the case where r = p+ + 1, C = Rn−r × {0} (see (53)) and hence, we
have V = 0. Consequently, there are only the terms involving the scale √ε in the
expansion (14), we have:
vapp = v(t, x)+W
(
t,
x√
ε
)
+
M∑
k=1
√
ε
k
(
vk(t, x)+Wk
(
t,
x√
ε
))
. (55)
(2) Note that we can perform the same BKW expansion for multidimensional systems
of conservation laws under the form
t g(v)+
d∑
k=1
kf k(v) = ε
∑
k,l
k(bkl(v)lv), xd > 0, (56)
where dg and bk,l are under the form (2). The quasilinear form of this system is
t v +
∑
k
Ak(v)kv = ε
∑
k,l
Bkl(v)klv + εQ(v)(∇v,∇v). (57)
Assuming that Ad and Bdd veriﬁes (H1–H5) and that  is such that Ak is
symmetric for every k, we can perform the same construction as previously, but
vapp is now under the form
vapp =
M∑
k=0
Uk
(
t, x,
xd√
ε
,
xd
ε
)
,
Uk
(
t, x,
xd√
ε
,
xd
ε
)
= vk(t, x)+Wk
(
t, y,
xd√
ε
)
+ V k
(
t, y,
xd√
ε
,
xd
ε
)
,
where y = (x1, . . . , xd−1). The equations for the terms involving V k are the same
as in the previous section, for the other terms, the modiﬁcations are that (23) and
(42) become
t v +
d∑
k=1
Ak(v)kv = 0 (58)
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and
	(W0)
(
tW +
d−1∑
k=1
Ak(W0)kW + zM(t, y,W)zW
+C(t, y,W)+D(t, y, zW)− Bdd(W0)zzW
)
= 0 (59)
with the constraint 	(W0)zW = 0.
As previously, we can solve (58) with the boundary condition (38) thanks to the
result of [15]. Next, to solve (59), with the boundary condition (39), we use again
(35), to get
t w˜ +
d−1∑
k=1
A˜kkw˜ + zM˜zw˜ + C˜(w˜)+ D˜(zw˜)− B˜dd2zw˜ = 0, (60)
where A˜k = 	˜ dG−1AdG	˜. Since for every k, ˜A˜k is symmetric, we can still
use the result of [11, Theorem 2.2] to solve (60) with the boundary condition (39).
Note that the assumption (H4), though not very realistic, is crucial to perform the
analysis. Without this assumption, we ﬁnd for W an equation of Prandtl type and
the well posedness for this kind of equation is much more difﬁcult and still a
widely open problem [23].
3. Stability of approximate solutions
In this section, we consider the approximate solution of (3) under the form (14)
given by Theorem 2. We recall that it veriﬁes the condition
	(v(t, 0)+W)zW = zW. (61)
We add the assumption that there exists  > 0,  > 0 such that
sup
[0,T ∗], ||2
(
||zW(t, ·)||L∞ + ||e·V (t, ·)||L∞
)
. (62)
In view of the proof of Theorem 2, we point out that  is small if |v(t, 0)| itself is
close to verify the boundary condition (7). Consequently, if vε0 veriﬁes the boundary
condition (7) then at t = 0 the boundary layer terms vanish and hence (62) with 
small will be veriﬁed at least for T ∗ sufﬁciently small.
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Our main result is
Theorem 4. Assuming (H1–H5), we consider vapp an approximate solution of (3) such
that
||vε0 − vapp(0)||2L2 + ε2||xvε0 − xvapp(0)||2L2εM (63)
for M3, then there exists 0 > 0 and C > 0 such that for every 0, there exists
a unique solution of (3), (6), (7) such that vε − vapp ∈ C([0, T ∗], H 1) and
||vε − vapp||2
L∞([0,T ∗],L2) + ε2||xvε − xvapp||2L∞([0,T ∗],L2)CεM (64)
in particular, vε − v goes to zero in L∞([0, T ∗], L2) when ε goes to zero.
3.1. Proof of Theorem 4
We can choose vapp such that
||Rε||2
L2([0,T ∗],L2) + ε2||xRε||2L2([0,T ∗],L2)CεM, (65)
M will be chosen sufﬁciently large later, and we set v = vε−vapp, then v is a solution
of
t v + A(vapp)xv + dA(vapp) · v xvapp − ε dB(vapp) · v xxvapp − Rl
−εB(vapp)xxv = N := Rε + Rq (66)
with the boundary condition
v2(t, 0) = 0, (67)
where
Rl = ε
(
0
q(vapp + v)(xvapp, xv2)+ q(vapp + v)(xv, xvapp2 )
)
+ε
(
0
(q(vapp + v)− q(vapp)
)
(xvapp, xv
app
2 )
)
,
Rq = −
(
A(vapp + v)x(vapp + v)− A(vapp)xvapp − A(vapp)xv
−dA(vapp) · u xvapp
)
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+ε
(
B(vapp + v)xx(vapp + v)− B(vapp)xxvapp − B(vapp)xxv
−dB(vapp) · v xxvapp
)
+ ε
(
0
q(vapp + v)(xv, xv2)
)
.
The local existence of smooth solutions for (66), (67) is classical, hence we can deﬁne
T ε = sup{T ∈ [0, T ∗] such that E(t)εp, ∀t ∈ [0, T ]},
where
E(t) = ||v(t)||2 + ε2||xv(t)||2,
and pM will be choosen later. In the following, || · || stands for the standard L2
norm associated with the scalar product
(u, v) =
∫ +∞
0
u(x) · v(x) dx.
To prove that T ε = T ∗, it sufﬁces to check by an energy estimate that we cannot have
E(T ε) = εp. Note that by classical Sobolev embedding, we have for t ∈ [0, T ε]
||u(t)||2L∞Cεp−1C (68)
if p1. Using this a priori bound, we can easily estimate the terms Rl and Rq . At
ﬁrst, we write
Rq =
4∑
i=1
Riq,
where
R1q =
(
A(vapp + v)− A(vapp)
)
xv,
R2q =
(
A(vapp + v)− A(vapp)− dA(vapp) · v
)
xvapp,
R3q = ε
(
B(vapp + v)− B(vapp)
)
xxv,
R4q = ε
(
B(vapp + v)− B(vapp)− dB(vapp) · v
)
· xxvapp,
R5q = ε
(
0
q(vapp + v)(xv, xv2)
)
.
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Thanks to classical Sobolev embeddings, we easily get for p1, ∀t ∈ [0, T ε)
||R1q(t)||2  ||v(t)||2∞ ||xv(t)||2εp−1||xv(t)||2, (69)
||R2q(t)||2 + ||R4q ||2 
1
ε2
||v(t)||2∞ ||v(t)||2εp−3||v(t)||2, (70)
||R3q(t)||2  ε2||v(t)||2∞ ||xxv2||2εp+1||xxv2||2, (71)
||R5q(t)||2  ε2||xv2(t)||2∞ ||xv(t)||2 (72)
 εp+1||xxv2||2 + εp−1||xv2||2, (73)
ε2||x(Rq)1||2  ||xv2(t)||2∞||xv||2 + ε2||v||2∞ ||xv||2
 εp−1||xv(t)||2 + εp+1||xxv2(t)||2, (74)
where as before, (Rq)1 stands for the ﬁrst component of Rq . During the proof, we
denote by , O(1) and C generic numbers, possibly large which do not depend on ε
and T ε. We will give more precise names to some constants when we have to follow
carefully their changes from line to line.
Finally, we get, thanks to (65), (69)–(72), (74) the following estimate for the source
and nonlinear terms:
∫ t
0
||N(s)||2 + ε2||xN1(s)||2 dsεM +
∫ t
0
εp−3E(s)+ εp+1||xxv2(s)||2 ds. (75)
We split the proof of Theorem 4 in various lemmas. At ﬁrst, we deﬁne a few notations,
we denote by Lai the left eigenvectors (with a suitable normalization that we give below)
of A(vapp), and we deﬁne the weighted norms
||vˇ||2 =
∑
i =p
∫ +∞
0
|zW
(
t,
x
ε
)
| |Lai v|2 dx
and
||v||2 = ||vˇ||2 + ||Lapv||2,
where
||vˇ||2 =
∑
i =p
∫ +∞
0
e−x/ε|Lai v(t, x)|2 dx, ||Lapv||2 =
∫ +∞
0
e−x/ε|Lapv(t, x)|2 dx.
Note that the norms ||vˇ||, ||vˇ|| do not provide any information on the component
Lpv of v.
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The aim of the following sequence of Lemmas is to prove that for p3, we have
the crucial energy estimate
∀ t ∈ [0, T ε], E(t)+
∫ t
0
ε||xv(s)||2 + ε3||xxv2(s)||2 ds
C
(
εM +
∫ t
0
E(s) ds
)
, (76)
where C is independent of ε and T ε.
Once (76) is proved, Theorem 4 follows by classical arguments.
Lemma 5. Under the assumptions of Theorem (4), there exists C1 > 0, 0 > 0, 1
and M0 > 0 such that for every M1M0, 0 with M11, the solution of (66)
enjoys for t ∈ [0, T ε) the estimate
||v(t)||2 +
∫ t
0
ε||xv2(s)||2 + M1√
ε
||vˇ||2 +
M1
ε
||vˇ||2 ds
C1
(
εM +
∫ t
0
||N(s)||2 + ||v(s)||2 + 
ε
||Lapv||2 + εM1||xv1||2 ds
)
. (77)
Proof. As it is well-known in ﬂuid mechanics, a viscosity of size ε is in general not
sufﬁcient to stabilize a boundary layer of size
√
ε see for example [11] and hence the
stabilization must come from the inviscid part of the system. We shall use the fact that
an eigenvalue of the inviscid system is identically zero and perform an approximate
diagonalization where we split the system (66) in a heat equation almost decoupled from
a system of degenerate convection–diffusion equations where the speed of convections
are nonzero. Next we use a weighted energy estimate of the type that was introduced
by Goodman in [9], see also [10,18], in the context of viscous shock wave stability to
prove that the nonzero propagation speeds stabilize the boundary layers.
We start with a classical diagonalization of the system (66). Since A is symmetric,
we get that 
1
2A
−1
2 is also symmetric and hence can be diagonalized with an orthog-
onal matrix O, we get D = O 12A−12 Ot . Consequently, by setting La = Oa(a) 12 ,
Ra = (a)−12 Oa , we get the reduction
LaAaRa = Da = diag(a1, . . . , an), LaRa = In.
For the sake of clarity, we denote for every function f, f (vapp) by f a . Note that
Ra = (Ra1 , . . . , Ran), La =


La1
...
Lan

 where Rai are right eigenvectors of Aa and Lai are
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left eigenvectors of Aa. Moreover, we point out the important property
(La)tLa = a. (78)
We perform the change of variable v = Raw in (66), we get
tw +Daxw + La
(
dAa · Raw xvapp + AaxRaw
)
−La(ε dBa · Raw xxvapp + Rl) = εLaBaxx(Raw)+ LaN. (79)
We set P = diag(ε1 + ε1, . . . ,εp−1 + εp−1, 1,εp+1 + εp+1, . . . ,εn) where εi are
solutions of
ε
′
i (x) = −sgn ai
M1√
ε
∣∣∣zW (t, x
ε
)∣∣∣εi (80)
and εi are solutions of
ε
′
i (x) = −sgn ai
M1
ε
e−x/εεi , (81)
where M1 > 0 will be chosen sufﬁciently large later. For example, we can take
εi = 12 exp
(
−sgn ai
M1√
ε
∫ x
0
∣∣∣∣zW
(
y√
ε
)∣∣∣∣ dy
)
, (82)
εi = 12 exp
(
−sgn ai
M1
ε
∫ x
0
e−y/ε dy
)
. (83)
Note that there exists 0 such that for M10, we have for every ε,
1
4
ε
i (x)1, 14
ε
i (x)1. (84)
We do an energy estimate by computing d/dt (Pw,w) and performing integration by
parts. A useful remark is that thanks to the choice of P, we have
P/x=0 = In. (85)
At ﬁrst, we have
(PDaxw,w) = − 12
(
Daw(0) · w(0)+ (x(PDa)w,w)
)
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and we can rewrite
Daw(0) · w(0) = DaLav(0) · Lav(0) = LaAav(0) · Lav(0)
= (La)tLaAav(0) · v(0) = aAav(0) · v(0).
As in [25], we notice that the assumption (H1′) implies that  is necessarily under the
form
 =
(
1 0
0 2
)
(86)
according to the block decomposition of B. Consequently thanks to the block structure
of A given by (8) and the boundary condition (67), we can check that aAau(0)·u(0) =
0 and hence we have
(PDaxw,w) = − 12 (x(PDa)w,w).
We shall prove that there exists C > 0 such that for  sufﬁciently small and M1
sufﬁciently large, we have
−(x(PDa)w,w)M1√
ε
||vˇ||2 +
M1
ε
||vˇ||2 − C||v||2. (87)
Note that thanks to (80), (81) and (84) and since p = 0, we have
−(x(P aDa)w,w)
= −
∑
i =p
∫ +∞
0
(xεi + xεi ) ai |wi |2 + (εi + εi )xai |wi |2 dx
M1√
ε
||vˇ||2 +
M1
ε
||vˇ||2 − C
(
||v||2 + 1√
ε
||vˇ||2 +

ε
||vˇ||2
)
, (88)
where C is independent of M1 for M11. Consequently, we get (87) by choosing
M1 sufﬁciently large (M1 − C > M1/2).
Next, we want to prove the bound
(
PaLa
(
dA(vapp) · Rw xvapp + AxRaw
)
, w
)
C
( ||wˇ||2√
ε
+ 
ε
||v||2 + ||v||2
)
, (89)
where C is independent of M1.
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At ﬁrst, we study
(
Lap(dA(v
app) · v xvapp + AaxRaw),wp
)
. (90)
Note that LapAa = 0 thanks to (H4) and that(
Lap dA(v
app) · Raw xvapp, wp
)
= 1√
ε
(
Lap dA(v
app) · Raw zW,wp
)
+O(1)
(
||v||2 + 
ε
||v||2
)
consequently, it remains to study (Lap dA(vapp) · v zW,wp). We write
1√
ε
(
Lap dA(v
app) · v zW,wp
)
= 1√
ε
(
Lp(v(t, 0)+W(t, z)) dA(u(t, 0)+W(t, z)) · v zW,wp
)
+O(1)
(∫ +∞
0
x√
ε
∣∣∣∣zW
(
t,
x√
ε
)∣∣∣∣ |v|2 dx + ε ||v||2
)
.
Since W ∈ S, zW(t, z) is uniformly bounded, this yields
∫ +∞
0
x√
ε
∣∣∣∣zW
(
t,
x√
ε
)∣∣∣∣ |v|2 dxC||v||2. (91)
Finally thanks to (40), we have
dA(v(t, 0)+W) · v	(u(t, 0)+W) = −A(u(t, 0)+W)d	(u(t, 0)+W) · v,
hence thanks to the property (61), we get
dA(v(t, 0)+W) · vzW = −A(u(t, 0)+W)d	(u(t, 0)+W) · vzW
and hence
Lap(v(t, 0)+W)dA(v(t, 0)+W) · vzW = 0
since LpA = 0. Consequently, we have an estimate like (89) for the term (90).
It remains to study for i = p the terms(
Lai (dA
a · Rw xvapp + AaxRaw), (εi + εi )wi
)
. (92)
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Again, we write
Lai
(
dAa · Rawxvapp + AaxRaw
)
wi
= 1√
ε
Lci
(
dAc · RcwzW + AcdRc · zWw
)
wi +O(1)
(

ε
e−x/ε |v|2 + |v|2
)
,
where for every function f, f c is deﬁned for short as f c = f (u(t, 0)+W(t, z)). Next,
for i = p, we expand
1√
ε
Lci
(
dAc · RcwzW + AcdRc · zWw
)
wi
=
∑
j
1√
ε
Lci
(
dAc · RcjzW + AcdRcj · zW
)
wjwi
= 1√
ε
Lci
(
dAc · RcpzW + AcdRcp · zW
)
wpwi +O(1)
∑
j =p
1√
ε
|zW | |wj |2.
When we integrate, the last term gives the contribution C√
ε
||vˇ||2 where C is independent
of M1 and hence can be absorbed by (87) for M1 sufﬁciently large. To conclude, we
notice that we can rewrite (61) as zW = Rcp hence
1√
ε
Lci
(
dAc · RcpzW + AcdRcp · zW
)
= √
ε
Lci
(
dAc · RcpRcp + AcdRcp · Rcp
)
= √
ε
Lci d(A
cRcp) · Rcp = 0
since AcRcp = 0, ∀W . Consequently, (89) is proved.
The ﬁnal step to get Lemma 5 is to estimate the terms coming from the viscous part
of the equation. At ﬁrst, we easily prove
ε|dBa · vxxvapp| |v|C
(

ε
e−x/ε + 1
)
|v|2
and
ε|Rl | |v|  C
(
e−x/ε |xv| |v| + √ε|xv| |v|
)
 Cε|xv|2 + |v|2 + e
−x/ε
ε
|v|2,
consequently, we get
∣∣∣(La(dBa · vxxvapp + Rl), w)∣∣∣C
(
ε||xv||2 + ||v||2 + 
ε
||v||2
)
. (93)
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Finally, thanks to an integration by parts, we have
ε(PLaBaxxv,w) = −ε((La)tPLaBaxxv, v)
= ε(La)t (L)aBaxv(0) · v(0)− ε((La)tPLaBaxv, xv)
+O(1)
(

√
ε||xv2|| ||v|| + ||xv2|| ||v||
)
. (94)
Actually, we can check that (4), (67) and (86) imply that
(La)tLaBaxv(0) · v(0) = aBaxv(0) · v(0) = 0. (95)
Finally, notice that thanks to the choice of the weight, we have for M1 small, |P −
In|M1, Consequently, we get
ε((La)tPLaBaxv, xv) = ε(aBaxv, xv)+O(1)M1ε||xv||2
and hence, thanks to (H1), (94) implies for M1 sufﬁciently small
−ε(PLBxxv,w) c0ε2 ||xv2||
2 −O(1)
(
||v||2 + 
ε
||v||2 +M1ε||xv1||2
)
. (96)
Finally we put together (87), (89), (96) and we ﬁnd (77) for M1 sufﬁciently large and
 sufﬁciently small. Hence Lemma (5) is proved. 
To get an energy estimate suitable for the proof of Theorem 4, we need to control
the term /ε||Lpv||2. This is the aim of the following lemma.
Lemma 6. Under the same assumptions as in Lemma 5, we have for some M1M2
M0, and C1
||v(t)||2 +
∫ t
0
ε||xv2(s)||2 + M1√
ε
||vˇ||2 +
M2
ε
||v||2 ds
C1
(
εM +
∫ t
0
||v(s)||2 +M1ε||xv1||2 + ||N(s)||2 ds
)
. (97)
Proof. We go back to the form (79) of (66) and we use a different weight. This estimate
will show that for the mode corresponding to zero propagation speed, the viscosity is
sufﬁcient to stabilize the noncharacteristic part of the boundary layer. We deﬁne the
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weight m(x) = − 12 e−x/ε. Note that m is negative but that we have
−εm′′(x) = 1
ε
e−x/ε, (98)
moreover,  being ﬁxed, we have
|m(x)|C, |m′(x)| C
ε
e−x/ε. (99)
Then we take the scalar product of (79) by mw. After two integration by parts, we
get, thanks to, (95),
ε(LaBaxxv,mw) = ε(aBaxxv,mv)
= ε(aBav, xxmv)− ε(x(aBa)xv,mv)− ε(aBaxv,mxv)
+ε(x(aBa)v, xm v)+ ε(aBav, xm xv),
consequently, we get, thanks to, the Young inequality and the block structures (4), (86)
−ε(LaBaxxv,mw) c02 e
−x/ε|v2|2 dx − C
(
ε||xv2||2 + ||v||2
)
. (100)
Next, thanks to (67), we have
(Daxw,mw) = − 12 (xDaw,mw)− 12 (Dw, xmw)
and hence since p = 0 and m is scalar, we get
|(Daxw,mw)|C
(
||v||2 + 1√
ε
||vˇ||2 +
1
ε
||vˇ||2
)
. (101)
Moreover, thanks to (99), the bounds (89) and (93), are still true. Consequently, we
get
1
ε
∫ t
0
∫ +∞
0
e−x/ε|v2|2 dx ds
C2
(
εM + ||v(t)||2 +
∫ t
0
||v||2 + ||N ||2 + ε||xv2||2
+ 1√
ε
||vˇ||2 +
1
ε
||vˇ||2 +

ε
||v||2 ds
)
. (102)
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Next, we sum (77)+ M2(102), where M2 will be chosen sufﬁciently large later, we
get
(1− C2M2)||v(t)||2 +
∫ t
0
ε(1− C2M2)||xv2||2
+M1 − C2M2√
ε
||vˇ||2 +
M1− C2M2
ε
||vˇ||2 +
M2
ε
∫ +∞
0
e−x/ε|v2|2 dx
C
(∫ t
0
||v||2 + ||N ||2 + (1+ M2)
ε
||Lpw||2 + εM1||xv1||2 ds
)
, (103)
where C is independent of M1 and M2 for (M1 +M2)1. To conclude, we notice
that there exits c0 such that for every M1, M2,
(M1− C2M2)
∑
i =p
|Lai v|2 +M2|v2|2
 min(M1− C2M2,M2)

∑
i =p
|Lai v|2 + |v2|2


 min(M1− C2M2,M2)c0|v|2
for some c0 > 0 independent of M1, M2, . Actually, if
∑
i =p |Lai v|2 + |v2|2 = 0, we
get Liv = 0, ∀i = p and v2 = 0 hence v ∈ ker A ∩ ker B and hence, v = 0 thanks to
(H3). To get (97), it sufﬁces at ﬁrst to choose M1 and M2 so that M1 > 2C2M2 and
min(M1 − C2M2,M2) > C(1 + M2) i.e M2 > C(1 − C) which is always possible
for  sufﬁciently small. Then, we can reduce  in order to obtain (1 − C2M2) > 0
and we ﬁnally get (97). 
The next step towards the proof of Theorem 4 is to get a control of ||xv1(t)||2. This
is the aim of the remaining part of the proof. We shall use in a crucial way the struc-
tural assumption (H2) together with (H3). Note that (H3) implies that there exists Sa
positive deﬁnite symmetric such that SaAa2(B
a
1 )
−1A3 is positive (i.e SaAa2(Ba1 )−1A3X ·
Xc0|X|2 for some c0 > 0). For notational convenience, we deﬁne K = SaAa2(Ba1 )−1.
Lemma 7. Under the same assumptions as in Theorem 4, we have that for every  > 0,
there exists C() such that
ε2||xv1(t)||2 + ε(Kv2(t), xv1(t))+ ε
∫ t
0
||xv1(s)||2 ds
CεM +
∫ t
0
C()
(
||N(s)||2 + ε2||xN1||2 + ||v(s)||2 + 
ε
||v||2 + ε||xv2||2
)
+ε(+ )||t v1(s)||2 ds. (104)
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Proof. At ﬁrst, we take the derivative of the ﬁrst line of the equation, this yields
t (xv1)+ Aa2xxv2 = xN1 +O(1)

ε
|xv| +O(1)
(

ε2
e−x/ε + 
ε
3
2
)
|v|
and then, we use the second part of the equation to express xxv2, we obtain
xxv2 = 1
ε
(Ba1 )
−1
(
Aa3xv1 + Aa4xv2 + t v2
+O(1)
(

ε
e−x/ε|v| + √
ε
|v| + |xv|
)
−N2
)
(105)
and hence we get
t (xv1)+ 1
ε
Aa2(B
a
1 )
−1A3xv1 + 1
ε
Aa2(B
a
1 )
−1A4xv2 + 1
ε
Aa2(B
a
1 )
−1t v2
C
(
|xN1| +
(

ε2
e−x/ε + 
ε
3
2
)
|v| + 1
ε
|N2| + 
ε
|xv|
)
. (106)
We take the scalar product of (106) by ε2Saxv1, and we get in a classical way after
many uses of the Young inequality
ε2||xv1(t)||2 + ε
∫ t
0
c0
2
||xv1||2 + ε
(
SaAa2(B
a
1 )
−1t v2, xv1
)
ds
C
∫ t
0
ε2||xN1||2 + ||N2||2 + ||v||2
+
ε
||v||2 + ε||xv2||2 ds + CεM. (107)
It remains to estimate the crucial term ε(Kt v2, xv1) (we recall that K = SaAa2
(Ba1 )
−1). We write
ε(Kt v2, xv1) = εt (Kv2, xv1)− ε(tKv2, xv1)− ε(Kv2, txv1)
and we perform an integration by parts to deal with the last term (we recall that
v2(t, 0) = 0):
−ε(Kv2, txv1) = ε(xKv2, t v1)+ ε(Kxv2, t v1).
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Consequently, thanks to the Young inequality, we get∫ t
0
ε(Kt v2, xv1) ds + ε(Kv2, xv1)

∫ t
0
(+ )ε||t v1||2 + C()ε||xv2||2 + C
(
||v2||2 + ε2||xv1||2
)
.
Finally, we get (104) by combining (107) and the last inequality. 
Because of (104), we see that we need to estimate ||t v||.
Lemma 8. Under the same assumptions as in Theorem 4, there exists C3 such that
ε2||xv2(t)||2 + ε
∫ t
0
||t v(s)||2 ds
C3
(
εM +
∫ t
0
||N(s)||2 + ε||xv(s)||2 + ||v(s)||2 + 
ε
||v||2 ds
)
. (108)
Proof. This estimate is a classical one for parabolic equations, we multiply (66) by
at v. We easily get
∫ t
0
||t v(s)||2 ds + ε
∫ t
0
(aBaxxv, t v) ds
C
∫ t
0
(
1
ε
(||N(s)||2 + ||v(s)||2)+ ||xv(s)||2 + 
ε
||v(s)||2
)
ds.
By an integration by parts we have
ε(Bxxv, t v) = −ε(Bxv txv)+O(1) ||t v|| ||xv||,
= −ε
2
t
(
aBaxv, xv
)
+O(1)
(
 ||t v|| ||xv|| + ε||xv2||2
)
(here we can again verify that thanks to the assumption (4) we have Bxv(t, 0) ·
t v(t, 0) = 0 since t v2(t, 0) = 0) therefore, we ﬁnally get (108) by multiplying by ε
and by using (H1). 
3.2. End of the proof of Theorem 4
At this stage, we have all the elements needed to prove Theorem 4, we just have to
combine the previous lemmas. At ﬁrst consider (104) + 2( + )(108), and we ﬁx 
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such that 1− C3 12 , we get
ε2||xv1(t)||2 + 2(+ )ε2||xv2(t)||2 + ε(Kv2(t), xv1(t))
+
∫ t
0
ε
( 1
2 − 
) ||xv1||2 + ε(+ )
∫ t
0
||t v(s)||2 ds (109)
C4
∫ t
0
||N ||2 + ε2||xN1||2 + ||v||2 + ε||xv2||2 + 
ε
||v||2 ds + CεM.
Next, we consider (97)+ 4C1M1, which reads
||v(t)||2 + 4C1M1
(
ε2||xv1(t)||2 + (+ )ε2||xv2(t)||2
)
(110)
+4C1M1ε(Kv2(t), xv1(t))+
∫ t
0
ε(1− 4C1M1C4)||xv2(s)||2
+εC1M1(1− 4)||xv1||2 + 4C1M1ε(+ )||t v||2
+ (M2 − 4C1M1)
ε
||v||2
C5
∫ t
0
||v(s)||2 + ||N(s)||2 + ε2||xN1(s)||2 ds + CεM.
Finally, by choosing  sufﬁciently small, we can make 1 − 4C1M1C4 > 0, M2 −
4C1M1 > 0, and (1− 2C1M1) > 0 which implies by the Young inequality that
||v(t)||2 + 4C1M1ε2||xv1||2 + 4C1M1ε(Kv2(t), v1(t))
(1− 2C1M1)||v(t)||2 + 2C1M1ε2||xv1||2.
Consequently, we have proved
E(t)+
∫ t
0
ε(||xv||2 + ||t v(s)||2)+ 
ε
||v||2 ds
C6
(
εM +
∫ t
0
||v(s)||2 + ||N(s)||2 + ε2||xN1(s)||2 ds
)
. (111)
Note that this estimate is already sufﬁcient to get linear stability. To close the nonlinear
stability argument of Theorem 4 it remains to estimate ||xxv2||2, we just use the Eq.
(66), we get
ε3
∫ t
0
||xxv(s)||2 ds  C
∫ t
0
ε(||xv(s)||2 + ||t v(s)||2)+ 
ε
||v||2
+||v(s)||2 + ||N(s)||2 ds
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and hence by adding the last estimate and (111) times a sufﬁciently large constant,
we ﬁnally get (76) thanks to (75) when p3. Once we have (76), we easily conclude
thanks to a Gronwall inequality. 
4. Applications
4.1. Gasdynamics
We consider the Navier–Stokes equation for a compressible ﬂuid in Lagrangian co-
ordinates:
εt − uεx = 0, (112)
uεt + px = ε
( 
ε
uεx
)
x
,
(
e + (u
ε)2
2
)
t
+ (puε)x = ε
( 
ε
εx +

ε
uεuεx
)
x
for T > 0, x > 0, where the unknown vε is (ε, uε, ε) with ε the speciﬁc volume,
uε the speed and ε the temperature. The pressure p(, ) > 0 is such that p < 0
and we consider polytropic gases where e = R/(
− 1), 
 > 1. Finally, () > 0 and
() > 0 are rescaled coefﬁcients of viscosity and heat conduction. We add to this
system the boundary conditions
uε(t, 0) = 0, ε(t, 0) = 0 (113)
for some 0 > 0.
We have given the conservative form of the system, but it is easy to compute the
quasilinear form (3). Assumption (H1) is classical, we can take
 = diag(−p, 1, R/((
− 1)))
and since
A =

 0 −1 0p 0 p
0 p/e 0

 , B =

 0 0 00  0
0 0 e

 ,
we see that
A2B
−1
1 A3 = −


p
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and hence (H2) is true since we study the equations in the domain where  > 0,  > 0,
p < 0. Moreover, the eigenvalues of A are 0 and c, −c where c > 0 is the sound
speed consequently, (H4) is true. Moreover, we notice that p+ + 1 = r = 2, hence it
is not necessary to check (H5) to get an approximate solution as explained in Section
2.2. Moreover, there is only the scale
√
ε in the boundary layer expansion (14).
Finally, we notice that the leading term of the boundary layer expansion which
determines the inviscid boundary condition, is given by AzW = 0, hence we ﬁnd that
the second component of W vanishes and hence uint(t, 0) = 0. Consequently, we can
restate Theorems 2–4 as
Theorem 9. Let vε = (ε, uε, ε) be a solution of (112), (113) and let vint = (int, uint,
int) be a solutions of the Euler equation, with boundary condition uint(t, 0) = 0, then
there exists an approximate solution under the form (55) and if (62) is veriﬁed, we
have
∀t ∈ [0, T ∗], ||vε(t)− vapp(t)||2 + ε2||x(vε(t)− vapp(t))||2CεM (114)
and hence in particular
||vε − vint||L∞([0,T ∗],L2) → 0, (115)
when ε goes to zero.
4.1.1. Link with the equations in Eulerian coordinates
Consider the Navier–Stokes equation in Eulerian coordinates set in y > 0
˜εt + (˜εu˜ε)y = 0, (116)
(˜εu˜ε)t + (˜ε(uε)2 + p˜ε)y = ε(u˜εy)y,(
˜ε
(
e˜ε + (u˜
ε)2
2
))
t
+
(
˜εu˜ε
(
e˜ε + (u˜
ε)2
2
)
+ p˜εu˜ε
)
y
= ε
(
˜
ε
y + u˜εu˜εy
)
y
,
where ˜ε = 1/˜ε is the density of the ﬂuid. We add to the system the boundary
conditions
u˜ε(t, 0) = 0, ˜ε(t, 0) = 0. (117)
We denote (˜ε, u˜ε, ˜
ε
) by v˜ε. It is well known that we recover (112) by deﬁning
vε(x, t) = v˜ε(yε, t) where yε is such that
x =
∫ yε
0
˜ε(z, s) dz. (118)
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Note that in the previous formula, we integrate from zero since the velocity vanishes
on the boundary thanks to (117). The crucial consequence, is that the domain {x > 0}
is invariant by this change of coordinate. The path yε(t) thanks to (116) is a solution
of
t yε(t) = u˜ε(t, yε(t)). (119)
Note that at t = 0, we have
yε(0) =
∫ x
0
ε(0, z) dz. (120)
We can use Theorem 9 to prove the convergence on [0, T ∗] of v˜ε towards v˜int the
solution of the Euler equation in eulerian coordinates (i.e the inviscid version of (116))
with the boundary condition v˜int(t, 0) = 0. As previously, v˜int is obtained from vint
by v˜int(y(t), t) = vint(x, t) where y(t) is deﬁned as in (118) with ε = 0. Note that
thanks to Theorem 9, ||ε − int||L∞([0,T ∗)×R+) is uniformly bounded and hence ε is
uniformly bounded and stays away from the origin. Consequently, the Jacobian of the
change of variable (118) is uniformly bounded. Next, we notice that thanks to (119),
we have
|yε(t, x)− y(t, x)|  |yε(0, x)− y(0, x)| +
∫ t
0
|u˜ε(s, yε)− uint(s, yε)| ds
+||xuint||L∞([0,T ∗]×R+)
∫ t
0
|yε(s)− y(s)| ds.
Hence thanks to (120), we have
|yε(0)− y(0)|
∫ +∞
0
|ε(0, x)− int(0, x)| dxC√ε
and therefore the Gronwall inequality implies
|yε(t)− y(t)|C(T ∗)
(√
ε +
∫ t
0
|u˜ε(s, yε)− u˜int(s, yε)| ds
)
. (121)
Next, we perform the following computation,
||v˜ε(t)− v˜int(t)||2 =
∫ +∞
0
|v˜ε(t, y)− v˜int(t, y)|2 dy
 C
∫ +∞
0
|v˜ε(t, yε)− v˜int(t, yε)|2 dx
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 C
∫ +∞
0
|vε(t, z)− vint(t, z)|2 dz
+C
∫ +∞
0
|v˜int(t, yε)− v˜int(t, y)|2 dx.
Thanks to (114) and (121), we get
||v˜ε(t)− v˜int(t)||2  C√ε + CT ∗||xvint||2L∞((0,T )∗×R+)
∫ t
0
||v˜ε(s)− v˜int(s)||2 ds
+C
∫ t
0
||v˜int(s, · + √ε)− vint(s, ·)||2 ds
 C
(√
ε +
∫ t
0
||v˜ε(s)− v˜int(s)||2 ds
)
.
Finally the last inequality implies thanks to the Gronwall inequality
||v˜ε(t)− v˜int(t)||2C√ε
which proves the convergence of v˜ε to v˜int.
4.2. Magnetohydrodynamics
The equations for the propagation of plane waves in magnetohydrodynamics are
εt − uεx = 0, (122)
uεt +
(
p + |b
ε|2
2
)
x
= ε
( 
ε
uεx
)
x
,
wεt − bεx = ε
( 
ε
wεx
)
x
,
(
1
2
((uε)2 + |wε|2)+ e + 
ε|bε|2
2
)
t
+
((
p + |b
ε|2
2
)
uε − bε · wε
)
x
= ε
( 
ε
(uεuεx + wε · wεx)+

ε
εx +

ε
bε · bεx
)
x
,
(εbε)t − wεx = ε
( 
ε
bεx
)
x
,
we have kept the same notations with the same meaning as for the Navier–Stokes
equation, and the assumptions on p and e are the same as in the previous section.
Here, we have moreover w = (w1, w2) which is the remaining component of the speed
of the ﬂuid and the whole magnetic ﬁeld is given by (, b) where  > 0 is constant
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and b = (b1, b2) = 0,  is the conductivity. We study two cases  = 0 and  > 0. Note
that in both cases, we take v = (, b, u,w, ) as unknown and hence (H1) is veriﬁed,
we can take as a symmetrizer
 = diag(−p, , , 1, 1, 1, R/((
− 1))). (123)
Moreover, for b = 0, A is strictly hyperbolic, there are 3 positive and 3 negative
eigenvalues and 0 is an eigenvalue.
4.2.1. Case  = 0
When  = 0, we easily see that the system can be set in quasilinear form (3) with
unknown v = (, b, u,w, ), we have the block structure (4), (8) with v1 = (, b)t and
A2 =


−1 0 0 0
b1

−
 0 0
b2
 0
−
 0

 , A3 =


p b1 b2
0 − 0
0 0 −
0 0 0

 , A4 =


0 0 0 p
0 0 0 0
0 0 0 0
p/e 0 0 0

 ,
B1 =



 0 0 0
0  0 0
0 0  0
0 0 0 
e

 .
Note that the rank of B is 4, hence we consider the 4 boundary conditions
uε(t, 0) = 0, wε(t, 0) = 0, ε(t, 0) = 0. (124)
Next, we ﬁnd that
k = A2B−11 A3 =
1


−p −b1 −b2pb1 b21 + 2 b1b2
pb2 b1b2 b
2
2 + 2

 ,
hence the eigenvalues  of A2B−11 A3 are such that X =  is a root of
P(X) = (X − 2)(−X2 +X(−p + 2 + |b|2)+ 2p).
Hence, we have X1 = 2 > 0 and X2, X3 are the roots of the second member.
Since −p + 2 + |b|2 and −2p are positive, X2 and X3 have positive real part.
Consequently (H2) is veriﬁed. Note that r = 4, p+ = 3 hence, we are in the case
p+ + 1 = r = 3 and hence, we do not need to consider (H5). Finally, in this case,
we can ﬁnd explicitly the boundary conditions for the inviscid equation: if we write
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AzW = 0, we ﬁnd W2 = · · · = W6 = 0 and hence the boundary condition for the
inviscid equation is
uint(t, 0) = wint(t, 0) = 0. (125)
We can reformulate Theorems 2, 4 as follows:
Theorem 10. In the case where  = 0, let vε = (ε, bε, uε, wε, ε) be a solution
of (122) with the boundary condition (124) and let vint be a solution of the inviscid
equation with boundary condition (125), then there exists an approximate solution under
the form (55) and if (62) is veriﬁed, we have
∀t ∈ [0, T ∗], ||vε(t)− vapp(t)||2 + ε2||x(vε(t)− vapp(t))||2CεM
and hence in particular
||vε − vint||L∞([0,T ∗],L2) → 0
when ε goes to zero.
Note that as for the Navier–Stokes equation, we can convert this result into a result
for the equation in Eulerian coordinates.
4.2.2. Case  > 0
In this case, the rank of B is 6, hence we consider the boundary conditions
bε(t, 0) = b0, uε(t, 0) = 0, wε(t, 0) = 0, ε(t, 0) = 0. (126)
The block decomposition of A is (the unknown is still v = (, b, u,w, ), but now,
v1 = )
A2 =
(
0 0 −1 0 0 0 ) , A3 =


0
0
p
0
0
0


, A4 =


0 0 b1 − 0 0
0 0 b2 0 − 0
b1 b2 0 0 0 p
− 0 0 0 0 0
0 − 0 0 0 0
0 0 p
e
0 0 0


,
B1 = diag
(

,


,


,


,


,

e
)
.
As for the gasdynamics, we have k = −p > 0 and hence (H3) is veriﬁed.
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Note that in this case, we have r > p+ + 1 = 4, consequently, we have to verify
our assumption (H5). We have
M = B−11
(
Ir − A3k−1A2B−11
)(
d2g
−1
2 d1g2A2 + A4
)
.
A few computations give
M =


0 0 0 − 0 0
0 0 0 0 − 0
0 0 0 0 0 0
− 0 0 0 0 0
0 − 0 0 0 0
0 0 p
e
0 0 0


.
We ﬁnd that the strongly stable subspace of M is 2-dimensional (the nonzero eigenvalues
of M are ±/ 12 which are double) and hence since 2 = r −p+ − 1 = 6− 3− 1, (H5)
is veriﬁed. Consequently, we can still use Theorems 2, 4 and we get the convergence
of (ε, bε, uε, wε, ε) to a solution of the inviscid equation. Note that in this case we
do not ﬁnd a simple boundary condition for the inviscid equation as in the previous
examples. Finally as in the Navier–Stokes case, we can get the same convergence result
for the equations written in Eulerian coordinates.
5. Remarks for multidimensional systems
As explained in Section 2.2, the construction of approximate solutions can also be
done for multidimensional systems. Nevertheless the stability question is much more
difﬁcult. In this section, just point out that our assumption (H4) together with another
structural assumption which is not realistic in view of applications is sufﬁcient to
prevent tangential instabilities like in nonlinear optics [4]. We only consider the case
of an artiﬁcial viscosity i.e bk,l = k,lIn and we also assume that g(v) = v to simplify.
We study the linearization of (56) about an approximate solution, we get
t v +
d∑
k=1
k(df k(vapp) · v) = εv + F (127)
with the full Dirichlet boundary condition v(t, 0) = 0. The very difﬁcult task in general
is to prove an energy estimate under the form
||v(t)||2 + ε
∫ t
0
||∇v(s)||2C
(
||v0||2 +
∫ t
0
||v(s)||2 + ||F(s)||2 ds
)
, (128)
where C is independent of ε
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Here, we assume in addition to (H4) that the symmetrizer  (i.e such that Ak =
df k is symmetric for every k) is a good symmetrizer. This notion was introduced
in [17,5,30] and used in [4] in a context close to ours. Using the change of variable
v = G(w) given by [3], with w = (z, w˜), the matrix dG(v)−1 df d(G(v)) dG(v) is
under the form
(
A1(z, w˜) 0
A2(z, w˜) 0
)
,
we say that (v) is a good symmetrizer if in this new coordinates, the matrix
dG(w)t(G(w)) df d(G(w)) dG(w)
does not depend on w˜. A useful remark made in [4, Lemma 5.2 and Proposition 3.1],
is that if  is a good symmetrizer and (H4) is veriﬁed, then
d(df d)(v) · h k − 2d(df d)(v) · k h = 0 ∀k, ∀h ∈ ker df d(u).
Note that this implies that
d(df d)(W0) · zW k − 2d(df d)(W0) · kzW = 0, (129)
where W0 = v(t, y, 0) +W(t, y, z). This identity will give a crucial simpliﬁcation in
the energy estimate as in [4]. In this section, we shall prove:
Theorem 11. Consider v a solution of (127), and assume (H4) and that  is a good
symmetrizer, then if  is sufﬁciently small, we have the estimate (128)
Note that once we have the estimate (128), it is easy to get estimates on the deriva-
tives t and ∇y by differentiating the equation. Next, we can use Eq. (127) itself to
get estimates on the normal derivatives xd by inverting the Laplacian as in [13] and
hence we can easily get a nonlinear stability result analogous to Theorem 4 by classical
arguments, we refer to [13,22] for example.
Proof. Using (127) we compute ((va)t v, v) and we make usual integration by parts.
We get
d
dt
||v(t)||2 + ε||∇v(t)||2
C
(
||v(t)||2 + ||F(t)||2 + (Mv, v)+ 
ε
∫
e−xd/ε|v(t, x)|2 dx
)
, (130)
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where
Mv = 2(va) d2f d(va)(dva, v)− d((va) df d(va))v.
The last term in (130) is estimated by using (12). Next, we write
|(Mv, v)|  |(M1v, v)| + ||v||2 + 
ε
∫
e−xd/ε|v|2 dx
+ 1√
ε
∫
xd
∣∣∣∣zW
(
t, y,
xd√
ε
)∣∣∣∣ dx,
where M1 is obtained from M by replacing va by W 0. In the above inequality the
two last terms can be well estimated thanks to (12) and (91) hence we just have to
compute (M1v, v). Using again (40), we have
(M1v, v)
= 1√
ε
(
(−d(df d)(W 0) · zW v, v)+ 2(d2f d(W 0)(zW, v), v)
)
= 1√
ε
(
(−d(df d)(W 0) · zW v, v)− 2((W 0)df d(W 0) d	(W 0) · v zW, v)
)
= 1√
ε
(
(−d(df d)(W 0) · zW v, v)+ 2(d(df d)(W 0) · v	(W 0)zW, v)
)
.
(131)
For the last equality, we have used that df d(v)	(v) = 0 ∀v, which gives by differenti-
ating (df d)(W 0) d	(W 0)·h = −d(df d)(W 0)·h	(W 0). Finally since 	(W 0)zW =
zW , we deduce from (129), (131) that (M1v, v) = 0 and hence we ﬁnd (128). 
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