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Abstract—Device-to-device (D2D) communications is expected
to be a critical enabler of distributed computing in edge networks
at scale. A key challenge in providing this capability is the
requirement for judicious management of the heterogeneous
communication and computation resources that exist at the
edge to meet processing needs. In this paper, we develop an
optimization methodology that considers topology configuration
jointly with device and network resource allocation to minimize
total D2D overhead, which we quantify in terms of time and
energy required for task processing. Variables in our model
include task assignment, CPU allocation, subchannel selection,
and beamforming design for multiple input multiple output
(MIMO) wireless devices. We propose two methods to solve
the resulting non-convex mixed integer program: semi-exhaustive
search optimization, which represents a “best-effort” at obtaining
the optimal solution, and efficient alternate optimization, which
is more computationally efficient. As a component of these
two methods, we develop a coordinated beamforming algorithm
which we show obtains the optimal beamformer for a common
receiver characteristic. Through numerical experiments, we find
that our methodology yields substantial improvements in network
overhead compared with local computation and partially opti-
mized methods, which validates our joint optimization approach.
Further, we find that the efficient alternate optimization scales
well with the number of nodes, and thus can be a practical
solution for D2D computing in large networks.
Index Terms—Wireless device-to-device (D2D) edge comput-
ing, minimum communication overhead beamforming (MCOB),
central processing unit (CPU) allocation, subchannel allocation.
I. INTRODUCTION
The number of wireless devices is now over 8.6 billion, and
with the advent of new 5G-and-beyond technologies, this is
expected to grow to 12.3 billion by 2022 [2]. Many of these
devices will be data-processing-capable nodes in the hands of
users that facilitate rapidly growing data-intensive applications
running at the network edge, e.g., social networking, video
streaming, and distributed data analytics. Given the bursty
nature of user demands, when certain devices are occupied
with processing for computationally-intensive applications,
e.g., facial recognition, location-based augmented/virtual re-
ality (AR/VR), and online 3D gaming, it may be desirable for
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(a) MEC (b) D2D
Fig. 1: High-level comparison between the topologies of (a)
mobile edge computing (MEC) systems and (b) device-to-
device (D2D) networks. MEC topology is typically fixed and
predetermined, while D2D topology is not and can support
offloading between devices.
them to offload their data to devices with underutilized re-
sources [3]–[5]. Traditionally, cloud computing architectures,
such as Amazon Web Services and Microsoft Azure, have been
adopted for such data intensive applications, but the exponen-
tial rise in data generation at the edge is making centralized
architectures infeasible for providing latency-sensitive quality
of service at scale [2].
As a current trend in wireless networks is reducing cell sizes
[6], many 5G networks will be dense with short distances,
forming several smaller subnets [7]. Networks of small subnets
combined with improved computational and storage capabil-
ities of edge devices are enabling mobile edge computing
(MEC) architectures. At a high level, MEC leverages radio
access networks (RANs) to boost computing power in close
proximity to end-users, thus enabling the users to offload their
computations to an edge server (central processing entity)
as shown in Fig. 1a [8]–[15]. In an MEC architecture, the
edge servers have high-performance computing units which
can process large amounts of computationally intensive tasks
efficiently. This concept has been extended to “helper” edge
server architectures as well, where devices with idle compu-
tation resources become (small) edge servers [16]–[21].
The current trend in distributed computing, though, is a
migration to architectures that are more decentralized than
MEC. This is due to the fact that all edge nodes can take
part in data offloading at different times, given the advances in
5G communication technologies in conjunction with improved
computational capabilities of individual devices. For this rea-
son, device-to-device (D2D) network architectures (shown in
Fig. 1b) that were previously studied in 4G LTE standards now
2hold the promise of providing distributed computing at scale
[22].
Unlike the MEC system in Fig. 1a, distributed computing in
the D2D network of Fig. 1b will have more complicated topol-
ogy management needs that must be considered together with
the management of device resources. From a computation per-
spective, the edge nodes that receive offloaded tasks must have
a suitable strategy for allocating its central processing unit
(CPU) and/or storage resources to the tasks. From a commu-
nication perspective, wireless transmissions among edge nodes
participating in data offloading will inevitably incur inter-
channel interference, which requires interference management
via strategies to allocate subchannels, transmission powers,
antenna array gains, and other device transmit resources. The
focus of this paper is on addressing these challenges: we
develop methodologies that jointly optimize computation and
communication resources together with topology configuration
in D2D networks to adapt to minimize overhead in edge
computing systems.
A. Related Work and Differentiation
We discuss related works on task offloading, resource man-
agement, and edge computing. We divide our analysis into two
main categories: MEC and D2D.
1) MEC systems: Researchers have developed methods
for resource management and offloading decision-making to
maximize MEC system performance. Offloading decisions
were thoroughly studied in [8], where management of device
resources is assumed to be fixed. On the other hand, under
the assumption that offloading decisions are given, studies
have considered optimal allocations of CPU and subchan-
nel resources [9], and have also considered these together
with beamforming design for multiple-input multiple-output
(MIMO) systems [10], [11]. In a large network with lim-
ited subchannels, beamforming design is essential to mitigate
inevitable inter-channel interferences for robust data transfer
and optimization. Recently, offloading decisions have been
considered together with management of resources in MEC
systems such as CPU [12]–[15], subchannels [13], transmit
powers [13], [14], and beamforming design [14]. Although
many of these works have considered some computation and
communication resources, they have not yet addressed all of
the important variables in a unified optimization problem.
Though we focus on D2D in this paper, as mentioned
previously, newer MEC architectures allow idle devices in
close proximity to be dedicated computing nodes. Therefore,
optimization in MEC systems can be viewed as a special case
of D2D networks, where offloading is restricted to specific
devices unidirectionally.
2) D2D networks: Several prior works have focused on
optimizing communication quality in D2D systems, where
the objectives have been to maximize sum-rate [23]–[28],
spectral efficiency [29], or signal-to-noise ratio (SINR) [30],
with consideration of device and channel resources such as
subchannels [23]–[27], transmit powers [25]–[27], and beam-
forming design for MIMO systems [29], [30]. In this work, by
contrast, we are focused on optimizing these and other system
parameters to minimize time and energy consumption required
to complete a task, which is an important objective in edge
computing systems. Works on D2D in edge computing have
primarily focused on D2D-enabled (or D2D-assisted) MEC
systems where several helper nodes are available as dedicated
nodes for computing together with the edge server. In this
respect, within a fixed topology, [16] investigated energy min-
imization based on CPU and transmission power allocation,
and [17] studied joint time and energy minimization based on
CPU, subchannel, and transmission power allocation. On the
other hand, for a given set of system resources, the strategy
of topology reconfiguration was discussed to minimize total
energy in [18]. Some recent works have addressed topology
configuration together with the allocation of specific resources
such as CPU [19]–[21] and power [19], [20]. However, we are
not aware of any work that has addressed computation, com-
munication, and topology configuration together in a unified
optimization model for D2D edge computing, which is the
focus of our paper. Also, we consider the fully distributed
case where there are no edge servers or dedicated nodes for
computing, which makes the topology configuration problem
more challenging.
B. Summary of Contributions
Compared to the related works discussed in Section I-A, the
contributions of this paper are as follows:
• We formulate a unified optimization model for D2D
edge computing networks that minimizes total network
overhead, defined as the weighted sum of time and energy
consumption required to process a given task. Our model
includes a framework for joint topology configuration,
CPU allocation, subchannel allocation, and beamforming
design for MIMO systems (Sections II and III).
• We propose two methods for minimizing the total net-
work overhead in our model, which we refer to as semi-
exhaustive search optimization and efficient alternate op-
timization. We compare these two methods in terms of
optimality guarantees and computational complexity in
solving our non-convex problem, and show that semi-
exhaustive search optimization can be viewed as a “best
effort” to obtaining the optimal solution in a realistic
amount of time, but that its complexity becomes prob-
lematic as the size of the network grows (Section IV).
• In developing these methods, we study the decomposition
of the optimization into several subproblems: topology
design, CPU allocation, and beamforming design. In
particular, we solve for beamforming design problem for
fixed resource allocation as a sub-problem of overall op-
timization. We derive minimum communication overhead
beamforming (MCOB), a coordinated beamforming algo-
rithm which we show obtains the optimal beamformer for
a minimum mean squared error receiver (Section IV).
• We conduct several numerical experiments to evaluate
the performance of our network overhead optimization
methodology. Our results show, for example, that our
two proposed algorithms for efficient data offloading can
reduce the total overhead in D2D networks by 20%-30%
compared to computation without offloading (Section V).
3II. WIRELESS DEVICE-TO-DEVICE
(D2D) NETWORK MODEL
In this section, we develop our models for computational
tasks, wireless signals, and the allocation of network resources
in D2D systems.
A. Task Model
We let K = {1, 2, ...,K} be the set of nodes in the D2D
network, with a total of K nodes. Each node k ∈ K has
a task to be completed, consisting of computational work
involved in data processing, where the objective of the data
processing is generically to perform a transformation from
input to output data. For simplicity, we assume that each node
has a single task that should be processed as a whole. This
means that the task processing and its input data cannot be
subdivided. A task is considered to be completed when the
input data is successfully processed to the desired output.
In general, task completion requires computational resources
including CPU, RAM, and storage. In this paper, similar to
previous works [13]–[15], [19]–[21], we focus on CPU as
the computation resource. In case of mobile devices, many
of today’s tasks require computation-intensive processing with
high CPU requirements, such as 3D-gaming and location-
based augmented/virtual reality (AR/VR) [3]–[5].
To quantify the complexity of the task for node k (which
we will refer to succinctly as task k), we introduce data size
Ik (in bits), which is the length of the bit stream of input
data consisting of task k. In other words, the bit stream of
input data is represented as {0, 1}Ik . Then, data workload
is denoted as µkIk (in cycles), where µk (in cycles/bit) is
the processing density, meaning how many CPU cycles are
required to process a bit of data. That is, µkIk represents
total number of CPU cycles required to complete task k. The
processing density µk depends on the application; for example,
in the case of the audio signal detection in [31], since 500
cycles are required for processing 1 bit of data, µk is 500.
B. Signal Model
Fig. 2 demonstrates our wireless D2D channel model among
a set of K nodes. We assume that the nodes can transmit
using multiple antennas on S subchannels, where the set of
subchannels is denoted S = {1, 2, ..., S}. Each node k′ ∈ K
receives a signal yk′,i ∈ CNk′ through subchannel i ∈ S in
our model as
yk′,i =
K∑
k=1
bk,iH
(i)
k,k′fksk + nk′,i, (1)
where Nk′ is the number of antennas of node k
′. The scalar
sk ∈ C denotes the transmit signal sent by node k with
unit power E[|sk|2] = 1, where sk can be understood as
a single channel use of a Gaussian codeword vector that is
encoded with Ik bits per channel use. The vector fk ∈ CNk
is the transmit beamformer of node k with transmission
power constraint Pk, i.e., ||fk||22 ≤ Pk. Also, the matrix
H
(i)
k,k′ ∈ CNk′×Nk denotes a multiple-input multiple-output
(MIMO) channel from transmit node k to receive node k′
Fig. 2: Wireless device-to-device (D2D) network model among
K nodes. Node k transmits according to a beamformer fk to
receive node k′ through subchannel i characterized as H
(i)
k,k′ ,
which is decoded with a receive combiner zk′,i.
through subchannel i. The noise vector nk′,i ∈ CNk′ is
assumed to be complex additive Gaussian noise with zero
mean and identity covariance matrix, i.e., nk′,i ∼ CN (0, I).
The scalar bk,i ∈ {0, 1} is an indicator of whether transmit
node k uses subchannel i for transmission. In this paper, we
assume that the transmit node k uses only one subchannel for
transmission; in other words, if bk,i = 1, then bk,j = 0 ∀j 6= i.
At receive node k′ on subchannel i, we consider a linear
receive combiner zk′,i ∈ CNk′ so that the estimated value yˆk′,i
is given by
yˆk′,i = z
H
k′,iyk′,i, (2)
where a superscript H denotes the conjugate transpose.
C. Task and Resource Allocation
The assignment of tasks to either offloading or local pro-
cessing determines the D2D network topology. Constraints on
how subchannels and processing resources are allocated must
be specified based on these assignments.
1) Task assignment: Each task k can be either processed
locally at node k or offloaded to another node k′ for process-
ing. We define ak,k′ ∈ {0, 1} as the task assignment variable
of whether task k is assigned to node k′ for k, k′ ∈ K. If
ak,k = 1, then we have local processing of task k at node k.
On the other hand, if ak,k′ = 1 for some k
′ 6= k, then we
have offloaded processing where task k is offloaded from k to
k′ and processed at node k′. The set of task assignments is
denoted by
A = {(k, k′) : ak,k′ = 1 ∀k, k′ ∈ K}. (3)
Due to the assumption that each task should be processed as
a whole, task k should be assigned to only one node, which
implies the constraint that
K∑
k′=1
ak,k′ = 1 ∀k. (4)
42) Subchannel allocation: The task assignment specifies
the configuration of how the K nodes communicate with each
other. Therefore, the subchannel allocation variable bk,i is
related to task assignment variable ak,k′ as
S∑
i=1
bk,i =
{
1 for k with ak,k = 0
0 for k with ak,k = 1.
(5)
ak,k = 0 implies node k is a transmit node, because task
k is not locally processed at node k, implying transmission
to another node. In this case, transmit node k uses one of the
subchannels for transmission, i.e.,
∑S
i=1 bk,i = 1. On the other
hand, if node k is not a transmit node, then ak,k = 1 and there
is no subchannel allocation for node k, i.e.,
∑S
i=1 bk,i = 0.
Each of the S subchannels is assumed to have equal and
non-overlapping bandwidth of width W . Consider, however,
the case that node k′ receives multiple tasks from multiple
transmit nodes. If same subchannel i is used by these trans-
mitters, the receive node must jointly decode the data of tasks,
which leads to degraded decoding performance. Therefore, in
this paper, we follow prior work and assume that the transmit
nodes that transmit to the same receive node use different
subchannels [32]. In other words, for each receive node k′, we
restrict the number of transmitters on subchannel i according
to ∑
k∈Ak′
bk,i ≤ 1 ∀k′, i, (6)
where Ak′ denotes the set of transmit nodes that transmit to
the receive node k′ given by
Ak′ = {k : ak,k′ = 1 ∀k ∈ K and k 6= k′}. (7)
3) Computational resource allocation: Consider that node
k′ has multiple tasks to complete (its own and/or those
offloaded to it). Its computational resource (CPU) Fk′ will be
shared across these multiple tasks, where Fk′ (in cycles/sec
or Hz) denotes the available CPU of node k′. We define the
amount of CPU resource of node k′ allocated to task k as
Fk,k′ , which is subject to the constraints
K∑
k=1
Fk,k′ ≤ Fk′ ∀k′, (8)
Fk,k′ = 0 if ak,k′ = 0, (9)
Fk,k′ ≥ 0 ∀k, k′. (10)
In (8), the total CPU resource allocated cannot exceed the
available CPU resource for each node k′. In (9), ak,k′ = 0
implies that task k has not been assigned to node k′, so no
CPU resources will be allocated to task k. In (10), the allocated
CPU Fk,k′ is restricted to a positive real value.
III. D2D NETWORK OPTIMIZATION MODEL
In this section, we formulate the optimization problem for
minimizing D2D network task completion overhead.We define
the total network overhead as a cost function to be minimized,
consisting of both computation and communication overhead.
A. Computation Overhead
We first define the computation overhead associated with
node k offloading to node k′. Based on the models from
Section II, we can compute the computation time Tcomp(k, k
′)
(in seconds) of task k computed at node k′ according to
Tcomp(k, k
′) =
µkIk
Fk,k′
. (11)
The computation energy consumption Ecomp(k, k
′) (in Joules)
can be computed as
Ecomp(k, k
′) = κk′F
2
k,k′µkIk, (12)
where κk′ is the energy coefficient (in Joules ·
seconds2/cycles3) of node k′ that depends on the processor
chip architecture [33]. Here, κk′F
2
k,k′ denotes the energy
consumption per cycle (in units of Joules/cycle).
With this, we define the computation overhead Ycomp(k, k
′)
as the weighted sum of time and energy consumption, given
by
Ycomp(k, k
′) = (1− βk)Tcomp(k, k′) + βkEcomp(k, k′)
=
(
(1− βk) 1
Fk,k′
+ βkκk′ · F 2k,k′
)
µkIk, (13)
where βk ∈ [0, 1] is a demand overhead factor. From (11)
and (12), note that the time consumption Tcomp(k, k
′) and
energy consumption Ecomp(k, k
′) have tradeoff relationship
with respect to computation resources: as more computation
resources Fk,k′ are used, computation time Tcomp(k, k
′) de-
creases while computation energy Ecomp(k, k
′) increases. The
overhead factor βk trades off the importance of these two
factors, and should be determined by the requirement of task
k. For example, node k with stringent requirement on task
completion time can have a lower βk in order to place more
importance on shortening the time at the expense of more
energy consumption. Ycomp(k, k) gives the local computation
overhead where task k is locally processed at node k.
B. Communication Overhead
We now define the communication overhead associated with
transmission of a task from node k to k′. When k 6= k′, we
can write the signal to interference plus noise ratio (SINR)
from node k to node k′ on subchannel i as
SINR
(i)
k,k′ =
bk,i
∣∣∣zHk′,iH(i)k,k′fk∣∣∣2
K∑
ℓ 6=k
bℓ,i
∣∣∣zHk′,iH(i)ℓ,k′fℓ∣∣∣2 + ‖zk′,i‖22
, (14)
where all other transmit nodes ℓ 6= k using subchannel i are
interferences to the data stream from node k when it uses
subchannel i.
Assuming perfect channel state information (CSI), we can
write the maximum achievable data rate R
(i)
k,k′ (in bits/second)
from node k to node k′ on subchannel i as
R
(i)
k,k′ = W log2
(
1 + SINR
(i)
k,k′
)
, (15)
5where W is the bandwidth of each frequency subchannel.
Then, the total maximum achievable data rate from node k
to node k′ over all subchannels is
Rk,k′ =
S∑
i=1
R
(i)
k,k′ . (16)
When node k is a transmitter, by (5), only one subchannel is
active. In other words, when bk,i = 1, bk,j = 0 for j 6= i,
leading to R
(j)
k,k′ = 0. Letting i(k) be the active subchannel
for node k, i.e., satisfying bk,i(k) = 1, the achievable rate is
Rk,k′ = (17)
W log2

1 +
∣∣∣zHk′,i(k)H(i(k))k,k′ fk∣∣∣2
K∑
ℓ 6=k
bℓ,i(k)
∣∣∣zHk′,i(k)H(i(k))ℓ,k′ fℓ∣∣∣2 + ∥∥zk′,i(k)∥∥22

 .
Given the data rate, we can compute the communication time
Tcomm(k, k
′) (in seconds) from offloading node k’s task to k′
as
Tcomm(k, k
′) =
Ik
Rk,k′
. (18)
The communication energy consumption for node k corre-
sponding to the link from k to k′ is
Ecomm(k, k
′) = (||fk||22 + Pc)
Ik
Rk,k′
, (19)
where Pc is the constant circuit power including power dis-
sipations in the transmit filter, mixer, and digital-to-analog
converter, which are independent of the actual transmit power
||fk||22.
With these expressions for Tcomm(k, k
′) and Ecomm(k, k
′),
the communication overhead Ycomm(k, k
′) is defined with
respect to the overhead factor βk as
Ycomm(k, k
′) = (1− βk)Tcomm(k, k′) + βkEcomm(k, k′)
= (1− βk + βk||fk||22 + βkPc)
Ik
Rk,k′
. (20)
Note that there is a tradeoff between Tcomm(k, k
′) and
Ecomm(k, k
′) with respect to the transmit power ||fk||22: as
more power ||fk||22 is applied, Tcomm(k, k′) decreases due to
the increasing data rate Rk,k′ in (17), while Ecomm(k, k
′)
increases because ||fk||22/Rk,k′ increases.
C. Total Network Overhead
Recall that there are two possibilities for task k: (i) local
processing, i.e., ak,k = 1, and (ii) offloaded processing, i.e.,
ak,k′ = 1 for some k
′ 6= k. Local processing only incurs
computation overhead Ycomp(k, k) while offloaded process-
ing incurs both communication and computation overhead,
Ycomm(k, k
′) + Ycomp(k, k
′). With this, for a given D2D
network topology configuration, we can write the total network
overhead to complete all tasks in the network as
Ytotal =
K∑
k=1
(
ak,kYcomp(k, k)+
K∑
k′ 6=k
ak,k′
(
Ycomm(k, k
′) + Ycomp(k, k
′)
))
. (21)
D. Optimization Formulation
We now formulate the problem jointly optimizing the D2D
network parameters to achieve the minimum total network
overhead Ytotal. The degrees of freedom available are the
task assignments {ak,k′}, computational resource allocations
{Fk,k′}, subchannel allocations {bk,i}, and beamforming de-
sign variables involving transmit beamformers {fk} and re-
ceive combiners {zk′,i}. The optimization problem is given
by:
minimize Ytotal in (21) (22)
subject to
∑K
k′=1
ak,k′ = 1 ∀k, (23)
ak,k′ ∈ {0, 1} ∀k, k′, (24)∑S
i=1
bk,i =
{
1 ∀k with ak,k = 0
0 ∀k with ak,k = 1 (25)∑
k∈Ak′
bk,i ≤ 1 ∀k′, i, (26)
bk,i ∈ {0, 1} ∀k, i, (27)
Rk,k′ defined in (17), (28)
||fk||22 ≤ Pk ∀k, (29)∑K
k=1
Fk,k′ ≤ Fk′ ∀k′, (30)
Fk,k′ = 0 if ak,k′ = 0, (31)
Fk,k′ ≥ 0 ∀k, k′ (32)
variables {fk}, {zk′,i}, {Fk,k′}, {ak,k′}, {bk,i}.
Constraints (23)-(27) and (30)-(32) account for task assign-
ment, subchannel allocation, and CPU allocation requirements,
which were described in Section II-C. (29) captures the con-
straint for the transmission power budget Pk of an individual
node. Note that there is no constraint on {zk′,i} such as a
maximum magnitude restriction because the data rate Rk,k′ is
not affected by the magnitude of zk′,i.
Assuming all nodes have N antennas, meaning that Nk =
N for all k, the optimization is a mixed integer program (MIP)
withK(N+NS+K) non-integer variables from {fk}, {zk′,i},
{Fk,k′}, and K(K+S) integer variables from {ak,k′}, {bk,i}.
The function Ycomm(k, k
′) is non-convex with respect to {fk}
and {zk′,i}, which makes the problem a non-convex MIP.
Existing solvers for non-convex MIPs do not scale well with
the number of variables [34], and even in a relatively small
D2D setting with K = 20 nodes, S = 5 subchannels, and
N = 10 antennas, our problem has already more than 2000
variables. We next turn to addressing the challenge of solving
this optimization at scale.
6E. D2D Network Optimization Assumptions
A few assumptions made on the D2D model in this section
are noteworthy. First, although the network states will be
dynamic over time, we assume a quasi-static scenario with K
active nodes and fixed channels during one codeword block,
similar to previous works [9]–[17], [19], [20]. The algorithms
we develop for solving the optimization (22)-(32) in Section
IV could then be applied to each quasi-static scenario as the
number of nodes and channel conditions change, or at some
suitable time interval. Second, we assume the availability of
a network operator, e.g., a base station, which can solve the
optimization in a centralized manner via measurements of CSI,
availability of subchannels, and knowledge of computation
resources. This operator does not provide any additional
computational capability to the D2D network as we assume it
is occupied solving the optimization. Third, we do not take into
account the process of transferring the result of an offloaded
task computation back to the source node. We consider that
the output data is negligible in size compared with the task so
that it can be transferred through the network with minimal
load.
IV. OPTIMIZATION ALGORITHMS
In this section, we develop two methods for solving the
minimum overhead optimization problem (22)-(32). The first
method, semi-exhaustive search, provides a best-effort attempt
to obtain the optimal solution, but has exponential complexity.
The second method, efficient alternate optimization, reduces
the complexity to polynomial time, for which we use semi-
exhaustive search as an optimality benchmark.
A. Semi-Exhaustive Search Optimization
Given the task assignments {ak,k′} and subchannel allo-
cations {bk,i} variables are binary, an intuitive approach to
solving the optimization is to exhaustively search through
all of their possibilities, so long as the search space is not
prohibitively large. Then, for each possibility, we can derive
solvers for the non-integer variables {fk}, {zk′,i}, and {Fk,k′}.
We refer to this method as semi-exhaustive search. The overall
procedure is described in Algorithm 1: each choice of {ak,k′}
and {bk,i} satisfying constraints (23)-(27) is considered. For
given task assignments {ak,k′}, we solve the CPU allocation
problem for the processing resources {Fk,k′}, which is a con-
vex problem. In addition, for fixed task assignments {ak,k′}
and subchannel allocations {bk,i}, we solve the problem with
respect to the beamformers {fk} and combiners {zk′,i}, which
is a beamforming design problem. We will develop solutions
to these two problems in the rest of this section.
1) CPU allocation: With task assignments {ak,k′} deter-
mined, the optimization problem (22)-(32) with respect to CPU
allocations {Fk,k′} can be reduced to
minimize
K∑
k′=1
K∑
k=1
ak,k′Ycomp(k, k
′) (33)
subject to Constraints (30)− (32) (34)
variables {Fk,k′}.
Algorithm 1 Semi-exhaustive search optimization
1: Initialize
2: Set G⋆ = ∅ and Y ⋆total = Υ (e.g., Υ = 10
5).
3: repeat
4: Generate new {ak,k′} and {bk,i}, which satisfy the conditions
(23)-(27).
5: CPU allocation: Solve for {Fk,k′} with {ak,k′} from (35)-
(37)
6: Beamforming design: Solve for {fk} and {zk′,i} with {ak,k′}
and {bk,i} from Algorithm 2.
7: Calculate Ytotal in (21) with the solution set G =
{{ak,k′}, {bk,i}, {fk}, {zk′,i}, {Fk,k′}}.
8: if Ytotal < Y
⋆
total then
9: Update Y ⋆total = Ytotal and G
⋆ ← G.
10: end if
11: until There is no possible case of {ak,k′} and {bk,i}
12: return {ak,k′}, {bk,i}, {fk}, {zk′,i}, {Fk,k′} in G
⋆
The problem can be decomposed into K independent subprob-
lems: each node can allocate its own CPU regardless of the
others. For each node k′ ∈ K, the optimization problem is
given as
minimize
K∑
k=1
ak,k′ ((1 − βk) 1
Fk,k′
+ βkκF
2
k,k′ )µkIk (35)
subject to
K∑
k=1
Fk,k′ ≤ Fk′ , Fk,k′ ≥ 0 ∀k, (36)
Fk,k′ = 0 if ak,k′ = 0 (37)
variables Fk,k′ ∀k.
Note that Ycomp(k, k
′) is convex with respect to {Fk,k′} (since
all parameters in Ycomp(k, k
′) are positive) and the constraints
(30)-(32) are also convex. Therefore, optimization (33)-(34) is
convex. The decomposed subproblem (35)-(37) for each k′ is
also a convex problem that can be easily solved.
2) Beamforming design: With task assignments {ak,k′} and
subchannel allocations {bk,i} determined, the optimization
problem (22)-(32) with respect to the beamforming design
variables fk and zk′,i ∀k, k′ ∈ K, i ∈ S, can be reduced to
minimize
K∑
k=1
K∑
k′ 6=k
ak,k′Ycomm(k, k
′) (38)
subject to Constraints (28)− (29) (39)
variables fk, zk′,i ∀k, k′ ∈ K, i ∈ S.
We refer to this as the minimum communication overhead
beamforming (MCOB) problem. Conventionally, objective
functions in beamforming resource allocation problems take
the form of sum rate or sum harmonic rate utility functions
[35]. In our D2D setting, the objective instead becomes the
weighted sum of time and energy consumption for transmis-
sion.
We are interested in determining the variables fk and zk′,i
related to active data streams, i.e., for k, k′, and i with ak,k′ =
1 and bk,i = 1. Denote set of all transmit nodes as KTx =⋃
k′∈KAk′ ⊂ K from (7). Since each node k ∈ KTx offloads
7to one k′ on one subchannel i, we index this datastream as
the tuple (k, k′, i).1 Our problem can be then rewritten as
minimize
∑
k∈KTx
(1− βk + βk||fk||22 + βkPc)
Ik
Rk,k′
(40)
subject to ||fk||22 ≤ Pk ∀k ∈ KTx (41)
variables fk, zk′,i ∀k ∈ KTx.
This problem is non-convex and hard to solve due to due to
the logarithm term in the data rate Rk,k′ in (17). However, if
the beamformers2 {fk} are fixed, minimizing (40) leads to the
well known minimum mean square error (MMSE) receiver.
If we restrict ourselves to using MMSE receiver, we can
transform the data rate into a quadratic form with the following
lemma.
Lemma 1. With an MMSE-designed receiver, the data rate in
(17) can be represented in quadratic form as
Rk,k′ = max
zk′,i,wk
uk({fk}, zk′,i, wk), (42)
where
uk({fk}, zk′,i, wk) = −w−1k emsek ({fk}, zk′,i)− logwk + 1,
(43)
wk ∈ R+ is an auxiliary variable, and the term emsek is the
MSE of receive node k′ given by
emsek ({fk}, zk′,i) = (1 − zHk′,iH(i)k,k′fk)H(1 − zHk′,iH(i)k,k′ fk)
+zHk′,i(
K∑
ℓ 6=k
bℓ,iH
(i)
ℓ,k′fℓf
H
ℓ H
(i)H
ℓ,k′ + I)zk′,i. (44)
The proof is immediate from [36]. Since uk is concave with
respect to each of the variables {fk}, zk′,i and wk, the optimal
solution to (42) is
z⋆k′,i = J
−1
k H
(i)
k,k′ fk, (45)
w⋆k = e
mse
k ({fk}, z⋆k′,i), (46)
where Jk =
K∑
ℓ=1
bℓ,iH
(i)
ℓ,k′fℓf
H
ℓ H
(i)
ℓ,k′ + I. Note that z
⋆
k′,i is the
MMSE receiver solution.
Using the formulation in Lemma 1, the optimization prob-
lem (40)-(41) can be written as
minimize
∑
k∈KTx
Ik
gk(fk)
uk({fk}, zk′,i, wk) (47)
subject to ||fk||22 ≤ Pk ∀k ∈ KTx (48)
variables {fk}, {zk′,i}, {wk},
where
gk(fk) = 1− βk + βk||fk||22 + βkPc. (49)
For a given {fk}, the optimal solutions of zk′,i and wk
for (47)-(48) are given by (45) and (46). Moreover, for given
1Once {ak,k′} and {bk,i} are determined, the tuple (k, k
′, i) is specified
by k and can be written as (k, k′(k), i(k)). For convenience, we are omitting
the dependency of k′ and i on k.
2In this case, the notation {fk} is short for {fk}k∈KTx which denotes all
variables fk with k ∈ KTx. Throughout the paper, the context will make
the distinction clear. The same simplification is applied for {zk′,i}, {wk},
{λk}, and {γk}.
zk′,i and wk , the function gk is convex and uk is concave with
respect to {fk}. Optimization (47)-(48) with respect to {fk} is
thus a convex-concave multiple-ratio fractional programming
problem [37], which is not convex. Motivated by [38], we will
exploit the fractional programming approach to solve it.
Specifically, we have the following theorem, which intro-
duces an equivalent problem that is convex with respect to
each individual set of variables {fk}, {zk′,i}, and {wk} when
two other sets of variables {λk} and {γk} are introduced.
Theorem 1. Consider the optimization problem
minimize
∑
k∈KTx
λk(gk(fk)− γkuk({fk}, zk′,i, wk)) (50)
subject to ||fk||22 ≤ Pk ∀k ∈ KTx (51)
variables {fk}, {zk′,i}, {wk},
and the system equations
λk =
Ik
uk({fk}, zk′,i, wk) , γk =
gk(fk)
uk({fk}, zk′,i, wk) . (52)
If {f˜k}, {z˜k′,i}, and {w˜k} are solutions of the problem (50)-
(51) and also simultaneously satisfy the system equations in
(52), then they are optimal solutions to (47)-(48).
The proof of Theorem 1 is relegated to the Appendix.
Optimization (47)-(48) is equivalent to (50)-(52) in the sense
that they have the same globally optimal solutions. Using the
fact that optimization (50)-(51) is convex with respect to each
set of variables {fk}, {zk′,i}, and {wk}, we will solve for
each set, iteratively, which will yield solutions with {λk}
and {γk} being fixed. Specifically, we propose an iterative
algorithm to solve (50)-(51) and satisfy the system equations
(52) simultaneously: given {λk} and {γk}, we solve for {fk},
{zk′,i}, and {wk}, and then update {λk} and {γk} from the
updated variables {fk}, {zk′,i}, and {wk}.
To solve (50)-(51) for fixed {λk} and {γk}, we use the
block coordinate descent (BCD) method, where each set of
the variables is solved fixing the other two. In particular, with
{fk} and {wk} fixed, the optimal solution of each zk′,i is given
in (45). With {fk} and {zk′,i} fixed, the optimal solution of
each wk is given in (46). The remaining part is to solve for
{fk} with {zk′,i} and {wk} fixed.
To solve for {fk}, the objective function in (50) can be
organized as follows by replacing uk and gk with (43) and
(49):∑
k∈KTx
λkgk(fk)−
∑
k∈KTx
λkγkuk({fk}, zk′,i, wk)
=
∑
k∈KTx
λk
(
1− βk + βkPc − γkw−1k − γkw−1k zHk′,izk′,i
− γk logwk + γk
)
+
∑
k∈KTx
λk
(
βk||fk||22 − 2γkw−1k Re[zHk′,iH(i)k,k′ fk]
)
+
∑
k∈KTx
fHk Σkfk, (53)
8Algorithm 2 Minimum communication overhead beamform-
ing (MCOB) algorithm
1: Initialize
2: Choose arbitrary {f (0)k } with ||f
(0)
k ||
2
2 = Pk where f
(0)
k ∈ C
Nk .
3: Update {z(0)
k′,i
} and {w(0)k } from (45) and (46).
4: Update the system equations {λ
(0)
k } and {γ
(0)
k } from (52) with
{f
(0)
k }, {z
(0)
k′,i
}, and {w
(0)
k }.
5: Set ρ(0) = 1. Set the iteration number j = 1.
6: repeat
7: Solve for {f (j)k } from (55)-(56).
8: Update {z(j)
k′,i
} and {w(j)k } from (45) and (46).
9: Calculate the objective function ρ(j) in (50) with {f (j)k },
{z(j)
k′,i
}, and {w(j)k }.
10: Update the system equations {λ(j)k } and {γ
(j)
k } from (52)
with {f (j)k }, {z
(j)
k′,i
}, and {w(j)k }.
11: Calculate the system equation error ζ(j) from (57).
12: Set j = j + 1.
13: until
∣
∣
∣ρ
(j) − ρ(j−1)
∣
∣
∣ ≤ ε and ζ(j) ≤ ε (e.g., ε = 10−4)
14: Obtain the solutions, {fk} = {f
(j)
k } and {zk′,i} = {z
(j)
k′,i
}
15: return {fk}, {zk′,i}
where
Σk =
∑
ℓ∈KTx
λℓγℓw
−1
ℓ bℓ,i(ℓ)H
(i(ℓ))H
k,k′(ℓ) zk′(ℓ),i(ℓ)z
H
k′(ℓ),i(ℓ)H
(i(ℓ))
k,k′(ℓ).
(54)
In (54), for the tuple (ℓ, k′(ℓ), i(ℓ)), k′(ℓ) denotes the receive
node of the transmit node ℓ and i(ℓ) denotes the subchannel
that ℓ uses. Since the first term in (53) is constant with respect
to {fk}, we are only interested in the second and third terms.
The optimization can be decoupled into |KTx| independent
subproblems, one for each fk, as
minimize λkβk||fk||22 − 2λkγkw−1k Re[zHk′,iH(i)k,k′fk]
+ fHk Σkfk (55)
subject to ||fk||22 ≤ Pk (56)
variables fk
This is a quadratically constrained quadratic program (QCQP)
problem, which can be solved by applying the KarushKuhn-
Tucker (KKT) conditions [39]. Since it is a standard procedure,
we omit the details here.
With {fk}, {zk′,i}, and {wk} in hand, we can then update
{λk} and {γk} using (52). The overall MCOB algorithm is
demonstrated in Algorithm 2, which determines {fk}, {zk′,i},
{wk}, {λk}, and {γk} that are the solutions to (50)-(52), The
algorithm runs until the objective function value ρ in (50)
changes less than a threshold and the system equation error is
also less than that. Here, we define the system equation error
as
ζ(j) =
∑
k∈KTx
(∣∣∣λ(j)k − λ(j−1)k ∣∣∣2 + ∣∣∣γ(j)k − γ(j−1)k ∣∣∣2
)
. (57)
B. Efficient Alternate Optimization
In this section, we propose a computationally efficient alter-
native to the semi-exhaustive search optimization (Algorithm
Algorithm 3 Efficient alternate optimization
1: Initialize
2: Set Y curtotal = Υ (e.g., Υ = 10
5).
3: Generate arbitrary {ak,k′} and {bk,i}, which satisfy the condi-
tions (23)-(27).
4: repeat
5: Update Y
prev
total = Y
cur
total
6: Beamforming design: Solve for {fk} and {zk′,i} with {ak,k′}
and {bk,i}, using Algorithm 2.
7: Greedy algorithm: Solve for {ak,k′}, {bk,i}, and {Fk,k′} with
{fk} and {zk′,i}, using Algorithm 4.
8: Calculate Y curtotal in (21) with {ak,k′}, {bk,i}, {fk}, {zk′,i},
and {Fk,k′}.
9: until |Y curtotal − Y
prev
total | < ε (e.g., ε = 10
−4)
10: return {ak,k′}, {bk,i}, {fk}, {zk′,i}, {Fk,k′}
1) that avoids the brute force strategy of handling the binary
variables {ak,k′} and {bk,i}. This method, which we term
efficient alternate optimization, is demonstrated in Algorithm
3. The key idea is that we divide the optimization (22)-(32)
into two subproblems and solve them alternately. The first
problem is the beamforming design for the variables {fk}
and {zk′,i} given task assignments {ak,k′} and subchannel
allocations {bk,i}, which we already developed in Algorithm
2. The second problem is the resource allocation design
for {ak,k′}, {bk,i}, and CPU allocation {Fk,k′} with given
beamforming design variables {fk} and {zk′,i}.
Algorithm 4 demonstrates our approach for the resource
allocation problem. The key idea is that at each step, we
determine the data stream tuple (k, k′, i) that provides the
most reduction in overhead, and allocate these resources
accordingly. The process continues until there are no cases
that any tuple will improve the optimization objective. The
maximizer for the current step is determined as
(k˜, k˜′, i˜) = argmax
k∈KTx, k
′∈KRx, k 6=k
′, i∈I,
k,k′,i satisfy (23)−(27)
ηk,k′,i, (58)
where KTx denotes the candidate set of transmit nodes, KRx
denotes the candidate set of receive nodes, and ηk,k′,i is the
offloading benefit provided by tuple (k, k′, i). The offloading
benefit is defined as
ηk,k′,i = Y
loc − Y off , (59)
which quantifies the reduction in network overhead by offload-
ing from node k to k′ on subchannel i on top of the current
resource allocations. Y loc denotes the total network overhead
in case of no offloading from k to k′, while Y off denotes the
total network overhead in case of offloading.
Algorithm 4 begins with KTx = K, KRx = K, meaning that
all of the nodes are candidates for transmit and receive. With
A denoting the task assignment set A = {(k, k′) : ak,k′ = 1}
and B denoting the subchannel allocation set B = {(k, i) :
bk,i = 1}, initially A = B = ∅.
For a given A and B, Y loc is computed as
Y loc =
∑
(k,k′)∈Aloc
Y ⋆comp(k, k
′) +
∑
(k,k′)∈Aloc,
k 6=k′,(k,i)∈B
Ycomm(k, k
′),
(60)
9Algorithm 4 Greedy algorithm for task assignment, subchan-
nel allocation, and CPU allocation
1: Initialize
2: Set KTx = K, KRx = K, A = ∅, and B = ∅
3: repeat
4: (k˜, k˜′, i˜) = argmax
k∈KTx, k
′∈KRx, k 6=k
′, i∈I,
k,k′,i satisfy (23)−(27)
ηk,k′,i,
where ηk,k′,i = Y
loc−Y off . The Y loc and Y off are given in
(60) and (62).
5: if ηk˜,k˜′ ,˜i ≤ 0 then
6: Update A ← A ∪ {(k, k) : k ∈ KTx} and terminate the
algorithm (set KTx = ∅).
7: else
8: Update KTx ← KTx \ {k˜, k˜
′},
A ← A∪{(k˜, k˜′), (k˜′, k˜′)}, and B ← B∪{(k˜, i˜)}.
9: end if
10: until KTx = ∅
11: Update {ak,k′} with ak,k′ = 1 for (k, k
′) ∈ A and ak,k′ = 0
otherwise. Update {bk,i} with bk,i = 1 for (k, i) ∈ B and bk,i =
0 otherwise. Update {Fk,k′} as the solution to the optimization
(33)-(34).
12: return {ak,k′}, {bk,i}, {Fk,k′}
where Y ⋆comp(k, k
′) is the value of Ycomp(k, k
′) obtained by
the optimal solution to (33)-(34) for the allocation set Aloc,
and
Aloc = A ∪ {(k, k), (k′, k′)}. (61)
Aloc denotes the new task assignment set when node k and
k′ process locally. In Algorithm 4, k′ is added as a local
processing node. Otherwise, it might happen that at current
step, task k occupies all of the CPU of node k′ without
consideration of allocating CPU to task k′. Then, k′ has no
choice but to offload to other nodes at the next step. To
overcome this, we consider the local processing of task k′
when task k is being considered for offloading to node k′.
On the other hand, Y off is given by
Y off =
∑
(k,k′)∈Aoff
Y ⋆comp(k, k
′) +
∑
(k,k′)∈Aoff ,
k 6=k′,(k,i)∈Boff
Ycomm(k, k
′),
(62)
where Y ⋆comp(k, k
′) is the optimal value for the allocation set
Aoff , and
Aoff = A∪ {(k, k′), (k′, k′)}, Boff = B ∪ {(k, i)}. (63)
Aoff denotes the new task assignment set when node k offloads
to k′. Boff denotes the new subchannel allocation set when
node k uses subchannel i for offloading.
In each step of Algorithm 4, as long as the best data
stream (k˜, k˜′, i˜) from (58) has a positive offloading benefit
ηk˜,k˜′ ,˜i, then these resources are allocated. This means task k˜
is offloaded to node k˜′ with the transmission on subchannel
i˜, and node k˜′ locally processes the task k˜′. As a result, we
update A ← A ∪ {(k˜, k˜′), (k˜′, k˜′)} and B ← B ∪ {(k˜, i˜)}.
Since nodes k˜ and k˜′ are no longer candidate transmit nodes,
we update KTx ← KTx \{k˜, k˜′}. Once there is no data stream
with positive offloading benefit, the algorithm is terminated,
and all remaining candidate transmit nodes are assigned to
local processing.
C. Discussion of Optimality
As mentioned previously, Algorithm 1 (semi-exhaustive
search) represents a best-effort approach for solving the op-
timization (22)-(32) with manageable complexity for small
networks. We will explain this reasoning now. Then, in Sec-
tion IV-D, we will compare the computational complexities
between Algorithms 1 and 3.
The optimal solution to (22)-(32) can be obtained (in
theory) by solving for the non-integer variables for all
possible combinations of integer variables. If we repre-
sent the objective function Ytotal in its functional form
Ytotal({ak,k′}, {bk,i}, {Fk,k′}, {fk}, {zk′,i}), then by fixing
the binary variables as {a¯k,k′} and {b¯k,i}, we are left with
the problem
min
{Fk,k′},{fk},{zk′,i}
Ytotal({a¯k,k′}, {b¯k,i}, {Fk,k′}, {fk}, {zk′,i}),
(64)
subject to the constraints. Since the CPU allocation variable
{Fk,k′} is not affected by the beamforming design variables
{fk} and {zk′,i}, and vice versa, this optimization can be
divided into two independent problems given by
min
{Fk,k′}
Ytotal({a¯k,k′}, {b¯k,i}, {Fk,k′}, {fk}, {zk′,i}), (65)
and
min
{fk},{zk′,i}
Ytotal({a¯k,k′}, {b¯k,i}, {Fk,k′}, {fk}, {zk′,i}).
(66)
In summary, the optimization variables in (64) are separable,
and the problem can be decomposed into (65) and (66) for
every combination of {a¯k,k′} and {b¯k,i}.
Consider how the proposed semi-exhaustive search opti-
mization addresses (65) and (66). Problem (65) is convex: for
this, we arrive at the convex problem (35)-(37) decomposed
across nodes. Thus, we obtain the optimal solution {F ⋆k,k′} for
this set of integer variables as
{F ⋆k,k′} = argmin
{Fk,k′}
Ytotal({a¯k,k′}, {b¯k,i}, {Fk,k′}, {fk}, {zk′,i}).
(67)
On the other hand, problem (66) is non-convex. To solve it,
we developed the iterative MCOB algorithm for optimizing
the receive combiner {zk′,i} fixing the transmit beamformer
{fk} and vice versa (see Algorithm 2). The solution for {z⋆k′,i}
for a fixed {f¯k} based on an MMSE receiver is given in (45),
such that
{z⋆k′,i} = argmin
{zk′,i}
Ytotal({a¯k,k′}, {b¯k,i}, {Fk,k′}, {f¯k}, {zk′,i}).
(68)
The solution {f⋆k} for a fixed {z¯k′,i} is given in (55)-(56),
such that
{f⋆k} = argmin
{fk},{Pk}
Ytotal({a¯k,k′}, {b¯k,i}, {Fk,k′}, {fk}, {z¯k′,i}).
(69)
Although {f⋆k} and {z⋆k′,i} are not guaranteed to be optimal
solutions to the non-convex optimization in (66), they are
practical solutions that have an efficient tradeoff between
optimality and computational complexity. Similar tradeoffs
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have been made in related works [36], [38], [40], [41] for
this reason. However, {z⋆k′,i} is an optimal solution for a given
{f¯k}, and {f⋆k} is an optimal solution for a given {z¯k′,i}, which
is one of the main contributions of this paper.
D. Computational Complexity
The semi-exhaustive search optimization still requires sig-
nificant computation due to the potential number of combina-
tions of {ak,k′} and {bk,i}. The efficient alternate optimization
is much more computationally efficient, and as we will see in
Section V-B, its observed solutions have comparable perfor-
mance to that of the semi-exhaustive search optimization.
Considering the computational complexities of both algo-
rithms with respect to the integer variables, we have the
following lemma:
Lemma 2. With respect to the task assignment and subchannel
allocation variables, the semi-exhaustive search optimization
(Algorithm 1) hasO((KS−S+1)K) and the efficient alternate
optimization (Algorithm 3) has O(K3S), where K and S are
the number of nodes and number of subchannels, respectively.
The proof is relegated to the Appendix. The computa-
tional complexity of the semi-exhaustive search optimization
is worse than exponential in the number of nodes, while
that of the efficient alternate optimization is polynomial. For
example, if we consider even K = 10 and S = 2, the
semi-exhaustive search optimization already has up to 1910
combinations of binary variables to consider (depending on
condition (25)), and the optimization for non-integer variables
will be performed for each combination. In contrast, the
efficient alternate optimization limits the number of combi-
nations in this case to at most 2000, depending on how many
combinations provide a positive offloading benefit. Further, the
full optimization over non-integer variables is performed once
the best combination is determined, i.e., it is not performed
for every binary combinations.
V. PERFORMANCE EVALUATION AND DISCUSSION
In this section, we conduct experiments to validate our
methods for minimizing the total network overhead in D2D
networks. After discussing our setup (Section V-A), in Section
V-B, we will quantify improvements relative to local process-
ing and compare the efficient alternate optimization to the
semi-exhaustive search optimization. Then, in Sections V-C to
V-F, we will evaluate the performance of the efficient alternate
optimization in different network settings.
A. Experimental Setup
1) Parameter values: For all of our experiments, we select
values that are common to mobile computing environments
[42], [43]. We assume each channel H
(i)
k,k′ is a realization
of a spatially uncorrelated Rayleigh fading channel where
the entries are i.i.d. CN (0, 1). We assume that the individual
transmit power limit is Pk = P = 33 dBm [42] for k ∈ K,
the noise power is σ2 = 1, the circuit power is Pc = 10
dBm [43], and the subchannel bandwidth is W = 2 MHz.
The transmit beamformers fk and receive combiners zk′,i are
initially generated to be uniformly distributed on the complex
sphere [44] with radius
√
P and 1, respectively, for k, k′ ∈ K
and i ∈ S.
To emulate heterogeneous devices, we consider different
data sizes and CPUs across the nodes. For the data size,
Ik ∼ U(1, 50) with units of Mbits for each node k, where
U(a, b) denotes the uniform distribution on the interval [a, b].
For CPU, we consider a bimodal distribution for each node
k′: Fk′ ∼ 34U(0.1, 0.3) + 14U(1, 3), with units of GHz. This
selection generates a composition of resource-hungry and
resource-rich devices randomly for the network. We assume
constant processing density is µk = 200 cycles/bit, and energy
coefficients κk′ = 3.5×10−27 across all nodes, as in [42]. The
overhead factor βk is assumed to be the same for all nodes,
i.e., βk = β for all k. Unless otherwise stated, β = 0.5. All
nodes are considered to have N transmit and receive antennas,
i.e., Nk = N for all k.
Each experiment is averaged over 100 random channel re-
alizations. For the efficient alternate optimization, we consider
20 different initializations of {ak,k′} and {bk,i}, and choose
the best solution. The threshold for Algorithm 2 and 3 is
ε = 10−4.
2) Baselines: We compare the proposed algorithms with
three different baselines. The first baseline is local compu-
tation, where all the nodes locally process their own tasks
without offloading. The total network overhead for local
processing is
Ytotal =
K∑
k=1
Ycomp(k, k). (70)
This baseline will be used to assess the improvements obtained
via our offloading optimization methodology.
The second baseline is the efficient alternate optimization
with the weighted minimum mean square error (WMMSE)
approach [36] used in place of Algorithm 2. WMMSE is
an existing method for beamforming design with a sum-
utility maximization objective, proposed in [36]. Specifically,
in place of (38)-(39), with WMMSE, we minimize the total
communication time as
min
{fk},{zk′,i}
K∑
k=1
K∑
k′ 6=k
ak,k′Tcomm(k, k
′). (71)
This baseline will allow us to assess the importance of
balancing time and energy as competing objectives in overhead
minimization.
The third baseline is the efficient alternate optimization
but with equal CPU allocation. For a given task assignment,
the CPU is equally allocated across the requested tasks.
Specifically, in Algorithm 4, we do not consider the mini-
mization problem with respect to {Fk,k′} in (60) and (62).
This baseline, together with the second baseline, will assess
the importance of our formulation as a joint optimization over
communication and computation resources.
B. Optimality and Convergence
Our first experiment compares the total network overhead
incurred by semi-exhaustive search, efficient alternate opti-
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Fig. 3: The total network overhead obtained by the semi-
exhaustive search optimization, the efficient alternate opti-
mization and local computation where S = 2 and N = 5.
Even for small networks, offloading enables a high reduction
in total network overhead compared to local computation.
mization, and local computation for different numbers of nodes
K . Fig. 3 shows the results as K varies from 3 to 8 in
a small network with S = 2 and N = 5. Compared to
the local computation, we see that offloading through our
methodology results in a significant decrease in the total
network overhead even for small D2D networks, from 25 to
30% as the number of nodes increases. Recall that the semi-
exhaustive search optimization gives a lower bound on the
total network overhead that can be obtained within reason.
Nevertheless, its implementation is computationally infeasible
even for more than K = 8. On the other hand, we can
see in Fig. 3 that the efficient alternate optimization gives
almost the same overhead performance as the semi-exhaustive
search optimization. Thus, moving forward, we will employ
the efficient alternate optimization, as its runtime is much more
efficient.
Fig. 4 shows the convergence behavior of the efficient
alternate optimization, plotting the total network overhead
obtained after each iteration of Algorithm 3, for the same
settings in Fig. 3 and K = 10 nodes. After the first iteration,
the total network overhead decreases dramatically due to the
high reduction in communication overhead obtained from the
beamforming design. We observe in our experiments that, the
objective function generally converges within a few iterations.
C. Communication-Computation Overhead Tradeoff
Our next experiment assesses the benefit provided by each
offloading node that the greedy algorithm adds in the efficient
alternate optimization. Specifically, Fig. 5 shows the change
in overhead as more data streams (k, k′, i) are added for
offloading in Algorithm 4, for K = 20, S = 2, and
N = 5. We show the evolution of the communication overhead
Ycomm =
∑K
k=1
∑K
k′ 6=k ak,k′Ycomm(k, k
′), the computation
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Fig. 4: Convergence behavior of the efficient alternate opti-
mization algorithm when K = 10, S = 2, and N = 5.
The total network overhead converges within a few iterations,
reaching a 27% improvement over local computation.
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Fig. 5: Evolution of the computation (left axis), communica-
tion (right axis), and total (left axis) network overheads after
each iteration of the greedy algorithm, for K = 20, S = 2,
and N = 5. Each iteration adds an offloading node as long as
the increase in Ycomm is outweighed by the decrease in Ycomp.
overhead Ycomp =
∑K
k=1
∑K
k′=1 ak,k′Ycomp(k, k
′), and the
total overhead Ytotal = Ycomm + Ycomp.
Overall, we see that the total network overhead is decreasing
at each iteration, which is consistent with the operation of
the greedy algorithm. This is obtained by trading an in-
crease in communication overhead for a more substantial
decrease in computation overhead. The algorithm successively
exploits low-cost opportunities for offloading from resource
constrained to resource-rich nodes, until such opportunities are
no longer cost-effective. In this case, 25% of the nodes (5 out
of 20) become offloading nodes by the time the algorithm
terminates.
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Fig. 6: Communication overhead with varying subchannels S
for K = 20 and N = 5. Our method leverages additional
subchannels for overhead reduction via interference mitigation.
We obtain an improvement of roughly 10% over the case
where WMMSE is used for beamforming design.
D. Varying Interference Management Resources
Our next experiments assess the communication overhead
reduction obtained by our methodology from leveraging in-
terference management resources. When the number of sub-
channels S and number of antennas N are limited, we expect
that communication overhead will be higher due to decreasing
transmission data rates from inter-channel interferences. Fig.
6 shows the effect of S on Ycomm for both the efficient
alternate optimization and the baseline using WMMSE, when
N = 5 and there are K = 20 devices. We see that the
total communication overhead decreases as the number of
subchannels increases because more subchannels enable avoid-
ing interferences by allocating non-overlapping subchannels
to different data streams. Moreover, the efficient alternate
optimization with MCOB gives better performance than that
with WMMSE – with improvements of roughly 10% for each
choice of S – because MCOB is designed to minimize the total
communication overhead, while WMMSE minimizes only the
total communication time.
Fig. 7 shows the effect on communication overhead as more
antennas are employed, for K = 20 and S = 1. With a limited
number of subchannels available (S = 1), the beamforming
strategy plays a significant role in communication overhead re-
duction. As N increases, our methodology is able to suppress
the interferences further due to the increased spatial degrees
of freedom. The gap in communication overhead between the
efficient alternate optimization with MCOB vs. WMMSE also
increases with more antennas, reaching an improvement of
over 20%.
E. Varying Time/Energy Optimization Importance
We are also interested in the impact of the importance
placed on time vs. energy in our communication overhead
optimization. Recall that this is controlled by the overhead
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Fig. 7: Communication overhead with varying antennas N for
K = 20 and S = 1. Interferences can be suppressed further
with a larger number of antennas due to the directionality
introduced by transmit beamforming and receive combining.
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Fig. 8: Communication overhead varying the overhead factor
β for K = 20, S = 2, and N = 5. As more weight is placed
on energy consumption (β increases), the optimization with
MCOB outperforms WMMSE, since MCOB is designed to
incorporate both factors.
factor β: if β = 0, the overall problem aims to minimize time
consumption, and if β = 1, the problem shifts to minimizing
energy consumption. Fig. 8 shows total communication over-
head as β varies from 0 to 1 with both MCOB and WMMSE,
for K = 10, S = 2, and N = 5. When β is small, the perfor-
mances of MCOB and WMMSE are almost identical, as the
emphasis is on completion time minimization. However, once
β > 0.3, MCOB begins to show a substantial improvement
in communication overhead compared to WMMSE, as more
weight is put on energy consumption with increasing β. In
MCOB, the obtained value of Ycomm is highest at β = 0.5, as
this places an equal emphasis on the two competing objectives.
This experiment shows that MCOB can be considered as
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Fig. 9: Impact of the number of nodes K on the total network
overhead for S = 2 and N = 5. The offloading-enabled
methods scale better than local computation with respect to
the network size. The improvement of the efficient alternate
optimization relative to the two partially-optimized baselines
emphasizes the importance of our holistic optimization ap-
proach.
a generalized beamforming design scheme with respect to
communication overhead reduction.
F. Varying the Number of Nodes
Our last experiment compares the total network overhead
obtained by efficient alternate optimization and the three
baselines as the size of the D2D network changes. Fig. 9 plots
Ytotal asK increases for S = 2 andN = 5. Compared to local
computation, the other three schemes each yield significant
reduction in the total network overhead due to the benefit of
offloading. Furthermore, the offloading-enabled methods scale
better as the size of the network increase: the performance
gap widens and the improvement of the efficient alternate
optimization stays around 30% consistently. With more nodes,
there are offloading opportunities, leading to more overhead
reduction.
In comparing the offloading-enabled methods, we note that
the efficient alternate optimization consistently outperforms
the equal CPU allocation and WMMSE baselines (by 10%
and 7%, respectively), which are partially optimized solu-
tions. This emphasizes the importance of considering a joint
optimization of communication and computation resources to
obtain the lowest overhead in an environment of heterogeneous
wireless devices. The equal CPU allocation baseline is a
lower complexity algorithm, however, given it does not solve
the CPU optimization problem. This could be a necessary
tradeoff if optimization speed is critical, which depends on
the timescale at which the solver is employed in practice.
VI. CONCLUSION
In this paper, we proposed a novel optimization method-
ology that minimizes the total network overhead required
to process a set of tasks in wireless D2D edge networks.
Our optimization model consists of several computation and
communication resources including topology configuration,
CPU allocations, subchannel allocations, and beamforming
design for MIMO transmitters and receivers. Given that the
problem is a non-convex mixed integer program, we proposed
two methods to solve it: semi-exhaustive search optimization
and efficient alternate optimization. In analyzing the optimality
and computational complexity of the proposed methods, we
showed that the semi-exhaustive search can be regarded as a
best effort for optimality, while the efficient alternate optimiza-
tion has much smaller computational complexity. Through
our numerical experiments, we showed the total network
overhead can be reduced significantly by leveraging offloading
opportunities to resource-rich nodes in D2D networks. Further,
in comparison with solutions that only optimize a subset of
the variables, our results showed that joint communication and
computation resource optimization is critical to obtaining the
highest reductions in network overhead.
This paper focused on the optimization of task processing
within a single time-frame. A key direction for future work is
to extend the proposed optimization to operate over multiple
time-frames where tasks may be queued for future processing.
Considering discrete time instances, we could optimize the
allocation of resources in each time-frame, given the partici-
pating nodes, tasks generated, available CPUs of nodes, task
queues at each node, and available number of subchannels.
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APPENDIX
PROOF OF THEOREM 1
We first rewrite the problem (47)-(48) to an equivalent form
by introducing an auxiliary variable γk ∈ R++ for k ∈ KTx
as
minimize
∑
k∈KTx
Ikγk (72)
subject to
gk(fk)
uk({fk}, zk′,i, wk) ≤ γk, (73)
||fk||22 ≤ Pk ∀k ∈ KTx (74)
variables {fk}, {zk′,i}, {wk}, {γk}.
Introducing the Lagrange multipliers {λk} and {µk} for the
two inequality constraints in (73)-(74), we obtain the Lagrange
function L(·) of the problem (72)-(74) as
L({fk}, {zk′,i}, {wk}, {γk}, {λk}, {µk}) = (75)∑
k∈KTx
Ikγk +
∑
k∈KTx
λk(gk − γkuk) +
∑
k∈KTx
µk(||fk||22 − Pk)
where uk({fk}, zk′,i, wk) and gk(fk) are denoted as uk and
gk for simplicity.
Assuming that {f˜k}, {z˜k′,i}, {w˜k}, and {γ˜k} are the so-
lutions of the problem (72)-(74), they must satisfy the KKT
conditions
∂
∂fk
L(·) = 0, ∂
∂zk′,i
L(·) = 0, ∂
∂wk
L(·) = 0,
∂
∂γk
L(·) = Ik − λkuk = 0, (76)
λk(gk − γkuk) = 0, µk(||fk||22 − Pk) = 0, (77)
gk ≤ γkuk, ||fk||22 ≤ Pk, (78)
λk ≥ 0, µk ≥ 0 ∀k ∈ KTx, (79)
where (76)-(79) represent the conditions of stationarity, com-
plementary slackness, primal feasibility, and dual feasibility.
From (43) and (49), uk ≥ 0 and gk > 0. Furthermore, with
the optimal solutions {f˜k}, {z˜k′,i}, and {w˜k}, the inequality
uk > 0 is guaranteed. Otherwise, it will give the infinite
value of the objective function in (47). Since uk > 0, the
last condition in (76) and first condition in (77) yield
λk =
Ik
uk
, γk =
gk
uk
. (80)
Then, the remaining conditions, i.e., the first three condi-
tions in (76), the second condition in (77), the second condition
in (78), and the second condition in (79), are exactly the KKT
conditions of the problem below:
minimize
∑
k∈KTx
λk(gk − γkuk) (81)
subject to ||fk||22 ≤ Pk ∀k ∈ KTx (82)
variables {fk}, {zk′,i}, {wk}.
In summary, if {f˜k}, {z˜k′,i}, {w˜k}, and {γ˜k} are solutions
of the problem (72)-(74), then {f˜k}, {z˜k′,i}, and {w˜k} are
solutions of the problem (81)-(82) while simultaneously sat-
isfying (80). The contrary conclusion can be obtained in the
opposite direction, which leads to the proof of Theorem 1.
If {f˜k}, {z˜k′,i}, and {w˜k} are solutions of the problem (81)-
(82) and also simultaneously satisfy the system equations with
λ˜k and γ˜k in (80), then {f˜k}, {z˜k′,i}, {w˜k}, {λ˜k}, and {γ˜k}
satisfy all of the KKT conditions (76)-(79). This means that
{f˜k}, {z˜k′,i}, {w˜k}, and {γ˜k} are the solutions of (72)-(74).
Then, {f˜k}, {z˜k′,i}, {w˜k} are solutions of (47)-(48).
PROOF OF LEMMA 2
For computational complexity of the two proposed methods,
we will only compare how many combinations of the binary
variables {ak,k′} and {bk,i} are addressed for optimization.
Note that non-integer variables are optimized when the binary
variables are given. First, we deal with the computational
complexity of the semi-exhaustive search optimization. From
the condition (23), each k must choose one k′ where k′ ∈ K.
If k′ 6= k, we also must choose one i from the condition (25)
where i ∈ S. Then, we have (K−1)S+1 cases for each k. This
is performed for every k ∈ K, and we get (KS−S+1)K cases.
Therefore, we have O((KS − S + 1)K). Although condition
(25) can reduce the total number of cases, we consider the
worst case scenario for computational complexity.
For the computational complexity of the efficient alternate
optimization, a few steps need to be described. As the first
iteration of the greedy search, the number of pairs among all
K nodes is K(K−1). For each pair, we consider S cases from
the subchannel allocation condition (25). Therefore, we obtain
K(K−1)S cases at the first iteration. At the second iteration,
the transmit candidate set KTx is updated with |KTx| = K−2.
Note that |KRx| = K . Then, we have (K−2)(K−1)S cases.
At the third iteration, we have |KTx| = K−3 or K−4. If the
larger case |KTx| = K−3 is considered as worst case scenario,
total cases will be (K − 3)(K − 1)S. This would continue to
1 · (K − 1)S. We can apply the upper bound and calculate
the total combinations approximately as (K − 1)S∑Kk=1 k =
(K − 1)K(K + 1)S/2. Therefore, we have O(K3S).
