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INFINITE-DIMENSIONAL INVERSE PROBLEMS
WITH FINITE MEASUREMENTS
GIOVANNI S. ALBERTI AND MATTEO SANTACESARIA
Abstract. We present a general framework to study uniqueness, stability and
reconstruction for infinite-dimensional inverse problems when only a finite-
dimensional approximation of the measurements is available. For a large class
of inverse problems satisfying Lipschitz stability we show that the same esti-
mate holds even with a finite number of measurements. We also derive a glob-
ally convergent reconstruction algorithm based on the Landweber iteration.
This theory applies to nonlinear ill-posed problems such as electrical impedance
tomography, inverse scattering and quantitative photoacoustic tomography,
under the assumption that the unknown belongs to a finite-dimensional sub-
space.
1. Introduction
1.1. General setup and aim of the paper. The recovery of an unknown phys-
ical quantity from indirect measurements is the main goal of an inverse problem.
It is often convenient to consider both the unknown quantity x and the measured
data y in a continous setting. This allows for studying, for instance, inverse prob-
lems modeled by partial differential equations (PDE) [57, 55] and, more generally,
infinite-dimensional inverse problems where the measurement operator, or forward
map, is a function between Banach spaces F : X → Y [59]. The inverse problem
consists in the reconstruction of x from the knowledge of the measurements F (x).
Several possibly nonlinear inverse problems fit into this framework, including elec-
trical impedance tomography (EIT) [36, 40, 66], photoacoustic tomography [74, 60]
(and many other hybrid imaging problems [5]), travel time tomography [71], and
inverse scattering [43].
However, in practice we only have access to a finite-dimensional approximation
Q(F (x)) of the data, for some finite-rank operator Q : Y → Y . It is then critical, in
view of the applications, to study how the reconstruction depends on this approxi-
mation. The aim of this paper is to provide explicit guarantees for exact recovery
for general inverse problems with finite measurements. As we show in this work,
this issue is strictly related with that of stability, which we now discuss.
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1.2. Stability of inverse problems and previous work. The main motiva-
tion of this work comes from some nonlinear inverse problems for PDE, such as
Caldero´n’s problem for EIT, where the unknown is a conductivity distribution that
has to be recovered from boundary voltage and current patterns. This is a severely
ill-posed problem, where a small error in the data propagates exponentially to the
reconstruction [64]. In other words, the continuous dependence of the conductivity
on the boundary data, also known as stability estimate, is of logarithmic type [8],
and this explains the typical low spatial resolution in the reconstruction.
In the case of general nonlinear inverse problems, such as EIT or inverse scatter-
ing, it turns out that a possible way to obtain a stronger stability of Lipschitz type
is to assume that the unknown belongs to a known finite-dimensional subspace W
of the original space X . This has been shown for a number of inverse problems for
elliptic PDE [9, 14, 17, 29, 27, 26, 35, 30, 28, 24, 48, 23, 25, 11, 10, 54, 12, 31].
The main drawback of these results is that, even though the unknown is a finite-
dimensional object, infinitely many measurements are still needed. For instance,
in the case of EIT, an infinite number of boundary current and voltage data are
required to recover a conductivity in a known finite-dimensional space.
A uniqueness result from a finite number of boundary measurements – as well as
a Lipschitz stability estimate and a reconstruction scheme – was recently obtained
by the authors for the Gel’fand-Caldero´n problem for the Schro¨dinger equation and
for EIT under rather general finite-dimensionality assumptions on the unknown [6].
Afterwards, Lipschitz stability from a finite number of measurements was derived
by Harrach for the complete electrode model in EIT [53] (based on the local problem
studied in [62]), as well as by Ru¨land-Sincich for the fractional Caldero´n problem
[69]. The linearized EIT problem was previously addressed in [7] using compressed
sensing. Many related works, mainly for the inverse scattering problem, consider a
periodic, polygonal or polyhedral structure in the unknown [47, 41, 13, 22, 56, 32,
33, 63].
Though the above results constitute a clear improvement showing that a finite
number of measurements is enough, they still leave many unanswered questions.
In our previous result [6], the (finite number of) boundary measurements depend
on the unknown conductivity, which is clearly impractical. This assumption was
then removed in [53], though the result is not constructive (the number of measure-
ments is not explicitly given), and the approach is restricted to finite-dimensional
subspaces W of piecewise analytic conductivities. The other results either work
under very restrictive assumptions on the unknown, or they do not provide criteria
to choose the measurements depending on the a priori assumptions.
1.3. Main contributions of this paper. In this work, we present a general
framework to solve infinite-dimensional inverse problems when only a finite number
of measurements is available.
In Section 2 we prove a Lipschitz stability estimate for inverse problems with
finite measurements. We also give an explicit criterion to choose the number of
measurements depending on the a priori assumptions on the unknown, namely on
the space W . The result is obtained with functional analytic techniques and it
takes inspiration from the general Lipschitz stability results of [17, 35] as well as
from the already mentioned works on EIT [6, 53].
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In Section 3 we derive a globally convergent reconstruction algorithm for the
inverse problem by combining the Lipschitz stability obtained in the previous sec-
tion with the results of [44], which guarantee local convergence for the associated
Landweber iteration. We show how a good initial guess can be recovered by con-
structing a lattice in the (finite-dimensional) unknown space.
In Section 4, we apply the abstract results to three inverse problems, EIT, in-
verse scattering and quantitative photoacoustic tomography. For EIT, we show a
Lipschitz stability estimate from a finite number of measurements independent of
the unknown, under the assumption that a Lipschitz stability estimate holds in
the case of full measurements. Thus, this covers a large class of finite-dimensional
spaces of conductivities. Moreover, an explicit criterion is given in order to choose
the number of measurements. In particular, we consider the special case of con-
ductivities on the unit disk: assuming that a Lipschitz stability estimate for the
full Neumann-to-Dirichlet map holds with a constant C, we show that Lipschitz
stability also holds with only a finite number of trigonometric current patterns
proportional to C2.
Finally, in Section 5 we provide some concluding remarks and discuss future
research directions.
2. Lipschitz stability estimate
2.1. Abstract inverse problem. Let X and Y be Banach spaces with norms
‖ · ‖X and ‖ · ‖Y . We denote the space of continuous linear operators from X to
Y by Lc(X,Y ). Let A ⊆ X be an open set and let F : A → Y be a map of class
C1. In other words, F is Fre´chet differentiable at every x ∈ A, namely there exists
F ′(x) ∈ Lc(X,Y ) such that
lim
h→0
‖F (x+ h)− F (x) − F ′(x)h‖Y
‖h‖X
= 0,
and F ′ is continuous. We shall refer to F as the forward map.
The focus of this work is the following inverse problem: given F (x), recover x.
Very often, even if the map F is injective, its inverse F−1 is not continuous, and so
the inverse problem is ill-posed.
2.2. Lipschitz stability with infinite-dimensional measurements. We are
interested in a Lipschitz stability estimate for this general inverse problem. One
way to obtain it, without imposing strong assumptions on the map F , is to assume
that the unknown x belongs to a finite-dimensional subset W of X . We recall here
a general result obtained in [17, Proposition 5] and [35, Theorem 1] in a similar
setting.
Theorem 1. Let X and Y be Banach spaces. Let A ⊆ X be an open subset,W ⊆ X
be a finite-dimensional subspace and K ⊆ W ∩ A be a compact and convex subset.
Let F ∈ C1(A, Y ) be such that F |W∩A and F ′(x)|W , x ∈W ∩ A, are injective.
Then there exists a constant C > 0 such that
(1) ‖x1 − x2‖X ≤ C‖F (x1)− F (x2)‖Y , x1, x2 ∈ K.
The constant C can be explicitly estimated in terms of the lower bound of the
Fre´chet derivative and the moduli of continuity of (F |K)−1 and F ′|A, as done in
[17], or with ad-hoc techniques depending on the specific problem as in [68].
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Estimate (1) shows that even a severely ill-posed problem becomes stable un-
der the above finite dimensionality assumptions. Nevertheless, this is still unsat-
isfactory because we are recovering a finite-dimensional quantity x from infinite-
dimensional (and so, infinitely many scalar) measurements F (x).
2.3. Lipschitz stability with finitely many measurements. Instead of mea-
suring the infinite-dimensional data F (x), we now suppose to have the measure-
ments of
QNF (x)
for N ∈ N large enough (depending explicitly on K and C, as we will see), where
QN : Y → Y are (finite-rank) bounded operators approximating the identity IY as
N → +∞. The precise characterization of the convergence QN → IY is as follows.
Hypothesis 1. Let W be a subspace of X and K ⊆ W ∩ A. For N ∈ N, let
QN : Y → Y be bounded linear maps. We assume that there exists a subspace Y˜
of Y such that
(a) for every ξ ∈ K
ran
(
F ′(ξ)|W
)
⊆ Y˜
(if F is linear, this is equivalent to requiring ranF |W ⊆ Y˜ );
(b) ‖QN |Y˜ ‖Y˜→Y ≤ D for every N ∈ N, for some D > 0;
(c) and, as N → +∞,
QN |Y˜ → IY˜
with respect to the strong operator topology.
It is worth observing that condition (b) is implied by (c) when Y˜ is a closed
subspace of Y , by the uniform boundedness principle.
This framework is similar to that of multilevel regularization methods, where
discretization in the image space is used as a regularizer [58]. More precisely, it is
possible to interpret this hypothesis as a smoothing property (cfr. the regularization
theory by discretization [58, Sections 4.3 and 5.1]).
Let us now list some important examples of operators QN .
Any family of bounded operators QN such that QN → IY strongly may be
considered (in particular, we do not require convergence with respect to the operator
norm). In the next example, we discuss how this situation can arise in practice.
Example 1. Let the data space Y be an infinite-dimensional separable Hilbert
space and {ej}j∈N be an orthonormal basis (ONB) of Y . Then QN : Y → Y can
be taken as the projection onto the space generated by the first N elements of the
basis, i.e. QNy =
∑N
j=1〈y, ej〉ej .
More generally, assume that Y has the following structure. Let {Gj}j∈N be a
family of subspaces of Y satisfying:
(1) each Gj ⊆ Y is a finite-dimensional subspace;
(2) Gj ⊆ Gj+1 for every j ∈ N;
(3) and the spaces are exhaustive, i.e.
⋃
j∈NGj = Y .
Let Pj : Y → Y be the orthogonal projection onto Gj . We have that P ∗j = Pj and
if Gj = span{g1, . . . , gdj}, where dj = dimGj , the measurements
〈F (x), gk〉, k = 1, . . . , dj ,
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determine the Galerkin projection PjF (x). Thus this represents a model for a
finite number of measurements from the full data F (x). In this case we can choose
QN = PN .
For example, the projections QN may represent a low-pass filter in frequency
(modelling sensors up to a certain bandwidth) or in wavelet scale.
Let us now consider a second example that is adapted to inverse boundary value
problems, in which the measurements themselves are operators. In this case, the
maps QN do not converge strongly to the identity on the whole Y .
Example 2. Let Y = Lc(Y 1, Y 2) be the space of bounded linear operators from
Y 1 to Y 2, where Y 1 and Y 2 are Banach spaces. Let P kN : Y
k → Y k be bounded
maps such that P 2N → IY k and (P
1
N )
∗ → IY k strongly as N → +∞ (for instance,
when Y k is a Hilbert space, P kN may be chosen as the projection onto the N -th
subspace of an exhaustive chain, as in Example 1).
Let us now take Y˜ = {T ∈ Y : T is compact} and assume that
(2) F ′(ξ)τ : Y 1 → Y 2 is compact for every ξ ∈ A, τ ∈W ,
which is satisfied in many cases of interest. It is worth observing that this condition
is implied by
F (x1)− F (x2) is compact for every x1, x2 ∈ A,
since F ′(ξ)τ = limh→0
F (ξ+hτ)−F (ξ)
h is the operator-norm limit of compact opera-
tors, and so it is compact.
Let QN : Y → Y be the maps defined by
QN (y) = P
2
NyP
1
N , y ∈ Y.
Even if QN 6→ IY strongly, let us show that Hypothesis 1 is satisfied. The
subspace Y˜ is closed, and so it is sufficient to verify (c). For T ∈ Y˜ we have
‖T −QNT ‖Y = ‖T − P
2
NT + P
2
NT − P
2
NTP
1
N‖Y
≤ ‖(IY 2 − P
2
N )T ‖Y + ‖P
2
NT (IY 1 − P
1
N )‖Y
≤ ‖(IY 2 − P
2
N )T ‖Y + ‖P
2
N‖Y 2→Y 2‖T (IY 1 − P
1
N )‖Y .
(3)
Since P 2N → IY 2 and (P
1
N )
∗ → IY 1 strongly, and T : Y
1 → Y 2 is compact, by a
standard result in functional analysis (see Lemma 3 below) we have that the right
hand side converges to 0 as N → +∞, and (c) follows.
Our main result states that it is indeed possible to obtain Lipschitz stability
from a finite number of measurements, obtained by composing QN with the full
measurements, at the price of a slightly larger Lipschitz constant. In particular, we
also obtain a uniqueness result with finite measurements.
Theorem 2. Let X and Y be Banach spaces. Let A ⊆ X be an open subset,
K ⊆ A be a convex subset and W ⊆ X be a subspace. Let F ∈ C1(A, Y ) satisfy the
Lipschitz stability estimate
‖x1 − x2‖X ≤ C‖F (x1)− F (x2)‖Y , x1, x2 ∈ K,
for some C > 0. Let QN : Y → Y be bounded linear maps for N ∈ N.
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(i) If K ⊆ W ∩ A is compact, W is finite-dimensional and Hypothesis 1 is
satisfied, then
lim
N→+∞
sN = 0, sN = sup
ξ∈K
‖(IY −QN)F
′(ξ)‖W→Y .
(ii) If sN ≤
1
2C , then
(4) ‖x1 − x2‖X ≤ 2C‖QN(F (x1))−QN(F (x2))‖Y , x1, x2 ∈ K.
Remark 1. Even though condition (i) clearly implies (ii), we decided to separate
the two since in many cases it is possible to show directly the latter, and this allows
to derive explicit bounds on N . More precisely, the inequality
(5) sup
ξ∈K
‖(IY −QN )F
′(ξ)‖W→Y ≤
1
2C
gives an explicit relation between the number of measurements/discretization pa-
rameter N , the space W and the Lipschitz stability constant C of the full-measure-
ment case. It is worth observing that this condition may be seen as a nonlinear ver-
sion of the stable sampling rate and the balancing property, which were introduced in
the context of generalized sampling and compressed sensing for infinite-dimensional
linear problems [1, 3, 2, 4].
Combining Theorems 1 and 2 we obtain the following corollary for the cases
discussed in Examples 1 and 2.
Corollary 1. Let X and Y be Banach spaces. Let A ⊆ X be an open subset, W be
a finite-dimensional subspace of X and K be a compact and convex subset of W ∩A.
Let F ∈ C1(A, Y ) be such that F |W∩A and F ′(x)|W , x ∈W ∩A, are injective. Let
QN : Y → Y be bounded linear maps for N ∈ N. Assume one of the following:
(a) QN → IY strongly as N → +∞ (as, e.g., in Example 1);
(b) Y = Lc(Y 1, Y 2), with Y 1 and Y 2 Banach spaces, QN is given as in Exam-
ple 2, and F ′(ξ)τ : Y 1 → Y 2 is compact for every ξ ∈ A and τ ∈ W .
Then there exists N ∈ N and C > 0 such that
(6) ‖x1 − x2‖X ≤ C‖QN (F (x1))−QN(F (x2))‖Y , x1, x2 ∈ K.
This corollary shows that in the rather common cases discussed in Examples 1
and 2, under basically the same conditions of Theorem 1 we obtain Lipschitz sta-
bility from a finite number of measurements.
Let us now prove the main result.
Proof of Theorem 2. We prove the two parts of the statement separately.
Proof of (i). Let K ′ = K × (W ∩ S(0, 1)), where S(0, 1) is the unit sphere in X
centered in 0, and
g : K ′ → Y, g(ζ) = F ′(ξ)τ, ζ = (ξ, τ).
We first show that g is continuous. Given a converging sequence ζn = (ξn, τn) →
ζ = (ξ, τ) in K ′, we have
‖g(ζn)− g(ζ)‖Y = ‖F
′(ξn)τn − F
′(ξ)τ‖Y
≤ ‖(F ′(ξn)− F
′(ξ))τn‖Y + ‖F
′(ξ)(τn − τ)‖Y
≤ ‖F ′(ξn)− F
′(ξ)‖X→Y ‖τn‖X + ‖F
′(ξ)‖X→Y ‖τn − τ‖X .
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Using the fact that F ∈ C1(A, Y ), ‖τn‖X = 1 and ‖τn − τ‖X → 0 we have that
‖g(ζn)− g(ζ)‖Y → 0, and so g is continuous. Set RN = IY −QN . Thus the map
K ′ ∋ (ξ, τ) 7→ ‖RNF
′(ξ)τ‖ = ‖RNg(ζ)‖ ∈ [0,+∞)
is continuous on the compact set K ′, so there exists ζN ∈ K ′ such that
sN = sup
ξ∈K
‖RNF
′(ξ)‖W→Y = sup
ζ∈K′
‖RNg(ζ)‖Y = ‖RNg(ζN )‖Y .
Let (sNj )j be a subsequence of (sN )N : by a classical result in general topology, it
is enough to show that (sNj )j has a subsequence converging to 0. The set K
′ is
compact, and so ζNj → ζ∗ in K
′ for a subsequence (with an abuse of notation, we
do not specify the second subsequence), so
‖RNjg(ζNj )‖Y ≤ ‖RNj(g(ζNj )− g(ζ∗))‖Y + ‖RNjg(ζ∗)‖Y
≤ ‖RNj‖Y˜→Y ‖g(ζNj)− g(ζ∗)‖Y + ‖RNjg(ζ∗)‖Y ,
where we have used Hypothesis 1(a). Since ‖QNj‖Y˜→Y ≤ D by Hypothesis 1(b),
we have ‖RNj‖Y˜→Y ≤ D + 1. Moreover, ‖g(ζNj )− g(ζ∗)‖Y → 0 as j → +∞ since
g is continuous. Finally, ‖RNjg(ζ∗)‖Y → 0 as j → +∞ by Hypothesis 1(c). This
shows that sNj → 0 as j → +∞, as desired.
Proof of (ii). Let N be such that sN ≤
1
2C . For every x1, x2 ∈ K with x1 6= x2
we have
‖x1 − x2‖X ≤ C‖F (x1)− F (x2)‖Y
≤ C‖QN(F (x1)− F (x2))‖Y + C‖RN (F (x1)− F (x2))‖Y
so that
(7) C−1 ≤
‖QN(F (x1)− F (x2))‖Y
‖x1 − x2‖X
+
‖RN (F (x1)− F (x2))‖Y
‖x1 − x2‖X
.
Consider now f : A→ Y , f(x) = RNF (x). Then it is easy to verify that its Fre´chet
derivative satisfies f ′(x) = RNF
′(x) because RN is linear. Then, by the mean
value theorem for Gateaux differentiable functions between Banach spaces (see [15,
Theorem 1.8] for instance) and since K is convex, there exists ξ ∈ K such that
‖RN (F (x1)− F (x2))‖Y
‖x1 − x2‖X
≤
‖RNF ′(ξ)(x1 − x2)‖Y
‖x1 − x2‖X
≤ sN ≤
1
2C
.
Plugging this into inequality (7) yields the desired Lipschitz stability estimate (4).

We finish this section with a technical lemma used in Example 2.
Lemma 3. Let Y 1 and Y 2 be two Banach spaces, T : Y 1 → Y 2 be a compact
operator and SkN : Y
k → Y k, k = 1, 2, be such that S2N → 0 and (S
1
N )
∗ → 0 strongly
as N → +∞. Then
(i) ‖S2NT ‖Lc(Y 1,Y 2) → 0 as N → +∞,
(ii) ‖TS1N‖Lc(Y 1,Y 2) → 0 as N → +∞.
Proof. We start from (i). Assume by contradiction that ‖S2NT ‖Lc(Y 1,Y 2) 6→ 0.
Then there exists ε > 0 such that, for a subsequence, we have
sup
‖x‖Y 1=1
‖S2NTx‖Y 2 > ε, N ∈ N.
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Thus, for eachN ∈ N there exists xN ∈ Y 1 such that ‖xN‖Y 1 = 1 and ‖S
2
NTxN‖Y 2 >
ε. Since {xN}N∈N is bounded and T is compact, there exists y ∈ Y 2 such that, for
a subsequence, TxN → y as N → +∞. Since S2Ny
′ → 0 for every y′ ∈ Y 2 we have
sup
N∈N
‖S2Ny
′‖Y 2 < +∞, y
′ ∈ Y 2,
and by the uniform boundedness principle we obtain
sup
N∈N
‖S2N‖Lc(Y 2,Y 2) ≤ C,
for some C > 0. Thus
ε < ‖S2NTxN‖Y 2
≤ ‖S2Ny‖Y 2 + ‖S
2
N (TxN − y)‖Y 2
≤ ‖S2Ny‖Y 2 + C‖TxN − y‖Y 2
which is a contradiction, since the last term goes to zero as N → +∞.
The proof of (ii) follows from (i) using the fact that
‖TS1N‖Lc(Y 1,Y 2) = ‖(S
1
N )
∗T ∗‖Lc(Y 2,Y 1),
the compactness of T ∗ and that (S1N )
∗ → 0 strongly. 
3. Reconstruction algorithm
The Lipschitz stability estimates presented in Theorem 2 and Corollary 1 can be
used to design a reconstruction algorithm. We slightly strengthen the assumptions
of Theorem 2 (regarding the regularity of F and the map Q), and let
• X and Y be Banach spaces;
• A ⊆ X be an open set;
• F ∈ C2(A, Y );
• Q : Y → Y be a continuous finite-rank operator;
• W ⊆ X be a finite-dimensional subspace;
• K ⊆W ∩ A be a compact set;
• and C > 0 be a positive constant such that
(8) ‖x1 − x2‖X ≤ 2C‖Q(F (x1))−Q(F (x2))‖Y , x1, x2 ∈ K.
Let x† ∈ K be the unknown signal and y = Q(F (x†)) ∈ Y denote the corre-
sponding measurements. We now derive a global reconstruction algorithm which
allows for the recovery of x† from the knowledge of y.
3.1. Local reconstruction. We first discuss how to reconstruct x† by means of
an iterative method [44, 45], provided that a good approximation x0 of x
† is known.
Proposition 4. There exist ρ, µ > 0 and c ∈ (0, 1) such that the following is true.
Let x† ∈ K and y = Q(F (x†)) ∈ Y . Take x0 ∈ BX(x†, ρ) ∩ K. Let (xk)k be the
iterates of the Landweber iteration (see (10) below) with stepsize µ related to the
minimization of
(9) min
x∈K
‖Q(F (x))− y‖2Y ,
starting at x0. Then xk → x†. More precisely, the convergence rate is given by∥∥xk − x†∥∥X ≤ ρck, k ∈ N.
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Proof. The domain W and the range of Q are finite dimensional, and so they are
isomorphic to finite-dimensional euclidean spaces. In particular, without loss of
generality, we can assume that X and Y are Hilbert spaces.
The Landweber iteration for the minimization of (9) reads
(10) xk+1 = xk − µD(F |K)(xk)
∗Q∗ (Q(F (xk))− y) , k ∈ N,
where µ > 0 is the stepsize. The result now is an immediate consequence of [44,
Theorem 3.2] applied to Q ◦ F |K . 
Remark. The constants ρ, µ and c are given explicitly in [44] as functions of the a
priori data.
In view of the multi-level scheme of [45], with Lipschitz stability constants Cα
depending on each level α ∈ N, it is interesting to note that in this case the
projection QN will also depend on α through condition (5). Thus, the number
N = Nα of measurements will grow at each iteration depending on the Lipschitz
constant Cα.
3.2. Getting the initial guess x0. Let us now discuss how to find the initial guess
x0 for the Landweber iteration, namely an approximation of x
† so that ‖x0−x†‖X <
ρ.
The forward map F is Lipschitz continuous on K by assumption, and so there
exists α > 0 such that
(11) ‖F (x1)− F (x2)‖Y ≤ α‖x1 − x2‖X , x1, x2 ∈ K.
Since K is compact, we can find a finite lattice {x(i) : i ∈ I} ⊆ K such that
(12) K ⊆
⋃
i∈I
BX
(
x(i),
ρ
2αC‖Q‖Y→Y
)
,
where ρ > 0 is given by Proposition 4 and C is given by (8).
Lemma 5. Under the above assumptions, we have:
(a) there exists i ∈ I such that
(13)
∥∥Q(F (x†))−Q(F (x(i)))∥∥
Y
<
ρ
2C
;
(b) if (13) holds true for some i ∈ I, then
‖x(i) − x†‖X < ρ.
Proof. Proof of (a). By (12) there exists i ∈ I such that
∥∥x† − x(i)∥∥
X
< ρ2αC‖Q‖Y→Y .
Thus, (13) is an immediate consequence of (11).
Proof of (b). By (8) we have
‖x(i) − x†‖X ≤ 2C‖Q(F (x
(i)))−Q(F (x†))‖Y < ρ. 
Thanks to this lemma, it is enough to let the initial guess x0 be chosen as one
of the elements of the lattice {x(i)}i∈I for which (13) is satisfied. Indeed, one such
element exists by part (a) and, by part (b), we have the desired approximation
‖x0 − x
†‖X < ρ.
It is worth observing that this method requires the “physical” measurementsQ(F (x†))
and to compute Q(F (x(i))) for i ∈ I “offline”, which can be done in parallel.
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3.3. Global reconstruction. These two steps may be combined to obtain a global
reconstruction algorithm; see Algorithm 1.
Algorithm 1 Reconstruction of x† from Q(F (x†))
1: Input X , Y , W , K, Q, F , Q(F (x†)), α, ρ, µ, C and M .
2: Equip W and Q(Y ) with equivalent euclidean scalar products.
3: Find a finite lattice {x(i) : i ∈ I} ⊆ K so that (12) is satisfied.
4: for i ∈ I do
5: Compute Q(F (x(i))).
6: if (13) is satisfied then
7: Set x0 = x
(i).
8: Exit for.
9: end if
10: end for
11: for k = 0, . . . ,M do
12: Set xk+1 = xk − µD(F |K)(xk)∗Q∗
(
QF (xk)−QF (x†)
)
.
13: Check the stopping criterion.
14: end for
15: Output xk+1.
4. Examples
In this section we show how Theorem 2 and Corollary 1 can be used to derive
Lipschitz stability estimates for several inverse problems with a finite number of
measurements.
4.1. Electrical impedance tomography. Consider a bounded Lipschitz domain
Ω ⊆ Rd, with d ≥ 2, equipped with an electrical conductivity σ ∈ L∞+ (Ω), where
L∞+ (Ω) := {f ∈ L
∞(Ω) : f ≥ λ a.e. in Ω, for some λ > 0}.
The corresponding Neumann-to-Dirichlet (ND) or current-to-voltage map is the
operator Nσ : L2⋄(∂Ω)→ L
2
⋄(∂Ω), defined by
(14) Nσ(g) = u
g
σ|∂Ω,
where L2⋄(∂Ω) = {f ∈ L
2(∂Ω) :
∫
∂Ω f ds = 0} and u
g
σ is the unique H
1(Ω)-weak
solution of the Neumann problem for the conductivity equation
(15)
{
−∇ · (σ∇ugσ) = 0 in Ω,
σ
∂ugσ
∂ν
= g on ∂Ω,
where ν is the unit outward normal to ∂Ω, satisfying the normalization condition∫
∂Ω
ugσ ds = 0.
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The following inverse boundary value problem arises from this framework, see [36,
34, 73] and references therein.
Inverse conductivity problem. Given Nσ, find σ in Ω.
It is well known that the knowledge of Nσ determines σ uniquely if d = 2 [67, 16]
or if σ is smooth enough [72, 52, 38]. The inverse problem is severely ill-posed, and
only logarithmic stability holds true [8, 64, 42, 37].
In recent years several Lipschitz stability estimates have been obtained for this
inverse problem under certain a priori-assumption on σ, such as for σ piecewise
constant [14], piecewise linear [11] or for σ belonging to a finite-dimensional sub-
space of piecewise analytic functions [53] (see [48, 10] for the anisotropic case). In all
these cases, the conductivity is always assumed to lie in a certain finite-dimensional
subspace W of L∞(Ω), but the full boundary measurements are required, i.e. all
possible combination of current/voltage data (see formula (16) below).
We now show how to derive the same estimates with finitely many measurements
by applying the results of Section 2. Further, the reconstruction algorithm of
Section 3 may be used to recover the unknown conductivity.
We now fix the main ingredients of the construction. Let
• X = L∞(Ω);
• Y = Lc(L2⋄(∂Ω), L
2
⋄(∂Ω));
• A = L∞+ (Ω);
• F (σ) = Nσ, for σ ∈ L∞+ (Ω);
• W be a finite-dimensional subspace of L∞(Ω) such that
(16) ‖σ1 − σ2‖∞ ≤ C‖Nσ1 −Nσ2‖L2
⋄
(∂Ω)→L2
⋄
(∂Ω), σ1, σ2 ∈ K,
for some C > 0, where K =W ∩ L∞λ (Ω) and
L∞λ (Ω) = {f ∈ L
∞
+ (Ω) : λ
−1 ≤ f ≤ λ a.e. in Ω}
for some λ > 0 fixed a priori;
• PN : L2⋄(∂Ω) → L
2
⋄(∂Ω) be bounded linear maps, N ∈ N, such that PN =
P ∗N and PN → IL2⋄(∂Ω) strongly as N → +∞ (as, e.g., in Example 1);
• and QNy = PNyPN for y ∈ Y , as in Example 2.
Under these assumptions, we have the following Lipschitz stability estimate with
a finite number of measurements. This result extends [53] to any subspace W
yielding (16) and, in addition, it provides a constructive way to determine the
parameter N .
Theorem 6. Under the above assumptions, there exists N ∈ N such that
(17) ‖σ1 − σ2‖∞ ≤ 2C ‖PNNσ1PN − PNNσ2PN‖L2
⋄
(∂Ω)→L2
⋄
(∂Ω), σ1, σ2 ∈ K,
where C is given in (16).
The parameter N can be chosen such that
(18)
∥∥J(IL2
⋄
(∂Ω) − PN )
∥∥
L2
⋄
(∂Ω)→H
−
1
2
⋄ (∂Ω)
≤
c(Ω, λ)p
C
,
where c(Ω, λ) is a constant depending only on Ω and λ, J : L2⋄(∂Ω) → H
− 12
⋄ (∂Ω)
is the canonical immersion, H
−1/2
⋄ (∂Ω) = {f ∈ H−1/2(∂Ω) :
∫
∂Ω
f ds = 0}, and
p = supN ‖PN‖L2
⋄
(∂Ω)→L2
⋄
(∂Ω).
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Remark 2. It is worth analyzing the right hand side of (17) in order to understand
why it represents a finite number of measurements if the maps PN are properly
chosen. Let {en}n∈N be an ONB of L2⋄(∂Ω) and let PN be the orthogonal projection
onto span{e1, . . . , eN} (similarly, we could also consider projections onto the N -
th subspace of an exhaustive chain, as in Example 1). In this case, we clearly
have p = 1, PN = P
∗
N and that PN → IL2⋄(∂Ω) strongly as N → +∞. Writing
g =
∑+∞
m=1 gmem, we have
(19) PNNσPNg =
N∑
n=1
〈NσPNg, en〉L2
⋄
(∂Ω)en =
N∑
m,n=1
〈Nσem, en〉L2
⋄
(∂Ω)gmen.
Let Mσ ∈ RN×N be the matrix defined by (Mσ)m,n = 〈Nσem, en〉L2
⋄
(∂Ω): observe
that this can be obtained by applying only the N currents e1, . . . , eN and measuring
the corresponding voltages only up to frequency/scale N . By (19), estimate (17)
becomes
‖σ1 − σ2‖∞ ≤ 2C ‖Mσ1 −Mσ2‖2, σ1, σ2 ∈ K,
where ‖M‖2 denotes the spectral norm of the matrix M ∈ R
N×N . In other words,
we have a Lipschitz stability estimates with N2 scalar measurements.
Let us now comment on how large the parameter N has to be chosen.
Remark 3. The parameter N is given explicitly as a function of C and p in (18),
up to a constant depending only on Ω and λ. Further, upper bounds on C in (16)
depending on the dimension of W are known in some particular cases, and so it is
possible to give the number of measurements N as a function of dimW . For exam-
ple, with piecewise constant conductivities, we have that C depends exponentially
on dimW [68].
Note that the norm
∥∥J(IL2
⋄
(∂Ω) − PN )
∥∥
L2
⋄
(∂Ω)→H
−1/2
⋄ (∂Ω)
depends exclusively on
the domain Ω, and can be explicitly estimated in some particular cases. In the
following example, we consider the case when Ω is the unit ball in two dimensions
and PN is the low-pass filter up to the frequency N .
Example 3. Take d = 2 and Ω = B(0, 1). Parametrizing the boundary ∂Ω with
the arc-length parameter θ, for s ∈ {− 12 , 0}, using Fourier series we can write
Hs⋄(∂Ω) =
{
θ ∈ [0, 2pi) 7→ g(θ) =
+∞∑
n=1
an cos(nθ) + bn sin(nθ) : ‖g‖Hs
⋄
(∂Ω) < +∞
}
where the norm is given by ‖g‖2Hs
⋄
(∂Ω) =
∑+∞
n=1 n
2s(a2n+ b
2
n). Define the projections
PN : L
2
⋄(∂Ω)→ L
2
⋄(∂Ω) as
(PNg)(θ) =
N∑
n=1
an cos(nθ) + bn sin(nθ).
We clearly have that PN → IL2
⋄
(∂Ω) strongly and that ‖PN‖L2
⋄
(∂Ω)→L2
⋄
(∂Ω) = 1 for
every N , so that p = 1. This is substantially in the same framework described in
Remark 2, the only difference being that the elements of the basis are considered
in pairs. Thus, the measures here corresponds to 2N sinusoidal input currents
and the related voltages measured up to frequency N . Thanks to the Nyquist-
Shannon sampling theorem, the voltages may be measured only at a finite number
of locations on ∂Ω.
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Observing that (IL2
⋄
(∂Ω) − PN )g =
∑+∞
n=N+1 an cos(n·) + bn sin(n·), we readily
derive
∥∥J(IL2
⋄
(∂Ω) − PN )
∥∥2
L2
⋄
(∂Ω)→H
−
1
2
⋄ (∂Ω)
= sup
‖g‖L2
⋄
(∂Ω)=1
+∞∑
n=N+1
a2n + b
2
n
n
≤
1
N + 1
.
This implies that the parameter N (corresponding to 2N input currents) in order
to have Lipschitz stability needs to satisfy
N ≥ c(Ω, λ)C2,
and is therefore quadratic in the Lipschitz constant C. If C depends exponentially
on dimW , this gives an exponential dependence of N on dimW . It is worth
observing that for the Gel’fand-Caldero´n problem for the Schro¨dinger equation, one
has a polynomial dependence if complex geometrical optics solutions (depending on
the unknown) are used [6].
Let us now prove Theorem 6.
Proof. In the proof, the symbol a . b will denote a ≤ c b, for some positive constant
c depending only on Ω and λ.
By using the variational formulation of (15), it is easy to see [62] thatN : L∞+ (Ω)→
Lc(L
2
⋄(∂Ω), L
2
⋄(∂Ω)) is Fre´chet differentiable and that its Fre´chet derivative in
σ ∈ L∞+ (Ω) in the direction τ ∈ L
∞(Ω) is given by
〈(N ′στ)g, h〉L2⋄(∂Ω) =
∫
Ω
τ∇ugσ · ∇u
h
σ dx, g, h ∈ L
2
⋄(∂Ω).
Therefore, using the well-posedness of (15), namely ‖∇ugσ‖L2(Ω) . ‖Jg‖H−1/2⋄ (∂Ω)
,
for τ ∈ L∞(Ω) such that ‖τ‖∞ ≤ 1 we have
‖(N ′στ)g‖L2
⋄
(∂Ω) = sup
h∈L2
⋄
(∂Ω)
‖h‖L2
⋄
(∂Ω)=1
|〈(N ′στ)g, h〉L2⋄(∂Ω)|
= sup
‖h‖L2
⋄
(∂Ω)=1
∣∣∣∣
∫
Ω
τ∇ugσ · ∇u
h
σ dx
∣∣∣∣
≤ sup
‖h‖L2
⋄
(∂Ω)=1
‖∇ugσ‖L2(Ω)
∥∥∇uhσ∥∥L2(Ω)
. ‖Jg‖
H
−1/2
⋄ (∂Ω)
.
In particular, for g ∈ L2⋄(∂Ω) with ‖g‖L2
⋄
(∂Ω) = 1 we have
(20) ‖(N ′στ)(I − PN )g‖L2
⋄
(∂Ω) . ‖J(I − PN )g‖H−1/2⋄ (∂Ω)
≤ δN ,
where δN = ‖J(I − PN )‖
L2
⋄
(∂Ω)→H
−
1
2
⋄ (∂Ω)
and I = IL2
⋄
(∂Ω).
Arguing in a similar way, using that I − PN is self-adjoint we obtain
(21) ‖(I − PN )(N
′
στ)g‖L2
⋄
(∂Ω) . sup
‖h‖L2
⋄
(∂Ω)=1
‖J(I − PN )h‖H−1/2⋄ (∂Ω)
= δN .
Recall the definition sN = supξ∈K ‖RNF
′(ξ)‖W→Y , where RN = IY − QN .
Arguing as in (3), and using (20) and (21), for ξ ∈ K and τ ∈W with ‖τ‖L∞(Ω) ≤ 1
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we have
‖RNN
′
ξτ‖Y = sup
‖g‖L2
⋄
(∂Ω)=1
‖(RNN
′
ξτ)g‖L2⋄(∂Ω)
≤ sup
‖g‖L2
⋄
(∂Ω)=1
‖(I − PN )(N
′
ξτ)g‖L2⋄(∂Ω) + p‖(N
′
ξτ)(I − PN )g‖L2⋄(∂Ω)
. p δN .
In particular, sN . p δN .
Now recall that δN = ‖J(I − PN )‖
L2
⋄
(∂Ω)→H
−
1
2
⋄ (∂Ω)
. By the Kondrachov embed-
ding theorem, the operator J is compact and so, by Lemma 3, we have δN → 0.
Thus, the conclusion immediately follows from Theorem 2, part (ii). 
Dirichlet-to-Neumann map. The model based on the ND map is arguably more
realistic in view of the applications [40]. However, an alternative model for EIT
considers boundary data modeled by the Dirichlet-to-Neumann (DN) map, namely
the operator
Λσ : H
1/2(∂Ω)→ H−1/2(∂Ω), Λσ(f) = σ
∂ufσ
∂ν
∣∣∣∣
∂Ω
,
where ufσ ∈ H
1(Ω) is the unique solution of the Dirichlet problem for the conduc-
tivity equation {
−∇ · (σ∇ufσ) = 0 in Ω,
ufσ = f on ∂Ω.
Most Lipschitz stability estimates for the inverse conductivity problem have been
obtained for the DN map, i.e. they are of the form
‖σ1 − σ2‖L∞(Ω) ≤ C‖Λσ1 − Λσ2‖H1/2(∂Ω)→H−1/2(∂Ω),
for σ1, σ2 belonging to a known finite-dimensional subspace of L
∞(Ω).
Here we briefly sketch two possible approaches to extend Theorem 6 to this
setting.
(1) Given a Lipschitz stability estimate for the DN map, one can easily obtain
the same stability (up to a slightly different constant) for the ND map.
The only difference lies in the use of an integration by part (Alessadrini’s
identity) for the ND map instead of the usual one for the DN map. In this
case, Theorem 6 applies directly.
(2) It is also possible to avoid changing the boundary operator, and to obtain
stability with a discretization of the DN map, as a consequence of Theo-
rem 2. The compactness of the Freche´t derivative, required to fit in the
framework discussed in Example 2, follows by the fact that Λσ1−Λσ2 is an-
alytic smoothing [64], provided that σ1 and σ2 coincide in a neighborhood
of the boundary.
4.2. Inverse scattering problem. We now discuss the inverse medium problem
in scattering theory [43]. The physical model here is{
∆u+ k2n(x)u = 0 in R3,
u = ui + us in R3,
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augmented with the Sommerfeld radiation condition
lim
R→+∞
∫
∂BR
∣∣∣∣∂us(y)∂r − ikus(y)
∣∣∣∣
2
ds(y) = 0,
where r = |y|, k > 0 is the wavenumber, n ∈ L∞(R3;C) is the complex refractive
index of the medium such that Im(n) ≥ 0 in R3 and supp(1 − n) ⊆ B for some
open ball B and ui is the incident field satisfying
∆ui + k2ui = 0 in R3.
The far-field, or scattering amplitude, is given by
u∞n (xˆ) =
1
4pi
∫
∂BR
(
us(y)
∂e−ikxˆ·y
∂r
−
∂us
∂r
(y)e−ikxˆ·y
)
ds(y), xˆ ∈ S2,
where S2 is the unit sphere in R3 and R > 0 is large enough so that B ⊆ BR.
Choosing incoming waves ui(x) = eikx·d for d ∈ S2, let u∞n (·, d) denote the corre-
sponding far-field measurements, so that u∞n ∈ L
2(S2 × S2). The following inverse
problem arises from this framework.
Fixed frequency inverse scattering problem. Given u∞n ∈ L
2(S2 × S2) at
fixed k > 0, find n in B.
As in the Caldero´n’s problem, the stability of this inverse problem is only log-
arithmic in the general case [70], but Lipschitz estimates may be derived under a
priori assumptions on n, and the theory developed in this paper may be applied.
We now set the various objects introduced in Section 2 (following [35]). Let
• X = L∞(B;C);
• Y = L2(S2 × S2);
• A = L∞+ (B) = {f ∈ L
∞(B;C) : Im(n) ≥ λ in B for some λ > 0};
• F (n) = u∞n be the far-field pattern associated to the refractive index n
extended by 1 to the whole R3;
• W be a finite-dimensional subspace of L∞(B;C) and K be a convex and
compact subset of W ∩ A;
• and QN : L2(S2×S2)→ L2(S2×S2) be bounded linear maps, N ∈ N, such
that QN = Q
∗
N and QN → IL2(S2×S2) strongly as N → +∞.
By using Theorem 1, it was proven in [35] that the inverse problem of recovering
a refractive index n in K from its far-field pattern u∞n is Lipschitz stable, namely
there exists C > 0 such that
‖n1 − n2‖L∞(B) 6 C
∥∥u∞n1 − u∞n2∥∥L2(S2×S2) , n1, n2 ∈ K.
This estimate still requires the knowledge of the full measurements u∞ni in L
2(S2 ×
S2). By applying Theorem 2 (or directly Corollary 1), we can establish the following
result.
Theorem 7. Under the above assumptions, there exists N ∈ N (given explicitly by
(5)) such that
(22) ‖n1 − n2‖L∞(B) 6 2C
∥∥QN (u∞n1)−QN(u∞n2)∥∥L2(S2×S2) , n1, n2 ∈ K.
Let us now show why QN (u
∞
ni) may be seen as finite measures. Let the maps
QN be chosen as projections onto the vector spaces generated by the first elements
of an ONB of L2(S2 × S2), as in Example 1. More precisely, in this case we can
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consider the ONB of L2(S2 × S2) given by the tensor products of the spherical
harmonics, namely{
(xˆ, d) 7→ Y ml (xˆ)Y
m′
l′ (d) : l, l
′ ∈ N, |m| ≤ l, |m′| ≤ l′
}
,
and let QN be the projections onto
span
{
(xˆ, d) 7→ Y ml (xˆ)Y
m′
l′ (d) : 0 ≤ l, l
′ ≤ N, |m| ≤ l, |m′| ≤ l′
}
.
The measurements QN(u
∞) are now low-frequency projections of the full far-field
pattern u∞ and, thanks to the Nyquist–Shannon sampling theorem for functions on
the sphere [46, 65], it is possible to obtain them with a finite sampling of S2 × S2.
In other words, it is sufficient to use only a finite number of directions d and to
measure the corresponding far-field patterns only at a finite number of locations xˆ
on S2.
With this choice of the maps QN , it is also possible to apply the reconstruc-
tion algorithm discussed in Section 3, which allows for the recovery of n from the
measurements QN (u
∞
n ).
4.3. Quantitative photoacoustic tomography (QPAT). Let Ω ⊆ Rd be a
bounded domain of class C1,α for some α ∈ (0, 1) and µ ∈ L∞(Ω) be a nonnegative
function representing the optical absorption of the medium. Photoacoustic tomog-
raphy (PAT) is a hybrid modality based on coupling optical and ultrasonic waves
[74]: a laser pulse illuminates the biological tissue under consideration, whose ther-
mal expansion creates a ultrasonic wave that can be measured outside the medium.
In the first step of photoacoustic tomography [60, 5], by solving a linear (and sta-
ble) inverse source problem for the wave equation, we measure the internal optical
energy
µ(x)u(x), a.e. x ∈ Ω,
where the light intensity u ∈ H1(Ω) solves
(23)
{
−∆u+ µu = 0 in Ω,
u = ϕ on ∂Ω,
for a fixed known illumination ϕ ∈ C1,α(Ω) such that minϕ > 0.
We have considered the diffusion approximation for light propagation with con-
stant diffusion term. More involved models, involving a non-constant leading order
term [21, 20] or the use of the more accurate transport equation [19], would com-
plicate the analysis, but the type of results obtained would be similar: we have
decided to discuss the simplest model in order to highlight the impact of the results
of this paper.
The second step of PAT, called quantitative, consists in the reconstruction of µ
from the knowledge of the internal energy.
Inverse problem of QPAT. Given µu in Ω, find µ in Ω.
We now set the various objects introduced in Section 2. Let
• X =W be a finite-dimensional subspace of L∞(Ω);
• Y = L2(Ω);
• A = {f ∈ X : λ−1 < µ < λ in Ω for some λ > 0};
• F (µ) = µu, where u ∈ H1(Ω) is the unique weak solution of (23);
• K = {f ∈ X : Λ−1 ≤ µ ≤ Λ in Ω} for some fixed Λ > 0;
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• and QN : L2(Ω) → L2(Ω) be bounded linear maps, N ∈ N, such that
QN = Q
∗
N and QN → IL2(Ω) strongly as N → +∞.
Several Lipschitz stability estimates have been derived for PAT [21, 20, 61]. For
completeness, we provide a proof in the setting considered here.
Proposition 8. There exists a constant C > 0 depending only on Ω, W , Λ and ϕ
such that
‖µ1 − µ2‖∞ ≤ C‖µ1u1 − µ2u2‖2, µ1, µ2 ∈ K,
where ui ∈ H1(Ω) is the solution to (23) with coefficient µ = µi.
Remark. As it will be clear from the proof, the dependence of C on W appears
only to replace the L2 norm of µ1 − µ2 on the left hand side by the more natural
L∞ norm. This dependence may be dropped if higher order Sobolev (or Ho¨lder)
norms are used [21, 20].
Proof. Let us denote the unique solution to (23) by u(µ), so that F (µ) = µu(µ).
In the proof, by an abuse of notation, several different positive constants depending
only on Ω, W , Λ and ϕ will be denoted by the same letter C.
We claim that there exists C > 0 such that
(24) u(µ) ≥ C in Ω, µ ∈ K.
Take µ ∈ K. By classical elliptic regularity theory (see, e.g., [49, Theorem 8.29])
we have that u(µ) ∈ C1(Ω) and
(25) ‖u(µ)‖C1(Ω) ≤ C.
As a consequence, since ϕ is positive, there exists Ω′ ⋐ Ω such that
(26) u(µ) ≥
minϕ
2
in Ω \ Ω′.
By the strong maximum principle (see, e.g., [49, Theorem 8.19] applied to −u(µ))
we have u(µ) > 0 in Ω. Thus, the Harnack inequality ([49, Theorem 8.20]) yields
(27) u(µ) ≥ C in Ω′.
Finally, combining (26) and (27) we obtain (24).
In view of (23) we have that{
−∆(u(µ1)− u(µ2)) = F (µ2)− F (µ1) in Ω,
u(µ1)− u(µ2) = 0 on ∂Ω.
Thus, standard energy estimates for the Poisson equation give
(28) ‖u(µ1)− u(µ2)‖2 ≤ C‖F (µ1)− F (µ2)‖2, µ1, µ2 ∈ K.
Let us now show the Lipschitz stability estimate of the statement. Using the
identity
µ1 − µ2 =
F (µ1)− F (µ2)
u(µ1)
+ F (µ2)
u(µ2)− u(µ1)
u(µ1)u(µ2)
, µ1, µ2 ∈ K,
thanks to (24), (25) and (28) we readily derive for µ1, µ2 ∈ K
‖µ1 − µ2‖2 ≤
‖F (µ1)− F (µ2)‖2
inf u(µ1)
+ ‖F (µ2)‖∞
‖u(µ1)− u(µ2)‖2
inf u(µ1) inf u(µ2)
≤ C‖F (µ1)− F (µ2)‖2.
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Finally, the L2 norm of µ1−µ2 may be replaced by the L∞ norm because the space
W is finite dimensional and all norms are equivalent. 
Note that the map F is certainly Fre´chet differentiable because it is in fact
analytic (the map µ ∈ A 7→ u(µ) ∈ Y is analytic). Therefore, it is possible to apply
Theorem 2 to this inverse problem and obtain a Lipschitz stability estimate with
finite-dimensional measurements.
Theorem 9. Under the above assumptions, there exists N ∈ N (given explicitly by
(5)) such that
(29) ‖µ1 − µ2‖∞ ≤ 2C‖QN(µ1u1)−QN (µ2u2)‖2, µ1, µ2 ∈ K,
where ui ∈ H1(Ω) is the solution to (23) with coefficient µ = µi.
As in the previous examples, the projections QN may be chosen as low-pass
filters and so the quantities QN (µiui) may be recovered by sampling µiui at a
finite number of points. The reconstruction algorithm discussed in Section 3 may
be used to recover the unknown µ from finite measurements.
We considered PAT as a key example, but the analysis presented here may
be easily generalized to several other hybrid imaging inverse problems with inter-
nal data [18, 5], such as thermo-acoustic tomography, dynamic elastography and
acousto-electric tomography.
5. Conclusion
In this paper, we have discussed a general framework to derive Lipschitz stabil-
ity estimates for nonlinear inverse problems with finite measurements, under the
assumption that the unknown belongs to a finite-dimensional space. A global recon-
struction algorithm was also derived, based on a nonlinear Landweber iteration. We
then applied the general theory to Caldero´n’s inverse problem for EIT, to inverse
scattering and to quantitative photoacoustic tomography.
Let us discuss a few research directions motivated by the findings of this work.
• The assumption of the finite dimensionality of W is not needed in Theo-
rem 2, part (ii). Thus, it would be interesting to investigate whether the
condition sN ≤
1
2C may be derived in some cases with the only compactness
assumption on K. The latter could follow from a more general argument
based on compact embeddings.
• The theory of compressed sensing (CS) allows for the recovery of sparse
signals from a number of (linear) measurements that is proportional to
the sparsity (up to log factors), under suitable incoherence assumptions.
The classical theory, working for a unitary forward map F , was recently
extended to arbitrary linear maps with bounded inverse [7]. It would be
interesting to apply CS to the general nonlinear setup presented in this
paper by using the results of [50, 51].
• The numerical implementation of the reconstruction algorithm constructed
in Section 3 would allow for testing its efficiency and applicability.
• In this work, we have limited ourselves to considering three nonlinear inverse
problems as proofs of concept, but it would be interesting to apply the
theory to other examples, for instance where the unknown is supposed to
have a particular shape (e.g. a polygon) with unknown location [24, 31] or
for inverse problems with fractional operators [69, 39].
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