Abstract. The K-means algorithm has the shortcomings of being sensitive to the initial clustering center, and in order to overcome this drawback, in this paper ,on the basis of the combination of data density and the optimal distance , a new definition of fitting function is made and then a kind of K-means algorithm based on fitting function is proposed. By utilizing the fitting function to select the initial clustering center, the selection of the initial cluster centers can be made as much close to the real sample clustering centers as possible. The experiments proved that, the K-means algorithm based on fitting function reduces the number of iterations and enhances the stability of the algorithm, as well as improves the efficiency of the algorithm.
Introduction
K-means algorithm [1] as a kind of classic clustering algorithm, has been widely used in many field such as data mining, image processing and pattern recognition.It finds the center of the cluster via several iterations, and assigns all points that need to be addressed to the clusters where the centers of the clusters are nearest to the specific points, according to the principle of proximity distribution. The purpose of multiple iterations is to make the degree of similarity lowest between clusters and highest within the clusters. Since the initial cluster centers k-means algorithm is randomly selected, although it can reduce the complexity of the algorithm and improve the scalability of the algorithm, it leads to the shortcoming of an unstable algorithm performance as well.
In order to improve the k-means algorithm, researchers have proposed various methods. In literature [2] [10] , an improved method based on Huffman tree thinking is proposed. it uses the distances between each data points as the weights to build Huffman tree, and then chooses the cluster center according to the value of k in the reverse order of Huffman tree .In literature [3] [4] [5] ,in order to make the selected initial cluster centers far away from each other, the maximum distance method and the maximum and minimum distance method are utilized respectively. In literature [11] , using this method effectively overcomes the issue of the algorithm being sensitive to the initial cluster centers, the method ensures the efficiency of the algorithm even in the situations where the center of initial cluster chosen randomly is bad. In literature [6] [7] [12],combined with the method of minimum spanning tree, based on the distance between the data points, a minimum spanning tree is constructe. And then the initial clustering center point can be obtained by cropping the minimum spanning tree according to the value of k. The idea of the density is combined with maximum distance method in [8] [9] , to select the farthest distance and highest density points as the initial cluster centers. In literature [13] , the concept of parallel is introduced to significantly reduce the running time of the algorithm and better adapt to the large-scale data.
The above related research of the improvement strategy, although overcomes some of the shortcomings of the traditional k-means algorithm to some extent, the efficiency and the results of the clustering algorithms still need to be further improved. Towards this end, this paper defines a fitting function of k-means algorithm (K-means algorithm based on fitting function, referred to as FKM).
FKM algorithm
The core idea of FKM algorithm is using the density method and the optimal distance method together to make the selected initial cluster centers not only strong representative, but also far away from each other. First, the density method can rule out the possibility of selecting the isolated points as the initial cluster centers, which improves the algorithm resistance of isolated points. Then, by using the optimal distance method, the possibility that the selected initial cluster centers are too close to each other can be effectively avoided, thus avoiding the algorithm becoming a local optimal solution.
Density function.In the field of data mining, the more points there are around a point, i.e. the more densely are the points distributed around a point, the more important the point is. In order to better reflect the importance of each point, the density function is defined as follows:
Where dij is :
where Xi represents any one point of the data set, n is the size of the data set, m is the number of Xi properties. By equation (1) we can know the smaller V(i) is, the more significant the corresponding Xi is, and vice versa.
Optimal distance.During the implementation of k-means algorithm, we always want the randomly chosen initial cluster centers to be scattered, so as the results of the algorithm are more favorable. The selected initial cluster centers distance between each other as far as possible, i.e., in the hope that all the distances between the center points are as much equal as possible, that is, to achieve the optimal distance between each other. Towards this end, we use the average value inequality method to select the clustering center to obtain the optimal distance. Mathematical deduction as follows:
is a two-dimensional space of the mean inequality, d1d2 has the maximum value, if and only if d1=d2. To have a better understanding, see the image of Figure. 2.1,choosing the point C as the third center point is most appropriate.
To find the optimal distance diagram of Figure. To the n-dimensional space is derived: Fitting function and the initial cluster center point selection method.If a random point or the point of maximum density is selected for the first initial cluster centers, or the most remote two points are selected for the start of the initial clustering center, the initial clustering centers selected this way tend to be affected by isolated points. In order to effectively avoid the defect of a separate method for selecting initial cluster centers and embody the advantages of the two algorithms, we define a new fitting function which takes the form:
where m represents the number of initial cluster centers.
Through analyzing (5) and (6) we can see that the initial clustering centers selected by the proposed fitting function not only have high density, but also are scattered apart. From another perspective, one can also know that, the higher the value of the fitting function of data points is, the smaller is the difference between the calculated value and value of the true cluster center. Therefore, the clustering results produced by the chosen initial clustering center are preferable. When selecting the initial cluster center point , we utilize equation (5) to select the initial two initial cluster centers, subsequent initial cluster centers are chosen by equation (6). figure2.2(a) , we use a method based solely on data density, and another method solely on the optimal distance method and the proposed method based on fitting function approach to select the initial cluster centers and the results are represented by " △", "." and "*" respectively. Figure c depicts the comparison between the selected cluster center points and the actual cluster centers.
By comparing the points in figure c one can clearly see that the initial cluster centers selected by the proposed method based on the fitting function is closest to the actual cluster centers. The second close is the initial cluster centers selected by the method based on the optimal distance, the farthest is selected by the method based solely on density. In other words, the initial cluster center selected by the method based on fitting function has the highest quality.
Algorithm processes.
Specific steps are as follows: Input: Data set U and the value of clusters number k; Output: k clusters and each cluster center point;
Step 1: calculate the distance between any two points in the data set U according to equation (2); Step 2: calculate the density value of each point according to equation (1) ; Step 3: find the start of the two initial cluster centers via (5), set k1 = 2;
Step 4: if (k1>k), then the initialization of the center of the cluster is completed, turn to step 5;
If(k1<k), the use equation (6) to find the next cluster center, set k1 = k1 + 1, repeat step 4;
Step 5: Using the initial cluster centers that have been found to conduct the k-means algorithm.
Experiment
In order to prove the effectiveness of the proposed FKM algorithm, we conduct a comparison test between the FKM algorithm and the k-means algorithm. Select the iris data set in prestigious UCI [14] machine learning database and the seed data set for the test. We utilize three indicators to evaluate the quality of clustering results, that is, accuracy (the number of correct classification data point / the size of data set), stability and the time consumed. In order to better reflect the performance of the two algorithms, each data set on the two algorithms are running 10 times. In order to ensure the authenticity of the experimental results, we do not do anything with the data set in advance, the two data sets are described in Table 3 .1. Table 3 .2, one can clearly know that, on the basis of the two data sets, the highest accuracy of FKM k-means algorithm is the same as k-means algorithm, which is a constant, but the lowest accuracy of k-means algorithm is very low, which lead to the fact that the average accuracy rate of k-means algorithm is considerably lower than the average accuracy of FKM algorithm. So from the aspect of accuracy, FKM algorithm is superior to k-means algorithm.
In contrast to the trend of the curve in Figure 3 .1, both in the iris data and seed data set,can clearly see k-means algorithm in the process of experiment the number of iteration to fluctuate in large range, while the of FKM algorithm is stable and unchanging, and of k-means algorithm is also greater than the average value of iterative number FKM algorithm .So from the stability index,FKM algorithm is also superior to the k-means algorithm.
The comparison of the time-consuming characteristic of the two algorithms can be obtained from Figure 3 .2. Due to the fact that the complexity of the FKM algorithm is slightly higher than the k-means algorithm, we can see that the time consumed by the FKM algorithm is approximately 2 times than that of k-means algorithm. However, since the accuracy and stability of FKM algorithm is better than k-means algorithm, so by taking the comparison of the three indicators into consideration, FKM algorithm performance is better than that of k-means algorithm.
Summary
In view of the problem that the k-means algorithm is sensitive to the initial cluster centers, the FKM algorithm proposed in this paper finds the initial cluster centers by a novel fitting function, in order to guarantee that the initial cluster centers found not only strongly representative, but also relatively scattered. The experimental results show that FKM algorithm improves the accuracy of the algorithm ,as well as strengthened the stability of the algorithm, although the time consumption still have defects, but within a tolerable range. This problem will be further investigated issue in future research.
