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a b s t r a c t
An undirected graph G = (V , E) is a probe C graph if its vertex set can be partitioned into
two sets,N (nonprobes) and P (probes)whereN is independent and there exists E ′ ⊆ N×N
such that G′ = (V , E ∪ E ′) is a C graph. In this article we investigate probe threshold
and probe trivially perfect graphs and characterise them in terms of certain 2-Sat formulas
and in other ways. For the case when the partition into probes and nonprobes is given,
we give characterisations by forbidden induced subgraphs, linear recognition algorithms
(in the case of probe threshold graphs it is based on the degree sequence of the graph),
and linear algorithms to find a set E ′ of minimum size. Furthermore, we give linear time
recognition algorithms for both classes and a characterisation by forbidden subgraphs for
probe threshold graphs when the partition (P,N) is not given.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In 1994, in the context of genome research, Zhang [27] introduced probe interval graphs. A graph is a probe interval
graph if its vertex set can be partitioned into two sets, probes P and nonprobes N , such that N is independent and new edges
can be added between certain nonprobes in such a way that the resulting graph is an interval graph. This definition can of
course readily be generalised to some graph class C: A graph G is probe C if its vertex set can be partitioned into two sets,
probes P and nonprobes N , such that N is independent and new edges can be added between nonprobes in such a way that
the resulting graph G′ is in C. G′ is called a (valid) extension of G. If a partition into probes and nonprobes is given, we talk
about a partitioned probe class, otherwise about an unpartitioned one.
In this manner probe C have been investigated for many graph classes C recently (see e.g. [4–9,16,21]), where the main
problems considered are the following two.
Problem 1 (Characterisation Problem). Given C, characterise probe C.
Problem 2 (Recognition Problem). GivenC, recognise (partitioned, unpartitioned) probeC in polynomial time or prove that
recognising probe C is NP-hard.
In [9,20], it is conjectured that if C is the class of perfect graphs, or more generally, if recognising C is polynomial, then
recognising probe C is also polynomial, in both the partitioned and unpartitioned case.
Let C be a graph class. For partitioned probe C graphs, the following interesting problem arises naturally.
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Problem 3 (Minimum Extension Problem). Given G = (P,N, E)with N independent and k ∈ N. Does there exist E ′ ⊆ N×N
with |E ′| ≤ k and G′ = (P,N, E ∪ E ′) ∈ C?
Note that if recognition of C is polynomially solvable and k is fixed, then Problem 3 is trivially solvable in polynomial time
by checking all candidate sets E ′.
In this article, we will solve the above three problems for probe threshold graphs and probe trivially perfect graphs.
All graphs considered are finite, undirected and simple. Given a graph H and a positive integer n, nH denotes the graph
consisting of n disjoint copies of H . Cn and Pn denote the chordless cycle and chordless path, respectively, on n vertices. A
vertex of degree one in a chordless path is called an endpoint of the path, the other vertices being its midpoints. For two
disjoint sets of vertices X and Y , X Y (X Y ) means that every vertex in X is adjacent (nonadjacent) to every vertex in
Y . We often identify a subset of vertices with the subgraph induced by that subset, and vice versa. A set of vertices is called
independent or stable if the vertices are pairwise nonadjacent and it is called a clique if they are pairwise adjacent. Adjacency
of two vertices x, y in a graph G = (V , E) is written xy ∈ E or x ∼ y. The (open) neighbourhood N(v) of a vertex v is the set
of its neighbours, the closed neighbourhood N[v] = N(v) ∪ {v} and the non-neighbourhood N(v) = V \ N[v]. A vertex v is
called universal if N[v] = V . The degree of a vertex is the number of its neighbours: d(v) = |N(v)|. Given a set of vertices
X ⊆ V , the subgraph induced by X is written G[X] and the set of all vertices in V \ X adjacent to a vertex in X is written
N(X). Thus, N(X) =⋃v∈X N(v) \ X . For a singleton {x}, we usually write X + x for X ∪ {x} and X − x for X \ {x}. We say that
two sets are nested if one is a subset of the other.
2. Preliminaries
In 1977, Chvátal and Hammer [11] introduced threshold graphs in connection with set-packing problems. A graph
G = (V , E) is called a threshold graph if there exists a weight function w : V → R≥0 and t ∈ R such that, for all U ⊆ V ,
w(U) ≤ t iff U is a stable set in G, where w(U) =∑v∈U w(v).
Applications of threshold graphs arise in parallel processing, resource allocation problems, open shop scheduling and
other areas. We refer to the nice monograph of Mahadev and Peled [23] for more information on threshold graphs. Some of
the many known characterisations of threshold graphs are listed below.
Theorem 4 (E.g. [23]). For all graphs G, the following statements are equivalent
(a) G is a threshold graph;
(b) G is (2K2, C4, P4)-free;
(c) The vertex set of G can be partitioned into a clique Q and an independent set U such that the neighbourhoods of vertices in U
are nested;
(d) Each induced subgraph of G has a universal vertex or an isolated vertex.
The last characterisation implies a linear time recognition for threshold graphs (see Section 6).
In 1978, Golumbic [15] introduced trivially perfect graphs. A graphG is trivially perfect if for each subgraphH ofG, the size
of a maximal independent set in H equals the number of maximal cliques in H . The trivially perfect graphs are also called
quasi-threshold graphs [26] or comparability graphs of trees [24,25]. Some of the many known characterisations of trivially
perfect graphs are listed below.
Theorem 5 ([15,26]). The following are equivalent for a graph G = (V , E):
(a) G is a trivially perfect graph;
(b) G is (C4, P4)-free;
(c) For all edges xy ∈ E : N[x] ⊆ N[y] ∨ N[y] ⊆ N[x];
(d) G is the intersection graph of a set of intervals on the straight line such that every two intervals either are disjoint or one
contains the other;
(e) There is a rooted directed forest F = (V ,H) such that xy ∈ E iff in F there is either a path from x to y or from y to x;
(f) Each connected induced subgraph of G has a universal vertex.
A linear recognition algorithm for trivially perfect graphswas given in [26], based on the connection between Theorem5.c
and e. It is also possible to derive one from the last characterisation [19]. From Theorem 5.d we get that trivially perfect
graphs are a subclass of interval graphs.
From the forbidden subgraph characterisations it is clear that threshold graphs are exactly the 2K2-free trivially perfect
graphs. This is also true for the probe version.
Theorem 6. G is (partitioned, respectively, unpartitioned) probe threshold if and only if G is 2K2-free and (partitioned,
respectively, unpartitioned) probe trivially perfect.
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Fig. 1. Partitioned forbidden induced subgraphs of probe trivially perfect graphs. (black vertices probes, white vertices nonprobes).
Proof. The ‘‘only if’’-part is obvious because any induced 2K2 in G is an induced 2K2 or an induced P4 in any extension of G.
For the if-part, let G = (V , E) be 2K2-free, probe trivially perfect. Note that every induced subgraph of G is again 2K2-free
and probe trivially perfect. We claim that for any trivially perfect extension G′ = (P,N, E∪E ′) of G, there exists E ′′ ⊆ N×N
such that G′′ = (P,N, E ∪ E ′′) is a threshold extension of G. This is shown by induction on |V |.
If G is connected, then G′ is also connected and by Theorem 5.f, G′ has an universal vertex v. By induction, applied for
H = G−v and H ′ = G′−v, there exists F ′′ ⊆ (N−v)× (N−v) such that H ′′ = (P−v,N−v, E(G−v)∪ F ′′) is a threshold
extension of G − v. Then, clearly, G′′ = (P,N, E ∪ E ′′) with E ′′ = F ′′ if v ∈ P and E ′′ = F ′′ ∪ {vx | x ∈ N − v} if v ∈ N is a
threshold extension of G. (Note that E ′′ ⊆ N × N).
If G is disconnected, then G has an isolated vertex v. Otherwise G is not 2K2-free. Again, by applying the induction
hypothesis forH = G−v andH ′ = G′−v, there exists F ′′ ⊆ (N−v)× (N−v) such thatH ′′ = (P−v,N−v, E(G−v)∪F ′′)
is a threshold extension of G− v. Then, clearly, G′′ = (P,N, E ∪ E ′′)with E ′′ = F ′′ is a threshold extension of G. 
3. Probe trivially perfect graphs
We first characterise partitioned probe trivially perfect graphs.
Let G = (P,N, E) with N independent. If G is partitioned trivially perfect then in G, clearly, each induced C4 must have
two vertices, each induced P4 must have a midpoint and an endpoint, and each induced P5 must have three vertices in N .
This leads to the following definition of a 2-Sat formula TP(G) associated with a given graph G (partitioned or not):
• For any vertex v of G, create a Boolean variable xv ,
• for each edge ab of G, (xa ∨ xb) is a clause, the edge-clause for ab,
• for each C4 = abcd of G, (xa ∨ xb) and (xc ∨ xd) are two clauses, the C4-clauses for that C4,
• for each P4 = abcd of G, (xa ∨ xd) and (xb ∨ xc) are two clauses, the P4-clauses for that P4,
• for each P5 = abcde of G, (xc) is a clause, the P5-clause for that P5.
The formula TP(G) is the conjunction of all edge-clauses, all C4-clauses, all P4-clauses, and all P5-clauses.Wewill see that G is
unpartitioned probe trivially perfect if and only if TP(G) is satisfiable. Since a P5 is determined by its middle vertex and two
edges at the ends, there are at most O(|V | · |E|2) P5’s. Hence TP(G) has at most O(|V | · |E|2) clauses and can be constructed
in time O(|V | + |V | · |E|2).
Next, if G = (P,N, E) is partitioned probe trivially perfect and G′ = (P,N, E ∪ E ′) is a trivially perfect extension of G,
then for every two nonprobes x, y ∈ N belonging to an induced C4 or P4 in G, clearly xy ∈ E ′. This leads to the following
notion:
Definition 7. Let G = (P,N, E) be a partitioned graph with N independent. Then G∗ = (P,N, E ∪ E∗) is the extension of G
with xy ∈ E∗ \ E iff x, y ∈ N and x, y belong to an induced C4 or P4 in G.
Note that for v ∈ N , (G − v)∗ = G∗ − v, but that this equality does not necessarily hold for v ∈ P . If G = (P,N, E) is
probe trivially perfect and if G∗ as defined is trivially perfect, then G∗ is the minimum extension of G. Indeed, we will see as
one of our main results that G is partitioned probe trivially perfect if and only if G∗ is trivially perfect.
Theorem 8. Let G = (P,N, E) be an arbitrary partitioned graph with N independent. The following statements are equivalent:
(a) G is probe trivially perfect;
(b) TP(G) is satisfied by assigning xv := true if v ∈ N and xv := false otherwise;
(c) In G, every induced C4 has two vertices, every induced P4 has a midpoint and an endpoint, and every induced P5 has three
vertices in N;
(d) G is (H1, . . . ,H7)-free (see Fig. 1);
(e) Each connected induced subgraph H of G has a universal vertex or a vertex in N ∩ V (H) adjacent to all vertices in P ∩ V (H);
(f) The minimum extension G∗ of G is trivially perfect.
Proof. (a)⇒ (b): Assume that G is probe trivially perfect. Then clearly, each C4 of Gmust have two vertices, each P4 must
have a midpoint and an endpoint, and each P5 of Gmust have three vertices in N . Moreover, as N is independent, each edge
of Gmust have a vertex in P . Thus, every clause of TP(G) is satisfied by the assignment given in (b).
(b)⇒ (d): It is easy to check that TP(Hi) is not satisfied by the assignment given in (b) for any of the graphs Hi depicted
in Fig. 1. Thus there is no such induced subgraph in G.
(c)⇔ (d): Clear.
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(d)⇒ (e): The proof is by induction on |V | = |P| + |N|. Assume that (d)⇒ (e) for all graphs with strictly fewer vertices
than G. Then in particular all proper connected induced subgraphs H of G have a universal vertex or a vertex in N ∩ V (H)
adjacent to all vertices in P ∩ V (H). Thus, we only need to show that when G is connected, it has a universal vertex or a
nonprobe that is adjacent to all probes. Assume that G is connected.
If |N| ≤ 1, G is (C4, P4)-free (otherwise G would contain one of H1, . . . ,H5), i.e., G is trivially perfect. Hence G has a
universal vertex.
Let |N| ≥ 2. We first prove that there is some x ∈ N such that G − x is connected. Assume to the contrary that for all
n ∈ N , G − n is disconnected. Consider x, y ∈ N with x 6= y. Let A be the connected component of G − x containing y and
let B 6= A be another connected component of G− x. Note that both A and B contain probes, because otherwise Gwould be
disconnected. By induction, G[A] has a universal vertex z or a vertex z ∈ N ∩ A adjacent to all vertices in P ∩ A. Since by
assumption G − y, and hence G[A] − y, is disconnected, it must be the case that z = y. Let D be the connected component
of G − y containing x and let C 6= D be another connected component of G − y. Again both C and D must contain probes
and x is adjacent to all vertices in D ∩ P . Note that B ⊆ D \ A and C ⊆ A \ D. Now, x and y together with any probe c ∈ C ,
a ∈ A ∩ N(x), b ∈ B induce an H7. Contradiction.
So we may assume a vertex x ∈ N exists with G − x connected. By the induction hypothesis, G − x has a vertex v such
that v is universal, or v ∈ N − x and v P . If v ∈ N − x we are done in both cases. So, let v be universal in G − x and
v ∈ P . If v is also adjacent to x then we are done. Suppose that v and x are nonadjacent. Then we claim that every vertex
in N(x) is a universal vertex of G (note that N(x) 6= ∅, as G is connected): First, N(x) is a clique because otherwise v, x and
two nonadjacent vertices in N(x) would induce an H2. Next, every vertex u ∈ N(x) is adjacent to every vertex y ∈ N − x;
otherwise x, u, v, y would induce an H6. Now, if a vertex u ∈ N(x) is nonadjacent to a vertex w ∈ P \ N(x) then w, v, u, x
would induce an H4. That is, every vertex in N(x) is universal in G, as claimed.
(e)⇒ (f): The proof is by induction on |V | = |P| + |N|. If G is disconnected, then by induction, C∗ is trivially perfect for
every connected component C of G. Hence G∗ = ⋃ C∗ is trivially perfect, too. Furthermore, if |N| ≤ 1 then (e) implies that
G is (C4, P4)-free; hence G∗ = G is trivially perfect.
Thus, let G be connected and |N| ≥ 2. If G has a universal vertex v then v ∈ P (as |N| ≥ 2) and G∗ = (G − v)∗ v. By
induction, (G− v)∗ is trivially perfect; hence G∗ is trivially perfect. So, let G have a vertex v ∈ N adjacent to all vertices in P .
Then (G− v)∗ = G∗ − v and is trivially perfect by induction. We first observe that for all vertices x, y ∈ N − v:
xy ∈ E∗ ⇒ vx, vy ∈ E∗ (1)
NG(x) \ NG(y) 6= ∅ ∧ NG(y) \ NG(x) 6= ∅ ⇒ vx, vy ∈ E∗ (2)
NG(x) ⊆ NG(y) ∧ vx ∈ E∗ ⇒ vy ∈ E∗ (3)
((1) follows directly from definition of G∗. Proof of (2): Let a ∈ NG(x) \NG(y), b ∈ NG(y) \NG(x). Then ab 6∈ E∗; otherwise
H = G[x, a, b, y]would not satisfy (e). Thus, xavb and ybva are induced P4s inG; hence vx, vy ∈ E∗. Finally, (3) holds because
if v, x belong to a C4 in G then also v, y, and if v, x belong to a P4 in G then v, y belong to a P4 or a C4 in G.)
Now, G∗ cannot contain an induced C4: For, if vxyz is a C4 in G∗ then y ∈ N (as v P); hence by (1), x, z ∈ P . But then
vxyz is an induced C4 in G and vywould be an edge in G∗. Also G∗ cannot contain an induced P4. For if vxyz is a P4 in G∗, then
y, z ∈ N (as v P); hence yz ∈ E∗. But then by (1), vy, vz would be edges in G∗. Finally, if xvyz is a P4 in G∗ then z ∈ N
(as v P); hence by (1), y ∈ P . Moreover, x ∈ N; otherwise xvyz would be an induced P4 in G and vz would be an edge in
G∗. Now, by (2) and vz 6∈ E∗, NG(x) ⊆ NG(z) and then by (3), vz ∈ E∗, which is a contradiction. We have shown that G∗ is
trivially perfect.
(f)⇒ (a): Clear by definition. 
In the next section we will use statement (f) to derive a linear time recognition algorithm for partitioned probe trivially
perfect graphs.
The following characterisations for the unpartitioned case can be proved in the same way as in the partitioned case;
hence we omit the details.
Theorem 9. The following statements are equivalent for any graph G:
(a) G is probe trivially perfect;
(b) TP(G) is satisfiable;
(c) G admits an independent set N such that in G, every induced C4 has two vertices, every induced P4 has a midpoint and an
endpoint, and every induced P5 has three vertices in N;
(d) G admits an independent set N such that each connected induced subgraphH of G has a universal vertex or a vertex in N∩V (H)
adjacent to all vertices in P ∩ V (H);
(e) G admits an independent set N such that G∗ (with respect to N) is trivially perfect.
Proof. Analogous to the proof of Theorem 8. 
The problem 2-Sat is solvable in O(k+ l)with k being the number of Boolean variables and l being the number of clauses
[1,2]. So statement (b) gives anO(|V |+|V |·|E|2) recognition for unpartitioned probe trivially perfect graphswithout reducing
to the partitioned case.
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4. Recognition of probe trivially perfect graphs
Our recognition algorithm for partitioned probe trivially perfect graphs exploits the relation between Theorem 5.c and e
in a way similar to, but different from the recognition algorithm for trivially perfect graphs in [26]. If we define the relation
x < y on vertices x, y as N[x] ⊂ N[y] ∨ (N[x] = N[y] ∧ σ(x) < σ(y)) with σ some linear order of the vertices, and create
the graph F on V by adding directed edges x← min{y | x < y}, then F will be a rooted directed forest. Conversely, we have
that if v ← w is an edge in the transitive closure of F then vw ∈ E. We shall call such a directed forest an associated forest
of G and y the superior neighbour of x.
Trivially perfect graphs have the convenient property that for all neighbours x, y: N[x] ⊆ N[y] iff d(x) ≤ d(y). Thus, if we
order vertices by nondescending degree v1, . . . , vn and create the directed forest F by adding edges vi ← min{vj | vivj ∈
E ∧ vi < vj}, then F will be an associated forest. So G is trivially perfect iff G equals the transitive closure (as an undirected
graph) of the forest F created as described. Furthermore, in G[v1 . . . vj], vj is a universal vertex in its connected component
which consists of precisely the descendants of vj in F .
Let G = (P,N, E) be a partitioned probe trivially perfect graph and G∗ the minimum extension of G. We write N∗(x)
for NG∗(x), and similarly for N∗[x]. Furthermore, dP(x) (dN(x)) denotes the number of neighbours of x in G that are probes
(nonprobes). The algorithm assumes that the arrays e[x], for all vertices x, are initially empty.
Lemma 10. Let G = (P,N, E) be a probe trivially perfect graph and G∗ = (P ∪N, E ∪ E∗) the minimum extension of G. If xy ∈ E
for x, y ∈ P then the following hold:
(a) If d(x) < d(y) then dP(x) ≤ dP(y) and N∗[x] ⊂ N∗[y]
(b) If d(x) = d(y) then dP(x) = dP(y) and N∗[x] = N∗[y].
Proof. Since xy ∈ E and G∗ is trivially perfect, either N∗[x] ⊆ N∗[y] or N∗[y] ⊆ N∗[x]; furthermore for all probes pwe have
N∗[p] = N[p].
If d(x) < d(y), then there is a vertex v with vx 6∈ E, vy ∈ E and thus N∗[x] ⊂ N∗[y]. If additionally dP(x) > dP(y), then
there is a probe pwith px ∈ E, py 6∈ E, and N∗[x] ⊃ N∗[y], a contradiction. The first statement follows.
Now assume d(x) = d(y) and assume that dP(x) < dP(y). Then dN(x) > dN(y). Thus, there is a probe p that is adjacent to
y but not to x and a nonprobe n that is adjacent to x but not to y. But then nxyp induce anH2 or anH4, which is a contradiction.
The second statement follows. 
Lemma 11. Let G = (P,N, E) be a probe trivially perfect graph and G∗ = (P ∪N, E ∪ E∗) the minimum extension of G. If xy ∈ E
for x ∈ P, y ∈ N then the following hold:
(a) If dP(x) < dP(y)− 1 then N∗[x] ⊂ N∗[y]
(b) If dP(x) = dP(y)− 1 then N∗[x] ⊇ N∗[y]
(c) If dP(x) > dP(y)− 1 then N∗[x] ⊃ N∗[y].
Proof. Since xy ∈ E and G∗ is trivially perfect, either N∗[x] ⊆ N∗[y] or N∗[y] ⊆ N∗[x]. If dP(x) < dP(y)− 1, there is a probe
besides x that is adjacent to y but not to x and therefore N∗[x] ⊂ N∗[y]. The third statement follows similarly.
Now assume dP(x) = dP(y)−1 but N∗[x] ⊂ N∗[y]. Since dP(x) = dP(y)−1, we have that N∗[x]∩P = N∗[y]∩P . Assume
there is a nonprobe n such that ny ∈ E∗, but nx 6∈ E∗. Then there are probes a, b such that either aybn is a P4, yanb is a P4, or
yanb(y) is a C4. If aybn is a P4, then axbn is an H4. If yanb is a P4, then xanb is an H5. If yanb is a C4, then xanb is an H2. Thus, if
dP(x) = dP(y)− 1 then N∗[x] ⊇ N∗[y]. 
Lemma 12. Let G = (P,N, E) be a probe trivially perfect graph and G∗ = (P∪N, E∪E∗) the minimum extension of G. If xy ∈ E∗
for x, y ∈ N then the following hold:
(a) If d(x) < d(y) then N∗[x] ⊂ N∗[y]
(b) If d(x) = d(y) then N∗[x] = N∗[y].
Proof. Again we have N∗[x] ⊆ N∗[y] or vice versa. If d(x) < d(y) then there is a probe that is adjacent to y but not to x and
thus N∗[x] ⊂ N∗[y].
Assume that d(x) = d(y). Then N∗[x] ∩ P = N∗[y] ∩ P . Assume without loss of generality that N∗[x] ⊂ N∗[y], then a
nonprobe z ∈ N∗[y] \ N∗[x] exists, implying that N∗[z] ⊂ N∗[y]. In particular N∗[z] ∩ P ⊆ N∗[y] ∩ P = N∗[x] ∩ P . But
then every two probes that form a P4 or a C4 in G with y, z, also form a P4 or C4 with x, z, implying that xz ∈ E∗, which is a
contradiction. The second statement follows. 
Theorem 13. Given a partitioned graph G = (P,N, E), Algorithm 1 returns an associated forest for the minimum extension of G,
if G is probe trivially perfect and returns false otherwise. Algorithm 1 runs in time O(|P| + |N| + |E|).
Proof. The timebound is obvious, since ordering p and n can be done in linear time using counting sort and the other lines
are clearly linear.
The first seven lines of the algorithm serve two purposes: Firstly, a linear order σ of vertices is established with the
property that, assuming G is probe trivially perfect, for all vertices x, y with xy ∈ E∗: If x <σ y then N∗[x] ⊆ N∗[y].
Moreover, if x is a probe and y a nonprobe, then this inclusion is strict. This follows from Lemmas 10–12. Secondly, every
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Algorithm 1 Given a graph G = (P,N, E), return an associated forest for G∗ if G is a probe trivially perfect graph and false
otherwise.
1: Calculate d(x) and dP(x) for all vertices x
2: Let p[1..|P|] be the probes of G, ordered nondescending by degree.
3: Let n[1..|N|] be the nonprobes of G, ordered nondescending by degree.
4: Let v[1..|P| + |N|] be the merger of p and n, with x < y (x ∈ P, y ∈ N) iff dP(x) < dP(y)− 1. Let σ(x) = i⇔ v[i] = x.
5: for i := |P| + |N| downto 1 do
6: for x ∈ N(v[i])with σ(x) < i do
7: prepend v[i] to e[x]
8: Create−→G = (P ∪ N,−→E )with−→E = ∅
9: for i := 1..|P| + |N| do
10: if indeg−→G (v[i]) = 0 then
11: x := v[i]
12: if e[x] nonempty then
13: add the edge x← e[x][1] to−→E
14: if e[x][1] is a nonprobe then
15: j := 2
16: while e[x][j] is a nonprobe and indeg−→G (e[x][j− 1]) = 0 do
17: add the edge e[x][j− 1] ← e[x][j] to−→E
18: increase j
19: Let for every vertex x, anc(x) be the set of ancestors of x in−→G
20: if there is a probe x such that anc(x) 6= e[x] or there is a nonprobe x such that anc(x) ∩ P 6= e[x] then
21: return false
22: else
23: return−→G
vertex x is given an array e[x] with its neighbours in G that are higher in σ , ordered by σ . So N∗[e[x][i]] ⊆ N∗[e[x][i + 1]]
and N∗[x] ⊆ N∗[e[x][1]].
The for-loop in line 9 adds edges to −→G . By construction −→G is a rooted forest: all vertices x have indeg−→G (x) ≤ 1 and
directed cycles cannot be created since all edges a← b in−→E have a <σ b. We claim that if G is probe trivially perfect, then−→G is an associated forest of G∗. To this end we assume that G is probe trivially perfect and show that if y is the superior
neighbour of x in G∗ then x← y ∈ −→E . Since indeg−→G (x) ≤ 1 this implies that x← y ∈
−→E iff y is the superior neighbour of
x, and thus that−→G is an associated forest of G∗.
If x ∈ P , then N∗[x] = N[x], and therefore the superior neighbour of x is e[x][1]. This edge will be added in line 13 indeed.
Now assume x ∈ N . We consider two cases.
First assume a probe p is the superior neighbour of x. Let y ∈ N∗[x], p 6= y with x <σ y, then x <σ p <σ y. It is clear
that the edge x ← y will not be added in line 13. Assume it is added in line 17; then y is a nonprobe and there is a probe
a with a <σ x with ax ∈ E (and {x, y} ∈ e[a]), but ap 6∈ E. By σ , however, N∗[x] ⊆ N∗[p], which is a contradiction. Thus,
indeg−→G (x) = 0 in line 10 and the edge x← pwill be added in line 13.
Next assume that a nonprobe y is the superior neighbour of x. Then there is no probe p ∈ N(x)with x <σ p <σ y. Since
xy ∈ E∗, they are on a P4 or a C4 in G and thus there must be a probe a adjacent to both x, y in that P4/C4. If y <σ a, then by
definition of σ no P4/C4 containing x, y, a is possible, so a <σ y and by assumption it follows that a <σ x. Furthermore, if
b ∈ N(x) is a probe with a <σ b <σ x, then σ implies bx, by ∈ E. Let a be the smallest (with respect to σ ) probe with a <σ x
and x, y ∈ N[a] such that there is no probe b ∈ N(x) with a <σ b <σ x. Then the edge x ← y will be added in line 17 for
v[i] = a.
So, after the for-loop terminates, the forest −→G is an associated forest for G∗ (and thus the transitive closure (as an
undirected graph) of−→G equals G∗), iff G is probe trivially perfect. We check using depth-first search on−→G whether indeed
for all probes x the set of ancestors of x in−→G is precisely e[x] and whether for all nonprobes x the set of probe-ancestors of
x in−→G is precisely e[x]. If this holds, then G∗ is trivially perfect and we return−→G ; otherwise we return false. 
Algorithm 1 is illustrated by Fig. 2. We have (breaking ties by alphabet) p = [a, b, d, c], n = [y, x, z, w] and v =
[y, a, b, d, x, z, c, w]. Furthermore e[y] = [c], e[a] = [w], e[b] = [x, z, c, w], e[d] = [x, z, c, w], e[x] = [c], e[z] = [c],
e[c] = [w], e[w] = []. The for-loop adds the following edges to −→E : y ← c; a ← w; b ← x ← z; d ← x; ∅; z ← c;
c ← w; ∅.
There is a fine detail in that Algorithm 1 does not explicitly compute the minimum extension G∗ of G, but only an
associated forest of G∗. This is important for e.g. G = (P,N, {pn | p ∈ P, n ∈ N}), whose minimum extension is
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Fig. 2. An example for Algorithm 1. (a) shows a partitioned probe trivially perfect graph (black vertices probes, white vertices nonprobes) and (b) its
associated forest as created by Algorithm 1.
Fig. 3. Forbidden induced subgraphs for partitioned probe threshold graphs (black vertices probes, white vertices nonprobes).
G∗ = (P,N, {pn | p ∈ P, n ∈ N} ∪ {xy | x ∈ N, y ∈ N, x 6= y}), with a quadratic number of edges. An associated
forest for G∗ however, has only a linear number of edges and can be computed in linear time.
Theorem 14. Unpartitioned probe trivially perfect graphs can be recognised in linear time.
Proof. Let G be a graph. If G is disconnected, then G is probe trivially perfect iff each of its connected components is probe
trivially perfect.
Assume G is disconnected, and let X1, . . . , Xn be the co-connected components of G. Furthermore assume G is probe
trivially perfect. Since the nonprobes are independent, all are in one of the co-connected components, say X1. If there are
Xi, Xj, 2 ≤ i, j ≤ n, i 6= jwith more than one vertex (and therefore containing a nonedge), then G contains an H1. So we may
assume that Xi, 3 ≤ i ≤ n are trivial. If X1 consists solely of nonprobes, then X2 must be trivially perfect. If X1 contains a
probe, then there is a nonprobe and a probe in X1 that are non-neighbours, and G[X1∪X2] contains anH2. Thus X2 is trivial. It
follows that if a co-disconnected graph is probe trivially perfect then either all but one co-connected components are trivial,
and one is probe trivially perfect, or one co-connected component is independent, one is trivially perfect and the others are
trivial. It is easy to see that the converse holds as well.
For a graph that is both connected and co-connected, we can calculate the fixed number of feasible (probe, nonprobe)
partitions as described in [7, Th. 5] for probe cographs (probe trivially perfect graphs are a subclass of probe cographs) and
check those with Algorithm 1.
So, to check whether an unpartitioned graph G is probe trivially perfect, we decompose it using modular decomposition
[12,13] and use the above rules. Since modular decomposition can be done in linear time, this takes linear time. 
Theorem 15. The minimum extension problem can be solved in linear time for partitioned probe trivially perfect graphs.
Proof. Let a partitioned graph G and an integer k be given. We first check with Algorithm 1 whether G is probe trivially
perfect. If it is, then let F be an associated forest of the minimum extension of G. We count recursively for every nonprobe in
F the number of nonprobe ancestors. If the sum of these counts is not more than k, then we return true, otherwise false. 
5. Probe threshold graphs
In this section we first address partitioned probe threshold graphs G = (P,N, E). The discussion is similar to the one for
probe trivially perfect graphs. Let G = (V , E) be an arbitrary graph. An associated 2-Sat formula TH(G) is created as follows:
• For any vertex v of G, create a Boolean variable xv ,
• for each edge ab of G, (xa ∨ xb) is a clause, the edge-clause for ab,
• for each C4 = abcd of G, (xa ∨ xb) and (xc ∨ xd) are two clauses, the C4-clauses for that C4.
• for each P4 = abcd of G, (xa ∨ xd) and (xb ∨ xc) are two clauses, the P4-clauses for that P4.
The formula TH(G) is the conjunction of all edge-clauses, all C4-clauses, all P4-clauses. We will see that G is a (partitioned)
probe threshold if and only if G is 2K2-free and TH(G) is satisfiable. Note that TH(G) has at most O(|E|2) clauses and can be
constructed in time O(|V | + |E|2). Note also that if G is P5-free then TH(G) and TP(G) coincide.
Theorem 16. For all graphs G = (P,N, E) with N an independent set the following statements are equivalent.
(a) G is a partitioned probe threshold graph;
(b) G is 2K2-free, and TH(G) is satisfied by assigning xv := true if v ∈ N and xv := false otherwise;
(c) G is 2K2-free and each C4 has two vertices in N, each P4 has an endpoint and a midpoint in N;
(d) Each induced subgraph of G has an isolated vertex or a universal vertex or a vertex in N adjacent to all vertices in P;
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Fig. 4. Forbidden induced subgraphs for probe threshold graphs.
(e) G has none of the graphs in Fig. 3 as an induced subgraph;
(f) The minimum extension G∗ of G is a threshold graph;
(g) G[P + x] is threshold for all nonprobes x, and for every two nonprobes x, y, N(x) ⊆ N(y) or N(y) ⊆ N(x);
(h) G is obtained from a threshold graph on the same vertex set by making N into a clique.
Proof. The equivalence of (a), . . . , (f) follows from Theorems 6 and 8.
(e)⇔ (g): Clear.
(a)⇔ (h): By definition and by noting that the complement of a threshold graph is again a threshold graph. (Compare
the discussion of singular C contractions in [20].) 
Statement (d) will lead to a linear recognition algorithm for partitioned probe threshold graphs that does not use the
relation to probe trivially perfect graphs.
The following theorem characterises unpartitioned probe threshold graphs.
Theorem 17. For all graphs G, the following statements are equivalent.
(a) G is a probe threshold graph;
(b) G is 2K2-free and TH(G) is satisfiable;
(c) G is 2K2-free and admits an independent set N such that each C4 has two vertices in N and each P4 has an endpoint and a
midpoint in N;
(d) G admits an independent set N such that each induced subgraph of G has an isolated vertex or a universal vertex or a vertex
in N adjacent to all vertices outside N;
(e) G admits an independent set N such that G∗ (with respect to N) is a threshold graph;
(f) G is obtained from a threshold graph on the same vertex set by making an independent subset of vertices into a clique;
(g) G has no induced subgraph isomorphic to a graph in Fig. 4.
Proof. It is straightforward to verify (b)⇒ (g). The proof of (g)⇒ (a) is given in [14]. The proofs of the other implications
are analogous to Theorem 16. 
6. Recognition of probe threshold graphs
By Theorem 6 it is possible to decide whether a given graph G (partitioned or unpartitioned) is a probe threshold graph
by first decidingwhether it is probe trivially perfect and then checkingwhether it is 2K2-free. The latter can be done easily in
linear time on a probe trivially perfect graph G by noting that G contains a 2K2 iff the associated forest of G∗ either contains
two trees on more than one vertex or contains a vertex with at least two children that are not leaves. In a similar fashion,
the minimum extension problem for probe threshold graphs can be solved. In this section, however, we give simple direct
recognition algorithms, for partitioned (Algorithm 2) and unpartitioned (Algorithm 3) probe threshold graphs which also
lead to a direct algorithm for the minimum extension problem.
Algorithm 2 is based on Theorem 16d. It repeatedly finds an isolated nonprobe, a nonprobe that is adjacent to all probes
in the graph, an isolated probe or a universal probe and removes that vertex. This process continues until the graph is empty
(then the input graph was a partitioned probe threshold graph), or no such vertex can be found (then the input graph was
not a partitioned probe threshold graph). The trick of the algorithm is in considering the ordered degrees of the vertices:
(i) It can be determined by the degree of the vertex whether it is an isolated nonprobe, universal probe etc. (ii) If an isolated
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nonprobe exists at all, then the nonprobe with lowest degree is certainly isolated; similar statements apply to the other
cases. (iii) Since the vertex to be removed is adjacent either to all probes or to none, respectively to all vertices or to none,
the order of the degrees stays the same when removing this vertex. We do not even need to update the degrees, but instead
can keep track of the number of vertices removed.
By taking N = ∅ an elegant recognition algorithm for threshold graphs is obtained (viz. Algorithm 3 without the lines
9–15). The algorithm in [23, Figure 4.1] is similar.
Algorithm 2 Return true if a partitioned graph G = (P,N, E) with N an independent set is a partitioned probe threshold
graph and false otherwise.
1: Let nd[1..|N|] be the degrees of the vertices in N , ordered nondescending.
2: Let pd[1..|P|] be the degrees of the vertices in P , ordered nondescending.
3: nlo := 1; nhi := |N|
4: plo := 1; phi := |P|
5: while nlo ≤ nhi ∨ plo ≤ phi do
6: if nlo ≤ nhi ∧ nd[nlo] = |P| − phi then
7: increase nlo
8: else if plo ≤ phi ∧ pd[plo] = |P| − phi+ |N| − nhi then
9: increase plo
10: else if plo ≤ phi ∧ pd[phi] = |P| − plo+ |N| − nlo+ 1 then
11: decrease phi
12: else if nlo ≤ nhi ∧ nd[nhi] = |P| − plo+ 1 then
13: decrease nhi
14: else
15: return false
16: return true
Theorem 18. Algorithm 2 decides in linear time whether a given graph G = (P,N, E)with N an independent set is a partitioned
probe threshold graph.
Proof. It is clear that the algorithm runs in linear time (sorting the degree sequences can be done in linear time using
counting sort). Let P = {p1, . . . , p|P|} such that pd[i] is the degree of pi and let N = {n1, . . . , n|N|} such that nd[i] is the
degree of ni. In every iteration the algorithm considers the induced subgraph G′ = G[{pplo, . . . , pphi} ∪ {nnlo, . . . , nnhi}] of G
and decides whether G′ contains an isolated nonprobe, an isolated probe, a universal probe or a nonprobe that is adjacent
to all probes in G′, (see Theorem 16d). If so, that vertex is removed and the next iteration started. Otherwise the algorithm
returns false. We first state the invariants of the while-loop:
{n1, . . . , nnlo−1} {pplo, . . . , pphi} (4)
{p1, . . . , pplo−1} {pplo, . . . , pphi} ∪ {nnlo, . . . , nnhi} (5)
{nnhi+1, . . . , n|N|} {pplo, . . . , pphi} (6)
{pphi+1, . . . , p|P|} {pplo, . . . , pphi} ∪ {nnlo, . . . , nnhi}. (7)
Initially, (4)–(7) are all vacuously true. Assume that the invariants hold and the guard of the while-loop is true, that is, G′
is nonempty.
If the guard of the first if-statements holds, then the nonprobe nnlo is in G′ and has degree |P| − phi. By (7), nnlo has
|P| − phi neighbours in pphi+1, . . . , p|P|. Thus, nnlo has no other neighbours in G and therefore is isolated in G′. G′ is probe
threshold iff G′ − nnlo is and we can increase nlo with the invariant remaining true.
If the guard of the second if-statement holds, then the probe pplo is in G′ and, together with (6), (7), NG(pplo) =
{pphi+1, . . . , p|P|} ∪ {nnhi+1, . . . , n|N|} and thus pplo is isolated in G′. G′ is probe threshold iff G′ − pplo is and we can increase
plo with the invariant remaining true.
If the guard of the third if-statement holds, then the probe pphi is in G′, has (in G) degree |P| − plo+ |N| − nlo+ 1 and,
together with (4), (5), NG(pphi) = {pplo, . . . , pphi−1} ∪ {pphi+1, . . . , p|P|} ∪ {nnlo, . . . , n|N|} and thus pphi is universal in G′. G′
is probe threshold iff G′ − pphi is and we can decrease phi with the invariant remaining true.
If the guard of the fourth if-statements holds, then the nonprobe nnhi is in G′ and has in G degree |P| − plo+ 1. Together
with (5), it follows that NG(nnhi) = {pplo, . . . , p|P|} and therefore nnhi is adjacent to all probes in G′. G′ is probe threshold iff
G′ − nnhi is and we can decrease nhi with the invariant remaining true.
If none of the guards hold, then, since the vertices are ordered by degree, there is no isolated vertex in G′, no universal
probe and no nonprobe that is adjacent to all probes in G′. Thus, G′ is not probe threshold and the algorithm returns false.
Finally, if G′ is empty, the algorithm returns true. 
Note that if the degree sequences of the probes and nonprobes are already given, then the algorithm actually runs in time
O(|P| + |N|).
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Lemma 19. Let G = (P,N, E) be a nonempty partitioned probe threshold graph without isolated or universal vertices. Let R be
the set of nonprobes of maximal degree (among nonprobes), M the set of probes of minimal degree (among probes) and Q the set of
probes of maximal degree (among probes). Then M, R are nonempty andM is independent and R P andM (P \M) ∪ (N \R)
and Q N.
Proof. Since G is probe threshold without isolated or universal vertices, it contains by Theorem 16d a nonempty set of
nonprobes that are adjacent to all probes. These nonprobes have maximal degree among all nonprobes and therefore this
nonempty set equals R and it follows that R P .
Now consider G− R. G− R is also a partitioned probe threshold graph; furthermore, G− R has neither universal vertices
(because G does not have them), nor nonprobes that are adjacent to all probes (because those would be in R), nor isolated
nonprobes (because G does not have them). Thus, again by Theorem 16d, G − R has a nonempty set M of isolated probes.
Since the vertices inM are isolated in G− R, it follows thatM is independent andM P \M andM N \ R and since R P ,
M consists of the probes of minimal degree in G.
Now let q ∈ Q and assume that q is nonadjacent to n ∈ N . Since n is not isolated in G, there is a probe p with pn ∈ E.
d(p) cannot be higher than d(q), so there is a vertex swith sp 6∈ E, sq ∈ E. If s ∈ N , then nqps induce an H6 or an H10. If s ∈ P
then nqps induce an H2, H4, H5 or H9. Contradiction. 
Theorem 20. Algorithm 3 decides in linear time whether a given graph G = (V , E) is probe threshold.
Proof. The algorithm repeatedly removes isolated and universal vertices, in a way similar to Algorithm 2. If this results in
an empty graph, then G is actually a threshold graph and the algorithm returns true. Otherwise let G′ be as in line 9. By
Theorem 17d, G is probe threshold iff G′ has a partition (P,N) into probes P and nonprobes N and it contains a nonprobe
that is adjacent to all probes in G′. If such a nonprobe exists at all, then the nonprobe with highest degree must have this
property. Assume that G is indeed probe threshold and let (P,N) be a valid (probe, nonprobe) partition of G′. Let p =v[hi].
p is either a probe or a nonprobe.
If p is a nonprobe, it has highest degree among the nonprobes and thus its neighbourhood in G′ must be precisely P . We
create the partition (P,N) accordingly, test whether N is independent in G′ and whether G′′ = (P,N, E(G′)) is a partitioned
probe threshold graph. If so, we return true and are done.
Now assume that p is a probe. Let M,Q , R be as in Lemma 19, then p ∈ Q . Lemma 19 implies that the lowest vertex
m that is nonadjacent to p is in M and that any neighbour r of m is in R. Again we create the partition (P,N) accordingly,
test whether N is independent and then call Algorithm 2. If this call succeeds, we return true, otherwise G is not a probe
threshold graph and we return false.
Since Algorithm 2 is linear, it is clear that Algorithm 3 is linear, as well. 
Algorithm 3 Return true if a graph G = (V , E) is a probe threshold graph and false otherwise.
1: Let v[1..|V |] be the vertices in V , ordered nondescending by degree d[i].
2: lo := 1; hi := |V |
3: while lo ≤ hi do
4: if d[lo] = |V | − hi then
5: increase lo
6: else if d[hi] = |V | − lo then
7: decrease hi
8: else
9: Let V ′ = {v[lo], . . . ,v[hi]} and G′ = G[V ′].
10: if P := NG′(v[hi]), N := V ′ \ P is a valid partition for G′ then
11: return true
12: else
13: Let r be any neighbour of the lowest vertex in G′ that is nonadjacent to v[hi].
14: if P := NG′(r), N := V ′ \ P is a valid partition for G′ then
15: return true
16: return false
17: return true
Theorem 21. The minimum extension problem can be solved in linear time for partitioned probe threshold graphs.
Proof. If H = (X, Y , F) is a partitioned probe threshold graph and H∗ = (X, Y , F ∪ F∗) the minimal extension of H , we
write E∗(H) := F∗.
Let G = (P,N, E) and k be given, assume that G is a partitioned probe threshold graph and consider Algorithm 2. A
universal or isolated vertex v cannot be in any P4 or C4, so |E∗(G)| = |E∗(G − v)|. Assume that G is nonempty and has
neither universal nor isolated vertices. Then G has a P4 or a C4 and therefore consists of at least two probes and at least two
nonprobes.
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We let R,M,Q be as in Lemma 19, then nnhi ∈ R, pplo ∈ M , pphi ∈ Q and NG(pplo) = R and pphi N .
Now, if w (w 6= nnhi) is a nonprobe, then nnhipphiwpplo either is a C4 (if w ∈ R) or a P4 (if w 6∈ R). Thus, nnhi is on a P4/C4
with all nonprobes in G. Therefore
|E∗(G)| = |E∗(G− nnhi)| + (nnhi − nnlo). (8)
Since Algorithm 2 will only remove nnhi if there are no isolated and no universal vertices, we can update a running count
e of edges in E∗ according to (8) when removing nnhi. After the algorithm terminates, we return true if e ≤ k and false
otherwise. 
7. Relation to other graph classes
In this section we discuss the relations between probe threshold graphs and some other classes related to threshold
graphs.
Probe threshold graphs form a subclass of probe split graphs and of probe cographs. Bipartite graphs without induced
2K2 are also called difference graphs [18]. Thus, by Theorem 4, difference graphs are the first nontrivial examples of probe
threshold graphs (bymaking one colour class of a difference graph a clique.) The smallest graph that is not a probe threshold
graph is the 2K2.
G = (V , E) is a 2-threshold graph [10] iff there are threshold graphs G1 = (V , E1) and G2 = (V , E2) such that E = E1 ∪ E2.
If additionally E1∩E2 = ∅ and every K3 in G is a K3 in G1 or G2, then G is a strict 2-threshold graph [22]. G is a bithreshold graph
[17] iff there are threshold graphs G1 = (V , E1) and G2 = (V , E2) such that E = E1 ∩ E2 and every independent set of G is
independent in E1 or in E2. Since threshold graphs form a self-complementary class, co-bithreshold graphs are 2-threshold
graphs. A graph is threshold signed [3] if there are positive real numbers S, T (the thresholds) and for every vertex v there is
a real weight av ≤ S, T such that vw ∈ E iff either |av + aw| ≥ S or |av − aw| ≥ T .
In [14] it is proved that every probe threshold graph is the complement of a 2-threshold graph. Furthermore, from the
forbidden subgraph characterisation in Theorem 17 it follows that probe threshold graphs are threshold signed.
Probe threshold and bithreshold graphs are incomparable: 2K2 is bithreshold but not probe threshold, while the graph
consisting of two C4s abcd(a) and wxyz(w) with {a, c} {w, y} is probe threshold but not bithreshold. Complements of
probe threshold and strict 2-threshold graphs are also incomparable: C4 is strict 2-threshold but not co-probe threshold,
while the gem (P4 K1) is co-probe threshold but not strict 2-threshold.
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