Introduction
Several strategies has been proposed for the optimization of bound Datalog queries. Most of these strategies rewrite the original program into a queryequivalent new program which can be evaluated more efficiently by the seminaive algorithm [2, 14, 4, 3, 9, 10, 12] . The improved efficiency of the rewritten program is due to the fact that it restricts the search to the portion of the underlying database that is relevant to the query. Other techniques present special algorithms that compute directly the original program [7, 17, 1, 6, 18] .
Rewriting-based techniques can be classified according to their generality. Techniques that can be applied to all programs include the magic-set method and the supplementary magic-set method [2, 4] . Specialized techniques include the factorization and reduction of programs [9] , the combination of the propagation of bindings with a successive reduction [10] , and the counting method [2, 13, 1, 6] . These specialized techniques are important, since many programs of practical interest contain only linear recursive rules, to which these techniques apply, yielding an order of magnitude improvement in efficiency [16] . Comparisons between the magic-set method and the counting method can be found in [3, 8] .
In this paper, we present a unifying framework for the efficient implementation of linear rules using a method, called pushdown method, which is based on the implicit use of stacks. For counting queries stacks reduce to counters and thus the method reduces to the classical counting method; for left-, right-, and mixed-linear queries the stacks can be deleted and the method reduces to the left-, right-, and mixed-linear method [5] .
Preliminaries
We now recall some basic concepts [16] . Predicates whose definition consists of only ground facts are called base predicates while all other predicates are called derived. The set of facts whose predicate symbol is a base predicate defines the database while the set of clauses whose head predicate symbols is a derived predicate symbol defines the program. A query is a pair (G, P ) where G is a predicate called query-goal and P is a program. The answer to a query (G, P ) on a database D is the set of substitutions for the variables in G such that G is true with respect to (P ∪ D). Two queries (G, P ) and (G , P ) are equivalent if they have the same answer for all possible databases.
Two variables X and Y in a rule r are connected if they appear in the same predicate or if there exists in r a variable Z such that X is connected to Z and Z is connected to Y . Two predicates P 1 and P 2 appearing in a rule are connected if they share some variable or if there exist two connected variables appearing respectively in P 1 and P 2 . A predicate p depends on a predicate q if 1) there exists a rule such that p appears in the head and q in the body or 2) if there exists a predicate s such that p depends on s and s depends on q. Two predicates p and q are mutually recursive if p depends on q and q depends on p.
A rule in a component P i is called exit rule if each predicate in the body belongs to a component P j such that j < i; the other rules in the component are called recursive rules. A recursive rule is said to be linear if the body of the rule contains at most one predicate mutually recursive with the head predicate. A program is linear if each rule is either an exit rule or a linear recursive rule. A linear rule is of the form P ← L, Q, R where P and Q are mutually recursive predicates while L and R are conjunctions of predicates not mutually recursive with P . We will call the conjunctions L and R as left part and right part respectively.
In an adorned program, occurrences of predicate symbols are adorned with superscript vectors: a b (resp. a f ) in the i-th position of the adornment of a predicate p denotes that the i-th argument of p is bound (resp. free). Let P be a program, and P c be the program obtained from P by applying a rewriting method, e.g., the magic-set method or the counting method. P c contains a new set of predicates called, respectively, magic and counting predicates. The set of rules defining the magic (resp. counting) predicates are called magic (resp. counting) rules, while the remaining rules are called modified rules.
In general, exit rules and recursive rules in an adorned program P α have, respectively, the following form
where 1) p and q are mutually recursive predicates whose first and second arguments denote the lists of bound and free arguments, 2) a, b and e are (possibly empty) conjunctions of predicates that are not mutually recursive with p and q,
We assume also that the variables in the head are distinguished. There is no loss of generality in this assumption because each rule can be put in such a form by simple rewriting. The set of variables appearing in the right part of the rule which appear also in the left part or which are bound in the head ((X ∪ A) ∩ B) is the set of shared variables. We now review the concept of query graph for an adorned program P [14, 8] . Given a query Q = (q(a, Y ), P ) and a database D we can associate to (Q, D) a graph called query graph defined as follows. An arc is a triplet (a, b, c) where a and b are the source node and the destination node, while c is the label associated with the arc. Given an arc e = (a, b, c) we say that the node a (resp. b) has in output (resp. input) the arc e.
Let Q be an adorned query and let D be a database, the query graph associated with (Q, D) is defined as follows:
1. there is an arc from x to x 1 labeled (lef t, r, c) if there exists a ground instantiation of an adorned rule r : The choice construct of LDL++ [19, 11] , can be used to enforce functional constraints in rules. Thus, a goal of the form, choice(X, Y), in a rule r denotes that any consequence derived from r must respect the FD X → Y . In general, X can be a vector of variables -possibly an empty one denoted by " ( )" -and Y is a vector of one or more variables. As shown in [15] the formal semantics of the construct can be given in terms of negation and stable model semantics.
Rewriting Datalog Queries
The computation of a program rewritten by using the counting method is executed in two phases: (i) the computation of the counting set and (ii) the computation of the answer. The method can thus be viewed as stack-based, since during the first phase it remembers the number of applications of the (left part of the) recursive rule, and during the second phase it executes (the right part of) the rule an equal number of times. If there is only one recursive rule, all the elements in the list are the same and then it is sufficient to store the length of the list, according to the classical method. The presence of more than one recursive rule means that the exact sequence of rules used in the first phase must be memorized, so that the same sequence of rules, but in reversed order, can be executed during the second phase. For example, if we reached element x, starting from source node a, by the application of the left part of rules r 1 , r 1 , r 2 , r 1 , in the computation of the right part we need to apply the rules r 1 , r 2 , r 1 , r 1 .
Furthermore, if a variable in the right part of a recursive rule also appears in the left part, or it is bound in the head, then we need to know its value when computing the modified rules. This implies that we need to store in the list the values of such variables. (Recall that the pair value-rule# is also labeling the arcs of the query graph associated with the program.) The following example shows how a linear program with shared variables and more than one recursive rule is rewritten using lists.
Example 1: Consider the following example with the query-goal p(a, Y).
The variable W in rule r 1 appears both in the left and in the right part while the variable X in rule r 3 is bound in the head and also appears in the right part. Each entry in the list defining the path contains two arguments: the identifier of the rule and a list containing the variables appearing in the right part appearing also in the left part or which are bound in the head. The resulting rewritten program (where the adornments have been omitted for brevity) is as follows: 
Implementation
The Pushdown method adds to each pushdown predicate an argument denoting the path connecting the initial binding to the element. Such an argument, from now on called path argument, is used to select the modified rule that must be used to compute the answer. For each element in the pushdown set we store the rule identifier, the list of shared variables and the address of the tuple used to compute it. In particular, we assume that each pushdown tuple is associated with an identifier, via the use of the LDL++ choice construct. We use the notation Id : P to show that "Id is the identifier for the tuple P " (Many new logic languages support the concept of Object ID.) Logically speaking, we can produce an equivalent program by simply making Id an additional argument of P ; but the specialized notation is also suggestive of the implementation, since Id can be viewed as the address at which P is stored, and e.g., retrieving the values of attributes of P given Id is a unit cost operation.
For example, if the element b in the pushdown set is computed by using the rule r and the element a we store the tuple (b, r, [..], Addr(a)). 
The list associated with an element can be deduced by 'navigating' the chain defined by the last arguments. The set of rewritten rules is the following with the query-goal A : c p(a, , , ), p(Y, A) .
Observe that here when we compute the predicate B : c p(...) the variable B is bound and this corresponds to a direct access to the memory. Thus, the method is very similar to the Bushy-Depth-First method used in the implementation of LDL [19] . Notice also that the shared variables which appear also in the head could be omitted from the list of share variables since they appear also in the predicate pushdown appearing in the body of modified rules.
Cyclic Databases
The counting method is unsafe if the left part of the query graph is cyclic. Various techniques have been proposed to deal with these situations, including the magic-counting [14] , that combines the counting method and the magicset method, and more specialized algorithms [6, 8, 1] . Here, we will use the FD defined by choice goals in the rules, to avoid the generation of an infinite number of tuple identifiers. For instance, the rewritten program corresponding to the program of Example 3, is as follows:
where the rule defining f d is as follows:
The f d goals in the rules avoid the firing of rule instances that differ only in the values of the tuple identifiers.
The Linear Pushdown Algorithm
We next present the pushdown algorithm for linear programs.
Algorithm 1 [Linear Pushdown Rewriting]
Input: Query (q(a, Y ), P ) as in Algorithm 1. Input: Adorned query (q(a, Y ), P ) where the rules have form
The predicate I : c p(X, ) in the body of the modified recursive rules can be omitted if no bound variable in the head appear in the right part of the body. 
Complexity and Experimental Results
Let Q = <G, P > be a query and let D be a database. The query graph 
where r is the number of recursive rules in P . We assume that the costs of the operations are the following: 
We assume that the number of tuples and constant in the base relations are
Semi-naive Fixpoint: Since the recursive predicates have O(n 2 ) tuples, the cost of adding a tuple is O(h D (n 2 )), while the cost of accessing a tuple from a base relation is h B (m). The computation corresponds to navigating both the left and the right parts of the query graph: thus, for each arc in the right part of the graph (accessed at cost h B (m)) O(m) arcs are selected from the left part, where the cost for each arc is also h B (m). Therefore the global cost is
Yannakakis' Method: The method proposed in [18] improves the computation of the fixpoint for chain programs, i.e., programs with binary predicates not containing shared variables. This method has complexity
In the present form, the method has very limited practical interest due to the fact that it does not make use of the bound query arguments (same as for the seminaive computation) and it is based on the construction of a ground program graphs of exceedingly large sizes. We will next concentrate on methods that make effective use of the query constants. Therefore, letm andn respectively denote the number of tuples and constant in the database used to compute a bound query. That is, given a query Q = <q(a, 
The Supplementary Magic-set method: The method is similar to the magic-set one; however a supplementary relation is used in the modified rules, as follows: For the computation of the modified rules we need to access the base relations of the right part of the rules (the relation down in our example) (at cost h B (m)) and the supplementary relation (at cost h D (m)). The global cost is then
The Acyclic Counting Method: The rewritten program consists of two sets of rules, called counting and modified rules, respectively, which for the example at hand define predicates c sg and sg as follows: In passing, we also mention the extension proposed by [8] with complexity O(n 2 × m), that of [6] with complexity O(n × m), and that of [1] which has complexity O(n 3 ). None of these proposals is based on some simple modification of the original algorithm; rather they use completely new algorithms.
Range of applic. For the computation of the modified rules we need to access the base relations appearing in the right part of the rules (the relation down in our example) at cost h B (m) and the pushing relations (c sg in our example) at cost 1. The cost to store a tuple is equal to h D (n 2 ). The global cost is then
The complexity results are resumed in the Table of Figure 1 .
Conclusion
Due to space limitations, we can only give a short summary of the results of experiments discussed in [5] . These experiments confirm that the supplementary magic method is an order of magnitude better than the magic set method when sequential access is used. When extensible hashing is used for storing and retrieving tuples, then the latter only brings a modest 20% improvement with respect to the former. The pushdown method, however, is consistently four time faster than the supplementary magic method. The tables of Figure 2 and Figure  3 give typical results obtained on a PC with a 25-MH Intel 486 CPU. 
