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RANK OF THE FUNDAMENTAL GROUP OF A COMPONENT
OF A FUNCTION SPACE
GREGORY LUPTON AND SAMUEL BRUCE SMITH
Abstract. We compute the rank of the fundamental group of an arbitrary
connected component of the space map(X, Y ) for X and Y nilpotent CW com-
plexes with X finite. For the general component corresponding to a homotopy
class f : X → Y, we give a formula directly computable from the Sullivan model
for f . For the component of the constant map, our formula expresses the rank
in terms of classical invariants of X and Y . Among other applications and
calculations, we obtain the following: Let G be a compact simple Lie group
with maximal torus Tn. Then pi1(map(S2, G/Tn; f)) is a finite group if and
only if f : S2 → G/Tn is essential.
1. Introduction
Given a finitely generated abelian group G, the rank of G is defined to be the
cardinality of a basis of the free abelian group G/T where T is the torsion subgroup
of G. This notion can be extended to finitely generated nilpotent groups Γ by
considering the central series Γ = Γ0 ⊃ Γ1 ⊃ · · · ⊃ Γn = {1} where Γn = [Γn−1,Γ].
Specifically, the rank of Γ is defined to be the sum of the ranks of the finitely
generated abelian quotients Γk−1/Γk for k = 1, . . . , n. Alternately, rank(Γ) =
dimQ(ΓQ) where ΓQ is the rationalization of the nilpotent group Γ as described in
[11, Ch. 1].
Given connected spaces X and Y let map(X,Y ) denote the function space of all
(not-necessarily based) maps from X to Y with the compact-open topology. Given
a particular map f : X → Y , write map(X,Y ; f) for the connected component of
map(X,Y ) containing f , that is, the space of maps freely homotopic to f . Un-
der reasonable hypotheses on X and Y , the fundamental groups of the connected
components of map(X,Y ) are finitely generated nilpotent groups. To be precise,
say a space X is nilpotent if pi1(X) is a nilpotent group and the action of pi1(X)
on the higher homotopy groups of X is a nilpotent action. If X is a finite CW
complex and Y is a nilpotent CW complex of finite type then the components of
map(X,Y ) are themselves nilpotent CW complexes of finite type ([14] and [11,
Th.II.2.5]). Thus with these hypotheses pi1
(
map(X,Y ; f)
)
is a finitely generated
nilpotent group. Our purpose in this paper is to give a formula for the rank of this
group expressed in terms of accessible invariants of the map f : X → Y.
In [12], we describe the higher rational homotopy groups of map(X,Y ; f). Our
description uses Sullivan minimal models, and is in terms of the homology of chain
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complexes of derivations. Specifically, for each n ≥ 2 we construct an isomorphism
pin
(
map(X,Y ; f)
)
⊗Q ∼= Hn
(
Der(MY ,MX ;Mf )
)
where Mf : MY → MX is the Sullivan model of the map f : X → Y and
Der∗(MY ,MX ;Mf) is a differential graded vector space of (generalized) algebra
derivations (see Section 4 below for precise definitions). In [12]—and its companion
[13], in which we give corresponding results using differential graded Lie algebra
minimal models—our main goal was to establish a framework within which we could
study evaluation subgroups of pin(Y ) ⊗Q, for n ≥ 2. Now within that framework,
we may also compute H1
(
Der(MY ,MX ;Mf )
)
, which is a rational homotopy in-
variant of the map f . Heuristically, one would expect this vector space to be related
to rationalization of the fundamental group pi1
(
map(X,Y ; f)
)
. However, the latter
group is generally non-abelian, and so the above isomorphism obviously cannot be
extended in the na¨ıve way. As the main result of this paper, we establish
Theorem 1. Let X and Y be connected nilpotent CW complexes of finite type with
X finite. Let f : X → Y be a given map. Then
rank
(
pi1
(
map(X,Y ; f)
))
= dimQ
(
H1
(
Der(MY ,MX ;Mf )
))
.
In the special case of a null component, that is, map(X,Y ; 0), we obtain an
identification of the rank of the fundamental group directly in terms of classical
invariants of X and Y . Let bn(X) denotes the nth Betti number of X . If n ≥ 2
let ρn(Y ) denote the integer dimQ(pin(Y )⊗Q)—sometimes called the nth Hurewicz
number of Y . We have
Theorem 2. Let X and Y be nilpotent spaces, with X a finite complex of dimension
N . Then
rank
(
pi1
(
map(X,Y ; 0)
))
= rank
(
pi1(Y )
)
+
N+1∑
n=2
ρn(Y ) · bn−1(X).
Remark 1.1. So far as the rational homotopy groups of function spaces are con-
cerned, these results form an essentially complete complement to the results of [12].
Of course, they leave open the more general problem of describing the full struc-
ture of the rationalized fundamental group pi1
(
map(X,Y ; f)
)
Q
. In principle, such a
description is already available via the Sullivan models for map(X,Y ; f) described
by Haefliger [8] and Brown-Sczcarba [2]. In practice, however, there are so many
technical issues involved in first assembling these models, and then extracting from
them the necessary information, that these identifications are not helpful for our
purposes. By focussing purely on the rank of pi1
(
map(X,Y ; f)
)
, we are able to give
a “closed form” description that proceeds directly from the ordinary Sullivan model
of the map f : X → Y and is relatively easy to handle in practice. We emphasize
that our results and methods here are entirely independent of those of [8] and [2]
At the end of the paper, we consider some particular cases where further structure
of the rationalized fundamental group can be described.
Remark 1.2. Theorem 2 extends to the fundamental group an isomorphism for
higher homotopy groups of the form
pin
(
map(X,Y ; 0)
)
⊗Q ∼=
⊕
k≥n
Hk−n(X, pin(Y )⊗Q)
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n ≥ 2. The isomorphism for n ≥ 2 has appeared in a number of places (see
[15, 3, 12]). It is worth noting that the assertions of both [15, Lem.3.2] and [3] need
to be adjusted so as to exclude the pi1 case, even under the hypothesis that Y is
1-connected.
We give several interesting computations using our results. In Example 6.2,
we compute the rank of the fundamental group of any arbitrary component of
the free loop space for Y . In Theorem 6.3, we specialize our results to a class of
formal spaces which includes all homogeneous spaces G/H of equal rank Lie pairs.
We express the rank of an arbitrary component corresponding to f in this case
directly in terms of the map induced by f on rational cohomology. As a particular
consequence, in Example 6.4 we show the following: Let G be a compact simple Lie
group of rank n ≥ 2, T n ⊆ G a maximal torus and f : S2 → G/T n any map. Then
pi1
(
map(S2, G/T n; f)
)
is finite – that is, has rank 0 – if and only if f is essential.
We now give an outline of the paper. Section 2 consists of a concrete example
that illustrates a component of a function space may have fundamental group that
is non-abelian after rationalization. The example suggests that rationalized funda-
mental groups of function space components form a rich subject for investigation.
In Section 3 we review some properties of minimal models of nilpotent spaces and
in Section 4 we introduce the framework of derivation chain complexes in prepara-
tion for the proof of the main results in Section 5. In Section 6 we deduce several
consequences of our results and give some further examples.
We end this section by fixing some notation and terminology for the sequel.
We denote the trivial group by {1}, the trivial vector space by {0}, and the space
consisting of a single point by {∗}. We also use 0 to denote a trivial homomorphism
of groups or vector spaces, or a trivial map of spaces. We use H(g), respectively
g#, to denote a homomorphism induced by g on either cohomology or homology,
respectively homotopy. Whether we intend cohomology or homology, or the use of
particular coefficients, will be clear from context.
We assume basic familiarity with the localization of nilpotent groups and spaces,
as discussed in [11]. In particular, we recall that a nilpotent space Y (respectively,
group G) admits a rationalization which we denote eY : Y → YQ (respectively,
eG : G → GQ). Recall that if G is abelian then GQ ∼= G ⊗ Q. If f : X → Y is
a map into a nilpotent space, we write fQ : X → YQ for the compositon eY ◦ f
and likewise for a group homomorphism. A map of spaces g : Y → Z induces a
map g∗ : map(X,Y ; f) → map(X,Z; g ◦ f) induced by post-composition with g.
By [11, Th.II.3.1], if f : X → Y is a map between spaces X and Y satisfying the
hypotheses in the theorems above, then the induced map (eY )∗ : map(X,Y ; f) →
map(X,YQ; fQ) is a rationalization of the nilpotent space map(X,Y ; f). In partic-
ular, under these hypotheses
(1) pin
(
map(X,Y ; f)
)
Q
∼= pin
(
map(X,YQ; fQ)
)
for all n ≥ 1.
2. An Example
We begin with a concrete example. It illustrates that map(X,Y ; 0) may have
fundamental group that is non-abelian after rationalization, even though both X
and Y are simply connected. In the course of our discussion, we establish a basic
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ingredient of our further developments. This section does not require any familiarity
with minimal models.
The following is a particular phrasing of a well-known result.
Lemma 2.1. Suppose given a pullback square of topological spaces and maps
A
k¯ //
h¯

B
h

C
k
// D.
If f : X → A is any map, then
map(X,A; f)
(k¯)∗
//
(h¯)∗

map(X,B; k¯ ◦ f)
h∗

map(X,C; h¯ ◦ f)
k∗
// map(X,D; k ◦ h¯ ◦ f = h ◦ k¯ ◦ f).
is a pullback square.
Proof. Suppose given based maps β : Z → map(X,B; k¯◦f) and γ : Z → map(X,C;
h¯◦f) such that h∗ ◦β = k∗ ◦γ. We must show that there exists a unique based map
α : Z → map(X,A; f) that satisfies (k¯)∗ ◦ α = β and (h¯)∗ ◦ α = γ. To this end, let
b : Z×X → B and c : Z×X → C be the adjoints of β and γ, respectively. Because
of the choice of components for each function space, the existence and uniqueness
of α is equivalent to the existence and uniqueness, respectively, of its adjoint a in
the following commutative diagram:
Z ×X
c

a
##
b
$$
A
k¯ //
h¯

B
h

C
k
// D
The result follows. 
We say a fibration p : E → B is principal if p is obtained as a pullback
E
k¯ //
p

PK
q

B
k
// K,
where q : PK → K is the usual path fibration over some space K and k : B → K
is some map.
Corollary 2.2. Suppose given a map f : X → E and a principal fibration p : E →
B. Then the induced map p∗ : map(X,E; f) → map(X,B; p ◦ f) is a principal
fibration.
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Proof. Applying Lemma 2.1 to the diagram above, we obtain a pullback
map(X,E; f)
(k¯)∗
//
p∗

map(X,PK; k¯ ◦ f)
q∗

map(X,B; p ◦ f)
k∗
// map(X,K; k ◦ p ◦ f).
Since PK is contractible, map(X,PK) is connected and we have a natural identi-
fication Pmap(X,K; k ◦ p ◦ f) = map(X,PK). 
Now take X = CP 2 and Y the total space of the principal fibration K(Z, 5)→
Y → K(Z × Z, 3) whose k-invariant is k : K(Z × Z, 3) → K(Z, 6), correspond-
ing to the cup-product x ∪ y ∈ H6(K(Z × Z, 3);Z). Here, x and y denote the
generators in H3(K(Z × Z, 3);Z) ∼= Z × Z. Apply Corollary 2.2 to the princi-
pal fibration K(Z, 5) → Y → K(Z × Z, 3), and the trivial map 0: X → Y . We
obtain a principal fibration p∗ : map(X,Y ; 0) → map(X,K(Z × Z, 3); 0). Since
map(X,PK(Z× Z, 3); 0) is contractible, we have a homotopy pullback
map(X,Y ; 0)
0 //
p∗

{∗}
0

map(X,K(Z× Z, 3); 0)
k∗
// map(X,K(Z, 6); 0)
and consequently a fibre sequence
(2) map(X,Y ; 0)
p∗
// map(X,K(Z× Z, 3); 0)
k∗ // map(X,K(Z, 6); 0).
From [16, Th.2] (see also [8]), we have homotopy equivalences
map(X,K(Z× Z, 3); 0) ≃ K(Z, 1)×K(Z, 1)×K(Z, 3)×K(Z, 3),
and
map(X,K(Z, 6); 0) ≃ K(Z, 2)×K(Z, 4)×K(Z, 6).
In particular, we have H2(map(X,K(Z× Z, 3);Q) ∼= H2(map(X,K(Z, 6); 0);Q) ∼=
Q. Now a careful reading of [8, Sec.1.2] shows that
H(k∗) : H
2(map(X,K(Z, 6); 0);Q)→ H2(map(X,K(Z× Z, 3);Q)
is an isomorphism. We now show from this that pi1
(
map(X,Y ; 0)
)
Q
is non-abelian.
From the long exact sequence induced by (2) in rational homotopy, the Serre exact
sequence induced by (2) in rational homology, and the rational Hurewicz homo-
morphism between them, we obtain a commutative ladder as follows:
{1}
(k∗)#
// Q
∂#
//
h ∼=

pi1
(
map(X,Y ; 0)
)
Q
(p∗)#
//
h

Q⊕Q //
h ∼=

{1}
Q
H(k∗)
∼=
// Q
0 // H1(map(X,Y ; 0);Q)
H∗(p∗)
// Q⊕Q // {0}
From the top row, pi1
(
map(X,Y ; 0)
)
Q
has rank 3 (as a nilpotent group), but from
the bottom row H1(map(X,Y ; 0);Q) has rank (or dimension) 2. Therefore, the
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Hurewicz homomorphism h : pi1
(
map(X,Y ; 0)
)
Q
→ H1(map(X,Y ; 0);Q) is not an
isomorphism, and hence pi1
(
map(X,Y ; 0)
)
Q
is not abelian.
3. Minimal Models in the Non-Simply Connected Setting
We assume familiarity with rational homotopy theory using the DG (differential
graded) algebra minimal models introduced by Sullivan. Our main reference for
this material is [4], although that book restricts to the simply connected case.
References that treat the non-simply connected case in some detail include [1, 6].
Here we briefly review some of this material in the nilpotent setting, and take this
opportunity to establish some notation.
In general, we use the standard notation and terminology for minimal models as
in [4]. The basic facts that we rely on are as follows: Each nilpotent space Y has
a Sullivan minimal model (MY , dY ) in the category of nilpotent DG algebras over
Q. This DG algebra is unique up to isomorphism and is of the form MY = ΛW , a
free graded commutative algebra generated by a positively graded vector space W
of finite type. The differential dY is decomposable, in that dY (W ) ⊆ Λ
≥2W , and
satisfies a certain “nilpotency” condition. A map f : X → Y of nilpotent spaces
has a Sullivan minimal model which is a DG algebra map Mf : MY →MX . The
Sullivan minimal model is a complete rational homotopy invariant for a space or
a map. Since the minimal model is determined by the rational homotopy type,
the minimal models of YQ and Y , and more generally those of fQ and f , agree.
The homomorphism of rational homotopy groups induced by a map f : X → Y of
nilpotent spaces may be identified with the homomorphism induced by Mf of the
(quotient) modules of indecomposables Q(Mf ) : Q(MY )→ Q(MX).
We now recall the structure of the minimal model of a nilpotent space Y . By [11,
Th.2.9], the Postnikov decomposition of Y admits a principal refinement at each
stage. Precisely, pr : Y
(r) → Y (r−1), the rth stage of the Postnikov decomposition
of Y , factors into a finite sequence of principal fibrations
(3) Y (r) = Y (r)cr → Y
(r)
cr−1
→ · · · → Y
(r)
1 → Y
(r)
0 = Y
(r−1),
each induced from a path-loop fibration by a k-invariant of the form krj : Y
(r)
j−1 →
K(G rj , r + 1).
The minimal model MY of Y may be constructed by a sequence of so-called
elementary extensions in a way that mirrors this principal refinement. Thus, for
example, consider the 1-minimal model of Y , that is, the sub-DG algebra MY (1)
of MY generated in degree 1. Let V
1
j and V
1
j denote vector spaces isomorphic to
G 1j⊗Q and concentrated in degree 2 and 1 respectively. Then the 1-minimal model
MY (1) = Λ(W
(1), d) is c1-stage in the sense that W
(1) = ⊕c1j=1V
1
j , with d(V
1
1) = 0
and d(V 1j ) ⊆ Λ(V
1
1⊕· · ·⊕V
1
j−1) for j = 2, . . . , c1. For each stage of the 1-minimal
model we have an elementary K-S extension
(4) M
Y
(1)
j−1
→M
Y
(1)
j
→ (ΛV 1j , d = 0)
that is a K-S model of the principal fibration K(G1j , 1) → Y
(1)
j → Y
(1)
j−1. This
extension is elementary in the sense thatM
Y
(1)
j
= (M
Y
(1)
j−1
⊗ΛV 1j , D) andD(V
1
j) ⊆
M
Y
(1)
j−1
. We write V 1j = 〈v
1
j,1, . . . , v
1
j,n1j
〉 and V 1j = 〈v
1
j,1, . . . , v
1
j,n1j
〉. Then the
extension (4) is minimal in the sense that, for each i, D(v 1j,k) = ξ
1
j,k with each
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ξ1j,k decomposable in MY (1)j−1
. In fact, since we only have generators of degree 1 so
far, each ξ1j,k is of homogeneous length 2. The relation between k-invariants of the
principal fibrations of (3) and the elementary extensions (4) is as follows: Each ξ1j,k
is a cycle that represents a class in H2(M
Y
(1)
j−1
). On the other hand, the k-invariant
k1j has minimal model Mk1j : (ΛV
1
j , d = 0) → MY (1)j−1
, with Mk1j (v
1
j,k) = ξ
1
j,k for
each j and k. Finally, we remark that the 1-minimal model MY (1) is a complete
rational invariant for the fundamental group of Y , in the case in which Y is a
nilpotent group. In particular, the rank of pi1(Y ) equals the number of generators
of MY (1) . Other aspects of pi1(Y ) are determined in different, often less direct,
ways by MY (1) . The nilpotency class of pi1(Y )Q, for example, is determined as the
smallest c1 for which MY (1) is c1-stage in the above sense.
A similar situation pertains for the higher dimensional parts of the minimal
model MY . We extend the preceding notation as follows: The r-minimal model of
Y , writtenMY (r) , is the sub-DG algebra ofMY generated in degrees ≤ r. In fact it
is a minimal model for the rth stage of the Postnikov decomposition Y (r) of Y . Let
V rj and V
r
j denote vector spaces isomorphic to G
r
j ⊗Q and concentrated in degree
r + 1 and r respectively. Corresponding to (3) we have cr minimal, elementary
extensions
(5) M
Y
(r)
j−1
→M
Y
(r)
j
→ (ΛV rj , d = 0)
Write V rj = 〈v
r
j,1, . . . , v
r
j,nrj
〉 and V rj = 〈v
r
j,1, . . . , v
r
j,nrj
〉. For each k, D(v rj,k) =
ξrj,k ∈ MY (r)j−1
. In the general case, each ξ1j,k need not be of homogeneous length
but is decomposable. Each ξrj,k is a cycle that represents a class in H
r+1(M
Y
(r)
j−1
).
The k-invariant krj has minimal model Mkrj : (ΛV
r
j , d = 0)→MY (2)j−1
, and we have
Mkrj (v
r
j,k) = ξ
r
j,k for each j and k. Roughly speaking, the way in which generators
of degree 1 are involved with the higher degree generators of MY corresponds to
the way in which the fundamental group of Y is involved with the topology of Y .
For instance, a differential from (5) of the form
D(v rj,k) =
∑
cks,t,p,q v
1
s,tv
r
p,q + quadratic terms not involving MY (1)
+ length ≥ 3 terms,
with at least one coefficient cks,t,p,q non-zero, occurs when pi1(Y )Q acts non-trivially
on pir(Y )Q.
4. Derivations and Function Space Components
In this section, we describe the framework of chain complexes of derivations
mentioned in the introduction. We then construct a commutative ladder linking
the long exact homotopy sequence of a principal fibre sequence of function spaces
to a long exact homology sequence within this framework.
Fix two DG algebras (A, dA) and (B, dB) and a DG algebra map φ : A → B
between them. Define a φ-derivation to be a linear map θ : A → B that reduces
degree by n and satisfies the derivation law
θ(xy) = θ(x)φ(y) + (−1)n|x|φ(x)θ(y).
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Let Dern(A,B;φ) denote the vector space of φ-derivations of degree n ≥ 0. Define
a linear map δ : Dern(A,B;φ)→ Dern−1(A,B;φ) by δ(θ) = dB ◦ θ − (−1)
|θ|θ ◦ dA.
A standard check now shows that δ2 = 0 and thus (Der∗(A,B;φ), δ) is a chain
complex.
The construction is the obvious generalization of the standard DG Lie alge-
bra of derivations of a DG Lie algebra complex, which we would denote here by
Der∗(B,B; 1). Of course, in the general case of interest here there is no bracket.
In another special case, when (A, dA) = (ΛV, 0), we have Dern(ΛV,B; 0), δ) ∼=
Homn(V,B) where Homn denotes the space of homomorphisms that reduce degree
n. While it is sometimes convenient to truncate these complexes taking only cy-
cles in degree 1, we do not take this convention here. To reduce notation, we will
suppress the differential when writing the homology of a DG algebra. Also, we
will only write the outermost degree in the homology of a DG space. In particu-
lar, Hn
(
Der(A,B;φ)
)
will denote the homology in degree n of the chain complex(
Der∗(A,B;φ), δ
)
.
The derivation complexes enjoy the same functorality as function spaces. We
will be interested in the chain map ψ∗ : Der∗(A,B;φ) → Der∗(A
′, B;φ′) induced
by pre-composition with a DG algebra map ψ : A′ → A where φ′ = φ ◦ ψ. By a
standard construction, the map ψ∗ gives rise to a long exact homology sequence on
homology of the form
· · · // Hn+1
(
Der(A′, B;φ′)
) Jn+1
// Hn+1
(
Rel(ψ∗)
)
BC
GF
Pn

Hn
(
Der(A,B;φ)
) H(ψ∗)
// Hn
(
Der(A′, B;φ′)
)
// . . . .
Here the “relative” term Rel∗(ψ
∗) is the DG space Der∗(A,B;φ)⊕Der∗−1(A
′, B;φ′)
with differential D : Reln(ψ
∗)→ Reln−1(ψ
∗) defined by the rule
D(θ, ϕ) = (δ(ϕ)− ψ∗(θ), δ′(θ)).
We have written δ and δ′ for the differentials in Der∗(A,B;φ) and Der∗(A
′, B;φ′),
respectively. The maps Jn and Pn are induced by the inclusion jn : Dern(A,B;φ)→
Reln(ψ
∗) and the projection pn : Reln(ψ
∗)→ Dern−1(A
′, B;φ′).
In [12], we showed that the homology theory of derivation complexes may be
used to model the rational homotopy theory of function spaces at the level of the
higher homotopy groups. The link is provided by a map
(6) Φf : pin
(
map(X,Y ; f))→ Hn(Der(MY ,MX ;Mf))
whose construction originates with Thom [16]. Suppose β ∈ pin
(
map(X,Y ; f)
)
has adjoint B : Sn × X → Y . Then B induces a DG algebra map AB : MY →
H∗(Sn,Q)⊗MX , that is of the form
AB(χ) = 1⊗Mf (χ) + u⊗ θB(χ),
where u ∈ Hn(Sn,Q) denotes a generator and χ ∈MX is of positive degree. Here
H∗(Sn,Q) is viewed as a DG algebra with zero differential. This expression defines
a linear map θB : MY →MX that reduces degree by n. A standard check shows
θB is an Mf -derivation cycle. Set Φf (β) = [θB] ∈ Hn
(
Der(MY ,MX ;Mf)
)
.
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Proposition 4.1. Let f : X → Y be a map between nilpotent CW complexes with
X finite. Then for n ≥ 2 the map
Φf : pin
(
map(X,Y ; f))→ Hn(Der(MY ,MX ;Mf))
is a well-defined natural homomorphism and a rational equivalence. If Y is a ra-
tional H-space, this holds for n ≥ 1 also. Finally, in the general case for n = 1,
Φf is a well-defined natural map of sets.
Proof. The result for Y a rational H-space is a direct generalization of the identi-
fication pin(map(X,K(G,n); 0)⊗ Q ∼= Homn
(
G⊗ Q, H∗(X,Q)
)
for G abelian due
to Thom [16, Th. 2]. The result for n ≥ 2 is [12, Th. 2.1]. The proof given there
assumes X and Y are simply connected. However, all that is needed is that the
map f have a minimal model and that a rationalization of Y induces a rationaliza-
tion of map(X,Y ; f) as in (1). For the case n = 1, we observe that the proof that
Φf is a well-defined function [12, Th. A.2] for n ≥ 2 goes through unchanged for
n = 1. 
Remark 4.2. By naturality, we mean the following: Suppose given maps of spaces
g : Y → Z. Then we have induced maps
(g∗)♯ : pin
(
map(X,Y ; f)
)
→ pin
(
map(X,Z; g ◦ f)
)
and
H(M∗g) : Hn
(
Der(MY ,MX ;Mf )
)
→ Hn
(
Der(MZ ,MX ;Mg◦f )
)
.
Then H
(
M∗g
)
◦ Φf = Φg◦f ◦ (g∗)#. Note that this identity still makes sense when
n = 1, but we must think of both sides as maps of sets as opposed to groups.
We now return to the geometric situation of Section 3. Let Y be the total space
of a principal fibration of nilpotent spaces K(G,n)
j
→ Y
p
→ B with k-invariant
k : B → K(G,n + 1). We assume n ≥ 1 and so G is abelian. Let f : X → Y be
given and write g = p ◦ f : X → B. We have in mind a Postnikov section of Y but
we only need here that k vanishes on homotopy groups. By Corollary 2.2 we have
a fibre sequence
map(X,Y ; f)
p∗
// map(X,B; g)
k∗ // map(X,K(G,n+ 1); k ◦ g)
and so a long exact homotopy sequence
(7) · · · // pin+1
(
map(X,K(G,n+ 1), k ◦ g)
)
BC
GF
∂n+1

pin
(
map(X,Y ; f)
) (p∗)♯
// pin
(
map(X,B; g)
)
// · · ·
· · · // pi1
(
map(X,B; g)
) (k∗)♯
// pi1
(
map(X,K(G,n+ 1); k ◦ g)
)
On the level of Sullivan minimal models, we may writeMY =MB⊗ΛV where V
is concentrated in degee n and isomorphic to G⊗Q. The differential dY restricts to
dB on the factorMB while dY
(
ΛV
)
⊆MB is contained in the decomposables. The
minimal model Mp : MB →MY may be taken to be the inclusion. The minimal
model for k is a mapMk : ΛV →MB where V is isomorphic to G⊗Q concentrated
in degree n + 1 and ΛV has trivial differential. We may assume Mk(v) = dY (v)
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where v ∈ V and v 7→ v is the obvious degree +1 identification of V with V . We
consider the long exact homology sequence of the map
M∗k : Der∗
(
MB,MX ;Mg
)
→ Der∗
(
ΛV,MX ;Mk◦g
)
.
Given a pair (θ, ϕ) ∈ Reln
(
M∗k) we obtain θ ∈ Dern−1(MY ,MX ;Mf) by setting
θ(χ) = (−1)n−1ϕ(χ) for χ ∈MB and θ(v) = θ(v). The assignment (θ, ϕ) 7→ θ gives
a chain equivalence and thus an isomorphism
Ψ: Hn
(
Rel(M∗k)
) ∼=
−→ Hn−1
(
Der(MY ,MX ;Mf)
)
.
Observe Ψ ◦Pn =M
∗
p and write ∆n = Jn ◦Ψ. We then have a long exact sequence
(8) · · · // Hn+1
(
Der(ΛV,MX ;Mk◦g)
)
BC
GF
∆n+1

Hn
(
Der(MY ,MX ;Mf)
) H(M∗p)
// Hn
(
Der(MB ,MX ;Mg)
)
// · · ·
· · · // H1
(
Der(MB,MX ;Mg)
) H(M∗k) // H1
(
Der(ΛV,MX ;Mk◦g)
)
.
Applying Φ from (7) to (8) yields a ladder of long exact sequences of groups with
each vertical map a homomorphism except in the third and second to last terms.
(9)
· · · // pin
(
map(X,Y ; f)
)
Φf

(p∗)♯
// pin
(
map(X,B; g)
)
Φg

// · · ·
· · · // Hn
(
Der(MY ,MX ;Mf)
) H(M∗p)
// Hn
(
Der(MY ,MB;Mg)
)
// · · ·
· · · // pi1
(
map(X,B; g)
)
Φg

(k∗)♯
// pi1
(
map(X,K(G,n+ 1); k ◦ g)
)
Φk◦g

· · · // H1
(
Der(MB,MX ;Mg)
) H(M∗k) // H1
(
Der(ΛV,MX ;Mk◦g)
)
Theorem 4.3. The ladder (9) is commutative.
Proof. We need to check commutativity of three types of squares. However, for two
of the three, those involving p and k, commutativity is a direct consequence of the
naturality of Φ. Commutativity of the third type of square, namely
pin+1
(
map(X,K(G,n+ 1); k ◦ g)
)
Φk◦g

∂n+1
// pin
(
map(X,Y ; f)
)
Φf

Hn+1
(
Der(ΛV,MX ;Mk◦g)
) ∆n+1
// Hn
(
Der(MY ,MX ;Mf)
)
,
can deduced from naturality also, this time using the fibre inclusion j : K(G,n)→
Y. For, by Thom [16, p. 32], in our situation the fibre of the induced fibration
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p∗ : map(X,Y ; f) → map(X,B; g) may be identified as the full (possibly discon-
nected) function space map(X,K(G,n)). Comparing the long exact homotopy
sequences of the fibration
map(X,K(G,n))
j∗
// map(X,Y ; f)
p∗
// map(X,B; g)
with that of the fibre sequence
map(X,Y )
p∗
// map(X,B; g)
k∗
// map(X,K(G,n+ 1); k ◦ g)
yields a factorization of ∂n+1 of the form
pin+1
(
map(X,K(G,n+ 1); k ◦ g)
) ∂n+1
//
∼=
∂′n+1 ))TT
TT
TT
TT
TT
TT
TT
T
pin
(
map(X,Y ; f)
)
.
pin
(
map(X,K(G,n))
)(j∗)♯
77
o
o
o
o
o
o
o
o
o
o
o
Here ∂′n+1 denotes the connecting homomorphism in the long exact homotopy
sequence of the path fibration map(X,K(G,n)) → map(X,PK(G,n + 1)) →
map(X,K(G,n+ 1)).
Such a factorization occurs, analogously, on derivation complexes. Define a
degree-lowering chain equivalence Dern+1(ΛV,MX ;Mk◦g) ∼= Dern(Λ(V ),MX ; 0)
by the assignment θ 7→ θ where θ(v) = θ(v) for v ∈ V and θ vanishes on decompos-
ables. It is easy to check that, if
∆′n+1 : Hn+1
(
Der(ΛV,MX ;Mk◦g)
) ∼=
−→ Hn
(
Der(Λ(V ),MX ; 0)
)
is the isomorphism induced on homology, then ∂′n+1 ◦ Φk◦g = Φ0 ◦ ∆
′
n+1. Com-
mutativity of the third type of square now follows from naturality with respect to
j : K(G,n)→ Y. 
5. Proof of the Main Results
In this section we prove Theorem 1 and deduce Theorem 2 as a consequence.
Proof of Theorem 1. We first establish the desired formula for an arbitrary Post-
nikov section Y (r) of Y . That is, we prove
(10) rank
(
pi1
(
map(X,Y (r); f r)
))
= dimQ
(
H1(Der(MY (r) ,MX ;Mfr)
))
for any given r ≥ 0 where f r : X → Y (r) denotes the map induced by f : X → Y.
We prove this formula by induction on r ≥ 0. Since Y (0) = ∗, the base case is
trivial.
For the induction step, we rely on our notation from Section 3. The rth Postnikov
section pr : Y
(r) → Y (r−1) of Y factors into a sequence of principal fibrations
Y (r) = Y (r)cr → Y
(r)
cr−1
→ · · · → Y
(r)
1 → Y
(r)
0 ,
with each fibration induced from a path-loop fibration by a map of the form
krj : Y
(r)
j−1 → K(G
r
j , r+1). Let f
r
j : X → Y
(r)
j denote the map induced by f : X → Y
Write Z
(r)
j = map(X,Y
(r)
j ; f
r
j ). Then Corollary 2.2 gives a corresponding sequence
of principal fibrations
map(X,Y (r); f r) = Z(1)c1 → Z
(1)
c1−1
→ · · · → Z
(r)
1 → Z
(r)
0 = map(X,Y
(r−1); f r−1),
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with each stage induced by a k-invariant of the form
(krj )∗ : Z
(r)
j−1 → map(X,K(G
r
j , r + 1); k
r
j ◦ f
r
j−1).
Write k
(r)
j = k
r
j ◦ f
r
j−1 : X → K(G
r
j , r + 1). The long exact homotopy sequence of
the fibration sequence
Z
(r)
j → Z
(r)
j−1 → map(X,K(Gj , r + 1); k
(r)
j−1),
gives an exact sequence
· · · // pi2
(
Z
(r)
j−1
) krj∗#
// pi2
(
map(X,K(Gj , r + 1); k
(r)
j−1)
)
BC
GF
∂2

pi1
(
Z
(r)
j
)
// pi1
(
Z
(r)
j−1
) krj∗#
// pi1
(
map(X,K(Gj , r + 1); k
(r)
j−1)
)
This displays pi1
(
Z
(r)
j
)
as a central extension of the kernel of krj∗# in degree one by
the cokernel of krj∗# in degree two. Write
Crj = pi2
(
map(X,K(Gj , r + 1); k
(r)
j−1)
)
/krj∗#(pi2(Z
(r)
j−1))
for the cokernel of krj∗# in degree 2 and
Irj = im{k
r
j∗# : pi1(Z
(r)
j−1))→ pi1
(
map(X,K(Gj , r + 1); k
(r)
j−1)
)
}
for its image on fundamental groups. Then
(11) rank(pi1
(
Z
(r)
j
))
= rank(pi1
(
Z
(r)
j−1
))
+ rank(Crj ) − rank(I
r
j ).
We can follow the preceding line of reasoning, analogously, within the framework
of derivation complexes of minimal models. Write D
(r)
j = Der∗(MY (r)j
,MX ;Mfrj ).
We have a sequence
Der∗(MY (r) ,MX ;Mfr) = D
(r)
cr → D
(r)
cr−1
→ · · ·
· · · → D
(r)
1 → D
(r)
0 = Der∗(MY (r−1) ,MX ;Mfr−1).
The long exact homology sequence corresponding to the map
Mkrj : D
(r)
j → Der∗(ΛV
(r)
j ,MX ;Mk(r)j
)
takes the form
· · · // H2
(
D
(r)
j−1
) H(M∗krj )
// H2
(
Der(ΛV
(r)
j ,MX ;Mk(r)j
)
)
BC
GF
∆2

H1
(
D
(r)
j
)
// H1
(
D
(r)
j−1
) H(M∗krj )
// H1
(
Der(ΛV
(r)
j ,MX ;Mk(r)j
)
)
Writing
Crj = H2
(
Der(ΛV
(r)
j ,MX ;Mk(r)j
)
)
/H(M∗krj )(H2(D
(r)
j−1))
for the cokernel and
Irj = im{H(M
∗
krj
) : H1(D
(r)
j−1)→ H1
(
Der(ΛV
(r)
j ,MX ;Mk(r)j
)
)
}
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for the image of H(M∗krj
) as above, we obtain
(12) dimQ(H1
(
Z
(r)
j
))
= dimQ(H1
(
Z
(r)
j−1
))
+ dimQ(C
r
j ) − dimQ(I
r
j ).
Now, combining Proposition 4.1 and Theorem 4.3 we see
rank(Crj ) = dimQ(C
r
j ) and rank(I
r
j ) = dimQ(I
r
j ).
An easy induction on j = 1, . . . , cr using (11) and (12) completes the main induction
step and establishes (10) for all r ≥ 0.
To complete the proof of Theorem 1 we observe that, by obstruction theory, the
r-equivalence pr : Y → Y
(r) induces an (r−N)-equivalence (pr)∗ : map(X,Y ; f)→
map(X,Y (r); f r) where N is the dimension of the finite complex X . On the deriva-
tion complex side, it is straightforward to prove
M∗pr : Der∗(MY (r) ,MX ;Mfr)→ Der∗(MY ,MX ;Mf )
induces an (r −N)-homology equivalence. Thus, for r ≥ N + 1,
rank(pi1
(
map(X,Y ; f)) = rank
(
pi1
(
map(X,Y (r); f r)
))
= dimQ
(
H1
(
Der(MY (r) ,MX ;Mfr )
))
= dimQ
(
H1
(
Der(MY ,MX ;Mf )
))

Proof of Theorem 2. Observe that
H1
(
Der(MY ,MX ; 0)
)
∼= Hom1
(
Q(MY ), H(MX)
)
where we recall Q(MY ) denotes the quotient space of indecomposables of the min-
imal model of Y . The result now follows directly from the fact that Qn(MY ) ∼=
pin(Y )Q for n ≥ 2 while dimQ(Q1(MY )) = rank(pi1(Y )) by the results mentioned
in Section 3. 
6. Consequences and Examples
First we illustrate the role of the map f : X → Y for the rank of the fundamen-
tal group of map(X,Y ; f). As a direct consequence of Theorem 1, we obtain the
following basic fact.
Theorem 6.1. Let f : X → Y be a map between nilpotent CW complexes of finite
type with X finite. Then
rank
(
pi1
(
map(X,Y ; f)
))
≤ rank
(
pi1
(
map(X,Y ; 0)
))
.
Proof. It suffices to note dimQ
(
Hn
(
Der(A,B;φ)
))
≤ dimQ
(
Hn
(
Der(A,B; 0)
))
for
any DG algebra map φ : A→ B. 
The fundamental group can distinguish components of map(X,Y ) even in a
simple case such as Y = K(G, 1) for G non-abelian. For in this case, by a result of
Gottlieb, map(X,K(G, 1)) ≃ K(C(f♯), 1) where C(f♯) is the centralizer of the map
f♯ : pi1(X) → G [5, Lem.2]. In particular, Gottlieb’s result describes the structure
of the fundamental group of map(X,Y ; f) directly in terms of f♯. We complement
this result with the following example.
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Example 6.2. Let Y be a nilpotent CW complex and f : S1 → Y . We compute
the rank of the fundamental group of the component map(S1, Y ; f) of the free
loop space in terms of the rational homotopy class α ∈ pi1(Y )Q represented by
f . If pi2(Y ) ⊗ Q = 0 then, by (1) and the argument of Hansen [10, Prop.1],
pi1
(
map(S1, Y ; f)
)
Q
= C(α) where C(α) denotes the centralizer of α in pi1(Y )Q.
In general, we prove
(13) rank
(
pi1
(
map(S1, Y ; f)
))
= ρ2(Y ) + rank(C(α)).
To begin, as in the last step of the proof of Theorem 1, we have
H1
(
Der(MY ,MS1 ;Mf)
)
∼= H1
(
Der(MY (2) ,MS1 ;Mf2)
)
where MY (2) is the 2-minimal model for Y and f
2 : S1 → Y (2) the induced map.
We compute the dimension of the latter space. Fixing notation as in Section 3, write
(MY (2) , dY (2)) = (Λ
(
W (1)⊕W (2)
)
, D) whereW (m) = V
(m)
1 ⊕· · ·⊕V
(m)
cm
form = 1, 2.
Recall D(V
(m)
1 ) = 0 while D(V
(m)
j ) ⊆ Λ(W
(m−1) ⊕ V
(m)
1 ⊕ · · · ⊕ V
(m)
j−1) for j =
2, . . . , cm, m = 1, 2 and where W
(0) = {0}. Fix bases V
(m)
j = Q(v
(m)
j,1 , . . . , v
(m)
j,nmj
).
Write MS1 = Λ(t) for t of degree one. Without loss of generality, we assume the
homotopy class α corresponds to a basis element v
(1)
j0,k0
via Sullivan’s isomorphism.
That is, we assume Mf2(v
(1)
j0,k0
) = t while Mf2(v
(1)
j,k) = 0 for (j, k) 6= (j0, k0). The
centralizer C(α), in this set-up, corresponds to the space C(v
(1)
j0,k0
) spanned by those
basis vectors v
(1)
j,k such that no non-zero multiple of the product v
(1)
j0,k0
· v
(1)
j,k appears
as a summand in D(v
(1)
j′,k′) for any j
′, k′.
We observe that there are no boundaries in degree one in the chain complex
Der∗(MY (2) ,MS1 ;Mf2). For given an Mf2-derivation θ of degree 2 and χ ∈
MY (2) , we have δ(θ)(χ) = (−1)
nθ(D(χ)) = 0 since dS1 is trivial while D(χ) is
decomposable and Mf2 vanishes above degree 1.
As for degree one cycles, write θj,k for the Mf2-derivation which carries v
1
j,k to
1 ∈ MS1 and vanishes on the other basis elements ofMY (2) . Similarly, let ϕj,k carry
v2j,k to t and all other basis elements to 0. It is easy to check that δ(ϕj,k) = 0 for all
j, k which accounts for the ρ2(Y ) term above. We also see that if v
(1)
j,k ∈ Z(v
(1)
j0,k0
)
then δ(θj,k) = 0. Finally, suppose v
(1)
j,k 6∈ Z(v
(1)
j0,k0
) for some j, k. Then we may
choose v
(1)
j′,k′ such that
D
(
v
(1)
j′,k′
)
= c · v
(1)
j0,k0
· v
(1)
j,k + other quadratic terms
for c 6= 0. We then see
δ
(
θj,k
)(
v
(1)
j′,k′
)
= θj,k
(
D(v
(1)
j′,k′)
)
= c · Mf2(v
(1)
j0,k0
) · θj,k
(
v
(1)
j,k
)
= c · t 6= 0,
and so θj,k is not a cycle. This establishes (13).
We next consider a class of examples for which the rank of the fundamental
group of map(X,Y ; f) depends only on the map H(f) : H∗(Y,Q)→ H∗(X,Q).We
say a simply connected CW complex Y is an F0-space if Y is rationally elliptic
(rational homology and rational homotopy both finite-dimensional) with positive
Euler characteristic. Equivalently, an F0-space is any elliptic complex with vanish-
ing rational cohomology in odd degrees. Examples of F0-spaces include (products
of) even dimensional spheres, complex projective spaces and, more generally, any
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homogeneous spaces G/H with H a closed subgroup of maximal rank. Following
Grivel [7], we can compute the rank of pi1
(
map(X,Y ; f)
)
for f : X → Y a map
between F0-spaces directly in terms of the degree 2 cohomology derivation space
Der2(H
∗(Y,Q), H∗(X,Q);H(f)).
Theorem 6.3. Let f : X → Y be a map between F0-spaces where H
∗(Y,Q) has top
degree 2N . Let D2(f) = dimQ
(
Der2(H
∗(Y,Q), H∗(X,Q);H(f))
)
. Then
rank(pi1(map(X,Y ; f)) = D2(f) +
N∑
i=1
ρ2i+1(Y ) · b2i(X)−
N∑
i=0
ρ2i+2(Y )b2i(X).
Proof. By results of Halperin [9], the minimal model for Y takes the form (MY , dY )
= (ΛV0 ⊗ ΛV1, dY ) where V0 and V1 are graded spaces of equal (finite) dimension
with V0 evenly graded, V1 oddly graded. The differential satisfies dY (V0) = {0}
while dY maps V1 into the decomposables of ΛV0.Write ρY : ΛV0⊗ΛV1 → H
∗(Y,Q)
for the map which sends elements of V0 to their corresponding cohomology class and
elements of V1 to zero. The map ρY then represents a formalization of (MY , dY ).
The needed result follows directly from Theorem 1 and the existence of an exact
sequence of the form
0→ Der2(H
∗(Y,Q), H∗(X,Q);H(f))
ρ∗Y // Der2(ΛV0, H
∗(X,Q);H(f) ◦ ρY )BC
GF
d∗Y

Der1(ΛV1, H
∗(X,Q); 0)
H // H1
(
Der(MY ,MX ;Mf )
)
→ 0.
The latter represents an extension of Grivel’s [7, Th.4.4] to our framework of gen-
eralized derivations. Here ρ∗Y and d
∗
Y are the maps induced by pre-composition
with the formalization and the differential of the minimal model of Y . Given
θ ∈ Der1(ΛV1, H
∗(X,Q); 0) define H(θ) ∈ Der1(MY ,MX ;Mf ), as follows. Set
H(θ)(x) = 0 for x ∈ V0 and H(θ)(y) = P for y ∈ V1 where P ∈ MX is any
cycle representative of the class θ(y) ∈MX , y ∈ V1. Extend by the Mf -derivation
law. The result is a cycle derivation H(θ). The map H : Der1(ΛV1, H
∗(X,Q); 0)→
H1
(
Der(MY ,MX ;Mf )
)
is then defined to be the linear map carrying θ to the
homology class of H(θ). Grivel’s proof of the above cited result is directly adapted
to show H is well-defined and the sequence is exact. 
As a corollary, we deduce, for instance, the following example.
Example 6.4. Let G be a compact simple Lie group of rank n > 1 and T n ⊆ G
a maximal torus. Let f : S2 → G/T n be any given map. The space G/T n is
an F0-space with rational cohomology generated in degree 2. It is classical that
ρ3(G/T
n) = 1. Thus by Theorem 6.3, we have
rank
(
pi1(map(S
2, G/T n; f))
)
= 1− n+D2(f).
If f is rationally trivial, then D2(f) = n and so rank
(
pi1(map(S
2, G/T n; f))
)
= 1.
Now suppose f is rationally essential. Fix an additive basis {t1, . . . , tn} for
H2(Y,Q) and suppose, say, H(f)(ti) 6= 0. Let θi be dual to ti in the space
Hom2(H
∗(Y,Q), H∗(X,Q)): that is, θi(ti) = 1 while θi(tj) = 0 for j 6= i. Suppose
θi extends to an H(f)-derivation. Since the Weyl group of G is a finite reflection
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group, the cohomology class t21 + · · ·+ t
2
n vanishes in H
4(G/T n,Q). On the other
hand,
θi(t
2
1 + · · ·+ t
2
n) = 2H(f)(ti)θi(ti) = 2H(f)(ti) 6= 0.
This contradiction implies D2(f) = n − 1 and so pi1(map(S
2, G/T n; f)) is a finite
group in this case.
Finally, by the result of E. Cartan, pi2(G) = 0 and so pi2(G/T
n) is free abelian.
Thus f : S2 → G/T n is essential if and only if it is rationally essential. Summariz-
ing, we have shown
(14) pi1
(
map(S2, G/T n; f)
)
is a finite group if and only if f is essential.
We conclude with some results concerning further structure of the rationalized
fundamental group of function space components. First we observe that, in the
case of the null component, our inductive procedure for computing rank can also
be applied to analyze the nilpotency class, and the ranks of successive quotients in
the lower central series. For instance, we can phrase the following result.
Theorem 6.5. Let X and Y be nilpotent CW complexes with X finite of dimension
N . Suppose the Postnikov decomposition of Y admits a principal refinement of
length cr at the rth stage. Then, for each r ≥ 1, the rth stage of the Postnikov
decomposition of map(X,Y ; 0) admits a principal refinement of length ≤
∑N+r
j=r cj.
Proof. Each principal fibration K(Grj , r) → Y
(r)
j → Y
(r) in a Postnikov decom-
position of Y leads to a principal fibration map(X,Y
(r)
j , 0) → map(X,Y
(r)
j−1; 0) by
Corollary 2.2. Since we are working with null-components, the fibre can be iden-
tified with map(X,K1; 0). The result now follows by induction, as in the proof of
Theorem 1. 
Recall a space Y is simple if pi1(Y ) is abelian and acts trivially on the higher
homotopy groups of Y . In this case, cr = 1 for all r. Thus we have
Corollary 6.6. Suppose X is a nilpotent finite complex and Y is a simple space.
Then the Postnikov decomposition of map(X,Y ; 0)Q admits a principal refinement
that is of length ≤ N at each stage. In particular, pi1
(
map(X,Y ; 0)
)
Q
is of nilpo-
tency class ≤ N .
Finally, we have seen above that the space of maps into a (simply connected)
two-stage Postnikov piece Y can have non-abelian rationalized fundamental group.
We conclude with a simple result going the other way. Say a nilpotent space Y
is a rational two-stage space if its rationalization YQ appears as the total space
of a principal fibration K1 → YQ
p
→ K0 with K0 and K1 rationalized H-spaces.
Many spaces of interest are rational two-stage including, for instance, homogeneous
spaces G/H for G and H compact Lie groups with H now of arbitrary rank. Write
H∗(Ki,Q) = ΛWi for graded rational vector spaces Wi, i = 0, 1. We have
Theorem 6.7. Let X be a finite, nilpotent CW complex and Y a rational two-
stage space as above. Suppose Hom1(W0, H
∗(X,Q)) and Hom(W1, H
∗(X,Q)) are
both trivial. Then the rationalization of map(X,Y ; f) is a simple space and, in
particular, the group pi1
(
map(X,Y ; f)
)
Q
is abelian for all f : X → Y .
Proof. In this case, we obtain p∗ : map(X,YQ; fQ) → map(X,K0; p ◦ fQ), a princi-
pal fibration with fibre homeomorphic to the full function space map(X,K1) as in
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the proof of Theorem 4.3 above. However, [X,K1] ∼= Hom(W1, H
∗(X,Q)) = 0
by hypothesis and so map(X,K1) is actually connected. Thus p∗ is a princi-
pal fibration expressing map(X,YQ; fQ) as a generalized two-stage rational space
and determining a (possibly non-minimal) model for Y . Again, by hypothesis,
pi1
(
map(X,K0; p ◦ fQ)
)
∼= Hom1(W0, H
∗(X,Q)) = 0. This means the differential in
the induced model for map(X,Y ; f) has linear or trivial differential in degree one.
It follows that the minimal model for map(X,Y ; f) has trivial differential in degree
one. 
We deduce directly the following result which, combined with Theorem 6.3 above,
gives the full structure the rationalized fundamental group of map(X,Y ; f) for X
and Y F0-spaces.
Corollary 6.8. Let X and Y be F0-spaces. Then all components of map(X,Y )
have abelian rationalized fundamental group.
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