In this paper we consider, for 1 ≤ m < p < 2, the generalized KPZ equation 
Introduction.
In this paper, we consider the equation Equation (1.1) is called generalized KPZ equation which arises from modelling of growth mechanism for surfaces through ballistic deposition, see [15] , [16] . The model is derived from consideration that the growth mechanism is governed (approximating) by local rules. In such a model, u(x, t) is the height above the underlying substrate which describes the interface profile, or the surface of the material. Experiments and numerical simulation show that u(x, t) behaviours in a self-similar way. One important aspect in the study of such a model is then to find out the scaling exponents and functions which characterize the self-similarity of surface on a large space-time scale.
The actual physical model involving (1.1) is subject to random initial data and thorough analytical understanding is beyond our ability.
In this paper, we consider a simpler case, where the initial value u(x, 0) = u 0 (x) is a deterministic function.
The main purpose is to study the existence and detailed characterization of special profiles of various type of self-similar solutions to (1.1) and (1.2), see Theorems 2.1 and 3.1 for more details.
Here by a self-similar solution we mean that u has the form u(x, t) = t −α f (|x|t −β ). and f as a function of r = |x|t −β , defined on [0, +∞), solves
and f as a function of r = |x|t −β , defined on [0, +∞), solves
In particular, we are able to show the existence of the so called very singular solutions for both (1.1) and (1.2).
By a singular solution we mean a nonnegative and nontrivial solution which is continuous in R n × [0, +∞)\{(0, 0)} and satisfies
A singular solution is called a very singular solution if
Note that condition (1.9) is equivalent to, if u is given by (1. Furthermore, if nβ < α and the solution f of (1.5) or (1.7) satisfies (1.10), then u(x, t) given explicitly by (1.3) satisfies (1.8) and (1.9), i.e., it is a very singular self-similar solution of (1.1) or (1.2).
In recent years, several authors of [3] - [9] , [11] - [14] and [17] - [20] studied the existence of very singular self-similar solutions and their role in describing the intermediate asymptotic behavior of general solutions to
But, it can be seen from what follows that (1.1) and (1.2) have some peculiar properties very different from (1.11) and (1.12).
We mention that the Cauchy problem of (1.1) and related problems have been studied by Ben-Artzi and Koch [1] , B. Gilding et al [10] and more recently by Benachou and Laurencot [2] . In particular, Benachou and Laurencot [2] proved the existence and uniqueness of very singular solution of (1.1), but their proof is different from ours.
The organization of this paper is as follows. In §2 we study (1.5) and give a complete classification of its solutions. In particular, the existence and uniqueness of very singular self-similar solution is proved. In §3, we study (1.7) and establish the existence of a very singular self-similar solution which has compact support. The interface relation is also shown.
Study of self-similar solutions to (1.1).
In this section we study (1.5) and give a complete classification of its solutions in relation to the initial value f (0). In particular, we prove the existence and uniqueness of very singular self-similar solution. We consider the solution of (1.5) with initial value
For each a > 0, (1.5) and (2.1) has a unique solution f (r; a), at least locally. If we multiply (1.5) by r n−1 and integrate from 0 to r, we get
Another integration on [0, r] after dividing the above equation by r n−1 and simple calculation yield 
is strictly increasing and f (r; a) is strictly decreasing with respect to a. And for some k(a) > 0,
as r → ∞.
This theorem shows that (1.1) has a very singular self-similar solution if and only if 1 < p < (2 + n)/(1 + n), and in case of existence the solution is unique.
We write (1.5) as 
Proof. First, we consider the case where f is negative in an interval. If there exist two constants b and c such that
On the other hand, if b 1 and c 1 are so given that 0
Since f (0) = −αa/n < 0, the above consideration show that the conclusion of Lemma 2.1 holds.
For any given
λ > 0, we denote L λ = {(f, v) : f > 0, −λf < v < 0}.
Lemma 2.2. For any given λ > 0 there exists an r
Proof. Since the vector field points into L λ from the positive f -axis, we need to show that it also points into L λ from the ray
This completes the proof.
By using similar arguments as those of Lemmas 5-7 in [4] , the following result can easily be shown to hold. But, for simplicity, we omit the details.
We now prove Theorem 2.1(i), which gives the nonexistence results of very singular self-similar solutions when 2α ≤ n.
Proof of Theorem 2.1(i). Suppose 2α ≤ n. Multiplying (1.5) by r 2α−1 we have, for r ∈ (0, R(a)),
The function g(r) := r 2α−1 f + 1 2 r 2α f is strictly increasing in (0, R(a)). Note that lim r 0 g(r) = 0, we get g > 0 in (0, R(a)). Since f < 0, we conclude that R(a) = ∞ and f 0 as r ∞. In addition, r 2α f (r; a) ≥ 2g(r) and g(r) is increasing, hence lim inf r→∞ r 2α f > 0. This completes the proof.
In the sequel of this section we always assume that 2α > n. Let L a be given as in Lemma 2.3, we define
By Lemma 2.3 we know that A ∪ B ∪ C = (0, ∞). It is obvious that these sets are disjoint.
Lemma 2.4. The set A is nonempty and open.
Proof. We choose a = 1 and let
Then w ε satisfies
for any R > 0, where w is the solution of the reduced problem
We claim that w has a zero. Suppose on the contrary that w(r) > 0 for all r > 0. By (2.6) we have
Therefore, w (r)+ for some constant C > 0. It is a contradiction. Since w < 0 at the first zero of w, it follows that for ε sufficiently small, w ε has a zero as well. This shows that A is nonempty.
By the uniqueness and continuous dependence on the initial data of solution we see that A is open.
Lemma 2.5. The set B is nonempty and open.
Proof. We first show that if initial data a is suitably large then the corresponding orbit must stay in L 1 for all r ≥ 0. This implies that a ∈ B.
Let r 0 be the first value such that the orbit intersects with the boundary of L 1 . It is clear that v(r 0 ) = −f (r 0 ). Consequently, using Lemma 2.1, we have 
Lemma 2.6. Assume that f
Proof.
Because f i (0) = −a i /n, a 1 < a 2 and f i (0) = 0, it follows that f 2 (r) < f 1 (r), and consequently F (r) > 0 for r 1. Denote
Then we have
Since w(0) = 0, it follows that
Therefore, f 2 (r) > f 1 (r) for all 0 ≤ r ≤ r 0 .
We assert that r 0 = R(a 1 ). Suppose to the contrary that r 0 < R(a 1 ), then f 2 (r 0 ) = f 1 (r 0 ). On the other hand, by (1.5) we have
It contradicts to the definition of r 0 . This lemma is proved.
Proof of Theorem 2.1(ii). By Lemmas 2.4-2.6 and the proofs of Lemmas 2.4 and 2.5 we know that there exist
For any a ∈ C, the corresponding orbit satisfies
To prove (2.3), we define E(r) = rv(r)
. Similar to the proofs of Lemmas 13-15 in [4] we can prove that
Using the same argument as in the proof of Theorem 2 in [4] it follows that (2.3) holds. For any a ∈ B, the corresponding orbit satisfies
Similar to the proof of Theorem 4 in [4] we know that (2.2) holds. We prove a 1 = a 2 . If a 1 < a 2 , by Lemma 2.6 and (2.10) we have that
it follows that
It is a contradiction. Therefore, a 1 = a 2 := a * . Lemma 2.6 shows that f (r; a) is strictly increasing and f (r; a) is strictly decreasing with respect to a. The proof of Theorem 2.1 is complete.
Existence of very singular self-similar solution of (1.2).
In this section we prove the existence and uniqueness of very singular selfsimilar solution to (1.2). Similar to §2, we consider (1.7) with initial data
For each b > 0, (1.7), (3.1) has a unique solution f (r; b) . If we denote by (0, R(b) ) the maximal existence interval where f > 0, then f < 0 in (0, R(b) ). The main results of this section read as follows. 
such that the following classification is valid: Moreover,
Where α and β are given in (1.6).
This theorem shows that (1.2) has a very singular self-similar solution if and only if α > nβ.
Remark. (3.2) is the important profile relation which we believe should give the optimal regularity of general solutions with compact support.
The proof of Theorem 3.1 (i) is similar to that of Theorem 2.1 (i), and we omit the details.
In the sequel we assume that α > nβ.
Let z = f m , a = b m , we deal with the reduced problem 
Proof. It's proof is similar to that of Lemma 2.1 and we omit the details. Because 1 < m < p < 2, it is clear that there exists θ such that
For any given λ, η > 0, we define Proof. Similar to the proof of Lemma 2.2, we need only to show that the orbit points into S λ,η from the parabola
On l λ,η , by (3.5), we have
Since 1/m < θ < 1 and 0 < z ≤ η, it is clear that (3.8) holds if
The orbit (z(r), v(r)) of (3.5) starting from (a, 0) enters S λ eventually means that there exists an r a : 0 < r a < R(a) such that (z(r), v(r)) ∈ S λ for all r a ≤ r < R(a). Set A = {a > 0 : the orbit (z, v) starting from (a, 0) enters S 1 eventually}, It is easy to show that there exists an r 0 : 0 < r 0 < ∞ such that w(r 0 ) = 0, w (r 0 ) < 0 and w(r) > 0 for all 0 ≤ r < r 0 .
We will prove that when ε is small then the solution w ε of (3.9) has the same properties as w. To this aim, let η 0 > 0 be such that 
