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Resumen.- Las inversas de Drazin son una clase de inversa generalizada entre cuyas aplicaciones
podemos mencionar la resolucio´n de ecuaciones diferenciales, ecuaciones en diferencias, estudio de
cadenas de Markov, etc. En esta presentacio´n se caracterizan las matrices cuyas inversas de Drazin
tienen misma forma reducida de Jordan y se estudia la particio´n del espacio de matrices cuadradas
correspondiente a la relacio´n de equivalencia derivada. Finalmente, se encuentra una condicio´n sufi-
ciente para que una familia de inversas de Drazin de una familia diferenciable de matrices sea a su vez
una familia diferenciable.
1 Introduccio´n
En los u´ltimos an˜os, el estudio de generalizaciones del concepto de inversa para transfor-
maciones lineales no inversibles se ha convertido en un tema que ha atra´ıdo el intere´s de gran
nm´ero de investigadores.
As´ı, en el caso de matrices no regulares (cuadradas o no) se han definido distintas “pseudo-
inversas”. La ma´s comu´nmente utilizada es la inversa de Moore-Penrose, que fue definida
independientemente por Moore (1920) y por Penrose (1955). En [2] puede encontrarse un
interesante resumen sobre las inversas generalizadas, as´ı como sobre sus aplicaciones.
En este texto nos ocuparemos de las inversas de Drazin, introducidas a partir de una
definicio´n algebraica por este autor en el an˜o 1958, y entre cuyas aplicaciones podemos men-
cionar la resolucio´n de ecuaciones diferenciales, ecuaciones en diferencias, estudio de cadenas
de Markov, etc.
En la seccio´ n §2 nos ocuparemos de recordar la definicio´n y algunas de las propiedades de
las inversas de Drazin.
En la seccio´n §3 se caracterizan las matrices cuyas inversas de Drazin son semejantes (es
decir, tienen la misma forma reducida de Jordan) y se estudia la particio´n del espacio de matrices
cuadradas correspondiente a la relacio´n de equivalencia derivada. Para n = 2 se demuestra que
a partir de esta particio´n se obtiene una estratificacio´n del espacio.
Finalmente, en la seccio´n §4, se encuentra una condicio´n suficiente para que una familia de
inversas de Drazin de una familia diferenciable de matrices sea a su vez una familia diferenciable.
2 Inversas de Drazin
La generalizacio´n del concepto de inversa de una matriz al caso de matrices no regulares
conduce a la aparicio´n de “pseudo-inversas”, matrices que tienen algunas de las propiedades de
las inversas.
Dada una matriz A ∈ Mm×n(K), con K un cuerpo conmutativo, se denomina inversa
generalizada de la matriz A a una matriz X tal que:
AXA = A, XAX = X
Entre las inversas generalizadas, la inversa de Moore-Penrose es posiblemente la ma´s uti-
lizada. Otras aproximaciones al concepto de inversa son las denominadas 1-matrices y las
inversas de Drazin.
Dada una matriz A ∈ Mn(K), K = R o C, denotaremos por i(A) ∈ N al mı´nimo nu´mero
natural tal que se verifica:
dim ImAi(A) = dim ImAi(A)+1
Para este valor tambie´n se verifica
dim KerAi(A) = dim KerAi(A)+1
y
Kn = ImAi(A) +KerAi(A)
Definicio´n 1. El nu´mero i(A) se denomina ı´ndice de nilpotencia de la matriz A.
Denotaremos por d la dimensio´n de ImAi(A). Sea v : (v1, . . . , vd, vd+1, . . . , vn) una base de
Kn obtenida reuniendo sendas bases de ImAi(A) y de KerAi(A). Si fA es el endomorfismo de
Kn cuya matriz, en la base natural de Kn, es A, la matriz del endomorfismo fA en la base v
es, puesto que los subespacios ImAi(A) y KerAi(A) son invariantes por fA, de la forma: C | 0−− · −−
0 | N

Es fa´cil comprobar que C es una matriz inversible y que N es una matriz nilpotente. Si S
es la matriz del cambio de base, entre la base v y la base natural de Kn,
A = S
 C | 0−− · −−
0 | N
S−1
2
Definicio´n 2. Se llama inversa de Drazin de la matriz A a la matriz
AD = S
 C
−1 | 0
−− · −−
0 | 0
S−1
Propiedades. A partir de la propia definicio´n, las siguientes propiedades pueden ser deducidas
fa´cilmente.
(1) ADAAD = AD.
(2) AAD = ADA.
(3) Ak+1AD = Ak, k ≥ i(A).
(4)
(
AD
)k+1
A =
(
AD
)k
, k ≥ 0.
(5) Si i(A) ≤ 1, entonces: AADA = A.
(6)
(
AD
)D
= AADA.
(7)
((
AD
)D)D
= AD.
Observacio´n 1. Si la matriz A es inversible, entonces AD = A.
En efecto. So´lo es necesario observar que, en este caso, i(A) = 0 y d = n.
Observacio´n 2. La inversa de Drazin es u´nica.
En efecto. Supongamos que w : (w1, . . . , wd, wd+1, . . . , wn) es otra base de K
n obtenida
reuniendo bases de ImAi(A) y de KerAi(A), y llamemos T a la matriz del cambio de base, entre
la base w y la base natural de Kn. Puesto que Kn = ImAi(A)+KerAi(A), la matriz del cambio
de base, entre las bases w y v es de la forma: R1 | 0−− · −−
0 | R2

Llamemos R a esta matriz. Obviamente, es T = SR y, adema´s, C1 | 0−− · −−
0 | N1
 = R−1
 C2 | 0−− · −−
0 | N2
R
de donde se deduce, en particular, que C1 = R1C2R
−1
1 .
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Si
AD1 = S
 C
−1
1 | 0
−− · −−
0 | 0
S−1, AD2 = T
 C
−1
2 | 0
−− · −−
0 | 0
T−1
son las inversas de Drazin obtenidas a partir de estas dos bases, entonces:
AD2 = T
 C
−1
2 | 0
−− · −−
0 | 0
T−1 = T
 R
−1
1 C
−1
1 R1 | 0
−− · −−
0 | 0
T−1 =
= TR−1
 C
−1
1 | 0
−− · −−
0 | 0
RT−1 = SRR−1
 C
−1
1 | 0
−− · −−
0 | 0
RR−1S−1 = AD1
Observacio´n 3. Podemos obtener la inversa de Drazin de una matriz a partir de la forma
reducida de Jordan de dicha matriz.
En efecto, basta con separar los bloques correspondientes a los valores propios distintos de
cero y los correspondientes al valor propio cero, obtenie´ndose as´ı las matrices C y N , respecti-
vamente.
Observacio´n 4. El ı´ndice de nilpotencia i(A) de una matriz coincide con la multiplicidad del
valor propio cero en el polinomio anulador mı´nimo de la matriz A y dim ImAi(A) es igual a
n − n0, siendo n0 la multiplicidad del valor propio cero en el polinomio caracter´ıstico de la
matriz A.
En efecto, i(A) coincide con la caja de Jordan de mayor taman˜o con el valor propio cero y
d = dim ImAi(A) = n− dim KerAi(A) = n− n0.
Es decir, las matrices A con un ı´ndice de nilpotencia i(A) fijado y d = dim ImAi(A) tambie´n
fijado son exactamente aque´llas cuyos polinomios caracter´ıstico y anulador mı´nimo son de la
forma:
QA(t) = t
n−dQ1(t), Q1(0) 6= 0
pA(t) = t
i(A)p1(t), p1(0) 6= 0
Tambie´n es posible dar una definicio´n algebraica de la inversa de Drazin, distinta de la
definicio´n funcional vista anteriormente. En efecto, la inversa de Drazin de una matriz A ∈
Mn(K) es la u´nica matriz X que satisface las tres siguientes propiedades:
(1) XAX = X.
(2) AX = XA.
(3) Ak+1X = Ak, k ≥ i(A).
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3 Caracterizacio´n de las matrices con inversas de Drazin semejantes
Las observaciones del apartado anterior permiten obtener una condicio´n necesaria y sufi-
ciente para que dos matrices tengan la inversas de Drazin semejantes.
Proposicio´n 1. Las matrices A,B ∈ Mn(K) tienen inversas de Drazin con igual forma re-
ducida de Jordan si, y so´lo si, dim ImAi(A) = dim ImBi(B) y, si CA, CB son las restricciones
de los endomorfismos asociados a las matrices A y B a los subespacios ImAi(A), ImBi(B),
respectivamente, se verifica JCA = JCB .
Demostracio´n. Supongamos en primer lugar que las inversas de Drazin de las matrices A y
B son equivalentes. Entonces tambie´n lo son las matrices CA | 0−− · −−
0 | NA
 ,
 CB | 0−− · −−
0 | NB

En particular, las matrices CA y CB tienen el mismo rango; es decir, ImA
i(A), ImBi(B) y las
matrices CA y CB tienen la misma forma reducida de Jordan (es consecuencia de un razon-
amiento absolutamente ana´logo a la justificacio´n de la Observacio´n 1 del apartado anterior),
por lo que tambie´n la tienen las matrices C−1A y C
−1
B .
Rec´ıprocamente. Si
AD = S
 J
−1 | 0
−− · −−
0 | 0
S−1, BD = T
 J
−1 | 0
−− · −−
0 | 0
T−1
se verifica: BD = (TS−1)AD(ST−1) de donde se concluye que JAD = JBD . ¦
Consideremos la siguiente relacio´n de equivalencia.
Definicio´n 3. Diremos que dos matrices A,B ∈ Mn(K) son Drazin equivalentes cuando sus
inversas de Drazin tienen la misma forma reducida de Jordan.
La caracterizacio´n anterior, as´ı como las observaciones 2 y 3 del apartado 1, nos permiten
encontrar las distintas clases de equivalencia. As´ı, para n = 2, tenemos:
i
d
1 2
0
{
S
(
0 0
0 0
)
S−1 |S ∈ Gln(C)
} {
S
(
0 0
1 0
)
S−1 |S ∈ Gln(C)
}
1
{
S
(
λ1 0
0 0
)
S−1 |λ1 6= 0, S ∈ Gln(C)
}
2
{
S
(
λ1 0
1 λ1
)
S−1 |λ1 6= 0, S ∈ Gln(C)
}
{
S
(
λ1 0
0 λ2
)
S−1 |λ1λ2 6= 0, S ∈ Gln(C)
}
5
Agrupando las clases de equivalencia anterior segu´n que tengan formas reducidas de Jordan
del mismo tipo, obtenemos una particio´n de Mn(K). En el caso n = 2, esta particio´n es:
E0 =
{(
0 0
0 0
)}
E1 =
{
S
(
0 0
1 0
)
S−1
∣∣∣∣∣ S ∈ Gln(C)
}
E2 =
{
S
(
λ1 0
0 0
)
S−1
∣∣∣∣∣ λ1 6= 0, S ∈ Gln(C)
}
E3 =
{
S
(
λ1 0
0 λ2
)
S−1
∣∣∣∣∣ S ∈ Gln(C)
}
E4 =
{
S
(
λ1 0
1 λ1
)
S−1
∣∣∣∣∣ λ1 6= 0, S ∈ Gln(C)
}
Proposicio´n 2. Los conjuntos Ei son variedades diferenciables regulares.
Demostracio´n. E3 y E4 son variedades por ser abiertos de estratos de la particio´n de M2(K)
dada en [Gi76].
Por otra parte, E1 y E2 puede comprobarse directamente que son variedades regulares,
reescribiendo estos conjuntos de la forma siguiente:
E1 = {A ∈M2(K) | tr(A) = 0, detA = 0}
E2 = {A ∈M2(K) | tr(A) 6= 0, detA = 0}
En el segundo caso, E2 es un abierto de la subvariedad
V2 = {A ∈M2(K) | detA = 0} ¦
De aqu´ı se deduce de forma inmediata, puesto que la particio´n es finita, que esta particio´n
es una estratificacio´n.
Teorema 1. ∪Ei constituye una particio´n de M2(K).
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4 Familias diferenciables de inversas de Drazin
Consideremos una variedad diferenciable regular X.
Supongamos que {A(x)}x∈X es una familia diferenciable de matrices cuadradas de orden n.
Proposicio´n 3. Si para cada x ∈ X, es i(A(x)) = i y, adema´s, dim ImA(x)i = d, entonces,
para cada x ∈ X existe un entorno en el cual {dim ImA(x)i(x)}x∈X y {dim KerA(x)i(x)}x∈X
definen familias diferenciables de subespacios de Grd(K
n) y de Grn−d(Kn), respectivamente
(ve´ase [6]).
Demostracio´n. En las hipo´tesis del enunciado, la aplicacio´n x −→ A(x)i es diferenciable
(obse´rvese que la aplicacio´n A(x) −→ A(x)i(x) no es, en general, continua si no se cumple
i(x) = i para todo x ∈ X).
Como consecuencia, podemos elegir una familia diferenciable de matrices {S(x)}x∈X (ma-
trices del cambio de base entre la base local y la base natural) de modo que las familiasS(x)
 C(x) | 0−− · −−
0 | N(x)
S(x)−1

x∈X
y AD(x) = S(x)
 C(x)
−1 | 0
−− · −−
0 | 0
S(x)−1

x∈X
constituyen tambie´n familias diferenciables de matrices.
En el caso en que la variedad X sea contra´ctil, tenemos familias diferenciables globales.
Observacio´n 5. El hecho de que {A(x)}x∈X sea una familia diferenciable de matrices no implica
necesariamente que los ı´ndices de nilpotencia de las matrices A(x) sea el mismo. Podemos
considerar, por ejemplo, la familia diferenciable de matrices
A(x) =
 x+ 1 0 00 0 0
0 x 0
 x ∈ (−1
2
,∞
)
cuyas inversas de Drazin constituyen tambie´n una familia diferenciable de matrices
A(x)D =

1
1+x
0 0
0 0 0
0 0 0

Los ı´ndices de nilpotencia son: 2 si x 6= 0 y 1 para x = 0.
Observacio´n 6. Existen familias diferenciables de matrices {A(x)}x∈X con los mismos ı´ndices
de nilpotencia pero que, sin embargo, dim ImA(x)i no es constante. Como ejemplo, puede
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tomarse
A(x) =
 0 0 0x 1x+1 0
0 x 0
 , x ∈ (−1
2
,∞
)
que es una familia diferenciable de matrices cuyas inversas de Drazin
A(x)D =

0 0 0
x
(1+x)2
1
(1+x)2
1
(1+x)3
x2
1+x
x
1+x
x
(1+x)2

El ı´ndice de nilpotencia es 1 para todo x ∈ X pero, sin embargo, dim ImA(x)i = 2 excepto
para x = 0, en que dim ImA(0)i = 1.
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