In this paper we prove that the maximum data expansion of Hu man codes is upper bounded by < 1:39. This bound improves on the previous best known upper bound < 2. We also provide some characterizations of the maximum data expansion of optimal codes.
Introduction
Hu man encoding is one of the most widely used compression technique. Let F be a data le of size jFj over an N-ary source alphabet (a 1 ; a 2 ; :::; a N ). We assume that the original uncompressed le F is encoded using dlog Ne bits per source letter. Hu man's algorithm constructs an optimal code given that the exact frequencies of the source letters are known. Thus any compression algorithm based on Hu man encoding, must rst scan the le to determine the relative frequencies (p 1 ; p 2 ; :::; p N ) of the source letters. These frequencies are used to construct a Hu man code, i.e., an optimal pre x code, which assigns a codeword of length`i to the source letter a i whose frequency is p i . Then the compression algorithm makes a second pass over the le F to replace each source letter with the corresponding codeword. During the second pass, if the compression is done sequentially and \in place," it is possible that the size of the le temporarily grows. This happens when the letters with low frequencies (to which long codewords, i.e., with length greater than dlog Ne, are assigned) are placed at the beginning of the le.
Let N be the maximum data expansion (in bits per source letter) for an N-ary source letter. Then as a worst case we have that the size of the le may grow by additional jFj N bits, which is a fraction of N =dlog Ne of the size of the original le.
The problem of studying the maximum data expansion has been introduced by Cheng et al. 5 ]. They proved that N 4 for all N. Hollmann 9] provided an upper bound of N < 1 + r, where r is the redundancy of the code used for the encoding. This bound holds for any (not necessarily optimal) uniquely decodable code. For optimal codes, for which it is well known that r < 1, Hollmann's bound becomes N < 2.
In this paper we prove that for optimal codes the maximum data expansion N for any N-ary source alphabet is bounded by N < 1:39. We also provide two properties of the data expansion of optimal codes, namely: (i) the maximum data expansions and 0 of a source S and the source S 0 obtained reducing S on its most likely source symbol whose probability is p 1 , are related by (1 ? p 1 )( 0 + 1) when an optimal code for S assigns a codeword of length 1 to the most likely source letter; (ii) Any source with maximum data expansion has its most likely source letter probability less or equal to 0.4. In Section 2 we provide de nitions and some known results that will be used in Section 3 to prove the bound and the two properties. Section 4 summarizes the contributions of this paper.
Preliminaries
Let S be a discrete memoryless source with probability distribution (p 1 ; p 2 ; :::; p N ) and with source alphabet (a 1 ; a 2 ; :::; a N ), where letter a i has probability p i . For our purposes we only need to know the probability distribution of a source and hence we often identify the source with its probability distribution and we write S = (p 1 ; p 2 ; :::; p N ). Moreover, without loss of generality, we assume that the probabilities in the probability distribution are listed in non increasing order, that is p i p i+1 for i = 1; :::; N ? 1. A binary code C for S consists of binary codewords c 1 ; c 2 ; :::; c N , where codeword c i is used to encode a i . We denote with i the length of codeword c i , for i = 1; :::; N.
The entropy H of the source S is
We denote by H(x) the entropy of the source S 2 = (x; 1 ?x), with 0 x 1. Given a code C for S, the expected codeword length of C is
The redundancy r(C) of a code C is de ned as the di erence between the average codeword length L(C) of the code and the entropy H of the source encoded by C, that is r(C) = L(C) ? H:
The maximum data expansion (C) of a code C, measured in bits per source letter, is de ned as (C) = X fij`i>log Ng (`i ? log N)p i :
We remark that, since in the original representation dlog Ne bits are needed for each symbol, the maximum data expansion should be de ned as X fij`i>dlog Neg (`i ? dlog Ne)p i :
(1)
Notice that (C) is greater or equal to (1). In particular they are equal when N is a power of 2. Thus any upper bound given on (C) holds also for (1). For the sake of simplicity we drop the ceiling.
Given a source S, the Hu man encoding algorithm 11] constructs an optimal pre x code for S. The encoding is optimal in the sense that codeword lengths minimize the redundancy.
Throughout this paper, unless otherwise speci ed, we always refer to optimal codes and thus \redundancy" (\data expansion") should be read as redundancy (data expansion) of optimal codes. Moreover, when we talk about redundancy (data expansion) of a source we mean the redundancy (data expansion) of an optimal code for that source.
The redundancy has been widely studied and it is well known that 0 r < 1 and these bounds are tight. Much work has been devoted to the study of better bounds on the redundancy when some partial knowledge about the source is available. We refer the reader to 1, 2, 3, 4, 6, 7, 8, 10, 12, 13, 14, 15, 16, 17] .
In particular the following bound on r (see 1, 4, 8, 12, 14] ), as a function of the most likely source letter probability p 1 , holds. We remark that there is a source with p 1 = 1=3 whose redundancy is r ' 0:4151, thus the above bound is tight.
Cheng et al. 5 ] proved that the maximum data expansion is upper bounded by < 4.
An interesting result that relates the maximum data expansion and the redundancy has been recently proved by Hollmann 9] . He proved that the data expansion and the redundancy are related by the following theorem.
Theorem 1 9] The data expansion and the redundancy of any uniquely decodable (not necessarily optimal) code are related by < 1 + r:
In this paper we provide an extension of Hollmann's bound. Our bound relates the data expansion to the redundancy r and also to the most likely source letter probability p 1 and the length of the codeword corresponding to p 1 . The proof of the bound is similar to the one provided by Hollmann. The bound is used to prove the upper bound < 1:39.
Theorem 1 enables us to transform any upper bound on the redundancy in an upper bound on the maximum data expansion. If we consider optimal codes, for which r < 1, we have that
Many upper bounds on the redundancy as functions of probabilities of the source are known (see 1, 2, 3, 4, 6, 8, 10, 12, 14]). These bounds on the redundancy immediately yield bounds on the data expansion by means of Theorem 1.
Given a source S we can construct another source S 0 by deleting one symbol of S (and normalizing the remaining probabilities). We say that the source S 0 is obtained by reducing the source S on the symbol being deleted. For example, let S 0 be the source obtained by reducing S on the symbol a 1 whose probability is p 1 . Then S 0 = fp 0 2 ; :::; p 0 N g where p 0 i = p i =(1 ? p 1 ), for i = 2; :::; N. Let r 0 and 0 be the redundancy and the maximum data expansion of S 0 . Notice that from (3) we have that both and 0 are less than 2.
The following result has been obtained by Johnsen 12] .
Lemma 1 Gallager 8] has proved the following sibling property for Hu man codes. A code tree (i.e., a tree that represents the code) has the sibling property if and only if each node, except the root, has a sibling, and all the nodes can be listed in order of non-increasing probability in such a way that in the list each node is adjacent to its sibling. A code tree represents an Hu man code if and only if it has the sibling property.
3 The bound
In this section we provide the bound < 1:39 and two properties of the data expansion of optimal codes. In particular the rst property (Lemma 4) gives a relation between the data expansions of a source S and the source S 0 obtained by reducing S on its most likely symbol, while the second property (Lemma 5) states that sources with maximum data expansion must have their most likely source letter probability smaller than or equal to 0.4. The latter property is used to prove the bound on the data expansion. In the proof of the bound we also use an extension of Hollmann's bound < 1+r that provides a bound on as function of r, the most likely source letter probability p 1 and the length`1 of the shortest codeword.
Lemma 3 The data expansion and the redundancy of any uniquely decodable (not necessarily optimal) code are related by < r + log(2 ? 2 ?`1 ) + H(p 1 ) ? p 1 (`1 + log(2 ? 2 ?`1 )) where p 1 is the most likely source letter probability and`1 is the length of the codeword corresponding to p 1 .
Proof: Let`1;`2; :::;`N ?k be the lengths of the codewords with length less or equal to log N and`N ?k+1 ;`N ?k+2 ; :::;`N be the length of the codewords with length greater than log N. where X = P t i=1 x i and A = P t i=1 a i , holds.
Using the log-sum inequality with x i = p i , for i = 2; 3; :::; N, a i = 2 ?`i for i = 2; where the inequality is strict because whenever k=N = 1 it holds that M < 1 ? 2`1.
The above proof is similar to the one provided by Hollmann and contains some simplications. Hollmann uses the log-sum inequality considering also the term corresponding to Lemma 5 For N 4, any source with maximum data expansion has the most likely source letter probability not greater than 0:4, i.e., p 1 0:4.
Proof: Let Notice that for this probability distribution p 0 1 > 0:4 and all other probabilities are as in S except for a factor of . This implies that the sibling property still holds using the code tree of the Hu man code for S with the probability distribution of S 0 , or equivalently that the Hu man code for S 0 is the same as the one for S. Whence`i =`0 i for all i = 1; 2; :::; N. Noticing that the most likely source letter probability never contributes to the data expansion, we have that convention, p 1 (resp. p 0 1 ) is the most likely source letter probability of S (resp of S 0 ), so it gets the shortest codeword. Thus, by Lemma 1 the Hu man code for S (resp. S 0 ) assigns a codeword of length 1 to p 1 (resp. p 0 1 ), because p 1 > 0:4 and a codeword of length 2 to p 2 (resp. p 0 of S 0 and thus the Hu man code for S is also an Hu man code for S 0 . Whence`0 i =`i for all i = 1; 2; :::; N. Since N 4, we have that`1 =`0 i = 1 and`2 =`0 2 = 2 are both less than or equal to log N and thus do not contribute to the data expansion. Hence Proof: Since for N = 2; 3 we have that = 0, we can assume that N 4. By Lemma 5 we have that the maximum data expansion is achieved for sources whose most likely source letter probability is less or equal than 0:4. Thus, without loss of generality, we assume that p 1 0:4. We distinguish the cases p 1 2=9 and 2=9 < p 1 0:4. case 1: 0 < p 1 2=9. By Fact 1 the redundancy r of the source S is r < 0:3082. By Theorem 1 we have that < 1 + r and thus we have that < 1:3082. case 2: 2=9 < p 1 0:4. By Fact 2 the the redundancy r of the source S is r < 0:4151. By Lemma 2 we have that`1 = 1 or`1 = 2. We consider the two possible subcases. Assume `1 = 1. Then by Lemma 3 we have that < r + log(3=2) + H(p 1 ) ? p 1 (1 + log(3=2)) and since r < 0:4151 it holds that < 0:4151+ log(3=2) + H(p 1 ) ? p 1 (1 + log(3=2)). By Lemma 2, since`1 = 1, we have that p 1 1=3. An analysis of the above function shows that the function is a convex \ function of p 1 and is less than 1:39 for p 1 2 1=3; 0:4]. Thus in this case < 1:39. Now assume`1 = 2. Then by Lemma 3 and since r < 0:4151 we have that < 0:4151 + log(7=4) + H(p 1 ) ? p 1 (1 + log(7=4)): An analysis of the above function shows that the function is a convex \ function of p 1 and is less than 1:36 for p 1 2 2=9; 0:4]. Thus in this case < 1:36.
Conclusion
In this paper we have studied the problem of upper bounding the data expansion of optimal codes. The data expansion is a measure of the temporary growth of a le during the compression process. We have proved that for optimal codes < 1:39 improving on the previous best known upper bound of < 2.
We also have provided two characterizations of the maximum data expansion of optimal codes, namely: (i) the maximum data expansions and 0 of a source S and the source S 0 obtained reducing S on its most likely source symbol whose probability is p 1 , are related by (1 ? p 1 )( 0 + 1) when an optimal code for S assigns a codeword of length 1 to the most likely source letter; (ii) Any source with maximum data expansion has its most likely source letter probability smaller than or equal to 0.4. Cheng et al. 5 ] conjecture a best possible upper bound 4=5. It is likely that the upper bound < 1:39 provided in this paper can be further improved.
