A classification of homogeneous compact Tits geometries of irreducible spherical type, with connected panels and admitting a compact flagtransitive automorphism group acting continuously on the geometry, has been obtained by Kramer and Lytchak [5] and [6] . According to their main result, all such geometries but two are quotients of buildings. The two exceptions are flat geometries of type C3 and arise from polar actions on the Cayley plane over the division algebra of real octonions. The classification obtained by Kramer and Lytchak does not contain the claim that those two exceptional geometries are simply connected, but this holds true, as proved by Schillewaert and Struyve [11] . The proof by Schillewaert and Struyve is of topological nature and relies on the main result of [5] and [6]. In this paper we provide a combinatorial proof of that claim, independent of [5] and [6] .
Introduction
We presume that the reader has some knowledge of diagram geometry, in particular Tits geometries, namely geometries belonging to Coxeter diagrams, and buildings. A celebrated Theorem of Tits [13] states that Tits geometries generally come from buildings. Explicitly: a thick Tits geometry of rank n ≥ 2 is 2-covered by a building if and only if all of its residues of type C 3 are covered by buildings; morover, buildings of rank n ≥ 2 are 2-simply connected.
Having mentioned coverings and simple connectedness, I recall that, for 1 ≤ k ≤ n, a k-covering of geometries of rank n is a type-preserving morphism which induces isomorphims on rank k residues (with the convention that an n-covering is just an isomorphism), the domain of a k-covering being called a k-cover of the codomain. A geometry is said to be k-simply connected if it does not admit any proper k-cover [8, Chapter 12] . (It goes without saying that a k-covering is proper if it is not an isomorphism.) I warn that (n − 1)-coverings are usually called coverings, for short (which forbids to use the word "covering" as a free shortening for k-covering). Accordingly, a geometry of rank n is said to be simply connected if it is (n − 1)-simply connected. In particular, coverings of geometries of rank 3 are 2-coverings and when we say that a geometry of rank 3 is simply connected we just mean it is 2-simply connected.
Turning back to the above theorem of Tits, that theorem shows the importance of the investigation of C 3 geometries. As noticed by Tits [13] , geometries of type C 3 that have no relation at all with buildings can be constructed by some kind of free construction, but more examples exist that are not covered by buildings. Classifying them all is perhaps hopeless.
Nevertheless, with the help of some reasonable additional hypotheses, something can be done. For instance, the following is well known (Aschabacher [1] , Yoshiara [14] ): Theorem 1.1 There exists a unique flag-transitive finite thick C 3 -geometry which is not a building. It is simply connected and its automorphism group is isomorphic to the alternating group Alt(7).
The exceptional geometry of Theorem 1.1 is called the Alt(7)-geometry (also Neumaier geometry after its discoverer Neumaier [7] ). Calling the elements of a C 3 geometry points, lines and planes as explained by the following picture the Alt(7)-geometry has 7 points, 35 lines and 15 planes. Moreover, all of its points are incident with all of its planes, namely this geometry is flat. Referring to [7] (also [10] and [8, § §6.4.2, 12.6.4]) for more details on the Alt(7) geometry, I only add a few remarks on flat C 3 -geometries, since we shall deal with them again in this paper. In every flat C 3 -geometry Γ the plane-line system is a linear space L, namely a design where any two distinct points (planes of Γ) belong to a unique common block (line), and the point-line system is a 2-design D, possiby with repeated blocks. The geometry Γ is obtained by identifying the blocks of ∆ with the lines of L via a suitable bijection. A number of flag-transitive locally finite (even finite) thick Tits geometries of irreducible type are known that admit the Alt(7)-geometry as a proper residue (see e.g. Buekenhout and Pasini [3, Section 3] for a survey), but none of them belongs to a diagram of spherical type. Indeed, as proved by Aschbacher [1] , the Alt(7)-geometry cannot occur as a rank 3 residue in any flag-transitive finite thick Tits geometry of irreducible spherical type and rank n > 3. Moreover, no finite thick building admits proper quotients (Brouwer and Cohen [2] ). Consequently,
Corollary 1.2 Apart from the Alt(7)-geometry, all flag-transitive finite thick Tits geometries of irreducible spherical type are buildings.
Results in the same vein as Theorem 1.1 and Corollary 1.2 have recently been obtained by Kramer and Lytchak [5] and [6] for compact Tits geometries with connected panels admitting a flag-transitive and compact group of automorhism acting continuously on Γ. Before to report on those results, I must explain what a compact geometry is and what we mean when saying that it admits connected panels.
Let Γ be a geometry over a (finite) set of types I. Assume that for every i ∈ I a compact Hausdorff topology is given on the set Γ i of i-elements of Γ and let V i be the topological space thus defined on Γ i . For every J ⊆ I the set Γ J of J-flags of Γ is a subspace, say V J , of the product space j∈J V j . If V J is closed (equivalently, compact) for every J ⊆ I then Γ is said to be a compact geometry. ( We warn that this definition is not literally the same as in [5, §2.1] , but it is equivalent to it.) When saying that Γ has connected panels we mean that, for every type i ∈ I, the i-panels of Γ are connected as subspaces of V i (or of V I , if we regard panels as sets of chambers).
With Γ a compact geometry as defined above, let G be a flag-transitive group of type-preserving automorphisms of Γ. Suppose that G is a locally compact topological group (we recall that for topological groups local compactness entails Hausdorff) and that G acts continuously on V i for every i ∈ I (explicitly, the function from G × V i to V i that maps (g, x) ∈ G × V i onto g(x) ∈ V i is continuous). Then the pair (Γ, G) is called a homogeneous compact geometry [5, §2.1]. We call Γ and G the geometric support and the group of (Γ, G). If (Γ, G) is a homogeneous compact geometry then G also acts continuously on V J for every J ⊆ I. Moreover, for every flag X ∈ Γ J , the stabilizer G X of X in G is closed in G and the coset space G/G X is homeomorphic to V J , whence Hausdorff and compact. On the other hand, in view of the homeomorphism V J ≈ G/G X , the space V J can be recovered from the action and the topology of G. So, without assuming any topology on the sets Γ i but still assuming a flag-transitive automorphism group G on Γ carrying the structure of a locally compact group with G X closed and G/G X compact for every flag X of Γ, each of the sets Γ i carries a unique compact Hausdorff topology such that G acts continuously on the space V i thus defined on Γ i . So, Γ is turned into a compact geometry and (Γ, G) is a homogeneous compact geometry.
In this way, as noticed in [5] , one can see that all buildings of spherical type associated to semisimple or reductive isotropic algebraic groups defined over local fields are (geometric supports of) homogeneous compact geometries.
We add one more definition and a few conventions. Given two homogeneous compact geometries ( Γ, G) and (Γ, G) of rank n ≥ 2 with compact groups G and G, a compact covering from ( Γ, G) to (Γ, G) is a 2-covering γ : Γ → Γ such that γ is continuous as a mapping from the space V of elements of Γ to the space V of elements of Γ, the group G normalizes the deck group D of γ and γ induces a continuous isomorphism from the topological group G/ G ∩ D to the topological group G. Clearly, G ∩ D is compact.
The category of homogeneous compact geometries with compact groups and compact coverings as morphisms is named HCG in [5] . We have defined compact coverings only for homogenous compact geometries with compact groups since these are the objects of HCG. According to this restriction, when we say that a given homogeneous compact geometry (Γ, G) with G compact is compactly covered by another homogeneous compact geometry ( Γ, G), it must be understood that G too is compact.
We warn the reader that the name "compact covering" is not used in [5] .
We have introduced it with the hope it can remind the reader of the objects of the category HCG. We say that a homogeneous compact geometry is a Tits geometry (in particular, a building) if its geometric support is a Tits geometry (a building). Accordingly, when saying that a homogeneous compact geometry with compact group is compactly covered by a building we mean that it is compactly covered by a homogenous compact geometry the geometric support of which is a building. It goes witout saying that, when speaking of coverings of geometric supports, we mean coverings in the usual 'combinatorial' sense, recalled at the beginning of this Introduction.
More generally, when we say that (Γ, G) has some geometric property which neither refers to the topology of Γ nor to the group G (such as being a flat C 3 -geometry, for instance) we mean that the geometric support Γ of (Γ, G) has that property as a diagram geometry.
We are now ready to state the main result of Kramer and Lytchak [5] , [6] . The two OP 2 -geometries, or rather the group actions giving rise to them, have been firstly discovered by Podestà and Thorbergsson [9] and Gorodski and Kollross [4] , in the context on an investigation of polar actions of Lie groups on symmetric spaces. A purely algebraic construction of (the geometric supports of) these two geometries is given by Schillewaert and Struyve [11] . We shall report on that construction in the next section.
Let (Γ, G) be any of the two OP 2 -geometries. The reader should be warned that in the final part of Theorem 1.3 it is not claimed that Γ is simply connected. It is only stated that the universal cover Γ of Γ is not a building. Thus, in view of rest of the statement of Theorem 1.3, if Γ = Γ then either Γ is not the geometric support of any homogeneous compact geometry with compact group or, if it is such, no compact covering exists from that homogeneous compact geometry to (Γ, G). So, it is natural to ask if Γ is simply connected. The following theorem, due to Schillewaert and Struyve [11] , answers this question in the affirmative: Theorem 1.5 The geometric support of either of the two OP 2 -geometries is simply connected.
The proof that Schillewaert and Struyve give for this theorem is of topological nature. They prove that, if (Γ, G) is any of the two OP 2 -geometries, then the universal cover Γ of Γ carries a compact Hausdorff topology and G lifts to a compact group G ≤ Aut( Γ), so that ( Γ, G) is a compact cover of (Γ, G). Having proved this, the conclusion follows from Theorem 1.3: necessarily Γ = Γ. However Schillewaert and Struyve also collect in [11] a great deal of information of combinatorial nature on homotopies of closed paths of the two OP 2 -geometries. In this paper we shall exploit that information to arrange a combinatorial proof of Theorem 1.5, with no use of [5] or [6] .
Remark 1 As the title of [6] makes it clear, an error occurs in [5] : the OP 2 -geometry associated to SO(3) × G 2 is missing in [5] . That gap is filled in [6] .
The two OP
2 -geometries A description of the two OP 2 -geometries as coset geometries is given by Kramer and Lytchak in [5] (for the geometry with group G = (SU(3)×SU(3))/C 3 > ✁C 2 ) and in [6] (for G = SO(3) × G 2 ). On the other hand, Schillewaert and Struyve [11] propose a purely algebraic construction for these geometries, which we are going to recall in this section.
Algebraic background
Let A be a division algebra over the field R of real numbers. It is well known that A has dimension 1, 2, 4 or 8 over R. Accordingly, A is either R iself or the field C of complex numbers or the division ring H or real quaternions or the Cayley-Dyckson algebra O of real octonions. In any case, A comes with a norm |.| : A → R and a conjugation. : A → A.
Explicitly, when A = R then |.| is the usual absolute value and. is the identity; if A = C then |.| and. are the usual modulus and conjugation. When A = H then A can also be regarded as a right C-vector space with canonical basis {1, j}. The C-span C = 1 · C of 1 is a subring of H, j 2 = −1 and xj = jx for any x ∈ C. The norm and the conjugation of H map x+jy onto |x| 2 + |y| 2 and x − jy respectively. The conjugation of H is an involutory anti-automorphism. Clearly, {1, i, j, ji} is a basis of H over R (the canonical one), where i stands for any of the two square roots of −1 in C.
Finally, O contains H as a subring and is generated by H together with an extra element k such that k 2 = −1 and
where. denotes the conjugation in H as defined above. Moreover,
Conditions (2) imply (uv)k = v(uk) = v(kū). Jointly with (1) they also imply that the elements of O admit the following representation:
In spite of (3), the multiplication of O does not yield a H-vector space on O, as it follows from the first equality of (2) and the fact that H is non-commutative. More precisely, O does carry a H-vector space structure, as it is clear from (3), but the scalar multiplication of that space is not the multiplication of O restricted to O × H. On the other hand, for x, y ∈ C we have
So, the multiplication of O restricted to O × C defines a 4-dimensional Cvector space on O, with {1, j, k, kj} as the canonical basis. Needless to say, {1, i, j, ji, k, ki, kj, k(ji)} is a basis of O over R (the canonical one). The norm and the conjugation of O map u + kv onto |u| 2 + |v| 2 andū − kv respectively. The conjugation of O is an involutory anti-automorphism.
In any case, the norm of A induces a positive definite R-bilinear form (.|.) R which maps (x, y) ∈ A × A onto the real part Re(xy) of the productxy. Clearly, |x| = (x, x) R . We denote by ⊥ R K the orthogonal complement of a subspace K of A with respect to (.|.) R .
Let F be R or C, with F = R when A = R. Regarded F as a subfield of A in the usual way, namely as the F-span of 1, we set Pu F (A) :=⊥ R F (in particular, Pu F (A) = 0 when A = F). Clearly, Pu F (A) is a subspace of the F-vector space A and A = F ⊕ Pu F (A). The elements of Pu F (A) are said to be F-pure.
As A = F ⊕ Pu F (A), every element x ∈ A splits in a unique way as a sum x = x 1 + x 2 with x 1 ∈ F and x 2 ∈ Pu F (A). We call x 1 and x 2 the F-part and the F-pure part of x.
When F = C we also define a Hermitian inner product (.|.) C : A × A → C by taking (x|y) C equal to the complex part ofxy. Obviously, Re((x|y) C ) = (x|y) R . Hence we also have |x| = (x|x) C for every x ∈ A.
The elements of A of norm 1 are called unit elements. Clearly, the set Un(A) of unit elements of A is closed under multiplication and taking inverses in A and
We recall that a homomorphism of F-algebras is an F-linear mapping which also preserves multiplication. In the sequel we shall deal with a particular class of homorphisms of F-algebras, which we shall call sharp F-morphisms. We define them as follows:
Definition 1 With F equal to R or C, let A and let B be two division algebras over R containing F. When F = C both A and B can also be regarded as algebras over C. Thus, in any case, both A and B are F-algebras.
A sharp F-morphism from A to B is a homomorphism of F-algebras from A to B which also preserves the inner product (.|.) F .
Let φ : A → B be a sharp F-morphism. Then φ is injective, since it pre-
. We havex = x −1 for every unit element x. Therefore φ(x) = φ(x) for every x ∈ Un(A). Finally, φ also preserves conjugation.
As sharp F-morphisms are injective, every sharp F-morphism from A to A is an automorphism. We call it a sharp F-automorphism.
Setting 2 From now on we assume that A and F are as follows: either
The following is proved in [11, Proposition 2.1]:
Then there exists a unique sharp F-morphism from
A to O mapping a i onto b i for i = 1, 2.
Lemma 2.2 Every sharp R-morphism from H to O can be estended to a sharp
′ is uniquely determined which maps i, j and k onto i ′ , j ′ and k ′ respectively, whence concides with φ in H. If we can choose k ′ ∈ O, then ψ can also be regarded as a sharp K-automorphism of O and we have done.
So, it remains to prove that we can choose k ′ ∈ O, namely O contains an element k ′ orthogonal to H and such that (k ′ ) 2 = −1. But this is obvious. Indeed every unit element orthogonal to H has this property. The conclusion follows. ✷
Construction of the geometries
With A and F as in Setting 2, let PG(A) be the projetive space of the F-vector space A. For every non-zero vector x ∈ A, we denote by [x] the corresponding point of PG(A) and, for every subset X of A we put
In particular, if X is a subspace of A then [X] is the corresponding subspace of PG(A).
We write (.|.) instead of (.|.) F and ⊥ instead of ⊥ F , for short. As usual, F * stands for the multiplicative group of F. Following Schillewaert and Struyve [11] , we construct a C 3 -geometry Γ F (A) as follows. 
Automorphism groups
Let Aut F (A) and Aut F (O) be the groups of sharp F-automorphisms of A and
The first questions one may ask is whether this action is faithful and whether all automorphisms of Γ R (A) arise in these way. Both questions are answered by Schillewaert and Struyve [11] , but the answers are different according to
Let F = R and A = H. Then both questions are answered in the affirmative:
, with kernel a group C 3 of order 3 contributed by elements (ζ, ζ) with ζ in the center of SU(3) (recall that SU(3) = Aut C (O)). Moreover, the conjugation in C also induces an automorphism γ of Γ C (O) which, being semi-linear as a mapping of O × O, does not belong to Aut C (O) × Aut C (O). All automorphisms of Γ C (O) belong to the group generated by (Aut C (O) × Aut C (O))/C 3 and γ. To sum up,
Recognizing Γ F (A) as an OP 2 -geometry
Let Γ := Γ F (A) and G := Aut(Γ). As shown by Schillewaert and Struyve [11, Section 5] , in either of the two cases that we have considered (Γ, G) is a homogeneous compact geometry. They obtain this conclusion by noticing that in either case G is compact and the stabilizers in G of the flags of Γ are closed in G, but a direct proof is also possible. We shall briefly sketch it here. In order to stick to the notation used in the Introduction of this paper, let Γ 1 , Γ 2 and Γ 3 respectively be the set of points, lines and planes of Γ. In either case each of Γ 1 , Γ 2 and Γ 3 can be equipped with a natural compact topology.
Explicitly, Γ 1 = [Pu F (A)] carries the topology of the real projective plane RP 2 when (F, A) = (R, H) and the topology of the complex projective plane CP 2 when (F, A) = (R, H). Either of these spaces is both Hausdorff and compact. When (F, A) = (R, H) the line-set Γ 2 carries the topology of the quotient (S 2 × S 6 )/Z of the product space S 2 × S 6 ⊂ R 10 over the center Z of SL(R 10 ). When (F, A) = (C, O) then Γ 2 carries the topology of the quotient (U × U )/Λ where U := {x ∈ C 3 | |x| = 1} is the unital of C 3 and Λ is the group of scalar transformations λ · id of C 6 with |λ| = 1. Again, either of these spaces is Hausdorff and compact.
When (F, A) = (C, O) then Γ 3 carries the same topology as Aut C (O) = SU(3), which is (Hausdorff and) compact. Finally, let (F, A) = (R, H). Then every sharp R-morphism from H to O can be regarded as the restriction of a sharp R-automorphism of O (Lemma 2.2). Accordingly, the planes of Γ naturally correspond to the cosets ωH of the elementwise stabilizer H of H in G := Aut R (O) = G 2 . Thus, Γ 3 can be regaded as a copy of the quotient-space G/H, which is still compact and Hausdorff.
As in the Introduction, let V 1 , V 2 and V 3 be the spaces defined on Γ 1 , Γ 2 and Γ 3 as above. It is straighforward to check that Γ {i,j} is closed in V i ×V j for every choice of 1 ≤ i < j ≤ 3 and the set of chambers Γ {1,2,3} is closed in
So, Γ is a compact geometry. Either of the groups Aut(Γ R (H)) = SO (3) As G acts flag-transitively on Γ, we can recover Γ as a coset-geometry from G. Comparing flag-stabilizers, it turns out that, when (F, A) = (C, O), the pair (Γ, G) is just the exceptional geometry considered by Kramer and Lytchak in [5] (see also Schillewaert and Struyve [11] ). When (F, A) = (R, H) then (Γ, G) is the exceptional geometry of [6] . So, Result 2.6 The C 3 -geometries Γ R (H) and Γ C (O) are indeed the (geometric supports of the) two OP 2 -geometries.
Remark 2
The two cases of Setting 2 correspond to the two cases of [11] with B = O. Schillewaert and Struyve [11] also consider one more case, with F = R and A = B = H, which leads to a flat C 3 -geometry which is a quotient of the building associated to the Chevalley group O(7, R) and admits SO(3) × SO(3) as flag-transitive automorphism group. This geometry also appears in Rees [10, §1.6, (2.2)(ii)] as a member of a larger family of flag-transitive flat C 3 -geometries, obtained as quotients from O(7, K)-buildings, with K any ordered field. Note that the construction used by Rees [10] is primarily geometric. This geometry is indeed worth of further investigations, but I have preferred to leave it aside in order to stick to the subject of this paper.
3 A combinatorial proof of Theorem 1.5
Preliminaries
We follow [8] for basics on diagram geometry. We recall that, according to [8] , all geometries are residually connected, by definition. In particular, all geometries of rank at least 2 are connected.
Throughout this subsection Γ is a given geometry of rank n ≥ 2. Recall that Γ can be regarded as a simplicial complex, where the vertices are the elements of the geometry and the simplices are the flags. Moreover, with {1, 2, ..., n} chosen as the type-set of Γ, the vertices of the complex are marked by positive integers not greater than n, according to their type as elements of Γ. The incidence graph of Γ is just the skeleton of the complex Γ.
We use the symbol ∼ to denote homotopy of paths in the complex Γ and π 1 (Γ) for the fundamental group of the complex Γ. We recall that π 1 (Γ) comes with a distinct vertex chosen as its basis although, as Γ is connected, any element of Γ can be chosen as such: if we change the basis we accordingly change the group but not its isomorphism type.
It is well known (see e.g [8, §12.6.1]) that the geometry Γ is simply connected (namely (n − 1)-simply connected) if and only it is simply connected as a complex, namely π 1 (Γ) is trivial. Equivalently, every closed path is null-homotopic. Proof. Let α = (a 0 , a 1 , ..., a k ) be a path of Γ with a 0 , a k ∈ F i,j . We argue by induction on the length k of α. When k ≤ 1 there is nothing to prove. Let k = 2. If a 1 ∈ Γ i,j there is nothing to prove as well. Let a 1 ∈ Γ i,j . By the so-called strong connectedness propery [8, Theorem 1.18 ], the intersection Res(a 1 ) ∩ Γ i,j of the residue Res(a 1 ) of a 1 with Γ i,j contains a path
The claim is proved. Let now k > 2. If a k−1 ∈ Γ i,j the claim follows by the inductive hypothesis on the subpath (a 0 , a 1 , ..., a k−1 ). Let a k−1 ∈ Γ i,j . If a k−2 ∈ Γ i,j then the conclusion follows by the above on the subpath (a k−2 , a k−1 , a k ) and the inductive hypothesis on (a 0 , a 1 , ..., a k−2 ). Let a k−2 ∈ Γ i,j . Pick an element c ∈ Res(a k−2 , a k−1 ) ∩ Γ i,j and consider the paths
The path α ′ has length k − 1. So, by the inductive hypothesis, a path β ′ exists in Γ i,j from a 0 to c such that β ′ ∼ α ′ . Similarly, as we have already proved the claim for paths of length 2, a path β ′′ exists in Γ i,j from c to a k such that Proof. Let α = (a 0 , a 1 , ..., a k ) with a 0 = v, a k = w and α ⊆ Res(u). For
Peculiar properties of C 3 -geometries
From now on Γ is a geometry of type C 3 . The integers 1, 2 and 3 are taken as types and stand for points, lines and planes respectively. Clearly, degenerate primitive paths are null-homotopic. The following is also well known (Tits [13, Proposition 9] ; also [8, Corollary 7 .39]).
Lemma 3.3 The geometry Γ is a building if and only if all of its primitive paths are degenerate.
The proof of the next lemma is implicit in [11, Section 6.6]. We make it explicit.
Lemma 3.4 Every closed path of Γ based at a point is homotopic to a primitive path.
Proof. Let α be a closed path based at a point p. In view of Lemma 3.1, we may assume that α is contained in Γ 1,2 . So, α = (p 0 , L 1 , p 1 , ..., L k , p k ) where p 0 = p k = p and, for i = 1, ..., k, p i is a point and L i a line. We argue by induction on k. If k = 1 there is nothing to prove. Let k > 1. Suppose firstly that L i−1 and L i are coplanar. Let ξ be the plane on L i−1 and L i and let M be the line of Res(ξ) through p i−2 and p i . Then
However α ′ , being shorter than α, is homotopic to a primitive path, by the inductive hypothesis. Hence α too is homotopic to a primitive path.
Assume now that L i−1 and L i are never coplanar, for any i = 2, ..., k. Choose a plane ξ 2 on L 2 . The residue Res(p 1 ) of p 1 contains a unique line-plane flag (M 1 , ξ 1 ) such that L 1 and M 1 are incident with ξ 1 and ξ 2 respectively. Similarly, Res(p 2 ) contains a unique line-plane flag (M 2 , ξ 3 ) such that L 3 and M 2 are incident with ξ 3 and ξ 2 respectively. Let q be the meet-point of M 1 and M 2 in Res(ξ 2 ), let M 0 be the line through p 0 and q in Res(ξ 1 ) and let M 3 be the line through p 3 and q in Res(ξ 3 ). By Lemma 3.2 we have the following homotopies:
Accordingly, α is homotopic to the path, say β, obtained by replacing the sub-
The path β is shorther than α, whence it is homotopic to a primitive path by the inductive hypothesis. As α ∼ β, the same holds for α. ✷ By Lemma 3.4 we immediately obtain the following:
Corollary 3.5 The geometry Γ is simply connected if and only if all of its primitive paths are null-homotopic.
Let φ Γ : Γ → Γ be the universal covering of Γ. As Γ is simply connected, all of its closed paths (in particular, all of its primitive paths) are null-homotopic. A closed path of Γ is null-homotopic if and only if it lifts through φ Γ to a closed path of Γ. In particular:
Corollary 3.6 A primitive path of Γ is null-homotopic if and only if it is the φ Γ -image of a primitive path of Γ.

Corollary 3.7 The geometry Γ is covered by a building if and only if none of its non-degenerate primitive paths is null-homotopic.
Proof. Let Γ be a building. Then, by Lemma 3.3, no non-degenerate primitive path occurs in Γ. By Corollary 3.6, none of the non-degenerate primitive paths of Γ can be null-homotopic. On the other hand, let Γ be not a building. Then Γ admits at least one non-degenerate primitive pathα, necessarily null-homotopic since Γ is simply connected. Accordingly, α := φ Γ (α) is a null-homotopic non degenerate primitive path of Γ. 
Proof. Claims (1), (2) and (3) are trivial. Claim (4) can be proved as follows:
(This is essentially the same argoment as used by Schillewaert and Struyve to prove Lemma 6.6 of [11] .) ✷ It is also clear that the hypothesis a = b is necessary for the above definition of (L|M ) to make sense. Indeed, without it, only the modulus |(u|v)|/|u||v| of (u|v)/|u||v| is determined by the pair L and M . This also makes it clear that (L|M ) can be defined only when L and M have the same shadow. On the other hand, the particular choice of a in the representations L = [a, u] and M = [a, v] is irrelevant. Indeed, if we replace a with a ′ = ta for some t ∈ F \ {0} then we must also replace u with u ′ = tu and v with v ′ = tv. Accordingly,
Primitive paths in OP
Remark 3 Schillewaert and Struyve [11] call ℓ(α) the P L-invariant of α.
Definition 7 We say that a primitive path
Assuming that α is non-degenerate but not that it is orthogonal, an orthogonal shift of α is a shift σ N q→r (α) with p ⊥ r. [11] .) The first part of the lemma is proved. The last claim of the lemma is obvious. We can always choose the line N in such a way that ℓ = −1.
Proof. We must distinguish two cases and two subcases for each of them.
Case 1. Γ = Γ R (H). Modulo automorphism of Γ, we can always assume that
Note that q 1 = 0 (otherwise p ⊥ q, while α is non-orthogonal by assumption) and q 3 = 0 (otherwise p = q). Let N = [b, x] be admissible for α, where
Modulo automorphisms of O that leave H elementwise fixed, we can always assume that
For N to be admissible for α the following must hold: (iq 1 + jiq 3 |b) = 0 (namely q belongs to N ) and (j|b) = (j|x) = (im 1 + jm 2 |x) (Lemma 2.3, claim (1)). Explicitly:
and
Let
Moreover we assume r 2 2 + r 2 3 = 1, as we can. We have already noticed that q 1 = 0. We also have r 2 = 0, otherwise equations (4) and (6) force b 1 = b 3 = 0, hence b = ±j, contrary to the fact that N is coplanar with L and M . Thus, by (4) and (6) we obtain
These equations show that b 3 = 0 (otherwise b = 0, which is ridiculous). Recalling that b 
Equation (8) is equivalent to the following
, which better shows that the point r depends on the choice of the line N but, in view of the sequel, (8) is more convenient. We shall now consider two subcases: either m 2 = −1 or −1 < m 2 < 1 (note that m 2 = 1 is impossible, since m 2 = (L|M ) and (L|M ) = 1 because L = M ). Let now ξ be the plane on L and N and χ the plane on M and N . Then ξ and χ, regarded as sharp R-morphisms from H to O, are uniquely determined by the following conditions (Lemma 2.1): ξ(j) = j, χ(j) = im 1 + jm 2 and ξ(b) = χ(b) = x. By entering the above values for m 1 , m 2 and x 2 we get
Clearly
. Therefore, and taking (9) into account,
Let now L ′ and M ′ be the lines through p and r in ξ and χ respectively. Then (10),
With
. Equations (11) allow to explicitly compute the inner product (ξ(a)|χ(a)). We obtain:
So, (ξ(a)|χ(a)) = q In this case the second equation of (5) yields
The planes ξ and χ on L and N and on M and N are determined by the following conditions:
. Therefore
Recalling equations (7), we obtain
As in Subcase 1.1, let L ′ = [a, ξ(a)] and M ′ = [a, χ(a)] be the lines through p and r in ξ and χ respectively, where a = ia 1 + ja 2 + ka 3 with |a| = 1. The vector a is orthogonal with both p and r. Orthogonality with p still forces a 1 = 0 but orthogonality with r only implies a 2 r 2 + a 3 r 3 = 0. So a 2 = −a 3 r 3 r −1 2 and the condition |a| = 1 implies a 3 = ±r 2 . Hence a 2 = ±r 3 . Summarizing a = ±(jr 3 + jir 2 ).
Exploiting (14), (16) and (17), we can compute ξ(a) and χ(a) explicitly, whence (ξ(a)|χ(a)) too. We firstly obtain (ξ(a)|χ(a)) = A(x By exploiting (7), (8) and (15) we eventually obtain the following:
(ξ(a)|χ(a)) = −r 
In this equation (ξ(a)|χ(a)) is expressed as a function of r 3 rather than b 3 , but recall that r is uniquely determined by b. Note that the coefficient of r Case 2. Γ = Γ C (O). As in Case 1, we can assume that
So, ℓ(α) = m 2 . As in Case 1, we have
be admissible for α, where
For N to be admissible for α the following must hold: (jq 1 + kjq 3 |b) = 0 and (k|b) = (k|x) = (jm 1 + km 2 |x). Explicitly:
Let 
Recall that q 1 = 0 because p ⊥ q by assumption. We also have r 2 = 0, otherwise N cannot be coplanar with either of L and M . Thus, by (19) and (21) we obtain
These equations show that b 3 = 0. Recalling that |b 1 | 2 + |b 2 | 2 + |b 3 | 2 = 1 we get
for a suitable multiplier ε with |ε| = 1. We shall now consider two subcases: either |m 2 | = 1 or |m 1 | < 1. 
It is easy to check that
By this and (24) we get
be the lines through p and r in ξ and χ respectively, where a = ja 1 + ka 2 + kja 3 is orthogonal with both p and r and |a 1 | 2 + |a 2 | + |a 3 | 2 = 1. Orthogonality with p and r forces a 1 = 0 = a 2 . Therefore a = kjη for a suitable η with |η| = 1. By this and (25),
Equations (26) allow to explicitly compute the inner product (ξ(a)|χ(a)). We obtain:
is a real number not less than −2 and less than 2 (because |m 2 | = 1 but m 2 = 1) and
Subcase 2.2. m 1 = 0, namely |m 2 | < 1. In this case the second equation of (20) yields
). Recalling equations (22), we obtain
Let L ′ = [a, ξ(a)] and M ′ = [a, χ(a)] be the lines through p and r in ξ and χ respectively, where a = ja 1 + ka 2 + kja 3 is orthogonal with both p and r and |a| = 1. Orthogonality with p forces a 1 = 0 but orthogonality with r only implies r 2 a 2 + r 3 a 3 = 0. So a 2 = −a 3 r 3 r 2 −1 and the condition |a| = 1 implies |a 3 | = |r 2 |, namely a 3 = r 2 η for some η with |η| = 1. Hence
By exploiting (29), (31) and (32) as well as (22) and (30) one can compute ξ(a) and χ(a) explicitly, whence (ξ(a)|χ(a)) too, but these computations are terribly toilsome. However, in order to prove the lemma, we do not need to perform them. It is enough to show that, for a lucky choice of N = [b, x], whence of r, satisfying the above conditions, we get ℓ = −1. We will go on in this way, referring the interested reader to Remark 4 for a way to express (ξ(a)|χ(a)) in the general case. The previous conditions on r, b and x allow to choose r 3 = 0. Accordingly, |r 2 | = 1. Hence b 2 = 0 by the second equation of (22) and b 3 = λq 1 for some λ with |λ| = 1 by (23). Therefore b 1 = −λq 3 by the first equation of (22). Moreover x 1 = x 2 = 0 by (20) and (28), whence |x 3 | = 1. Accordingly,
by (31) and since b 1 = λq 1 and
by (32) and since r 3 = 0. By (33), recalling that x 1 = x 2 = 0, we obtain
(Recall that λ −1 = λ since |λ| = 1.) By combining (34) with (35) we obtain ξ(a) = (k(jq 1 x 3 λ − kjq 3 x 3 λ))r 2 η = = jq 3 x 3 r 2 λη + kjq 1 x 3 r 2 λη, χ(a) = ((jm 1 + km 2 )(jm 2 q 1 x 3 λ − km 1 q 1 x 3 λ − kjq 3 x 3 λ))r 2 η = = jm 2 q 3 x 3 r 2 λη − km 1 q 3 x 3 r 2 λη + kjq 1 x 3 r 2 λη.
The right side of (36) 
where Im(.) stands for imaginary part and
This shows that (ξ(a)|χ(b)) depends on r 2 , r 3 and x 2 non-trivially. Thus, we can always choose the line N = [b, x] in such a way that |(ξ(a)|χ(a))| < 1. Accordingly, Lemma 3.10 can be given a stronger formulation: we can always choose N in such a way that |ℓ| < 1. it only remains to prove that Γ cannot be a building. This immediately follows from Theorem 1.3. However, as we have promised not to use that theorem, we shall give an explicit proof of this claim. We firstly state some notation.
Some notation
For a positive integer n, let f F n be the usual scalar product on F n and let L(f F n ) be the group of all linear mappings preserving f 
Clearly, n is the Witt index of f n,m ), it turns ut that d is either trivial or isomorphic to the group C 2 of order 2, according to whether n + m is odd or even. The group f is trivial when F = R and isomorphic to C 2 when F = C. In the latter case, the unique non trivial involution of f is contributed by the usual conjugation of C and the extension (PL(f 
The case (F, A) = (C, O)
Let Γ = Γ C (O). By contradiction, suppose that Γ is a building. Then, by considering dimensions of panels, we see that Γ = Γ(f C 3,4 ), with full automorphism group G := Aut(Γ(f C 3,4 )) = PU(7, C) > ✁f = PSU(7, C) > ✁C 2 . We set G := Aut(Γ) = ((SU(3) × SU(3))/C 3 ) > ✁C 2 (see Section 2.3). Letξ be a plane of Γ and ξ = φ Γ (ξ). Let G ξ be the stabilizer of ξ in G and Gξ the stabilizer ofξ in G. The group G ξ should be recognizable as a subgroup of Gξ. More explicitly: G ξ ∼ = G ξ for a suitable subgroup G ξ < Gξ. It is not so difficult to see that G ξ = PSU(3) > ✁C 2 ( ∼ = G ξ ). On the other hand, Gξ = U > ✁L where L ∼ = GL(3, C) > ✁f = ΓL(3, C) and U ∼ = C 6 × R 3 ∼ = R 15 , with C 6 , R 3 and R 15 being regarded as additive groups. Needless to say, U is the unipotent radical of Gξ and L plays the role of Levi complement.
We have G ξ ∩ U = 1, since PSU(3) >✁C 2 admits no infinite commutative normal subgroups. Hence G ξ ≤ L ∼ = ΓL(3, C). The group ΓL(3, C) indeed contains copies of SU(3) > ✁C 2 , but no copy of PSU(3) > ✁C 2 . We have reached a contradiction. Hence in this case Γ = Γ.
The case (F, A) = (R, H)
Let Γ = Γ R (H). By contradiction, suppose that Γ is a building. Then, by considering dimensions of panels, we see that Γ = Γ(f As above, letξ be a plane of Γ, let ξ = φ Γ (ξ) and let G ξ be the stabilizer of ξ in G and Gξ the stabilizer ofξ in G. The group G ξ should be recognizable as a subgroup of Gξ. It is not so difficult to check that G ξ = (SU(2) × SU(2))/ (−ι, −ι) = 2 · (PSU(2) × PSU (2)).
Here ι stands for the identity element of SU (2), whence (ι, ι) is the identity element of SU(2) × SU(2). The extension 2 · (PSU(2) × PSU(2)) is non-split. On the other hand, Gξ = U > ✁L where L ∼ = (GL(3, R) × O(5))/ (−ι, −ι) ∼ = GL(3, R) × SO (5) and U = U 0 · U 1 with U 0 ∼ = R 3 and U 1 ∼ = R 15 . The extension U 0 · U 1 is non-split. Explicitly, if u ∈ U \U 0 then 1 = u 2 ∈ U 0 . Therefore, every non-trivial subgroup of U contains a non trivial subgroup of U 0 , which is clearly commutative and infinite. The group G ξ contains no normal commutative infinite subgroup. Hence G ξ ∩ U = 1. Consequently, G ξ ≤ L ∼ = GL(3, R) × SO(5). However, G ξ ∼ = G ξ is a non-split extension 2 · (PSU(2) × PSU (2)). No group with this structure can be hosted as a subgroup by GL(3, R) × SO(5). Again, a contradiction.
Therefore Γ = Γ in this case too. The proof of Theorem 1.5 is complete.
Remark 7
In order to prove that Γ is not covered by a building, Kramer and Lytchak [5] and [6] also describe the structure of a chamber-stabilizer in G, showing that, in either of the two possible cases, it does not fit with any subgroup of a chamber-stabilizer in G. The arguments they use to prove this fact are not so different from those we have exploited here but more toilsome, due to the fact that the structure of a chamber-stabilizer in either G or G is fairly poor if compared with that of a plane-stabilizer.
