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Este trabajo tiene un doble objetivo. Por un lado pretendemos esta- 
blecer claramente cuáles son 10s problemas inherentes a la percepción del 
habla, por otro, se comentarán las posibles restricciones informativas de 
las que podría servirse un procesador de habla para solucionar ejiciente- 
mente dichos problemas. Los problemas principales de la percepción del 
habla se derivan de la relación compleia aue existe entre la señal acústica 
. - a  
y el mensaje fonológico que se recupera a partir de ella. Las restricciones 
informativas podrían venir de dos ánnulos diferentes: de las constriccio- 
nes psicofsi~as impuestaspor elfuncivonamiénto del sistema auditivo o de 
constricciones lingüísticas especíjkas que actuarían sólo ante seriales de 
voz. También podría ocurrir que la percepción del habla dependa de 
transformaciones auditivas que son especljLicas para el tratamiento de se- 
Hales de voz. Es una cuestión empírica determinar gué conjunt0 de res- 
fricciones son las utilizadas por 10s seres humanos cuando se enfrentan a 
la tareu de percibir habla. 
Palabras clave: Percepción del habla, variabilidad acústica, seg- 
mentación, constricciones auditivas, constricciones lingüísticas. 
The purpose of this work is twofold. On the one hand, we try to es- 
tablish the main problems of speech perception, on the other, we discuss 
two possible sources of informational constraints that could lead to the so- 
lutions of those problems. The main problem of speech percep tion derives 
from the complex relationship between acoustic signa1 and phonological 
message recovered by the listener. This problem can be overcome either 
by using psychophysical constraints imposed by the auditory system or 
employing specijic linguistic knowledge only available when speech sig- 
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nuls are to be processed. A third alternative is that speech perception 
might rest on auditory transformation.r that are special to speech. It is un 
empirical question to elucidate what sort of constraints human beings use 
in rhe processes of speech perception. 
Keywords: Speech Percep tion, Acoustic Variabilio, Segmentation, 
Auditory Constraints, Linguistic Constraints. 
La aparición de la comunicacióri lingüística entre individuos de una 
misma especie es uno de 10s logros mis sobresalientes de la evolución. Esta es- 
pecialización biológica dot6 a ciertos organismes de dos sorprendentes capaci- 
dades. Una de ellas permitia codificar intenciones comunicativas en cierto tipo 
de señales acústicas. La otra capacidad intervenia en la decodificación del men- 
saje, esto es, en la recuperación de las intenciones comunicativas de un emisor a 
partir de la información contenida en las señales acústicas producidas por ese 
emisor. El estudio de la percepción del habla es el estudio de algunos aspectos de 
esta Última capacidad. El problema general que plantea este estudio es el de en- 
contrar un conjunt0 de operaciones que permitan derivar, a partir de esas señales 
acústicas, una representación mental informativa y funcionalmente valida para 
el procesamiento subsiguiente. 
Las operaciones, que pueden entenderse como reglas, serán atribuidas a 
un sistema de procesamiento que, en principio, permanecerá anónimo. El esti- 
m u l ~  de entrada al sistema, la señal acústica, puede ser formalizado como una 
función de R en R, esto es, una función que a un número real -que representa un 
instante en el tiempo-le asigna otro número real -que representa un nivel de pre- 
sión sonora-. La respuesta del sistema, su salida, requiere un comentari0 menos 
lacónico que 10s anteriores. 
En primer lugar hemos aludido al supuesto de que la salida del sistema ha 
de ser una representación mental. Esto conlleva un cierto compromiso previo 
que conviene hacer explicito. Afirmar que un sistema trabaja con representacio- 
nes y afirmar que un sistema es intencional, son dos modos de expresar una 
misma idea. Asumimos la existencia de un sistema intencional en la medida en 
la que, s610 a través de representaciones, es posible establecer generalizaciones 
cognitivamente relevantes. Dicho más explicitarnente, aunque ciertas propieda- 
des fisicas de 10s estimulos puedan ser considerablemente opacas con relación al 
papel funcional que cumplen en un sistema de procesamiento, ciertas generali- 
zaciones (no formuladas, necesariamente, en un lenguaje fisicalista) podrian re- 
sultar determinantes. Por ejemplo, y referido al caso de la percepción del habla, 
son muchas las posibles variaciones del estimulo fisico que no tienen ninguna 
consecuencia perceptiva. Que algo sea o no el fonema /p/ depende, claro está, de 
la constitución física del estimulo; ahora bien, estimulos físicamente bien dife- 
renciables, son desde un punto de vista funcional, o si se prefiere, desde el punto 
de vista del papel contrastivo que juegan en el sistema, equivalentes. Por tanto, 
en una primera aproximación, podria considerarse al fonema /p/ como un sim- 
bo10 capaz de dar cuenta de una generalización que es critica para explicar el 
comportamiento de un sistema. 
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El siguiente paso, obligado, es dotar a las representaciones de un papel 
causal en la explicación de la conducta. Asi llegamos al problema que, de algún 
modo, ya estaba presente en las ideas de Brentano y que podria ser formulado en 
forma de interrogante del siguiente modo: jcómo es posible que las representa- 
ciones mentales entren en el juego causal propio de las entidades físicas? Bren- 
tan0 s610 atisbó la salida dualista a esta coyuntura estableciendo la necesidad de 
dos causalidades ontológicamente distintas: la que regula 10s acontecimientos fi- 
sicos y la que regula la esfera de lo mental. La solución que ofrece la teoria de la 
mente contemporánea se instala, sin embargo, en una postura netamente mate- 
rialista. Dicha solución se sustenta en un análisis detallado de 10s aspectos di- 
versos que constituyen una representación mental. Nunca ha habido gran disputa 
para reconocer que toda representación mental, como todo simbolo, ha de tener 
un contenido. El problema estriba en que el contenido semántico de un símbolo 
no puede ser la causa eficiente del funcionamiento de un sistema. Es claro, sin 
embargo, que una representación mental no es s610 su contenido semántico. Un 
análisis riguroso de la noción de representación mental sugiere la necesidad de 
dos ingredientes adicionales: una forma y una función de instanciación física. La 
forma de las representaciones propicia la emergencia de una sintaxis que asegura 
la posibilidad de interacciones causales entre representaciones mentales (trans- 
formaciones formales preservadoras del contenido). La instanciación de las mis- 
mas en términos de códigos fisicos abre las puertas a la interacción causal con el 
mundo. Se trata, básicamente, de hacer de 10s códigos simbólicos clases de equi- 
valencia de eventos fisicos. 
La imagen que surge para caracterizar al sistema de procesamiento es la 
propia de 10s sistemas computacionales. La cognición ser6 pues una forma de 
computación y, por ello, las operaciones a las que aludiamos al formular el pro- 
blema de la percepción del habla deben ser entendidas como cómputos o cálcu- 
los, esto es, como reglas aplicadas a representaciones (cfr: Pylyshyn, 1984; Gar- 
cia-Albea, 199 1). Conviene advertir, no obstante, que este planteamiento radical 
no es unánimemente aceptado por el conjunt0 de 10s investigadores de la per- 
cepción del habla. Autores surgidos al amparo de la escuela conexionista (cfr., 
por ejemplo, McClelland, Rumelhart y Hinton, 1986; Rumelhart y MacClelland, 
1986) han cuestionado la forma clásica de computación y han propuesto un mo- 
delo de cornputación altemativo. En concreto, 10s sistemas conexionistas se sus- 
tancian en simples redes constituidas por una gran cantidad de unidades conec- 
tadas entre si. No obstante, tanto 10s partidarios de la computación clásica como 
10s defensores del conexionismo, reconocen la existencia de representaciones 
(Rumelhart y MacClelland, 1986) y, por 10 tanto, la afirmación hecha de que per- 
cibir habla supone elaborar una determinada representación a partir del estimulo 
podria ser suscrita por ambas escuelas de pensamiento. Las disensiones entre 10s 
partidarios de la computación clásica y 10s partidarios de la alternativa conexio- 
nista radican en el tip0 de representaciones y procesos que se atribuyen a la ma- 
quinaria mental. En particular, 10s modelos simbólicos clásicos suponen, como 
ya ha sido insinuado, que las representaciones mentales poseen una estructura 
sintáctica y semántica complejas. Los procesos que dichos modelos ejecutan 
son, por tanto, sensibles a dicha estructura (Fodor y Pylyshyn, 1988). Nada de 
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esto ocurre en una arquitectura conexionista. Dado que el objetivo del presente 
articulo no es polemizar acerca de ambos tipos de modelos, aplazaremos hasta 
un epigrafe posterior la discusión de las implicaciones que tiene la adopción de 
un modelo conexionista con relación a 10s problemas de 10s que se ocupa el pre- 
sente trabajo. 
Hasta el momento hemos definido de modo riguroso el estimulo de la per- 
cepción del habla (como una función de R en R) y se han hecho algunas consi- 
deraciones someras sobre el sistema que 10 procesa, 10 que nos comprometió con 
un cierto estilo de buscar explicaciones a 10s fenómenos. Sin embargo, poc0 he- 
mos dicho sobre la naturaleza de la representación de salida. A pesar de ello, si 
se ha apuntado hacia una restricción que deberia cumplir cualquier propuesta 
que pretenda ser plausible: debe proporcionar una descripción útil al sujeto per- 
ceptor. Por tanto y como apunta Marr (1982), la naturaleza específica de la re- 
presentación tiene que determinarse, por un lado, haciendo referencia a la tarea 
computacional ejecutada por el sistema (o si se prefiere, refiriéndose al problema 
de cálculo que el organismo resuelve) y por otro lado, haciendo referencia a las 
constricciones que operan sobre 10s procesos posibles (es decir, se trata también 
de especificar cómo se computa dicha representación). La primera sección de 
este trabajo se enfrenta al primer aspecto de esta cuestión; la siguiente se ocu- 
para de la segunda vertiente de este asunto. 
Los problemas de la percepción del habla 
Un acercamiento ingenu0 al problema llevaria a la disolución del mismo. 
Ningún hablante-oyente de un idioma considera que el uso del lenguaje le su- 
ponga esfuerzo alguno. Al igual que ocurre en otros campos de la cognición, 
como la percepción visual, el sujeto resuelve de manera espontánea problemas 
que, como veremos a renglón seguido, entrañan una gran complejidad. Proba- 
blemente, 10s problemas fundamentales que el organismo resuelve, son 10s que 
se derivan de la relación compleja que se da entre la señal acústica y 10s seg- 
mentos fonológicos que se recuperan a partir de ella (Miller y Jusczyk, 1989). 
Esta compleja relación se manifiesta, en primer término, en la falta de li- 
nealidad característica de la señal de habla: a cada fonema no le corresponde un 
segmento determinado de la señal (Chomsky y Miller, 1963). De un modo rnás 
preciso y mis exigente: si al fonema X le sigue el fonema Y en la representación 
fonológica, debe haber una porción de la señal acústica asociada al fonema X 
que debe preceder a la porción de señal acústica asociada al fonema Y (Pisoni y 
Luce, 1987). Como veremos unos párrafos más adelante cuando tratemos el pro- 
blema de la segmentación, este requisito de linealidad es claramente violado. 
Pero quizá el problema que ha resultado rnás esquivo y, por tanto, el que 
ha de imponer más severas constriccioaes sobre las operaciones que han de ser 
ejecutadas sobre la señal de entrada, es el de la variabilidad. Este problema es- 
triba en que no existe un conjunt0 invariante de características acústicas que pro- 
porcionen información necesaria y suficiente para señalar la presencia de un seg- 
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mento fonológico (o incluso de un rasgo distintivo) (Miller y Jusczyck, 1989; 
Chomsky y Miller, 1963; Lindblom, 1986). Ningún conjunto de caracteristicas 
acústicas es necesario puesto que conjuntos diferentes pueden señalar la presen- 
cia de un mismo segmento fonológico. Ningún conjunto de caracteristicas acústi- 
cas es suficiente porque, en distintos contextos, un mismo conjunto de caracteris- 
ticas puede señalar la presencia de segmentos fonológicos distintos (Liberman, 
1982; Repp, 1982). Veamos algún ejemplo que ilustre estos comentarios. 
Liberman, Delattre, Cooper y Gerstman (1954) estudiaron las claves acús- 
ticas que señalan el lugar de articulación en las consonantes sonoras (/b/,/dl y 
/g/). Sin entrar en detalles, se observó una clara relación entre lugar de articula- 
ción y las transiciones del segundo formante (F2). La distinción acústica podia 
referirse tanto a la magnitud como a la dirección de la transición. La sílaba hi/ 
se caracteriza por una transición del segundo formante ascendente. Lo mismo 
ocurre en la síiaba /di/ salvo que dicha transición es mis breve. Por el contrario 
para la sílaba /gi/ F2 presenta una clara transición descendente. Si existieran pro- 
piedades acústicas invariantes que marcaran 10s distintos contrastes fonológicos, 
cabria esperar que las claves encontradas seguirian siendo funcionalmente váli- 
das para el resto de 10s contextos vocálicos. Es decir, si deseo sintetizar, por 
ejemplo, la silaba Ida/, deberia ser suficiente con definir 10s formantes apropia- 
dos que caracterizan a la vocal /a/ y añadir la clave acústica descubierta para la 
Idl, esto es, una transición ascendente en F2. Desgraciadamente, un estimulo fi- 
sico tal produciria un percepto muy cercano a la síiaba /bat (cfr. Delattre, Liber- 
man y Cooper, 1955). Parece claro que no existe información acústica invariante 
' 
(no dependiente del contexto acústic0 vecino, por ejemplo) que permita asegu- 
rar que estamos ante uno u otro segmento fonológico. Por resumir10 siguiendo la 
misma lógica que utilizamos al principio: no es necesaria la presencia de una 
transición ascendente breve para que se perciba una /dl (puesto que con transi- 
ciones descendentes se perciben sílabas como Ida/, /do/ y /du/) ni tampoc0 es su- 
ficiente, ya que esas mismas transiciones ascendentes breves provocan la per- 
cepción de las sílabas ha/, /bo/ y /bu/. 
No es de extrañar que estos dos problemas, el de la linealidad y la varia- 
bilidad, desemboquen, más por acumulación que por implicación, en un tercero: 
el de la segmentación. El problema consiste en la imposibilidad de fraccionar la 
señal de habla en unidades autónomas que correspondan a secuencias de fone- 
mas (o de sílabas, o de palabras) (Limdblom, 1986). Aunque, para ser precisos, 
habria que apuntar que la segmentación de la señal de habla si es posible aten- 
diendo a criterios estrictamente acústicos (Fant, 1962, 1973). El problema es que 
el número de segmentos acústicos es tipicarnente mayor que el número de seg- 
mentos fonológicos. La formulación más expresiva de este problema se debe a 
Hockett (1958) quien señaló que, mis que a las cuentas de un collar, la instan- 
ciación física de 10s fonemas se parecia a cana fila de huevos aplastados por un 
rodillon. El problema de la segmentación es una consecuencia de la coarticula- 
ción que se da en la producción del habla. Cabe preguntarse cómo es posible que 
un fenómeno que provoca tamaiios problemas puede tener éxito adaptativo en el 
decurso de la evolución. La respuesta es que dicho mecanisrno -el de la coarti- 
culación- proporciona una velocidad de transmisión de segmentos fonémicos 
mucho mayor de la que se derivaria del procedimiento de asignar un elemento 
fonémico a cada gesto articulatorio. Aunque la tasa de habla puede ser muy va- 
riable, se pueden tener velocidades de transmisión del orden de 20-25 fonosls. 
Nada indica que se puedan articular 20-25 segmentos acústicosls, pero aun si 
esto fuera posible, el oyente s610 seria capaz de percibir zumbidos o tonos amal- 
gamados (Liberman y Studdert-Kennedy, 1978). 
El problema de la segmentación se manifiesta en sus dos formas lógica- 
mente posibles. Por una parte, un misme segmento acústico contiene, habitual- 
mente, información acerca de más de un segmento fonológico (es decir, se pro- 
duce una transmisión en paralelo de inforrnación concerniente a la identidad 
fonológica). Por otra parte, la información referida a un mismo segmento fono- 
lógico se encuentra distribuida en distintos segmentos acústicos (es decir, deben 
existir procesos de integración de información distribuida en el tiempo) (Fant, 
1962; Liberman, Cooper, Shankweiler y Studdert-Kennedy, 1967). De nuevo, es 
fácil encontrar ejemplos que ilustren este problema. 
Yeni-Komshian y Soli (198 1) emplearon sílabas compuestas por una con- 
sonante fricativa y una vocal en un experimento perceptivo. En particular, utili- 
zaron 4 tipos de fricativas emparejadas con tres vocales distintas. En este tip0 de 
estirnulos es relativamente simple determinar la parte que corresponde a la frica- 
ción (porción no armónica) y la parte periódica que corresponde a la vocal. El re- 
sultado general que obtienen es que 10s segmentos fricativos y vocálicos deter- 
minados sobre la base de criterios acústicos, no se corresponden de manera 
directa con 10s segmentos fonológicos percibidos. Básicamente, el experimento 
consistió en desgajar !a porción vocálica de la fricativa y presentar esta última a 
10s sujetos para su identificación. Los sujetos no s610 erm capaces de determi- 
nar qué fricativa se les habia presentado, sino también, hasta cierto punto, qué 
vocal habia estado asociada a esa porción. Este experimento pone de manifiesto 
las dos caras del problema de la segmentación: muestra que un mismo segmento 
acústico (el de fricación) transmite información en paralelo acerca de dos seg- 
mentos fonológicos distintos y además (dado que la información primigenia 
para identificar la vocal está en la porción periódica) muestra que dos segmentos 
acústicos contienen información acerca de un mismo segmento fonológico (Mi- 
ller y Juszcyk, 1989). 
No son éstos 10s Únicos problemas de 10s que el organismo ha de hacerse 
cargo si pretende ser un procesador eficaz de señales de habla. Consideremos, 
por ejemplo, 10s problemas de normalización temporal. Es sabido que la dura- 
ción de un segmento puede constituirse en una clave indicadora de la presencia 
de un determinado fonema (como es el caso de la cualidad de las vocales ingle- 
sas) (véase Miller, 198 1 para una revisión del tema). Ahora bien jcómo distin- 
guir estos efectos de la duración de otros que son irrelevantes y que son depen- 
dientes, por ejemplo, de la tasa de habla? También se podria aludir a 10s 
problemas de normalización del hablante. Distintos hablantes difieren en la lon- 
gitud y forma de sus tractos vocales, en sus estrategias articulatorias y coarticu- 
latorias y en el dialecto que utilizan (Stevens, 1972a). No es necesario exten- 
derse en éstos y otros problemas asockados (como 10s derivados de ambientes 
más o menos ruidosos, con más o menss reverberación o 10s asociados al canal 
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de comunicación utilizado) porque en definitiva desembocan en 10s grandes pro- 
blemas que hemos desarrollado con algo más de detenimiento. 
Merece la pena recordar, no obstante, la posibilidad de que 10s procesos 
que se encargan de la segmentación del input no sem independientes y anterio- 
res a 10s de etiquetado fonológico (Klatt, 1979). En este caso la segmentación del 
input seria, en cierto sentido, un epifenómeno: no es mis que el resultado auto- 
mático de un proceso de decisión fonológica. Digo s610 en cierto sentido, porque 
seguiria existiendo el problema de delimitar 10s segmentos de la señal sobre 10s 
que se han de tomar las decisiones. En cualquier caso, parece ser que 10s crite- 
rios de segmentación han de estar apoyados en conocimiento que no proporciona 
únicamente el estimulo, por ejemplo, conocimiento de las relaciones articulato- 
rio-acústicas o conocimiento de las restricciones fonológicas del idioma (Klatt, 
1978; Cole, Rudnicky, Zue y Reddy, 1980). Como se puede apreciar estas con- 
sideraciones nos introducen en un nuevo debate con una doble vertiente. Por un 
lado, se plantea la polémica sobre la existencia o no de unidades intermedias en- 
tre la señal acústica y el léxico; por otro lado, si es que estas unidades existen, se 
abre el interrogante acerca de su naturaleza o, en otras palabras, se plantea el 
problema de la unidad de procesamiento. Volveremos sobre este tema en un epi- 
grafe posterior para no romper aquí el argumento que est5 siendo presentado. 
Retomemos, pues, el hi10 conductor de este apartado. 
En el intento de determinar la naturaleza de la representación de salida, 
hemos discutido, en primer lugar y de modo informal, algunos de 10s problemas 
a 10s que el organismo se enfrenta para poder recuperar un mensaje a partir de 
una señal acústica. Resumiendo, se podria decir que estos problemas son dos: 
falta de invarianza y de segmentación del estimulo; el estimulo no se nos pre- 
senta ni invariante, ni apropiadamente segmentado con respecto al mensaje lin- 
güístic~ que se pretende recuperar. Como ya ha quedado dicho, la representación 
de salida tiene que proporcionar información Útil al organismo. Ahora podemos 
afirmar que, para cumplir este objetivo, resulta imprescindible contar con una re- 
presentación invariante y segmentada. Invariante con respecto a factores de va- 
riabilidad que son irrelevantes y segmentada en la medida en que ha de consti- 
tuirse en un simbolo atómico. Pero, iqué tipo de sistema y qué tipo de recursos 
pueden ser capaces de ajustarse a tales requerimientos? Vamos a tratar, en unos 
retazos impresionistas, de dar el siguiente paso que nos acerca a las respuestas 
de estas preguntas. 
Una de las propiedades fundamentales del lenguaje es su naturaleza cuán- 
tica (Lindblom, 1986; Stevens, 1972b; 1989). Es decir, el lenguaje es, esencial- 
mente, un sistema reglado constituido por unidades discretas. El mismo Halle 
(1964) reconocia este hecho al hacer de la naturaleza segmenta1 del habla la 
clave de 10s desarrollos de la lingüística contemporánea (aunque no todos están 
de acuerdo con este punto; véase, por ejemplo, Moll, Zimmerman y Smith, 
1976; Lindau, 1978). La existencia de reglas y unidades es 10 que dota al len- 
guaje de una de sus características mis destacadas: la cccompositividad>>, carac- 
terística de la que dependen otras dos propiedades esenciales del lenguaje como 
son su productividad y su sistematicidad (Fodor y Pylyshyn, 1988; Garcia-Al- 
bea, 1992). Las unidades pueden ser combinadas; las reglas indican cómo (Ja- 
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kobson, Fant y Halle, 1951; Chomsky y Halle, 1968). Un sistema capaz de re- 
presentar propiedades abstractas relativas a las secuencias de sonidos que cons- 
tituyen el habla, es un sistema que, al rnenos en principio, es capaz de hacerse 
cargo de 10s problemas de invarianza y segmentación. Lo que se precisa, por 
tanto, es un sistema sensible a propiedades estructurales que no se identifican 
con -aunque se apoyen en- eventos de carácter fisico. En otras palabras, se re- 
quiere un sistema intencional. 
Los comentarios que acaban de seir expuestos con respecto a las propieda- 
des básicas del lenguaje (su carácter cuá~~tico, compositivo y sensible a aspectos 
formales) inspiran una reflexión inmediata, una reflexión crucial para responder 
la pregunta acerca de 10s recursos con 10s que dotar al sistema de procesamiento. 
El lenguaje no es s610 el objeto extern0 que el sujeto ha de percibir, sino el tipo de 
conocimiento (tácito) que el sujeto pone en juego para percibirlo. Reflexión poc0 
original, dicho sea de paso (véase, por ejemplo, Chomsky, 1980), pero a la vez 
piedra angular de la investigación psicoYingiiistica de 10s Últimos 30 aiios. Aun- 
que no es el momento de hacer una defensa de la aealidad psicológica>> de las re- 
presentaciones fonológicas, es preciso, al menos, señalar las distintas fuentes de 
evidencia que se han manejado en este sentido. Existen argumentos de carácter 
estrictamente formal, es decir, derivados del análisis de las formas lingüísticas 
(datos distribucionales sincrónicos dentro de una lengua, datos acerca de la vero- 
similitud de determinados cambios en las formas fonológicas a través del tiempo, 
datos acerca de la mayor verosimilitud de que se produzcan determinadas situa- 
ciones fonológicas a través de 10s idiomas y, en general, el mismo hecho de que 
se den fenómenos de carácter estrictamente fonológico (Nearey, 1981; Kensto- 
wicz y Kisseberth, 1979). También existen argumentos de carácter empírico. Por 
ejemplo en el campo de 10s errores espontáneos e inducidos en la producción del 
habla (Fromkin, 1980), en el de 10s errores producidos por interferencia en la me- 
moria a corto plazo (Wang y Bilger, 1973), incluso observando la actuación de 
hablantes que desconocen sistemas ortográficos (Sapir, 1963; Read, 197 1). 
Las restricciones computacionales en 10s procesos 
de la percepción del habla 
Hasta ahora se ha tratado con algún detalle el tema de 10s problemas de 
cálculo, vamos a introducir el referido a las constricciones que operan sobre 10s 
procesos posibles. Este paso es obligado por varias razones. Se podria empezar 
el argumento, a la antigua usanza, estudiando las relaciones entre competencia y 
actuación. Precisamente la competencia viene a ser ese conocimiento tácito, al 
que aludiamos más arriba, y del que el sujeto hace uso en su actividad lingüis- 
tica. Lo que tratamos de justificar a continuación es que no basta con la descrip- 
ción estructural de ese conocimiento para dar cuenta de la actuación. 
La búsqueda de constricciones que definan procesos es obligada debido, 
entre otras cosas, a 10 que se ha denominado cccondición de prevalencia de la es- 
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tructura,, (Valian, 1979). Dicha condición asume que aunque las representacio- 
nes que propone la teoria de la competencia lingüística son agentes estructurales 
de la actividad lingüística, 10s procesos que deben ser postulados para dar cuenta 
de la actuación no tienen por qui ser isomórficos con respecto a las reglas de la 
competencia. Estas consideraciones, aunque habitualmente ejemplificadas en el 
ámbito del procesamiento sintáctico, pueden ser trasladadas a otros ámbitos, y 
fuerzan precisamente esa búsqueda de constricciones que singularizan al pro- 
ceso adecuado. Marr (1982) enfatiza la importancia capital de encontrar cons- 
tricciones de carácter fisico (propiedades que se imponen de modo natural a par- 
tir de la estructura del mundo) para determinar soluciones únicas a 10s problemas 
de procesamiento. Una constricción, en términos más generales, podria ser con- 
siderada como un tip0 de información adicional capaz de restringir el número de 
posibles soluciones en el espacio especifico de un problema. En este sentido, se 
podria hablar, no s610 de constricciones físicas, sino de otros tipos de constric- 
ciones que vendrían a restringir tanto el número como la naturaleza de 10s pro- 
cesos posibles. 
Dos tipos generales de constricciones se han venido discutiendo en la lite- 
ratura como fundamentales a la hora de entender la naturaleza de 10s procesos de 
la percepción del habla. De un lado se ha recurrido a las reglas de funciona- 
miento del sistema auditivo, de otro, a las reglas propias del sistema de conoci- 
miento lingüística que se supone utilizan 10s hablantes-oyentes de un idioma. 
La importancia de las constricciones impuestas por el sistema auditivo en 
el procesamiento del habla han sido resaltadas por diversos autores. Se ha lle- 
gado a sugerir que este tipo de constricciones podrían determinar el tipo de dis- 
tinciones acústicas que usan 10s distintos lenguajes para formar contrastes fono- 
lógicos (Stevens, 1981). Esto ha motivado una extensa investigación acerca de 
las propiedades básicas de las estructuras y 10s procesos del sistema auditivo. 
Este tipo de investigación se ha abordado desde dos ángulos distintos. Por un 
lado, ha habido una extensa investigación fisiológica tratando de determinar 10s 
principios de funcionamiento del sistema auditivo (Delgutte y Kiang, 1984; 
Sachs y Young, 1979; Young y Sachs, 198 1, Sinex y Geisler, 1983). Por otro 
lado, el mismo problema ha sido atacado desde su vertiente psicofísica (Zwicker, 
Terhardt y Paulus, 1979; Searle, Jacobson y Rayment, 1979; Klatt, 1982; Kew- 
ley-Port, 1983). Sin entrar en detalles, podemos señalar que estos estudios han 
proporcionado constricciones acerca de la resolución temporal y espectral del 
sistema (forma de 10s canales y tamaño de la ventana de anilisis), acerca de las 
transformaciones que hay que efectuar sobre 10s valores de la intensidad del es- 
timulo, introducción de no linealidades en el sistema, introducción de mecanis- 
mos de supresión lateral para enfatizar determinados picos espectrales etc. Aun- 
que, como se puede apreciar, la mayoria de estos trabajos han centrado su 
atención en 10s sistemas mis periféricos (cóclea y nervio auditivo), se empieza a 
reconocer la necesidad de tomar en cuenta 10s componentes más centrales del 
sistema (Watson y Foyle, 1985). 
La idea de fondo de este acercamiento psicoacústico a 10s problemas de la 
percepción del habla no es s610 que 10s segmentos fonémicos que pertenecen a 
una misma clase tienen propiedades acústicas comunes. La versión rigurosa de 
esta hipótesis afirma que son estas propiedades acústicas las que se utilizan en el 
procesamiento on-line de la señal de habla. Es decir, el procesamiento de la se- 
ñal de habla supondria la identificación de estas propiedades acústicas de la se- 
ñal tal y como son representadas por el sistema auditivo; la cuestión critica es, 
por tanto, cuáles son las distinciones acústicas relevantes y cómo son tratadas 
por el sistema auditivo. 
Para ilustrar este punto consideremos el papel que juega el sistema audi- 
tivo en el procesamiento de las claves acústicas que proporcionan las transicio- 
nes frecuenciales propias de 10s estimulos lingüisticos. Está fuera de toda duda 
el hecho de que tanto la duración como la dirección de las transiciones de 10s for- 
mantes proporcionan claves acústicas para contrastes lingüisticos como el modo 
y el lugar de articulación. Por ejemplo, si una determinada transición (entre las 
frecuencias apropiadas) dura 60 ms. o más el sujeto percibirá la sílaba Iwd, pero 
si la duración es inferior a esos 60 ms. el sujeto percibirá la sílaba ha/. En se- 
gundo lugar, la dirección de transiciones rápidas (entre 40 y 60 ms.) sirve para 
diferenciar, por ejemplo, las sílabas ha/, Ida/ y /gal (cfr. Potter, Knopp y 
Knopp, 1966). Parece que las duraciones de 40 a 60 ms. tienen una especial 
significación para efectuar contrastes lingüisticos. La pregunta que queda 
abierta es si esto es asi debido al modo en que el sistema auditivo trata estas du- 
raciones en el contexto de las transiciones frecuenciales. Dicho de otro modo, 
¿provoca el procesador auditivo una mayor sensibilidad natural para las transi- 
ciones de formantes que transcurren entre 10s 40 y 10s 60 m ~ . ?  Jamieson y Sla- 
winska (1983; 1984) realizaron varios experimentos con estimulos no lingüis- 
ticos (formados por una transición frecuencial y una parte estacionaria) 
tratando de averiguar si 10s seres humanos venian equipados con dispositivos 
que favorecian la percepción de este tip0 de transiciones frecuenciales (para un 
resumen de estos trabajos véase Jamieson, 1987). En todos 10s experimentos 
10s sujetos mostraron funciones no monotónicas de discriminación con máxi- 
mos siltuados en el rango de 40-60 ms. confirmand0 la idea de que para esa re- 
gión el sistema auditivo posee una mayor sensibilidad natural. Esta seria la ra- 
zón por la que distintas lenguas tenderian a contrastar categorias fonológicas 
apoyándose en la información acústica contenida en cambios frecuenciales con 
duraciones en tomo a 10s 50 ms. Si di~chas variaciones en frecuencia duraran 
más o menos tiempo, las claves acústicas basadas en estas variaciones serian 
más dificilmente discriminables. Por tanto, la distinción ha/-Iwal o las distin- 
ciones ha/-Ida/-/gal se derivan de factores psicoacústicos que provocan ciertas 
discontinuidades sensoriales. 
En otra clase natural pueden reunirse otro grupo de constricciones que se 
refieren de modo especifico a aspectos del sistema lingüistico y no del sistema 
auditivo en general. Se podria hablar, en primer lugar, de las constricciones arti- 
culatorias impuestas a la representación del habla (Ohala, 198 1). Asi, factores ta- 
les como la elasticidad del tejido de 10s articuladores, las conexiones anatómicas 
entre articuladores, propiedades aerodi~námicas del sistema etc., determinan al- 
gunas de las caracteristicas que estarán presentes en la señal de habla. Por ejem- 
plo, se ha demostrado que el valor del VOT (tiempo de inicio de la sonoridad) en 
oclusivas sordas varia en función del contexto vocálico. En particular, ante vo- 
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cales altas el VOT es mayor que ante vocales bajas (Summerfield, 1975). Dado 
que las vocales altas ofrecen una mayor resistencia al aire que sale de la cavidad 
oral, se ha sugerido (Ohala, 1976) que este hecho retrasa el momento en que se 
produce la suficiente presión transglotal para iniciar la sonoridad, y por tanto, el 
VOT se darga. Efectos semejantes referidos a alteraciones en la frecuencia fun- 
damental de segmentos vocálicos pueden encontrarse en Hombert, Ohala y 
Ewan, 1979. Por volver a un ejemplo conocido, el conocimiento de constriccio- 
nes articulatorias explica por qué las distintas realizaciones acústicas de /dl en 
/di/ y /du/ no son obstáculo para obtener un percepto invariante. Por ser la /d/ una 
consonante dental (alveolar en inglés), al inicio de /di/ o /du/ la lengua se sitúa 
en la zona de 10s dientes. Por tanto, la configuración del tracto vocal y, por ende, 
las frecuencias de resonancia, son similares. El resultado es que la frecuencia de 
inicio del segundo formante (F2) es similar. ¿Por qué se producen las diferencias 
en la transición de 10s formantes? Sencillamente porque la frecuencia de reso- 
nancia que corresponde a F2 es mayor en el caso de la /i/ que en el caso de la /u/. 
Por ello, desde la posición inicial, al articular /di/ nos encontramos con una tran- 
sición ascendente, y al articular /du/ con una descendente. El aspecto importante 
de la cuestión es que, aun resultando dos estimulos fisicamente distintos, el gesto 
articulatori0 ha sido el mismo (oclusión del tracto vocal en un punto determi- 
nado) y las diferencias fisicas son producto de constricciones articulatorias sus- 
ceptibles de ser regladas. 
Otro tipo de constricciones a considerar dentro de este mismo grupo, son 
las que se refieren a 10s aspectos suprasegmentales de la señales de habla. Fac- 
tores tales como la entonación o la velocidad de habla son causantes, como ya 
comentamos, de algunos de 10s problemas de variabilidad que afectan al esti- 
mulo. Por tanto, como muy bien señala Nooteboom (198 I), estudiar 10s efectos 
de factores suprasegmentales en la percepción de segmentos fonológicos inva- 
riantes, puede ayudar a determinar cómo de hecho se extraen esos segmentos in- 
variantes a partir de señales variables. Es sabido, por ejemplo, que el ritmo y la 
entonación de las frases afectan a la estructura segmenta1 debido a 10s efectos 
que ocasionan en la estructura silábica (Allen, 1975; 1981). (Para una revisión de 
las restricciones fonotácticas que afectan a la distribución de 10s segmentos en el 
marco de las sílabas, véase Bell y Hooper, 1978). 
Un tercer tip0 de constricciones genuinamente lingiiisticas son las acuña- 
das en las reglas de la fonologia segmental. En primer lugar, convendria señalar 
que no cualquier sonido posible es un sonido que pertenezca, de hecho, a algún 
lenguaje natural (Greenberg, 1963, 1966). Parece ser que existe un inventario 
finito de sonidos de habla y que, con unas 12 caracteristicas distintivas, es posi- 
ble definir cualquiera de 10s sonidos que forman parte de cualquier lenguaje na- 
tural conocido (Jakobson y Halle, 1956). A partir de aquí es posible definir re- 
g l a ~  fonológicas que podrian entenderse como constricciones que se imponen a 
las secuencias de segmentos y que determinan la <<gramaticalidad>> de 10s mis- 
mos. Por ejemplo, la forma que adopta el morfema de plural en inglés depende 
de las caracteristicas del Último segmento del nombre en cuestión (Halle y Ste- 
vens, 1979). En particular, el sufijo de plural seria [iz] si el nombre termina con 
una consonante coronal estridente, en otro caso es [s] si el nombre acaba en una 
consonante sorda y en cualquier otro caso es [z]. Ejemplos parecidos pueden 
encontrarse en castellano. Por ejemplo, la realización fonética de las oclusivas 
sonoras depende de la posición en la que se encuentre el segmento en cuestión. 
Tanto el fonema /bl como el fonema Id/ y el fonema /g/ tienen dos albfonos, uno 
oclusivo y otro fricativo. El alófono oclusivo aparece cuando el segmento ocu- 
rre tras una pausa o tras una consonante nasal (en el caso de la /d/ también tras 
una lateral), en el resto de contornos se instancia el alófono fricativo (Quilis y 
Fernández, 1992). 
En contraposición con las propuestas de la alternativa psicoacústica, la 
concepción que acabamos de exponer con relación al procesamiento del habla, 
no considera primordial el estudio de las representaciones que proporciona el 
sistema auditivo como tal. Lo que resulta crucial es el conjunt0 de constriccio- 
nes lingüisticas que se imponen en el curso del procesamiento de la señal. Po- 
driamos decir que lo que el sujeto <<oye>> cuando atiende a una señal de habla es 
10 que determinan las reglas fonológicas que tiene internalizadas (Chomsky y 
Halle, 1968). En este sentido ha argumentado recientemente Kaye (1989). La 
pregunta de partida seria la siguiente: ¿!por qui encontramos generalizaciones 
fonológicas susceptibles de ser regladas en todos 10s sistemas lingiiisticos estu- 
diados? Una primera respuesta a esta pregunta, que nos alejaria de la interpreta- 
ción <<psicologista>> que est6 siendo expuesta, acudiria a la conocida ley del mi- 
n i m ~  esfuerzo. Esto es, la concatenaci6n de morfemas para formar palabras 
puede producir secuencias <<incómodas>>, secuencias que requieran un mayor 
gasto energético al sistema articulador. Por esta razón, 10s procesos fonológicos 
tenderian a eliminar estas secuencias inc6modas (variando las caracteristicas fo- 
néticas de 10s segmentos en cuestión). Asi podríamos explicar, por ejemplo, la 
regla con la que concluia el párrafo anterior: el plural de la palabra inglesa <<dog>> 
es dog[z] y no dog[s] sencillamente porque esta última expresión es dificilmente 
pronunciable. Sin embargo, estas explicaciones no parecen ser suficientemente 
satisfactorias. Por ejemplo, es un hecho conocido que ciertas secuencias de so- 
nidos modificados por un proceso fonol6gico o de cambio histórico resulta ser 
el resultado final de otros cambios o procesos (cfr. Kaye, 1989). Por ejemplo, la 
palabra latina <<doctor>> pasa a ser <<dottore>> en italiano. Presumiblemente para 
deshacerse de la incómoda secuencia de las dos oclusivas -kt- y reducirla a un 
s610 gesto articulatori0 -t-. El problema es que en el paso del árabe clásico al 
árabe actual que se habla en Marruecos encontramos el fenómeno contrario. La 
forma <<kataba>> pasa a ser <<ktib>>. Parece, pues, que la existencia de procesos fo- 
nológicos es útil en la medida en que posibilitan el procesamiento del habla de 
la manera eficaz que conocemos. Como hemos comentado, resolver el problema 
de la segmentación es un paso crucial para poder construir procesadores de ha- 
bla eficaces. Este problema se extiende más all6 de la segmentación de segmen- 
tos fonológicos y afecta también a la segmentación de las piezas léxicas. En el 
habla fluida es difícil determinar dónde acaba una palabra y empieza la si- 
guiente. Existen procesos fonológicos que sirven al propósito de marcar estas 
fronteras. Los sistemas de acentuación son claros candidatos. Por ejemplo, en 
francés todas las síiabas que son final de palabra llevan acento. En húngaro son 
las síiabas iniciales las que 10 llevan. En ambos casos el conocer esta informa- 
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ción acerca del sistema de acentuación es critico a la hora de determinar dónde 
se encuentran las fronteras entre palabras. 
Finalmente, resulta interesante reflexionar acerca de una última posibili- 
dad. Podria ocurrir que existieran procesos auditivos que s610 se activaran ante 
señales de habla. O dicho desde otra perspectiva, podria ocurrir que la investi- 
gación mis reciente estuviera encontrando 10s mecanismos auditivos que imple- 
mentan (que hacen causalmente eficientes) las constricciones a que se ve some- 
tido el procesamiento del habla. En este sentido, es muy ilustrativo el modelo 
reciente de percepción de vocales propuesto por Rosner y Pickering (1994), asi 
como ciertos resultados experimentales encontrados en este mismo ámbito de 
estudio (López-Bascuas, Fahey, Hernández y Gómez, 1995; Fahey y López-Bas- 
cuas, 1994). Aunque estos autores califican su teoria como <cauditiva>>, uno de 
sus componentes es explícitamente definido como especifico para el procesa- 
miento del habla. 
En concreto, Rosner y Pickering (1994) proponen cinco fases en el análi- 
sis de la señal lingüística. En primer lugar, se realiza una transformación sobre 
el eje frecuencial del espectro con el fin de de obtener una representación psico- 
lógicamente relevante de las frecuencias que componen la vocal. En segundo lu- 
gar, este espectro transformado es procesado por un conjunt0 de filtros que res- 
petan ciertas constricciones psicoacústicas conocidas (Glasberg y Moore, 1990). 
Esta operación genera un patrón auditivo de excitación. En tercer lugar, se in- 
cluyen en el modelo 10s efectos de supresión. El cuarto componente del modelo 
transforma 10s valores de intensidad del espectro modificado en términos de la 
sonoridad percibida. El resultado final es un patrón auditivo de densidad sonora 
O, como sus autores 10 denominan, un ALDP. Todos 10s sonidos, sem de habla o 
no, generan ALDPS. Ahora bien, el quinto componente del modelo es estricta- 
mente fonético y, por tanto, s610 afecta a las señales lingüísticas. La introducción 
de este componente esta motivada por las caracteristicas de procesamiento del 
sistema auditivo, caractensticas que son recogidas por 10s filtros utilizados en el 
modelo. La anchura de banda de estos filtros aumenta según incrementamos la 
frecuencia central del filtro con 10 que 10s armónicos superiores de la vocal re- 
sultan cada vez mis difíciles de resolver. Esto hace que la identificación de for- 
mantes sea difícil en la zona de baja frecuencia del espectro. De este modo, la 
identificación del primer formante sería difícil para las vocales anteriores; para 
las vocales posteriores incluso podria ser problemática la localización del se- 
gundo formante. La solución propuesta por Rosner y Pickering (1994) supone el 
concurso de una segunda ventana de integración. Esta segunda ventana suaviza- 
ria 10s máximos presentes en el ALDP debidos a armónicos próximos, proporcio- 
nando un Único máximo local en la región pertinente del espectro. Por tanto, la 
aplicación de esta segunda ventana de integración al ALDP genera como resul- 
tado un patrón fonético de densidad sonora (PLDP). LOS detalles acerca del fun- 
cionamiento de esta segunda ventana de integración no son relevantes para este 
trabajo, 10 esencial es el hecho de que esa segunda integración es un operación 
auditiva que s610 sería relevante para el tratamiento de señales de habla. 
Por su parte, López-Bascuas et al. (1995) y Fahey y López-Bascuas 
(1994) también discuten esta posibilidad en el contexto más restringido de la 
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percepción y la producción de la altura vocálica. En particular, ambos trabajos 
ponen a prueba la hipótesis de que la distinción [+/- alta] pudiera estar basada en 
una discontinuidad psicoacústica que aparece en torno a un límite de integración 
de 3-3.5 Bark. La escala de Bark permite transformar valores frecuenciales en 
valores tonales psicológicamente relevantes. De forma un tanto imprecisa, pero 
comprensible, podriamos decir que 1 Bark equivale a la anchura de una banda 
crítica. Hoemecke y Diehl (1994) encuentran evidencia positiva utilizando vo- 
cales inglesas y una muestra de sujetos americanos hablantes de inglés. Sin em- 
bargo, Fahey y López-Bascuas (1994) y López-Bascuas et al. (1995) obtienen 
resultados negativos empleando vocales españolas y una muestra de sujetos es- 
pañoles. Estos autores sugieren la posibilidad de que el integrador de frecuencias 
en tomo a 3-3.5 Bark podria ser (en el caso de que existiera) especifico para el 
habla y dependiente del idioma. 
Conclusiones 
Este trabajo ha intentado presenta: una polémica actual partiendo de unos 
supuestos teóricos claramente definidos. Sin embargo, no es posible obviar 
otros marcos teóricos que, de un modo u otro, afectan a 10s problemas que aquí 
han sido tratados. En primer lugar, es preciso reconocer que 10s modelos cone- 
xionistas han arrojado una luz nueva e interesante sobre 10s problemas clásicos 
de la percepción del habla. El modelo TIRACE (McClelland y Elman, 1986) pro- 
porciona un claro ejemplo a este respecto. TRACE es un modelo de activación in- 
teractiva jerarquizado en tres niveles de representación: nivel de rasgos, nivel de 
fonemas y nivel de palabras. Los problemas de varibilidad del input afectarían 
a una arquitectura clásica tipo von Neumann, sin embargo, en una arquitectura 
PDP, la variabilidad del input, en tanto en cuanto representa información sobre 
interacciones relevantes, puede ser utilizada para facilitar las tareas perceptivas 
del sistema (Elman, 1989). Por otro lado, TRACE no precisa realizar una seg- 
mentación manifiesta de la señal y, sin embargo, obtiene representaciones seg- 
mentales del input. Como el mismo Ellnan (1989) señala, la segmentación re- 
sulta ser un resultado de la actividad perceptiva y no una condición previa para 
que ésta pueda llevarse a efecto. Aunque TRACE utiliza representaciones locales, 
es posible diseñar sistemas que generen por si mismos un conjunt0 de repre- 
sentaciones distribuidas. Para el10 basta con organizar una red con una capa 
oculta y utilizar un algoritmo de retropropagación (back-propagation) para en- 
trenar la red. En estas condiciones, es habitual que la red consiga reconocer pa- 
labras y generar ciertas representaciones subléxicas que aparecen distribuidas 
en el patrón de activación de las unidades de la capa oculta. Esto indicaria que 
tales representaciones son productos de la actividad del sistema y no conoci- 
miento explicitarnente representado a yriori en dicho sistema. A pesar de todo, 
TRACE no est6 exento de problemas. Aparte de su arquitectura altamente im- 
plausible (la red léxica se replica en numerosas ocasiones para permitir un re- 
conocimiento de palabras independiente del tiempo), TRACE ha sido criticado 
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por su carácter interactivo (Norris, 1994). Trabajos recientes parecen mostrar el 
carácter autónomo de 10s procesos de identificación fonémica (Cutler, Mehler, 
Norris y Segui, 1987; Frauenfelder, Segui y Dijkstra, 1990; McQueen, 1991). 
Sin embargo, esta critica s610 afecta al carácter interactivo de TRACE, no a su ar- 
quitectura conexionista. De hecho, es posible construir redes conexionistas 
donde el flujo de información es enteramente guiado por 10s datos (botton-up) 
y que, sin embargo, dan cuenta de algunos fenómenos habitualmente atribuidos 
al procesamiento guiado conceptualmente (top-down) (Norris, 1992; 1993; 
1994). Aunque no es éste el lugar adecuado para presentar la polémica con el 
conexionismo, conviene recordar que sus presupuestos teóricos han sido seve- 
ramente criticados (Fodor y Pylyshyn, 1988). 
Otros marcos teóricos también han tratado de eludir 10s problemas de va- 
riabilidad y segmentación del estimulo. El modelo LAFS (Lexical Access From 
Spectra) de Klatt (1979; 1989) proporciona un claro ejemplo. En LAFS 10s empa- 
rejamientos léxicos se hacen sobre la base de secuencias espectrales desprovis- 
tas de cualquier tip0 de etiqueta lingüística. El léxico se supone constituido por 
una red que representa secuencias de difonos a 10s que se asocia un patrón es- 
pectral determinado. Reconocer una palabra simplemente supone recorrer un de- 
terminado camino en la red de decodificación. De este modo, no se asume nin- 
gún tipo de segmentación previa del input (ni en términos de caracteristicas ni en 
términos de fonemas) y tampoc0 se asume invariabilidad en la señal. El sistema 
procede computando espectros y buscando el patrón correspondiente en la red de 
decodificación. Sin embargo, esto no quiere decir que el sistema sea ciego a res- 
tricciones lingüisticas. En concreto, 10s segmentos fonéticos y las reglas fonoló- 
gicas cumplen una misión importante en el proceso de codificación de la red. 
Además, no se resuelven de hecho todos 10s problemas de variabilidad de la se- 
ñal. Por ejemplo, es difícil determinar un preprocesamiento eficaz para normali- 
zar variaciones debidas a diferencias en la longitud del tracto vocal del hablante. 
Finalmente, como ocurre con TRACE, la arquitectura general del sistema es psi- 
cológicamente implausible (cfr. Klatt, 1989). 
Otra propuesta semejante a la anterior, pero quizá no tan radical, puede 
encontrarse en un trabajo reciente de Marslen-Wilson y Warren (1994). Estos 
autores se preguntan acerca de cuál es la naturaleza del input que ha de contac- 
tar con el léxico interno. Marslen-Wilson y Warren (1994) se decantan final- 
mente por una teoria de acceso directo donde no existe una computación expli- 
cita de unidades fonémicas; por el contrario, las caracteristicas distintivas 
extraídas de la señal se emparejarian directamente con representaciones léxicas. 
Por su parte, las entradas léxicas estarian organizadas en términos de esas ca- 
racteristicas distintivas (Lahiri y Marslen-Wilson, 1991; 1992). El entorno ge- 
neral de procesamiento lo proporcionaria el marco conceptual recogido en las 
Últimas versiones del modelo de la Cohorte (Marslen-Wilson, 1993). Sin em- 
bargo, en un trabajo reciente (Radeau, Morais y Segui, 1995) se invita a pensar 
en la posibilidad de que existan representaciones preléxicas en el proceso de re- 
conocimiento de palabras. Estas consideraciones nos introducen en otro terreno 
ampliamente debatido, el que se refiere a la unidad de procesamiento del habla. 
Las propuestas en este ámbito han sido variadas. Elman (1989) menciona hasta 
ocho unidades distintas que podrian ser relevantes: 10s patrones espectrales, 10s 
rasgos, 10s difonos, 10s alófonos, 10s fonemas, las demisílabas, las silabas y 10s 
morfemas. La situación se toma incluso más compleja cuando se considera que 
las posibles estrategias de segmentación de la señal podrian verse afectadas por 
la lengua materna de 10s sujetos y por el tipo de tarea utilizada en 10s experi- 
mentos (Cutler, Mehler, Norris y Segui, I 986; Sebastián-Gallés, Dupoux, Segui 
y Mehler, 1992). En cualquier caso, todas estas últimas propuestas no hacen 
sino poner de manifiesto 10 intrincados que resultan 10s problemas de variabili- 
dad y segmentación de la señal del habla. De hecho, la búsqueda de representa- 
ciones intermedias entre la señal y el léxrco interno es un intento de tratar la va- 
riación acústica acudiendo a unidades (generalmente lingüisticas o semejantes 
a ellas) que proporcionen un entorno niás estable de procesamiento. En este 
sentido, toda esta linea de investigacibn constituye un intento de responder 
(parcialmente) a 10s problemas que hemos venido considerando centrales en el 
estudio del procesamiento del habla. 
En definitiva, empezamos definiendo el problema de la percepción del ha- 
bla y, de algún modo, este trabajo se ha conformado alrededor del análisis de los 
términos que intervenim en esa definición. Percibir habla supone convertir un 
estimulo fisico en una representación mental. Para el10 se requiere un sistema de 
procesamiento. No hubo dificultad en definir el estimulo de entrada a dicho sis- 
tema. Aunque más susceptible de discusión, tratamos de defender la idea de que 
se precisa un sistema intencional para procesar dicho estimulo, es decir, un sis- 
tema capaz de manejar simbolos. De hecho, 10 Único que indicamos, en un pri- 
mer momento, con respecto a la representación de salida, es que debia propor- 
cionar una descripción simbólica útil para el sistema. Por tanto, la siguiente tarea 
consistió en tratar de determinar la naturíleza de dicha representación y tratar de 
buscar constricciones a 10s procesos posibles. Esto nos llevó a explicitar 10s pro- 
blemas de cálculo con 10s que se enfreinta el sistema (linealidad, invarianza y 
segmentación) y a distinguir entre dos tipos generales de constricciones (auditi- 
vas y lingüisticas). La primera tarea culrninó con la propuesta de una represen- 
tación de carácter discreto constituida por propiedades invariantes. La segunda 
tarea abre un interrogante fundamental para la teorización en el ámbito de la per- 
cepción del habla: iqué tipos de constricciones son 10s que operan para obtener 
dicha representación? 
A pesar de la cantidad ingente de investigación que se ha realizado con el 
objeto de responder a esa pregunta (véase López-Bascuas, 1994a; 1994b, para 
una revisión) aún no se dispone de una respuesta precisa que satisfaga a la ma- 
yoria de 10s investigadores. No obstante, este trabajo ha señalado una nueva li- 
nea de pensamiento que podria resultar t:specialmente fructífera. En concreto, la 
idea de que procesos estrictamente auditivos pudieran aplicarse de modo selec- 
tivo al tratamiento de señales de habla. Rosner y Pickering (1994) incorporan 
explicitarnente esta idea en un modelo de percepción de vocales que pretende 
ser computacional. López-Bascuas et al. (1995) y Fahey y López-Bascuas 
(1994) han proporcionado cierta evidencia experimental que apoya esta idea. 
Parece, pues, que este nuevo enfoque podria ayudar en el intento de resolver vie- 
jos problemas. 
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