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GLOSARIO 
AGENTE: es todo aquello que puede considerarse que percibe su ambiente 
mediante sensores y que responde o actúa en tal ambiente por medio de 
efectores. 
AMBIENTE: comprende todo lo que puede influir en las percepciones del agente y 
aquello que puede ser alterado como producto de sus acciones. 
APRENDIZAJE INDUCTIVO: aprendizaje de una función a partir de ejemplos o 
pares (entrada, respuesta) correctos entregados al sistema. 
APRENDIZAJE SUPERVISADO: aprendizaje en situaciones en las que es posible 
percibir tanto las entradas como la salida de un componente. 
DESCUENTO: factor en una regla de actualización que hace que las 
recompensas recibidas en pasos de tiempo futuros tengan menos valor que las 
recibidas en un paso de tiempo actual. 
POLÍTICA DE AGENTE: función 7C de mapeo de estados a probabilidad acciones. 
PROGRAMACIÓN DINÁMICA: método para resolver problemas de decisión 
secuenciales diseñado a fines de los años 50 por Richard Bellman (1957) 
RECOMPENSA: valor escalar pasado al agente después de cada instante, que 
indica una evaluación del efecto inmediato de la acción tomada. 
REFUERZO: recompensa o conjunto de recompensas. 
Q-Learning: mecanismo de aprendizaje que usa una función acción-valor para 
asignar una utilidad al hecho de tomar una acción en un estado dado. 
DIFERENCIAS TEMPORALES: regla de actualización de valores que usa las 
diferencias entre las utilidades de estados sucesivos como pauta para la 
valoración. 
APRENDIZAJE POR REFUERZO: aprendizaje a partir de experiencia usando 
retroalimentación evaluativa. 
E-GREEDY: mecanismo que lleva al agente a elegir la acción con mayor valor 
estimado con probabilidad (1-E) ya elegir explorar otra acción con probabilidad E. 
EPISODIOS: subsecuencias bien definidas de interacción ambiente-agente, tales 
como las partidas en un dominio de juegos. 
ESTADO TERMINAL: último estado de un episodio. 
GREEDY: mecanismo que lleva al agente a elegir la acción con mayor valor 
estimado. 
RETROALIMENTACIÓN EVALUATIVA: situación en la que el agente recibe una 
evaluación posterior de sus acciones y no una indicación previa de la acción 
correcta a tomar. 
RETORNO ESPERADO: estimación de la cantidad de refuerzo esperada a recibir 
en un plazo determinado. 
TAREAS CONTINUAS: tareas en las que no existe identificación de episodios 
TAREAS EPISÓDICAS: tareas en la que el aprendizaje se da en episodios 
VALOR ESTIMADO: utilidad que el agente ha estimado para una acción, estado o 
política como producto de su interacción con el ambiente. 
DETERMINÍSTICO: en el contexto de estados, existe un mapeo uno-a-uno de 
pares (estado, acción) a estados sucesores. En otras palabras, con probabilidad 
de 1, la transición del estado x después de ejecutar la acción a, resultará siempre 
en el estado x'. 
ESTOCÁSTICO: en el contexto de estados, existe una función de distribución de 
probabilidad P(xlx,a) que define la probabilidad de que ejecutar la acción a en el 
estado x, lleve al estado x' 
PROCESOS DE DECISIÓN DE MARCOV: un PDM consiste de un conjunto de 
estados X; un conjunto de estados iniciales S subconjunto de X; un conjunto de 
acciones A; una función de refuerzo R donde R(x,a) es el refuerzo inmediato 
esperado por tomar una acción a en el estado x; y un modelo de acción P donde 
P(x'jx,a) da la probabilidad de que ejecutar la acción a en el estado x llevará al 
estado x'. Es requerido que la decisión de la acción a tomar sea dependiente solo 
de la observación del estado actual x. Si el conocimiento de las acciones o 
estados pasados afecta la actual decisión entonces el proceso de decisión no es 
de Markov. 
RESUMEN 
El objetivo de este trabajo es mostrar la efectividad alcanzada por dos agentes de 
aprendizaje por refuerzo cuando se entrenan al tiempo en un ambiente 
compartido, tomando como dominio la competencia de autos en una pista 
parcialmente observable. Se definió un comportamiento satisfactorio y un 
comportamiento óptimo para evaluar el desempeño de los agentes. Usando 
lenguaje C++, fue desarrollado para plataforma Linux, el software Pcc, el cual 
simula las competencias en una pista virtual de carreras y entrega de manera 
gráfica los resultados del aprendizaje. Se usó el algoritmo SARSA(lambda) con 
selección de acciones E-greedy en ambos agentes y se corrió la aplicación en 
ocho escenarios de prueba. Los resultados mostraron el alcance de un 
comportamiento óptimo en todos los escenarios para ambos agentes. El ambiente 
discreto, estocástico y parcialmente observable empleado y la co-evolución 
competitiva lograda y la herramienta de software libre producida, hacen de este 
trabajo una importante contribución al las investigaciones en aprendizaje de 
máquina. 
Abstract: The objective of this work is to show the effectiveness reached by two 
reinforcement learning agents trained at the same time in a shared environment, 
taking car competitions in a partially observable track as the domain. A satisfactory 
behavior and an optimal behavior were defined for the agents. Using language 
C++, was developed for Linux the software Pcc, which runs the races and gives 
graphically the results. The SARSA (lambda) algorithm with E-greedy action 
selection was implemented for both agents. The application was run in eight testing 
scenarios. Results showed an optimal behavior reached in ah l of them. The 
discrete, stochastic and partially observable environment used, the achieved 
competitive co-evolution and the free-code software tool produced, make of this 
work an important contribution to research in machine learning. 
Keywords: Reinforcement learning, multi-agent systems. 
INTRODUCCION 
Existen muchos problemas no completamente resueltos que las computadoras 
podrían manejar si existiera el software apropiado. Control de vuelo para aviones, 
sistemas de manufactura automatizados y sofisticados sistemas de aviónica, todos 
son problemas no lineales considerados difíciles. Muchos de ellos son 
actualmente irresolubles, no por la lentitud o la falta de memoria de las 
computadoras actuales, sino simplemente porque es demasiado difícil determinar 
lo que el programa debería hacer. Si una computadora pudiera aprender a 
resolver problemas por prueba y error, esto tendría un gran valor práctico'. 
El Aprendizaje Supervisado (AS) es un método general para entrenar un 
aproximador de funciones parametrizado, como una red neuronal, para 
representar funciones. De cualquier forma, el AS requiere pares entrada-salida de 
ejemplos para la función a aprender. En otras palabras, el AS requiere una serie 
de preguntas con las respuestas correctas. Desafortunadamente, hay muchas 
situaciones en las que no conocemos estas respuestas correctas que el AS 
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 HARMON M, "Reinforcement leaming: A turorial" 
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requiere. Por estas razones existe actualmente un gran interés en una disciplina 
diferente conocida como Aprendizaje por Refuerzo (AR), la cual combina técnicas 
de diferentes campos de estudio para permitir que las máquinas aprendan por 
prueba y error la solución muchos problemas difíciles. Para llevar a cabo esta 
tarea se hace necesario tanto el diseño de nuevos esquemas de AR como la 
constante prueba de los métodos existentes en diferentes dominios. 
En este trabajo se aplicó AR para tratar de resolver un problema de común interés 
en diversas disciplinas; automatizar la conducción de un automóvil. Aunque esta 
tarea ya había sido resuelta de varias formas (con AS, entre otras), se utilizó el 
mismo dominio para mostrar la efectividad alcanzada por el AR y se avanzó hacia 
un entorno multi-agente, esto es, se muestra además cómo es el desempeño 
obtenido en el entrenamiento simultáneo de agentes de AR interactuando en un 
único ambiente. 
El trabajo de Arthur Samuel (Jugador de Damas - 1959) probablemente fue la 
primera investigación sobre aprendizaje mecánico que tuvo éxito. Según algunos 
investigadores, el trabajo era informal y tenía muchas deficiencias pero 
incorporaba la mayoría de las ideas modernas sobre el aprendizaje por refuerzo, 
incluida la técnica de diferenciación temporal y la generalización de entradas. 
Hasta la década de los ochenta, el Aprendizaje por Refuerzo no obtuvo mucha 
atención. En 1988, un artículo de Sutton revitaliza la investigación en esta área, 
seguido del desarrollo de diversas aplicaciones y técnicas como el aprendizaje Q 
(cuya convergencia fue demostrada por Watkins en su tesis doctoral). 
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En el dominio de conducción de autos, ALVINN (Dean Pomerleau y Todd Jochem, 
1993) mostró un gran avance al utilizar redes neuronales para construir un 
sistema de percepción que aprende a controlar un vehículo mirando a una 
persona conduciendo, sin embargo una debilidad fue que el tutor humano era un 
elemento indispensable en el aprendizaje. Andrew McCallum, en su tesis doctoral 
desarrolló una aplicación basada en aprendizaje por refuerzo para hacer que un 
auto aprendiera a conducir en un ambiente ruidoso, utilizando una técnica que 
reducía el espacio de estados considerado por el agente al desechar estados 
irrelevantes. 
En lo que tiene que ver con sistemas multi-agente, el aprendizaje por refuerzo está 
tomando fuerza en entornos de competitividad. ltsuki Noda, Hitoshi Matsubara, 
Kazuo Hiraki y Lan Frank crearon en 1996 un servidor de fútbol como herramienta 
al estudio de sistemas multi-agente. Cada jugador aquí es controlado por un 
proceso diferente y con algoritmos de comportamiento diferentes. Esta flexibilidad 
ha permitido usar esta herramienta como campo de prueba para diferentes 
técnicas, entre las cuales figuran algoritmos de aprendizaje por refuerzo. 
En 1995, Mitchell Timin incursiona en sistemas multi-agente en el dominio de 
conducción de autos, desarrollando RARS, un simulador de carreras de autos de 
robots, el cual consiste en una aplicación de software con objetivos y 
características similares a los del servidor de fútbol de ltsuki Noda. En RARS, la 
tarea de un competidor humano es escribir rutinas que controlen un auto de los 
varios en la pista de competencia. Estas rutinas (no más de 16) deben compilarse 
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con la aplicación RARS. En cada instante de tiempo, el sistema pasa su situación 
actual a cada uno de los agentes que participan y estos responden con una 
indicación de los movimientos del auto (acelerar, doblar, frenar, ... ). De esta forma 
se permite el ingreso de agentes heterogéneos competitivos de diferentes tipos. 
Desde la creación de RARS, muchos programadores de todo el mundo se han 
dedicado a diseñar agentes de competencia para retar a los algoritmos más 
potentes. El Aprendizaje por refuerzo, combinado con redes neuronales y reglas 
heurísticas de comportamiento ha mostrado ser una alternativa interesante en este 
ambiente. 
Este proyecto se enfocó a estudiar las posibilidades del aprendizaje por refuerzo 
en un sistema multi-agente. El dominio escogido para este trabajo (competencia 
de autos) representa un escenario muy adecuado para la evaluación de agentes 
de aprendizaje por refuerzo en ambiente compartido, ya que incluye aspectos 
como competitividad, evolución de comportamiento y modelamiento de metas, 
acciones y conocimiento de otros. Además se presenta un entorno multi-agente, 
estocástico, parcialmente observable, discreto y en ausencia de un modelo inicial 
de ambiente. Estos aspectos dan mayor relevancia a las medidas de desempeño 
tomadas del sistema creado y por lo tanto hacen del proyecto un importante aporte 
a las investigaciones en el campo del aprendizaje de máquina. Por las anteriores 
características, este entorno constituye una herramienta muy efectiva para la 
presente y futura prueba de diferentes algoritmos de agentes de aprendizaje. 
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La información teórica necesaria para iniciar el trabajo fue recopilada a través de 
consultas bibliográficas y publicaciones disponibles en Internet. La comunicación 
establecida con investigadores en el área de aprendizaje de máquina, a través de 
foros de discusión en Internet y por correo directo, fue un factor esencial durante el 
diseño de la propuesta y durante el desarrollo del proyecto. 
Fue necesaria la creación de una aplicación, el software Pcc, la cual representa el 
sistema multi-agente propuesto y además se constituye en una herramienta de 
utilidad para futuros proyectos que abarquen el estudio de algoritmos de AR y/o 
sistemas multi-agente. Pcc es software libre para Linux y se encuentra disponible 
a través de Internet. Pcc realizó la simulación del sistema y produjo las gráficas de 
comportamiento que permitieron observar como ambos agentes alcanzaron un 
comportamiento satisfactorio2 usando AR. 
2 
 La sección 3.4 describe el comportamiento satisfactorio para los agentes. 
1. APRENDIZAJE POR REFUERZO 
Aprendizaje por refuerzo (AR) es el problema enfrentado por un agente que debe 
aprender un comportamiento por medio de interacciones prueba y error con un 
ambiente determinadol. Una estrategia alternativa para resolver el problema de 
encontrar reglas de comportamiento consiste en buscar en el espacio de 
conductas hasta encontrar una satisfactoria. Este último enfoque ha sido tomado 
por trabajos en programación genética y algoritmos genéticos. El AR por su parte 
aplica técnicas como valoración de estados, políticas y acciones para este fin. 
Aprendizaje por refuerzo puede entenderse como aprendizaje a partir de la 
interacción. Durante el aprendizaje, el sistema prueba algunas acciones (o bien 
valores de salida) sobre su ambiente, luego, este es reforzado al recibir una 
evaluación escalar (recompensa) de sus acciones. Los algoritmos de aprendizaje 
por refuerzo buscan maximizar la recompensa esperada a un plazo determinado. 
Los problemas de aprendizaje por refuerzo son tratados generalmente en pasos 
de tiempo discreto. En cada instante de tiempo, t, el sistema de aprendizaje recibe 
alguna representación del estado s del ambiente, toma una acción a, y un paso 
Cf. PACK, Leslie, LITTMAN, Michael y MOORE, Andrew., "Reinforcement Learning: A Survey", 
Journal of Artificial Intelligence Research 4 
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después recibe una recompensa escalar r, y encuentra por si mismo un nuevo 
estado s'. 
1.1 INTERFAZ AMBIENTE-AGENTE 
En el problema de aprendizaje por refuerzo el aprendiz y tomador de decisiones 
es llamado el agente. La entidad con la que interactúa, comprendiendo todo lo que 
está fuera del agente, es llamada el ambiente. Estos interactúan continuamente, el 
agente seleccionando acciones y el ambiente presentando nuevas situaciones al 
agente. La figura 1 muestra esta interacción, en el instante t el ambiente envía un 
estado st y el agente responde con at y en el instante t+1 el ambiente envía el 
estado al que se llegó y valor de refuerzo rt.,1 por la acción realizada. 
EL,t1do 
S 
PI 
Recompent:a 
rt 
t AGENTE 
Acción 
at 
AMBIENTE 
Figura 1. Interacción ambiente-agente. 
En cada instante, el agente implementa un mapeo de estados a acciones. Este 
mapeo es llamado política de agente y determina qué acción debería ser 
ejecutada en cada estado. 
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Los métodos de aprendizaje por refuerzo especifican cómo el agente cambia su 
política o mecanismo de decisión, como resultado de la experiencia. La meta del 
agente, es encontrar una política que maximize la cantidad de refuerzo obtenida 
en el tiempo. 
Una forma intuitiva de entender la relación entre el agente y su ambiente es el 
siguiente diálogo de ejemplo: 
Ambiente: Estás en el estado 65. Tienes 4 posibles acciones. 
Agente: Elijo la acción 2. 
Ambiente: Recibiste un refuerzo de 7 unidades. Estás ahora en el estado 15. 
Tienes 2 posibles acciones. 
Agente: Elijo la acción 1. 
Ambiente: Recibiste u refuerzo de -4 unidades. Estás ahora en el estado 65. 
Tienes 4 posibles acciones. 
Agente: Elijo la acción 2. 
Ambiente: Recibiste un refuerzo de 5 unidades. Estas ahora en el estado 44. 
Tienes cuatro posibles acciones. 
Figura 2. Diálogo entre un agente y su ambiente 
Algunos autores identifican dos tipos posibles de agente: 
El agente pasivo sólo se limitará a observar el entorno y recopilar 
información sobre los refuerzos. No toma decisiones sobre la siguiente 
21 
acción a realizar, sino que ésta será siempre la misma: seguir observando 
el entorno según éste evoluciona por sí mismo. 
El agente activo además de recoger información del entorno utilizará ésta 
para tomar decisiones sobre la siguiente acción a realizar. La regla más 
simple de selección de acciones es elegir la acción (o una de las acciones) 
con el más alto valor estimado. 
1.2 METAS Y RECOMPENSAS 
En el aprendizaje por refuerzo, el propósito o meta del agente es formalizada en 
términos de una señal especial, llamada refuerzo, que pasa el ambiente al agente. 
El refuerzo es solo un simple número cuyo valor puede variar con cada paso. 
Informalmente, la meta del agente es maximizar la acumulación de estos valores. 
Esto significa maximizar no solo la recompensa inmediata sino la suma de 
recompensas en el tiempo. La forma en que el diseñador del sistema ubica los 
refuerzos en el espacio de estados/acciones posibles determina ampliamente lo 
que aprende el agente y la eficiencia con que lo hace. 
El uso de una señal de recompensa para formalizar la idea de una meta es una de 
las características más distintivas del aprendizaje por refuerzo. Aún cuando esta 
manera de formular metas podría en principio parecer limitante, en la practica ha 
probado ser muy flexible y aplicable. La mejor manera de verlo es considerar 
ejemplos de cómo ha sido o como pudo ser usada. Por ejemplo, para hacer que 
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un robot aprendiera a caminar, científicos han provisto de refuerzos en cada 
instante proporcionales a la movilidad hacia adelante alcanzada por el robot. Para 
enseñar a un robot a escapar de un laberinto, la recompensa es usualmente cero 
hasta que escapa, en donde se vuelve +1. Otro enfoque común para escapar de 
laberintos es entregar una recompensa de -1 en cada instante antes de que 
escape, esto motiva al agente a escapar tan rápido como sea posible. 
1.3 RETORNOS 
Hasta ahora no se ha hablado con precisión sobre el objetivo del aprendizaje. Se 
ha dicho que la meta del agente es maximizar la recompensa que recibe a través 
del tiempo. Pero cómo podría ser esto definido formalmente? Si la secuencia de 
recompensas recibidas después de un instante t es denotada rt,,,, rt+2, rt+3 
entonces que aspecto preciso de esta secuencia se debe maximizar? En general 
se busca maximizar el retorno esperado, donde el retorno, Rt, es definido como 
una función específica de la secuencia de recompensas. En el caso más simple, el 
retorno es solo la suma de las recompensas. 
= rt+1+ -- r -'- r 
 + r  t+3 + • • • rT 
Donde T es un instante final. Este enfoque tiene sentido en aplicaciones en donde 
hay una noción natural de instante final, esto es, donde la interacción ambiente-
agente se divide naturalmente en subsecuencias, las cuales llamamos episodios, 
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como son las partidas en un juego, recorridos en un laberinto y otras clases de 
interacciones repetidas. 
Cada episodio termina en un estado especial llamado estado terminal, seguido de 
la transición a un estado inicial estándar o a una distribución estándar de estados 
iniciales. Tareas con episodios de esta clase se conocen como tareas episódicas. 
Por otro lado, en muchos casos la interacción ambiente-agente no se divide 
naturalmente en episodios identificables, sino que simplemente continúa y 
continúa sin límite. Por ejemplo, esta sería la manera natural de formular una tarea 
de control continuo de proceso. Llamamos a éstas tareas continuas. 
Otro concepto necesario es el de descuento. De acuerdo a este enfoque, el 
agente trata de elegir acciones de forma que la suma de las recompensas 
descontadas que recibe en el futuro sea maximizada. En particular, elige la acción 
at 
 para maximizar el retorno descontado esperado R. 
*1+ )9'1,2 +2 rt,3 
=É 
Donde y es un parámetro o y 1 
1.4 LA FUNCION DE VALOR 
La función de refuerzo indica siempre la recompensa inmediata que entrega el 
ambiente por determinada acción; pero no especifica qué tan buena fue realmente 
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esa acción de acuerdo a nuestro objetivo de maximizar el retorno esperado. Por 
ejemplo, si el propósito de un sistema es mantener el vuelo de un aeroplano, qué 
pasa cuando después de un tiempo el agente choca contra una montaña? Cuál de 
todas las acciones realizadas tuvo la culpa? Podríamos culpar a la última, a la 
primera o a cada una de las acciones que intervinieron en el infructuoso episodio. 
Una manera simple de encontrar la causa puede ser intuida a partir de dos 
principios de un campo de las matemáticas llamado programación dinámica. El 
primero dice que si una acción en un determinado estado produjo inmediatamente 
una mala terminación, el agente deberá tender a evitar esa acción en ese estado 
en el futuro. El segundo dice que si todas las acciones posibles en un estado 
determinado tienen este resultado no deseado, el estado deberá ser evitado en el 
futuro (no ejecutar acciones que lleven a ese estado). En AR, sin embargo, existe 
la posibilidad de elegir acciones que no son las mejores con el objetivo de 
explorar. La función de valor es una indicación de qué tan bueno es un estado o 
una acción determinada y puede ser entendida como una matriz que almacena 
valores escalares por cada estado o por cada pareja (estado,acción). Decidir entre 
valorar acciones (valores Q(s,a)) o estados (valores V(s)) es tarea del diseñador, 
el cual debe comprender el problema lo suficiente para elegir la alternativa más 
eficiente. 
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1.5 SELECCIÓN Y DILEMA EXPLORACION-EXPLOTACION 
En general se necesita siempre una función de decisión para que el agente activo 
cumpla su tarea. 
Lo primero que se nos ocurriría para implementar esta función sería que el agente 
escogiera la acción que nos diera una mayor utilidad esperada según las actuales 
estimaciones de valores. El problema de esto es que si el agente siempre elige el 
camino con mayor utilidad es muy probable que se quede enclaustrado en un 
único camino, el primero que encuentre que tiene mayor utilidad esperada que el 
resto. Al principio la tabla de valores puede estar rellena con el mismo valor para 
todos los estados. Por tanto la primera secuencia de entrenamiento que nos lleve 
a un refuerzo positivo será la que se elegirá siempre con posterioridad. 
En el otro extremo, si actuara para intentar aumentar el conocimiento 
continuamente, esto es, explorando siempre caminos alternativos, no es de 
utilidad ya que no se llega a poner el conocimiento en práctica. En el mundo real, 
constantemente tenemos que decidir entre continuar como estamos, en una 
existencia más o menos placentera, o bien lanzarse a lo desconocido con la 
esperanza de descubrir una vida mejor3. 
3 Cf. RUSSELL Stuart y NORVIG, Peter. "Inteligencia Artificial: Un Enfoque Moderno". Prentice 
Hall. Mexico, 1996 
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Así que se tienen dos enfoques: el "excéntrico" que actúa aleatoriamente con la 
esperanza de que llegue a explorar el entorno en su totalidad (exploración), y el 
"avaro" que sólo escoge las acciones que llevan a la máxima utilidad de acuerdo 
con las estimaciones actuales (explotación). Obviamente, tenemos que escoger un 
criterio que esté a medio camino entre ambos enfoques. 
La regla más simple de selección de acciones es elegir la acción (o una de las 
acciones) con el más alto valor estimado. Es decir, en el instante t seleccionar las 
acciones a,* , para las cuales O f
_
1 (a,* )=maxa_1 (a). Este método se conoce como 
a 
método greedy y siempre explota el conocimiento actual para maximizar la 
recompensa; no gasta tiempo averiguando qué tan buenas serán realmente otras 
acciones aparentemente inferiores. 
Una alternativa simple a esta regla es comportarse de forma avara (greedy) la 
mayor parte del tiempo y eventualmente, digamos con una pequeña probabilidad 
E, elegir una acción aleatoriamente, independientemente de los valores 
estimados. Estas reglas de selección de acciones cercanas al greedy son 
conocidas como métodos E-greedy. Una ventaja de los métodos E-greedy está en 
que en el límite cuando el número de instantes aumenta, cada acción será 
probada un número infinito de veces, garantizando que k,—>oo para todo a, y de 
esta manera asegurando que todos los Qt (a) convergen a el óptimo Q*(a). Esto 
por supuesto implica que la probabilidad de seleccionar la acción óptima converge 
a 1-E. 
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1.6 ACTUALIZACION DE VALORES 
La función de mapeo de estados a acciones, utiliza primariamente, para tomar 
decisiones, la estimación de valores que el agente ha realizado a partir de su 
experiencia con el ambiente. Dichas estimaciones se realizan sobre las acciones, 
sobre las políticas en cada estado o sobre los estados. Así el agente buscará que 
los valores estimados converjan a los valores reales u óptimos. Existen diferentes 
algoritmos para llevar a cabo la actualización de valores, tales como los métodos 
de Recompensa Promedio (especiales para tareas continuas), Métodos de 
Montecarlo, Diferencia Temporal y Programación Dinámica Adaptable, entre otros. 
A continuación se describen algunos de ellos. 
1.6.1 Actualización Usando Programación Dinámica Adaptable. Consiste en 
aplicar un algoritmo de programación dinámica adaptado para resolver ecuaciones 
de utilidad. En el siguiente algoritmo se valoran estados y suponemos que el 
agente no cuenta con un modelo del ambiente y debe por lo tanto construirlo a 
partir de su experiencia. El modelo, M,`; , representará la probabilidad de alcanzar 
el estado j si se emprende la acción a en el estado i. 
Tenemos que los valores V de los estados se calculan (actualizan) resolviendo el 
siguiente conjunto de ecuaciones para cada estado i visitado: 
V(i) =R(i)+Á niaxIM:.V(j) 
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donde R(i) es la recompensa asociada con el estado i y Á es el factor de 
descuento. 
En la siguiente figura, el agente aprende el modelo de entorno M observando el 
resultado de sus acciones, y utiliza este modelo para calcular la utilidad U 
mediante un algoritmo de programación dinámica. La función Iteración-de-Valores 
no es más que un algoritmo iterativo que calcula las valores V mediante la fórmula 
anterior. La función Elemento-Decisión, en la penúltima línea, decide la acción a 
ejecutar (usualmente la de mayor valor estimado). 
Función Agente-Activo-PDA(e) retorna una acción 
estáticos: V: tabla de estimaciones de valores 
M: tabla de probabilidades de transición para cada acción 
R: tabla de refuerzos de los estados 
Percepciones: secuencia de percepciones (inicialmente vacía) 
Última-acción: la acción acabada de ejecutar 
Añadir e a las percepciones 
R[e] Refuerzo(e) 
M Actualizar-Modelo(M, percepciones, última-acción) 
V <— Iteración-de-Valores(V, M, R) 
si Terminal?(e) entonces 
Percepciones <- la secuencia vacía 
Última-acción 4-- Elemento-Decisión(e) 
retorna última-acción 
Figura 3. Diseño de un agente activo para PDA 
1.6.2 Actualización Usando Aprendizaje por Diferencias Temporales 
Definimos (s, a, r, s') como una tupla de experiencia que resume una transición 
sencilla en el ambiente. Aquí, s es el estado del agente antes de la transición, a es 
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la acción que eligió, r la recompensa inmediata y s' el estado resultante. El valor 
de la política es aprendido usando el algoritmo TD(0) de Sutton (1988)2, el cual 
usa la regla de actualización. 
V(S)= V(S) + CC (r + V(s) - V(s)) 
Siempre que un estado s sea visitado, su valor estimado es actualizado para que 
sea cercano a r + y V(s), ya que r es la recompensa inmediata recibida y V(s') es 
el valor estimado del estado siguiente realmente visitado. La idea clave es que r + 
V(s ) es una muestra del valor de V(s), y es muy probable que sea correcta 
porque incorpora el real r. El valor oc es la velocidad de aprendizaje. 
Supongamos que observamos una transición del estado i al estado j, en donde 
actualmente U(i)=-0.5 y U(j)=+0.5. Esto sugiere que deberíamos aumentar U(i) 
para ajustarlo mejor con su sucesor. Para ello, se puede utilizar la anterior regla de 
actualización. 
Debido a que esta regla de actualización usa las diferencias entre las utilidades de 
estados sucesivos, se le llama ecuación de Diferencias Temporales (DT). 
El siguiente algoritmo muestra la actualización con DT. 
2 
 Cf. SUTTON, Richard y BARTO, Andrew. 
"Reinforcement Leaming: An Introduction", MIT-Press, ambridge MA, 1998. 
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Inicializar V(s)arbitrariamente 
Repetir (para cada episodio): 
Inicializar s 
Repetir(Para cada paso del episodio): 
A= acción elegida por la política actual para el estado s 
Tomar la acción a; observar la recompensa r, y el siguiente estado s' 
V(s)= V(s) + oc (r + y V(s') - V(s)) 
S s' 
Hasta que s sea un terminal 
Figura 4. Actualización con DT 
1.6.3 Actualización Usando Aprendizaje de Función Acción-Valor. Una 
función acción-valor es aquella que asigna una utilidad al hecho de tomar una 
acción en un estado dado. A estos valores de utilidad se les llama también 
valores-Q. Usaremos la notación Q(a,i) para expresar el valor de tomar la acción 
a en el estado 1. La relación entre estos valores y las funciones de utilidad vistas 
anteriormente puede expresarse por la siguiente ecuación: 
V(i) = max O (a ,i) 
a 
Podríamos usar esta ecuación para actualizar directamente los valores mediante 
una función iterativa tal y como hacíamos en el caso del agente activo por PDA. 
Sin embargo, esto requeriría también el aprendizaje del modelo M ya que éste se 
necesita en la ecuación. Por otro lado, el algoritmo de diferencias temporales no 
necesita de este modelo. 
1.6.3.1 Q-learning. Se conoce como Q-leaming al método de DT que usa la 
siguiente regla de actualización de valores de Q: 
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0(s,a)<- 0(s,a)+a(R(i)+ 2 mcrx 0(s' ,a')- 0(s, a)) 
la cual se calcularía después de cada transición del estado s al s', como lo 
muestra el siguiente algoritmo. 
Inicializar Q(s,a)arbitrariamente 
Repetir (para cada episodio): 
Inicializar s 
Repetir(Para cada paso del episodio): 
A= acción elegida por la política actual dada por Q (ej. e-greedy) 
Tomar la acción a; observar r, y s' 
Q(s,a) = Q(s,a) + c (r + max Q(s', a') - Q(s,a)) 
S s' 
Hasta que s sea un terminal 
Figura 5. Actualización con Q-Learning 
1.6.3.2 Sarsa. Se conoce como Sarsa al método de DT que usa la siguiente regla 
de actualización de acciones: 
0(s,a)<- 0(s,a)+a(R(i)+ 2 0(s' ,a')- 0(s, a)) 
Aquí a' es la acción que el agente realmente tomó y no necesariamente la de 
mayor valor. El siguiente algoritmo muestra la actualización con Sarsa. 
Inicializar Q(s,a)arbitrariamente 
Repetir (para cada episodio): 
Inicializar s 
Repetir(Para cada paso del episodio): 
A= acción elegida por la política actual dada por Q (ej. E-greedy) 
Tomar la acción a; observar r, y s' 
Elegir una acción a' para s' siguiendo la política actual dada por 
Q(s,a) = Q(s,a) + oc (r + )i. Q(sl, a') - Q(s,a)) 
S <— s' 
Hasta que s sea un terminal 
Figura 6. Actualización con Sarsa 
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1.7 TRAZOS DE ELEGIBILIDAD 
Los trazos de elegibilidad son uno de los mecanismos básicos de aprendizaje por 
refuerzo Por ejemplo, el popular algoritmo TD(Á) se refiere al uso de un trazo de 
elegibilidad en TD . Casi todos los métodos de diferencia temporal (Q-learning y 
Sarsa, por ejemplo) , pueden ser combinados con trazos de elegibilidad para 
obtener un método más general que puede aprender más eficientemente. 
Usualmente los trazos de elegibilidad se entienden como un registro temporal de 
la ocurrencia de un evento, tales como la visita a un estado o la toma de una 
acción. El trazo marca los parámetros de memoria asociados con el evento como 
elegibles para futuros cambios en el aprendizaje. Cuando ocurre un error en TD, 
solo a los estados o acciones elegibles se les asigna crédito o culpa. La figura 6 
muestra la actualización con Sarsa (X). 
Inicializar Q(s,a)arbitrariamente 
Repetir (para cada episodio): 
Inicializar s, a 
Repetir(Para cada paso del episodio): 
Tomar la acción a; observar r, y s' 
Elegir una acción a' para s' siguiendo la política actual dada por Q 
r + y Q(s', a') - Q(s, a) 
e(s,a) = e(s,a) + J. 
para todo s,a 
4(s, a) Q(s,a) + ade(s,a) 
e(s,a) 4— 7X e(s,a) 
s s'; 
hasta que s sea un terminal 
Figura 7. Actualización con Sarsa(X) 
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1.8 GENERALIZACION 
Hasta este momento se ha asumido que la estimación de la función de valor está 
representada como una tabla con una entrada para cada estado o para cada par 
estado-acción. Este es un caso particularmente claro e instructivo, pero por su 
puesto es limitado a tareas con un número pequeño de estados y acciones. El 
problema no es simplemente la memoria que se necesita para tablas grandes, 
sino el tiempo y los datos que se necesitan para llenarlas con exactitud. En otras 
palabras, el asunto clave es la generalización. Cómo podría la experiencia de un 
limitado subconjunto del espacio de estados ser generalizado para producir 
buenas aproximaciones sobre un subconjunto más grande? 
La aproximación de funciones es una instancia del aprendizaje supervisado, redes 
neuronales artificiales, reconocimiento de patrones y ajuste de curvas estadísticas. 
Muchos de los métodos estudiados en estas disciplinas pueden ser usados por el 
aprendizaje por refuerzo. Se podría usar, por ejemplo, una red neuronal para 
aproximar la función de valor. Cada una de las unidades de entrada tomaría una 
característica especial del estado actual y la salida de la red sería el valor 
buscado. La modificación de estos valores de salida vendría ligada al 
entrenamiento que el agente de aprendizaje por refuerzo realiza sobre la red. 
2. SISTEMAS MULTI-AGENTE 
Los sistemas multi-agente, a diferencia de los sistemas mono-agente, comprenden 
la existencia de diferentes agentes que modelan las metas y acciones de cada uno 
de los otros. En el escenario multi-agente completo, puede haber interacción 
directa entre los agentes (comunicación). 
Desde una perspectiva de agente individual, los sistemas multi-agente difieren de 
los mono-agente mas significativamente en que la dinámica del ambiente puede 
ser alterada por otros agentes. En adición a la incertidumbre que puede ser 
inherente al dominio, otros agentes intencionalmente afectan el ambiente de 
formas impredecibles. De esta forma, se puede considerar que todos los sistemas 
multi-agente tienen ambientes dinámicos. Estos sistemas se clasifican usualmente 
en torno a dos dimensiones: comunicación entre agentes y grado de 
heterogeneidad ente ellos. 
2.1 SISTEMAS MULTI-AGENTE HOMOGÉNEOS SIN COMUNICACIÓN 
El escenario multi-agente más simple abarca agentes homogéneos que no se 
comunican. En este escenario, todos los agentes tienen la misma estructura 
interna incluyendo metas, conocimiento del dominio y acciones posibles. Además 
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usan el mismo procedimiento para elegir sus acciones. La única diferencia entre 
ellos está en sus entradas sensoriales y las acciones reales que toman: están 
situados en el mundo de forma diferente. 
2.2 SISTEMAS MULTI-AGENTE HETEROGÉNEOS SIN COMUNICACIÓN. 
Los agentes pueden ser heterogéneos de muchas formas, desde tener diferentes 
metas hasta tener diferentes modelos del dominio y diferentes acciones. Una 
subdimensión importante de sistemas multi-agente heterogéneos es si son 
benévolos o competitivos. Aún teniendo diferentes metas, cada uno podría ser 
amigable on las metas del otro o podría tratar activamente de inhibir al otro. Como 
en el caso de los homogéneos, los agentes están situados diferentemente en el 
ambiente, lo que los hace tener diferentes entradas sensoriales y necesidades de 
tomar diferentes acciones. De cualquier forma en este escenario, los agentes 
tienen diferencias mucho más significativas. Ellos pueden tener diferentes metas, 
acciones y/o conocimiento del dominio. Esta condición de heterogeneidad entre 
los agentes entrega bastante poder al diseñador del sistema. Los siguientes son 
aspectos deben ser cuidadosamente manejados en este tipo de sistemas. 
2.2.1 Benevolencia vs. Competitividad. Una de las cuestiones más importantes 
a considerar cuando se diseña un sistema multi-agente es si los diferentes 
agentes serán competitivos o benévolos. Aun si tienen diferentes metas, los 
agentes pueden ser benévolos si tienen la voluntad de ayudar a cada uno de los 
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otros a alcanzar sus respectivas metas. Por otro lado, los agentes pueden ser 
egoístas y considerar solo sus propias metas cuando actúan. En el extremo, los 
agentes pueden ser envueltos en una situación de suma cero, de forma que deben 
oponerse activamente a las metas de los otros agentes para poder cumplir las 
suyas. 
2.2.2 Agentes Estables vs. Agentes que Evolucionan. Otra característica 
importante a considerar cuando se diseña un sistema multi-agente es si los 
agentes son estables o evolucionarios. Por supuesto, los agentes evolucionarios 
pueden ser útiles en ambientes dinámicos. Pero particularmente, cuando se usan 
agentes competitivos, permitirles que evolucionen puede traer complicaciones. 
Tales sistemas deben usar técnicas de co-evolución competitiva. 
Un problema a manejar cuando se está en co-evolución competitiva y no 
cooperativa es la carrera de brazos, que consiste en la posibilidad de que los 
agentes permanezcan adaptándose continuamente el uno al otro en formas más y 
más especializadas, sin estabilizarse nunca en un comportamiento bueno. Por 
supuesto, en un ambiente dinámico puede no ser factible ni deseado llegar a 
evolucionar un comportamiento estable. 
Otro asunto en co-evolución competitiva es el problema de asignación de crédito o 
culpa. Cuando el desempeño de un agente mejora, no es necesariamente claro si 
la mejora se debió al comportamiento del agente o a un cambio negativo en el otro 
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en la conducta del oponente. Similarmente, si el desempeño del agente empeora, 
la culpa o crédito podría ser de ese agente o del oponente. 
2.2.3 Modelado de las Metas, Acciones y Conocimiento del Otro. En el caso 
de agentes homogéneos, es útil para los agentes modelar los estados internos de 
otros agentes para predecir sus acciones. Con agentes heterogéneos, el problema 
de modelar otros es mucho más complejo. Ahora las metas, las acciones y 
conocimiento del dominio de otros agentes pueden también ser desconocidas y de 
esta forma necesita modelarse. 
2.3 SISTEMAS MULTI-AGENTE HETEROGÉNEOS EN COMUNICACIÓN. 
En el escenario multi-agente se deja a los agentes que sean heterogéneos en 
cualquier grado, desde la homogeneidad hasta la completa heterogeneidad. La 
adición clave es la habilidad de los agentes de transmitir información directamente 
a cada uno de los otros. Desde un punto de vista práctico, la comunicación puede 
ser broadcast o colocada en un tablero para que todos la interpreten, o puede ser 
punto a punto desde un agente hasta otro agente específico. 
El poder total de los sistemas multi-agente se puede alcanzar añadiendo a los 
agentes la habilidad para comunicarse uno con el otro. De hecho, la adición de 
comunicación posibilita que un sistema multi-agente se convierta en uno 
esencialmente equivalente a un sistema mono-agente. Por medio del envío de sus 
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entradas sensoriales y el recibimiento de comandos de un agente, todos los otros 
agentes pueden entregar el control a un simple agente. En este caso, el control ya 
no es distribuido. De esta forma los agentes comunicantes heterogéneos pueden 
alcanzar el grado máximo de complejidad en sistemas de agentes. 
3. DESCRIPCION DEL SISTEMA PROPUESTO 
Para explicar el comportamiento del sistema propuesto, a continuación se 
describen las características del ambiente en el que los agentes de AR 
interactuarían, los datos de entrada o percepciones que reciben los agentes del 
ambiente y el mecanismo de aprendizaje que utilizan. 
3.1 AMBIENTE 
Consiste de una pista recta, plana, de 6 carriles y en buenas condiciones y un 
número predeterminado de autos (obstáculos) transitando en ella. Cada agente, 
mientras se entrena, conduce un vehículo adicional en esta pista. No es posible el 
solapamiento, es decir, el espacio altura-carril ocupado por un auto no puede ser 
ocupado parcial o totalmente por otro. Los obstáculos viajan a una velocidad 
constante y tratando de mantener una separación predeterminada entre uno y 
otro. Todos los autos (incluso los conducidos por agentes) ocupan dos carriles en 
achura, lo cual permite solo 5 posiciones en el eje X (carril). Se utilizará la palabra 
altura para medir cuánto ha avanzado el agente desde el inicio de la pista y se 
asume la longitud de cada vehículo igual a una unidad de altura; esto es, dos 
autos podrán entrar en contacto solo cuando su altura sea la misma. La altura 
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Carril agente r 1 
Vista del agente 
Altura (avance) 
del agente 
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siguiente al final de la pista es el inicio de la misma (una pista cerrada). Cada 
agente recorre la pista muchas veces para poder aprender. 
3.2 ACCIONES Y PERCEPCIONES 
Las acciones consisten en instrucciones para que el auto cambie de carril (cruzar 
a la derecha o a la izquierda), permanezca en el carril, acelere o desacelere. Cinco 
acciones en total. 
Las percepciones se limitan a una visión frontal que solo cubre las dos líneas de 
adelante, la línea ocupada por el agente y la línea inmediatamente detrás de su 
altura. En la figura 6 se muestra un ejemplo de lo que puede encontrarse en el 
campo de visión del agente. La retícula de 4 x 6 que lo rodea representa su 
campo de visión, el cual se usará para determinar su estado actual. 
Figura 8. Visión del agente en el sistema propuesto 
41 
3.3 APRENDIZAJE 
El estado para el agente se forma de su posición, su velocidad y la posición y 
velocidad de los autos que está viendo. Esta configuración se convierte en un 
valor que se le envía al agente en cada paso. Se puede o no castigar al agente 
con un refuerzo negativo en cada paso, buscando que éste trate de acabar su 
recorrido rápidamente. Se castiga más fuertemente cuando choca, buscando 
también que conduzca en forma ordenada. 
Con estas señales enviadas por el ambiente, los agentes aplican la técnica de 
aprendizaje por refuerzo SARSA(Á) para buscar la convergencia hacia un 
comportamiento satisfactorio. Los agentes recorren la pista un número 
determinado de veces como entrenamiento. Después de este recorrido se 
observan resultados estadísticos del proceso en cada agente para evaluar la 
efectividad alcanzada. 
El agente inicia sin un modelo del ambiente. La toma de decisiones utiliza un 
método e-greedy para permitir la exploración mientras se explota la política 
encontrada. 
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3.4 COMPORTAMIENTO SATISFACTORIO Y COMPORTAMIENTO OPTIMO 
Estos comportamientos son los indicadores de desempeño más relevantes de los 
agentes. Un agente llega a un comportamiento satisfactorio cuando es capaz de 
dar una vuelta sin sufrir choque alguno y en un tiempo menor que el que toman los 
obstáculos en hacerlo. Si el agente logra dar una vuelta sin choques y en el tiempo 
mínimo posible, se asume que alcanzó un comportamiento óptimo. No se espera, 
sin embargo, que una vez alcanzados estos comportamientos sean permanentes. 
4. SOFTWARE PCC (PISTA PARA CO-EVOLUCION COMPETITIVA) 
Pcc es una aplicación de software creada durante el desarrollo del proyecto, con el 
objetivo de simular el sistema multi-agente propuesto. La descripción del ambiente 
de Pcc corresponde totalmente a el sistema descrito en este proyecto. 
Actualmente Pcc se encuentra disponible en Internet'. 
4.1 DESCRIPCION GENERAL 
Pcc es un software que simula una competencia de autos en una pista plana, 
creado para estudiar algoritmos de aprendizaje por refuerzo dentro de un 
ambiente estocástico, discreto y parcialmente observable. Es un sistema multi-
agente. Se tienen dos agentes, cada uno tratando de controlar un auto diferente. 
Hay algunos otros autos en la pista que cumplen el papel de obstáculos, no toman 
decisiones y solo se mantienen andando en una dirección y una velocidad 
constantes, moviéndose aleatoriamente de carril en carril. 
El objetivo de la simulación es hacer posible que los agentes encuentren por si 
mismos el conocimiento necesario para conducir adecuadamente, basándose en 
sus choques y perdidas de tiempo durante la carrera. Deben aprender a evitar 
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obstáculos, aprender a evitarse el uno al otro y aprender a completar una vuelta 
en un tiempo razonable. 
Algunos resultados estadísticos pueden ser observados en gráficas en 2D 
generadas por la aplicación usando Gnuplot2
. La aplicación corre en X11 y fue 
escrita en lenguaje C++, usando Kdevelop y las librerías de Qt. 
A diferencia de algunos otros simuladores de carreras, Pcc, para ahorrar tiempo, 
permite ocultar los autos y verlos nuevamente después de cientos de 
interacciones, tomando solo unos cuantos segundos. Además es posible guardar y 
recuperar políticas de disco. 
La primera versión funciona con el algoritmo SARSA, usando una tabla para 
almacenar valores de acción. En el archivo params.cpp es posible cambiar 
algunos parámetros de la simulación y en el archivo agente.cpp es posible hacer 
cambios al algoritmo de aprendizaje. 
Actualmente se trabaja en el diseño de una segunda versión de Pcc, la cual podría 
ser usada para estudiar co-evolución competitiva con varios esquemas de RL. 
Entre las modificaciones posibles se encuentran: 
2 
Gnuplot es un software de libre uso para gráficas en 2D y 3D a través de comandos, que corre 
bajo Linux. Pcc ordena datos y los envía a Gnuplot para obtener sus gráficas 
1 
www.geocities.comieduardo_dazafpcc.html 
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La inclusión de más agentes de AR, cada uno con algoritmos de 
aprendizaje diferentes 
Permitir el solapamiento, aumentar el área de visión, aumentar el número 
de velocidades y carriles y hacer el ambiente menos discreto. 
Usar el esquema estándar para programar aplicaciones de AR, propuesto 
por Richard Sutton y Juan Carlos Santa María, disponible en The 
Reinforcement Leaming Repositoly at Michigan State University3  
Distribuir la interfaz gráfica separada del código_ de la simulación, de forma 
que la simulación pueda ser fácilmente usada (incluida o llamada) por 
alguna otra aplicación ( un algoritmo genético, por ejemplo). 
4.2 FUNCIONAMIENTO DE PCC 
Una vez iniciado, Pcc muestra la pista despejada y lista para iniciar la carrera. El 
comando Begin race en el menú Race inicia la carrera. Se puede observar la 
carrera desde el principio y esperar a que los agentes aprendan algo interesante, 
pero esto puede tomar mucho tiempo. También se puede usar el comando 
Show/hide cars en el menú Race para ocultar los autos y hacer las cosas mucho 
3 http://web.cps.msu.eduirldclomains.html 
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más rápidas. Con esta opción los autos pueden ser ocultados y mostrados en 
cualquier momento durante la carrera. 
Figura 9. Ventana principal de Pcc 
Siempre hay algunos valores que se muestran en la parte central de la ventana, 
indicando lo que está pasando en la carrera. Los que están rotulados Optimal laps 
se refieren al número de vueltas en las que no hubo choques y el número de 
instantes de tiempo usados fue el mínimo para un agente específico. 
En el menú Reports, todas la opciones (laps, time per lap, bumps per lap y optima( 
laps) llaman a Gnuplot para mostrar el resultado actual de la carrera para cada 
O,tila1l¿ps 
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agente. En caso de que estos comandos no funcionen es posible que Gnuplot no 
esté correctamente instalado en al sistema. 
Figura 10. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot 
En la primera opción de este menú (laps), el tiempo está dado en vueltas de 
obstáculo, en lugar de instantes de tiempo con el objetivo de trabajar con números 
menores. Sin embargo, dado que la velocidad constante de los obstáculos es de 
una (1) línea por instante de tiempo, es posible multiplicar vueltas de obstáculo por 
LARGOPISTA para obtener el número real de instantes de tiempo transcurridos. 
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Es posible guardar o cargar políticas de disco para cualquiera de los dos agentes 
en cualquier momento, usando los botones que se encuentran en la parte central 
de la ventana. En el anexo J se ilustran algunos otros detalles de Pcc. 
5. CO-EVOLUCION COMPETITIVA USANDO PCC 
El software Pcc fue creado especialmente para llevar a cabo la presente 
investigación. Esta herramienta sirvió para ejecutar la simulación del ambiente de 
co-evolución competitiva ideado. Para la obtención de los resultados, algunas 
condiciones permanecieron inalteradas en la simulación y algunas otras variaron 
para dar origen a diversos escenarios de prueba. 
Tal como se indica en la documentación de Pcc, algunos de los valores que 
determinan el comportamiento del ambiente pueden ser alterados desde el código 
fuente, modificando el archivo "params.cpp". Aun el algoritmo de aprendizaje 
puede ser alterado o sustituido completamente, modificando el archivo fuente 
"agente.cpp". 
5.1 CONDICIONES PREESTABLECIDAS EN LA SIMULACION 
5.1.1 Algoritmo de Aprendizaje. En Pcc, cada agente debe deducir el estado a 
partir de su posición, su velocidad y la posición y velocidad de los autos que están 
en su campo de visión. Estos valores son suministrados por el ambiente en cada 
instante de tiempo y pueden formar 19215 combinaciones. 
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Debido al relativamente pequeño número de combinaciones, en este trabajo, la 
función de valor se implementó sobre las acciones, usando para cada agente una 
tabla de valores reales de 19215 filas y 5 columnas para almacenar los valores C) 
de cada acción en cada estado. 
Para llegar a comportamiento satisfactorio, los agentes usaron el algoritmo de 
aprendizaje por refuerzo SARSA(Á). SARSA permite prescindir de un modelo del 
ambiente, es sencillo de implementar y converge a la política óptima rápidamente 
en ambientes estocásticos. En el algoritmo se implantaron rastros de reemplazo 
para hacer eficiente la convergencia. 
El mecanismo de selección de acciones escogido fue E-greedy, debido a las 
recompensas ruidosas que pueden presentarse en este ambiente estorAstico. Por 
ejemplo, doblar hacia la izquierda par evitar un obstáculo puede causar un choque 
si el obstáculo en ese preciso momento decidió doblar igualmente hacia la 
izquierda; de manera que el agente debe explorar nuevamente esta acción en ese 
estado para notar que aquello fue solo una coincidencia. Los siguientes valores se 
fijaron para el algoritmo SARSA en "agente.cpp" 
Tabla 1. Constantes para el algoritmo SARSA usado 
NOMBRE DE LA CONSTANTE 
Alpha 
SIGNIFICADO 
Tasa de aprendizaje 
VALOR USADO 
0.1 
Epsilon 
 Porcentaje de exploración 0.01 Gamma 
 Factor de descuento 0.9 Lambda 
 Lambda para SARSA(lambda) 0. 9 GtotheL Gamma para lambda 0.9095 
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5.1.2 Valores de Recompensa. La recompensa entregada en cada paso a los 
agentes se construye de la sumatoria de premios y castigos asignados según las 
situaciones que simultáneamente se les presentan en ese instante de tiempo. Los 
siguientes son los valores escogidos para la simulación. 
Tabla 2. Valores de recompensa usados 
NOMBRE DE LA CONSTANTE 
REF DEFECTO 
_ 
 rápidamente los episodios 
SIGNIFICADO 
Se entrega en cada instante de tiempo, 
buscando que el agente trate de acabar 
VALOR USADO 
-1.0 
REF CHOQUE OBS T 
_ 
_ 
Cuando choca con un obstáculo O 
REF CHOQUE AG 
_ 
_ 
Cuando choca con el otro agente O 
REF PASAR AG 
_ 
_ 
Cuando adelanta al otro agente 5.0 
REF PASADO POR AG 
- 
- - 
Cuando es adelantado por el otro 
agente -15.0 
REF PASAR OBS T 
_ 
_ 
Cuando adelanta a un obstáculo O 
REF PASADO POR OBST 
_ 
PAS _ P
 detrás. 
Cuando su campo de visión es 
alcanzado por un obstáculo que viene O 
REF AVANCE 
_ 
 premiar el avance. 
Se entrega por cada línea avanzada en 
un instante de tiempo, buscando 0.7 
REF CRUCE 
_ 
Se entrega cuando la acción tomada 
fue cruzar, buscando evitar una 
trayectoria en zig-zag. 
-0.4 
Por ejemplo, si un agente estuvo inmóvil en un instante, su recompensa fue (-1.0). 
Si además en ese momento fue adelantado por el otro agente, su recompensa fue 
entonces (-1.0 - 15.0) =(-16.0). 
5.1.3 Valores del Ambiente. Se fijaron los siguientes valores para el ambiente en 
"params.cpp" 
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Tabla 3. Constantes para el ambiente 
NOMBRE DE LA CONSTANTE 
MAX VI S ION AGENTE 
— — 
SIGNIFICADO 
Líneas adelante del agente incluidas en 
el campo de visión. Al alterar esta 
constante, varía automáticamente el 
número de estados posibles. 
VALOR USADO 
2 
PR OB CAMBIO CARRIL 
— — 
Probabilidad que cada obstáculo tiene 
de cruzar en cada instante. La 
estocasticidad del ambiente es 
directamente proporcional a este valor 
0.05 
N CARRILES 
_ 
Número de carriles de la vía. Al alterar 
esta constante, varía automáticamente 
el número de estados posibles. 
6 
MAX VUELTAS 
_ 
Número de vueltas de obstáculo 
necesarias para acabar la simulación. 
El indicador de número de vueltas 
aumenta en uno cada vez que el último 
de los obstáculos da una vuelta. 
65535 
5.2 ESCENARIOS DE PRUEBA Y REPORTES GENERADOS 
5.2.1 Origen de los Escenarios. Para estudiar la efectividad del sistema creado, 
se ejecutaron numerosas corridas en diferentes escenarios. Las gráficas obtenidas 
se tomaron como bases empíricas para determinar si fue alcanzado un 
comportamiento satisfactorio. Además se estudió la convergencia hacia 
comportamientos óptimos. Se asume que un comportamiento satisfactorio es la 
capacidad de dar una vuelta a la pista en menor tiempo que el que toman los 
obstáculos en hacerlo y sin chocar durante la misma. Un comportamiento óptimo 
se asume como la capacidad de dar una vuelta en el menor tiempo posible y sin 
chocar durante la misma. 
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Los escenarios se tomarán de las posibles configuraciones del sistema dadas por 
los valores de las siguientes variables en "params.cpp": 
Tabla 4. Valores que definen los escenarios 
NOMBRE DE LA CONSTANTE SIGNIFICADO VALORES USADOS 
LARGOP I S TA Tamaño de la pista en líneas 256 
N OBS TACULOS Número de obstáculos presentes en la 
vía 32 y 40 
MAX TIEMPO 
Máximo tiempo provisto para terminar 
un episodio. Si se alcanza este límite 
se forzará la terminación del episodio 
80 
MAX RECORRIDO 
Máximo recorrido provisto para 
terminar un episodio. Si se alcanza 
este límite se forzará la terminación del 
episodio 
40, 80, 120, y 160 
Es importante notar que los episodios son terminados independientemente para 
cada agente y solo en dos circunstancias: cuando el agente recorre una distancia 
considerable de la pista (MAX_RECORRIDO) en ese episodio y cuando sin haber 
recorrido esta distancia se supera el límite de tiempo establecido por 
MAX_TIEMPO. 
Como puede verse en la anterior tabla, las constantes MAX_TIEMPO y 
LARGOPISTA usaron un solo valor, mientras que N_OBSTACULOS y 
MAX RECORRIDO usaron dos y cuatro, respectivamente. Esto da lugar a 8 
configuraciones o escenarios de prueba: 
54 
Tabla 5. Lista de escenarios 
ESCENARIO 
1  
N_OBSTACULOS 
32 
MAX_RECORRIDO 
40 
2  32 80 
3  32 120 
4  32 160 
5 40 40 
6  40 80 
7  40 120 
a 40 160 
5.2.2 Magnitudes Observadas. Para medir la efectividad del aprendizaje, en 
cada escenario se realizaron varias corridas. Para cada agente se observaron los 
comportamientos de las siguientes magnitudes: 
Número de choques por cada vuelta del agente 
Tiempo empleado en cada vuelta del agente: Medido en instantes, es un 
número positivo cuyo valor mínimo depende del tamaño de la pista 
Vueltas realizadas a la pista por el agente: Las gráficas muestran las vueltas 
acumuladas por cada agente contra las vueltas acumuladas por los obstáculos. 
Vueltas óptimas acumuladas: Un agente realiza una vuelta óptima cuando 
termina una vuelta sin chocarse y en el mínimo tiempo posible (a la velocidad 
máxima durante toda la vuelta) 
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5.2.3 Reportes Obtenidos. En los anexos A - 1, se muestran, por cada escenario, 
una gráfica de choques, una de tiempo, una de vueltas y una de vueltas óptimas. 
Todas ellas fueron generadas por el software Pcc usando Gnuplot*. 
Debido a la prematura convergencia a comportamientos satisfactorios en todas las 
corridas, las gráficas se muestran siempre para 1000 vueltas y no para 65535 
(como lo indicaba la constante MAX VUELTAS). 
Todas las gráficas son de línea continua y muestran valores para ambos agentes 
en colores diferentes. En los reportes de tiempo y de choques, Pcc muestra 
además el promedio de estas magnitudes durante la carrera. 
5.2.4 Estudio de Resultados. La hipótesis de alcanzar un comportamiento 
satisfactorio en los agentes de aprendizaje fue demostrada. En cada uno de los 
escenarios se tomó una muestra de 20 ejecuciones, en las cuales, el principal 
elemento común fue la convergencia de ambos agentes al comportamiento 
satisfactorio en menos de cincuenta vueltas de agente a la pista. Al menos uno de 
los dos alcanza este comportamiento en un promedio de doce vueltas de agente. 
Después de 1000 vueltas de obstáculo, en todos los escenarios, se pudo ver que: 
- Ambos agentes encuentran un comportamiento óptimo de manera asíncrona. 
Gnuplot es un software de libre uso para gráficas en 2D y 3D a través de comandos, que corre 
bajo Linux. Pcc ordena datos y los envía a Gnuplot para obtener sus gráficas. 
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En cada gráfica, el promedio individual de choques durante la carrera tiende a 
un choque por vuelta en ambos agentes. 
En cada gráfica, el promedio individual de tiempos durante la carrera tiende a 
131.5 instantes por vuelta en ambos agentes. 
En cada gráfica, las vueltas óptimas acumuladas oscilan entre 30 y 700 en 
ambos agentes, con un promedio de 224. 
En cada gráfica, el número de vueltas de ambos agentes tienden al doble del 
número de vueltas de obstáculo. 
Las gráficas de choques, al igual que las de tiempos, difieren notablemente en 
el número, ubicación y tamaño de picos (máximos y mínimos relativos). 
Las gráficas de vueltas mantienen una apariencia lineal igual para ambos 
agentes en todos los escenarios. 
No se comprobó que las gráficas de vueltas óptimas, al igual que las de 
choques y las de tiempos, siguieran un patrón de comportamiento dependiente 
del escenario. 
5.3. RELACIÓN ENTRE PORCENTAJE DE EXPLORACIÓN, ESTOCASTICIDAD 
DEL AMBIENTE Y APRENDIZAJE. 
Debido a la presencia de estocasticidad en el sistema, se optó por usar un método 
E-greedy (con E= 0.01) para selección de acciones. Sin embargo, al suprimir la 
capacidad de exploración (e= 0), fue igualmente posible llegar a un 
comportamiento óptimo. Buscando deducir la mejor alternativa, para cada uno de 
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PROB_CAMBIO_CPRRIL 
los dos porcentajes de exploración mencionados se corrió el software varias veces 
en el escenario ocho, usando diferentes valores para PROB CAMBIO CARRIL. 
PROB CAMBIO CARRIL determina ampliamente el nivel de estocasticidad del 
ambiente, ya que añade incertidumbre en la decisión a tomar cuando se trata de 
esquivar un obstáculo. Cuando los valores de PROB_CAMBIO_CARRIL fueron 
cercanos a cero, el agente explorador era menos eficiente en encontrar su primera 
vuelta óptima. Sin embargo, como puede verse en la siguiente gráfica, a medida 
que esta probabilidad aumentaba, la exploración resultaba favorable. El número 
promedio de vueltas óptimas de agente acumuladas después de 1000 vueltas de 
obstáculo no se alteró significativamente. 
Figura 11. Exploración y estocasticidad del ambiente 
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5.4 RELACIÓN ENTRE NIVEL DE COMPETITIVIDAD Y APRENDIZAJE 
Dado que en este ambiente, un agente se convierte en un obstáculo en la pista 
para el otro, se usaron recompensas y castigos en los instantes en que algún 
agente adelantaba a otro. Esta medida promueve una competencia entre los 
agentes por la mejor política para adelantar e impedir ser adelantado. 
Las constantes REF PASADO POR AG y REF PASAR AG, contienen los valores 
_ _ 
-15.0 y 5.0, respectivamente. A la primera constante se le asignó un mayor valor 
absoluto para evitar que los agentes cooperen en obtener mucho refuerzo sin 
llegar a comportarse adecuadamente. De no ser así, un agente podría permitir que 
lo adelantara el otro para luego invertir los papeles una y otra vez. 
Se realizaron 20 pruebas en el escenario ocho, con valores de cero para ambas 
constantes, buscando observar la influencia que la competitividad tenía en el 
aprendizaje. No hubo cambio en la eficiencia para encontrar la primera vuelta 
óptima, en promedio ésta se encontraba después de 21 vueltas de agente. Sin 
embargo, las vueltas óptimas acumuladas después de 1000 vueltas de obstáculo 
disminuyeron a 176,08 al suprimir este aspecto de la competitividad. 
6. CONCLUSIONES 
El trabajo desarrollado demostró la posibilidad de alcanzar, en agentes de 
aprendizaje por refuerzo, un comportamiento individual óptimo en las condiciones 
propuestas. 
No se encontraron relaciones relevantes entre el escenario escogido y el tipo de 
resultados que se obtuvieron; por ejemplo, se observó que dos gráficas de vueltas 
óptimas podían diferir en su forma, aún cuando fueron generadas en un mismo 
escenario. Dado que la constante MAX_RECORRIDO definía en gran parte los 
escenarios de prueba y limitaba los episodios, se puede decir que en el sistema 
desarrollado, el tamaño de los episodios no incide notablemente en la eficiencia 
del aprendizaje. 
En este sistema multi-agente, el método de selección E-greedy mostró aumentar 
su efectividad en vueltas óptimas frente al método greedy a medida que la 
estocasticidad del sistema aumentaba y fue superior desde valores inferiores a 0.4 
para PROB CAMBIO CARRIL. Lo anterior permite intuir que en al mayoría de los 
casos, en este tipo de ambiente resulta más favorable usar agentes que exploran, 
aun a pesar de que no es posible reducir a cero la probabilidad de choque. 
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El nivel de competitividad entre los agentes, determinado en gran medida por las 
constantes de refuerzo REF PASADO POR AG y REF PASAR AG, mostró tener 
_ _ 
incidencia en el aprendizaje. Aunque el comportamiento óptimo fue alcanzado con 
la misma eficiencia en todas las pruebas , el predominio del mismo disminuyó 
cuando ambas constantes se igualaron a cero. 
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Anexo A. Reportes para el Escenario 1 
Figura 1. Reporte de vueltas dadas generado por Pcc, usando Gnuplot. 
Figura 2. Reporte de choques por vuelta generado por Pcc, usando Gnuplot. 
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Figura 3. Reporte de tiempo por vuelta generado por Pcc, usando Gnuplot. 
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Figura 4. Reporte de vueltas óptimas generado por Pcc, usando Gnupfot. 
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Anexo B. Reportes para el Escenario 2 
übstacle laps 
Figura 1. Reporte de vueltas dadas generado por Pcc, usando Gnuplot. 
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Figura 2. Reporte de choques por vuelta generado por Pcc, usando Gnuplot. 
Time—steps 
280  
Tilka elapsed per lap 
 
Time agent 1 «log.132,7671 
Time agent 2 (9,8=134,241) 
240 
260 
140 
200 400 600 930 1000 1200 1400 1600 1800 2000 
Lap 
Figura 3. Reporte de tiempo por vuelta generado por Pcc, usando Gnuplot. 
Optimal laps accuaulated 
200 400 600 BOO 1000 1200 1400 1600 1200 2000 
Lep 
Figura 4. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot. 
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Anexo C. Reportes para el Escenario 3 
Figura 1. Reporte de vueltas dadas generado por Pcc, usando Gnuplot. 
Figura 2. Reporte de choques por vuelta generado por Pcc, usando Gnuplot. 
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Figura 3. Reporte de tiempo por vuelta generado por Pcc, usando Gnuplot. 
Figura 4. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot. 
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Anexo D. Reportes para el Escenario 4 
Figura 1. Reporte de vueltas dadas generado por Pcc, usando Gnuplot. 
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Figura 2. Reporte de choques por vuelta generado por Pcc, usando Gnuplot. 
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Figura 3. Reporte de tiempo por vuelta generado por Pcc, usando Gnuplot. 
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Figura 4. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot. 
Anexo E. Reportes para el Escenario 5 
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Figura 1. Reporte de vueltas dadas generado por Pcc, usando Gnuplot. 
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Figura 2. Reporte de choques por vuelta generado por Pcc, usando Gnuplot. 
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Figura 3. Reporte de tiempo por vuelta generado por Pcc, usando Gnuplot. 
Figura 4. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot. 
Anexo F. Reportes para el Escenario 6 
Figura 1. Reporte de vueltas dadas generado por Pcc, usando Gnuplot. 
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Figura 2. Reporte de choques por vuelta generado por Pcc, usando Gnuplot. 
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Figura 3. Reporte de tiempo por vuelta generado por Pcc, usando Gnuplot. 
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Figura 4. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot. 
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Anexo G. Reportes para el Escenario 7 
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Figura 1. Reporte de vueltas dadas generado por Pcc, usando Gnuplot. 
Figura 2. Reporte de choques por vuelta generado por Pcc, usando Gnuplot. 
1. 
Time-stePs 
280 
Time elepsed per lap 
Time agent 1 (Av9.133,21) — 
Time agent 2 <Avg=134.188) 
180 
140 
120 
 
Optimal laps 
90  
Optiwal lapa acemulated 
Optteal laps agent 1 — 
Optima! laps agent 2 
10 
200 400 600 800 1000 1200 1400 1600 1800 2000 
Lee 
Figura 3. Reporte de tiempo por vuelta generado por Pcc, usando Gnuplot. 
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Figura 4. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot. 
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Anexo H. Reportes para el Escenario 8 
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Figura 1. Reporte de vueltas dadas generado por Pcc, usando Gnuplot. 
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Figura 2. Reporte de choques por vuelta generado por Pcc, usando Gnuplot. 
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Figura 3. Reporte de tiempo por vuelta generado por Pcc, usando Gnuplot. 
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Figura 4. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot. 
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Anexo J. Software Pcc 
Figura 1. Ventana principal de Pcc. Se pueden apreciar: la pista, los obstaculos 
(en color gris) y los dos agentes (en color verde y azul, respectivamente) 
Figura 2. Reporte de vueltas óptimas generado por Pcc, usando Gnuplot. 
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Figura 3. (a) Diálogo para guardar políticas (b) Diálogo para cargar políticas (c) Menú 
Race. contiene algunos comandos para controlar la carrera (d) Menú Reports. Reportes 
usando Gnuplot (e) Cuadro About. Muestra información sobre el autor. 
