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ABSTRACT
ANALYSIS AND MITIGATION OF INTERFERENCE
IN MULTI-RADIO MULTI-CHANNEL WIRELESS
MESH NETWORKS
Alper Rifat Uluc¸ınar
Ph.D. in Computer Engineering
Supervisor: Assoc. Prof. Dr. I˙brahim Ko¨rpeog˘lu
July, 2013
Wireless mesh networking, which is basically forming a backbone network
of mesh routers using wireless links, is becoming increasingly popular for a
broad range of applications from last-mile broadband access to disaster net-
working or P2P communications, because of its easy deployment, self-forming,
self-configuration, and self-healing properties. The multi-hop nature of wireless
mesh networks (WMNs) aggravates inter-flow interference and causes intra-flow
interference and severely limits the network capacity. One technique to mitigate
interference and increase network capacity is to equip the mesh routers with mul-
tiple radios and use multiple channels. The radios of a mesh router can then
simultaneously send or receive packets on different wireless channels. However,
careful and intelligent radio resource planning, including flow-radio and channel
assignment, is necessary to efficiently make use of multiple radios and channels.
This first requires analyzing and modeling the nature of co-channel and adjacent
channel interference in a WMN.
Through real-world experiments and observations made in an indoor multi-
hop multi-radio 802.11b/g mesh networking testbed we established, BilMesh, we
first analyze and model the nature of co-channel and adjacent channel interfer-
ence. We conduct extensive experiments on this testbed to understand the effects
of using multi-radio, multi-channel relay nodes in terms of network and applica-
tion layer performance metrics. We also report our results on using overlapping in
addition to orthogonal channels for the radios of the mesh routers. We then turn
our attention to modeling and quantifying adjacent channel interference. Ex-
tending BilMesh with IEEE 802.15.4 nodes, we propose computational methods
to quantify interference between channels of a wireless communication standard
iv
vand between channels of two different standards (such as Wi-Fi and ZigBee).
Majority of the studies in the literature on channel assignment consider only
orthogonal channels for the radios of a multi-radio WMN. Having developed quan-
titative models of interference, next we propose two optimization models, which
use overlapping channels, for the joint flow-radio and channel assignment prob-
lems in WMNs. Then we propose efficient centralized and distributed heuristic
algorithms for coupling flows and assigning channels to the radios of a WMN. The
proposed centralized and distributed schemes make use of overlapping channels to
increase spectrum utilization. Using solid interference and capacity metrics, we
evaluate the performances of the proposed schemes via extensive simulation ex-
periments, and we observe that our schemes can achieve substantial improvement
over single-channel and random flow-radio and channel assignment schemes.
Keywords: Multi-radio nodes, 802.11, 802.15.4, CSMA, TCP, UDP, Radio chan-
nels, Overlapping and orthogonal channels, Interference factor, Spectrum ana-
lyzer, Wireless mesh networks, Flow-radio assignment, Channel assignment, Dis-
tributed algorithms.
O¨ZET
C¸OK-RADYOLU C¸OK-KANALLI KABLOSUZ
O¨RGU¨SEL AG˘LARDA GI˙RI˙S¸I˙MI˙N I˙NCELENMESI˙ VE
AZALTILMASI
Alper Rifat Uluc¸ınar
Bilgisayar Mu¨hendislig˘i, Doktora
Tez Yo¨neticisi: Doc¸. Dr. I˙brahim Ko¨rpeog˘lu
Temmuz, 2013
Temel olarak, kablosuz bag˘lar ile birbirlerine bag˘lanmıs¸ o¨rgu¨sel yo¨nelticilerden
olus¸an omurga ag˘lar olan kablosuz o¨rgu¨sel ag˘lar, tasarısız ag˘ olus¸turabilme, o¨z-
olus¸um, o¨z-du¨zenles¸im, o¨z-iyiles¸me gibi o¨zelliklere sahip oldukları ic¸in kendilerine
son mil genis¸ bant I˙nternet eris¸iminden olag˘anu¨stu¨ durum ag˘larına yahut es¸ler
arası ag˘lara kadar c¸ok genis¸ bir yelpazede uygulama alanı bulmaktadır. Kablo-
suz o¨rgu¨sel ag˘ların c¸oklu atlamalı dog˘ası akıs¸lar-arası giris¸imi arttırır ve akıs¸-
ic¸i giris¸ime sebebiyet verir. Bu etmenler de ag˘ kapasitesini ciddi o¨lc¸u¨de azaltır.
Giris¸imi azaltıp ag˘ kapasitesini arttırmak ic¸in sıkc¸a bas¸vurulan bir yo¨ntem o¨rgu¨sel
yo¨nelticileri birden fazla iletis¸im kanalında c¸alıs¸abilen birden fazla radyo ile donat-
maktır. Bo¨ylelikle, bir o¨rgu¨sel yo¨nelticinin es¸ zamanlı olarak birden fazla kablosuz
iletis¸im kanalını kullanması ve birden fazla kanal u¨zerinden kos¸ut olarak paket
alıp vermesi mu¨mku¨n olmaktadır. Fakat birden fazla radyonun ve kanalın verimli
olarak kullanılabilmesi ic¸in akıs¸-radyo ve kanal atamayı da ic¸eren dikkatli ve akıllı
bir radyo kaynak planlaması gereklidir. Bu ise o¨ncelikle, kablosuz o¨rgu¨sel ag˘lar
bag˘lamında kanal-ic¸i giris¸imin ve koms¸u kanal giris¸iminin dog˘asını c¸o¨zu¨mlemeyi
ve modellemeyi gerektirir.
Kanal-ic¸i giris¸imi ve koms¸u kanal giris¸iminin etkilerini anlamak ve modelle-
mek ic¸in, c¸ok-radyolu 802.11b/g o¨rgu¨sel yo¨nelticilerden mu¨tevellit, adını BilMesh
koydug˘umuz bina ic¸i sınama ortamımız u¨zerinde deneyler ve go¨zlemler yaptık.
Ayrıca, c¸ok-radyolu o¨rgu¨sel yo¨nelticiler kullanmanın ve bo¨ylelikle c¸oklu atla-
malı bir akıs¸ın ardıs¸ık atlamalarını farklı kanallardan gec¸irmenin ag˘ ve uygu-
lama katmanı metrikleri u¨zerindeki etkilerini inceledik. C¸ok-radyolu o¨rgu¨sel
yo¨nelticilerde sadece o¨rtu¨s¸meyen kanallar kullanmanın bas¸arımını, o¨rtu¨s¸meyen
kanalların yanında o¨rtu¨s¸en kanallar kullanmanın bas¸arımı ile mukayese ettik.
vi
vii
Daha sonra, koms¸u kanal giris¸imini modellemeye ve o¨lc¸meye yo¨neldik. Bu amac¸la
BilMesh sınama ortamına IEEE 802.15.4 radyoları ekleyerek deneyler yaptık
ve hem bir kablosuz iletis¸im standardının kanalları arasındaki giris¸imi hem de
Wi-Fi ve ZigBee gibi farklı iki standardın kanalları arasındaki giris¸imi hesaplaya-
bildig˘imiz iki yo¨ntem o¨nerdik.
Literatu¨rdeki kanal atama u¨zerine olan c¸alıs¸maların birc¸og˘u, c¸ok-radyolu
kablosuz o¨rgu¨sel ag˘lar ic¸in sadece o¨rtu¨s¸meyen kanalları kullanmaktadır. Giris¸im
ic¸in nicel modeller gelis¸tirdikten sonraki adım olarak, kablosuz o¨rgu¨sel ag˘larda
birles¸ik akıs¸-radyo ve kanal atama problemi ic¸in o¨rtu¨s¸en kanalları da kullanan
eniyileme modelleri o¨nerdik. Daha sonra, yine birles¸ik akıs¸-radyo ve kanal
atama problemini c¸o¨zmeye yo¨nelik olarak, o¨rtu¨s¸en kanalları da kullanabilen ve-
rimli merkezi ve dag˘ıtık algoritmalar o¨nerdik. O¨nerdig˘imiz bu algoritmaların
bas¸arımını c¸es¸itli gerc¸ekc¸i giris¸im ve ag˘ kapasitesi metriklerini kullanarak, ayrıntılı
benzetim modelleri ile gerc¸ekles¸tirdig˘imiz deneylerde o¨lc¸tu¨k ve o¨nerdig˘imiz algo-
ritmaların o¨rgu¨sel kablosuz ag˘larda tek kanal kullanarak veya rastgele yapılacak
akıs¸-radyo ve kanal atamaya go¨re bu¨yu¨k iyiles¸me sag˘ladıklarını go¨zlemledik.
Anahtar so¨zcu¨kler : C¸ok-radyolu du¨g˘u¨mler, 802.11, 802.15.4, CSMA, TCP, UDP,
Radyo kanalları, O¨rtu¨s¸en ve o¨rtu¨s¸meyen kanallar, Giris¸im c¸arpanı, Spektrum
c¸o¨zu¨mleyici, Kablosuz o¨rgu¨sel ag˘lar, Akıs¸-radyo atama, Kanal atama, Dag˘ıtık
algoritmalar.
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Chapter 1
Introduction
Wireless mesh networking is an active area of research which is believed to be
the next step in the evolution of the wireless architecture due to its relatively
low cost, flexibility in the hardware and software options, ease of deployment,
self-configuration and self-healing properties. Unlike ad hoc networks, infrastruc-
ture/backbone and hybrid wireless mesh networks (WMNs) employ a wireless
mesh backbone composed of statically deployed mesh routers as an architectural
component [1]. And similar to ad hoc networks, this backbone should be self-
organizing and self-configuring for scalability, ease of deployment and ease of
maintenance. In infrastructure/backbone WMNs, conventional clients (clients
lacking the ability to forward packets on behalf of other nodes) access backhaul
services and communicate with each other via the mesh backbone. The mesh
backbone, therefore, provides mesh connectivity and routing services in a multi-
hop manner for the conventional clients and other mesh clients.
Mesh networking paradigm provides better coverage and better scalability
when compared with conventional wireless local area networks due to low de-
ployment and low maintenance costs. Also since the capacity of a communica-
tion channel is logarithmically proportional to the signal-to-noise ratio (SNR)
by Shannon’s channel capacity formulation [2], and since increased deployment
density implies increased SNR values in general, mesh networking paradigm can
provide increased network capacities. Another advantage of the mesh networking
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paradigm is that it can be applied by modifying layer-3 solely, which makes it
possible to apply this paradigm on top of various wireless communication tech-
nologies such as Wi-Fi [3], WiMAX [4] or ZigBee [5], etc. No new hardware
or software below layer-3 is required most of the time, which provides greater
flexibility in hardware and software choices and decreasing costs.
One common approach when applying mesh networking onto wireless network-
ing technologies that possess multiple overlapping or non-overlapping channels is
to make use of multiple channels for adjacent hops. Some related studies follow-
ing this approach are discussed in Section 2.2. This approach greatly reduces the
hidden and exposed terminal issues, though does not completely annihilate them
especially when overlapping channels are employed.
In order to be able to use multiple channels with the conventional Wi-Fi ra-
dios, one approach is to have the radios hop channels in the course of time [6,7].
However, this approach requires temporal synchronization between the transmit-
ter and receiver radios because the transmitter and the receiver must be operating
on the same channel simultaneously to be able to communicate with each other.
Hence, more complex transceivers are required. Another problem with this ap-
proach is the latency introduced to the system while switching from one channel
to another.
Another approach to employ multiple channels on consecutive hops is to use
nodes equipped with multiple radios [8]. Having multiple radios in each node
allows assignment of different channels to adjacent links in the network. The
channels can be assigned either statically or for long durations of time, and in
this way, the radios do not need to perform channel hopping. Although cur-
rently available IEEE 802.11b/g hardware does not comprise multiple radios, it
is possible to build a logical multi-radio node out of two or more single radio
modules. This is the approach we pursue for our testbed and further details of
this approach are discussed in Section 3.2.
Each radio of a multi-radio node can be configured to operate on a differ-
ent channel so that packets arriving in the multi-radio node on one channel may
2
depart the node on a different channel. This scheme allows the packet transmis-
sions on each hop of a (multi-hop) flow to be on different channels. If the channels
used on the consecutive hops are overlapping channels, this causes intra-flow in-
terference; meaning that the transmissions of a flow’s packets on a specific hop
interferes with the transmissions of the very same flow’s packets on a consecutive
hop.
To worsen the situation, there are usually other concurrent flows in the WMN.
Transmissions of packets of different flows on different hops also interfere with
each other (inter-flow interference).
Intra-flow and inter-flow interference degrade the network capacity severely.
When a link is considered, interference from nearby links diminishes the SINR at
the receiver. This results in an increase in BER and subsequently in PER, which
further implies packet retransmissions at the various layers of the protocol stack.
Another factor diminishing the multi-hop network’s capacity is the increased
number of packet collisions. Transmissions on different hops, either belonging to
the same flow or belonging to different flows, may collide with each other. In
case of a multi-hop flow, at each hop, antecedent packet(s) of the flow will be in
transmit queues waiting to be delivered to the next hop, while at the same time,
the previous hop will be contending to deliver the following packets of the same
flow. The stochastic nature of the commonly employed MAC protocols, such as
the CSMA/CA, allows collisions in such a setting.
To mitigate interference in multi-radio multi-hop WMNs, majority of the ex-
isting studies prefer to use non-overlapping channels (see Section 2.2). However,
the number of non-overlapping channels defined in a wireless communication
standard can be limited as it is the case for the popular and widely deployed
IEEE 802.11b/g. This has motivated the research community to investigate the
possibility of using overlapping (in addition to non-overlapping) channels in multi-
radio WMNs. Existing studies using this approach in the literature are surveyed
in Section 2.3.
The first objective of the work introduced in this thesis is to analyze adjacent
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and co-channel interference in the context of multi-radio multi-channel WMNs
and to develop a quantitative model for the amount of inter-channel interference.
The second objective is to propose centralized and distributed schemes for channel
assignment that will intelligently mitigate interference and increase the capacity
of WMNs.
To address the first objective, we first set up an indoor multi-hop multi-radio
802.11b/g mesh networking testbed and through extensive real-world experiments
on this testbed, we analyze the nature of co-channel and adjacent channel inter-
ference in a multi-hop multi-channel setting. We investigate the effects of using
overlapping channels in the consecutive hops of multi-hop flows on application
and network layer metrics. We then extend our testbed with ZigBee radios and
propose computational methods to quantify interference between channels of a
wireless communication standard and between channels of two different stan-
dards. We report our measurements for the interference between IEEE 802.11b
channels and between IEEE 802.11b and 802.15.4 channels.
To address the second objective, we first develop optimization models for
jointly handling the flow-radio assignment and channel assignment problems.
These models use overlapping channels for assignment and incorporate the effects
of an idealized MAC protocol in their formulations. Then we propose centralized
and distributed heuristics that efficiently address the same problems as the opti-
mization models. The proposed centralized and distributed schemes make use of
overlapping channels to increase spectrum utilization.
In our optimization models and centralized and distributed schemes, we con-
sider the channel assignment problem in relation with the flow-radio assignment
problem. We call this joint handling of the flow-radio assignment and channel
assignment problems as the joint flow-radio and channel assignment (JFRCA)
problem.
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1.1 Contributions of the Thesis
This thesis has both practical and theoretical contributions. In the beginning of
each chapter, we detail the major contributions made in that chapter. Below,
we give a brief summary of these contributions by classifying them into two
categories.
1. Practical Aspects: The major practical contributions of this thesis are
presented in Chapters 3 and 4. In Chapter 3, we introduce our multi-
radio WMN testbed, BilMesh, and in Chapter 4, we present experimental,
measurement-based methods for quantifying interference. In these chapters,
we draw important conclusions on the multi-hop nature of WMNs and on
the operation of the CSMA/CA MAC under adjacent channel interference.
We report our interference factor measurements between IEEE 802.15.4
and 802.11b channels. The work presented in these two chapters lays the
foundation of the theoretical and algorithmic work presented thereafter.
2. Theoretical Aspects: We present mathematical models and centralized and
distributed algorithms for flow-radio coupling and channel assignment in
Chapters 5-7. These works constitute the theoretical aspects of this thesis
and are based on the practical results of the previous chapters.
1.2 Thesis Outline
In Chapter 2, we introduce the key concepts that this thesis is based on and give
preliminary background information on the subjects studied in this thesis. We
also give critical reviews of the literature on WMN testbeds, interference factors
and channel assignment algorithms.
In Chapter 3, we introduce our indoor 802.11b/g mesh networking testbed
(BilMesh) established in Bilkent University. We describe the testbed’s architec-
ture and configuration in detail and present our novel multi-radio node architec-
ture. We perform extensive sets of experiments on BilMesh to investigate the
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multi-hop nature of WMNs. We report our measurements on various application
and network layer metrics. We also perform experiments to investigate how the
wireless channel separation between the subsequent hops of a (multi-hop) flow
affects the achievable goodput and other network layer metrics, such as delay and
jitter. Another critical issue we investigate in Chapter 3 is the performance of
the CSMA/CA MAC in the existence of adjacent channel interference, especially
when the interference comes from an overlapping channel.
In Chapter 4, we focus on the concept of interference factor (I-factor) and
propose two new methods for measuring and obtaining the interference factors
between the channels of a wireless technology. The flexibility in our methods
allows them to be used for also measuring and obtaining the interference factors
between channels belonging to different wireless technologies. We report our
interference factor measurements among IEEE 802.11b DSSS channels and also
between IEEE 802.15.4 and 802.11b channels.
Having investigated the multi-hop multi-channel nature of the WMNs and
having quantified the interference between the channels of the widely deployed
802.11b technology, in Chapter 5, we turn our attention to the joint flow-radio
and channel assignment (JFRCA) problem in the context of multi-radio WMNs,
and we propose two flow-aware optimization models that also incorporate the
effects of MAC protocols. Using these mathematical models, we further analyze
interference and the relation between distance and link capacities under adjacent
channel interference on exemplary network topologies.
Then, in Chapter 6, we propose centralized algorithms that address the joint
flow-radio and channel assignment problem. The NP-hardness of the channel as-
signment problem in the context of multi-radio WMNs motivates us in developing
these centralized heuristic schemes. The proposed centralized schemes make use
of the overlapping channels in addition to the available orthogonal channels. In
Chapter 6, we also propose novel metrics for assessing the amount of average
interference and the residual capacities of the receiver radios. We evaluate the
performance of the proposed schemes using random topologies and discuss our
results.
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In Chapter 7, we develop the notion of interference subgraphs and address the
joint flow-radio and channel assignment problem in the framework of a flow-aware
distributed protocol. We propose a distributed scheme that can assign flows and
channels to radios in a distributed decentralized manner. Our distributed scheme
consists of many sub-algorithms and we describe these distributed algorithms in
every detail. We also implement a discrete-event simulation model of our pro-
posed scheme. We first validate our distributed scheme on some small topologies
(for which it is easy to compute optimal solutions), and then we perform exten-
sive simulation experiments on random grid topologies of greater size (in terms
of multi-radio node counts, number of radios per node and number of flows) to
assess its performance.
Finally in Chapter 8, we conclude the thesis and point to some possible re-
search directions related with the work presented in this thesis.
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Chapter 2
Background and Related Work
In this chapter, we introduce the reader with a minimal background of the con-
cepts utilized in this thesis and give a critical review of the related literature. We
begin our discussion with a brief survey of the various academic and community
WMN deployments and testbeds in Section 2.1. Then we discuss the key con-
cepts of overlapping and non-overlapping channels together with the concept of
interference factor in Section 2.2. Finally, we arrive at the discussion of the flow-
radio assignment and channel assignment problems in the context of multi-radio
multi-channel WMNs in Section 2.3.
2.1 Wireless Mesh Network Deployments and
Testbeds
In this section, we first briefly review the architectures of single radio and multi-
radio WMNs. Then we provide a brief summary of some of the available mesh
networking platforms and the related work done in multi-radio multi-channel
WMNs. Most software choices in the platforms mentioned here are available in
source code from their developers and operate on a variety of hardware. Most
common choices run on Linux and Microsoft Windows operating systems.
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(a) Single-radio mesh routers.
Internet
(b) Two-radio mesh routers.
Figure 2.1: Conceptual diagrams of single-radio and multi-radio infrastructure
WMNs.
Figure 2.1 shows the conceptual diagrams of single-radio and two-radio
WMNs. In both diagrams, solid lines represent wired communication links (such
as the Ethernet) and dashed lines represent wireless links (such as IEEE 802.11n
links). Filled small circles are the radio interfaces. The enclosing circle around a
radio interface (or around a group of two interfaces in Figure 2.1(b)) represents a
mesh router. To simplify the discussion without loss of generality, in Figure 2.1
we assume that the wireless links are symmetric; node j can receive packets from
node i if and only if i can also receive packets from j.
A good survey on WMNs can be found in [1]. The multi-hop network formed
by the mesh routers provides an infrastructure for the client nodes. Some of the
mesh routers also act as access points, so that client nodes can attach to the
WMN via these mesh access points (MAPs). The two mesh routers in Figure 2.1
with the wired links act as gateways to Internet. In a typical infrastructure
WMN, traffic is directed towards these gateway nodes. However, traffic patterns
in a WMN depend on the applications running in the network. In our study of
WMNs, we make no assumptions on the applications running in the network.
In Figure 2.1(a), each mesh router is equipped with a single radio. Each radio
is operating on the same wireless channel. Hence, the graph in Figure 2.1(a) rep-
resents the connectivity graph (i.e., if mesh routers i and j are in the transmission
range of each other, then a wireless link between them exists). However, as seen
in Figure 2.1(b), not every possible link (considering internodal distances) has
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been established. This is due to the fact that not all radios are operating on the
same channel. Despite this, as in Figure 2.1(a), each mesh router can still relay
its packets towards one of the gateway nodes in a multi-hop manner.
We now review the major single-radio and multi-radio WMN deployments
and testbeds of various scales in the literature, together with the issues raised by
the researchers about them. We also give an overview of the commonly available
software and hardware alternatives to establishing a WMN. Some of these de-
ployments have solely research motivations whereas some others solve real-world
problems, such as sharing broadband access across a campus. We discuss our
multi-radio WMN testbed in detail in Chapter 3.
MIT CSAIL Roofnet [9] is an experimental mesh network developed at the
MIT CSAIL and deployed over a 4 km2 region providing broadband Internet
access to its nodes. The average internode throughput is reported to be 627
Kbps for 37 nodes. Roofnet runs in a pseudo-IBSS mode which omits 802.11
beacons and BSSID mechanism. The main functionality provided by Roofnet is
broadband Internet access and not peer-to-peer connectivity. Roofnet software
is distributed in multiple choices: as a firmware for Netgear WGT634U access
points, as a live CD distribution which contains a 45 MB Linux image compiled
for the i386 architecture and as an OpenWRT 2.0 package. Roofnet uses Srcr [9]
as its routing protocol, and SampleRate [10] as its rate selection algorithm.
Microsoft Research’s Mesh Connectivity Layer (MCL) [11] is part of
Microsoft’s Mesh Networking Academic Resource Toolkit and is also available
as a stand-alone download both in binary and source code forms. The toolkit
includes MCL source code for Windows XP and Windows CE together with per-
formance measurement tools, configuration tools and related documentation and
publications. MCL is a loadable Windows driver which implements a virtual net-
work adapter. MCL sits between the data link layer and the network layer and
implements ad hoc routing with link quality measurements. The routing algo-
rithm is Multi-Radio Link Quality Source Routing (MR-LQSR) [12], which is a
modified version of DSR. MCL can utilize multiple wireless adapters operating at
different channels and hence can be used to drive multi-radio architectures. One
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limitation of the software is that, in the case of multi-radio systems, the radios
should be driven using different device drivers. MCL is a good alternative for
those wishing to operate their wireless mesh network on the Windows platform.
JHU DSN SMesh [13] is an 802.11 mesh network deployed at the Distributed
System and Networks Lab at Johns Hopkins University. It provides peer-to-
peer connectivity, Internet connectivity and fast handoff to mobile VoIP clients.
SMesh operates in standard IBSS mode. Mobile clients send and receive data
through the mesh infrastructure provided by SMesh and do not rely on each
other for forwarding packets. The multi-hop communication infrastructure used
by SMesh is provided by Spines [14, 15], which is developed by the same group.
Spines provides a generic multi-hop messaging infrastructure that allows unicast,
multicast and anycast communication with an API similar to the Unix sockets.
SMesh binaries are provided upon e-mail request [16]. It is reported on the SMesh
Internet site that it has been tested on x86 architectures and on Linksys WRT54G
routers.
In [17], Robinson et al. investigate the limitations of the multi-radio testbed
platforms and quantify the impacts of specific platform choices only on the appli-
cation layer throughput. Their wireless mesh testbed is a 2-hop network consist-
ing of a workstation equipped with multiple PCI 802.11b cards. They identify
three main causes of performance degradation: Board crosstalk, RF power leak-
age and inadequate separation between Wi-Fi antennas. They also try to mitigate
PCI board crosstalk by shielding the Wi-Fi cards with aluminium foil. Similar
observations about board crosstalk have been made in [8] and in [12]. In [18],
Zhang et al. set up a cabled wireless testbed with two PCs. Each of the PCs
are equipped with up to 4 802.11a NICs and all NICs are interconnected by cou-
plers and attenuators through a splitter in order to eliminate all wireless medium
related factors. Their aim is to study CPU utilization and the effects of board
crosstalk between PCI NICs. They report that, for an 802.11a network in a sat-
urated network condition, computing resources is the key limiting factor on the
performance rather than the crosstalk between the PCI Wi-Fi cards.
In existing multi-radio mesh networking testbeds, multi-radio nodes are built
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using multiple PCI or mini-PCI Wi-Fi NICs installed in a single computer system.
As the previous studies mentioned above have shown, due to board crosstalk on
a single multi-radio system built using commodity hardware, multi-hop network
performance is severely degraded. In order to be able to completely eliminate
the adverse effects of board crosstalk, we take a different and novel approach in
the design of our multi-radio nodes, which is discussed in detail in Chapter 3.
Two physically separate single-radio APs connected with a high speed wired link
constitute our multi-radio node. This approach also scales well with the increasing
number of Wi-Fi radios of a multi-radio node because each additional Wi-Fi radio
of a node comes with its own CPU and main memory. With this multi-radio node
architecture, we also have the flexibility to spatially separate the Wi-Fi antennas
as needed. Unlike previous testbeds, we can also more effectively address the
issues caused by RF power leakage by separating the antennas of the multi-radio
node spatially and RF shielding them. In some of the experiments discussed
later in Chapter 3, we have separated the two antennas of the two-radio nodes
and shielded RF radiation, from each other using panels covered with aluminium
foils. Another key difference between our multi-radio WMN testbed and the
previous testbeds mentioned above is that we are using OLSR as the routing
protocol in a multi-radio setting.
2.2 Wireless Communication Channels and In-
terference Factors
Wireless communication standards, such as the IEEE 802.11 family of standards,
divide the allocated RF spectrum into channels. Some of these predefined chan-
nels share, in part, the same frequency band (i.e., they overlap) and some channels
do not have any frequency band in common (they are orthogonal). Each channel
has a predefined center frequency and a frequency width (bandwidth), both spec-
ified by the standard. The bandwidth required for a channel depends on, among
many other factors, the modulation technique adopted. For example, if a spread
spectrum method is adopted, then the required bandwidth will be significantly
12
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larger than the information rate [19].
The initial revision of the IEEE 802.11 PHY specification in 1997 defines a
PHY layer based on the direct sequence spread spectrum (DSSS) modulation
technique [20]. The 802.11b DSSS based PHY defines data rates of 5.5 and
11 Mbps. DSSS is a spread-spectrum technique, and so it possesses the ad-
vantages of spread-spectrum based modulation: frequency diversity and ease of
distributed coordination of multiple access [19, 21].
The 802.11 DSSS transmitter uses a transmit spectrum mask (TSM) [22]
to suppress transmission power that leaks outside its 22 MHz band (see Sec-
tion 4.4.1). Figure 2.2 shows the power spectral distribution of the filtered DSSS
signal. In the IEEE 802.11b/g PHY specifications, there are 11 channels (in the
FCC domain), where each channel is 22 MHz wide and the central frequencies
of consecutive channels are separated by 5 MHz. When the center frequencies
of two channels are separated by more than 22 MHz, these channels are con-
sidered to be non-overlapping (i.e., orthogonal) channels [23]. In 802.11b/g, for
two channels to be considered as non-overlapping channels, they should be at
least 5 channels away from each other, because 5 channels of separation implies
that the channel center frequencies are separated by 25 MHz, which is greater
than 22 MHz. Otherwise, if two channels are separated by less than 5 channels,
they are overlapping. Hence, channels 1 and 6, for example, are non-overlapping
whereas channels 1 and 5 are overlapping (see Figure 2.3). There are at most 3
non-overlapping channels (channels 1, 6, and 11) in IEEE 802.11b/g that can be
used simultaneously. In this thesis, we use the terms non-overlapping channels
and orthogonal channels interchangeably.
The concept of interference factor [23–25] has been developed to quantify,
between 0.0 and 1.0, the amount of overlap and interference between adjacent
channels. Assuming x and y are two channels defined by a wireless communication
standard, if the interference factor between x and y, I(x, y), is 0.0, then there is no
overlap (in the frequency domain) between these two channels. If I(x, y) = 1.0,
then these two channels occupy the same frequency band (x = y). As an example
in Figure 2.3, I(1, 1) = 1 > I(1, 2) > I(1, 3) > I(1, 4) > I(1, 5) > I(1, 6) = 0.0.
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There are two main classes of interference factor (I-factor) models in the liter-
ature. The first class comprises analytical models [23,25,26], which are generally
applied to relatively simple modulation techniques, such as the DSSS, because of
the complexities of the models. The second class comprises a set of experimental
measurement-based methods [23, 24], which are more flexible than the analyt-
ical methods because they are not built upon the specifics of a physical-layer
technique; they involve measurements in any of the various layers of the Open
Systems Interconnection (OSI) stack [27].
One of the early works on I-factor belongs to Mishra et al. [23]. In this study,
the authors propose the I-factor concept to model the amount of transmit power
radiated by a transmitter on channel j and received by a receiver on channel i.
They propose both an analytical model which allows theoretical values to be
calculated for the I-factor between two given 802.11b DSSS channels and an
empirical model based on throughput measurements. In [26], Villegas et al. give
a good analytical account of adjacent channel interference in the contexts of DSSS
and OFDM systems.
Mishra et al. [24] discuss how partially overlapping channels can be leveraged
to improve spatial channel reuse in Wireless LANs. Through experiments, they
quantify, as a function of the physical data rate, the interference range of an
Access Point (AP) - Station (STA) pair with respect to another AP-STA pair op-
erating on an overlapping channel. In the context of single-radio mesh networks,
the authors also investigate the possibility of receiving data from a transmitter
operating on an overlapping channel with respect to the receiver’s channel.
The most direct and more commonly adopted experimental method of ob-
taining an I-factor model is to perform Signal-to-Noise Ratio (SNR) [2] measure-
ments. In these models, a receiver is kept fixed at a channel and its transmitter
is operated on non-overlapping and overlapping channels. For each channel of
the transmitter, SNR is measured on the receiver and normalized to a scale of
[0, 1] as in [24]. This method mandates that the interferer (transmitter) and the
receiver must be using the same wireless communication standard, so that SNR
readings (where the signal belongs to the interferer) are available at the receiver.
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If the interferer uses a different wireless communication standard than the re-
ceiver (such as the interferer being a Bluetooth radio and the receiver being an
802.11b/g radio), then there will be no links between these two radios and no
SNR measurements will be available at the receiver radio.
Feng and Yang [28, 29] use numerical methods to analyze network capacity
improvements that can be gained by using partially overlapping channels. While
defining the carrier sensing range between two nodes operating on channels i and
j, they perform a set of testbed experiments that involve two pairs of nodes. One
pair communicates with each other on channel i and the other pair communicates
on channel j. The authors define the carrier sensing range as “the maximum
distance that these two can affect each other’s communications” [29]. Then they
give statistical and numerical models of capacity improvements when overlapping
channels are used compared to using only orthogonal channels in one-hop and
multi-hop wireless networks. In [29], the authors also discuss the cases where no
improvement can be gained by using partially overlapping channels.
Zhou et al. [30] envision that in the very near future, the world will be full of
low-power wireless sensors sharing the same spectrum. As an illustrative example,
they measure the 2.4 GHz spectrum with their HP 8593E spectrum analyzer
in the coexistence of a microwave oven, a cordless 2.4 GHz presenter, and a
MICAz sensor network. They also report the reception ratios of the MICAz motes
when the microwave oven is on and when it is off. However, they do not model
interference using these measurements. The authors propose the dimensions along
which new wireless sensor network protocols should be designed to cope with the
crowded spectrum issue.
Fuxja¨ger et al. [31] pose the fundamental question of whether there really is no
interference between the non-overlapping channels of IEEE 802.11. To investigate
this, the authors use a testbed consisting of four laptops, each equipped with an
Intel PRO 2200BG mini-pci card and running Linux. They place the laptops
on a linear line-of-sight topology, each raised 1.5 m above the ground. Using
this testbed, the authors measure the MAC and transport layer throughputs and
MAC frame loss ratios. They also measure the goodput of a TCP flow. The
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authors conclude that due to the near-far effect [32], cross-channel interference
exists between non-overlapping channels of IEEE 802.11 when the receiver and
the interferer radios are placed only tens of centimeters away from each other.
They also conclude that off-the-shelf IEEE 802.11 chipsets may not be ready to
be placed in the same box for use in multi-radio wireless mesh networks.
Petrova et al. [33] investigate the performance of IEEE 802.15.4 networks
under the interference caused by IEEE 802.11g and pre-standard IEEE 802.11n
networks through measurements. They use a testbed consisting of an 802.11g/n
access point, a laptop used as the 802.11g/n traffic sink and equipped with an
802.11g/n adapter, a PC used as the 802.11g/n traffic generator, and two TelosB
motes. They also monitor the 2.4 GHz spectrum with an Agilent E4440A spec-
trum analyzer. Using this testbed, the authors measure the packet delivery ratios
of the 802.15.4 network. They use the spectrum analyzer to report the average
power spectral densities of the 802.11n signals for different alignments of the
802.11n nodes. However, they do not model interference using these measure-
ments.
In Chapter 4, we propose two physical-layer-measurement-based methods for
calculating I-factor values. Unlike previous work, our methods are generic enough
to model the interference between channels of any two wireless communication
technologies, i.e., they can be used to calculate the I-factor values between the
channels of a wireless technology and between the channels of two different tech-
nologies (such as the IEEE 802.11b and IEEE 802.15.4). Also, these methods
are capable of quantifying the interference from non-communication devices. We
perform measurements on our testbed, and in Chapter 4, we report the I-factor
values between 802.11b channels and between 802.11b and 802.15.4 channels.
17
n1 n2 n3
Hop 1 Hop 2
(a) Alternative 1.
n1 n2
n3
Hop 1
Hop 2
(b) Alternative 2.
Figure 2.4: Two alternative flow-radio couplings for a two-hop flow from n1 to n3
via n2.
2.3 Flow-Radio and Channel Assignment in
Wireless Mesh Networks
Through theoretical and practical methods, researchers have quickly realized that
WMNs with single-radio nodes have severely limited capacities due to the inter-
ference intensified by the multi-hop nature of these networks [9,34,35]. Multi-hop
flows cause intra- and inter-flow interference in a WMN, and there is also inter-
ference from foreign wireless networks operating in close proximity of a WMN.
A widely accepted approach to mitigate intra- and inter-flow interference is
to equip the mesh nodes with multiple radios that support multiple frequencies
(channels) so the radios can be tuned to different channels. Consider the multi-
hop flow in Figure 2.4 from n1 to n3 in a multi-radio WMN. Assuming we are given
which multi-radio nodes it will visit en route, we ask the following question: On
each node the flow visits, which radio of the node will the flow use, i.e., be coupled
with? In other words, given the route, what will be the flow-radio assignments?
The flow depicted in Figure 2.4 has a total of 23 possible arrangements for
flow-radio coupling (flow to radio assignment). In Figures 2.4(a) and 2.4(b), two
of these are shown. For two radios to communicate reliably with each other, they
must be tuned to the same wireless channel. In Figure 2.4(a), both hops of the
flow must be on the same channel; whereas in Figure 2.4(b), the first hop and
the second hop of the flow can be on different channels. Assuming the routes are
given a priori, flow-radio assignment determines which radio pairs will be used to
carry flows, hence which links should be established between multi-radio nodes.
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Given the half-duplex operation of the radios, in Figure 2.4(a), n2 will not be
able to send a packet to n3 on the second hop while it is busy receiving a packet
from n1 on the first hop. On the other hand, in Figure 2.4(b), n2 can send and
receive packets on both hops in parallel. However, if the two hops in Figure 2.4(b)
are on the same channel, transmissions on the second hop will severely interfere
with the receptions on the first hop.
So intelligent channel planning is necessary while determining channels for
the hops (and correspondingly for the endpoints of the hops, i.e., the transmitter
and receiver radios). Now, we pose our second question: Which channels should
be assigned to the radios utilized by flow-radio assignment? Or in other words,
which channels should be assigned to the radios on which at least one flow is
coupled? The flow-radio assignment and the channel assignment problems in the
context of multi-channel multi-radio (MC-MR [36]) WMNs are tightly coupled.
In Chapters 5-7, we deal with these two problems in a joint manner, and we
call the joint problem as the joint flow-radio and channel assignment (JFRCA)
problem. In this thesis, we use the terms flow-radio coupling and flow-radio
assignment interchangeably.
Vast majority of the existing literature on channel assignment in multi-radio
WMNs uses only non-overlapping channels and very few studies consider flow-
radio assignment. Due to the limited number of orthogonal channels in the IEEE
802.11b/g standards, researchers have also investigated the possibility of using
overlapping channels. The multiple subset sum problem can be reduced into
the channel assignment problem as shown in [37], which proves that the channel
assignment problem in the context of multi-radio WMNs is NP-hard.
Existing literature on the channel assignment problem can be broadly clas-
sified into three categories: centralized algorithms, mathematical models and
distributed algorithms. We first outline the mathematical models in the liter-
ature addressing this problem and then discuss the centralized and distributed
algorithms.
In [25], the authors extend the linear programming (LP)-based formulation
of [38], which performs joint channel assignment and routing in multi-radio
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WMNs, to use partially overlapped channels as well as non-overlapping (orthog-
onal) channels. They demonstrate via simulations that the use of partially over-
lapping channels in the contexts of Wireless LANs and multi-hop Wireless Mesh
Networks can improve end-to-end application throughput.
In [39], Rad et al. propose an optimization model (JOCAC ) that is solved by
exhaustive search for joint channel assignment and congestion control of TCP traf-
fic in an infrastructure multi-radio WMN. The solution to the model is searched
exhaustively either in a centralized manner on a gateway node to yield an optimal
solution, or in a distributed manner on each multi-radio node to yield a partially
optimal solution. JOCAC assumes a tree routing topology like [40] and does not
address the flow-radio assignment problem in a setting where the traffic does not
concentrate on gateway nodes.
Both [41] and [42] propose mixed integer linear programs (MILP) for the joint
channel assignment and flow-radio assignment problem, and use partially over-
lapping and orthogonal channels. In [41], the proposed formulation incorporates
network traffic information and is load aware, with the objective to maximize
aggregate end-to-end throughput while minimizing queuing delays.
With its problem domain specification the joint flow-radio and channel as-
signment problem, and with its load aware formulation, the work in [41] is the
closest to ours. However, Bukkapatanam et al. propose a load aware MILP for-
mulation in [41], whereas in Chapters 6 and 7, we propose a set of centralized
and distributed tunable heuristic algorithms for the same domain. Hence, our
schemes can scale better and work for larger networks efficiently.
In [43], Ramachandran et al. propose a centralized algorithm (called BFS-
CA) for channel assignment in multi-radio WMNs to minimize interference from
co-located wireless networks. They define an interfering radio with respect to a
multi-radio node of the WMN as a simultaneously operating radio visible to the
WMN node but external to the WMN, and estimate interference on a specific
channel with the number of interfering radios on that channel.
In [44], Skalli et al. propose an interference-minimizing centralized channel
20
assignment scheme (called MesTiC ) that considers traffic patterns of the mesh
network and connectivity issues. Like [43], MesTiC relies on using a default
channel for topological connectivity and network management purposes. MesTiC
assumes that WMN traffic is directed towards a gateway node that provides access
to the wired network.
Another centralized algorithm specific to the infrastructure multi-radio
WMNs, where the outgoing traffic is directed to a gateway node, is POCAM [45]
(Partially Overlapped Channel Assignment for MRMC-WMN). POCAM is a
backtracking search algorithm for channel assignment and does not address the
flow-radio coupling problem. POCAM assumes a tree routing topology rooted at
the gateway node.
In [46], Hoque et al. propose a new interference model derived in a broad
sense from the I-factor [25] model of Mishra et al., and propose the concept of
the I-Matrix. I-Matrix is a table maintained separately for each multi-radio node
of the WMN. Each row of the I-Matrix holds the interference effects (costs) from
all other channels for a specific channel. Using the I-Matrix tables, a centralized
load-aware channel assignment algorithm which iteratively assigns channels to the
links is proposed. The proposed algorithm makes use of the partially overlapped
channels. As a channel is assigned to a link, the I-Matrices of all of the multi-radio
nodes are updated. The flow-radio coupling problem is not addressed.
In [40], Raniwala et al. propose a multi-channel WMN architecture (called
Hyacinth) based on nodes equipped with multiple 802.11 radios and the associ-
ated distributed channel assignment and routing algorithms. Hyacinth’s 802.11
interfaces operate on non-overlapping channels and the distributed channel as-
signment algorithm assumes that the connectivity graph of the multi-radio nodes
is a tree, which implies similar assumptions with [44]. The flow-radio coupling
problem is again not addressed. The centralized and distributed heuristic algo-
rithms proposed in Chapters 6 and 7 make no assumptions on the traffic patterns
of the WMN and address the flow-radio coupling problem jointly with the channel
assignment problem.
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In [47], Subramanian et al. develop semi-definite programming (SDP) and in-
teger linear programming (ILP) models to obtain bounds on the optimal solution
of the channel assignment problem using orthogonal channels, and they generalize
their ILP model for overlapping channels. They propose a Tabu search-based cen-
tralized algorithm and another centralized algorithm based on a greedy heuristic
for the Max K-cut problem. Without considering the flow-radio assignment prob-
lem or the network traffic patterns, they derive a greedy distributed algorithm
from the centralized Max K-cut based one.
In [48–50], distributed schemes for jointly addressing channel assignment and
routing in multi-radio wireless networks are proposed. The distributed scheme
proposed in [51] considers only the channel assignment problem. Common to [48–
51] is that they only use orthogonal channels for channel assignment and do not
consider the flow-radio assignment problem.
In [52], a cluster-based topology control and channel assignment algorithm
(CoMTaC ), which is based on the usage of default radio interfaces operating
on default channels, is proposed. Each cluster selects its default channel by
passively monitoring the traffic load on each channel as in [43]. A multi-radio
node bordering multiple clusters has its second interface tuned to the default
channel of the highest priority neighbor cluster. For selecting the channels of the
non-default radio interfaces, each node estimates the interference on each channel
using the average link layer queue length as an interference metric. CoMTaC does
not address the flow-radio assignment problem.
Ko et al. in [53] propose a distributed channel assignment algorithm and the
accompanying distributed protocol for multi-radio 802.11 mesh networks. They
employ a greedy heuristic for channel selection that uses only local information
and do not consider flow-radio assignment or routing. They do not use network
traffic information and perform channel assignment using only physical topology
information. Similar to the I-factor concept, they model interference between
wireless channels using a linear cost function f(a, b) (a and b being the wireless
channels) and use overlapping channels.
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In Chapter 5, we propose optimization models that address the joint flow-
radio and channel assignment problem. We take the effects of an idealized MAC
protocol into account and we use overlapping channels in addition to orthogo-
nal ones for channel assignment in these models. We propose centralized and
distributed heuristics that use overlapping channels, respectively in Chapters 6
and 7 for the joint flow-radio and channel assignment problem. We also introduce
novel metrics for assessing the average interference and the residual capacities of
the receiver radios in Chapter 6. Despite its prominent impact on the efficiency
achievable by channel assignment, previous studies in the literature have over-
looked the flow-radio assignment problem. Our work in these chapters is amongst
the first to jointly address these two problems.
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Chapter 3
BilMesh: A Multi-Radio
Multi-Hop Wireless Mesh
Networking Testbed
We have established an indoor multi-hop multi-radio 802.11b/g mesh network-
ing testbed at Bilkent University, called BilMesh, for observing and studying the
nature of multi-hop multi-radio communications as well as the nature of multi-
hop single-radio communications in wireless mesh networks. In this chapter, we
describe BilMesh in detail. We provide details about how a multi-radio mesh net-
work that supports ad hoc routing can be built and configured using commodity
hardware and software, together with the details of our node architecture, soft-
ware configuration and network topology. We also report about our performance
experiments conducted on multi-hop topologies with single-radio and multi-radio
relay nodes in this testbed. We investigate and report the effects of using multi-
radio, multi-channel relay nodes in the mesh networking infrastructure in terms
of network and application layer performance metrics. We also study the effects
of physical channel separation on achievable end-to-end goodput perceived by the
applications in the multi-radio case by varying the channel separation between
the radio interfaces of a multi-radio relay node.
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In Section 3.1, we discuss our main motivations in establishing a multi-hop
multi-radio wireless mesh networking testbed and list our major contributions. In
Section 3.2, we describe BilMesh and its architecture in detail. Section 3.3 covers
the descriptions and performance measurement results for multi-hop topologies
with single-radio and multi-radio relay nodes (mesh routers). In Section 3.4, we
conclude the chapter.
3.1 Introduction
Various non-academic communities have built urban wireless mesh networking
infrastructures using low cost commodity hardware and open software. Also many
academic groups have reported establishing wireless mesh networking testbeds to
research various issues related with the paradigm. Since the mesh networking
paradigm is generally applied onto existing MAC and physical layers and is used
in conjunction with the widely adopted transport layer protocols, such as TCP,
that are not capable of appropriately dealing with packet losses occurring in multi-
hop wireless links, researchers are faced with many challenges originating from the
MAC and transport layers while designing wireless mesh networks. The multi-
hop nature of the wireless mesh backbone and the shared/broadcast nature of the
wireless medium also give rise to the well-known hidden and exposed terminal
issues. Another important issue arising from the broadcast nature of the wireless
medium is that packets of the same multi-hop flow interfere with each other
while traversing subsequent links. We established BilMesh testbed to study these
issues. As we clearly show through experiments conducted in our testbed, this
intra-flow interference greatly destabilizes multi-hop flows and reduces achievable
goodput.
Most existing studies in the literature that deal with the channel assignment
problem in the context of multi-radio multi-channel WMNs consider only non-
overlapping channels. However, as surveyed in Section 2.3, works of Mishra et
al. [25] and others have demonstrated via simulations that using overlapping
channels in addition to the orthogonal (non-overlapping) channels can actually
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improve end-to-end application throughput. With its novel, flexible multi-radio
node architecture that provides elasticity in antenna placement and that can effec-
tively deal with the Wi-Fi NIC related crosstalk issues, BilMesh is an attempt to
further investigate these problems and explore the limitations arising in realistic
settings.
We have set up networks of up to seven hops using single radio nodes and up
to four hops using multi-radio nodes, which reveal previously unobserved facts
about the relative performance of TCP and UDP in a multi-hop multi-radio
setting. Using our testbed, we first investigate and report on the performance
improvements achievable by using orthogonal (non-overlapping) channels for con-
secutive wireless hops. Then, we quantify by a set of extensive experiments, the
goodput gains of using partially overlapping channels instead of using only or-
thogonal channels which is the method commonly followed in the literature. We
look at the effects of different channel combinations and permutations on the
performance that a multi-hop network flow experiences in terms of throughput
and packet loss rate. In our study, we also investigate how carrier-sense based
multiple access mechanism performs if the carrier sensing radio is operating on a
different channel than the actively transmitting radio.
Our main contributions in this chapter are:
• Through BilMesh, we describe in detail how a single and multi-radio wire-
less mesh network can be built, established and configured with dynamic
routing using off-the-shelf 802.11 wireless routers. We report our own expe-
riences with BilMesh, which can be useful for other researchers who want
to establish mesh networks.
• We propose a novel, cost-effective multi-radio node architecture for wireless
mesh networking testbeds that is flexible in terms of number of radios,
antenna placement and RF shielding. Our multi-radio node architecture
also does not have the Wi-Fi NIC related crosstalk issues and scales well
with the increasing number of Wi-Fi radios since the amount of available
computing resources increases with the number of radios.
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• Unlike previous multi-radio mesh networking testbeds, BilMesh uses
OLSR [54] as its routing protocol. The OLSR protocol implementation
we use in BilMesh is olsrd [55]. We discuss the details of the configuration
of olsrd in a multi-radio setting.
• We investigate the effects of physical channel separation on the performance
of a wireless mesh network with single and multiple radios. Effects on the
network layer parameters such as average delay and delay jitter as well as
on the transport layer performance (throughput and goodput) are studied.
• We observe that, although UDP is believed to perform better than TCP in
terms of achievable goodput, and is thus generally chosen as the transport
protocol for multimedia applications which require high bandwidth, this is
not always the case in multi-hop wireless networks. As the number of hops
a traffic flow traverses increases, TCP begins to achieve higher goodput
than UDP. Hence, we propose that if no flow control is implemented at the
application level, the transport layer protocol for multimedia applications
should be chosen as a function of the number of hops multimedia packets
have to traverse.
• We observe and report, by the results of our detailed experiments, that in
a multi-hop UDP flow, round trip times for packets increase almost linearly
with increasing hop count, whereas jitter increases almost exponentially.
• We observe that, due to CSMA, separating neighboring 802.11b/g radios
with one, two or three channels is a worse option than assigning the same
channel to them. However, separating neighbor 802.11b/g radios with at
least four channels is a better option than assigning the same channel to
them. This observation is very valuable for channel assignment algorithms
that utilize overlapping channels.
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Figure 3.1: BilMesh Logical Topology.
3.2 BilMesh
In this section, we describe our testbed; how we have built, established and
configured it. We describe in detail our node hardware and software architecture.
In the Engineering Building of Bilkent University, we have built and deployed
an 802.11b/g mesh network, called BilMesh, consisting of single-radio and two-
radio nodes. We use BilMesh as our testbed for wireless mesh networking re-
search. BilMesh is based on Linksys WAP54G and Linksys WRT54GL 802.11b/g
access points running the Whiterussian and Kamikaze distributions of the pop-
ular OpenWRT firmware. OpenWRT [56] is a Linux distribution for embedded
devices like Wi-Fi access points that provides a fully writable file system with
package management. Since BilMesh is based on commodity hardware and open
source software, we can easily add new nodes (or remove existing ones) when
necessary. Furthermore, since our two-radio nodes are built from conventional
single-radio nodes, when desired, we can easily turn our multi-radio nodes into
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single-radio ones.
One Linux PC is configured as the mesh network’s Internet gateway and
DHCP server. During performance measurements, it also acts as the traffic sink.
Another Linux PC on the other end of the network is used as the traffic source.
As part of BilMesh, we also have a management and monitoring station also
running Linux and a server station running MySQL RDBMS, Apache web server
and Apache Geronimo J2EE application server [57] on top of Linux.
The Linksys WAP54G [58] is a rather restricted hardware platform for mesh
networking with a 200 MHz Broadcom CPU, 2 MB flash memory and 8 MB
RAM. It is based on the BCM4318 SoC [59] integrating a CPU and an 802.11b/g
interface. The Linksys WRT54GL [60] is a more powerful platform compared
with the WAP54G, offering 4 MB flash memory and 16 MB RAM. WRT54GL
is based on the Broadcom BCM5352 SoC router [61] which combines a 200 MHz
MIPS32 CPU, an 802.11b/g interface and a configurable five port Fast Ethernet
switch.
Figure 3.1 shows the logical topology of BilMesh together with the architec-
tural roles of its constituent nodes and Figure 3.2 shows a logical two-radio node.
In Figure 3.1, MAP stands for Mesh Access Point, i.e., a wireless router (which
we also call as a mesh relay), which can have single or multiple (two) radios.
In Figure 3.2, the two physically separate APs are connected via Ethernet to
constitute a single two-radio node.
Each node in the testbed (including both of the constituent wireless routers
of a two-radio node) is connected to an Ethernet backbone which is used for
managing and monitoring the testbed. Using this backbone, channels of the
wireless routers can be reliably configured and real-time packet traces can be
collected. Also all experiments carried on the testbed can be remotely controlled
to prevent any unwanted fluctuations in wireless link conditions caused by moving
bodies.
As the routing protocol, OLSR [54] is run on BilMesh. Each constituent
router of a two-radio node runs an instance of the OLSR daemon (olsrd [55])
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Figure 3.2: A BilMesh two-radio node (Mesh Access Point) consisting of two
distinct APs.
which sets up the routing table. Further details on routing software configuration
and operation are given in the next section.
3.2.1 Node Configuration
All nodes in BilMesh operate in the 802.11 IBSS mode. In its default configuration
on Whiterussian distribution, the 802.3 and the 802.11 interfaces of a WAP54G
are bridged together. We break this bridge and configure the wired and wireless
interfaces separately, so that packets arriving at the wireless interface can be
routed through the wired interface. For maintenance purposes, the nodes can be
accessed via their Ethernet interfaces. RTS/CTS is disabled in the network.
Figure 3.3 shows the architecture based on the OpenWRT firmware for a
WAP54G node. The wireless interface eth1 is removed from the bridge br0
(which contains eth1 in the default configuration) and is configured to be in the
10.0.1.0/24 network. The VLAN vlan0 consists of ports 1 and 5 of the pro-
grammable switch et0 and is not tagged. For ease of configuration, VLAN vlan0
is configured via the default bridge br0 (from which the wireless interface has been
removed) in the 192.168.1.0/24 network. Interface configuration is performed via
init scripts. Also in these init scripts, the routing information for a specific node
can be supplied if static routing is desired, in which case, OLSR daemon should
also be disabled. Similarly, Figure 3.4 shows the architecture for a WRT54GL
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Figure 3.3: OpenWRT based architecture for a WAP54G in BilMesh.
node. Again, the wireless interface has been removed from bridge br0.
The routes followed by packets when ad hoc dynamic routing is used
can change quite often even in infrastructure meshes like BilMesh since the
conditions of the wireless medium change rapidly. If a set of experiments
to be carried on BilMesh requires the network packets to follow the same
routes, then we disable olsrd and use static routing, i.e., the routing ta-
ble is stored at boot time in the network layer of a node’s TCP/IP stack.
Also for the static routes to be forced, ICMP Redirect message [62] gen-
eration and processing are disabled at the Linux TCP/IP stack. This can
be achieved by setting the keys net/ipv4/conf/all/send redirects and
net/ipv4/conf/all/accept redirects to 0 in the sysctl preload/configuration
file.
3.2.2 Building Two-Radio Nodes
We have built the two-radio nodes out of two WAP54G or two WRT54GL or
one WAP54G and one WRT54GL devices. In order to achieve a two-radio node,
we connected two WAP54G/WRT54GL devices via their Ethernet interfaces and
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Figure 3.4: OpenWRT based architecture for a WRT54GL in BilMesh.
supplied the necessary routing information to route packets received via the radio
interface of a box to the radio interface of the other box in the init scripts. Since
packets are routed from one radio to the second radio of this two-radio node via
the interconnected 802.3 interfaces, these two radios may be operated on different
channels. This effectively gives us a two-radio, two-channel node in which the
two radio interfaces can be configured independently of each other. Since the
802.3 link in our setup has a dedicated bandwidth of 100 Mbps, the bottleneck
links are the wireless links. Figure 3.5 shows the architecture of a dual radio node
which consists of two WAP54G boxes.
Since our two-radio nodes are built using two separate physical boxes, a single
instance of the OLSR daemon cannot access both radios of the logical two-radio
node. However, in order to be able to route packets between these radios which
may be operating on different frequencies (channels), we need to have these ra-
dios discover each other with OLSR HELLO messages [54]. Furthermore, the
Multipoint Relay (MPR) Selection Sets of each radio must be disseminated to
every other radio in the network regardless of the operating channels. To solve
these problems we adopted the following approach: on each constituent router
of each logical two-radio node, a single instance of the OLSR software is run.
OLSR daemon is configured to operate on both the wired (802.3) and the wire-
less (802.11) interface of the constituent router. In this way, we were able to
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Figure 3.5: A dual radio node comprising two WAP54G hardware.
disseminate network-wide routing information among radios operating on differ-
ent frequencies, which would not be possible if the daemon operated only on the
radio interfaces of the routers. Listing 3.1 contains the related section of the
olsrd configuration file. The single instance of the daemon is instructed to work
on both of the wired (eth0.0) and the wireless (wl0) interfaces.
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Interface "wl0"
{
Ip4Broadcast 255.255.255.255
HelloInterval 2.0
HelloValidityTime 40.0
TcInterval 5.0
TcValidityTime 100.0
MidInterval 18.0
MidValidityTime 324.0
HnaInterval 18.0
HnaValidityTime 108.0
}
Interface "eth0.0"
{
Ip4Broadcast 255.255.255.255
HelloInterval 2.0
HelloValidityTime 40.0
TcInterval 5.0
TcValidityTime 100.0
MidInterval 18.0
MidValidityTime 324.0
HnaInterval 18.0
HnaValidityTime 108.0
}
Listing 3.1: Part of OLSR Daemon Configuration on a Multi-Radio Node.
Using our WAP54G/WRT54GL single and two-radio nodes together with our
desktop PCs (and laptops) as endpoints, we performed extensive experiments on
our testbed with different network configurations and scenarios. In the following
section, we describe in detail our experimental setups and report the results of
our experiments.
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Node Local Next Hop Next Hop
Id Address To PC 2 To PC 1
PC 1 10.0.1.1 10.0.1.200 -
WR 1 10.0.1.200 192.168.1.201 10.0.1.1 (PC 1)
WR 2 10.0.1.201 10.0.1.202 192.168.1.200
WR 3 10.0.1.202 192.168.1.203 10.0.1.201
WR 4 10.0.1.203 10.0.1.204 192.168.1.202
WR 5 10.0.1.204 192.168.1.205 10.0.1.203
WR 6 10.0.1.205 10.0.1.206 192.168.1.204
WR 7 10.0.1.206 192.168.1.207 10.0.1.205
WR 8 10.0.1.207 10.0.1.2 (PC 2) 192.168.1.206
PC 2 10.0.1.2 - 10.0.1.207
Table 3.1: Routing table configurations of the nodes of the five-hop topology
(entries for the 802.3 interfaces not shown).
3.3 Experiments
We have conducted experiments on single-hop and multi-hop (up to 5 hops)
topologies carrying both UDP and TCP traffic. The TCP and the UDP traf-
fic is generated using the Iperf tool [63] on Linux. For two-hop and three-hop
topologies, we have built two-radio, two-channel relay nodes and repeated our
experiments to compare the results with their single-radio counterparts. To ob-
tain stable routes for controlled experiments, we used static routing as explained
in Section 3.2.1. For each topology, we have also measured RTTs for packets of
sizes of 64, 350, 700 and 1470 bytes and we report the jitter values of UDP traffic
for each setup. In the discussions that follow, the definition of jitter follows the
definition of Interarrival Jitter in RFC 3550 [64]. Also for the two-hop multi-
radio relay node setup, we investigate the effects of channel separation between
the interfaces of the two-radio relay node on network performance.
For multi-hop topologies, each intermediate router forwards a packet it re-
ceives to the next router in the chain towards the packet’s destination. As an
example, the routing tables of the nodes of the five-hop topology are given in
Table 3.1.
The following two subsections discuss the single-radio relay node and two-
radio relay node setups separately.
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Figure 3.6: Experimental setup for a
single-hop network.
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Figure 3.7: Experimental setup for
a two-hop network with single radio
nodes.
3.3.1 Experiments with Single-Radio Relay Nodes
In order to find the TCP and UDP goodputs achievable on an 802.11b link in our
setup, we performed a set of experiments on a one-hop topology. Since the sender
and the receiver are only one-hop away from each other, there is no interference
from consecutive hops of the stream and signals belonging to other co-located
wireless networks constitute the primary source of interference. Figure 3.6 shows
the setup for the goodput measurement experiments on a single-hop topology.
PC 1 and PC 2 are connected together via an 802.11b link on channel 1 at 11 Mbps
in IBSS mode. PC 1 generates UDP traffic with a demand of 11 Mbps targeted
at PC 2. 15 goodput measurements were made with this setup and the average
goodput was found to be 6896 Kbps. Another set of 15 goodput measurements
were performed where PC 1 generates TCP traffic targeted at PC 2, and the
average goodput was found to be 5438 Kbps. The average jitter for UDP packets
was 0.45 ms for this setup.
Figure 3.7 shows the setup for the goodput measurement experiments in-
volving single radio nodes in a two-hop topology. The box labeled as Wireless
Router (called WR from now on) is a WRT54GL. PC 1, PC 2 and WR form an 802.11
IBSS (Independent Basic Service Set) on channel 1. All links are 802.11b links
at 11 Mbps. Nodes are placed purposefully close to one another (each separated
by 1 m) to increase the intra-flow interference, which refers to the interference
on a link of a flow caused by the subsequent links used by the same flow. PC 1
generates UDP traffic with a demand of 11 Mbps targeted at PC 2 but instead
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Figure 3.9: Experimental setup for
a four-hop network with single radio
nodes.
of directly sending this traffic to PC 2, PC 1 asks the WR to relay this traffic to
its destination. 15 measurements were made with this setup and the average
goodput was found to be 3377 Kbps. The average goodput for TCP traffic from
PC 1 to PC 2 was 2722 Kbps out of 15 measurements and the jitter was found to
be 1.67 ms.
For the three-hop topology shown in Figure 3.8, where PC 1 is the traffic
source and PC 2 is the destination and packets are relayed over WR 1 and WR 2,
the average goodput for UDP traffic was found to be 2275 Kbps out of 15 mea-
surements and the average TCP goodput was found to be 1831 Kbps out of
15 measurements. The average jitter for this topology turned out to be 3.55 ms.
For the four-hop topology shown in Figure 3.9, where PC 1 is the traffic source
and PC 2 is the destination and packets are relayed over WR 1, WR 2 and WR 3,
the average goodput for UDP traffic was found to be 1570 Kbps out of 15 mea-
surements and the average TCP goodput was found to be 1258 Kbps out of
15 measurements. The average jitter for this topology turned out to be 6.83 ms.
For the five-hop topology shown in Figure 3.10, where PC 1 is the traffic
source and PC 2 is the destination and packets are relayed over WR 1, WR 2, WR 3
and WR 4, the average goodput for UDP traffic was found to be 893 Kbps out of
15 measurements and the average TCP goodput was found to be 900 Kbps out of
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Figure 3.10: Experimental setup for a five-hop network with single radio nodes.
UDP TCP UDP
Hop Goodput Goodput RTT Jitter
Count (Kbps) (Kbps) (ms) (ms)
1 6896 5438 3.95 0.45
2 3377 2722 7.54 1.67
3 2275 1831 11.23 3.55
4 1570 1258 14.79 6.83
5 893 900 18.3 13.01
Table 3.2: Averages of the measurements for experiments with single radio relay
nodes. RTT averages reported here are for 1470 bytes packets.
15 measurements. The average jitter for this topology turned out to be 13.01 ms.
Table 3.2 summarizes the averages of the results of the measurements obtained
on these 1-5 hop topologies with single radio relay nodes. As it can be seen from
the experiment results, as the hop count increases both the achievable TCP and
UDP goodputs decrease. For smaller hop counts, due to TCP’s acknowledgements
and congestion and flow control mechanisms, one can achieve larger goodput by
using UDP at the transport layer. The interesting fact observed here is that
as the hop count reaches 5-hops, TCP can achieve larger goodput than UDP.
The UDP source, lacking any transport layer feedback from the subsequent hops,
sends as much traffic as CSMA/CA MAC allows. The amount of traffic a UDP
source can offer is a function of solely the capacity of the first link in a multi-hop
flow (assuming the application always has packets to send as soon as a packet
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single-radio relay nodes.
is successfully delivered to the transport layer). However, a TCP source receives
transport layer feedback from the traffic destination and throttles itself by means
of flow and congestion control mechanisms. As more and more hops are added
to a flow, since the links (of the hops) are spatially separated, the capacity of
the first link does not change and the UDP source generates packets in a greedy
way, that have no chance to reach their destination. However, a TCP sender
expects acknowledgement from its receiver and this prevents it from generating
unnecessarily large number of packets that would be dropped in intermediate
links with high probability. After 4 hops, as TCP’s self-throttling mechanisms
mitigate congestion among the hops of the flow (intra-flow congestion), TCP
begins to perform better than UDP in terms of goodput.
For each of these topologies, RTTs were measured with ping packets of 56
(default payload size in iputils ping), 342, 692, 1462 byte payloads. 1462 bytes
of ICMP payload corresponds to 1470 bytes of ICMP message together with the
8 byte ICMP header, which in turn is the datagram size used in UDP goodput
measurements. Figure 3.11 summarizes the RTT measurements. For all packet
sizes, RTT increases almost linearly with respect to increasing hop count and the
rate of increase of RTT with respect to hop count increases as the packets grow
in size.
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Figure 3.12 plots the UDP jitter values on these topologies for datagrams of
1470 bytes. As seen in Figure 3.12, the jitter for UDP packets increase almost
exponentially with respect to increasing hop count.
In order to observe the effects of offered traffic volume on the UDP flow good-
put, packet drop rates and the jitter, we performed other sets of experiments with
the single-radio nodes for 1, 2, 3, 4, 5, 6 and 7 hop cases. In these sets of experi-
ments, the physical link rates are kept constant at 11 Mbps but the offered UDP
traffic volume at the source is varied (whereas in the previous sets of experiments,
it was kept constant also at 11 Mbps). Also, aluminium foiled panels were used
between the hops to decrease the interference range of the transmitter radios.
Figures 3.13, 3.14 and 3.15 show the averages of the results for these experi-
ments. The offered traffic load is varied from 1 Mbps to 11 Mbps in increments
of 2 Mbps and for each offered load in each topology, a total of 15 experiments
were performed. As expected, in Figure 3.13 as the offered load increases, the
application level goodput first increases and then saturates at about 1007 Kbps
for 7-hops, and at 5447 Kbps for 1-hop. The general trend in Figure 3.13 is that
at a given offered load, goodput decreases as the hop count increases since the
contention among the links increases. The effects of the aluminium foiled panels
are also clearly visible for 2, 3 and 4 hops. If these panels were not used to mit-
igate inter-hop interference, then one would expect an average goodput of 2750,
1833.3 and 1375 Kbps at maximum for 2, 3 and 4 hops respectively, since the
single hop average goodput is below 5500 Kbps. To some extent, these panels
have been able to mitigate inter-hop interference. Also as expected, Figure 3.14
shows that at a given offered load, packet drop ratio increases with hop count
which is due to increasing intra-flow interference. The same trend also exists
for the jitter measurements, however, with some irregularities as it is displayed
in Figure 3.15. Jitter values rise as high as 37 ms for the 7-hop topology. The
increase in jitter values when going from an offered load of 1 Mbps to 3 Mbps
becomes more significant as the hop count increases.
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Figure 3.17: Three (wireless) hop setup
involving two two-radio relay nodes.
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3.3.2 Experiments with Two-radio Relay Nodes
In order to test the viability of using overlapping channels in a multi-radio node
setting, we conducted a set of goodput measurement experiments, using Iperf [63]
as our traffic generator. Our aim in performing these experiments is to quantify
by measurement, the amount of application level performance degradation due
to using overlapping channels on a multi-radio relay node. Figure 3.16 shows the
setup for goodput measurement experiments involving a two-radio relay node in a
two (wireless) hop topology. To obtain a two-radio relay node, the two WRT54GL
single-radio wireless routers labeled as WR 1 and WR 2 are interconnected via Eth-
ernet and as explained in subsection 3.2.1, each wireless router relays a packet it
receives from its radio interface to the other wireless router through the Ethernet
connection which then transmits the packet via its radio interface. In this setup,
the channel on which the radio of WR 1 operates is changed from 1 through 11,
whereas the channel on which WR 2 operates is kept constant at 6. PC 1 connects
to WR 1 in 802.11 IBSS mode and hence the channel on which the radio of PC 1
operates is also varied accordingly. PC 2 connects to WR 2 and hence the radio
of PC 2 is operated on channel 6. PC 1 generates UDP traffic (with a demand of
11 Mbps) targeted at PC 2 and the system of wireless routers consisting of WR 1
and WR 2 acts as a two-radio relay node to carry this traffic. All 802.11 radios in
this setup operate in the IBSS mode at 11 Mbps. For each channel configuration,
6 goodput measurements are performed with a total of 66 measurements. Each
measurement lasts 10 seconds. Figure 3.18 depicts the normalized average good-
put values obtained through these measurements. The averages are normalized
with respect to the average goodput obtained when WR 1 is at the same channel
as WR 2 (channel 6). The maximum average UDP goodput is obtained when WR 1
is at channel 11 and WR 2 is at channel 6. As it can be seen from Figure 3.18,
when the separation between the two channels of the relay node is 4, we have a
goodput gain of at least 113% compared with a channel separation of less than 4.
Also another interesting observation is that when WR 1 is set to operate on
channels 3, 4, 5, 6, 7, 8 or 9, we have a local maximum at channel 6 which is the
channel occupied by WR 2. This can be attributed to CSMA. Carrier sensing is
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Figure 3.19: RTT measurements
for multi-radio relay setups with
varying sizes of ICMP payloads.
more effective when both radios are on the same channel compared with the cases
when two radios operate on channels that are 1-3 channels away, reducing packet
losses and increasing the goodput. This observation might be valuable for channel
assignment tasks involving multi-radio nodes. If a channel assignment algorithm
being designed allows overlapping channels to be assigned to neighboring radios,
it is better to assign the same frequency to these radios instead of assigning
channels that are one, two or three channels away.
Figure 3.17 shows the setup consisting of two two-radio relay nodes in a three
(wireless) hop topology. WR 1 and WR 2 are interconnected via Ethernet and form
a two-radio relay node as explained in Section 3.2.1. Similarly, WR 3 and WR 4
are interconnected via Ethernet to form another two-radio relay node. In this
topology, PC 1 communicates with PC 2 via 5 hops two of which are 802.3 links
(hence there are 3 wireless hops). In this setup, WR 1 operates on channel 11, WR 2
operates on channel 1, WR 3 operates on channel 1 (so that there exists an 802.11b
link between WR 2 and WR 3), WR 4 operates on channel 6. PC 1 and PC 2 operate
on channels 11 and 6, respectively. Hence, all of the three wireless links are
operated on orthogonal channels. As explained previously, nodes are placed close
to one another (separated by 1 m) to increase intra-flow interference. The average
UDP goodput is measured to be 5401 Kbps and the average TCP goodput is found
to be 3055 Kbps for this setup. Jitter is observed to be 2.05 ms. When these
44
results are compared with their counterparts of the single radio three wireless
hops case in Table 3.2, it can be observed that there is a goodput improvement of
about 237% for UDP traffic and about 167% for TCP traffic for 3-hop topologies.
The jitter values for the multi-channel case decrease less sharply, by about 42%,
compared with the single channel three hops case. We may conclude from these
results that the goodput gains for UDP and TCP traffic in the multi-channel case
are higher than the jitter gains. This can be attributed to the additional queues
introduced with the 802.3 links in the multi-channel setting.
For both multi-radio setups, RTTs were measured for ping packets of 64, 350,
700, 1470 bytes (including ICMP headers). Figure 3.19 summarizes the aver-
ages for these RTT measurements for the two multi-radio relay node topologies
discussed. When compared with the performances of their single-radio counter-
parts depicted in Figure 3.11, it can be seen that RTT values are higher in the
multi-radio case. The difference comes from the additional 802.3 links and the
additional store-and-forward delays introduced in our multi-radio setup. For a
two-hop topology, in the single-radio setting, there is only one intermediate (wire-
less) router relaying the traffic, whereas in the multi-radio setting of our setup,
there are two such routers. We should note here, that the ping packets used for
measuring the average RTT for a given ping packet size are sent with a separation
of 1 s and they are not flooded. Since these ping packets are not flooded (i.e. are
not sent back to back), they do not experience intra-flow interference. If these
ping packets were flooded, then the multi-radio setup would have an advantage
over the single-radio setup because of the mitigation of the intra-flow interference
in the multi-radio multi-channel setting.
In order to observe the effects of offered traffic volume on the application
goodput in the multi-radio case, we repeated the previously described set of
experiments with multi-radio relay nodes for two and three hop topologies. Again,
the physical link rates are kept constant at 11 Mbps but the offered UDP traffic
volume at the source is varied from 1 Mbps to 11 Mbps in increments of 2 Mbps.
For the two (wireless) hop topology, we employed channels 1 and 6, and for the
three (wireless) hop topology, we employed channels 1, 6 and 11. The setup for
the 2-hop topology is similar to that of Figure 3.16 with the only difference that
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the link between PC 1 and WR 1 operates on channel 1. The setup for the 3-hop
topology is identical to Figure 3.17. Figures 3.20 and 3.21 show the averages
of the results for these experiments. As it can be seen from Figure 3.20, when
non-overlapping channels are used, the maximum achievable goodput does not
differ significantly between two and three hops. When the average goodputs
reported in Figure 3.20 are compared with their single-radio node counterparts of
Figure 3.13, we can see that, due to more parallel transmissions in the multi-radio
case, maximum average goodputs for 2 and 3 hops have increased up to 170%
and 237% respectively. We also observe that, in the multi-radio node setup,
the difference in the maximum goodputs of 2 and 3 hop flows have decreased
significantly because the flows do not experience intra-flow interference even for
3 hops. Figure 3.21 shows that the jitter values are below 1 ms for offered loads
of 1, 3 and 5 Mbps. But as the offered load rises above 5 Mbps, jitter increases
rapidly.
We also experimented with a 4-hop multi-radio topology to assess if good-
put can be improved by using distinct overlapping channels instead of repeating
non-overlapping channels on different links. Since the number of non-overlapping
channels is 3 in IEEE 802.11b/g, we need at least 4 wireless hops to investigate
this fundamental question. We used the two topologies depicted in Figure 3.22
for these sets of experiments. In Figure 3.22(a), only non-overlapping chan-
nels 1, 6, 11 are used but since we have 4 wireless hops, one of these channels
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Figure 3.22: Motivational Example: Is using channels 1, 6, 11 solely and repeating
channels when needed better, or is allowing overlapping channels better?
has to be repeated (e.g., channel 1 is used on links 2 and 4). However, in Fig-
ure 3.22(b), overlapping channels 1, 4, 7, 11 are used and no channel is repeated on
subsequent links. Our aim is to investigate whether allowing overlapping channels
to be used improves performance over repeating channels on subsequent links.
We performed several goodput measurement experiments with the 4-hop
topology depicted in Figure 3.22 using various permutations of channels. We
report the results of some selected scenarios here. In each of these scenarios, the
scenario name consists of the channel numbers of the links from the traffic sink
to the traffic source in order. The channel configuration is also listed in the same
order. For instance, if the scenario name (or channel configuration) is 4, 7, 1, 11,
then in the related experiment from the traffic source to the traffic destination,
the 1st link operates on channel 11, the 2nd link operates on channel 1, the 3rd
link operates on channel 7 and the last link operates on channel 4. For these sets
of experiments, all links are 802.11b links operating at 11 Mbps and the transmit
powers for all of the transmitters are fixed at 17 dBm (about 50 mW). Also in
order to observe link-level packet losses, using pcap library, we collected packet
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Figure 3.23: 4-hop Scenario with Channels 1, 11, 4, 7.
traces on wireless routers labeled as WR 1, WR 3, WR 5 and on the traffic desti-
nation (PC 2) using a pcap snap length of 70 bytes. A snap length of 70 bytes is
enough to capture the application level packet header used by Iperf. Iperf assigns
a packet identifier incremented by 1 to each packet it generates and puts it in
the application layer packet header. Also at the end of the session, Iperf traffic
source reports to the traffic sink the total number of packets generated during the
session. Doing a post analysis on the packet traces after the experiment is com-
pleted, we were able to identify the packet loss rate on each of the four wireless
links individually. Each experiment is repeated 10 times.
In Figures 3.23(a), 3.24(a) and 3.25(a), we report the averages of the good-
put measurements with respect to increasing offered traffic load. And in Fig-
ures 3.23(b), 3.24(b) and 3.25(b), we report the averages of the percentages of
lost packets on individual links. In Figures 3.23(b), 3.24(b) and 3.25(b), “Packet
Drop Ratio” represents the average overall packet loss ratio, which is the ratio
of the total number of lost packets (on Link 1, 2, 3 or 4) to the total number of
packets sent by the traffic source.
In our experiments, we have observed that if we stick to only non-overlapping
802.11b channels, we obtain almost the same goodput for different permutations
of channels as long as channel repetition on neighboring links (links incident on
a common node) is not allowed. But if we employ overlapping channels, then the
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Figure 3.24: 4-hop Scenario with Channels 4, 7, 1, 11.
 500
 1000
 1500
 2000
 2500
 3000
 3500
 1  3  5  7  9  11
Av
er
ag
e 
G
oo
dp
ut
 (K
bp
s)
Offered Traffic Load (Mbps)
Channel Config: 1 11 1 6
(a) Average Goodput vs. Offered Load for
4-hop Scenario 1, 11, 1, 6.
 0
 0.2
 0.4
 0.6
 0.8
 1
 1  3  5  7  9  11
%
 o
f L
os
t P
ac
ke
ts
Offered Traffic Load (Mbps)
Link 1: Ch. 6
Link 2: Ch. 1
Link 3: Ch. 11
Link 4: Ch. 1
Packet Drop Ratio
(b) Link Loss Percentages for 4-hop
Scenario 1, 11, 1, 6.
Figure 3.25: 4-hop Scenario with Channels 1, 11, 1, 6.
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permutation of channels chosen has a more profound impact on goodput.
Figures 3.23 and 3.24 reveal an interesting fact. Although the channel sub-
set used for the 4 hops of the network is exactly the same in these scenarios,
maximum achievable goodput differs by 31% (2325.3 Kbps vs. 3053.8 Kbps).
Separating the first two links by three channels performs considerably worse than
separating the last two links by three channels. The reason for this phenomenon
is that in our setup, links operating three channels away from each other severely
interfere with each other because of being spatially close. If the three channel
separation is used between the first and the second links on which more packets
are carried compared with the third and the fourth links, more packets are lost
due to collisions. However, if the three channel separation is used between the
last two links that carry less traffic due to the thinning effect, and interference
between the more loaded first two links is kept relatively low (i.e., by employing
non-overlapping channels), relatively less number of packets are lost.
Another observation that follows from these figures is that having higher inter-
link intra-flow interference at the beginning of a flow (e.g., interference between
the first two links of the same flow) makes the flow less stable with respect to
increasing load. If we consider Figure 3.23, increasing the number of packets
on the first link by increasing the offered load, decreases goodput up to 73%
(when the offered load is 7 Mbps). However, if the first two links operate on non-
overlapping channels and do not interfere with each other as in the scenario given
in Figure 3.24, the flow is much more stable with respect to increasing offered load.
As it can be deduced from Figures 3.24 and 3.25, on a linear topology, repeating a
channel on non-consequent (two or more hops away) links is a better choice than
using overlapping channels in consequent links when goodput is concerned. Again
in Figure 3.25, we observe that the obtained goodput as offered load increases
is more stable when compared with that of Figure 3.23. In Figure 3.25(b), we
observe that for offered loads of 1 and 3 Mbps, nearly 100% of the packet losses
occur on the first link but the overall packet loss ratio is almost 0%. But as the
offered load is increased beyond 3 Mbps, exceeding the capacity of the path, the
overall packet loss ratio jumps to over 40% and almost all of the losses occur on
the second link. The situation is similar for the scenario 4, 7, 1, 11 as it can be
50
observed in Figure 3.24(b). On both of these scenarios, the first and second links
are operated on non-overlapping channels. If overlapping channels are used on
the first and second links as in Figure 3.23(b), at an offered load of 3 Mbps, the
overall packet loss ratio rises to 13% and like the previously mentioned scenarios,
most of the packet losses (about 87%) are on the second link. However, an offered
load of 3 Mbps is above the path capacity for this scenario.
When we consider link-level packet losses, it can be seen from Figures 3.23(b),
3.24(b) and 3.25(b) that the second link is the most vulnerable link in our ex-
periments under heavy traffic load. This is because packet losses occur at the
transmit queues of the nodes rather than at the links themselves. Since the
first link’s transmit queue is at the PC and is larger than the subsequent router
transmit queues and since the number of packets making it to the 3rd and the
4th links’ transmit queues is substantially smaller, more packets are dropped at
the 2nd link’s transmit queue. This is in accordance with our observation stated
above, that it is more important to protect the head of a flow from interference
(intra-flow or external) than to protect the tail. When assigning channels to
radios or when making routing decisions, this fact must be taken into account.
3.4 Summary
In this chapter, we report on an indoor 802.11b/g mesh networking testbed we
established at Bilkent University as part of this thesis and provide experimen-
tal evaluation results on multi-hop topologies for TCP and UDP traffic. The
achievable goodput quickly drops as the hop count increases when operating on a
single channel, but employing multi-radio, multi-channel nodes as the intermedi-
ary relaying nodes can provide up to 192% improvement in UDP goodput and up
to 176% improvement in TCP goodput in a two-hop topology. The UDP good-
put improvement reaches 237% when the flow is three hops long. TCP is more
sensitive to the increased packet loss rate and increased RTTs as the hop count
increases. With the multi-radio architecture used in our experimental setups,
RTTs in multi-hop topologies where packets are relayed by multi-radio nodes
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are longer and RTTs grow faster as hop count increases compared with the case
where packets are relayed by single-radio nodes. This is due to the additional
processing performed by the access points constituting the multi-radio relay node,
when routing the packets from the receiving wireless interface of one access point
to the transmitting wireless interface of the other access point via the 802.3 link.
Despite this adverse effect in our multi-radio architecture, the additional chan-
nel capacity obtained by making use of multiple physical radio interfaces results
in improvements of achievable goodput up to 167%. Another interesting result
is that when utilizing overlapping 802.11b channels for multi-radio nodes, one
has to take special care to separate the channels assigned to the radio interfaces
appropriately. This is because separating the 802.11b radio interfaces with 1, 2 or
3 channels (corresponding to central frequency separations of 5, 10 and 15 MHz
respectively) may severely degrade the achievable performance compared to the
case in which the same channel is assigned to the interfaces. This is due to
CSMA’s incapability to properly coordinate contenders which are separated by
1, 2 or 3 channels, increasing the rate of packet collisions. On the other hand,
a separation of 4 channels, which implies the assignment of slightly overlapping
channels in the context of 802.11b, achieves goodput improvements of up to 189%
for UDP traffic in a two-hop topology when compared to the single-radio case. As
mentioned above, using non-overlapping channels achieves even higher goodput
improvements. According to the results reported, operating the radio interfaces
of a multi-radio relay node on the same channel effectively turns it into a single-
radio relay node from the perspective of network performance for UDP traffic
without providing any advantage of using multi-radio nodes.
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Chapter 4
A Novel Measurement-based
Approach for Modeling and
Computing Interference Factors
for Wireless Channels
Wireless communication technologies divide their available spectrum into pre-
defined channels. Some wireless technologies, such as the IEEE 802.11b/g, define
their channels in such a way that adjacent channels share the spectrum. When
two distinct channels share some part of their spectrum, simultaneous transmis-
sions on these channels cause what is classified as the adjacent channel interfer-
ence [2,46,65–67]. For problems that consider adjacent channel interference, such
as the channel assignment problem for multi-channel wireless mesh networks, we
need a model that quantitatively describes adjacent channel interference. The
interference factor is a concept defined to quantify the amount of the overlap,
hence the interference, between two wireless channels. Analytical and experimen-
tal methods have been proposed in the literature to define the interference factors
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among channels of a wireless technology. In this chapter1, we propose a physical-
layer-measurement-based, technology-independent and generic approach that is
capable of determining interference factors between the channels of a wireless
technology and also between the channels of two different wireless technologies,
such as IEEE 802.11 and IEEE 802.15.4. We also report our measurement results
for interference factors among 802.11b DSSS channels and between 802.15.4 and
802.11b channels. Our results show that our approach is practical, accurate and
generic enough to compute the interference factors of radio channels belonging to
various wireless communication technologies.
In Section 4.1, we discuss our motivations in our study of the I-factor concept
and list our major contributions regarding I-factor. In Section 4.2, we introduce
the concept of the I-factor in more detail. In Section 4.3, we present and dis-
cuss our novel methods. In Section 4.4, we report our measurement results for
the I-factors between 802.11b DSSS channels and between 802.15.4 and 802.11b
channels. Finally, in Section 4.5, we conclude the chapter.
4.1 Introduction
Interference factor (I-factor) [25] is used to model the amount of interference
between two channels of a wireless communication standard, such as the IEEE
802.11 family of standards or the IEEE 802.15.4 standard. Spectral bands are
allocated to wireless communication standards by regulation and standardization
bodies such as the US Federal Communications Commission (FCC) or the Euro-
pean Telecommunications Standards Institute (ETSI). These standards further
divide the band allocated to them into channels. Each standard has its own
channel definition, some of which are compatible and some of which are not. For
instance, the IEEE 802.11g standard is compatible with the 2.4 GHz DSSS chan-
nel definitions of the 802.11b standard for supporting legacy devices, whereas the
1The material presented in this chapter has been previously published by SpringerOpen at
the EURASIP Journal on Wireless Communications and Networking, and is available as an
Open Access article [68]. The figures and tables in this chapter are reprinted with permission
from the publisher.
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channel definitions of the 802.11g and IEEE 802.15.4 standards are not compat-
ible with each other. Furthermore, a standard may define more than one chan-
nel structure if it employs multiple PHY service specifications. As an example,
the IEEE 802.11 standard defines different channel structures for the Frequency-
Hopping Spread Spectrum (FHSS) PHY and the Direct-Sequence Spread Spec-
trum (DSSS) PHY services [22].
The definition of the channels of a wireless communication standard comprises
the center frequencies and the bandwidths of the channels. For instance, the IEEE
802.11b and IEEE 802.11g standards use the same channel structure for the DSSS
PHY. The 802.11b/g DSSS channels are in the 2.4 GHz Industrial, Scientific and
Medical (ISM) band. The center frequency of the first 802.11b/g DSSS channel
(channel id 1) is 2412 MHz. The center frequencies of consecutive channels are
separated by 5 MHz and the bandwidth of each channel is 22 MHz. The standard
defines 14 channels, of which the first 11 are supported in the FCC domain.
A receiver radio may be exposed to interference energy from a transmitter
(interferer) radio sending packets on the same channel as itself. This is called
co-channel interference. To further complicate the situation, the interfering radio
might be operating on a different (but adjacent or overlapping) channel as the
channel the receiver under discussion is using. Some wireless communication
standards (for example, IEEE 802.11a) define their channel structures in such a
way that it is impossible for a radio to receive any signal power from a transmitter
not tuned to the same channel as itself. However, for other standards (such as
the 802.11b/g DSSS PHY), it is possible for a receiver operating on channel i to
receive interference power from a transmitter operating on one of the channels
i, i ± 1, i ± 2, i ± 3, or i ± 4. This occurs because of how DSSS channels as
well as the transmit spectrum mask (TSM) are defined in 802.11b/g. The DSSS
TSM [22] allows a transmission bandwidth of 22 MHz centered around the channel
center frequency. Therefore, two transmitters tuned to channels i and j share
the wireless medium (a common frequency range) as long as i and j’s center
frequencies are separated by less than 22 MHz. Because the center frequencies
of consecutive channels are 5 MHz apart from each other, this translates into a
channel separation, |i− j|, of fewer than d22/5e = 5 channels.
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The term overlapping channels [25] (or non-orthogonal channels) is used to
describe a relation between at least two channels that share a frequency range.
When we consider the 802.11 DSSS PHY specification, two channels i and j are
overlapping channels if and only if |i− j| < 5. If |i− j| ≥ 5, channels i and j are
called non-overlapping or orthogonal channels.
The interference factor quantitatively defines the amount of overlap and in-
terference between two wireless channels. In this chapter, we propose a novel
and practical approach that can be used to compute the interference factor val-
ues between not only the channels of a single standard but also between the
channels of two different standards sharing the same spectrum. Our approach
is based on physical-layer measurements and has the advantage of being practi-
cally applicable to various wireless communication standards. Existing analytical
or measurement-based approaches lack this important property because of their
dependence on a specific wireless standard. Our main contributions are:
• To the best of our knowledge, the physical-layer-measurement-based meth-
ods we propose are the first in the literature that are generic enough to
model the interference between channels of any two wireless communica-
tion technologies, such as 802.11 and 802.15.4. They can also be used to
obtain the I-factor values between channels of the same wireless technology,
such as 802.11 channels.
• These methods are also capable of modeling interference on wireless commu-
nication devices caused by non-communication devices such as microwave
ovens.
• Using the proposed methods and a 2.4 GHz spectrum analyzer, we give
our measurement results for the proposed I-factors between 802.11b DSSS
channels and we compare our results with those of other analytical and
measurement-based I-factor models in the literature. We also report our
measurement results on the interference from an 802.15.4 (ZigBee) trans-
mitter on an 802.11b receiver.
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4.2 Interference Factor
The concept of an interference factor [25] is used as a model of how much inter-
ference power will leak from adjacent channels. An I-factor is commonly defined
as a value in the interval [0, 1], where 0 means no interference, and 1 means max-
imum interference (when the interferer’s frequency band intersects maximally
with the transmitter’s frequency band). Ideally, a transmitter operating on a
non-overlapping channel with respect to a receiver generates no interference on
the receiver, therefore the I-factor for two non-overlapping channels is 0. When
the interferer and receiver radios are operating on the same channel, 100% of
the interferer signal power at the location of the receiver will pass through the
receiver’s filter. Hence, the I-factor is defined as 1 for two channels i and j if
i = j.
For overlapping channels, an intuitive definition of the I-factor is given
in [24, 25] as follows: If Pi is the received power of a particular signal (sent
by a transmitter on channel j) at a particular location by a receiver tuned to
channel i, and Pj is the received power of the same signal at the same location
by a receiver tuned to channel j, then the I-factor of channel j on channel i is
defined as:
I(i, j) =
Pi
Pj
. (4.1)
Two important properties of the I-factor definition given above are: a) it is
not a commutative operation, i.e., I(i, j) is not necessarily equal to I(j, i), and
b) I(i, j) ∈ [0, 1] (assuming the transmitter is transmitting on channel j).
It may also be possible to define the I-factor analytically. One such approach
for the interference factor of 802.11 DSSS channels appears in [25]. According to
this model, the I-factor for two (overlapping) 802.11 channels is calculated as a
function of the power spectral distribution of the DSSS signal and the receiver
filter’s frequency response, as follows:
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Itheory(i, j) = IF(T,R)(5 |i− j|)
=
∫∞
−∞ PDSSS(f, Fc,t) BR(f, Fc,t − 5 |i− j|) df,
(4.2)
where PDSSS(f, Fc,t) is the power spectral distribution function for the inter-
ferer DSSS signal, with a center frequency of Fc,t (in MHz), and BR(f, Fc,r) is
the receiver bandpass filter’s frequency response, with Fc,r = Fc,t − 5 |i− j| (in
MHz). In this idealized discrete model, the transmitted signal’s power distribu-
tion (PDSSS(f, Fc,t)) and the receiver filter (BR(f, Fc,r)) are approximated with
the DSSS TSM defined by the standard, with center frequencies of Fc,t and Fc,r,
respectively [25].
The first I-factor definition we propose is the ratio of the area below the
intersection of the interferer and the receiver channel signal traces on a spectrum
analyzer to the total area below the interferer’s signal trace, and is expressed
mathematically as follows for interferer channel i and receiver channel j:
I(i, j) =
∫ fu
fl
min {Pintf (f, Fc,i), Precv ch(f, Fc,j)} df∫ fu
fl
Pintf (f, Fc,i)df
, (4.3)
where Pintf (f, Fc,i) is the interferer signal’s power spectral distribution trace cap-
tured with a spectrum analyzer, and Precv ch(f, Fc,j) is the power spectral distri-
bution trace captured with a spectrum analyzer that belongs to a transmitted
signal using the same standard as the receiver radio and that is on the same
channel as the receiver (channel j). Fc,i is the center frequency of the interferer
signal’s channel, which is specific to the standard the interferer radio belongs to.
Similarly, Fc,j is the center frequency of the receiver’s channel, which is specific
to the standard the receiver radio belongs to. The interferer and the receiver
radios might belong to different wireless communication standards as well as to
the same standard. The unit of power used in the calculation of I(i, j) in (4.3)
is the unit used in the spectrum analyzer’s traces. The lower and upper limits of
the integrations (fl and fu, respectively) are determined by the total spectrum
band covered by the traces of the interferer and the receiver channel signals. We
call this method the Signal Intersection Area Method (SIAM) and detail it in
Section 4.3.
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The second I-factor definition we propose for quantifying interference between
the interferer’s channel i and the receiver’s channel j is the ratio of the total
received interference energy on channel j radiated from a transmitter on channel i
to the total energy received from the same transmitter by a receiver on channel i.
Equation (4.4) expresses this ratio in mathematical terms:
I(i, j) =
∫ fu
fl
Pintf (f, Fc,i) BR(f, Fc,j) df∫ fu+(Fc,i−Fc,j)
fl+(Fc,i−Fc,j) Pintf (f, Fc,i) BR(f, Fc,i) df
, (4.4)
where the definitions of Pintf (f, Fc,i), Fc,i, and Fc,j are as in (4.3). BR is the
receiver bandpass filter’s frequency response. In (4.4), we use this response twice,
once for a receiver tuned to the channel with the center frequency, Fc,j, and once
for another receiver tuned to the same channel as the interferer itself, Fc,i. We
obtain Pintf (f, Fc,i) experimentally using a spectrum analyzer. The lower limit
of integration, fl, for the receiver channel j is fl = Fc,j − Bw2 , and the upper
limit of integration, fu, for the receiver channel j is fu = Fc,j +
Bw
2
, where Bw
is the width of the bandpass filter’s response. This method, which we call Per-
centage of Maximum Interference Energy (PMIE), has a more concrete physical
interpretation that we discuss in detail in Section 4.3.
4.3 Our Proposed Interference Factor Calcula-
tion Methods
The method we follow to compute the I-factor is based on physical-layer mea-
surements in the frequency domain, taken with a spectrum analyzer. Using the
spectrum analyzer, we obtain signal traces showing the power spectral distribu-
tion of a transmitted wireless signal. To capture channel activity, we generate
and analyze 802.11b/g packets using the multi-radio mesh nodes in our testbed
BilMesh, which is a multi-hop, multi-radio wireless mesh networking testbed we
have established at Bilkent University. To analyze the 802.15.4 interference on
802.11 receivers, we add ZigBee motes to our testbed. We use a Yellowjacket-
Tablet 2.4/5 GHz Wi-Fi spectrum analyzer [69] to obtain the signal traces. The
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setup required for the measurements consists of a single wireless transmitter.
However, as explained in Section 4.4.3, two or more transmitters operating on
the same channel can be used to shorten the time needed to collect the signal
traces. The transmitter(s’) channel is set in succession to one of the channels of
interest between which the I-factor is to be calculated.
After collecting the traces for the receiver and interferer channel signals, we
consider the area below the intersection of these traces in relation to the power
spectral density of the interferer signal. The ratio is considered to be the I-factor
between two channels. This I-factor definition has been introduced formally in
Section 4.2 as SIAM. Below, we describe the steps showing how it can be com-
puted:
1. We obtain the spectrum analyzer traces for the two wireless signals be-
tween which the I-factor is to be calculated. Because I-factor is defined as
the ratio of the received energy on a receiver channel to the radiated energy
on a transmitter (interferer) channel, we have to obtain the interferer’s
power spectral distribution using the spectrum analyzer. In our current
implementation, we obtain, store, and process this information with device
independent bitmap files. We use bitmap files because the spectrum ana-
lyzer available to us can export this data in bitmap format; however any
other form of representation for the power spectral density data can be used
with our method.
2. Once the two signal traces are obtained, the area of their intersection in
the frequency domain over a reference power level is calculated. In our
current implementation, the reference power level is determined by the user,
considering the noise power level available in the spectrum analyzer data.
The user also determines the interval in the frequency domain over which
the integration will be performed.
3. The area in the frequency domain below the interferer signal and above
the reference power level used in the previous step is calculated. The same
frequency interval as in the previous step is used for the integration.
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4. The I-factor is obtained by dividing the area below the intersection of the
two signals by the area below the interferer signal.
In the second step of the above procedure, we assume that the receiver radio
uses a filter similar to its TSM and we estimate this filter using its transmit power
distribution over the frequency domain. With this estimation, we calculate the
interferer power falling below the measured (estimated) filter, as in Figure 4.1(a).
If we have a better estimation for the filter being used by the receiver radio,
there is no need to collect the traces for the receiver in the first step. Instead,
after collecting the interferer traces, we can directly calculate the ratio of the
interferer signal power falling below this filter to the total interferer power to
estimate the I-factor, as in Figure 4.1(b).
Algorithm 1 outlines the steps of our proposed method. The output of the
algorithm, I(chintf , chrecv), is the I-factor calculated between channels chintf and
chrecv. If there is an analytical model for the receiver bandpass filter’s frequency
response, such as the one in (4.5), it must be converted into a suitable representa-
tion for processing. In our implementation, this corresponds to adding the filter
model onto the bitmap where the interferer signal trace resides, using a differ-
ent color than the interferer signal trace’s color. To calculate the total interferer
power and the amount of interferer power that overlaps with the receiver radio’s
filter on the frequency interval [fl, fu], we use the procedure given in Algorithm 2.
The inputs [fl, fu] and referencePowerLevel should be specified in terms of the
pixels of the bitmap B.
The method we propose above defines I-factor as the ratio of the area below
the intersection of two frequency domain signal traces to the total area below
the trace that belongs to the interferer signal. We now discuss another definition
for the I-factor that has a more concrete physical interpretation. Equation (4.4),
introduced earlier, models the percentage of the maximum interference energy
radiated on channel i and received by a receiver on channel j, where Fc,i is the
center frequency of channel i and Fc,j is the center frequency of channel j. The
maximum interference energy is defined as the interference energy that would be
61
(a) Two DSSS signals shown together.
The receiver filter may be estimated us-
ing a transmission on the receiver’s channel
(channel 6 here, shown in red). The blue
trace belongs to an interferer on the adja-
cent channel 7.
(b) The receiver filter, in red, estimated as
the DSSS TSM centered on channel 6 and
the captured interferer DSSS signal, in blue,
on channel 7, shown together.
Figure 4.1: I-factor can be modeled when no analytical model is given for the
receiver filter’s frequency response by estimating the filter by the TSM as in 4.1(a).
When an analytical model is assumed for the receiver filter’s frequency response,
the I-factor can be modeled without the need for receiver channel traces, as
in 4.1(b).
Algorithm 1 SIAM I-Factor Model and Computation Method
Input: Fc,i. The center frequency of the interferer channel, i.
Input: Fc,j . The center frequency of the receiver channel, j.
Output: I(i, j)
1: Collect spectrum analyzer traces for the interferer signal on channel i
2: if No model is assumed for the receiver filter’s frequency response then
3: Collect spectrum analyzer traces on the receiver channel j
4: else
5: Convert the receiver filter model into suitable representation
6: end if
7: [fl, fu]⇐ User input . fl and fu are the limits of integration
8: totalInterfererPower⇐ ∫ fu
fl
Pintf (f, Fc,i)df . Approximated with Algorithm 2
9: overlapPower⇐ ∫ fu
fl
min {Pintf (f, Fc,i), Precv ch(f, Fc,j)} df . Approximated with
Algorithm 2
10: I(i, j)⇐ overlapPowertotalInterfererPower
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Algorithm 2 Total Interferer Power and Overlap Power Calculation on Bitmap
Input: Bitmap B containing the trace of the receiver channel signal (or the receiver filter’s
frequency response curve) together with the trace of the interferer signal. The traces should be
in different colors (i.e., Colorrecv and Colorintf ).
Input: Colorrecv, Colorintf . The colors of the receiver channel signal trace (or the frequency
response curve) and the interferer signal trace, respectively.
Input: referencePowerLevel. Power above referencePowerLevel is summed.
Input: [fl, fu]. The frequency bounds of the interval of integration.
Output: totalInterfererPower, overlapPower
1: totalInterfererPower⇐ 0
2: overlapPower⇐ 0
3: Draw line y = referencePowerLevel on bitmap B with color Colorref , such that Colorref /∈
{Colorrecv, Colorintf}
4: for f = fl to fu do
5: Powerrecv ⇐ 0
6: Powerintf ⇐ 0
7: for p = 1 to height[B] do . height[B] is the height of the bitmap
8: if color[Pf,p] = Colorrecv then . color[Pf,p] is the color of pixel Pf,p
9: Powerrecv ⇐ (referencePowerLevel− p)
10: else if color[Pf,p] = Colorintf then
11: Powerintf ⇐ (referencePowerLevel− p)
12: else if color[Pf,p] = Colorref then
13: break
14: end if
15: end for
16: if Powerintf 6= 0 then
17: totalInterfererPower⇐ totalInterfererPower + Powerintf
18: if Powerrecv 6= 0 then . Overlap region
19: overlapPower⇐ overlapPower + min {Powerrecv, Powerintf}
20: end if
21: end if
22: end for
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received by another receiver operating on channel i in the same location as the
receiver on channel j.
Algorithm 3 outlines the steps of I-factor calculation based on (4.4). We
call this method described with Algorithm 3 as the PMIE method: Percentage
of M aximum I nterference Energy. While calculating totalReceivedIntfEn and
maximumIntfEn, Algorithm 4 is called twice, first with a receiver channel signal
trace (or the receiver filter’s frequency response centered around Fc,j) and then
with an interferer channel signal trace (or the receiver filter’s frequency response
centered around Fc,i).
Algorithm 3 PMIE I-Factor Model and Computation Method
Input: Fc,i. The center frequency of the interferer channel, i.
Input: Fc,j . The center frequency of the receiver channel, j.
Output: I(i, j)
1: Collect spectrum analyzer traces for the interferer signal on channel i
2: if No model is assumed for the receiver filter’s frequency response then
3: Collect spectrum analyzer traces on the receiver channel j
4: [fl, fu]⇐ User input . fl and fu are the limits of integration
5: else
6: Convert the receiver filter model into suitable representation
7: fl ⇐ Fc,j − Bw2 . Bw is the width of the bandpass filter’s frequency response
8: fu ⇐ Fc,j + Bw2 . fl and fu are the limits of integration
9: end if
10: totalReceivedIntfEn⇐ ∫ fu
fl
Pintf (f, Fc,i) BR(f, Fc,j) df . Approximated with Algorithm 4
11: maximumIntfEn⇐ ∫ fu+(Fc,i−Fc,j)
fl+(Fc,i−Fc,j) Pintf (f, Fc,i) BR(f, Fc,i) df . Approximated with
Algorithm 4
12: I(i, j)⇐ totalReceivedIntfEnmaximumIntfEn
We implement these novel methods for modeling and computing the I-factor
using the Java programming language. The current implementation requires the
signal traces on the receiver’s channel and on the interferer’s channels to be placed
on the same bitmap using different colors, as in Figures 4.3 through 4.7. Using the
graphical user interface (GUI) of the Java program, the user is able to determine
the reference power level and the integration interval in the frequency domain.
The program outputs the ratio of the intersection area to the total power of the
first signal and the ratio of the intersection area to the total power of the second
signal. I-factor values with respect to a receiver operating on the first signal’s
channel are the ratios of the intersection areas to the second signal’s total power.
Likewise, I-factor values with respect to a receiver operating on the second signal’s
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Algorithm 4 Received Energy Calculation on Bitmap
Input: Bitmap B containing the trace of the receiver channel signal (or the receiver filter’s
frequency response curve) together with the trace of the interferer signal. The traces should be
in different colors (i.e., Colorrecv and Colorintf ).
Input: Colorrecv, Colorintf . The colors of the receiver channel signal trace (or the frequency
response curve) and the interferer signal trace, respectively.
Input: [fl, fu]. The frequency bounds of the interval of integration.
Output: totalReceivedEn
1: totalReceivedEn⇐ 0
2: for f = fl to fu do
3: Powerrecv ⇐ 0
4: Powerintf ⇐ 0
5: for p = 1 to height[B] do . height[B] is the height of the bitmap
6: if color[Pf,p] = Colorrecv then . color[Pf,p] is the color of pixel Pf,p
7: Powerrecv ⇐ 10 log(p/10)
8: else if color[Pf,p] = Colorintf then
9: Powerintf ⇐ 10 log(p/10)
10: end if
11: end for
12: totalReceivedEn⇐ PowerrecvPowerintf
13: end for
channel are the ratios of the intersection areas to the first signal’s total power.
PMIE has a more concrete physical interpretation when compared to SIAM
because PMIE defines the I-factor as the ratio of the total received interference
energy from an interferer on the receiver’s channel to the total received energy
from the same interferer on the interferer’s channel (the maximum interference en-
ergy). PMIE I-factor value is, consequently, strictly 1 when the receiver captures
all of the interferer’s energy and 0 when the receiver filters all of the interferer’s
energy. However, because of the way SIAM is defined, these may not always
hold for SIAM I-factor values. PMIE, on the other hand, requires the knowledge
of the receiver radio filter’s frequency response (the BR function). If BR is not
known, SIAM, however, can approximate it from transmissions on the receiver
radio’s channel by a transmitter radio using the same wireless standard and PHY
layer specification as the receiver radio. This gives more flexibility to SIAM and
makes it possible to obtain approximated I-factor values using SIAM when BR is
not known. If BR is known, PMIE can be used to obtain more accurate I-factor
values.
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Figure 4.2: IEEE 802.11 DSSS Transmit Spectrum Mask.
Our measurement results for the interference factor between two DSSS sig-
nals and between the DSSS TSM and an interferer DSSS signal are given in
Section 4.4.1. We have written a separate Java program to implement PMIE
(Algorithms 3 and 4). In Section 4.4.2, we report on the I-factor calculations
using the PMIE method. In Section 4.4.3, we report our results on the I-factor
values between an 802.15.4 OQPSK interferer and an 802.11 DSSS receiver.
4.4 Measurement Results and Comparisons
4.4.1 Measurements for Modeling Interference Between
802.11 DSSS Signals using SIAM
We collect 802.11b DSSS signal traces (see Figures 4.3-4.8) with the 2.4 GHz
spectrum analyzer. For collecting these traces, one radio is kept fixed at channel 6
(2437 MHz) and the other radio is swept from channel 7 (2442 MHz) to channel 12
(2467 MHz) of the 14 channels defined by the standard. In this case, we assume
that the receiver filter for the specific DSSS radio in use is neither known, nor can
it be estimated analytically. We also consider the case where we approximate the
receiver filter using the DSSS TSM, depicted in Figure 4.2 and defined as follows:
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Ch. Signal Traces TSM Assumption Signal Traces Analytical SNR
Separation (SIAM) (SIAM) (PMIE) Model Measurements
0 - - 1 - -
1 0.61 0.82 0.68 0.60 0.96
2 0.33 0.56 0.18 0.30 0.77
3 0.14 0.27 0.008 0.11 0.66
4 0.09 0.1 0.003 0.01 0.39
5 0.03 0.03 0.002 0 0
6 0.01 0.01 0.002 - -
Table 4.1: Interference factors calculated using SIAM and PMIE (see Figures 4.3-
4.14 and 4.16-4.22) and compared with some of the existing models in the liter-
ature.
TSM(f, Fc) =

−50 dBr if |f − Fc|> 22 MHz
−30 dBr if 11 < |f − Fc|< 22 MHz
0 dBr Otherwise.
(4.5)
Here, f denotes the frequency and Fc is the center frequency of the receiver
channel. With this approximation, there is no need to collect traces for a trans-
mitted signal on the receiver’s channel; it suffices to collect traces for the interferer
radio. Figures 4.9 to 4.14 show the data for these measurements. In these mea-
surements, the receiver is kept fixed at channel 6 (center frequency at 2437 MHz)
and the interferer sweeps from channel 7 to channel 12. Only the interferer signal
traces need be collected; the receiver filter’s frequency response curve is approx-
imated by the 802.11 DSSS TSM centered at channel 6, shown in red color in
these figures.
The I-factor values calculated for the above two cases using SIAM are given
in the second and third columns of Table 4.1. In the fifth column, we give the
estimations of the I-factor for DSSS radios using the analytical model proposed
in [25]. In this model, the receiver filter’s frequency response (BR(f, Fc,r) in (4.2))
is assumed to be identical to the DSSS TSM and is given in (4.5) (BR(f, Fc,r) =
TSM(f, Fc,r)). The last column of Table 4.1 gives the SNR measurement-based
estimation of the I-factor values as reported in [24], measured for the cases where
the receiver is fixed on channel 6 and the transmitter is operated on channels 7
to 11. These transmitter channels match the channels used in our experiments.
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Figure 4.3: Signal traces showing overlap between transmitted signals on channels
6 (red trace) and 7 (blue trace).
Figure 4.4: Signal traces showing overlap between transmitted signals on channels
6 (red trace) and 8 (blue trace).
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Figure 4.5: Signal traces showing overlap between transmitted signals on channels
6 (red trace) and 9 (blue trace).
Figure 4.6: Signal traces showing overlap between transmitted signals on channels
6 (red trace) and 10 (blue trace).
69
Figure 4.7: Signal traces showing overlap between transmitted signals on channels
6 (red trace) and 11 (blue trace).
Figure 4.8: Signal traces showing overlap between transmitted signals on channels
6 (red trace) and 12 (blue trace).
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Figure 4.9: Transmit spectrum mask on channel 6 (red) and signal trace on
channel 7 (blue).
Figure 4.10: Transmit spectrum mask on channel 6 (red) and signal trace on
channel 8 (blue).
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Figure 4.11: Transmit spectrum mask on channel 6 (red) and signal trace on
channel 9 (blue).
Figure 4.12: Transmit spectrum mask on channel 6 (red) and signal trace on
channel 10 (blue).
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Figure 4.13: Transmit spectrum mask on channel 6 (red) and signal trace on
channel 11 (blue).
Figure 4.14: Transmit spectrum mask on channel 6 (red) and signal trace on
channel 12 (blue).
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Figure 4.15: Receiver filter’s frequency response of the
Maxim MAX2820/MAX2821 802.11b transceiver. fc denotes the center
frequency, and the unit of the x-axis is MHz.
4.4.2 Measurements for Modeling Interference Between
802.11 DSSS Signals using the PMIE Method
Using the collected interferer 802.11 DSSS signal traces and the receiver filter’s
frequency response of the Maxim MAX2820/2821 802.11b transceiver [70] given
in Figure 4.15, we calculate the I-factors between 802.11 DSSS channels using
Algorithms 3 and 4 (PMIE). Figures 4.16 to 4.22 show the data used for these
calculations. For the related measurements, the receiver is kept fixed at chan-
nel 6 (represented by the frequency response curve in red centered at 2437 MHz)
and the interferer sweeps from channel 6 to channel 12. For this setup, only the
interferer signal traces need be collected; the receiver filter’s frequency response
curve is generated by our software. The fourth column of Table 4.1 summarizes
the I-factor calculations for this setup. Compared to the third column, which
uses the 802.11 DSSS TSM and SIAM, it can be observed that the I-factor val-
ues obtained using the narrower MAX2820/2821 filter frequency response and
the PMIE method drop faster as channel separation increases. Further, by the
definition of I-factor in (4.4), we have an I-factor exactly equal to 1.0 when the
channel separation is 0.
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Figure 4.16: MAX2820 receiver filter’s frequency response on channel 6 (red) and
signal trace on channel 6 (blue).
Figure 4.17: MAX2820 receiver filter’s frequency response on channel 6 (red) and
signal trace on channel 7 (blue).
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Figure 4.18: MAX2820 receiver filter’s frequency response on channel 6 (red) and
signal trace on channel 8 (blue).
Figure 4.19: MAX2820 receiver filter’s frequency response on channel 6 (red) and
signal trace on channel 9 (blue).
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Figure 4.20: MAX2820 receiver filter’s frequency response on channel 6 (red) and
signal trace on channel 10 (blue).
Figure 4.21: MAX2820 receiver filter’s frequency response on channel 6 (red) and
signal trace on channel 11 (blue).
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Figure 4.22: MAX2820 receiver filter’s frequency response on channel 6 (red) and
signal trace on channel 12 (blue).
4.4.3 Measurements for Modeling Interference Between
802.11 DSSS and 802.15.4 OQPSK Signals
To model the interference between an 802.15.4 (ZigBee) transmitter and an
802.11b receiver, we perform another set of experiments and take measurements
with our spectrum analyzer. In this set, we use five Crossbow TelosB motes [71]
and two 802.11b radios in ad-hoc (IBSS) mode. The TelosB motes have IEEE
802.15.4 compliant Texas Instruments CC2420 radios with integrated onboard
antennas, and communicate with a data rate of 250 Kbps. They are commonly
employed in wireless sensor networks. One of the TelosB motes is used as the
base station in our experiment. The other four motes periodically sample their
sensors and transmit their readings to the base station. We use four ZigBee
transmitters to increase the chance of an 802.15.4 signal being registered on the
spectrum analyzer. The 802.11b radios are operated on (802.11) channel 3, whose
center frequency is 2422 MHz. The channel of the ZigBee network is varied from
(802.15.4) channel 11 (central frequency 2405 MHz) to channel 17 (central fre-
quency 2435 MHz).
The IEEE 802.15.4 standard [72] defines channels in the 868/915 MHz and
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2450 MHz spectra. The frequency band in the 868 MHz spectrum is narrow,
starting at 868 MHz and ending at 868.6 MHz; and the frequency band in the
915 MHz spectrum starts at 902 and ends at 928 MHz. The frequency band
that we observe in our experiments is in the 2.4 GHz spectrum, and starts at
2400 MHz, and ends at 2483.5 MHz. The IEEE 802.15.4 2006 standard specifies
channels with a combination of a channel page and a channel number. For channel
page 0, the standard defines 16 channels in the 2450 MHz band, 10 channels in the
915 MHz band, and one channel in the 868 MHz band. Each consecutive 802.15.4
channel on channel page 0 in the 2450 MHz band is separated by 5 MHz, and the
center frequency, Fc, for channel k is given by [72]:
Fc = 2405 + 5(k − 11), k = 11, 12, . . . , 26, (4.6)
where Fc is in MHz. The first channel on channel page 0 in the 2450 MHz band
is channel 11 and the last channel is channel 26.
We generate 802.11 traffic by ping flooding. During the experiment, we collect
spectrum analyzer traces (see Figures 4.23-4.29, where the receiver is an 802.11
radio operating on channel 3 (shown in blue) and the interferer radio is a ZigBee
radio operating on channels 11 through 17 (shown in red)).
Table 4.2 summarizes the I-factor calculations using SIAM for these exper-
iments. The first column shows that the 802.11 receiver is fixed at channel 3.
The second column shows the 802.15.4 channel of the ZigBee interferer. The
last column shows the I-factor values computed with our method. When the
channel center frequencies of the 802.15.4 and 802.11 radios are separated by at
least 17 MHz, the interference power that leaks from the 802.15.4 radio on the
802.11 receiver is 0. If the center frequencies are separated by at least 12 MHz,
the interference power from the 802.15.4 radio is still negligible. However, if the
center frequencies are separated by less than 12 MHz, there is significant power
leakage from the 802.15.4 radio.
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Figure 4.23: Signal traces showing overlap between 802.11 channel 3 (blue) and
802.15.4 channel 11 (red).
Figure 4.24: Signal traces showing overlap between 802.11 channel 3 (blue) and
802.15.4 channel 12 (red).
802.11 ZigBee I-Factor Based on
Channel Channel Spectrum Analyzer Traces
3 11 0
3 12 0.01
3 13 0.84
3 14 0.92
3 15 0.96
3 16 0.55
3 17 0.02
Table 4.2: Interference factors calculated using SIAM (see Figures 4.23-4.29).
The ZigBee radio is the interferer to the 802.11 radio on channel 3.
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Figure 4.25: Signal traces showing overlap between 802.11 channel 3 (blue) and
802.15.4 channel 13 (red).
Figure 4.26: Signal traces showing overlap between 802.11 channel 3 (blue) and
802.15.4 channel 14 (red).
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Figure 4.27: Signal traces showing overlap between 802.11 channel 3 (blue) and
802.15.4 channel 15 (red).
Figure 4.28: Signal traces showing overlap between 802.11 channel 3 (blue) and
802.15.4 channel 16 (red).
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Figure 4.29: Signal traces showing overlap between 802.11 channel 3 (blue) and
802.15.4 channel 17 (red).
4.5 Summary
In this chapter we proposed a novel and generic measurement-based approach
for computing the interference factor between two wireless radio channels. Our
approach is generic because it is capable of computing the I-factors between chan-
nels of different wireless technologies, such as IEEE 802.11 and 802.15.4, as well
as between channels of the same wireless technology. We have also proposed two
specific measurement-based I-factor definitions and presented their computation
methods following a measurement-based approach.
In our wireless testbed, we performed experiments with 802.11b and 802.15.4
radios and computed I-factor values between 802.11 channels and between
802.15.4 and 802.11 channels. We compared our results with the existing results
in the literature and we reported new results on ZigBee to Wi-Fi interference.
According to our findings, an 802.15.4 radio does not interfere with an 802.11b
receiver if their center frequencies are separated by at least 17 MHz. If the center
frequencies are separated by 12 MHz, the interference from the 802.15.4 radio
on the 802.11 receiver is still negligible. However, if the center frequencies are
closer than 12 MHz (for instance when the 802.11 receiver is on Wi-Fi channel 3
and the 802.15.4 interferer is on ZigBee channel 13), the interference from the
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802.15.4 radio becomes significant in terms of the 802.15.4 radio’s total power
(see the third row of Table 4.2).
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Chapter 5
Optimization Models for Joint
Flow-Radio and Channel
Assignment
Having studied the application and network layer performance of multi-hop multi-
radio communications on BilMesh in Chapter 3, and having developed quanti-
tative models of adjacent channel interference in Chapter 4, we now turn our
attention to the joint flow-radio and channel assignment problem in the context
of multi-radio multi-channel WMNs and analyze them first by using the frame-
work of mathematical optimization.
In this chapter, we propose two mathematical optimization models that, unlike
previous studies, address the joint flow-radio and channel assignment problem
while incorporating the effects of an idealized MAC protocol. We evaluate our
models on exemplary network topologies and analyze the relation between link
capacity and co-channel and adjacent channel interference. Using the proposed
models we also analyze, on small topologies, the prospective advantage of using
overlapping channels in addition to orthogonal channels.
In Section 5.1, we discuss our main motivations in developing optimization
models for the joint flow-radio and channel assignment problem. In Section 5.2,
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we state our system model and objectives, and introduce the formal notation used
in this chapter and throughout Chapters 6 and 7. In Section 5.3, we propose our
first optimization model which aims to minimize the total interference in the
network. In Section 5.4, we propose our second model which aims the minimize
the congestion on the busiest link in the network. In Section 5.5, we evaluate and
analyze the proposed models using exemplary network topologies. Section 5.6
concludes the chapter.
5.1 Introduction
In Chapter 3, we analyze, through experiments on a testbed, how the physical
channel separation between the radios of a multi-radio relay affects the achievable
goodput. This chapter is an attempt to develop a set of mathematical tools to an-
alyze interference and capacities of the links exposed to co-channel and adjacent
channel interference. We also aim to observe, in the framework of mathemat-
ical optimization, the prospective gains (in terms of reduced interference and
increased link capacities) of employing overlapping channels for assignment. The
insight gained from these models are used to develop centralized and distributed
heuristics for the joint flow-radio and channel assignment problem in Chapters 6
and 7.
Our major contribution in this chapter is to develop a mathematical opti-
mization model for the joint flow-radio and channel assignment problem, which
is flow-aware and incorporates the effects of a perfect MAC protocol that propor-
tionally shares the available bandwidth among contending transmitters.
5.2 System Model and Objectives
In this chapter, we propose optimization models to decide on flow-radio coupling
and to compute the channels to be assigned to radios. We assume that each
transmitter uses a fixed power while transmitting a radio signal and that the
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wireless medium has only slow-fading characteristics. We also assume traffic
sources and destinations are identified a priori in the network, together with
the rate of the traffic flowing among them, which can be achieved by traffic
monitoring. We assume fixed rate traffic (CBR traffic) and we assume that node
positions are fixed and known. Additionally, we assume routing is given a priori,
i.e., the end-to-end paths are already known.
Because spatial distances between multi-radio nodes are given a priori and
transmission powers are fixed, the problem of minimizing interference is resolved
into a joint flow-radio coupling and channel separation optimization problem. We
consider overlapping channels while addressing the channel assignment problem
and take the flow magnitudes into account. We use the concept of I-factor dis-
cussed in Chapter 4 to address adjacent channel interference in our optimization
models.
Below we provide our formal notation:
Node definition: A node has D radio interfaces and is denoted by ni (or just
by i where appropriate), where i ∈ [1, |N |]. N denotes the set of multi-radio
nodes in the WMN. The kth radio of ni is denoted by (i, k). The position of ni,
Pi is given as a point in the chosen coordinate system. The transmission range
of a node is dT and its interference range is dI , where dI ≥ dT .
Flow definition: Because routing (the paths end-to-end flows will follow) is as-
sumed to be given, and end-to-end traffic patterns between node pairs are known
a priori (which can also be measured by traffic monitoring), we decompose end-
to-end flows into one-hop unidirectional flows using the available routing informa-
tion. Our flow definition is based on these one-hop flows. If multiple end-to-end
flows pass through the adjacent nodes i and j in the same direction (e.g. from
i to j), then the magnitude of the one-hop unidirectional flow from i to j used
in our flow model is the sum of the magnitudes of all of those end-to-end flows.
Hence, we consider aggregate flows between two adjacent nodes. Throughout the
discussion below, F denotes the set of these one-hop unidirectional (aggregate)
flows between neighbor nodes. A flow between nodes i and j (where the definition
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Symbol Meaning
N Multi-radio node set
F One-hop flow set
ni or i Node i
Pi Coordinates of ni
α Path loss exponent
dT Transmission range
dI Interference range
D Radio interface count in a node
(i, k) kth radio interface of ni
fi,j,k,l,x Flow from (i, k) to (j, l) on channel x
M Number of available wireless channels
ρmax Maximum data rate of a radio
Table 5.1: Definitions of symbols and abbreviations.
of a flow imposes that i and j are one-hop neighbors) is denoted by fi,j,k,l,x or fi,j.
In the former notation, k is the identification of the radio interface of node i on
which the flow is coupled. Similarly, this flow is coupled on the lth radio interface
of node j. x denotes that the kth radio of i and the lth radio of j are operating
on channel x. This notation is employed in contexts where the channel of the
wireless link carrying the flow is relevant. The latter notation just denotes the
fact that the flow is between nodes i and j, and the channel of the wireless link
carrying the flow is irrelevant. |fi,j| denotes the magnitude of the flow from i to j.
Physical Layer Parameters: The number of available wireless channels is M ,
for which a typical value for IEEE 802.11b/g is 11 in the Federal Communications
Commission (FCC) domain. The maximum data rate of a radio is ρmax, e.g., for
an 802.11b radio ρmax is 11 Mbps.
The system model and related notation developed in this section are also used
in Chapters 6 and 7. Table 5.1 provides a quick reference for the various symbols
used throughout this chapter and the next two chapters.
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5.3 Model 1: A Cost Minimization Model
Based on Interference Factor
In this section, we propose a cost minimization model for the joint flow-radio and
channel assignment problem based on the notion of the interference factor. The
model incorporates overlapping channels in addition to orthogonal channels for
the assignment problem. The cost definition of the model is as follows:
Cost definition: For a given (one-hop) flow fi,j,k,l,x, the cost of the directed
arc corresponding to this flow in the network graph (N,F ), ci,j,k,l,x, is defined as
the total interference factor caused by a unit transmission from ni on channel x,
computed over the interference set of the transmitter node ni. The interference
set, Ri, of ni is defined as the set of all receiver nodes which have a radio set to
an overlapping channel y (y can be equal to x) and are in the interference range
(dI) of ni. Hence,
ci,j,k,l,x =
∑
(i′,j′): fi′,j′∈F∧ j′∈Ri
∑
y: ∃l′,pil′
j′=y
I(x, y), (5.1)
where the summation is over all flows fi′,j′,k′,l′,y for which nj′ is in the inter-
ference set of ni.
An extension on the cost definition is to incorporate slow-fading effects in the
I-factor definition:
c′i,j,k,l,x =
∑
(i′,j′): fi′,j′∈F∧ j′∈Ri
∑
y: ∃l′,pil′
j′=y
I(x, y)
|Pi − Pj′ |α , (5.2)
where Pi and Pj′ are the coordinates of ni and nj′ , respectively, and α is the
path loss exponent of the wireless medium.
The cost formulations outlined above do not take other transmitters in the
interference set of a given transmitter into account. The cost model given in (5.3)
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incorporates these in-range transmitters by making use of the fact that these
transmitters are receivers of MAC layer ACK packets. We extend the definition
of c′i,j,k,l,x as follows:
c′′i,j,k,l,x =
∑
(i′,j′): fi′,j′∈F∧ j′∈Ri
∑
y: ∃l′,pil′
j′=y
I(x, y)
|Pi − Pj′|α +∑
(i′,j′): fi′,j′∈F∧ i′∈Ti
∑
y: ∃k′,pik′
i′ =y
ω I(x, y)
|Pi − Pi′ |α ,
(5.3)
where Ti is the set of transmitter nodes in the interference range dI of ni. ω
is the ratio of the MAC layer ACK packet size to the data packet size.
Given these definitions, the joint flow-radio and channel assignment problem
can be expressed as a minimization problem as follows:
Minimize z(pi) =
∑
fi,j∈F
c′′i,j,k,l,x |fi,j,k,l,x|,
Subject to :
• fi,j ∈ F ⇒ ∃(k, l) : piki = pilj,
• ∀(i, k), 0 ≤ piki ≤M ∧ 1 ≤ i ≤ |N | ∧ 1 ≤ k ≤ D
(5.4)
where N is the node set and F is the set of one-hop flows in the network
deduced from the traffic patterns together with the routing information. c′′i,j,k,l,x
is given by (5.3), and |fi,j,k,l,x| is the magnitude of the aggregate one-hop flow
emanating from ni and arriving at nj. pi
k
i denotes the channel which is assigned
to the kth radio of ni ((i, k)). pi
k
i = 0 implies that the radio interface is not
employed and ∀x ∈ [1, 11] , I(x, 0) = I(0, x) = 0.
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5.4 Model 2: Another Model based on Theoret-
ical Channel Capacities
In this section, we try to model a solution to the joint flow-radio and channel
assignment problem using Shannon’s channel capacity formula [21] applicable to
the AWGN channel:
C = B lg(1 +
SR
N0B
), (5.5)
where C is the channel capacity (in bps), B is the transmission bandwidth
(in Hz), SR is the received signal power (in W), and N0/2 is the power spectral
density (PSD) of the noise (in W/Hz).
The following assumptions are made in addition to the assumptions given in
Section 5.2:
1. The radio link can be utilized at its Shannon capacity (given by (5.5)),
where B = 22 MHz for IEEE 802.11b.
2. The transmit power S is fixed. For calculating SR, we use a slow-fading
only channel model.
3. The adjacent channel and the co-channel interference have both additive
white Gaussian noise characteristics.
For a given link (w, z) carrying an aggregate flow fw,z ∈ F of magnitude
|fw,z|, we have to determine the total adjacent and co-channel interference added
to N0B, the white Gaussian noise on the channel. The total noise power around
receiver node nz of flow fw,z on channel y, η
y
w,z, is modeled as follows:
ηyw,z =
 ∑
fi,j,k,l,x: fi,j∈F∧ z∈Ri
I(x, y) |fi,j|
|Pi − Pz|α Cw,z,y
S +N0B (5.6)
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where Cw,z,y is the Shannon channel capacity of link (w, z), which is on channel
y, modeled after (5.8). N0B is the AWGN [73] for channel y around receiver node
nz. The factor
|fi,j |
Cw,z,y
is used to weight the average interference power induced on
channel y as a function of the magnitude of the interfering flow fi,j, which is
on channel x. This formulation allows the power from a specific interferer to
be scaled with a factor greater than 1.0, because, for a link (i, j) with a higher
capacity than link (w, z), it may be the case that |fi,j| > Cw,z,y.
The Boolean predicate below the summation operator in (5.6) does not take
the physical transmitter constraints or MAC constraints into account. When
considering the interference power contributed by the flow fi,j,k,l,x nearby the
receiver radio of the flow fw,z,k′,l′,y, if both flows are on the same channel (i.e.,
x = y), then we should check whether nw is in the interference range of ni or in the
transmission range of nj. In such a case, CSMA/CA and virtual carrier sensing
will prevent the transmissions of the two flows from occurring simultaneously,
hence they will not interfere with each other. Extending (5.6) with this additional
constraint yields:
ηyw,z =
 ∑
fi,j,k,l,x: fi,j∈F∧ z∈Ri∧(x=y⇒w/∈(Ri∪Rj))
I(x, y) |fi,j|
|Pi − Pz|α Cw,z,y
S +N0B (5.7)
In (5.7), without loss of generality, we assume that transmission ranges and
interference ranges are equal (dI = dT ). The predicate x = y ⇒ w /∈ (Ri∪Rj) also
makes the physical transmitter constraints irrelevant with the following reasoning:
1. If x 6= y, then physical constraints cannot be relevant (because we should
have distinct transmitter and receiver radios for these two flows).
2. If x = y, then the MAC constraint w /∈ (Ri ∪ Rj) implies w 6= i ∧ w 6= j.
And if z = i ∨ z = j, then i ∈ Rw ∨ j ∈ Rw. But by the symmetry of the
links, w ∈ (Ri ∪Rj), which contradicts with the MAC constraint.
From 5.5 and 5.7, under the aforementioned assumptions, for a given link
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(w, z) on channel y, which is to carry the flow fw,z, the available Shannon capacity
shall be:
Cw,z,y = B lg
(
1 +
S
|Pw − Pz|α ηyw,z
)
β (y) , (5.8)
where β (y) models the effects of a perfect MAC protocol. The assumed MAC
protocol is perfect in the sense that it perfectly shares the available bandwidth
between transmitter radios proportionally with their demands. Hence, under this
perfect MAC assumption:
β (y) =
|fw,z|
|fw,z|+
∑
fi,j,k,l,y : fi,j∈F∧w∈(Ri∪Rj) |fi,j|
(5.9)
In (5.9), w ∈ Ri accounts for the effects of CSMA/CA where the transmitter
node nw’s MAC will back-off if it is in the interference set Ri of another transmit-
ter ni. w ∈ Rj accounts for the effects of the virtual carrier sensing mechanism
(assuming RTS/CTS handshakes are in effect), where the transmitter node nw
hears the CTS packet sent by another receiver node nj and defers transmission
using the information found in the network allocation vector (NAV) of the CTS
packet. While incorporating the effects of virtual carrier sensing, we assume that
the interference range and the transmission range (the range in which a receiver
radio can successfully decode messages) are the same regardless of the SNR at
the receiver site.
Now, the joint flow-radio and channel assignment problem may be expressed
as an optimization problem as follows:
Minimize max
∀fw,z∈F
{ |fw,z|
Cw,z,y
}
,
Subject to :
• fw,z ∈ F ⇒ ∃(k, l) : pikw = pilz,
• ∀(w, k), 0 ≤ pikw ≤M ∧ 1 ≤ w ≤ |N | ∧ 1 ≤ k ≤ D,
(5.10)
where Cw,z,y is given by (5.8) and η
y
w,z is given by (5.7). The objective of (5.10)
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Symbol Value
B 22 MHz
S 0 dBm
N0B −80 dBm
α 2.0
D 2
M 11
dT 1 m
dI 1 m
ω 0.01
Table 5.2: Model parameters used for evaluation.
Ch. Separation I-factor
0 1.0
1 0.61
2 0.33
3 0.14
4 0.09
5 0.03
6 0.01
7, 8, 9, 10 0.0
Table 5.3: I-factor values used for evaluation.
is to minimize the maximum link utilization in the network.
5.5 Evaluation
We evaluate the optimization models proposed in Sections 5.3 and 5.4 using
four small network topologies for which we can find the optimum solutions by
enumeration. The model parameters used in this section are given in Table 5.2.
Figures 5.1-5.4 show the optimum solutions of (5.4), and Figures 5.5-5.8 show the
optimum solutions of (5.10). The total interference factor function of a flow used
in (5.4) is given by (5.3). For these topologies, if fi,j ∈ F ⇒ |Pi − Pj|= dT = dI .
The I-factor values used in this section are calculated using SIAM method of
Section 4.2. Table 5.3 lists these values.
Both models yield the same optimal flow-radio couplings and channel configu-
rations for the first three topologies (see Figures 5.1-5.3 and Figures 5.5-5.7). This
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Max. Link Max. Link
Network Utilization Utilization
(Constrained)
|N |= 3, |F |= 2 1.71 10−4 1.71 10−4
|N |= 3, |F |= 3 2.87 10−4 2.87 10−4
|N |= 4, |F |= 4 3.14 10−4 3.42 10−4
|N |= 6, |F |= 5 5.13 10−3 6.84 10−3
Table 5.4: Maximum link utilizations in optimum solutions of (5.10).
implies that with the specific parameters given in Tables 5.2 and 5.3, the flow-
radio and channel configuration that yields the minimum total interference also
yields the minimum congestion on the busiest wireless link for these exemplary
networks. However, as an example, the flow-radio and channel configuration given
in Figure 5.8 is not interference-wise optimal (i.e., has the least total interference
among feasible configurations).
Another important point to remind is that the equivalence of the optimal so-
lutions of the two models depends on not only the topology but also the model
parameters. As an example, when the white noise level drops down to −100 dBm
as opposed to the −80 dBm of Table 5.2, the optimal solution of (5.10) for
the |N |= 4, |F |= 4 topology changes and is given in Figure 5.7(b), whereas the
model in (5.4) does not depend on the noise level. In Figure 5.7(b), the capacity
of each link is half the maximum (zero-interference) Shannon capacity (about
365.41 Mbps) because exactly two transmitters equally share the available band-
width. The corresponding utilization on each link is 2.74 10−4. When the white
noise power is at −100 dBm for the channel and the (non-optimal) channel con-
figuration (8, 4, 1, 11) is used for the (n1, n2), (n2, n3), (n3, n4) and (n4, n1) links
respectively, interference from three channels away on the (n2, n3) and (n4, n1)
links decreases their capacities to about 318.41 Mbps, which results in a utiliza-
tion of 3.14 10−4.
In the second column of Table 5.4, we list the maximum link utilizations in
the optimum solutions of (5.10) for the topologies given in Figures 5.5-5.8. The
utilization of the most congested link gradually increases as the network size
increases. In Figure 5.8, the link between n3 and n4 is the most congested link,
which carries a flow of 2 Mbps.
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Figure 5.1: Optimum solution of (5.4)
for a network where |N |= 3, |F |= 2.
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Figure 5.2: Optimum solution of (5.4)
for a network where |N |= 3, |F |= 3.
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Figure 5.3: Optimum solution of (5.4) for a network where |N |= 4, |F |= 4.
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Figure 5.4: Optimum solution of (5.4) for a network where |N |= 6, |F |= 5.
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Figure 5.5: Optimum solution
of (5.10) for a network where |N |= 3,
|F |= 2.
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Figure 5.6: Optimum solution
of (5.10) for a network where |N |= 3,
|F |= 3.
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(a) N0B = −80 dBm
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Figure 5.7: Optimum solution of (5.10) for a network where |N |= 4, |F |= 4.
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Figure 5.8: Optimum solution of (5.10) for a network where |N |= 6, |F |= 5.
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Figure 5.9: Constrained optimum so-
lution of (5.10) for a network where
|N |= 3, |F |= 2.
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Figure 5.10: Constrained optimum so-
lution of (5.10) for a network where
|N |= 3, |F |= 3.
5.5.1 Constrained Optimization With Three Non-overlapping
Channels
In this section, we solve the optimization problem given as (5.10) by using a con-
strained channel space consisting only of channels 1, 6 and 11. These three chan-
nels are commonly considered as the non-overlapping channels of IEEE 802.11b/g.
Figures 5.9-5.12 show the constrained optimum solutions for the five small topolo-
gies examined above. The model parameters used here are the same as in Ta-
ble 5.2 with the exception of M = 3.
In the third column of Table 5.4, we list the maximum link utilizations in the
constrained optimum solutions of (5.10) for the topologies given in Figures 5.9-
5.12. As revealed in this table, the unconstrained solver (where M = 11) achieves
lower maximum congestion values than the constrained solver, if it can utilize
overlapping channels in addition to orthogonal channels (see Figures 5.7 and 5.8,
where |N |= 4, |F |= 4 and |N |= 6, |F |= 5, respectively).
5.5.2 Congestion As a Function of Distance
We now turn our attention to how the utilization of the maximally congested link
changes as a function of the distance between the link’s endpoints. For studying
the effects of link distance on the optimization model (5.10), the topology given
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Figure 5.11: Constrained optimum solution of (5.10) for a network where |N |= 4,
|F |= 4.
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Figure 5.13: Network of 4 nodes and 4 flows and the distance parameter d.
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Figure 5.14: Utilization of the most congested link in the optimal solutions
of (5.10) for the topology in Figure 5.13.
Interval Channels
d = 1 (8, 4, 1, 11)
2 ≤ d ≤ 3 (4, 9, 1, 11)
4 ≤ d ≤ 5 (3, 9, 1, 11)
6 ≤ d ≤ 30 (2, 9, 1, 10)
Table 5.5: Optimum channel configurations for specific intervals of d.
in Figure 5.13 is used.
Figure 5.14 shows the relation between the utilization of the most congested
link in the optimal solution and the internodal distances (d) in the topology of
Figure 5.13. Here, the interference range (dI) and the transmission range (dT ) of
each multi-radio node is taken as d, which is varied from 1 m to 30 m. As the
internodal distances increase and the transmission power being kept constant, the
capacities of the links decrease. As a result, the utilization of the most congested
link also increases. Furthermore, the optimal channel configuration changes: As
the internodal distances increase, it becomes gradually more critical to spectrally
separate the neighbor links (links incident on a common node) than to separate
the links that are not neighbors. Table 5.5 shows the channel configurations that
yield optimal solutions of (5.10) for specific intervals of d.
Figure 5.15(a) shows the plots of the utilizations of the most congested links
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Figure 5.15: Utilizations of the most congested links for the topology in Fig-
ure 5.13 with fixed and optimal channel configurations.
of the topology in Figure 5.13 for d ∈ [1, 30], with fixed channel configurations
of (8, 4, 1, 11), (4, 9, 1, 11), (3, 9, 1, 11), (2, 9, 1, 10), and the utilization of the most
congested link in the optimal solution. As the figure reveals, a configuration
optimal in an interval of d may no longer be optimal in another disjoint interval.
Furthermore, there is no single channel configuration which yields an optimal
solution in the interval [1, 30] of d. Figure 5.15(b) plots the same data for the
interval [1, 6] to clarify how the optimal channel configuration changes in this
interval.
In Figure 5.16, the utilizations of the most congested links in the constrained
optimal solutions of (5.10) are shown together with the unconstrained optimal
solutions for the topology in Figure 5.13. The unconstrained optimal solutions
employ overlapping channels in addition to orthogonal channels, whereas the
constrained solutions are limited to orthogonal channels of IEEE 802.11b. Us-
ing overlapping channels for assignment can decrease the utilization of the most
heavily congested link down to 70% compared to using only orthogonal channels.
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Figure 5.16: Utilizations of the most congested links in unconstrained and con-
strained optimal solutions of (5.10) for the topology in Figure 5.13.
5.6 Summary
In this section, we have proposed two optimization models for the joint flow-
radio and channel assignment problem in the context of multi-radio multi-channel
WMNs. Unlike the majority of the literature on channel assignment, both of our
models make use of overlapping channels in addition to orthogonal channels.
The first model we propose (given as (5.4)) incorporates the effects of a
CSMA/CA like MAC protocol through the ω parameter, which is defined as
the ratio of the MAC layer ACK packet size to the data packet size. Unlike
previous work, this allows our model to treat flow sources as receivers of MAC
layer ACK packets. In the second model (given as (5.10)), we take the effects
of a perfect MAC protocol into account through the β (y) function, which shares
the available bandwidth proportionally among contending transmitters.
We evaluate the proposed models by enumerating all feasible solutions on
small topologies of two, three, four and six two-radio nodes. For our exemplary
four node topology, using overlapping channels in addition to orthogonal ones
decreases the congestion on the busiest link down to 70%, compared to using only
orthogonal channels of IEEE 802.11b/g when the nodes are separated by 30 m.
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With our current solvers, which basically enumerate the solutions to pick the
optimal, it is infeasible to solve the models for larger topologies with greater
numbers of nodes, flows, or radios per node. Mixed integer linear programming
models that incorporate the effects of MAC protocols, similar to the models
proposed in this section, can be developed. Then, solvers like CPLEX [74] can
be used to solve these MILP models.
It is also possible to develop mathematical models on the joint flow-radio
and channel assignment problem in the context of Adaptive Modulation and
Coding (AMC) systems [75], which consider the available modulation and coding
schemes in a wireless communication standard (such as the IEEE 802.11b/g/n or
IEEE 802.16) as optimization parameters.
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Chapter 6
Centralized Algorithms for Joint
Flow-Radio and Channel
Assignment Using Partially
Overlapping Channels in
Multi-Radio Wireless Mesh
Networks
Equipping mesh nodes with multiple radios that support multiple wireless chan-
nels is considered a promising solution to overcome the capacity limitation of
single-radio wireless mesh networks. However, careful and intelligent radio re-
source management is needed to take full advantage of the extra radios on the
mesh nodes. Flow-radio assignment and channel assignment procedures should
obey the physical constraints imposed by the radios (see Section 6.1) as well
as the topological constraints imposed by routing. Varying numbers of wireless
channels are available for the channel assignment procedure for different wire-
less communication standards. To further complicate the problem, the wireless
communication standard implemented by the radios of the wireless mesh network
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may define overlapping as well as orthogonal channels, as in the case of the IEEE
802.11b/g family of standards.
In this chapter, we present two centralized schemes that address the joint
flow-radio and channel assignment problem and evaluate their performance on
random topologies. In Section 6.1, we discuss our motivations, list our main
contributions, and define the problem scope for this chapter. In Section 6.2,
we propose two centralized schemes for joint flow-radio and channel assignment.
In Section 6.3, we introduce the metrics we use for performance evaluation and
discuss our experiment results. Section 6.4 concludes the chapter.
6.1 Introduction
As discussed in Section 2.3, most existing studies on channel assignment in the
context of multi-radio WMNs consider only non-overlapping (orthogonal) chan-
nels. However, as previous research [23–25, 41] has shown, using partially over-
lapping as well as orthogonal channels for channel assignment better utilizes the
spectrum and can increase the overall capacity and aggregate throughput in the
WMN by mitigating interference.
When addressing the channel assignment problem, we consider the following
physical constraints of the radios:
1. Two radios must be tuned to the same wireless channel to efficiently com-
municate with each other.
2. The total (inbound and outbound) traffic on a radio cannot exceed the
maximum data rate (ρmax) of that radio.
Because of the physical constraints of the radio interfaces, two multi-radio
neighbor nodes (nodes in each other’s communication range) must have at least
one of their radios tuned to a common channel to communicate with each other.
Otherwise, there will be no wireless link established between these neighbors.
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To complicate the situation further, the decision of which radio of a (multi-
radio) node will be used to communicate with its neighbor (flow to radio as-
signment) has a substantial effect on the NP-hard channel assignment. Despite
its importance, due to the complexity of the channel assignment problem, the
flow-radio assignment problem is overlooked in most existing studies.
In this chapter, we propose two centralized schemes within a unified framework
that address the flow-radio assignment and channel assignment problems in a joint
manner. The main contributions of this chapter are as follows:
• We address the joint flow-radio and channel assignment problem with cen-
tralized heuristics.
• Unlike most existing studies, we consider overlapping as well as orthogonal
channels for channel assignment.
• We propose novel, realistic and easy to compute metrics for assessing the
interference and the residual capacities of the receivers.
This chapter shares the system model description and underlying assumptions
given in Section 5.2, with the exception that our aim in this chapter is to develop
centralized algorithms to decide on flow-radio assignment and to compute the
channels to be assigned to radios. The same set of symbols given in Table 5.1 is
used in this chapter with the addition of two new symbols: O∆ for denoting the
channel separation between two consecutive orthogonal channels (e.g., O∆ = 5
for 802.11b/g), and Nd for denoting the average node degree of a random network
topology (see Section 6.3).
Table 5.1 is replicated here, as Table 6.1, for ease of reference together with
the addition of new symbols.
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Symbol Meaning
N Multi-radio node set
F One-hop flow set
ni or i Node i
Pi Coordinates of ni
α Path loss exponent
dT Transmission range
dI Interference range
D Radio interface count in a node
(i, k) kth radio interface of ni
fi,j,k,l,x Flow from (i, k) to (j, l) on channel x
M Number of available wireless channels
ρmax Maximum data rate of a radio
O∆ Orthogonal channel separation
Nd Avg. node degree for a random topology
Table 6.1: Definitions of symbols and abbreviations.
6.2 Centralized Algorithms for Joint Flow-
Radio and Channel Assignment
6.2.1 Flow-Radio Assignment
A multi-radio mesh node is normally free to assign each aggregated single-hop
flow entering or exiting itself to one of its radios independently without having to
consider other nodes. Our first flow-radio assignment heuristic evenly distributes
the total traffic (inbound and outbound) among the radios of a multi-radio node,
so that the flows will have a greater chance of being assigned to different channels,
reducing co-channel interference. This also promotes the higher utilization of the
available radio resources of a node and increases available capacity in the WMN.
Algorithm 5 outlines this heuristic for flow-radio assignment subproblem. The
algorithm is executed for each multi-radio node in the network.
Algorithm 5 tends to leave flows with relatively large bandwidth demands on
their own radios and in this way, gives the channel assignment procedure a chance
to decouple relatively high traffic flows, reducing interference. It also treats (ag-
gregated) flows as atoms, meaning that it does not divide a flow among multiple
radios in a node. This approach ensures that all packets belonging to the same
single-hop flow are transmitted and received by the same radios respectively at
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Algorithm 5 Flow-Radio Assignment for ni
Input: F
Output: Ci : F → R, flow-radio assignment information for ni
1: procedure FRAssign(F )
2: Sk ← 0,∀k ∈ [1, D] . Sk is the total traffic coupled on radio (i, k)
3: T ← Sorted array of inbound and outbound flows f , in non-increasing order using their
bandwidth demands as keys
4: for m = 1 to length[T ] do
5: Select k such that Sk is minimum in S
6: Ci[fm]← k
7: Sk ← Sk+ key[Tm]
8: end for
9: FlowBalancer(Ci)
10: end procedure
the sending and receiving nodes. This is also true for a multi-hop flow, which
is decomposed into single-hop flows by the single-path routing protocol. Hence,
Algorithm 5 ensures that all packets of a multi-hop flow experience similar chan-
nel conditions in exactly the same order, although they may be transmitted on
different wireless channels and at varying levels of interference. This method
mitigates packet reordering problems that adversely affect the performance of
reliable transport protocols or real-time applications.
If there is bidirectional traffic between two neighbor nodes, to further reduce
interference, the (one-hop) flows between these neighbors can be assigned to the
same radios. The heuristic given with Algorithm 6 assigns all flows between two
nodes to the same radios on these nodes (see Line 17), as long as the capacity
constraints of the radios are not violated. In Algorithm 6, src[f ] and dst[f ]
denote the source and the destination nodes of the flow f , respectively. A flow
from node i to j and another flow from j to i are coupled on the same radios
of i and j. Hence, Algorithm 6 concentrates all flows between two neighboring
nodes on the same radios.
Because both of Algorithms 5 and 6 are heuristics that schedule all packets
of a (single-hop) flow on the same transmitter and receiver, they may fail to find
a feasible schedule. The heuristic we propose with Algorithm 7 tries to balance
a node’s overflown and underflown radios if capacity constraints are violated.
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Algorithm 6 Concentrating Flow-Radio Assignment for ni
Input: F
Output: Ci : F → R, flow-radio assignment information for ni
1: procedure CFRAssign(F )
2: Sk ← 0,∀k ∈ [1, D] . Sk is the total traffic coupled on radio (i, k)
3: T ← Sorted array of inbound and outbound flows f , in non-increasing order using their
bandwidth demands as keys
4: cm ← False, ∀m ∈ [1,length[T ]] . cm is true if and only if the flow fm has been
assigned to some radio on node i
5: for m = 1 to length[T ] do
6: if cm = True then
7: continue
8: end if
9: Select k such that Sk is minimum in S
10: Ci[fm]← k . Couple fm with (i, k)
11: cm ← True
12: Sk ← Sk+ key[Tm]
13: for n = m+ 1 to length[T ] do
14: if Sk + key[Tn] > ρmax then
15: continue
16: end if
17: if (src[fm] = i ∧ dst[fm] = src[fn]) ∨ (dst[fm] = i ∧ src[fm] = dst[fn]) then
18: Ci[fn] ← k . Assign fn to (i, k)
19: cn ← True
20: Sk ← Sk + key[Tn]
21: end if
22: end for
23: end for
24: FlowBalancer(Ci)
25: end procedure
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Algorithm 7 Flow Balancer on ni
Input: Ci
Output: Ci
1: procedure FlowBalancer(Ci)
2:
Ω←
(i, k) : k ∈ [1, D] ∧ ∑∀(j,l):fi,j,k,l∈F |fi,j,k,l|+
∑
∀(j,l):fj,i,l,k∈F
|fj,i,l,k| > ρmax

. Ω is the set of overflown radios
3:
Υ←
(i, k) : k ∈ [1, D] ∧ ∑∀(j,l):fi,j,k,l∈F |fi,j,k,l|+
∑
∀(j,l):fj,i,l,k∈F
|fj,i,l,k| < ρmax

. Υ is the set of underflown radios, i.e. radios with positive residual capacity
4: for all (i, k) ∈ Ω do
5: Ek ←
∑
∀(j,l):fi,j,k,l∈F
|fi,j,k,l|+
∑
∀(j,l):fj,i,l,k∈F
|fj,i,l,k| − ρmax
6: for all fRk : fi,j,k,l ∈ F ∨ fj,i,l,k ∈ F do . For each flow on (i, k)
7: for all (i, k′) ∈ Υ do
8: for all fRk′ : fi,j,k′,l ∈ F ∨ fj,i,l,k′ ∈ F do . For each flow on (i, k′)
9: δ ← |fRk | −
∣∣fRk′ ∣∣
10:
∆Rk′ ← ρmax −
∑
∀(j,l):fi,j,k′,l∈F
|fi,j,k′,l| −
∑
∀(j,l):fj,i,l,k′∈F
|fj,i,l,k′ |
11: if δ > 0 ∧ Ek − δ ≥ 0 ∧∆Rk′ − δ ≥ 0 then
12: Ek ← Ek − δ
13: Ci[fRk′ ] ← k
14: Ci[fRk ] ← k′
15: end if
16: end for
17: end for
18: end for
19: if Ek > 0 then
20: exit . Heuristic failed to balance
21: end if
22: end for
23: end procedure
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6.2.2 Channel Assignment to Interfaces
A node is not free to assign arbitrary channels to its radio interfaces because it
communicates with neighbor nodes via these interfaces and two communicating
radios must be tuned to the same channel. Hence, the channel assignment pro-
cedure has to be coordinated in either a centralized or a decentralized manner
so that two nodes which share flows both assign the same channel to their ra-
dio interfaces on which these flows are coupled. This will ensure that a wireless
link is established between nodes i and j if flow fi,j exists in the network. In
Algorithm 8, we propose a centralized channel assignment heuristic. Our channel
assignment is static, meaning that once channels are set, they are not changed
until the next network-wide assignment which can happen periodically or when
traffic conditions change significantly. In Chapter 7, we propose a distributed
scheme which addresses the joint flow-radio and channel assignment problem.
Algorithm 8 Centralized Channel Assignment
Input: N , node set
Input: C : F → R, flow-radio assignment information
Output: pi, selected channel table for the radios of the network (N,F )
1: procedure CCA(N , C)
2: piki ← 0,∀i ∈ N ∧ ∀k ∈ [1, D]
3: M ← Sorted array of nodes in N , in non-increasing order using the total inbound and
outbound traffic on a node as its key
4: for i = 1 to length[M ] do
5: R← Sorted array (of length D) of the radios of node Mi in non-increasing order using
the total inbound and outbound traffic on the interface as its key
6: for k = 1 to D do
7: if (i, k) does not have any flows coupled with it then
8: continue
9: else if (i, k) has already been assigned a channel then
10: continue
11: else . Mi is free to select a new channel for its radio (i, k)
12: SICA(pi, (i, k))
13: end if
14: if A channel has been allocated for (i, k) then
15: Assign the same channel to all radios connected with (i, k) in (N,F )
16: end if
17: end for
18: end for
19: end procedure
Algorithm 8 processes nodes in N in non-increasing order of their total in-
bound and outbound traffic, to leave heavily loaded nodes free to select channels
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for their interfaces. As proposed in Algorithm 9, nodes try to keep self-interference
at a minimum, hopefully decreasing the total interference in the network. We call
this approach as Self-Interference minimizing Channel Assignment (SICA).
Algorithm 9 Channel Assignment to (i, k) Considering Self-interference Only
Input: pi, selected channel table
Input: (i, k), radio for which a channel is to be selected
Output: piki , the channel selected for (i, k)
1: procedure SICA(pi, (i, k))
2: Ai ←
{
(i, l) : pili 6= 0 ∧ 1 ≤ l ≤ D
}
. Ai is the set of all radios of ni already assigned a
channel
3: σc ← 0,∀c ∈ [1,M ] . σc is an indication of the total (self-)interference on channel c
4: for all (i, l) ∈ Ai do
5: for c = 1 to M do
6: σc ← σc + I(pili, c) xi,lρmax . Where xi,l is the total inbound and outbound traffic on
(i, l) and ρmax is the maximum data rate of (i, l)
7: end for
8: end for
9: piki ← c such that σc is minimum in σ
10: end procedure
Algorithm 9 tries to minimize self-interference of each multi-radio node (i.e.,
interference between a node’s own radios) and hence can be carried out in a
distributed manner.
xi,l
ρmax
is used to take the traffic load of a radio into account
when selecting channels, where xi,l is the total inbound and outbound traffic on
(i, l), and ρmax is the maximum data rate of a radio.
Algorithm 10 is another heuristic we propose for selecting a channel for the
radio (i, k). In this algorithm, we do not only consider self-interference but we
also take interference from other transmitters in the network into account when
selecting a channel for radio (i, k). We call this approach as Global Interference
Channel Assignment (GICA). To use the GICA scheme instead of SICA, Line 12
of Algorithm 8 is replaced with a call to Algorithm 10.
With Algorithm 10, as each multi-radio node is visited by Algorithm 8 in non-
increasing order of their total traffic, the channel that will have the least total
utilization weighted protocol interference on radios already assigned a channel is
selected for the radio under consideration.
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Algorithm 10 Channel Assignment to (i, k) Considering Global Interference
Input: pi, selected channel table
Input: (i, k), radio for which a channel is to be selected
Output: piki , the channel selected for (i, k)
1: procedure GICA(pi, (i, k))
2: A← {(j, l) : pilj 6= 0 ∧ 1 ≤ j ≤ |N | ∧ 1 ≤ l ≤ D} . A is the set of all radios (of all
nodes) in the network that have so far been assigned a channel and thus, (i, k) /∈ A
3: σc ← 0,∀c ∈ [1,M ] . σc is an indication of the total (global-)interference on channel c
4: for all (j, l) ∈ A do
5: for c = 1 to M do
6: σc ← σc + I(pilj , c) xj,lρmax . Where xj,l is the total inbound and outbound traffic on
(j, l) and ρmax is the maximum data rate of (j, l)
7: end for
8: end for
9: piki ← c such that σc is minimum in σ
10: end procedure
6.3 Evaluation
In this section, we first introduce and discuss in detail the metrics we use for
assessing the performance of the proposed algorithms. Then we discuss our ex-
perimentation methodology and present our simulation experiment results.
6.3.1 Evaluation Metrics
In this section, we propose and describe in detail some metrics that can be used in
evaluating the performance of channel assignment schemes. We used these metrics
in evaluating the effectiveness and performance of our proposed centralized joint
flow-radio and channel assignment algorithms. These metrics are computed for
random and single-channel assignment schemes (configurations), as well as for
our SICA and GICA configurations, to assess the performance of the proposed
algorithms in mitigating interference and in increasing residual capacity. The first
of the proposed metrics, average protocol interference, is also used to determine
whether a given flow-radio coupling and channel configuration is feasible. These
metrics are also used in the evaluation of our distributed scheme proposed in the
next chapter.
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6.3.1.1 Average Protocol Interference Metric
d
I
 ≥ d
T 
(a) Typical interference scenarios
in the context of Iap.
d
I
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T Legend
Multi-radio Node
Target Flow
Interfering Flow
Radio Interface
Non-interfering Flow
(b) Typical interference scenarios in the contexts of
Iawp and Rbc.
Figure 6.1: Typical interference scenarios in the contexts of the evaluation met-
rics.
The average protocol interference metric, Iap, uses the concept of the I-
factor [25], assuming a constant transmission power for each transmitter radio.
This metric can use any I-factor model [24, 25, 68], I(x, y), where I(x, y) is the
normalized amount of interference signal power a transmitter operating on chan-
nel x puts on a receiver operating on channel y. In this metric, we do not take the
effects of slow-fading [2] into account and assume that a constant fraction of the
transmission power leaks on adjacent channels (defined by the I-factor model in
use) throughout the interference range of a transmitter radio (we are concerned
about protocol interference). Outside the interference range of the transmitter,
the interference power becomes 0 (i.e., no interference). Iap is calculated as fol-
lows for a given network (N,F ), where N is the set of multi-radio nodes and F
is the set of (one-hop) flows:
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Ffi,j,k,l,x =

fi′,j′,k′,l′,y : fi′,j′,k′,l′,y ∈ F ∧
fi′,j′,k′,l′ 6= fi,j,k,l ∧
|Pj − Pi′ | ≤ dI

if ((j, l), x) =
∑
fi,j,k,l,x∈F
∑
fi′,j′,k′,l′,y∈Ffi,j,k,l,x
I(x, y)
Iap =
∑
(j,l,x):∃(i,k),fi,j,k,l,x∈F
if ((j, l), x)
|{(j, l) : ∃(i, k), fi,j,k,l ∈ F}| .
(6.1)
In (6.1), Ffi,j,k,l,x is the set of flows whose transmitters interfere with the re-
ceiver (j, l) of the flow fi,j,k,l,x. The definition of Ffi,j,k,l,x implies full-duplex opera-
tion of the radios. Typical interference scenarios captured by Ffi,j,k,l,x are depicted
in Figure 6.1(a), where the target flow in the figure corresponds to fi,j,k,l,x. The
if ((j, l), x) value is the total protocol interference on (j, l), which operates on
channel x. The metric, Iap, quantifies the average protocol interference on the
receiver radios in the network.
6.3.1.2 Average Physical Interference Metric
The average physical interference metric, Iaph, is similar to Iap but takes slow-
fading into account while calculating the interference on a receiver from an inter-
ferer. More precisely, Iaph is given by:
if ((j, l), x) =
∑
fi,j,k,l,x∈F
∑
fi′,j′,k′,l′,y∈Ffi,j,k,l,x
I(x, y)
|Pj − Pi′|α
Iaph =
∑
(j,l,x):∃(i,k),fi,j,k,l,x∈F
if ((j, l), x)
|{(j, l) : ∃(i, k), fi,j,k,l ∈ F}| ,
(6.2)
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where the definition of Ffi,j,k,l,x is given in (6.1).
6.3.1.3 Average Weighted Protocol Interference Metric
This metric aims to quantify the average of the flow-magnitude weighted protocol
interference over all receiver radios in the network. The I-factor is again used
to quantify the amount of interference between wireless channels. The average
weighted protocol interference, Iawp, for a given network (N,F ) is defined as
follows:
Hfi,j,k,l,x =

fi′,j′,k′,l′,y : fi′,j′,k′,l′,y ∈ F ∧
(i′, k′) 6= (j, l) ∧ (i′, k′) 6= (i, k) ∧
|Pj − Pi′| ≤ dI

iw((j, l), x) =
∑
fi,j,k,l,x∈F
∑
fi′,j′,k′,l′,y ∈
Hfi,j,k,l,x
|fi′,j′,k′,l′,y|
ρmax
I(x, y)
Iawp =
∑
(j,l,x):∃(i,k),fi,j,k,l,x∈F
iw((j, l), x)
|{(j, l) : ∃(i, k), fi,j,k,l ∈ F}| .
(6.3)
In (6.3), dI is a transmitter’s interference range. Hfi,j,k,l,x is the set of flows
whose transmitters interfere with the receiver (j, l) of the flow fi,j,k,l,x. iw((j, l), x)
is the total weighted protocol interference on (j, l), which operates on channel x.
To calculate iw((j, l), x), we consider the following rules:
• A transmission from (i, k) does not interfere with the receivers of other
transmissions of (i, k).
• The transmissions from (j, l) does not interfere with the receptions on (j, l).
116
These rules correspond to the half-duplex operation of the radios in the net-
work. Typical interference scenarios captured by Hfi,j,k,l,x are depicted in Fig-
ure 6.1(b), where the target flow in the figure corresponds to fi,j,k,l,x. Iawp also
takes into account that a high traffic flow will have greater interference on a given
receiver than a lower traffic flow on the same channel as itself. To capture this
fact within Iawp, the interference from the transmitter of a given flow on a given
receiver is weighted with the normalized flow time. The maximum interference
that can be put by an interferer on a receiver is 1, which will be the case if the
interferer is:
• operating on the same channel as the receiver under consideration
• and transmitting a total traffic of ρmax bps, fully utilizing its capacity, which
implies that the interferer receives no data itself.
6.3.1.4 Receiver Binary Capacity Model and Average Residual Ca-
pacity Metric
Next we propose an average residual capacity metric for the receiver radios in the
network that is closely related to the total amount of interference in the network.
As the interference on a receiver increases, the residual capacity on that receiver
decreases. Hence, a good scheme that performs intelligent channel planning in a
WMN should utilize radios and increase their residual capacities. To define the
average residual capacity metric, Rbc, for a given flow-radio coupling and channel
configuration, we first define our binary capacity model, BC, for a given receiver
(j, l) operating on channel x as follows:
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ih((j, l), x) =
∑
(i′,k′,y)
∑
fi,j,k,l,x ∈ F∧
fi′,j′,k′,l′,y ∈ Hfi,j,k,l,x
I(x, y)
BC(j,l),x =
0 if ih((j, l), x) ≥ Ithresρmax Otherwise .
(6.4)
In (6.4), Hfi,j,k,l,x is the set of interferer flows of fi,j,k,l,x, as given in (6.3). The
total protocol interference on (j, l), operating on channel x, is given as ih((j, l), x).
The binary capacity model assumes that if the total protocol interference on a
receiver is above a specified threshold, Ithres, then the capacity of that receiver is
0 and no reception is possible. When Ithres = 1, an interferer operating on the
same wireless channel as a receiver will make it impossible for that receiver to
receive and correctly decode any data.
Having defined the binary capacity model, the average residual capacity met-
ric, Rbc, is given as follows:
∆(j,l),x =

BC(j,l),x −
∑
fi′,j,k′,l∈F
|fi′,j,k′,l|
−
∑
fj,i′,l,k′∈F
|fj,i′,l,k′ |

Rbc =
∑
(j,l,x):∃(i,k),fi,j,k,l,x∈F∧∆(j,l),x≥0
∆(j,l),x
|{(j, l) : ∃(i, k), fi,j,k,l ∈ F}| .
(6.5)
In (6.5), ∆(j,l),x denotes the residual binary capacity of the receiver (j, l),
which is on channel x. Rbc is the average of the residual capacities of the receiver
radios with non-negative residual capacities.
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6.3.2 Experiments
We performed extensive simulation experiments to evaluate the flow-radio and
channel assignment configurations that our SICA and GICA algorithms produce.
The configurations produced by SICA and GICA are compared against two other
types of configurations. Hence, we compare a total of four different types of
configurations, which are explained as follows:
1. Single-channel configuration: All transmitter and receiver radios operate on
the same channel and all flows entering and exiting a node are coupled onto
the same radio of that node as long as the total magnitude of these flows
is less than or equal to the maximum data rate of the radio. Each radio in
the network is utilized at less than or equal to 1; if the total magnitude of
a node’s flows exceeds the maximum data rate, then the node’s radios are
maximally utilized in order, starting from radio 0.
2. Random configuration: The following steps generate a random flow-radio
coupling and channel configuration for a given network:
(a) Flows arriving at and departing from a node are coupled with the
radios of the node in random with uniform distribution, taking care
not to violate the feasibility constraint mentioned above (the total
traffic bound on a radio should be less than or equal to the fastest
data rate available).
(b) Each link carrying traffic is assigned a random channel; however, links
with common end points (radios) are assigned the same randomly se-
lected channel.
3. SICA configuration: This is a flow-radio coupling and channel configuration
computed by our SICA scheme.
4. GICA configuration: This is a flow-radio coupling and channel configuration
computed by our GICA scheme.
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A network topology is determined by the graph (N,F ) and the set of the
positions of the nodes, P . The nodes are placed in a rectangular grid and
shortest-path multi-hop flows are generated between randomly selected source
and destination node pairs. For the random assignment scheme, unless otherwise
stated, for each network topology, a total of 100 random configurations are gener-
ated, and the average metrics over these 100 configurations are reported. Unless
otherwise stated, for each simulation parameter set, 50 network topologies are
generated. The reported metrics are the averages over these 50 topologies.
In Figures 6.2(a), 6.2(b), 6.2(c) and 6.2(d), we evaluate the performances of
SICA and GICA as the network size increases with respect to the single-channel
and random configuration schemes in terms of Iap, Iaph, Iawp and Rbc, respectively.
For all metrics, GICA, which considers network-wide interference yields better
performance results than SICA, which in turn yields better results than both the
single-channel and random configuration schemes (an exception to this occurs
for the Rbc metric). However, for the Iaph metric, SICA performs nearly as well
as GICA in spite of the fact that it considers node-local interference only. The
reason is that Iaph considers the distance between interfering radios and SICA
tries to put the radios of the same multi-radio node on non-overlapping channels
as long as the multi-radio node does not have more active radios than the number
of orthogonal channels available. And because such radios are the ones closest to
each other, the performance gap between SICA and GICA decreases.
As Figure 6.2(d) reveals, GICA achieves 256% capacity improvement over
SICA for a network of 16 nodes and about 354% improvement over SICA for
100 nodes. As the network size increases, the performance gap between SICA
and GICA widens. GICA achieves up to 8 times capacity improvement over the
single-channel configuration (for 100 nodes) and up to 208% improvement over
random configuration (for 16 nodes). The random configuration scheme performs
better than SICA in terms of Rbc for all network sizes. Rbc is modeled based on
a protocol interference model, and SICA’s local decisions lead to nodes choosing
the same channels for their radios as their physical neighbors, which leads to
increased interference and reduced network capacity. In this case, choosing the
channels in random yields better results as Figure 6.2(d) reveals.
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Figure 6.3 shows how Iap changes as a function of the increasing number of
wireless channels (M) for networks of 16, 36, 64 and 100 two-radio nodes. SICA
does not make use of the increasing number of channels for any network size,
whereas GICA effectively makes use of it and yields lower Iap values for increasing
M . Similar to SICA, the single-channel configuration has almost constant Iap with
respect to increasing M for a given network size, whereas, similar to GICA, the
random configuration scheme can make use of the increasing number of channels
to some extent. GICA can achieve an improvement of about 242% over the
random configuration scheme for 16 nodes, and of about 215% for 100 nodes.
In terms of the Iaph metric, as Figure 6.4 reveals, SICA achieves better per-
formance than GICA for 11 wireless channels for all network sizes under consid-
eration. Because Iaph takes the distances between the radios into account, SICA
achieves lower Iaph values than GICA for 11 channels by putting the co-located
radios (of a node) on orthogonal channels. However, as the number of channels
increases, GICA performs better than SICA, and as the network size increases,
the performance gain of GICA over SICA increases (112% for |N |= 16,M = 55
and 117% for |N |= 100,M = 55).
In Figure 6.5, we observe that the performance gains in terms of the Iawp
metric achieved with GICA over SICA are even more pronounced when compared
to the Iaph metric. GICA performs 519% better for |N |= 16,M = 55 and 306%
better for |N |= 100,M = 55 than SICA in terms of Iawp.
Figure 6.6 shows the average Rbc of 50 topologies for networks of 16, 36, 64
and 100 nodes in relation with increasing M . GICA effectively uses the available
channels and can increase the residual capacities as the number of available chan-
nels increases. As previously noted for Figure 6.2(d), the random configuration
scheme achieves increased capacity when compared to SICA, however, GICA can
achieve up to 207% improvement over the random scheme in terms of Rbc for a
network of 16 nodes and with 55 wireless channels. And for a network of 100
nodes, the improvement achieved by GICA over the random scheme is over 200%
with 55 channels.
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Figure 6.2: Effects of the network size (|N |) on Iap, Iaph, Iawp, and Rbc.
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Figure 6.3: Effects of the number of available wireless channels (M) on Iap for different network sizes.
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Figure 6.4: Effects of the number of available wireless channels (M) on Iaph for different network sizes.
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Figure 6.5: Effects of the number of available wireless channels (M) on Iawp for different network sizes.
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Figure 6.6: Effects of the number of available wireless channels (M) on Rbc for different network sizes.
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6.4 Summary
Despite the importance of the flow-radio assignment problem in the context of
multi-radio WMNs, few studies in the literature have attempted to address this
problem in conjunction with the channel assignment problem. The heuristics
and the centralized algorithms introduced in this chapter are amongst the first
to jointly address these two problems.
The SICA scheme, which relies only on node-local information, lends itself
straightforwardly to a distributed implementation. It also has low time and space
complexity. The GICA scheme, however, makes use of global information and
performs considerably better than SICA in terms of the metrics introduced in this
chapter. With 22 wireless channels and 5 channels separation between orthogonal
channels, GICA can achieve, over SICA, up to 157% improvement in terms of
the average protocol interference metric and up to 297% improvement in terms of
the average traffic-weighted protocol interference metric. When the random and
single-channel configuration schemes are considered, the improvements achieved
with GICA are even more pronounced: up to 207% and 251% respectively, in
terms of the protocol interference metric, and up to 554% and 773% respectively,
in terms of the traffic-weighted protocol interference metric.
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Chapter 7
Distributed Joint Flow-Radio
and Channel Assignment Using
Partially Overlapping Channels
in Multi-Radio Wireless Mesh
Networks
In this chapter we present our D istributed F low-Radio C hannel Assignment
(DFRCA) solution, a distributed joint flow-radio and channel assignment scheme
and the accompanying distributed protocol in the context of multi-channel multi-
radio wireless mesh networks. The scheme’s performance is evaluated on small
networks for which the optimal flow-radio and channel configuration can be com-
puted, as well as on large random topologies.
In Section 7.1, we discuss our main motivations in proposing a distributed
protocol, list our contributions in this chapter, and define the problem scope
for this chapter. Section 7.2 discusses our proposed distributed solution for the
joint flow-radio and channel assignment problem. Using the performance metrics
introduced in Section 6.3.1, Section 7.3 gives the simulation results obtained
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for the proposed distributed scheme as well as for random and single-channel
configurations. Section 7.4 concludes the chapter.
7.1 Introduction
As discussed in Section 2.3, as a consequence of the constraint that two radios
must be tuned to the same channel for them to communicate with each other,
flow-radio assignment, which determines the radio a flow to a neighboring node
will use, has a direct impact on the performance achievable by the channel as-
signment. In the worst-case scenario, the channel assignment procedure may be
obliged by the flow-radio assignment to use only one channel, making it ineffec-
tive. This scenario occurs when all the WMN’s active (traffic-carrying, utilized)
radios are connected in a single subgraph (as explained later in Section 7.2.2).
Despite the prominent impact of the flow-radio assignment on the performance
of the channel assignment, few studies [41,42] in the literature have attempted to
jointly address these two problems; to the best of our knowledge, our distributed
joint flow-radio and channel assignment (DFRCA) scheme discussed here is the
first to do so. The main contributions of our study are as follows:
• To the best of authors’ knowledge, the joint handling of the flow-radio
assignment and channel assignment problems within the framework of a
distributed protocol is the first in the literature.
• Unlike most existing studies, we consider overlapping as well as orthogonal
channels for channel assignment.
• We observe and take into account the WMN’s traffic patterns, making the
proposed scheme traffic load aware.
• The distributed scheme we propose is highly configurable and adaptable to
different WMN topologies, to different wireless medium characteristics and
to different wireless communication standards.
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Symbol Meaning
N Multi-radio node set
F One-hop flow set
ni or i Node i
Pi Coordinates of ni
α Path loss exponent
dT Transmission range
dI Interference range
D Radio interface count in a node
(i, k) kth radio interface of ni
ρmax Maximum data rate of a radio
fi,j,k,l,x Flow from (i, k) to (j, l) on channel x
Nd Avg. node degree for a random topology
M Number of available wireless channels
O∆ Orthogonal channel separation
dD Delegation range
Table 7.1: Definitions of symbols and abbreviations.
This chapter shares the system model description and the underlying assump-
tions given in Section 5.2, with the exception that our aim in this chapter is to
develop a distributed scheme to decide on flow-radio assignment and to compute
the channels to be assigned to radios. The same set of symbols given in Table 6.1
is used in this chapter with the addition of dD for the delegation range tunable
parameter of our distributed scheme (see Section 7.2.3). Table 6.1 is replicated
here, as Table 7.1, for ease of reference together with the addition of the new
symbol.
7.2 A Distributed Scheme for Joint Flow-Radio
and Channel Assignment
Our distributed joint flow-radio and channel assignment scheme consists of four
phases, and each multi-radio node executes each phase in parallel. During the
phases, a node shares information with its k-neighborhood, k being a parameter
of our distributed scheme. k is chosen in relation to the interference range, dI .
A typical value for k is 2, which implies that a node initially exchanges messages
only in its 2-neighborhood. Only at the final phase, where final channel selections
are announced in the WMN, might a node have to exchange messages outside its
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k-neighborhood to assure that radio links are actually established.
The scheme consists of the following four phases:
1. F low-Radio Assignment (FR) Phase
2. T ransmitter Announcement (TA) Phase
3. Channel Selector E lection (SE) Phase
4. C onflict E limination (CE) Phase
7.2.1 Flow-Radio Assignment Phase
In the FR-Phase, each node executes the concentrating flow-radio assignment
heuristic given in Algorithm 6 (see Chapter 6). Since Algorithm 6 only uses
information local to a node, it readily lends itself to a distributed implementation.
At the end of the FR-Phase, a node has determined the flow-radio couplings in
coordination with its neighbors.
7.2.2 Transmitter Announcement Phase
The TA-Phase collects information about all flow-radio assignments in a k-hop
neighborhood. Because flow-radio assignment information is disseminated in the
k-neighborhood of each node during this phase, at the end of it, each node has
an estimate on the number of (single-hop) flows that can be decoupled from each
other considering only its k-neighborhood.
In this context, decoupling flows means putting each flow in a k-neighborhood
on a different channel, which mitigates inter-flow interference and, in the context
of multi-hop flows, intra-flow interference. Of course, decoupling may not be fea-
sible if there are not enough wireless channels and/or radios in a k-neighborhood.
The channel configuration performed by such a k-neighborhood local algorithm
may also fall far from a global optimum solution if the WMN’s neighboring nodes
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Algorithm 11 Transmitter Announcement Phase on ni
Input: C : F → R, flow-radio coupling information for ni
Output: (Nk, Fk)
Output: Ψ, set of subgraphs in the k-neighborhood of ni
Output: Ψc, colour classes of Gc(Ψ, E)
1: procedure PhaseTA(C : F → R)
2: H1 ← {j : |Pi − Pj |≤ dT } . H1 is the set of one-hop neighbors of ni discovered via
broadcasts
3: Hk ← ∅ . Hk is the set of ids of the nodes in the k-neighborhood of ni not in H1
4: TAi ← (C, ttl = k) . TA message of ni
5: Broadcast TAi
6: for all Unique TAj received do
7: if j /∈ H1 then
8: Hk ← Hk ∪ j
9: end if
10: (Nk, Fk)← (Nk, Fk) ∪ TAj .C
11: TAj .ttl← TAj .ttl − 1
12: if TAj .ttl > 0 then . Limited-scope flooding in k-neighborhood
13: Broadcast TAj
14: end if
15: end for
16: Ψ← FindSubgraphs((Nk, Fk))
17: Gc(Ψ, E)← FindConflictGraph(Ψ)
18: Ψc ← Vertex colouring classes of Gc(Ψ, E)
19: end procedure
do not perceive similar k-neighborhoods. However, for routing topologies where
k-hop neighbors share similar k-neighborhoods, the TA-Phase, given in Algo-
rithm 11, achieves intelligent channel assignment by correctly estimating the
number of flows to be decoupled in the k-neighborhood.
A node starts the TA-Phase by exchanging flow-radio assignment information
in its k-neighborhood. For this purpose, it broadcasts (on a common channel)
a TA (T ransmitter Announcement) message containing C, the flow-radio coupling
information of itself, with a TTL set to k (see Algorithm 11). A node that receives
an announcer node’s TA message for the first time, decrements the TTL and
broadcasts the message, unless the message’s TTL is zero. As the node receives TA
messages from its k-hop neighbors, it constructs its k-hop neighborhood set, Hk,
and buffers the k-neighborhood flow-radio assignment information in (Nk, Fk).
After the TA messages have been exchanged, the node proceeds to calculate
the set of disjoint k-neighborhood subgraphs, Ψ. The term subgraph defines a set
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of radios (vertices) connected with incident flows (edges). Two disjoint subgraphs
in a node’s k-neighborhood share no common radios (see Figure 7.1(a)). Hence,
if there are enough physical channels, each subgraph may operate on a distinct,
possibly non-overlapping channel. Outside the node’s k-neighborhood these two
subgraphs may be connected, in which case they will have to operate on the same
channel (see Figure 7.1(b)).
ψ1
ψ2
ψ3
ni
(a) ni perceives that it may be
possible to operate ψ1, ψ2 and
ψ3 on distinct (possibly non-
overlapping) channels.
ψ1
ψ2
ψ3
ni
nj
Legend
Multi-radio Node
Flow
Subgraph
Radio Interface
Series of 
Connected Flows
(b) However, two or more subgraphs may in reality
be connected outside ni’s k-neighborhood.
Figure 7.1: k-neighborhood subgraphs, Ψ = {ψ1, ψ2, ψ3}, of ni.
Ψ is computed using Algorithm 12, which leaves the flows whose transmitters
are not in ni’s k-neighborhood out of Ψ. This procedure is motivated by the effort
to reuse channels outside the k-neighborhood of a node under consideration.
After computing Ψ, the node constructs the conflict graph of Ψ, Gc(Ψ, E), us-
ing Algorithm 13. An edge (ψ1, ψ2) is added to Gc(Ψ, E) whenever a transmitter
radio in ψ1 interferes with a receiver radio in ψ2 (see Figure 7.2). After computing
Gc(Ψ, E), the node then calls a greedy vertex colouring heuristic to find the set
of colour classes [76], Ψc, of Gc(Ψ, E). |Ψc|, which approximates the chromatic
number [76] of Gc, (χ(Gc)), is an upper bound on the minimum number of chan-
nels needed for all the subgraphs in Ψ to decouple. Considering χ(Gc) instead of
χ(Ψ) promotes the spatial reuse of the channels inside the k-neighborhood.
By the end of the TA-Phase, the set of one-hop neighbors, H1, and the set
of k-hop neighbors, Hk, are available for the remaining phases of the distributed
scheme.
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Algorithm 12 Computation of the Set of k-neighborhood Subgraphs on ni
Input: (Nk, Fk)
Output: Ψ, the set of subgraphs
1: procedure FindSubgraphs((Nk, Fk))
2: Ψ← ∅ . Ψ is the set of subgraphs. The number of subgraphs will be |Ψ|
3: for all fi′,j′,k′,l′ ∈ Fk do
4: if i′ /∈ H1 ∧ i′ /∈ Hk ∧ i′ 6= i then
5: continue
6: end if
7: Rt ← (i′, k′)
8: Rr ← (j′, l′)
9: Ro ← (−1,−1)
10: for all ψ1 ∈ Ψ do
11: if Rt ∈ ψ1 then
12: Ro ← Rr
13: else if Rr ∈ ψ1 then
14: Ro ← Rt
15: end if
16: if Ro 6= (−1,−1) then
17: ψ1 ← ψ1 ∪ {Rt, Rr}
18: for all ψ2 ∈ Ψ do
19: if ψ2 6= ψ1 ∧Ro ∈ ψ2 then
20: ψ1 ← ψ1 ∪ ψ2
21: Ψ← Ψ \ {ψ2}
22: end if
23: end for
24: end if
25: end for
26: if Ro = (−1,−1) then . Then no other subgraph contains fi′,j′,k′,l′
27: ψnew ← {Rt, Rr}
28: Ψ← Ψ ∪ {ψnew}
29: end if
30: end for
31: end procedure
dI = dT 
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(a) Ψ of a linear topology, where dI = dT .
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(2,2) ⇒ (2,1) 
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) 
⇒
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) (3,2) 
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 (2,1) 
(b) Gc(Ψ, E) for Figure 7.2(a).
(i, k) =⇒ (j, l) denotes that trans-
mitter (i, k) interferes with receiver
(j, l).
Figure 7.2: k-neighborhood subgraphs of ni.
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Algorithm 13 Computation of the k-neighborhood Conflict Graph on ni
Input: Ψ
Output: Gc(Ψ, E), the conflict graph of the k-neighborhood subgraphs
1: procedure FindConflictGraph(Ψ)
2: E ← ∅ . The edge set of Gc
3: for all ψ1 ∈ Ψ do
4: for all (i, k) ∈ ψ1 do
5: for all fi,j,k,l ∈ F do
6: for all ψ2 ∈ (Ψ \ {ψ1}) do
7: for all (j′, l′) ∈ ψ2 do
8: if (ψ1, ψ2) ∈ E then
9: break
10: end if
11: for all fi′,j′,k′,l′ ∈ F do
12: if d(Pi, Pj′) ≤ dI then
13: E ← E ∪ {(ψ1, ψ2)}
14: break
15: end if
16: end for
17: end for
18: end for
19: end for
20: end for
21: end for
22: end procedure
7.2.3 Channel Selector Election Phase
In this phase, a node determines the subgraphs of its k-neighborhood (a subset of
Ψ) for which it will select channels, and becomes the manager of those subgraphs.
The node also estimates the managers of the remaining subgraphs in Ψ. Such
nodes are called remote managers with respect to the node under discussion.
Having estimated the number of distinct channels needed in its k-neighborhood,
the node then proceeds to determine those channels.
The SE-Phase begins by sending and receiving unicast SE (Selector E lection)
messages in the k-neighborhood. Algorithm 14 outlines this phase. Each node
tells its k-hop neighbors the subgraph count in its k-neighborhood, |Ψ|, and its
set of colour classes, Ψc. The node builds two tables using the SE messages it
receives. The first table, M|Ψ|, holds the subgraph counts of the nodes in the
k-neighborhood, and the second table, MΨc , holds their sets of colour classes.
After these two tables are built, the node iterates over all the radios in each of its
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Algorithm 14 Channel Selector Election Phase on ni
Input: H1, set of one-hop neighbors of ni
Input: Hk, set of k-hop neighbors of ni not in H1
Input: Ψ, set of k-neighborhood subgraphs
Input: Ψc, colour classes of Ψ
Output: Si, set of sets of radios on Ψ whose channels are to be selected by ni
1: for all j ∈ (H1 ∪Hk) do
2: SEi ← (|Ψ|,Ψc) . SE message of ni
3: Send SEi to nj
4: end for
5: Si ← ∅ . set of colour classes of locally managed radios
6: SR ← ∅ . set of colour classes of remotely managed radios
7: T ← ∅ . set of remotely managed radios
8: M|Ψ|[i] ← |Ψ| . node id, |Ψ| mappings
9: MΨc [i] ← Ψc . node id, Ψc mappings
10: for all SEj received do
11: M|Ψ|[j]← SEj .|Ψ|
12: MΨc [j]← SEj .Ψc
13: end for
14: for all ψ ∈ Ψc do
15: for all (i, k) ∈ ψ do
16: if (i, k) ∈ T then
17: continue
18: end if
19: m← SelectorId((i, k),M|Ψ|,MΨc)
20: ψr ← {(i′, k′) : ∃ ψ′r ∈MΨc [m], (i, k) ∈ ψ′r ∧ (i′, k′) ∈ ψ′r}
21: if ψr /∈ (SR ∪ Si) then
22: MI [ψr]← m
23: if m 6= i then . Then a remote node manages the radio
24: SR ← SR ∪ {ψr}
25: MC [m]←MC [m] + 1
26: else
27: Si ← Si ∪ {ψr}
28: end if
29: end if
30: if m 6= i then
31: T ← T ∪ {(i′, k′) : ∃ ψ′ ∈ Ψ, (i, k) ∈ ψ′ ∧ (i′, k′) ∈ ψ′} . add all radios on the
subgraph of (i, k) to T
32: end if
33: end for
34: end for
35: PrepareDlgMap(Ψ, Si, T )
36: DoChAllotment(Si, SR, MI , MC)
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colour classes to determine the manager that will select a channel for each radio,
using Algorithm 15.
Algorithm 15 Select Radio Manager
Input: (i, k), radio whose channel selector is to be determined
Input: M|Ψ|
Input: MΨc
Output: m, channel selector node’s id
1: procedure SelectorId((i, k), M|Ψ|, MΨc)
2: m← −1
3: cmax ← 0
4: dmin ←∞
5: for all i′ ∈ keys[MΨc ] do
6: for all ψ ∈MΨc [i′] do
7: if (i, k) ∈ ψ ∧ (m = −1 ∨ M|Ψ|[i′] > cmax ∨ (M|Ψ|[i′] = cmax ∧ |Pi′ − Pi|>
dD∧ dmin > |Pi′−Pi|) ∨ (M|Ψ|[i′] = cmax ∧ (|Pi′−Pi|≤ dD∨|Pi′−Pi|= dmin) ∧ m > i′))
then
8: m← i′
9: cmax ← |M|Ψ|[i′]|
10: dmin ← |Pi′ − Pi|
11: end if
12: end for
13: end for
14: end procedure
In Algorithm 15, the node that contains the radio in one of its colour classes
and has the highest subgraph count (highest |Ψ|) is selected as the manager.
Nodes with higher subgraph counts are given priority for selecting channels be-
cause they can decouple more subgraphs. Of the nodes with equal subgraph
counts, outside the delegation range (explained later in this section) spatially
closer nodes are preferred. Inside the delegation range nodes with smaller ids are
preferred. Because radios in a subgraph must operate on the same channel, once
the manager of a radio is determined, all other radios in the same subgraph are
assigned the same manager.
As the node determines the managers of the radios in its k-neighborhood, it
builds a set of remotely managed colour classes, SR, and a set of the colour classes
it manages, Si. It notes the selected manager of each colour class in the table MI .
As will be explained later in this section, a manager uses its colour classes
to select channels for the radios it manages. For channels selected by different
managers of the same k-neighborhood to be as spectrally far as possible from
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each other, a mechanism for coordinating the colour classes of these spatially close
managers is needed. For this purpose, we define the delegation range, dD. Inside a
circular region of radius dD in a node’s k-neighborhood, the colour classes, hence
the channel selections, of managers are coordinated. This coordination ceases
outside dD.
In Figure 7.3, we give an example for the coordination need that may arise
between managers. The node m announces to m′ its set of colour classes, Ψc =
{ψc1, ψc2}. m′ determines its own colour classes, Ψ′c = {ψ′c1}, which implies that
it is responsible for selecting a channel for the radios in ψ′c1. However, m
′ realizes
that ψ′c1 ∩ ψc1 6= ∅, and delegates the management of the radios in ψ′c1 \ ψc1
to manager m because m is inside the delegation range. Algorithm 16 (which
outlines these steps) stores the delegation mappings in MD to be used during the
CE-Phase.
Increasing dD decreases the parallelism achieved by the distributed channel
assignment procedure. However, especially for long chain topologies, increasing
dD also substantially decreases the intra-flow interference in the network (the
effects of dD on such interference are explored in Section 7.3).
By the end of the SE-Phase, in Si and SR the node contains an estimation of
its k-neighborhood channel selectors (which k-hop neighbors will select channels
for which sets of radios). The node can now intelligently assign channels to the
subgraphs it is responsible for (Si) by efficiently using the channel space available
in its k-neighborhood. The channel allotment heuristic is given in Algorithm 17.
Algorithm 17 starts by building the weighted conflict graph, Gc(SA, E), of
SA = SR ∪ Si. Gc(SA, E) is later used in the SE-Phase for intelligently mapping
selected channels to the colour classes of the k-neighborhood. The computation of
Gc(SA, E) is similar to that of Gc(Ψ, E) and is given in Algorithm 18. The weight
of the undirected edge (ψc1, ψc2) in Gc estimates the total physical interference
between the colour classes ψc1 and ψc2 assuming both colour classes operate on
the same wireless channel and is calculated as follows:
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Algorithm 16 Prepare Delegation Map
Inputs: Ψ, Si, T
Output: MD, the dictionary that holds the master radio of a remotely managed slave radio
1: procedure PrepareDlgMap(Ψ, Si, T )
2: for all ψc ∈ Si do
3: ψd ← ψc \ T
4: if ψd 6= ψc then . if this colour class is remotely managed by radio (m, km)
5: for all (i, k) ∈ ψd do
6: ψ ← {(i′, k′) : ∃ ψ′ ∈ Ψ, (i, k) ∈ ψ′ ∧ (i′, k′) ∈ ψ′} . ψ is the subgraph of radio
(i, k)
7: dmin ←∞
8: (id, kd)← (−1,−1)
9: for all (i′, k′) ∈ ψ do
10: if |Pi′ − Pm|≤ dmin then
11: (id, kd)← (i′, k′)
12: dmin ← |Pi′ − Pm|
13: end if
14: end for
15: if dmin ≤ dD then . dD is the delegation range
16: MD[(id, kd)]← (m, km)
17: ψd ← ψd \ ψ
18: end if
19: end for
20: if ψd = ∅ then
21: Si ← Si \ {ψc}
22: else
23: ψc ← ψd
24: end if
25: end if
26: end for
27: end procedure
Algorithm 17 Channel Allotment Algorithm Running on ni
Input: Si, set of sets of radios ni is responsible for selecting channels
Input: SR, set of colour classes of remotely managed radios
Input: MI , dictionary of manager node ids for the colour classes in Si and SR
Input: MC , dictionary that holds the number of channels a k-hop neighbor is expected to
select
Output: LS , list of |Si| channels selected, one for each of the sets of radios in Si
1: procedure DoChAllotment(Si, SR, MI , MC)
2: SA ← SR ∪ Si
3: Gc(SA, E),WE ← FindWeightedConflictGraph(SA)
4: L← ChList(|SA|)
5: MC [i]← |Si|
6: ML ← ChSelection(L, MC , −1, |Si|)
7: ChDist(Si, Gc(SA, E), WE , MI , ML)
8: end procedure
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W(j′,l′)(ψc) =
∑
fi,j,k,l : (i, k) ∈ ψc ∧
|Pi − Pj′|≤ dI
1
|Pi − Pj′ |α
W (ψc2, ψc1) =
∑
fi′,j′,k′,l′ :(j′,l′)∈ψc2
W(j′,l′)(ψc1)
WE[(ψc1, ψc2)] = W (ψc1, ψc2) +W (ψc2, ψc1),
(7.1)
where W (ψc2, ψc1) is an estimation of the total physical interference caused
by all transmitters in ψc1 on each receiver of ψc2. The edge weights of Gc are
stored in the dictionary WE by Algorithm 18.
Algorithm 18 Computation of the Colour Classes’ Weighted Conflict Graph on ni
Input: SA
Output: Gc(SA, E), conflict graph of the colour classes
Output: WE , dictionary of edge weights of Gc(SA, E)
1: procedure FindWeightedConflictGraph(SA)
2: E ← ∅ . The edge set of Gc
3: for all ψ1 ∈ SA do
4: for all (i, k) ∈ ψ1 do
5: for all fi,j,k,l ∈ F do
6: for all ψ2 ∈ (SA \ {ψ1}) do
7: for all (j′, l′) ∈ ψ2 do
8: if |Pi − Pj′ |> dI then
9: continue
10: end if
11: for all fi′,j′,k′,l′ ∈ F do
12: E ← E ∪ {(ψ1, ψ2)}
13: if |Pi − Pj′ |< 1.0 then
14: d← 1.0
15: else
16: d← |Pi − Pj′ |
17: end if
18: WE [(ψ1, ψ2)]←WE [(ψ1, ψ2)] + 1dα . α is the path loss exponent
19: end for
20: end for
21: end for
22: end for
23: end for
24: end for
25: end procedure
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Algorithm 17 then prepares a list of channels, L, to be used in the k-
neighborhood by calling Algorithm 19. To minimize interference between sub-
graphs (grouped as colour classes) in the k-neighborhood, Algorithm 19 fills L
with |SA| channels as spectrally far as possible from each other. After L is filled,
Algorithm 20 is called to prepare a dictionary of channel lists, ML, which maps
manager ids in the k-neighborhood to the estimated channel selection lists. The
list of channels to be used for colouring Si is then given by ML[i]. To determine
the |Si| channels to be used out of L, Algorithm 20 employs the heuristic given in
Algorithm 22, whose main motivation is to select |Si| channels as spectrally far
as possible from each other. For example, if L = [1, 6, 11] and two channels are to
be selected (|Si|= 2), the heuristic selects channels 1 and 11. Or if L = [5, 6, 7],
the heuristic selects channels 5 and 7.
Algorithm 19 Channel List Initialization Algorithm Running on ni
Input: |SA|, cardinality of the set of colour classes of remotely and locally managed radios
Output: L, channel list
1: procedure ChList(|SA|)
2: δ ← 0
3: f ← 1
4: if |SA|= 1 then . Then randomly select a channel
5: f ← A random channel
6: else
7: δ ← M−1|SA|−1 . M is the number of available wireless channels
8: end if
9: for all i ∈ Z ∧ i ∈ [0, |SA|) do
10: ch← f + i δ
11: Round ch to the nearest integer
12: if ch > M then
13: ch←M
14: end if
15: Li ← ch
16: end for
17: end procedure
At the end of the channel allotment, as the final step of the SE-Phase, the
channels in L are distributed to the colour classes in SA = SR∪Si using Gc(SA, E)
with the heuristic given in Algorithm 23. For traversing Gc, vertex weights, WV ,
are calculated. The weight of a vertex is the sum of the incident edge weights.
A vertex with a higher weight implies a colour class (a set of subgraphs) that
puts/receives higher levels of interference on/from the other colour classes that
are incident to it in Gc than a vertex with a lower weight. Hence, vertices with
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Figure 7.3: Coordination need for colour classes of k-neighbor manager nodes
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Algorithm 20 Channel Selection Estimation for the k-neighborhood of ni
Input: L, list of available (not yet assigned, free) channels
Input: MC
Input: m, current channel selector node’s id
Input: c, number of channels to be selected for nm
Output: ML, node id-selected channels list mappings
1: procedure ChSelection(L, MC , m, c)
2: if c = 0 then
3: return
4: end if
5: l← LeastPriorNode(MC)
6: if l 6= −1 then
7: c′ ←MC [l]
8: Del MC [l] . Remove key l from MC
9: ChSelection(L, MC , l, c
′)
10: end if
11: if m = −1 then
12: return
13: end if
14: LS ← SelectCh(L, c)
15: ML[m]← LS
16: end procedure
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Algorithm 21 Least Prior Node Selection on ni
Input: MC
Output: l, least prior node’s id
1: procedure LeastPriorNode(MC)
2: cmin ←∞
3: l← −1
4: dmax ← −1
5: for all j ∈ keys[MC ] do
6: if cmin > MC [j] ∨ (cmin = MC [j] ∧ |Pi − Pj |> dD ∧ dmax < |Pi − Pj |) ∨ (cmin =
MC [j] ∧ (|Pi − Pj |≤ dD ∨ dmax = |Pi − Pj |) ∧ l < j) then
7: l← j
8: cmin ←MC [j]
9: dmax ← |Pi − Pj |
10: end if
11: end for
12: end procedure
higher weights are given priority over vertices with lower weights during traver-
sal. Breadth-first traversal of the graph starts with the heaviest vertex (see Algo-
rithm 24). Next, the incident vertices of the currently visited vertex are visited.
As each vertex is visited, the channel minimizing the total interference between
the previously visited vertices and the current vertex is assigned to the vertex
(see Algorithm 23). This minimum-interference-channel is selected according to
the cost function given in (7.2) for the current vertex v:
Ic(v) =
∑
w:w∈SA∧MV [w] 6=−1
WE[(v, w)]
|c−MV [w]| , (7.2)
where c is a channel in L, MV is the dictionary that holds the colour class-
channel mappings (see Algorithm 23) and WE is the edge weights of Gc. MV [w] =
−1 indicates that w has not been visited yet.
This scheme ensures that heavily interfering subgraphs are given priority for
channel assignment and are assigned channels as spectrally far as possible from
each other.
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Algorithm 22 Channel Selection from Available Channels
Input: L, list of available (not yet assigned, free) channels
Input: c, number of channels to be selected
Output: LS , list of c channels selected from L
1: procedure SelectCh(L, c)
2: δ ← 0
3: LS ← ∅
4: if c ≤ 1 then . Then the median of the available channels list is selected
5: Append median[L] to LS
6: Remove one instance of median[L] from L
7: else
8: δ ← M−1c−1 . M is the number of available wireless channels
9: end if
10: for all i ∈ Z ∧ i ∈ [0, c) do
11: ch← 1 + i δ
12: Round ch to the nearest integer
13: if ch > M then
14: ch←M
15: end if
16: if ch ∈ L then
17: selectedCh← ch
18: else . Then select the closest channel to ch from L
19: dist←∞
20: for all channel ∈ L do
21: if |ch− channel|< dist then
22: selectedCh← channel
23: dist← |ch− channel|
24: end if
25: end for
26: end if
27: Append selectedCh to LS
28: Remove selectedCh from L
29: end for
30: end procedure
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Algorithm 23 Distribute Channels Using Colour Classes’ Conflict Graph on ni
Input: Si, set of sets of radios ni is responsible for selecting channels
Input: Gc(SA, E), colour classes’ conflict graph
Input: WE , dictionary of edge weights of Gc(SA, E)
Input: MI , dictionary of manager node id’s for the colour classes in SA
Input: ML, node id-selected channels list mappings
Output: pii, candidate channel configurations for the radios of ni
Output: MR, dictionary of remotely managed radios’ channels
1: procedure ChDist(Si, Gc(SA, E), WE , MI , ML)
2: if |Si|= 0 then
3: return
4: end if
5: MV ← ∅ . initialize a dictionary that holds vertex-channel mappings
6: v ← TraverseNext(nil, Gc(SA, E), WE)
7: while v 6= nil do
8: ∀c, Ic ← 0.0
9: for all c ∈ML[MI [v]] do . for each candidate channel c
10: for all (v, w) ∈ E do
11: if w ∈ keys[MV ] then . a channel has been selected for w
12: Ic ← Ic + WE [(v,w)]|c−MV [w]|
13: end if
14: end for
15: end for
16: MV [v]← c, such that Ic is minimum in I . channel c is selected for colour class v
17: ML[MI [v]]←ML[MI [v]] \MV [v] . Remove channel c from candidate channels for
node MI [v]
18: v ← TraverseNext(v, Gc(SA, E), WE)
19: end while
20: for all v ∈ Si do
21: for all (i′, k′) ∈ v do
22: if i′ = i then
23: pik
′
i′ ←MV [v]
24: else
25: MR[(i
′, k′)]←MV [v]
26: end if
27: end for
28: end for
29: end procedure
143
Algorithm 24 Traverse Next Vertex
Input: v, current vertex being visited
Input: Gc(SA, E)
Input: WE
Output: v, next vertex to be visited
1: procedure TraverseNext(v, Gc(SA, E), WE)
2: ∀v ∈ SA,WV [v]←
∑
(v,w)∈E
WE [(v, w)] . Vertex weight is the sum of incident edges’
weights
3: if v 6= nil then
4: Select (v, w) ∈ E such that WE [(v, w)] is maximum in WE and w has not been visited
yet
5: if w 6= nil then . if such a w exists
6: return w
7: end if
8: end if
9: Select v ∈ SA such that WV [v] is maximum in WV and v has not been visited yet
10: return v . v is nil if no such vertex exists
11: end procedure
7.2.4 Conflict Elimination Phase
After the SE-Phase completes, manager nodes will have determined candidate
channels for the radios they are responsible for. However, radios connected with a
path in (N,F ) may have been assigned different channels if the nodes responsible
for assigning channels are neighbors of greater than k hops in (N,F ), and if
those nodes have selected conflicting channels for the radios. If these radios are
actually assigned different channels, then the physical links that should exist
between them will break. We call this situation a conflict, and the goal of this
CE-Phase is twofold:
1. Eliminating any conflicts that may have arisen in the SE-Phase.
2. Announcing the selected channels to the other neighbors that have delegated
this task to the manager nodes.
During the CE-Phase, the selected channel information will be negotiated and
any conflicts will be resolved. Algorithm 25 outlines the CE-Phase, and it tries to
determine the channel selected by the node with the largest number of subgraphs
in its k-neighborhood and is the most heavily loaded node with the smallest node
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id. Layer 3 or layer 2 addresses can be employed as the node ids and we assume
that the employed ids are unique throughout the network.
Algorithm 25 Conflict Elimination Phase on ni
Input: Si, the set of sets of radios ni is responsible for selecting channels
Input: pii, candidate channel configurations for the radios in Si
Input: MR, the dictionary of remotely managed radios’ channels
Input: MD, the dictionary that holds the master radio of a remotely managed slave radio
1: Πk ← ∅, ∀k ∈ [1, D] . Πk is the set of channel selection announcements,(
|Ψj |, Xj , j, k′, pik′j
)
, received for radio (i, k). |Ψj | is the number of subgraphs in the k-hop
neighborhood of nj . Xj is the magnitude of the total inbound/outbound traffic on nj
2: MP [(i, k)]← ∅, ∀k ∈ [1, D] . Initially empty proxy tables
3: AnnounceSelections(Si, MD, pi, Π, C)
4: while true do
5: Receive CS message
(
|Ψj |, Xj , j, k′, pik′j
)
or DR message ((j, k′)) for (i, k)
6: if DR message received then
7: MP [(i, k)]←MP [(i, k)] ∪ {(j, k′)}
8: for all (z, l) ∈MP [(i, k)] do . Announce to delegated radios
9: Send CS message, (Ψmaxk , Xmaxk , Nmink , Dmink , Ck), to (z, l)
10: end for
11: else . then CS message received
12: HandleCSAnnouncement(Π, MP )
13: end if
14: end while
15: for k = 1 to D do
16: piki ← Ck
17: end for
A node starts the CE-Phase by announcing the channel selections of the ra-
dios for which it is a manager by sending unicast CS (C hannel Selection An-
nouncement) messages. A CS message contains the selected wireless channel, the
subgraph count (|Ψ|) of the origin node, the magnitude of the total inbound/out-
bound traffic on the origin node (X) and the node’s unique id (see Algorithm 26).
If the node is a manager for one of its own radios, then it sends the associated
CS message to all one-hop neighbors of that radio on the radio’s subgraph. If the
node is a manager of a remote radio that is not connected to any of the node’s
own radios in the node’s k-neighborhood, then the node sends the associated
CS message in a multi-hop manner to the owner of the remote radio.
As the node receives a CS announcement, it determines the manager of the
associated radio by selecting the node among the announcers with the highest sub-
graph count and the highest traffic but with the smallest id (see Algorithm 27). If
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Algorithm 26 Announce Channel Selections on ni
Input: Si, set of sets of radios ni is responsible for selecting channels
Input: MD, dictionary that holds the master radio of a remotely managed slave radio
Input: pi, candidate channel configurations for the radios in Si
Input: Π, list of sets of channel selection announcements
Input: C, list of channel selection variables
1: procedure AnnounceSelections(Si, MD, pi, Π, C)
2: for all ψ ∈ Si do
3: for all (i′, k′) ∈ ψ do
4: if i′ = i then
5: Ck′ ← pik′i′ . Initialize channel selection variables
6: Πk′ ← Πk′ ∪
{
(|Ψi|, Xi, i, k′, pik′i′ )
}
7: Send CS message,
(
|Ψi|, Xi, i, k′, pik′i′
)
, to one-hop neighbors on the subgraph of
(i′, k′)
8: else
9: Send CS message, (|Ψi|, Xi, i, k′,MR[(i′, k′)]), to (i′, k′)
10: end if
11: end for
12: end for
13: for all (i′, k′) ∈ keys[MD] do . Send delegation requests
14: Send DR message, ((i′, k′)), to MD[(i′, k′)]
15: end for
16: end procedure
a new CS announcement changes the previously selected manager for a radio, then
the node receiving the announcement announces the new selection to all one-hop
neighbors on that radio’s subgraph. Otherwise, the receiver of the announcement
makes no new announcements.
7.3 Validation and Evaluation
To validate our distributed scheme and evaluate its performance, we simulate it in
a custom environment based on the CSIM for Java [77] simulation engine, which
is a library for developing discrete-event simulations. We develop a packet-based
simulator that can truly simulate our distributed scheme using message exchanges
among nodes simulating our multi-radio routers.
Next, we first describe how we validate our scheme using small topologies,
for which it is easy to compute the optimal configurations. Then we present
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Algorithm 27 Handle CS Announcement on ni
Input: Π, list of sets of channel selection announcements
Input: MP , proxy dictionary
Input: k, radio id for which the announcement has been received
1: procedure HandleCSAnnouncement(Π, MP )
2:
Ψmaxk ← max
{|Ψz|: for ∃(Xz, z, l, pilz), (|Ψz|, Xz, z, l, pilz) ∈ Πk}
3:
Xmaxk ← max
{
Xz : for ∃
(
Ψmaxk , z, l, pi
l
z
)
, (Ψmaxk , Xz, z, l, pi
l
z) ∈ Πk
}
4:
Nmink ← min
{
z : for ∃(Ψmaxk , Xmaxk , l, pilz), (Ψmaxk , Xmaxk , z, l, pilz) ∈ Πk
}
5:
Dmink ← min
{
l : for ∃(Ψmaxk , Xmaxk , Nmink , l, pilz),
(Ψmaxk , Xmaxk , Nmink , l, pi
l
z) ∈ Πk
}
6: Ck ← pilz . Where
(
Ψmaxk , Xmaxk , Nmink , Dmink , pi
l
z
) ∈ Πk
7: if |Ψj |> Ψmaxk ∨ (|Ψj |= Ψmaxk ∧ Xj > Xmaxk) ∨
(|Ψj |= Ψmaxk ∧Xj = Xmaxk ∧Nmink > j) ∨ (Nmink == j ∧Dmink > k′) then
8: Send CS message,
(
|Ψj |, Xj , j, k′, pik′j
)
, to one-hop neighbors on the subgraph of (i, k)
9: for all (z, l) ∈MP [(i, k)] do . Announce to delegated radios
10: Send CS message,
(
|Ψj |, Xj , j, k′, pik′j
)
, to (z, l)
11: end for
12: end if
13: Πk ← Πk ∪
{
(|Ψj |, Xj , j, k′, pik′j )
}
14: end procedure
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our simulation results to assess the distributed scheme’s performance. We use
the same set of metrics (Iap, Iaph, Iawp and Rbc) introduced in Section 6.3.1 to
evaluate our scheme.
7.3.1 Validation Using Small Networks
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Figure 7.4: Verification of the distributed scheme on small networks of two-radio
nodes where dI = dT .
We ran simulations on five small networks (Figure 7.4) to validate the cor-
rectness of the proposed scheme. In Figure 7.4, circles represent two-radio nodes
and arrows represent flows of equal magnitude between these nodes. The chan-
nels configured by the distributed scheme at the end of simulations are indicated
atop the flow arrows. In each scenario, the interference range is equal to the
transmission range. The simulation parameters used for these networks are given
in Table 7.2. As evident from Figure 7.4, the proposed scheme is able to find
optimal channel configurations for these networks.
7.3.2 Simulation Experiments
We run extensive simulation experiments to evaluate the flow-radio and channel
assignment configurations that our DFRCA scheme produces. The configurations
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Name Value
dI 1 dT
dD 1 dT for 7.4(a)-7.4(d)
dD 3 dT for 7.4(e)
D 2
M 11
O∆ 5
Table 7.2: Simulation parameters for Figure 7.4.
produced by DFRCA are compared against the random and single-channel con-
figurations introduced in Section 6.3.2. Hence we compare three different types
of configurations which are explained as follows:
1. Single-channel configuration: This is the same configuration as 6.3.2.1.
2. Random configuration: This is the same configuration as 6.3.2.2.
3. DFRCA configuration: This is a flow-radio coupling and channel configu-
ration arrived at the end of the simulation process of our proposed DFRCA
scheme.
In Figure 7.5, we observe the effects of the delegation range (dD) on DFRCA’s
performance for a chain topology of 10 nodes. Delegation range (dD) is a tun-
able parameter of DFRCA. When dD is extended up to four or more times
the transmission range (dT ), DFRCA yields an optimum solution. For smaller
chains, DFRCA is able to find optimum solutions with smaller dD. In backbone
WMNs [1], where the traffic is routed towards a gateway node, a routing tree
rooted at the gateway node is formed and such longer isolated chains are more
common. However, if intra-mesh traffic does not concentrate on a special node
as with backbone WMNs, a smaller dD will suffice.
Figure 7.6 compares DFRCA against single-channel and random configura-
tion schemes and shows how the metrics change as the network size increases
when the number of available wireless channels (M) is 22. Relevant simulation
parameters can be found in the second column of Table 7.3. For all four metrics,
the single-channel configuration scheme has the worst performance and DFRCA
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Name Figure Figures Figures
7.6 7.7-7.10 7.11-7.14
Nd 2 2 2
dI 1 dT 1 dT 1 dT
dD 1 dT 1 dT 1 dT
D 2 2 2
M 22 11-55 22
O∆ 5 5 1-9
Table 7.3: Simulation parameters for Figures 7.6-7.14.
has the best performance. For Iap, DFRCA achieves up to 246% improvement
with respect to the random configuration scheme and up to 298% improvement
with respect to the single-channel configuration scheme, both for 16 nodes. For
Iawp, the improvements are more pronounced: up to 819% with respect to the
random configuration and more than 10 times with respect to the single-channel
configuration, again both for 16 nodes. For the Rbc metric, DFRCA achieves up
to 233% improvement for 16 nodes with respect to the random configuration and
up to 867% improvement for 100 nodes with respect to the single-channel con-
figuration. Figure 7.6 shows that, interestingly, the performance of the random
configuration in terms of Iaph closely follows the performance of the single-channel
configuration. The improvement achieved by DFRCA in terms of Iaph is 153% for
16 nodes and 145% for 100 nodes with respect to the single-channel configuration.
Figure 7.7 shows the averages of Iap in relation to the increasing number of
available wireless channels (M) over 50 topologies for node counts of 16, 36, 64
and 100. The third column of Table 7.3 lists the relevant simulation parameters.
The single-channel configuration scheme can make no use of the increasing num-
ber of wireless channels, whereas the random configuration scheme’s performance
increases as the number of available channels increases because it has more chan-
nels to select from. However, DFRCA can utilize an increasing number of wireless
channels better than the random configuration even for large numbers of nodes
and flows. It is important to note that the random configuration yields more or
less the same performance as the single-channel configuration for 100 nodes in
terms of Iap when the number of available channels is 11 (as with IEEE 802.11
in the FCC domain).
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Figure 7.8 reveals that the random configuration scheme performs worse than
the single-channel configuration scheme in terms of Iaph when the number of avail-
able channels is 11. This result occurs because Iaph assumes full-duplex operation
of the radios. The random configuration scheme can, to some extent, decouple
flows better than the single-channel configuration scheme where all the radios in
the network are on the same subgraph, however, the random configuration fails
to operate those decoupled flows sufficiently spectrally away from each other for
M = 11, 22. The single-channel configuration can yield less interference com-
pared to the random configuration by coupling flows on the same radios. Our
DFRCA, on the other hand, effectively decouples flows, operates them spectrally
away from each other and can spatially reuse the channels, allowing improvements
of at least 132% for M = 11 and at least 145% for M = 55 (both for 64 nodes)
with respect to the random configuration. The improvements with DFRCA in
terms of Iaph with respect to the single-channel configuration are at least 127%
for M = 11 for 64 nodes and at least 153% for M = 55 for 100 nodes.
In Figure 7.9, we observe the effects of the increasing number of wireless
channels on Iawp. The improvements gained with the distributed scheme are even
more pronounced for the flow-magnitude weighted metric in all four cases because
DFRCA is flow-aware.
Figure 7.10 reveals that the proposed scheme can actually increase the average
residual capacity in the network as the number of available channels increases.
The random configuration can also increase the residual capacities, but in all
four cases, DFRCA makes more intelligent use of the increase in the number of
channels despite the fact that the number of available radios per node is kept
constant. With 11 channels, there are at most three non-overlapping channels;
with 22 channels there are five non-overlapping channels (channels 1, 6, 11, 16
and 21) and with 33 channels there are seven non-overlapping channels. In all
four cases, DFRCA can increase the performance for up to seven non-overlapping
channels.
Next, we turn our attention to the relationships between the non-overlapping
channel separation (O∆) and Iap, Iaph, Iawp and Rbc. O∆ is the minimum channel
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separation needed to consider two wireless channels as non-overlapping (orthogo-
nal). For IEEE 802.11b/g, when two channels are separated by at least five chan-
nels, they are considered to be non-overlapping [22], thus, channels 1, 6 and 11
of IEEE 802.11b/g are non-overlapping. In Figures 7.11, 7.12, 7.13 and 7.14, we
observe the effects of increasing O∆ on Iap, Iaph, Iawp and Rbc, respectively, for
a wireless technology that has 22 channels. When O∆ is 1, all 22 channels are
non-overlapping with respect to one another. When O∆ is 9, there exist at most
three non-overlapping channels amongst the 22 channels of the wireless technol-
ogy: 1, 10 and 19. The simulation parameters used in these sets are given in the
fourth column of Table 7.3.
As Figure 7.11 reveals, Iap increases for the random configuration scheme and
DFRCA as O∆ increases. Because the single-channel configuration uses only one
channel, its performance is not affected by O∆. For 16 nodes and 16 flows in
the network, the improvement gained by DFRCA with respect to the random
configuration is 2.25 when O∆ = 1, and 2.09 when O∆ = 9. However, when
there are 100 nodes and 100 flows in the network, the improvement gained by
DFRCA over the random configuration scheme is 2.01 for O∆ = 1 and 1.6 for
O∆ = 9. Hence, as the network grows in terms of node count and flow count, the
number of available orthogonal channels becomes more important for DFRCA
because it intelligently utilizes these orthogonal channels to reduce interference.
This phenomenon can also be observed for Iaph and Iawp in Figures 7.12 and
7.13, respectively. Iaph increases faster for O∆ > 5 at |N |= 64 and |N |= 100
(see Figures 7.12(c) and 7.12(d), respectively). Similarly, Iawp increases faster for
O∆ > 5 at |N |= 64 and |N |= 100 (see Figures 7.13(c) and 7.13(d), respectively)
than at |N |= 16 or |N |= 36.
The observations made in Figures 7.11, 7.12 and 7.13 are verified in terms of
the residual capacities in Figure 7.14. In all four cases, there is a linear decrease in
Rbc as O∆ increases for the random configuration scheme. However, Rbc decreases
exponentially as O∆ increases at |N |= 36, |N |= 64 and |N |= 100 with DFRCA
(Figures 7.14(b), 7.14(c) and 7.14(d), respectively).
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Figure 7.5: Effects of the delegation range (dD) on Iap, Iaph, Iawp, and Rbc for a chain topology of 10 nodes.
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Figure 7.6: Effects of the network size (|N |) on Iap, Iaph, Iawp, and Rbc.
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Figure 7.7: Effects of the number of available wireless channels (M) on Iap for different network sizes.
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Figure 7.8: Effects of the number of available wireless channels (M) on Iaph for different network sizes.
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Figure 7.9: Effects of the number of available wireless channels (M) on Iawp for different network sizes.
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Figure 7.10: Effects of the number of available wireless channels (M) on Rbc for different network sizes.
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Figure 7.11: Effects of the non-overlapping channel separation (O∆) on Iap for different network sizes for M = 22.
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Figure 7.12: Effects of the non-overlapping channel separation (O∆) on Iaph for different network sizes when M = 22.
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Figure 7.13: Effects of the non-overlapping channel separation (O∆) on Iawp for different network sizes when M = 22.
 0
 2
 4
 6
 8
 10
 12
 1  3  5  7  9
A
v
g
.
 
R
b
c
O∆
Average Rbc for 50 grid feasible topologies:
 Node#=16, Node Degree=2.0, Radio#=2
DFRCA
Avg. of 100 Random Config.
Single Ch. Config.
(a) |N |= 16
 1
 2
 3
 4
 5
 6
 7
 8
 9
 1  3  5  7  9
A
v
g
.
 
R
b
c
O∆
Average Rbc for 50 grid feasible topologies:
 Node#=36, Node Degree=2.0, Radio#=2
DFRCA
Avg. of 100 Random Config.
Single Ch. Config.
(b) |N |= 36
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 1  3  5  7  9
A
v
g
.
 
R
b
c
O∆
Average Rbc for 50 grid feasible topologies:
 Node#=64, Node Degree=2.0, Radio#=2
DFRCA
Avg. of 100 Random Config.
Single Ch. Config.
(c) |N |= 64
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 1  3  5  7  9
A
v
g
.
 
R
b
c
O∆
Average Rbc for 50 grid feasible topologies:
 Node#=100, Node Degree=2.0, Radio#=2
DFRCA
Avg. of 100 Random Config.
Single Ch. Config.
(d) |N |= 100
Figure 7.14: Effects of the non-overlapping channel separation (O∆) on Rbc for different network sizes when M = 22.
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7.4 Summary
Flow-radio coupling in multi-radio WMNs has a prominent impact on channel
assignment because of the physical constraints of the radios. Jointly addressing
the flow-radio assignment and channel assignment problems therefore has the
potential to increase WMN capacity by mitigating inter-flow and multi-hop intra-
flow interference.
The DFRCA protocol we propose effectively addresses these two problems in a
joint manner. As the simulation results show, our DFRCA increases the residual
capacities of the receivers and mitigates interference significantly in the contexts
of half-duplex as well as full-duplex radio technologies. We evaluate DFRCA
performance using different radio and interference models and with solid metrics
assessing various aspects of a WMN. Our DFRCA achieves up to eight times
improvement in terms of the average traffic-weighted protocol interference with
respect to the random configuration scheme and up to 10 times improvement
with respect to the single-channel configuration scheme. When the average resid-
ual capacities of the receivers are considered, our DFRCA achieves over twofold
improvement with respect to the random configuration and over eightfold im-
provement with respect to the single-channel configuration.
The proposed DFRCA can significantly enhance the utilization of the radio
resources, such as the available spectrum and radios. Using our novel concept
of disjoint subgraphs of radios, the DFRCA effectively decouples flows and op-
erates them as spectrally far as possible from each other. This DFRCA also
spatially reuses channels by grouping non-interfering subgraphs in colour classes
and assigning channels to these colour classes.
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Chapter 8
Conclusions and Future Work
Wireless mesh networking has attracted the attention of the research community
with its promises and the broad range of problems it poses. Multi-radio multi-
channel WMNs promise to increase the available capacity, however, they pose
new and elaborate research problems.
This thesis is a modest attempt to address some of the critical issues in the con-
text of the multi-radio multi-channel WMNs. Although the channel assignment
problem has been extensively studied by the research community, the equally
important flow-radio assignment problem has been overlooked. Also, majority
of the literature on channel assignment considers only non-overlapping channels,
partly because of the fact that the interaction between overlapping channels and
the effects of this interaction on the various layers of the network have not been
fully understood. This thesis aims to contribute to the general understanding and
awareness of these complex interactions and affects by proposing novel theoretical
and practical tools.
To investigate how the consecutive hops of a multi-hop flow interact with
each other when they are on the same channel and when they are on different
(overlapping or orthogonal) channels, we have established an indoor multi-hop
multi-channel WMN testbed. We have designed a novel, cost-effective multi-radio
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node architecture, which addresses some key issues previously raised by the re-
search community. Using these multi-radio relay nodes, we have drawn important
conclusions on the achievable multi-hop TCP and UDP goodput and also on other
network layer metrics. Our findings after these experiments remarkably show that
CSMA/CA misbehaves in certain situations where overlapping channels are used
in consecutive hops, seriously degrading the network performance.
To address the channel assignment problem using overlapping channels, we
needed a quantitative model of the interference between the channels of a wire-
less communication technology. To develop such a model, we have made mea-
surements of the power spectral densities of the IEEE 802.11b signals using the
multi-radio nodes of the testbed. Based on these measurements, we have pro-
posed two measurement-based methods for the calculation of the interference
factors (I-factors). Due to the technology-independence of these methods, they
can also be used to calculate the interference factors between the channels of two
different communication standards. We have reported our I-factor calculations
for the interference between the IEEE 802.11b DSSS channels and between the
IEEE 802.15.4 and 802.11b channels.
To further analyze the effects of flow-radio assignment (how flows are assigned
to radios of a multi-radio node) on the total interference and the effects of adja-
cent channel interference on link capacities, we have developed two optimization
models. These models also incorporate the effects of an idealized MAC protocol
on achievable capacities. These models allow us to gain further insight into the
joint flow-radio and channel assignment problem.
Finally, we have addressed the joint flow-radio and channel assignment prob-
lems by a set of centralized and distributed algorithms. To evaluate the perfor-
mance of these algorithms, we have also proposed a set of solid metrics assessing
the average protocol interference, average physical interference, and the average
residual capacities of the receivers. We have been able to achieve substantial im-
provements over random and single channel configurations on random topologies
in terms of these metrics.
There are various dimensions towards which the research presented in this
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thesis can be extended. As indicated in Chapter 5, the optimization models
presented there can be converted to (mixed) integer linear programming models
(with the necessary simplifications or assumptions). Another dimension is to
extend the work presented in Chapters 5-7 to incorporate adaptive modulation
and coding in their formulations.
Concerning the centralized and distributed schemes proposed in Chapters 6
and 7, a valuable effort would be to implement them on BilMesh and to fine-
tune their parameters for real-world situations. Concerning the DFRCA scheme
(of Chapter 7), the distributed protocol definition can be extended to include
the execution schedules and the necessary protocol signaling to trigger those
executions.
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