Abstract. The radii of convexity of some Lommel and Struve functions of the first kind are determined. For both of Lommel and Struve functions three different normalizations are applied in such a way that the resulting functions are analytic in the unit disk of the complex plane. Some results on the zeros of the derivatives of some Lommel and Struve functions of the first kind are also deduced, which may be of independent interest.
Introduction
Let D r be the open disk {z ∈ C : |z| < r} , where r > 0. As usual, with A we denote the class of analytic functions f : D r → C which satisfy the usual normalization conditions f (0) = f ′ (0) − 1 = 0. Let us denote by S the class of functions belonging to A which are univalent in D r and let K(α) be the subclass of S consisting of functions which are convex of order α in D r , where 0 ≤ α < 1. The analytic characterization of this class of functions is
> α for all z ∈ D r , and we adopt the convention K = K(0). The real number r c α (f ) = sup r > 0 : Re 1 +
is called the radius of convexity of order α of the function f. It is worth to mention that r c (f ) = r where c and β are real, z n 's are real and nonzero for all n ∈ {1, 2, . . ., ω}, α ≥ 0, d is a nonnegative integer and ω n=1 z −2 i < ∞. If ω = 0, then, by convention, the product is defined to be 1.
Radii of convexity of some Lommel functions of the first kind
The first main result we establish reads as follows. b) The radius of convexity of order α of the function g µ is the smallest positive root of the equation
c) The radius of convexity of order α of the function h µ is the smallest positive root of the equation
Moreover, we have the inequalities r
Proof. a) By using Lemma 1 we know that the Hadamard factorization of
where ξ µ,n denotes the nth positive zero of the function ϕ 0 . Moreover, it is known that if µ ∈ (0, 1), then the zeros of the function ϕ 0 are real (see [7, Lemma 2 .1] and [3] ). We also note that the infinite sum representation of the Lommel function s µ−
is the well-known Pochhammer (or Appell) symbol. Thus, we obtain
Taking into consideration the well-known limit
where c is a positive constant, and [8, p. 6, Theorems 2] we infer that the above entire function is of growth order ρ = 1 2 . Namely, for µ ∈ (0, 1) we have that as n −→ ∞ n log n log µ + 1 2 + 2n log 2 + log µ+2 2 n + log .
Note that (see [3] ) the function z → ϕ 0 (z) = µ(µ + 1)z
(z) belongs to the Laguerre-Pólya class of entire functions (since the exponential factors in the infinite product are canceled because of the symmetry of the zeros ±ξ µ,n , n ∈ N, with respect to the origin), and consequently it satisfies the Laguerre inequality
where µ ∈ (0, 1) and z ∈ R. On the other hand, we have that
and thus the Laguerre inequality (2.4) for n = 1 is equivalent to
This implies that
for µ ∈ (0, 1) and z ∈ R, and thus z −→ s
(z) is decreasing on (0, ∞)\ {ξ µ,n : n ∈ N} . Since the zeros ξ µ,n of the Lommel function s µ− are real and simple, s
(z) takes the limit ∞ when z ց ξ µ,k−1 , and the limit −∞ when z ր ξ µ,k . Moreover, since z −→ s
(z) is decreasing on (0, ∞)\ {ξ µ,n : n ∈ N} it results that in each interval (ξ µ,k−1 , ξ µ,k ) its restriction intersects the horizontal line only once, and the abscissa of this intersection point is exactly ξ ′ µ,k . Consequently, the zeros ξ µ,n and ξ ′ µ,n interlace. Here we used the convention that ξ µ,0 = 0. On the other hand, it is known that [5] if z ∈ C and β ∈ R are such that β > |z|, then
Observe also that
.
By means of (2.1) and (2.3) we have (2.7)
and it follows that
. By using (2.6), we obtain for all z ∈ D ξ ′ µ,1 the inequality
where |z| = r. Moreover, observe that if we use the inequality [5, Lemma 2.1]
where a > b > 0, λ ∈ [0, 1] and z ∈ C such that |z| < b, then we get that the above inequality is also valid when µ ∈ 1 2 , 1 . Here we used that the zeros ξ µ,n and ξ ′ µ,n interlace. Thus, for r ∈ 0, ξ ′ µ,1 we have
On the other hand, the function
, is strictly decreasing for all µ ∈ (0, 1). Namely, we have
Here we used again that the zeros ξ µ,n and ξ ′ µ,n interlace, and for all n ∈ N, µ ∈ (0, 1) and r < ξ µ,n ξ ′ µ,n we have that
Observe that when µ ∈ 0, 1 2 and r > 0 we have also that F ′ µ (r) < 0, and thus F µ is indeed decreasing for all µ ∈ (0, 1). Now, since lim rց0 F µ (r) = 1 > α and lim rրξ ′ µ,1 F µ (r) = −∞, in view of the minimum principle for harmonic functions it follows that for µ ∈ (0, 1) and z ∈ D r1 we have
if and only if r 1 is the unique root of
This completes the proof of part a) of our theorem when µ ∈ (0, 1). Now we prove that (2.9) also holds when µ ∈ (−1, 0) . In order to do this, suppose that µ ∈ (0, 1) and repeat the above proof, substituting µ by µ − 1, ϕ 0 by the function ϕ 1 and taking into account that the nth positive zero of ϕ 1 and ϕ ′ 1 , denoted by ζ µ,n and ζ ′ µ,n , interlace, since ϕ 1 belongs also to the Laguerre-Pólya class of entire functions (see [3] ). It is worth mentioning that
holds for µ ∈ (0, 1) with µ = 1 2 . In this case we use again the minimum principle for harmonic functions to ensure that (2.9) is valid for µ − 1 instead of µ. Thus, replacing µ by µ + 1, we obtain the statement of the part a) for µ ∈ (−1, 0) with
By means of (2.7) we have
Now, suppose that µ ∈ (0, 1) . By using the inequality (2.6), for all z ∈ D ξ ′ µ,1
we obtain the inequality
where |z| = r. Thus, for r ∈ 0, ξ ′ µ,1 we get
, is strictly decreasing and lim rց0 G µ (r) = 1 > α, lim rրξ ′ µ,1 G µ (r) = −∞. Consequently, in view of the minimum principle for harmonic functions for z ∈ D r2 we have that
if and only if r 2 is the unique root of
For µ ∈ (−1, 0) the proof goes along the lines introduced at the end of the proof of part a), and thus we omit the details. c) Observe that
Now, suppose that µ ∈ (0, 1) . By using (2.6), for all z ∈ D ξ ′ µ,1
The function
, is strictly decreasing and lim rց0 H µ (r) = 1 > α,
H µ (r) = −∞. Consequently, in view of the minimum principle for harmonic functions for z ∈ D r3 we have that
if and only if r 3 is the unique root of
For µ ∈ (−1, 0) the proof is similar, and we omit the details.
Radii of convexity of Struve functions of the first kind
In this section our aim is to present the corresponding result about the radii of convexity of the functions, related to Struve's one. 
b) The radius of convexity of order α of the function v ν is the smallest positive root of the equation
c) The radius of convexity of order α of the function w ν is the smallest positive root of the equation 
Moreover, we have the inequalities r
reads as follows
, which implies that
where h ν,n stands for the nth positive zero of the Struve function H ν . The infinite sum representation of
which can be rewritten as
Taking into consideration the limit in (2.2) we deduce that the above entire function is of growth order ρ = 1 2 . Namely, for |ν| ≤ 1 2 we have that as n −→ ∞ n log n log (ν + 1) + 2n log 2 + log 3 2 n + log ν + 
where h ′ ν,n denotes the nth positive zero of the function H ′ ν . It is worth to mention that the zeros of H ν are all real and simple when |ν| ≤ 1 2 , see [12] . Thus, the function
2 H ν (x) belongs to the Laguerre-Pólya class of real entire functions (since the exponential factors in the infinite product are canceled because of the symmetry of the zeros ±h ν,n , n ∈ N, with respect to the origin) and thus it satisfies the Laguerre inequality (see [11] )
where |ν| ≤ 1 2 and x ∈ R. On the other hand, we have that
and thus the Laguerre inequality (3.3) for n = 1 is equivalent to
is decreasing on (0, ∞)\ {h ν,n : n ∈ N} . Since the zeros h ν,n of the Struve function H ν are real and simple, H ′ ν (x) does not vanish in h ν,n , n ∈ N. Thus, for a fixed k ∈ N the function x −→ H ′ ν (x)/H ν (x) takes the limit ∞ when x ց h ν,k−1 , and the limit −∞ when x ր h ν,k . Moreover, since x −→ H ′ ν (x)/H ν (x) is decreasing on (0, ∞)\ {h ν,n : n ∈ N} it results that in each interval (h ν,k−1 , h ν,k ) its restriction intersects the horizontal line only once, and the abscissa of this intersection point is exactly h ′ ν,k . So the zeros h ν,n and h ′ ν,n interlace. Here we used the convention that h ν,0 = 0.
By means of (3.1) and (3.2) we have
and consequently
. By using the inequality (2.6), for all z ∈ D h ′ ν,1
where |z| = r. Moreover, observe that if we use the inequality (2.8) then we get that the above inequality is also valid when ν ∈ 0, 1 2 . Here we used that the zeros h ν,n and h ′ ν,n interlace. The above inequality implies for r ∈ 0, h
On the other hand, the function U ν : 0, h
, is strictly decreasing since
for ν ∈ 0, 1 2 and r ∈ 0, h ′ ν,1 , and also we have U ′ ν (r) < 0 for ν ∈ − 1 2 , 0 and r > 0. Here we used again that the zeros h ν,n and h ′ ν,n interlace for all n ∈ N, |ν| ≤ 1 2 and r < h ν,n h ′ ν,n we have that
Since lim rց0 U ν (r) = 1 > α and lim rրh ′ ν,1 U ν (r) = −∞, in view of the minimum principle for harmonic functions it follows that for z ∈ D r4 we have 
