We propose a new method to visualize and detect shape outliers in samples of curves. In functional data analysis we observe curves defined over a given real interval and shape outliers may be defined as those curves that exhibit a different shape from the rest of the sample. Whereas magnitude outliers, that is, curves that lie outside the range of the majority of the data, are in general easy to identify, shape outliers are often masked among the rest of the curves and thus difficult to detect. In this article we exploit the relation between two measures of depth for functional data to help visualizing curves in terms of shape and to develop an algorithm for shape outlier detection. We illustrate the use of the visualization tool, the outliergram, through several examples and assess the performance of the algorithm on a simulation study. Finally, we apply our method to identify outliers in real data sets of growth and mortality curves. Depth for functional data; Outlier visualization; Robust estimation.
Introduction
In many biomedical and public health studies, individual observations are real functions of time, observed at discrete time points. Each curve provides the evolution over time of a certain process of interest for a given individual. When the grid of points is dense enough, and the underlying process is known to be continuous, curves can be treated as functional data. In this context, data can be seen as a sample of curves, in which it is common to observe outlying trajectories. Examples include human growth curves (see, e. g., Ramsay and Silverman, 2005) , time-course microarray experiments (Rong and Müller, 2009 ), mortality and fertility rates (Hyndman and Ullah, 2007) , pollutants concentration across time (Febrero and others, 2008) or arterial oxygen saturation (Inácio and others, 2013 ) among others.
As in the univariate or the multivariate case, the presence of atypical observations may affect the statistical analysis of the data. Thus, any preliminary analysis should include an outlier detection step. The challenge in the functional framework is that outlying observations might be very difficult to identify visually. Indeed, an outlier trajectory is not only one that contains atypically high or low values, but also a trajectory that even containing average levels across the whole observation interval may present a different shape or pattern than the rest of the curves of the sample. Following Hyndman and Shang (2010) , we will refer to the first type of atypical curves as magnitude outliers and to the second one as shape outliers. Whereas magnitude outliers might be easily detected even with a simple visual inspection of the data, shape outliers will be hidden in the middle of the sample and its identification will not be straightforward. That is, a shape outlier is not an observation that lies far away from the sample in terms of the Euclidean distance.
Then, measures that can deal with shape features need to be considered in order to be able to distinguish them from the rest of the curves. In this article we combine two sources of information about curve shape given by two measures of depth for functional data, the modified band depth (López-Pintado and Romo, 2009 ) and the modified epigraph index (López-Pintado and Romo, 2011) . Each one provides an ordering of the sample according to different shape features and the relation between them sheds light on shape variation across the sample.
Different methods for outlier detection in functional data have been developed during the last years. Among them several rely on different notions of functional depth (Febrero and others, 2008; Sun and Genton, 2011; Gervini, 2012; Martín-Barragán and others, 2012) , on robust principal components (Hyndman and Shang, 2010) or on random projections of infinite dimensional data into R (Fraiman and Svarc, 2013) . Also, some distributional approaches have been considered (Gervini, 2009) . While some of these methods may only be sensitive to magnitude outliers, most of them work efficiently at detecting different kinds of outlying trajectories. However, the mechanisms they rely on do not always allow to provide an easy interpretation on why an observation is considered an outlier. In this sense, the objective of this article is two-fold. On the one hand, we propose an algorithm for shape outlier detection. On the other hand, we give a visualization tool that helps understanding shape variation across the sample and provides additional information that can be used to correct the output of the algorithm.
The rest of the article is as follows. In Section 2 we review the definitions of modified band depth and modified epigraph index and investigate their relationship on a sample of curves. Based on it, in Section 3 we propose a visualization tool that helps identifying curves with different shape and propose a rule for shape outliers detection. We evaluate our method and previous existing techniques for outlier detection in functional data through an extensive simulation study in Section 4. In Section 5 we apply our method to the Berkeley growth data set and to a set of Australian male log-mortality rates and compare the results with existing methods. Finally, we conclude the article with a discussion in Section 6.
Modified Band Depth and Modified Epigraph Index
Let us introduce the modified band depth (MBD) and modified epigraph index (MEI), as firstly defined in López-Pintado and Romo (2009) and López-Pintado and Romo (2011), respectively. Both measures provide an idea of how central or deep a curve is with respect to a sample of curves. Let x 1 , . . . , x n be n continuous functions defined on a given closed real interval I. For any x ∈ {x 1 , . . . , x n } we define its modified band depth as MBD {x 1 ,...,xn} (x) = n 2
λ ({t ∈ I | min(x i (t), x j (t)) ≤ x(t) ≤ max(x i (t), x j (t))})
where λ(·) stands for the Lebesgue measure on R. If for each pair of curves x i and x j in the sample we consider the band that they define in I×R as
then MBD {x 1 ,...,xn} (x) represents the mean over all possible bands of the proportion of time that x(t) spends inside a band. The modified band depth is an extension of the original band depth that accounts for the proportion of bands in which a curve is entirely contained (see López-Pintado and Romo, 2009 , for details).
The modified epigraph index of x ∈ {x 1 , . . . , x n } is defined as
and it stands for the mean proportion of time that x lies below the curves of the sample.
As in the case of the MBD, the MEI is a generalization of the epigraph index that accounts for the proportion of curves that lie entirely above x (López-Pintado and Romo, 2011).
It is clear that MBD and MEI are closely related quantities and that investigating the relation between these two measures might shed light on shape characterization of curves. Indeed, consider a curve with a modified epigraph index close to 0.5. That would mean that the curve is located in the center of the sample in terms of level variation.
Then, if the curve's shape is similar to the shapes of the rest of the curves in the sample, one may expect to get a high value for its MBD, since the curve should be contained in many bands defined by other curves. However, if one gets a low MBD value, that would indicate that the curve is contained in a small number of bands, even if it is placed in the center of the sample in terms of level. That can only means that the curve exhibits a shape very different from those of the rest of the curves.
In this section we want to investigate the relationship between these two measures in order to characterize shape outlyingness. The following equality gives an expression of MBD in terms of MEI.
It is easy to see that
otherwise, where A denotes the complement of set A. Then
Then,
λ(I) .
Corollary 1. From Proposition 1 we get
Remark 1. For any sample x 1 , . . . , x n of continuous functions on I, it holds that for any x ∈ {x 1 , . . . , x n },
Indeed, 
are equal for all i, j. Then MBD and MEI computed over the curves of the sample define a perfect parabola.
An underlying idea below the statement of Remark 1 is that if in a sample of perfectly aligned curves with common shape one introduces a curve with a different pattern, then the R 2 point corresponding to the pair (MEI, MBD) for this new curve will lie far away from the parabola defined by the points corresponding to the rest of the curves. Figure 1 provides an example of this phenomenon, in which it is very easy to detect the outlying observations by looking at the MBD vs MEI representation. In general, however, trajectories of a random process will cross many times even if they all exhibit the same trend pattern. Then, the (MEI, MBD) points will not define a perfect parabola and identifying outlying trajectories will not be straightforward. Let us consider as an illustration the height curves of 54 girls coming form the well known Berkeley growth dataset (see, e. g., Ramsay and Silverman, 2005) . They are presented in Figure 2 together with their MBD vs MEI representation. The points corresponding to the 3rd and 32nd girls are far from the rest of the points. These two girls exhibit a different growth pattern than the rest of the girls in the sense that they were ones of the highest of the sample during childhood, especially true for girl number 3, but they stopped growing earlier than the rest of the girls and ended up with a height in the lower quartile at 18 year old. Girl number 32, in addition, was one of the smallest girls at birth and exhibits a very high growing rate during the first years of her life. To what extent we can consider these two trajectories as outliers is something that can be addressed by considering the problem of outlier detection in the MBD vs MEI plane as we do in the next section.
Shape outlier detection algorithm and outliergram
Based on the relation between the modified band depth and the modified epigraph index we now propose to use the MBD vs MEI plane as a visualization tool and we give an algorithm to detect shape outliers. From Remark 1 we know that all the (MEI, MBD)
points lie below the parabola given by (1) and that the closest points to the parabola correspond to curves with typical shape, whereas the most distant ones represent outlying curves in terms of shape. This motivates the use of the univariate boxplot rule for outlier detection on the vertical distances to the parabola. That is, given a sample of curves x 1 , . . . , x n with mb i = MBD x 1 ,...,xn (x i ) and me i = MEI x 1 ,...,xn (x i ) for i = rule, it might be interesting to assess how distant the outliers are from the rest of the sample or to identify curves that might be close to the outlier region although not inside.
To jointly visualize the observations in terms of shape and the boundary between the outlying and non-outlying curves we propose to represent in R 2 the (MEI, MBD) points together with the parabola shifted downwards by Q d3 + 1.5IQR d . We will refer to this graphical representation as the outliergram. In Figure 3 we present an example of such a representation.
Although the outliergram has not been conceived to detect magnitude outliers, notice that some particular magnitude outliers, the ones that lie below or above the majority of the curves along most of the time interval, will appear at the bottom corners of the plot. The gap between them and the contiguous observations (according to the order induced by MEI) might be an indicator of their outlyingness. However we do not pretend to give an specific rule to detect them, since very good mechanisms for this purpose already exists, such as the functional boxplot defined in Sun and Genton (2011) (see also Martín-Barragán and others, 2012) . Indeed, we propose to combine that algorithm with our shape outlier detection rule and we provide code that does so (see Supplementary
Material information).
It is worth noticing that the precedent reasoning for shape outlier detection might fail with curves that lie above or below the majority of the curves in the sample, that is, with MEI values close to 0 or 1. Indeed, for such curves the modified band depth will always be low, since they are surrounded by very few curves, independently of the fact that they might present an atypical shape or not. However, if the curve presented a typical shape and we shifted it vertically towards the center of the sample its MBD in the new location should increase (as MEI increases or decreases). On the other hand, if the curve's shape was atypical, even when placed in the center of the sample, its MBD would remain low.
That motivates the addition of a second step in the shape outlier detection procedure in Then, given a sample of curves x 1 , . . . , x n , the whole shape outlier detection algorithm is as follows:
. . , n, where a 0 , a 1 and a 2 are the ones given in Proposition 1.
Compute
3. Compute the third quartile and inter-quartile range of the sample
and IQR d .
Shape outlier identification:
5. For i ∈ {1, . . . , n} \ SO:
• If
•
Simulation study
In this section we compare the performance of the proposed procedure with several functional and/or multivariate outlier detection methods through an extensive simulation study. Namely, we consider eight different techniques developed during the last decade (the numbers below stand only for reference purposes). 3. Functional highest density region (HDR) boxplot (Hyndman and Shang, 2010) : a functional boxplot is obtained by constructing a bivariate HDR boxplot (Hyndman, 1996) with the first two robust principal component scores. The coverage probability of the outlying region needs to be prespecified.
4. Robust Mahalanobis Distance: considering the curves as multivariate observations, the robust Mahalanobis distance between each curve and the pointwise sample mean is computed. Outliers are defined as observations that have squared robust
Mahalanobis distances greater than the 0.99 quantile of a χ 2 distribution with p degrees of freedom, where p is the fixed number of observation points in every curve (see Hyndman and Shang, 2010 , and the references therein for details).
5. Integrated Squared Error (Hyndman and Ullah, 2007) : the integrated squared error between each curve in the sample and its projection into a given number K of robust principal components is computed. Outliers are defined as those observations with an integrated squared error greater than a threshold. Throughout this simulation study K is chosen to be equal to 2 and the threshold is set to s + 3.29 √ s, where s is the median of the observed ISEs, as suggested in Hyndman and Shang (2010).
6, 7. Depth based weighting and trimming (Febrero and others, 2008) : considering different depth measures for functional data the authors proposed to define as outliers the curves whose depth levels are below a cutoff. The cutoff is determined by a bootstrap procedure based either on trimming or weighting of the sample. In the first case, the proportion of potential outliers, which is used as trimming level, needs to be prespecified.
8. Projection based trimming (Fraiman and Svarc, 2013) : the authors propose a multivariate and functional robust estimation procedure that provides an outlier detection method as a by-product. The method consists on trimming the sample based on random projections. The maximum proportion of observations to be trimmed has to be prespecified.
As for the outliergram presented in this article, we are going to consider two versions:
the one described in Section 3 (referred to as 9) and an adjusted version (referred to as 10) inspired by Sun and Genton (2012) (see method 2). The idea of this adjusted algorithm is to select the factor that determines the boundary for outlying points in terms of the observed data, in order to be able to control the false positive rate. As in Sun and Genton (2012) we propose to robustly estimate the covariance matrix of the data and simulate data without outliers on the basis of a centered Gaussian process with estimated covariance function. By simulating a large enough number of data sets and applying to each one the outliergram with different factor values, we can then select the factor whose false detection rate is the closest to 0.007. Though this procedure could be applied to determine the value of F in Q 3d + F × IQR d we prefer to use as limiting rule
and choose the value of F as described above. The reason for this choice is the following: the distribution of points d i is right-skewed and outliers only appear at the right tail of it. Then, assuming the observed data contain outliers, Q d3 and IQR d in the uncontaminated simulated samples would probably be smaller than their counterparts in the original sample, whereas it is reasonable to think that Q 1d won't significantly change.
Hence, it is advisable to use the rule d i ≥ F × Q 1d for the selection of the factor on the basis of uncontaminated samples and for its posterior application to the outliergram of the observed data. In both cases the set of candidate values for the factor needs to be specified. While for the boundary Q 3d + F × IQR d it seems logical to search for F around 1.5, it is not clear what the interval of candidate values should be when using the boundary F × Q 1d . Given the distribution of points d i of the data set to be analyzed, it is reasonable to think that in the uncontaminated data sets generated from the estimation of its covariance structure the limit between outlying and non outlying observations could be somewhere between Q 3d and c max d i , where c > 1 to account for the case in which the original data set contains no outliers itself. Then, in the adjusted outliergram we will let the interval of candidate values for F vary for each data set to be analysed: after computing the quantities d i , the interval will be set to [Q 3d /Q 1d , c max d i /Q 1d ]. See below for the particular values used through the simulation study.
For the sake of clarity and conciseness we restrict our simulation study to these ten methods. Comparison between these and some other related nonparametric procedures can be found in Hyndman and Shang (2010) .
We have generated curves from three different models which are described next. In each case, n−⌈c·n⌉ curves were generated according to the main model and the remaining ⌈c · n⌉ curves according to the contamination model, where for a real number x, ⌈x⌉ is the smallest integer not less than x.
• Model 1. Main model: X(t) = 30t(1 − t) 3/2 + ε(t), and contamination model:
, where t ∈ [0, 1] and ε(t) is a Gaussian process with zero mean and covariance function γ(s, t) = 0.3 exp{−|s − t|/0.3}. This model had already been used in Febrero and others (2008) and Fraiman and Svarc (2013) .
• Model 2. Main model: X(t) = 4t + ε(t), and contamination model:
Gaussian process with zero mean and covariance function γ(s, t) = exp{−|s − t|}, u follows a Bernoulli distribution with probability 1/2 and µ is uniformly distributed in [0.25, 0.75]. The main model had already been used in Sun and Genton (2011).
• Model 3. Main model: X(t) = 4t + ε(t), and contamination model: including the non contaminated model (c = 0). We ran 400 simulations for each combination of n and c. In each case we sampled the curves on 50 equidistant points over the interval [0, 1] . For the procedures requiring the specification of the coverage probability of the outlying region or trimming proportion we set those equal to the true value c. For procedures 6 and 7 we set to 200 the number of bootstrap samples and chose as depth function the modal depth (Cuevas and others, 2006) as advised in Febrero and others (2008) . For the procedures 2 and 10 we equally set to 200 the number of sampled data sets for the selection of the factor in the outlier detection rule. For these methods we used as robust estimator of the covariance the orthogonalized Gnanadesikan-Kettenring estimator proposed by Maronna and Zamar (2002) . For method 2, the search interval for the factor value was [0.5, 2.5], with a distance between candidate values of 0.25. For method 10, the search was performed in a grid of 10 points equally spaced on the interval
. . , d n refer to the distances on the original data set.
For procedure 8 we set to 100 the maximum number of random projections. In Figure 4 we present the curves generated with each of these models in a single simulation run. In Tables 1 and 2 we show the results for the two versions of the outliergram and the other eigth methods in terms of the proportion of correctly identified outliers p c (number of correctly identified outliers over the number of outliers in the sample) and the proportion of false positives p f (number of wrongly identified outliers over the number of non-outlying curves in the sample). For model 1, the method that achieves the best performance is the Robust Mahalanobis Distance whose p c and p f remain very high and low respectively across different sample sizes and contamination rates. However, this method's sensitivity for models 2 and 3 is very low. On the contrary, the ISE method performs very well on models 2 and 3 and presents slightly worse results for model 1. Let us point out that, although the sensitivity of this method is in general very high, its false detection rate is often larger than that of most of the methods. The functional boxplot has very low sensitivity in all the models, although its adjusted version correctly identifies a considerably larger proportion of outliers while barely increasing its false detection rate. The HDR functional boxplot detects more outliers than both versions of the functional boxplot, for model 1, and slightly less than the adjusted version for models 2 and 3, but in general it exhibits very large false detection rates. With respect to the depth based methods (6 and 7), the trimming procedure works always better than the weighting procedure (except for c = 0.05, where their performances are similar) and they both present better results for n = 200 than for n = 100. Except for model 1, they seem to be quite resistant since their sensitivity remains almost constant as the contamination rate increases. That is also the case for the projection based procedure, whose sensitivity is, however, generally low and its false detection rate quite large across all models, sample sizes and contamination rates. 
Applications
In this section we conduct outlier detection in two real data sets with the aim of analysing qualitative differences between the outliergram and previous existing methods and illustrating the use and interpretation of the outliergram in practice.
Berkeley growth data
The well known Berkeley growth data set contains height curves from 54 girls and 39 boys measured at 31 fixed time points between 0 and 18 year old (see Ramsay and Silverman, 2005 , for details). This dataset is publicly available in R in the fda package (Ramsay and others, 2013) , among others. An outlier detection analysis performed in each group is summarized in Table 4 , where we present the different outliers detected in each group by the different methods described in the previous section. For the methods requiring the specification of an expected outlier rate the value 0.05 has been considered. In Figure 5 we show the original curves and graphical representations for three of the methods: the adjusted functional boxplot, the functional HDR boxplot and the adjusted outliergram.
Notice that the outliergram and adjusted outliergram representations only differ in the position of the boundary (dashed parabola) between outlying and non outlying observations, the (MEI, MBD) points beeing the same in both cases. In the girls sample, curve 8, the curve corresponding to the tallest girl, is identified by all the methods. While this curve may be considered a magnitude outlier, notice that it is also detected by the outliergram at step 5 of the algorithm described in Section 3. That is, when shifted towards the center of the sample, the curve is considered a shape outlier since its slopes in the different growth phases are always higher than those of the rest of girls. The other two curves detected by the outliergram are number 3 and 32 (see Figure 2 ) on which we have already commented in Section 2.
For the boys sample there are five methods that do not detect any outlier and there is no consensus for the rest of the methods. The outliergram detects as outliers curves 9
and 28, but the adjusted outliergram does not consider them as atypical observations.
Indeed, if we look at the adjusted outliergram of the boys sample we can see how points 9
and 28 are the most distant from the solid parabola. However, they are not significantly distant of the rest of the points (as opposed to what happens in the girls sample) to be considered outliers, so when one adjusts the limiting rule for the outliergram, they lie inside the non-outlying region. It is important to notice that in this case visual inspection of the (MEI, MBD) plane may provide more information than a particular limiting rule.
As a final comment, is seems clear that in this data set the Integrated Squared Error method detects too many outliers in both samples.
Male mortality rates in Australia 1901-2003
This data set contains the log-mortality rates for the Australian male population between 1901 and 2003. Each log-mortality curve is defined for ages ranging from 0 to 100 years.
This data set comes from The Australian Demographic Data Bank and is publicly available in the R package fds (Shang and Hyndman, 2013) . Since the raw data are very irregular, we have smoothed the curves and conducted the outlier detection analysis in both raw and smoothed data. The results are summarized in Table 5 . In Figure 6 we present the original and smoothed curves and graphical representations for three of the methods in each case. Most of the methods detect as outliers the curves corresponding to the last years of the sample, the 1990's and early 2000's. While it is true that for these years the mortality rates were the lowest of the whole sample, it is difficult to both think of or visually appreciate a significant change or gap between these curves and the corresponding to the immediately preceding years.
According to Taylor and others (1998) , there is an evident increase in mortality in 1919, most noticeable in the 15 to 54 years age range, due to the influenza epidemic. Surprisingly, only 5 out of the 10 methods point out the corresponding log-mortality rate curve as an outlier in the analysis of the raw data, and also 5 out of 10 methods in the case of smoothed curves (with some changes). In particular, the corresponding point clearly stands out in the outliergram representation once the curve has been shifted towards the center of the sample, and thus, it is detected as an atypical observation in both the standard and the adjusted version. The standard outliergram also detects some other years as having an atypical mortality rate curve but these are not confirmed by the adjusted outliergram. Indeed, looking at the graphical representation helps discarding this possibility.
As for the differences between the analysis performed in raw and smoothed data, it seems clear that all the methods tend to detect more outliers in the first case. Indeed, noise may introduce artificial variation into the sample. With respect to the outliergram, however, even if the standard version detects three more outliers in the raw data than in the smoothed sample, the (MEI, MBD) representation is quite stable across the two samples, and the output of the adjusted outliergram is the same in both cases.
Discussion
This article proposes the outliergram as a tool for representing functional observations in the plane as function of two depth indices, the modified band depth and the modified epigraph index. It allows to visually assess sample variability in terms of shape and to detect potential shape outliers.
The more similar and smooth the curves in the sample, the closer to the parabola (1) the points in the outliergram. On the other hand, the more noisy the curves and the larger number of crossing points between them, the more dispersed the points under (1) in the outliergram. In both cases, the points with the largest distances to the parabola represent the most outlying curves, in terms of shape, of the sample. However, it will be easier to detect them if the rest of the points in outliergram are concentrated near (1) . Thus, we suggest applying an smoothing step to noisy data sets before using the outliergram in order to enhance shape differences and similitudes among curves.
In addition to the visualization tool we propose a general boxplot-based rule on the distances to the parabola (1) to classify observations into outlying and non-outlying in terms of shape. While this is a simple rule with no extra computational cost once the distances to the parabola are obtained, it may tend to detect more outliers than there actually are in the sample. A more sophisticated data set dependent rule is also proposed,
where the boundary for the outlying region is chosen to control the false detection rate.
According to the simulation results this rule exhibits better specificity and equivalent sensitivity rates than the simple one. However, its computational cost is higher, and sometimes a visual inspection of the outliergram points will be enough to provide good understanding of the nature of the sample and the classifying rule.
For curves that lie above or below the majority of the curves it will be difficult to assess whether they have an atypical shape since they are not surrounded by other curves to which they could be compared to. We propose to shift these curves towards the center of the sample to see if in this new position they stand out as having a different shape.
Although we give here a specific rule on which and how much curves should be shifted, extensions to different rules that may cope with the particular nature of different data sets are possible.
Finally, we suggest to combine the outliergram with the functional boxplot (Sun and Genton, 2011) to account for both magnitude and shape outliers, as we do in the R functions that we provide as Supplementary Material.
Supplementary Material
The following supplementary material is available online at http://biostatistics.oxfordjournals.org.
R-code: R-functions for the shape outlier detection algorithm and visualization tool described in this paper (OutGram.R) and for its adjusted version (OutGramAdj.R).
These functions also incorporate the functional boxplot technique of Sun and Genton (2011) so that shape and magnitude outlier detection can be combined. However, in the results presented for both the simulation study and the analysis of the two real data sets only the shape outliers have been considered. We also include five other Figure 3 : Top: 50 curves generated under the process X(t) = sin(4πt) + ε(t), t ∈ [0, 1], where ε(t) is a Gaussian process with zero mean and covariance function γ(s, t) = 0.2 exp{−0.8|s − t|}, and four outliers (curves 51 to 54). Only two magnitude outliers are visually identifiable. Bottom left: Outliergram. The solid parabola is P i = a 0 + a 1 me i + n 2 a 2 me 2 i and the dashed one is P i − Q d3 − 1.5IQR, which represents the boundary between outlying and non-outlying observations. Bottom right: same as top where magnitude outliers as well as the outliers detected by the outliergram are now shown in color. The color code is the same in both graphics. Fourth row: Adjusted outliergram (outliers correspond to the points below the dashed parabola; the code color is the same of the first row; circles stand for curves that have been considered outliers after having been shifted vertically towards the center of the sample). 1, 3, 6, 8, 10, 15, 17, 18, 25, 1, 12, 15, 18, 23, 24, 26, 29, 32, 37, 38, 42, 49, 53 26, 34, 35, 36, 37 
