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FOURIER REPRESENTATIONS IN BERGMAN SPACES
DEBRAJ CHAKRABARTI AND PRANAV UPADRASHTA
Abstract. We consider a class of domains, generalizing the upper half-plane, and admitting rotational,
translational and scaling symmetries, analogous to the half-plane. We prove Paley-Wiener type repre-
sentations of functions in Bergman spaces of such domains with respect to each of these three groups of
symmetries. The Fourier series, Fourier integral and Mellin integral representations so obtained may be
used to give representations of the Bergman kernels of these domains.
1. Introduction
1.1. Polynomial half-spaces and ellipsoids. A well-known classical theorem of Paley andWiener ([PW87];
also see [Rud87, Theorem 19.2]) states that every function in the Hardy space H2(U) of the upper half plane
U ⊂ C arises as the holomorphic Fourier transform of a square integrable function on the positive real line
(0,∞). Similar results are known for Hardy spaces of other domains with continuous automomorphisms
([Boc44, KS72, OV79]). The goal of this paper is to study some analogs of this result for Bergman spaces of
certain domains in Cn generalizing the upper half plane and admitting large groups of automorphisms.
To define the domains which we will consider, let m = (m1, · · · ,mn) be a tuple of positive integers. Given
a tuple α ∈ Nn of nonnegative integers define the weight of α with respect to m to be
wtm(α) :=
n∑
i=1
αi
2mi
.
A real polynomial p : Cn → R is then called a weighted homogeneous balanced polynomial (with respect to
the tuple m ∈ Nn) if p is of the form
p(w1, · · · , wn) =
∑
wtm(α)=wtm(β)=1/2
Cα,βw
αwβ . (1.1)
Let p : Cn → R be a weighted homogeneous balanced polynomial such that p ≥ 0 on Cn. The polynomial
half space Up defined by p is the unbounded domain in Cn+1
Up = {(z, w) ∈ C× Cn | Im z > p(w)}. (1.2)
The polynomial half space Up is biholomorphically equivalent to the bounded domain Ep ⊂ Cn+1, where
Ep = {(z, w) ∈ C× Cn | |z|2 + p(w) < 1}. (1.3)
We call the domain Ep a polynomial ellipsoid. The map Λ : Up → Ep given by
Λ(z, w1, . . . , wn) =
(
1 + iz/4
1− iz/4 ,
w1
(1 − iz/4)1/m1 , · · · ,
wn
(1− iz/4)1/mn
)
(1.4)
is a biholomorphic equivalence between Up and Ep. The unit ball in Cn+1 is a familiar example of polynomial
ellipsoid corresponding to the weighted homogeneous balanced polynomial p(w) = |w|2. A special case of
this is the upper half plane U in C (polynomial half-space corresponding to p ≡ 0 on C0) and its bounded
model, the unit disc (the corresponding polynomial ellipsoid). For the ball, the map Λ reduces to the familiar
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Cayley map which maps the unit ball biholomorphically onto Siegel upper half space, which is a polynomial
half space.
Henceforth, m = (m1, . . . ,mn) will denote a tuple of positive integers and p will be a nonnegative weighted
homogeneous balanced polynomial with respect to m, as in (1.1). The significance of these domains in
complex analysis is underlined by a classical result of Bedford and Pinchuk (see [BP94]) : Let Ω be a
bounded convex domain with smooth boundary, and of finite type in sense of D’Angelo (cf. [D’A93, p. 118]).
Then Aut(Ω) is noncompact if and only if Ω is biholomorphic to a polynomial ellipsoid. Therefore, for
these polynomial half spaces (and therefore polynomial ellipsoids), we have available one-parameter groups
of biholomorphic automorphisms, with respect to which we can try to construct Fourier representations
analogous to the theorem of Paley and Wiener stated above. In fact, the automorphism groups of these
domains admit at least three one-parameter subgroups:
(1) Rotations: For θ ∈ R, the map σθ : Ep → Ep given by
σθ(z, w) = (e
iθz, w), for (z, w) ∈ Ep ⊂ C× Cn
is clearly an automorphism, called a rotation of Ep, which form a compact one-parameter subgroup (isomor-
phic to the circle group) of the group Aut(Ep). The biholomorphic equivalence Λ of (1.4) therefore induces
a corresponding automorphism of Up. When Ep is the unit disc D, these automorphisms are simply the
rotations z 7→ eiθz.
(2) Translations: For θ ∈ R, the map τθ : Up → Up given by
τθ(z, w) = (z + θ, w), for (z, w) ∈ Up ⊂ C× Cn (1.5)
is an automorphism of Up = {(z, w) ∈ C × Cn | Im z > p(w)}, since Im (z + θ) = Im z > p(w). We call τθ
a translation of Up. The translations form a one-parameter subgroup of Aut(Up) isomorphic to R. In the
upper half plane U ⊂ C, the translations are simply the maps z 7→ z + θ for θ ∈ R
(3) Scalings: Recall that m = (m1, . . . ,mn) is the tuple of positive integers with respect to which p is a
weighted homogeneous balanced polynomial. For θ > 0, the map ρθ : Up → Up given by
ρθ(z, w) =
(
θz, θ1/2m1w1, · · · , θ1/2mnwn
)
for (z, w) ∈ Up
will be called a a scaling of Up. Notice that for the weighted homogeneous balanced polynomial p given by
(1.1) we have
p
(
θ1/2m1w1, · · · , θ1/2mnwn
)
= θp(w),
so ρθ is an automorphism of Up. The scalings of Up form a one-parameter subgroup of Aut(Up) isomorphic
to the multiplicative group of positive real numbers. In case of the upper half plane U ⊂ C,the scalings are
precisely the dilations z 7→ θz, where θ > 0.
1.2. Fourier representations and applications. For a domain Ω ⊂ Cn, and for a continuous function
λ > 0 on Ω, let A2(Ω, λ) denote the weighted Bergman space corresponding to λ, i.e.,
A2(Ω, λ) =
{
f ∈ O(Ω)|
∫
Ω
|f |2 λdV <∞
}
.
When λ ≡ 1, we denote the corresponding space by A2(Ω), the Bergman space of square integrable holomor-
phic functions. If φ : Ω1 → Ω2 is a biholomorphism, recall that we have an induced isometric isomorphism
φ∗ : A2(Ω2)→ A2(Ω1) given by
φ∗f = (f ◦ φ) · detφ′, for all f ∈ A2(Ω2). (1.6)
In particular, a biholomorphic automorphism of Ω induces an isometric isomorphism of A2(Ω) with itself .
Therefore the map φ 7→ φ∗ is a unitary representation of the group Aut(Ω) of biholomorphic automorphisms
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of Ω in the Hilbert space A2(Ω). When Ω is a polynomial half-space Up, this allows us to obtain Paley-Wiener
type representations of A2(Up) corresponding to each of the three one-parameter subgroups described above.
These explicit Fourier representations are presented in Theorem 1 (for the rotation group), Theorem 2 (for
the translation group) and Theorem 4 (for the scaling group).
For example, in Theorem 2, we represent each function F ∈ A2(Up) as a Fourier integral (see (3.3) below)
F (z, w) =
∫ ∞
0
f(t, w)ei2πztdt
where z ∈ C and w ∈ Cn are such that (z, w) ∈ Up, and the function f belongs to a customized Hilbert space
Hp of measurable functions on (0,∞)× Cn which are square integrable with respect to a weight depending
on the geometry of the domain Up and which are holomorphic in the second variable (see (3.1) and (3.2)
below). Moreover (and this is the point of the exercise) the map TS which takes the function f ∈ Hp to
F ∈ A2(Up) is not only an isometric isomorphism of Hilbert spaces, but also respects the natural action of
the additive group R on the two Hilbert spaces Hp and A2(Up). More precisely for each θ ∈ R, the following
diagram commutes,
Hp A2(Up)
Hp A2(Up)
TS
χθ τ
∗
θ
TS
where τ∗θ is the unitary transformation of the Hilbert space A
2(Up) induced by the translation automorphism
τθ of Up given by (1.5), and χθ : Hp → Hp is the unitary map given by
(χθf)(t, w) = e
i2πθtf(t, w).
Therefore, TS simultaneously diagonalizes the commuting one-parameter family of unitary operators τ
∗
θ , θ ∈
R (i.e. a unitary representation of R in A2(Up)). The existence of such a simultaneous diagonalization follows
from abstract results of functional analysis (Stone’s theorem, see [Hal13] or [RS80, Theorem VIII.8]), but
our goal here is to give an explicit construction of the diagonalization. Theorem 2 extends and generalizes
similar results found scattered in the literature (cf.[Rot60, Kor62, Gen84, Sai88, DGGMRg07, AMPS17]).
In [QBV07], the Bergman space of the Siegel upper half-space was isometrically represented by an L2
space, respecting the action of a maximal abelian subgroup; however, this representation, unlike ours, is not
holomorphic in the complex parameter.
In Theorem 4, we prove a similar representation theorem for the Bergman space A2(Up), but this time
the scaling group replaces the translation group. Again, we have an isometric isomorphism of A2(Up) with
a customized Hilbert space Xp which respects the action of the multiplicative group of positive reals on the
two spaces. The representation is now in terms of a Mellin integral (see (4.5) below). We believe that
these representations for polynomial half-spaces have not been noted in the literature before (see however
[AMPS17].)
The rotation group being compact, in this case (Theorem 1) we obtain a Fourier representation of A2(Ep)
with respect to this group as an infinite series instead of as an integral for the other two cases. Note also
that in this case it is more convenient to use the bounded biholomorphically equivalent model Ep. Again, we
have a Hilbert space Yp and an isometric isomorphism with A2(Ep) which respects the action of the rotation
group.
In Section 5 we obtain integral and series representations of the Bergman kernels of polynomial half
spaces in terms of the reproducing kernels of certain “direct integrands” of the spaces Hp,Xp and Yp. The
integral representation corresponding to Hp ((5.11) below) was already obtained by F. Haslinger ([Has98]),
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by differentiating a similar formula for the Szego¨ kernel. Here we use Fourier techniques directly on Bergman
spaces to recapture this formula and obtain new ones corresponding to the other two one-parameter groups.
1.3. Acknowledgments. We would like to thank Sivaram Narayan and David Barrett for their helpful
comments. Research of the first author was supported by a National Science Foundation grant (#1600371),
and by a collaboration grant from the Simons Foundation (# 316632).
2. Fourier representation associated to the rotation group
Recall that throughout this paper p is a fixed nonnegative weighted homogeneous balanced polynomial
(cf. (1.1)). For n ≥ 1 let Bp ⊂ Cn, be the domain given by
Bp = {w ∈ Cn | p(w) < 1}. (2.1)
For k ∈ N, let Wp(k) be the weighted Bergman space on Bp with respect to the weight w 7→ (1 − p(w))k+1,
i.e.,
Wp(k) = A2
(
Bp, (1 − p)k+1
)
=
{
f ∈ O(Bp)|
∫
Bp
|f |2 (1 − p)k+1dV <∞
}
. (2.2)
When n = 0, we set Wp(k) = C for all k ∈ N. Let Yp be the Hilbert space of sequences a = (ak)∞k=0 where
for each k ∈ N, ak ∈ Wp(k) and
‖a‖2Yp := π
∞∑
k=0
1
k + 1
‖ak‖2Wp(k) = π
∞∑
k=0
1
k + 1
∫
Bp
|ak(w)|2 (1 − p(w))k+1dV (w) <∞. (2.3)
The following result describes the Fourier representation of A2(Up) with respect to the compact group of
rotations. As expected, we have a series representation, rather than an integral representation, and it is
more convenient to use the bounded model Ep:
Theorem 1. The map T : Yp → A2(Ep) given by
Ta(z, w) =
∞∑
k=0
ak(w)z
k, for all (z, w) ∈ Ep (2.4)
is an isometric isomorphism of Hilbert spaces.
Proof. We begin by noting the following: let D(r) = {z ∈ C | |z| < r}, and let ℓ2r be the Hilbert space of
complex sequences a = (ak)
∞
k=0 such that
‖a‖2ℓ2r := π
∞∑
k=0
r2k+2
k + 1
|ak|2 <∞.
Then it follows by Parseval’s formula and the easily established fact that the monomials {zj} form a complete
orthogonal sequence in the Hilbert space A2(D(r)) that the map from ℓ2r to A
2(D(r)) given by
a = (ak)
∞
k=0 7−→
∞∑
k=0
akz
k (2.5)
is an isometric isomorphism of Hilbert spaces.
Now for a ∈ Yp, we may interchange summation and integration in (2.3) by monotone convergence
theorem. Then by Fubini’s theorem, for almost all w ∈ Bp
π
∞∑
k=0
(1− p(w))k+1
k + 1
|ak(w)|2 <∞. (2.6)
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If w ∈ Bp is such that (2.6) holds, it follows from equation (2.5) that the function Ta(·, w) given by the right
hand side of (2.4) is in A2(D(
√
1− p(w))) and
π
∞∑
k=0
(1− p(w))k+1
k + 1
|ak(w)|2 =
∫
D(
√
1−p(w))
|Ta(z, w)|2 dV (z). (2.7)
Integrating (2.7) over Bp we get
‖Ta‖2L2(Ep) =
∫
Bp
∫
D(
√
1−p(w))
|Ta(z, w)|2 dV (z) dV (w)
= π
∞∑
k=0
1
k + 1
∫
Bp
|ak(w)|2 (1− p(w))k+1 dV (w) = ‖a‖2Yp . (2.8)
Since the partial sums of (2.4) are holomorphic, it follows that T is an isometry from Yp into A2(Ep) and
consequently injective. To show that T is surjective, let F ∈ A2(Ep). Then we have
‖F‖2A2(Ep) =
∫
Bp
∫
D(
√
1−p(w))
|F (z, w)|2 dV (z) dV (w) <∞.
Thus, for almost all w ∈ Bp, the inner integral in the above equation over D(
√
1− p(w)) is finite. For such
a w ∈ Bp, by equation (2.5), there is an a(w) ∈ ℓ2√
1−p(w)
such that
F (z, w) =
∞∑
k=0
ak(w)z
k, for all z ∈ D(
√
1− p(w))
and ∫
D(
√
1−p(w))
|F (z, w)|2 dV (z) = π
∞∑
k=0
(1− p(w))k+1
k + 1
|ak(w)|2 . (2.9)
Using the Cauchy integral formula applied to F (·, w) in the disk D(
√
1− p(w)), it follows that ak ∈ O(Bp)
for each k ∈ N. Integrating both sides of equation (2.9) on Bp yields
‖a‖2Yp =
∫
Bp
π
∞∑
k=0
(1− p(w))k+1
k + 1
|ak(w)|2 dV (w)
=
∫
Bp
∫
D(
√
1−p(w))
|F (z, w)|2 dV (z) dV (w) <∞.
This shows that a ∈ Yp and that T is surjective. 
3. Fourier representation with respect to the translation group
Let Hp be the Hilbert space of measurable functions g on (0,∞)× Cn such that
‖g‖2Hp :=
∫
Cn
∫ ∞
0
|g(t, w)|2 e
−4πp(w)t
4πt
dV (w) dt <∞, (3.1)
and
∂g
∂wj
= 0 in the sense of distributions, 1 ≤ j ≤ n, (3.2)
where w1, . . . , wn are co-ordinates of C
n. In other words, functions inHp are square integrable on (0,∞)×Cn
with respect to the weight (t, w) 7→ e−4πp(w)t/4πt, and are holomorphic in the variable w ∈ Cn. We can now
state a representation theorem for functions in A2(Up) which respects the translation group:
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Theorem 2. The map TS : Hp → A2(Up) given by
TSf(z, w) =
∫ ∞
0
f(t, w)ei2πzt dt, for all (z, w) ∈ Up (3.3)
is an isometric isomorphism of Hilbert spaces.
3.1. The case of the strip. As a first step in the proof of Theorem 2, we construct a Fourier representation
of functions in the Bergman space of a horizontal strip in C which has translational symmetries though it is
not a polynomial half space. For −∞ ≤ a < b ≤ ∞, let S(a, b) be the strip
S(a, b) = {z ∈ C | a < Im z < b}. (3.4)
For a, b ∈ R, let ωa,b : R→ (0,∞) be given by
ωa,b(t) =
e−4πat − e−4πbt
4πt
, for all t ∈ R. (3.5)
Let L2(R, ωa,b) be the Hilbert space of measurable functions f on R such that
‖f‖2L2(R,ωa,b) :=
∫
R
|f(t)|2ωa,b(t) dt <∞.
Theorem 3 (Paley-Wiener theorem for Bergman space of the strip, cf. [Kor62]). The mapping TS :
L2(R, ωa,b)→ A2(S(a, b)) given by
TSf(z) =
∫
R
f(t)ei2πzt dt, for all z ∈ S(a, b) (3.6)
is an isometric isomorphism of Hilbert spaces. Also, for each function F ∈ A2(S(a, b)) and for t ∈ R the
inverse T−1S : A
2(S(a, b))→ L2(R, ωa,b) of TS is represented by
T−1S F (t) =
∫
R
F (x + ic)e2πcte−i2πxt dx, (3.7)
for any c ∈ (a, b).
Proof. For all f ∈ L2(R, ωa,b) and all z ∈ S(a, b), by the Cauchy-Schwarz inequality we have∫
R
∣∣f(t)ei2πzt∣∣ dt ≤ (∫
R
|f(t)|2 ωa,b(t)
)1/2(∫
R
∣∣∣∣ ei2πztωa,b(t)
∣∣∣∣2 ωa,b(t) dt
)1/2
. (3.8)
Using the explicit expression for ωa,b we see see that whenever a < y < b, i.e., when z ∈ S(a, b), the second
integral on the right hand side of (3.6) converges. Further, since the integrand in (3.6) is holomorphic in z,
it is not difficult to verify that TSf is holomorphic on the strip S(a, b). We now compute the A
2 norm of
TSf :
‖TSf‖2A2(S(a,b)) =
∫ b
a
‖TSf(·+ iy)‖2L2(R) dy
=
∫ b
a
‖e−2πy(·)f‖2L2(R) dy (By Plancherel’s Theorem)
=
∫
R
|f(t)|2
∫ b
a
e−4πyt dy dt = ‖f‖2L2(R;ωa,b) .
Note that the value of the inner integral is ωa,b(t) given by (3.5) and this observation gives the last equality.
This calculation shows that TS is an isometry of L
2(R, ωa,b) with a subspace of A
2(S(a, b)).
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For a function F ∈ A2(S(a, b)) and c ∈ (a, b), let Fc : R→ C be given by Fc(x) = F (x+ ic). To show that
TS is surjective, we show that for each F in A
2(S(a, b)), we may choose a c ∈ (a, b) and obtain for z ∈ S(a, b)
F (z) = TS(F̂ce
2πc(·))(z) =
∫
R
F̂c(t)e
2πctei2πzt dt =
∫
R
F̂c(t)e
i2π(z−ic)t dt,
where F̂c is the L
2 Fourier transform of the function Fc. To see this, we note that
‖F‖2A2(S(a,b)) =
∫ b
a
‖Fy‖2L2(R) dy <∞,
which shows that Fy ∈ L2(R) for almost all y ∈ (a, b). We choose a c ∈ (a, b) such that Fc ∈ L2(R) and let
G(z) = TS(F̂ce
i2πc(·))(z) =
∫
R
F̂c(t)e
i2π(z−ic)t dt. (3.9)
First suppose that F̂c is compactly supported. Since Fc ∈ L2(R), by Plancherel’s theorem it follows that
F̂c ∈ L2(R). A routine application of Morera’s theorem or differentiation under the integral sign shows that
the function G is holomorphic in S(a, b).
By the Fourier inversion formula, Gc = Fc on the line y = c, and, by the identity theorem for holomorphic
functions, we must have G = F on S(a, b). Thus we see that
F = TS(F̂ce
2πc(·)) and
∥∥∥F̂ce2πc(·)∥∥∥
L2(R;ωa,b)
= ‖F‖A2(S(a,b)) , (3.10)
where we used Plancherel’s theorem to arrive at the second equality in (3.10).
When F̂c is not compactly supported, for each ǫ > 0, we construct a function G
ǫ ∈ A2(S(a, b)) with the
following properties:
(1) The measurable function t 7→ e2πytĜǫy(t) is independent of the choice of y ∈ (a, b).
(2) For each y ∈ (a, b), the function Ĝǫy → F̂y uniformly on compact subsets of R as ǫ→ 0.
Let ǫj > 0 be a decreasing sequence of numbers such that ǫj → 0 as j →∞. Then, by choosing a c ∈ (a, b)
such that Gǫj ∈ L2(R) for each j it follows from property (1) of Gǫ that for almost all t ∈ R, we get
e2πctĜ
ǫj
c (t) = e
2πytĜ
ǫj
y (t),
for all y ∈ (a, b). Letting ǫj ց 0, and using property (2) of Gǫ, we get
F̂y(t) = e
−2π(y−c)tF̂c(t), for almost all t ∈ R
Therefore, denoting the inverse L2 Fourier transform by F−1 we have
Fy = F−1
(
F̂y
)
= F−1
(
e−2π(y−c)(·)F̂c
)
= TS
(
e2πc(·)F̂c
)
.
This shows that F is in the range of TS, and (3.7) holds for some c.
We now construct for each ǫ > 0, a function Gǫ satisfying (1) and (2) above. Let φ ∈ C∞(R) be such
that φ̂ ∈ C∞c (R) and φ̂ ≡ 1 on the interval [−1, 1]. Let φǫ(x) = ǫ−1φ(x/ǫ), so that φ̂ǫ(t) = φ̂(ǫt). Note that∫
R
|φǫ(x)| dx = ‖φ‖L1(R). Now for each ǫ > 0, and z ∈ S(a, b) let Gǫ be given by
Gǫ(z) = Gǫy(x) = (φǫ ∗ Fy) (x).
It is clear that property (2) above is satisfied. It remains to be shown that for each ǫ > 0, property (1)
holds and that Gǫ ∈ A2(S(a, b)).
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First we show that Gǫ is holomorphic in S(a, b) for every ǫ > 0. For N > 0, let ψN ∈ C∞c (R) be a function
such that ψN ≡ 1 on [−N,N ] and 0 ≤ ψN < 1 outside [−N,N ]. For z ∈ S(a, b) let Gǫ,N be given by
Gǫ,N(z) = Gǫ,Ny (x) = (ψNφǫ ∗ Fy) (x) =
∫
R
Fy(x− t)ψN (t)φǫ(t) dt =
∫
R
F (z − t)ψN (t)φǫ(t) dt.
Since the function (z, t) 7→ ∂F∂z (z − t)ψN (t)φǫ(t) is continuous on S(a, b)×R, we may differentiate under the
integral sign to see that Gǫ,N is holomorphic in S(a, b). Note that by Young’s inequality for convolution, we
get the following estimate
‖ψNφǫ ∗ Fy‖L2(R) ≤ ‖ψNφǫ‖L1(R) ‖Fy‖L2(R) ≤ ‖φǫ‖L1(R) ‖Fy‖L2(R) = ‖φ‖L1(R) ‖Fy‖L2(R) . (3.11)
Now we estimate the L2 norm of Gǫ,N :∥∥Gǫ,N∥∥2
A2(S(a,b))
=
∫ b
a
∥∥Gǫ,Ny ∥∥2L2(R) dy = ∫ b
a
‖ψNφǫ ∗ Fy‖2L2(R) dy
≤ ‖φ‖2L1(R)
∫ b
a
‖Fy‖2L2(R) dy = ‖φ‖2L1(R)‖F‖2A2(S(a,b)) <∞ (By (3.11)).
This shows that Gǫ,N ∈ A2(S(a, b)) for all ǫ,N > 0. Note that Gǫy − Gǫ,Ny = (φǫ − ψNφǫ) ∗ Fy and using
Young’s inequality for convolution as we did to estimate the norm of Gǫ,N above gives∥∥Gǫ −Gǫ,N∥∥2
L2(S(a,b))
≤ ‖(1− ψN )φǫ‖2L1(R) ‖F‖2A2(S(A,b)) .
Thus for each ǫ > 0, we see that Gǫ,N → Gǫ in L2(S(a, b)) since ‖(1− ψN )φǫ‖L1(R) → 0 as N → ∞ by the
dominated convergence theorem. Consequently, Gǫ ∈ A2(S(a, b)) since A2(S(a, b)) is closed in L2(S(a, b)).
Since ‖Gǫ‖2A2(S(a,b)) =
∫ b
a
∥∥Gǫy∥∥2L2(R) dy <∞, we may choose a c ∈ (a, b) such that ‖Gǫc‖L2(R) <∞. Since
Ĝǫc = φ̂ǫF̂c, the function Ĝ
ǫ
c is compactly supported and (3.10) holds for such a G
ǫ in A2(S(a, b)). We obtain
by our choice of c,
Gǫ(z) = T
(
Ĝǫce
2πc(·)
)
(z) =
∫
R
Ĝǫc(t)e
2πctei2πzt dt,
and ‖Ĝǫce2πc(·)‖L2(R) = ‖Gǫ‖A2(S(a,b)). Thus e2πc(·)Ĝǫc ∈ L2(R), and since Ĝǫc is compactly supported
Ĝǫce
−2π(y−c)(·) belongs to L1(R), for all y ∈ (a, b). Thus, an application of the Riemann-Lebesgue lemma
shows that
lim
|N |→∞
Gǫ(N + iy) = lim
|N |→∞
Gǫy(N) = lim
|N |→∞
∫
R
Ĝǫc(t)e
−2π(y−c)tei2πNt dt = 0,
for all y ∈ (a, b).
We now show that property (1) holds. For N > 0, let SN be the rectangle with vertices −N + ic,N +
ic,N + iy, and −N + iy where y ∈ (a, b).
Let ∂SN be the boundary of SN oriented clockwise. Then for all t ∈ R, by Cauchy’s theorem applied to
the function z 7→ Gǫ(z)e−i2πzt along the contour ∂SN oriented clockwise we have:∫ N
−N
Gǫ(x+ ic)e2πcte−i2πxt dx +
∫ y
c
Gǫ(N + iη)e2πηte−i2πNt dη
+
∫ −N
N
Gǫ(x+ iy)e2πyte−i2πxt dx+
∫ c
y
Gǫ(−N + iη)e2πηtei2πNt dη = 0 (3.12)
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Since limN→∞G
ǫ(N + iη) = 0, for sufficiently large N , the function η 7→ Gǫ(N + iη)e2πηte−i2πNt belongs
to L1([c, y]) and by the dominated convergence theorem we have
lim
N→∞
∫ y
c
Gǫ(N + iη)e2πηte−i2πNt dη = 0.
Similarly limN→∞
∫ c
y
Gǫ(−N + iη)e2πηtei2πNt dη = 0. Thus, by letting N → ∞ in (3.12) we see that two
terms vanish in the limit and from the remaining terms we get
e2πctĜǫc(t)− e2πytĜǫy(t) = 0.
Thus, property (1) holds as claimed.
This completes the proof, except that we have (3.7) only for some c. However, an argument using
integration along the sides of the rectangle SN and letting N → ∞ (as was done for Gǫ above) shows that
the integral is actually independent of c. 
3.2. Proof of Theorem 2. Let LTrans(p) be the Hilbert space of measurable functions g : (0,∞)×Cn → C
such that
‖g‖2LTrans(p) :=
∫
Cn
∫ ∞
0
|g(t, w)|2 e
−4πp(w)t
4πt
dV (w) dt <∞. (3.13)
Recall from (3.1) and (3.2) that Hp is the closed subspace of LTrans(p) consisting of functions g ∈ LTrans(p)
such that ∂g∂wj = 0 in the sense of distributions, for 1 ≤ j ≤ n.
We make use of the following fact when integrating over Up: for each w ∈ Cn such that (z, w) ∈ Up =
{(z, w) ∈ C×Cn | Im z > p(w)}, we have z ∈ S(p(w),∞). where we set S(p(w),∞) = {z ∈ C | Im z > p(w)}
as in (3.4).
To prove Theorem 2, we first show that the map TS is an isometry from Hp into L2(Up). Since f ∈ Hp
and the norm in Hp is given by (3.13), it follows by Fubini’s theorem that for almost all w ∈ Cn, we have
‖f(·, w)‖2L2(R,ωp(w),∞) =
∫ ∞
0
|f(t, w)|2 e
−4πp(w)t
4πt
dt <∞.
For such a w ∈ Cn, by Theorem 3, the function TSf(·, w) given by
TSf(z, w) =
∫ ∞
0
f(t, w)ei2πzt dt, for all z ∈ S(p(w),∞)
is well defined and
‖TSf(·, w)‖2A2(S(p(w),∞)) =
∫
S(p(w),∞)
|TSf(z, w)|2 dV (z) =
∫ ∞
0
|f(t, w)|2 e
−4πp(w)t
4πt
dt. (3.14)
Integrating equation (3.14) over Cn, we get∫
Cn
∫
S(p(w),∞)
|TSf(z, w)|2 dV (z) dV (w) =
∫
Cn
∫ ∞
0
|f(t, w)|2 e
−4πp(w)t
4πt
dt dV (w)
i.e., ‖TSf‖2L2(Up) = ‖f‖
2
Hp
, which shows that TS is an isometry into L
2(Up).
We now show that the image of TS lies in A
2(Up). Let ϕN ∈ C∞c ([0,∞)) be such that ϕN ≡ 1 on [0, N ] and
0 ≤ ϕ ≤ 1 on [0,∞). For each positive integer N , we have ϕNf ∈ Hp since it is clear that ‖ϕNf‖Hp ≤ ‖f‖Hp
and ∂(ϕNf)∂wj = 0 in the sense of distributions for j = 1, . . . , n. Thus, for almost all w ∈ Cn,
‖ϕNf(·, w)‖L2(R,ωp(w),∞) ≤ ‖f(·, w)‖L2(R,ωp(w),∞) <∞.
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For such a w by Theorem 3, the function TS(ϕNf)(·, w) belongs to A2(S(p(w),∞)) which shows that
TS(ϕNf) is holomorphic in the variable z. An easily justified differentiation under the integral sign (in the
sense of distributions) shows TS(ϕNf) is holomorphic in the variable wj for 1 ≤ j ≤ n. Thus, by Hartogs’
theorem on separate analyticity we see that TS(ϕNf) ∈ O(Up) and consequently TS(ϕNf) ∈ A2(Up). By
the dominated convergence theorem we obtain ‖f − ϕNf‖Hp → 0 as N →∞ and since TS is an isometry it
follows that TS(ϕNf)→ TSf in L2(Up). Since A2(Up) is closed in L2(Up) it follows that TSf ∈ A2(Up).
We now show that the map TS is surjective. Suppose F ∈ A2(Up). We have
‖F‖2A2(Up) =
∫
Cn
∫
S(p(w),∞)
|F (z, w)|2 dV (z) dV (w) <∞.
By Fubini’s theorem, we see that the inner integral above is finite for almost all w ∈ Cn. Thus, by Theorem
3, for such a w ∈ Cn, there is a measurable function f(·, w) ∈ L2(R, ωp(w),∞) such that
F (z, w) =
∫ ∞
0
f(t, w)ei2πzt dt
and
‖F (·, w)‖2A2(S(p(w),∞)) =
∫
S(p(w),∞)
|F (z, w)|2 dV (z) =
∫ ∞
0
|f(t, w)|2 e
−4πp(w)t
4πt
dt. (3.15)
Using notation of Theorem 3, f(·, w) is given by
f(t, w) = T−1S F (·, w) =
∫
R
F (x+ ic, w)ei2πcte−i2πxt dx, (3.16)
for any c > p(w). Integrating (3.15) over Cn with respect to w, we get
‖F‖2A2(Up) =
∫
Cn
‖F (·, w)‖2A2(S(p(w),∞))
∫
Cn
∫ ∞
0
|f(t, w)|2 e
−4πp(w)t
4πt
dt = ‖f‖2LTrans(p) .
This shows that f ∈ LTrans(p). Note that the integrand in the formula (3.16) is holomorphic in the variable
w. An easily justified computation of the distributional derivative then shows that (t, w) 7→ f(t, w) is
holomorphic in the variable w and hence f ∈ Hp. This completes the proof.
4. Fourier representation with respect to the scaling group
To study Fourier representations with respect to the scaling group we introduce Xp, another Hilbert space
isometrically isomorphic to A2(Up). For s ∈ (−1, 1) and t ∈ R let λ be given by
λ(s, t) =

1
4πt
(
e−4π sin
−1(s)t − e−4π(π−sin−1(s))t
)
, if t 6= 0
π − 2 sin−1 s, if t = 0.
(4.1)
Recall from (2.1) that we denote by Bp = {w ∈ Cn | p(w) < 1}. Let Xp be the Hilbert space consisting of
measurable functions f on R× Bp such that
‖f‖2Xp :=
∫
R
∫
Bp
|f(t, ζ)|2 λ(p(ζ), t) dV (ζ) dt <∞, (4.2)
and such that
∂f
∂ζj
= 0 in the sense of distributions, 1 ≤ j ≤ n, (4.3)
where ζ1, . . . , ζn are the natural co-ordinates of C
n. That is, Xp is the space of measurable functions on
R × Bp which are holomorphic in the variable ζ ∈ Bp and square integrable with respect to the weight
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(t, ζ) 7→ λ(p(ζ), t) on R×Bp, where recall that p is the weighted homogeneous balanced polynomial defining
the domains Up = {Im z > p(w)} ⊂ Cn+1 and Bp = {p < 1} ⊂ Cn.
Let γ ∈ C, and suppose that γ does not lie on the negative real axis. Let the map ρ̂γ : Cn → Cn be given
by
ρ̂γ(w1, . . . , wn) =
(
γ1/2m1w1, . . . , γ
1/2mnwn
)
, (4.4)
where the powers of γ are defined using the principal branch of the logarithm, i.e., the one on the complex
plane slit along the negative real axis which coincides with the real valued natural logarithm on the positive
real line. We can now state the representation theorem with respect to the scaling group, which involves an
inverse Mellin transform:
Theorem 4. Let 1/µ = 1/m1 + · · ·+ 1/mn. For (z, w) ∈ Up, the map TV : Xp → A2(Up) given by
TV g(z, w) =
∫
R
g
(
t, ρ̂1/z(w)
) zi2πt
z1+1/2µ
dt =
∫
R
g
(
t,
w1
z1/2m1
, · · · , wn
z1/2mn
) zi2πt
z1+1/2µ
dt (4.5)
is an isometric isomorphism of Hilbert spaces.
4.1. The case of the sector. As a step towards the proof of Theorem 4, we consider Mellin integral
representations of the Bergman space of a sector in C, since such sectors (which are not polynomial half
spaces) are the simplest domains admitting scaling automorphisms. For 0 ≤ a < b ≤ π, let
V (a, b) = {z ∈ C | a < arg z < b}. (4.6)
Theorem 5 (Paley-Wiener Theorem for the Bergman Space of the Sector). The mapping TV : L
2(R, ωa,b)→
A2(V (a, b)) given by
TV f(z) =
∫
R
f(t)
zi2πt
z
dt, for all z ∈ V (a, b) (4.7)
is an isometric isomorphism of Hilbert spaces.
Here ωa,b is the weight in (3.5), which occurs in the Fourier representation Theorem 3 in the strip
S(a, b) = {z ∈ C|a < Imz < b}.
Proof. The mapping Φ : V (a, b)→ S(a, b) given by Φ(z) = log |z|+ i arg z is a conformal equivalence, where
the argument is chosen such that a < arg z < b for all z ∈ V (a, b). This conformal equivalence establishes
an isometric isomorphism Φ∗ : A2(S(a, b))→ A2(V (a, b)) given by
Φ∗(F ) = (F ◦ Φ) · (Φ′). (4.8)
By Theorem 3, we know that TS : L
2(R, ωa,b) → A2(S(a, b)) given by TS(f) =
∫
R
f(t)ei2πzt dt is an
isometric isomorphism. Thus, Φ∗ ◦TS is an isometric isomorphism of L2(R, ωa,b) with A2(V (a, b)), which we
compute below and show equal to TV :
Φ∗ ◦ TS(f)(z) = Φ∗
(∫
R
f(t)ei2πzt dt
)
=
(∫
R
f(t)ei2πΦ(z)t dt
)
· Φ′(z) =
∫
R
f(t)
zi2πt
z
dt, (4.9)
where we used the fact that Φ′(z) = 1/z. 
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4.2. Remark. Let (Φ∗)−1 : A2(V (a, b)) → A2(S(a, b)) be the inverse of the isometric isomorphism Φ∗,
where Φ∗ is as in (4.8). It follows from equation (4.9) that for F ∈ A2(S(a, b)),
T−1V F (t) = (T
−1
S ◦ (Φ∗)−1)F (t) = T−1S
(
(Φ∗)−1 F
)
(t) =
∫
R
(Φ∗)−1 F (x+ ic)e2πcte−i2πxt dx,
where the last equality follows from Theorem 3. Since T−1S and (Φ
∗)
−1
are isometries, we obtain∥∥T−1V F∥∥L2(R,ωa,b) = ∥∥∥T−1S ◦ (Φ∗)−1 F∥∥∥L2(R,ωa,b) =
∥∥∥(Φ∗)−1 F∥∥∥
A2(S(a,b))
= ‖F‖A2(V (a,b)) .
4.3. The domain Cp. In preparation of the proof of Theorem 4, we collect a few results that will be needed.
Introduce a domain Cp ⊂ Cn+1 biholomorphically equivalent to Up, by setting
Cp = {(γ, ζ) ∈ C× Cn | Im γ > p(ζ) |γ|} . (4.10)
If (z, w) ∈ Up, we have Im z > p(w) ≥ 0, so the principal branch of the logarithm is defined on {z ∈
C | Im z > 0} independently of w ∈ Cn. Define the powers z1/2m1 , · · · , z1/2mn with respect to this branch.
With this understanding, we have the following:
Lemma 4.1. The map Ψ : Up → Cp given by
Ψ(z, w) =
(
z,
w1
z1/2m1
, · · · , wn
z1/2mn
)
=
(
z, ρ̂1/z(w)
)
, for all (z, w) ∈ Up,
where ρ̂1/z is as in (4.4) is a biholomorphic equivalence.
Proof. First we note that if γ ∈ C does not lie on the negative real axis, then by defining the powers
γ1/2m1 , . . . , γ1/2mn by with respect to the principal branch of logarithm and performing an easy computation
we see that p(ρ̂γ(w)) = |γ| p(w) for all w ∈ Cn. Now, we show that Ψ(z, w) ∈ Cp. Since (z, w) ∈ Up we have
Im z > p(w). We then get
Im z > p(w) = p
(
ρ̂z(ρ̂1/z(w))
)
= p
(
ρ̂1/z(w)
) |z| .
Thus Ψ(z, w) ∈ Cp. If (z, w), (z′, w′) ∈ Up then by solving the equation Ψ(z, w) = Ψ(z′, w′) it is easy to see
that Ψ is one-to-one.
To see that Ψ is onto, note that for (γ, ζ) ∈ Cp, we have p(ζ) |γ| < Im γ, which gives
p(ζ) <
Im γ
|γ| < 1,
Thus, for all ζ ∈ Cn such that (γ, ζ) ∈ Cp, we have p(ζ) < 1, i.e., ζ ∈ Bp, where recall that Bp = {ζ ∈
Cn | p(ζ) < 1}, as in (2.1). For each ζ ∈ Bp, such that (γ, ζ) ∈ Cp, we have
Im γ > p(ζ) |γ| i.e. γ ∈ Vζ =
{
γ ∈ C | sin−1 p(ζ) < arg z < π − sin−1 p(ζ)} .
Note that Vζ is a subset of the upper half plane, and hence we define the powers γ
1/2m1 , · · · , γ1/2mn using
the principal branch of the logarithm, independent of ζ ∈ Bp. If (γ, ζ) ∈ Cp, then it is not difficult to
see that (γ, γ1/2m1ζ1, . . . , γ
1/2mnζn) ∈ Up and Ψ(γ, γ1/2m1ζ1, . . . , γ1/2mnζn) = (γ, ζ). Since Ψ is a bijective
holormorphic map, it is a biholomorphism from Up to Cp. 
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4.4. Proof of Theorem 4. Let LScal(p) be the Hilbert space of measurable functions f : R×Bp → C such
that
‖f‖2LScal(p) :=
∫
R
∫
Bp
|f(t, ζ)|2 λ(p(ζ), t) dV (ζ) dt <∞, (4.11)
where for ζ ∈ Bp and t ∈ R, the function λ(p(ζ), t) is given by (see (4.1))
λ(p(ζ), t) =

1
4πt
(
e−4πt sin
−1 p(ζ) − e−4πt(π−sin−1 p(ζ))
)
if t 6= 0
π − 2 sin−1(p(ζ)) if t = 0.
(4.12)
Then Xp is the closed subspace of LScal(p) consisting of functions f such that
∂f
∂ζj
= 0 in the sense of distributions, 1 ≤ j ≤ n.
We first show that the map T˜V : Xp → A2(Cp) given by
T˜V f(γ, ζ) =
∫
R
f(t, ζ)
γ2πit
γ
dt, for all (γ, ζ) ∈ Cp, (4.13)
is an isometric isomorphism from Xp into A2(Cp). The composition Ψ∗ ◦ T˜V is the isometric isomorphism
T˜V , where Ψ
∗ is the isometric isomorphism induced by the biholomorphic map of Lemma 4.1. To simplify
notation, let
a(ζ) = sin−1 p(ζ) and b(ζ) = π − sin−1 p(ζ). (4.14)
As in the proof of Lemma 4.1, let Vζ be the planar sector
Vζ = V (a(ζ), b(ζ)) = {γ ∈ C | sin−1 p(ζ) < arg γ < π − sin−1 p(ζ)}. (4.15)
For f ∈ Xp, it follows from (4.11) that for almost all ζ ∈ Bp, we have
∫
R
|f(t, ζ)|2 λ(p(ζ), t) dt <∞. For such
a ζ ∈ Bp, by Theorem 5, the function T˜V f(·, ζ) given by
T˜V f(γ, ζ) =
∫
R
f(t, ζ)
γ2iπt
γ
dt, for all γ ∈ Vζ
is well defined and∥∥∥T˜V f(·, ζ)∥∥∥2
A2(Vζ)
=
∫
Vζ
∣∣∣T˜V f(γ, ζ)∣∣∣2 dV (z) = ∫
R
|f(t, ζ)|2 ωa(ζ),b(ζ)(t) dt =
∫
R
|f(t, ζ)|2 λ(p(ζ), t) dt, (4.16)
where the equality ωa(ζ),b(ζ)(t) = λ(p(ζ), t) follows from definition (3.5) of ωa,b, definition (4.14) of a(ζ) and
b(ζ), and definition (4.12) of λ. Integrating equation (4.16) over Bp, and using the fact that if ζ ∈ Bp is such
that (γ, ζ) ∈ Cp then γ belongs to the sector Vζ given by (4.15), we get∥∥∥T˜V f∥∥∥2
L2(Cp)
=
∫
Bp
∫
Vζ
∣∣∣T˜V f(γ, ζ)∣∣∣2 dV (γ) dV (ζ) = ∫
Bp
∫
R
|f(t, w)|2 λ(p(ζ), t) dt dV (ζ) = ‖f‖2Xp ,
which shows that T˜V is an isometry into L
2(Cp). From definition (4.13), we see by a routine computation
of the distributional derivative that (γ, ζ) 7→ T˜V f(γ, ζ) is holomorphic in each of the variables γ, ζ since the
integrand is holomorphic in the variables γ and ζ. By Hartogs’ theorem on separate analyticity we see that
T˜V f ∈ O(Cp) and thus is in A2(Cp).
Now we verify that the map T˜V is surjective. For F ∈ A2(Cp) we have
‖F‖2A2(Cp) =
∫
Bp
∫
Vζ
|F (γ, ζ)|2 dV (γ) dV (ζ) <∞,
14 DEBRAJ CHAKRABARTI AND PRANAV UPADRASHTA
where Vζ is as in (4.15). Thus, for almost all ζ ∈ Bp, the inner integral above is finite. Thus, by Theorem 5,
for such a ζ ∈ Bp, there exists an f(·, ζ) ∈ L2(R, ωα(ζ),β(ζ)) such that
F (γ, ζ) =
∫
R
f(t, ζ)
γi2πt
γ
dt, for all γ ∈ Vζ
and ∫
Vζ
|F (γ, ζ)|2 dV (γ) =
∫
R
|f(t, ζ)|2 λ(p(ζ), t) dt. (4.17)
Integrating equation (4.17) over Bp shows that ‖F‖A2(Cp) = ‖f‖LScal(p). Using the notation of Theorem 5,
by Remark 4.2, the measurable function f(·, ζ) is given by
f(t, ζ) =
∫
R
(Φ∗)
−1
F (x+ ic, ζ)e2πcte−i2πxt dx := T˜−1V F (t, ζ), for t ∈ R, (4.18)
where c ∈ (sin−1 p(ζ), π − sin−1 p(ζ)). Observe that the integrand in the above formula is holomorphic in ζ.
An easily justified computation of the distributional derivative shows that (t, ζ) 7→ f(t, ζ) is holomorphic in
the variable ζ and so f ∈ Xp. Therefore T˜V is surjective, and T˜V : Xp → A2(Cp) is an isometric isomorphism
and the map T˜−1V given by equation (4.18) is the inverse of T˜V .
The biholomorphism Ψ of Lemma 4.1 induces an isomorphism Ψ∗ : A2(Cp) → A2(Up), as in (1.6). Then
Ψ∗ ◦ T˜V is an isometric isomorphism from Xp to A2(Up). We now show that TV = Ψ∗ ◦ T˜V . For f ∈ Xp and
(z, w) ∈ Up we have
Ψ∗(T˜V f)(z, w) = T˜V f(Ψ(z, w)) · det Ψ′(z, w)
=
(∫
R
f
(
t,
w1
z1/2m1
, . . . ,
wn
z1/2mn
) z2πit
z
dt
)
1
z1/2µ
= TV f(z, w),
where we used the fact that for (z, w) ∈ Up, det Ψ′(z, w) = 1z1/2µ . This completes the proof of the theorem.
5. Bergman kernels of polynomial half spaces
5.1. A method of computing Bergman kernels. Let H be a Hilbert space. By the Riesz representation
theorem, for each bounded linear functional ϕ ∈ H∗, there is an element RH(ϕ) ∈ H such that
ϕ(f) = 〈f,RH(ϕ)〉H , f ∈ H. (5.1)
We call the map RH : H
∗ → H the Riesz map, which is a conjugate linear isometry of Hilbert spaces.
Recall that a Hilbert space H of functions on Ω is called a reproducing kernel Hilbert space if, for each z
in Ω, the evaluation map ez : H → C given by ezf = f(z) is a bounded linear functional on H . The function
K : Ω× Ω→ C given by
K(z, Z) = RH(ez)(Z), (5.2)
is called the reproducing kernel forH , where RH is as in (5.1). It is well-known that weighted Bergman spaces
are examples of Reproducing kernel Hilbert spaces (cf. [PR16]). The reproducing kernel of an unweighted
Bergman space is the Bergman kernel, which is one of the most important invariants of a complex domain.
We will use the following simple proposition to investigate the Bergman kernels of polynomial half spaces.
Proposition 5.1. (cf. [FK94, Lemma IX.3.5]) Let H be a reproducing kernel Hilbert space of functions
on Ω. Suppose L is another Hilbert and T : L → H is an isometric isomorphism. Then the function
K : Ω× Ω→ C given by
K(z, Z) = 〈RL(eZ ◦ T ), RL(ez ◦ T )〉L , (5.3)
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is the reproducing kernel for H.
Proof. The map ez ◦ T : L → C is bounded linear functional on L since each of ez and T is bounded and
linear. Thus, we have
Tf(z) = (ez ◦ T )f = 〈f,RL(ez ◦ T )〉L = 〈Tf, TRL(ez ◦ T )〉H ,
where the last equality holds because T is an isometry and RL is the Riesz map for the Hilbert space L as
in (5.1). That is for every g ∈ H and each z ∈ Ω, we have
g(z) = 〈g, TRL(ez ◦ T )〉H , i.e., TRL(ez ◦ T ) = RH(ez) (5.4)
Thus, the reproducing kernel K for the Hilbert space H is given by
K(z, Z) = RH(ez)(Z) (By (5.2))
= TRL(ez ◦ T )(Z) (By equation (5.4))
= 〈TRL(ez ◦ T ), TRL(eZ ◦ T )〉H (By equation (5.1))
= 〈RL(eZ ◦ T ), RL(ez ◦ T )〉L. (T is an isometry)

If we take T : H → H to be the identity map in Proposition 5.1, we have the alternative representation
of the reproducing kernel
K(z, Z) = 〈RH(eZ), RH(ez)〉H . (5.5)
Let K denote the reproducing kernel for the weighted Bergman space A2(Ω, λ) on Ω ⊂ Cn with weight λ.
Then the relation (5.5) takes the form
K(z, Z) =
∫
Ω
K(z, ζ)K(Z, ζ)λ(ζ) dV (ζ). (5.6)
5.2. A formula for the Bergman kernel of Ep. Let Ep be a polynomial ellipsoid as in (1.3), where p is a
weighted homogeneous balanced polynomial. Recall from (2.2) that Wp(k) is the weighted Bergman space
on Bp = {p < 1} ⊂ Cn with respect to the weight w 7→ (1−p(w))k+1. Also recall that Yp is the Hilbert space
of sequences a = (ak)
∞
k=0 such that ak ∈ Wp(k) for each k ∈ N, with the norm given by (2.3). Applying
Proposition 5.1 to Theorem 1 we represent the Bergman kernel of Ep in terms of the reproducing kernels of
the spaces Wp(k).
Theorem 6. For k ∈ N, let Yp(k; ·, ·) be the reproducing kernel for the weighted Bergman space Wp(k) on
the domain Bp ⊂ Cn. Then for z, Z ∈ C and w,W ∈ Cn such that (z, w), (Z,W ) ∈ Ep, the Bergman kernel
B of Ep is given by
B(z, w;Z,W ) =
∞∑
k=0
k + 1
π
Yp(k;w,W )z
kZ
k
.
Proof. We will apply Proposition 5.1 to the isometric isomorphism T : Yp → A2(Ep) of (2.4) as in Theorem
1. Let e(z,w) be the evaluation functional on A
2(Ep) at a point (z, w) ∈ Ep. Then, for a ∈ Yp the map
e(z,w) ◦ T : Yp → C is given by
(e(z,w) ◦ T )a = Ta(z, w) =
∞∑
k=0
ak(w)z
k =
∞∑
k=0
〈
ak, Yp(k;w, ·)
〉
Wp(k)
· zk
=
∞∑
k=0
π
k + 1
(∫
Bp
ak(ζ)Yp(k;w, ζ)
(k + 1)zk
π
(1− p(ζ))k+1 dV (ζ)
)
, (5.7)
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where the last equality follows from the reproducing property of the kernel Yp(k; ·, ·). On the other hand,
the image RYp
(
e(z,w) ◦ T
)
of the functional e(z,w) ◦ T ∈ Y∗p under the Riesz map RYp : Y∗p → Yp is given for
a ∈ Yp by
(e(z,w) ◦ T )a =
〈
a,RYp(e(z,w) ◦ T )
〉
Yp
=
∞∑
k=0
π
k + 1
∫
Bp
ak(ζ)RYp(e(z,w) ◦ T )(k, ζ)(1− p(ζ))k+1 dV (ζ) (5.8)
Comparing the two representations (5.7) and (5.8) of (e(z,w) ◦T )a , we claim that for every k ∈ N and every
ζ ∈ Bp
RYp
(
e(z,w) ◦ T
)
(k, ζ) = Yp(k;w, ζ)
(k + 1)zk
π
, (k, ζ) ∈ N× Bp. (5.9)
Let φ : N× Bp → C be the difference of the two sides of the equation above, i.e.,
φ(k, ζ) = RYp
(
e(z,w) ◦ T
)
(k, ζ)− Yp(k;w, ζ) (k + 1)z
k
π
, (k, ζ) ∈ N× Bp..
It then follows from equations (5.7) and (5.8) that the equality
∞∑
k=0
π
k + 1
∫
Bp
ak(ζ)φ(k, ζ)(1− p(ζ))k+1 dV (ζ) = 0
holds for all a ∈ Yp. For a fixed ℓ let a be such that ak = 0 if k 6= ℓ and ak = φ(k, ·). Since φ(k, ·) ∈ Wp(k)
(because Yp(k;w, ·) is the reproducing kernel of Wp(k)) we see that φ(k, ·) ≡ 0 on Bp. Since this holds for
all k, the claim (5.9) is proved. Applying Proposition 5.1 to the isometric isomorphism T : Yp → A2(Ep),
and using the representation of RYp
(
e(z,w) ◦ T
)
(k, ζ) given by (5.9), we get
B(z, w;Z,W ) =
〈
RYp(e(Z,W ) ◦ T ), RYp(e(z,w) ◦ T )
〉
Yp
=
∞∑
k=0
π
k + 1
∫
Bp
(
Yp(k;w, ζ)
(k + 1)zk
π
)(
Yp(k;W, ζ)
(k + 1)Z
k
π
)
(1 − p(ζ))k+1 dV (ζ)
=
∞∑
k=0
k + 1
π
(∫
Bp
Yp(k;w, ζ)Yp(k;W, ζ)(1− p(ζ))k+1 dV (ζ)
)
zkZ
k
=
∞∑
k=0
k + 1
π
Yp(k;w,W )z
kZ
k
,
where we used (5.6) to arrive at the last equality. 
5.3. A formula for the Bergman kernel of Up. For t > 0, let Sp(t) be the weighted Bergman space on
Cn with weight w 7→ e−4πp(w)t, i.e.,
Sp(t) = A2
(
C
n, e−4πpt
)
. (5.10)
For p(w) = |w|2, i.e., when Up is the Siegel upper half-plane, the space Sp(t) is a Segal-Bargmann space
(cf. [Hal13]). Applying Proposition 5.1 to Theorem 2 we recapture (by a new method) a result of Haslinger
([Has98]) which represents the Bergman kernel of Up in terms of reproducing kernels for Sp(t) as below.
Theorem 7. For t > 0, let the reproducing kernel for Sp(t) be denoted by Hp(t; ·, ·). Then for (z, w), (Z,W ) ∈
Up, the Bergman kernel K of Up is given by
K(z, w;Z,W ) = 4π
∫ ∞
0
tHp(t;w,W )e
i2π(z−Z)t dt (5.11)
To prove Theorem 7, we will need the following lemma.
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Lemma 5.2. Let t > 0 and let the reproducing kernel for Sp(t) be denoted by Hp(t; ·, ·). Let ρ̂t : Cn → Cn
be as in (4.4). Then for all w,W ∈ Cn, we have
Hp(t;w,W ) = t
1/µHp (1; ρ̂t(w), ρ̂t(W )) , (5.12)
where for the multi-index m = (m1, . . . ,mn) we let 1/µ =
∑n
j=1 1/mj.
Proof. We first show that the map Dt : Sp(1)→ Sp(t) given by
Dtf(ζ) = t
1/2µf (ρ̂t(ζ)) (5.13)
is an isometric isomorphism. By a standard change of variables argument applied to the linear change of
coordinates ζ 7→ ρ̂t(ζ) for Cn we see that
‖f‖Sp(1) = ‖Dtf‖Sp(t) . (5.14)
It follows from equation (5.14) that Dt is an isometry and hence injective. For F ∈ Sp(t) let the function
f : Cn → C be given by f(ζ) = t−1/2µF (ρ̂1/t(ζ)). Then
Dtf(ζ) = t
1/2µ · f(ρ̂t(ζ)) = t1/2µ · t−1/2µF
(
ρ̂1/t(ρ̂t(ζ))
)
= F (ζ).
which shows that Dt is surjective, and hence an isometric isomorphism.
Applying equation (5.1) which defines the Riesz map to the functional eζ ◦Dt : Sp(1)→ C we obtain for
all f ∈ Sp(1):〈
f,RSp(1)(eζ ◦Dt)
〉
Sp(1)
= Dtf(ζ) = f(ρ̂t(ζ))t
1/2µ =
〈
f, t1/2µRSp(1)(eρ̂t(ζ))
〉
Sp(1)
.
This shows that
RSp(1)(eζ ◦Dt) = t1/2µRSp(1)(eρ̂t(ζ)).
Applying Proposition 5.1 to the isometric isomorphism Dt in equation (5.13), we see that the reproducing
kernels Hp(1; ·, ·) and Hp(t; ·, ·) are related as
Hp(t;w,W ) =
〈
RSp(1)(eW ◦Dt), RSp(1)(ew ◦Dt)
〉
Sp(1)
=
〈
t1/2µRSp(1)(eρ̂t(W )), t
1/2µRSp(1)(eρ̂t(w))
〉
Sp(1)
= t1/µHp (1; ρ̂t(w), ρ̂t(W )) ,
where the last equality follows from (5.5). 
5.4. Proof of Theorem 7. Let TS : Hp → A2(Up) be the isometric isomorphism given by
TSf(z, w) =
∫ ∞
0
f(t, w)ei2πzt dt, for (z, w) ∈ Up
as in Theorem 7. We begin by showing that the image RHp
(
e(z,w) ◦ TS
)
of the functional e(z,w) ◦ TS ∈ H∗p
under the Riesz map RHp : H∗p → Hp is given by
RHp
(
e(z,w) ◦ TS
)
(t, ζ) = 4πtHp(t;w, ζ)e
−i2πzt.
For each (z, w) ∈ Up, consider the function χz,w : (0,∞)×Cn → C given by χz,w(t, ζ) = 4πtHp(t;w, ζ)ei2πzt.
Letting z = x+ iy, we obtain
‖χz,w‖2Hp =
∫ ∞
0
∫
Cn
|χz,w(t, ζ)|2 e
−4πp(ζ)t
4πt
dV (ζ) dt
= 4π
∫ ∞
0
te−4yt
∫
Cn
|Hp(1; ρ̂t(w), ρ̂t(ζ)|2 t2/µe−4πp(ρ̂t(ζ)) dV (ζ) dt (From lemma 5.2)
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= 4π
∫ ∞
0
t1+1/µe−4πyt
∫
Cn
|Hp(1; ρ̂t(w), ρ̂t(ζ)|2 e−4πp(ρ̂t(ζ)) dV (ρ̂t(ζ)) dt
= 4π ‖Hp(1; ρ̂t(w), ·)‖2Sp(1)
∫ ∞
0
t1+1/µe−4πyt dt <∞,
because Hp(1; ρ̂t(w), ·) ∈ Sp(1) and the integral
∫∞
0 t
1+1/µe−4πyt dt converges (as y > 0). This shows that
χz,w ∈ Hp and we have
〈f, χz,w〉Hp =
∫ ∞
0
∫
Cn
f(t, ζ)
(
4πtHp(t, w, ζ)e
2πizt
) e−4πp(ζ)t
4πt
dV (ζ) dt =
∫ ∞
0
f(t, w)ei2πzt dt, (5.15)
where equation (5.15) follows by the reproducing property of the kernel Hp(t;w, ζ). This shows that the
map RHp
(
e(z,w) ◦ TS
)
is given by
RHp
(
e(z,w) ◦ TS
)
(t, ζ) = χz,w(t, ζ) = 4πtHp(t;w, ζ)e
−2πizt. (5.16)
We now apply Proposition 5.1 to the isometric isomorphism TS above to obtain equation (5.11). Making
use of identity (5.16) and (5.5) in evaluating the inner product below gives
K(z, w;Z,W ) =
〈
RHp
(
e(Z,W ) ◦ TS
)
, RHp
(
e(z,w) ◦ TS
)〉
Hp
= 4π
∫ ∞
0
tHp(t;w,W )e
i2π(z−Z)t dt.
5.5. Another formula for the Bergman kernel of Up. For t ∈ R let Qp(t) be the weighted Bergman
space on Bp with weight w 7→ λ(p(w), t), where λ is as in equation (4.1) i.e.,
Qp(t) = A2 (Bp, λ(p, t)) . (5.17)
Then we may represent the Bergman kernel for A2(Up) in terms of reproducing kernel for Qp(t) as below.
Theorem 8. Let t ∈ R and let the reproducing kernel for Qp(t) be denoted by Xp(t; ·, ·). Then for
(z, w), (Z,W ) ∈ Up, the Bergman kernel K of Up is given by
K(z, w;Z,W ) =
∫
R
Xp(t;w,W )
z2πit · Z−2πit
(zZ)1+1/2µ
dt. (5.18)
Recall that throughout this paper, p is a nonnegative weighted homogeneous balanced polynomial with
respect to the tuple m = (m1, . . . ,mn) of positive integers. With this notation letM = l.c.m(2,m1, · · · ,mn).
Then we call a polynomial of the form
g(w) =
∑
wtmα=
k
M
Cαw
α, w ∈ Cn (5.19)
a weighted homogeneous polynomial of weighted degree k/M , where the sum is taken over multi-indices
α ∈ Nn whose weights with respect to the tuple m are k/M . The following lemma will be needed to prove
Theorem 8.
Lemma 5.3. A function f ∈ O(Bp) admits a series expansion in weighted homogeneous polynomials, that
is we may write
f(z) =
∞∑
k=0
fk(z), for all z ∈ Bp (5.20)
where for each k ≥ 0, fk is a weighted homogeneous polynomial of weighted degree k/M as in (5.19). The
series (5.20) converges uniformly on compact subsets of Bp.
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Proof. For ζ = (ζ1, . . . , ζn) ∈ Cn, let δζ : C→ Cn be the map
δζ(µ) =
(
µM/2m1ζ1, · · · , µM/2mnζn
)
, for µ ∈ C. (5.21)
Note that since M = l.c.m(2,m1, . . . ,mn), the powers of µ above are all positive integers, and a calculation
shows that
p(δζ(µ)) = |µ|M p(ζ). (5.22)
Fix a z ∈ Bp \ {0}, and let
ω = δz(1/ |z|) =
(
z1
|z|M/2m1
, · · · , zn
|z|M/2mn
)
.
We now show that the set of all µ ∈ C such that δω(µ) ∈ Bp is given by D(0, R(ω)) = {µ ∈ C | |µ| < R(ω)}.
By (5.22) we get
p(δω(µ)) = |µ|M p(ω) = |µ|M p(δz(1/ |z|)) =
(
µ
|z|
)M
p(z),
and if µ ∈ C is such that ζ = δω(µ) lies in Bp, then p(δω(µ)) < 1, which gives
|µ| < |z|
(p(z))1/M
=
1
(p(ω))1/M
:= R(ω). (5.23)
Since f is in O(Bp), it admits a power series expansion which converges normally in an open set containing
0, and rearranging the terms gives
f(ζ) =
∞∑
k=0
fk(ζ), (5.24)
where fk is a weighted homogeneous polynomial of weighted degree k/M . To show that the series in (5.24)
converges at the point z ∈ Bp we restrict f to the complex analytic disc {ζ ∈ Cn | ζ = δω(µ), µ ∈ D(0, R(ω))}
to obtain
ϕ(µ) := f(δω(µ)) =
∞∑
k=0
fk(δω(µ)) =
∞∑
k=0
fk(ω)(µ
M )k/M =
∞∑
k=0
fk(ω)µ
k, (5.25)
where we used the fact that fk is a weighted homogeneous polynomial of weighted degree k/M to obtain
the penultimate equality above. Since f ∈ O(Bp), ϕ is holomorphic in the disc D(0, R(ω)). Now, it follows
from equation (5.23) that |z| < R(ω), and consequently the series (5.25) converges for µ = |z|. Since
ϕ(|z|) = f(δω(|z|)) = f(z), it follows that the series (5.24) converges at the point z.
Now we wish to show that the series (5.24) converges uniformly on compact subsets of Bp. Suppose a
compact subsetK of Bp is given. Then, there are numbers 0 < s, q < 1 such thatK ⊂ {z ∈ Cn | p(z) < qMs}.
Letting ω = δz(1/ |z|) as before, we use (5.22) to get p(z) = p(δω(|z|)) = |z|M p(ω). Then for every z ∈ K,
we have p(z) = |z|M p(ω) < qMs, from which it follows that
|z| < q
(
s
p(ω)
)1/M
:= qr(ω). (5.26)
Then we have
|fk(z)| = |fk(δω(|z|))| = |fk(ω)|
(
|z|M
)k/M
≤ |fk(ω)| rk(ω)qk. (5.27)
It follows from equations (5.23) and (5.26) that r(ω) < R(ω). Thus, to estimate |fk(ω)|, we note that
it is the coefficient of µk in series (5.25) and apply Cauchy estimates to get |fk(ω)| ≤ Crk(ω) , where C =
maxz∈K{|f(z)|}. Then equation (5.27) reduces to |fk(z)| ≤ Cqk. This shows that the series (5.24) converges
uniformly on K, since 0 < q < 1 is independent of the choice of z. 
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5.6. Proof of Theorem 8. Let TV : Xp → A2(Up) be the isometric isomorphism of Theorem 4. For each
(z, w) in Up, we first show that the image of the functional e(z,w) ◦ TV ∈ X ∗p under the Riesz map RXp is
given by
RXp
(
e(z,w) ◦ TV
)
(t, ζ) = Xp(t;w, ζ)
z−2πit
z1+1/2µ
.
Represent the map e(z,w) ◦ TV : Xp → C in two different ways. One one hand,(
e(z,w) ◦ TV
)
f = TV f(z, w)
=
∫
R
f
(
t,
w1
z1/2m1
, · · · , wn
z1/2mn
) z2πit
z1+1/2µ
dt
=
∫
R
(∫
Bp
f
(
t,
ζ1
z1/2m1
, · · · , ζn
z1/2mn
)
Xp(t;w, ζ)λ(p(ζ), t) dV (ζ)
)
zi2πt
z1+1/2µ
dt, (5.28)
where the last equality follows from the reproducing property of the kernel Xp(t; ·, ·). On the other hand
RXp
(
e(z,w) ◦ TV
)
, the image of the functional e(z,w) ◦TV ∈ X ∗p under the Riesz map RXp : X ∗p → Xp is given
by (
e(z,w) ◦ TV
)
f =
〈
f,RXp
(
e(z,w) ◦ TV
)〉
Xp
=
∫
R
∫
Bp
f
(
t,
ζ1
z1/2m1
, . . . ,
ζn
z1/2mn
)
RXp
(
e(z,w) ◦ TV
)
(t, ζ)λ(p(ζ), t) dV (ζ) dt. (5.29)
Comparing (5.28) and (5.29) we claim that
RXp
(
e(z,w) ◦ TV
)
(t, ζ) = Xp(t;w, ζ)
z−2πit
z1+1/2µ
. (5.30)
Let φ : R× Bp → C be the difference of the two sides of the above equation, i.e.,
φ(t, ζ) = RXp
(
e(z,w) ◦ TV
)
(t, ζ)−Xp(t;w, ζ) z
−2πit
z1+1/2µ
.
It then follows from equations (5.28) and (5.29) that the iterated integral∫
R
∫
Bp
g
(
t,
ζ1
z1/2m1
, · · · , ζn
z1/2mn
)
φ(t, ζ)λ(p(ζ), t) dV (ζ) dt = 0, (5.31)
for all g ∈ Xp. We claim that this implies that φ ≡ 0 which proves (5.30).
The claim would be immediate if we knew that φ ∈ Xp but since we don’t, we proceed as follows. Let
g(t, ζ) = h(t)q(ζ), where h ∈ Cc(R) is a compactly supported continuous function and q is a holomorphic
polynomial on Cn. It is clear that g ∈ Xp and it follows from equation (5.31) that∫
R
h(t)
∫
Bp
q(ζ)φ(t, ζ)λ(p(ζ), t) dV (ζ) dt = 0. (5.32)
Since equation (5.32) holds for all continuous compactly supported h, we must have for almost every t ∈ R,∫
Bp
q(ζ)φ(t, ζ)λ(p(ζ), t) dV (ζ) = 0,
Since q is a polynomial and since polynomials are dense in Qp(t) for all t ∈ R, (by Lemma 5.3) it follows
that for almost all t ∈ R, φ(t, ζ) ≡ 0 on Bp and this proves the claim.
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Applying Proposition (5.1) to the isometric isomorphism TV above, we get
K(z, w;Z,W ) =
〈
RXp
(
e(Z,W ) ◦ TV
)
, RXp
(
e(z,w) ◦ TV
)〉
Xp
=
∫
R
Xp(t;w,W )
z2πitZ
−2πit
(zZ)1+1/2µ
dt,
where we used (5.30) and (5.5) to compute the inner product above.
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