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Abstract
In this paper, we use various anstazes motivated from our earlier works on transonic gas flows,
boundary layer problems and Navier-Stokes equations to find new explicit exact solutions with multiple
parameter functions for the equation of geopotential forecast and the equations of nonlinear magnetohy-
drodynamics.
1 Introduction
Partial differential equation
(Hxx +Hyy)t +Hx(Hxx +Hyy)y −Hy(Hxx +Hyy)x = kHx (1.1)
is used in earth sciences for geopotential forecast on a middle level (e.g., cf [Ki] and Page 222 in
[I]), where k is a real constant. Kibel’ [Ki] found the Gaurvitz solution of the above equation.
The well known Syono solution was given in [Sy]. Katkov [Ka1, Ka2] determined the Lie point
symmetries and obtained certain invariant solutions. The other known solutions are related to
the physical backgrounds such as configuration of type of narrow gullies and crests, flows of type
of isolate whirlwinds, stream flow, springs and drains, hyperbolic points, and cyclone formation
(e.g., cf. Pages 225, 226 in [I]).
In magnetohydrodynamics, it is very important to study the nonlinear MHD equations:
ψt + ϕxψy − ϕyψx = ϕz, (1.2)
(ϕxx + ϕyy)t + ϕx(ϕxx + ϕyy)y − ϕy(ϕxx + ϕyy)x
= (ψxx + ψyy)z + ψx(ψxx + ψyy)y − ψy(ψxx + ψyy)x, (1.3)
where ϕ and ψ are the potentials for the velocity and the transverse component of the magnetic
field, respectively (they can also be interpreted as the potential of an electric field and the z-
component of the vector potential of the magnetic field) (e.g., cf. [KP] and Page 390 in [I]).
We refer [P] for more information on magnetohydrodynamics. Samokhin [S] (1985) determined
the Lie point symmetries of the above equations, conservation laws and some solutions in terms
the solutions of the other partial differential equations. Bershadskii [B] found a connection
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between the energy conservation law and the uniqueness of classical solution of the nonlinear
MHD equations. The reason of solving the geopotential equation together with the nonlinear
MHD equations is that the left hand side of the equation (1.1) coincides with that of the equation
(1.3).
Based our earlier works on transonic gas flows [X1], boundary layer problems [X2] and Navier-
Stokes equations [X3], we give in this paper various ansatzes related to algebraic characteristics
of the above equations to find new explicit exact solutions with multiple parameter functions.
By specifying these parameter functions, one can obtain the solutions of certain initial-value
problems of the above equations.
The symmetry group of the geopotential equation (1.1) is generated by the following trans-
formations:
Ta,b(H) = H(t+ a, x, y + b), Tc(H) = c
3H(c−1t, cx, cy), a, b, c ∈ R, c 6= 0; (1.4)
Tα,β(H) = H(t, x+ α, y) + α
′y + β, (1.5)
where α and β are arbitrary functions of t. The symmetry transformations of the nonlinear
MHD equations (1.2) and (1.3) that we are concerned with are:
Ta,b(ϕ) = ϕ(t+ a, x, y, z + b), Ta,b(ψ) = ψ(t+ a, x, y, z + b), a, b ∈ R; (1.6)
T1c(ϕ) = c
−1ϕ(ct, x, y, cz), T1c(ψ) = c
−1ψ(ct, x, y, cz), (1.7)
T2c(ϕ) = c
−2ϕ(t, cx, xy, c), T2c(ψ) = c
−2ψ(t, cx, cy, z) (1.8)
for 0 6= c ∈ R;
Tσ,τ (ϕ) = ϕ(t, x+ σ, y, z) + σty + τt, Tσ,τ (ψ) = ψ(t, x+ σ, y, z) + σzy + τz, (1.9)
Tσ(ϕ) = ϕ(t, x, y + σ, z)− σtx, Tσ(ψ) = ψ(t, x, y + σ, z)− σzx, (1.10)
where σ and τ are any functions of t, z;
Tα(ϕ) = ϕ(t, x cos 2α+ y sin 2α,−x sin 2α+ y cos 2α, z) + α
′(x2 + y2), (1.11)
Tα(ψ) = ψ(t, x cos 2α+ y sin 2α,−x sin 2α+ y cos 2α, z) + α
′(x2 + y2), (1.12)
Tβ(ϕ) = ϕ(t, x cos 2β + y sin 2β,−x sin 2β + y cos 2β, z) + β
′(x2 + y2), (1.13)
Tβ(ψ) = ψ(t, x cos 2β + y sin 2β,−x sin 2β + y cos 2β, z)− β
′(x2 + y2), (1.16)
where α = α(t+ z) and β = β(t− z) are arbitrary one-variable functions. The above transfor-
mations change solutions to solutions. For convenience, we always assume that all the involved
partial derivatives of related functions always exist and we can change orders of taking partial
derivatives. We also use prime ′ to denote the derivative of any one-variable function.
In Section 2, we solve the equation (1.1) of geopotential forecast. We find explicit exact
solutions of the nonlinear MHD equations (1.2) and (1.3) in Section 3.
2 Solutions of Geopotential Forecast Equation
In this section, we find two families of exact solutions of the geopotential forecast equation (1.1).
Let α and β be functions of t. Set
̟ = αx+ βy. (2.1)
Assume
H = φ(t,̟) + µy2 + τx+ νy, (2.2)
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where φ is a two-variable function and τ, µ, ν are functions in t. Note
Hx = αφ̟ + τ, Hy = βφ̟ + 2µy + ν, Hxx +Hyy = 2µ + (α
2 + β2)φ̟̟, (2.3)
(Hxx +Hyy)t = 2µ
′ + (α2 + β2)′φ̟̟ + (α
2 + β2)[φt̟̟ + (α
′x+ β′y)φ̟̟̟], (2.4)
(Hxx +Hyy)x = (α
2 + β2)αφ̟̟̟, (Hxx +Hyy)y = (α
2 + β2)βφ̟̟̟. (2.5)
Thus (1.1) becomes
2µ′ + (α2 + β2)′φ̟̟ + (α
2 + β2)φt̟̟ − k(αφ̟ + τ)
+(α2 + β2)[α′x+ (β′ − 2αµ)y + βτ − αν]φ̟̟̟ = 0. (2.6)
In order to solve the above equation, we assume
2µ′ = kτ, τ = αϑ′
′
, ν = βϑ′
′
, (2.7)
for some function ϑ of t, and
α′x+ (β′ − 2αµ)y = 0. (2.8)
Note that (2.8) is equivalent to the following system of ordinary differential equations:
α′ = 0, β′ − 2αµ = 0. (2.9)
By the first equation in (2.9), we have α = c ∈ R. So τ = cϑ′′ according to the second
equation in (2.7). Moreover, the first equation in (2.7) yield
µ =
kcϑ′ + c0
2
, c0 ∈ R. (2.10)
Hence the second equation in (2.9) becomes
β′ − c(kcϑ′ + c0) = 0. (2.11)
Therefore,
β = c(kcϑ + c0t) + d, d ∈ R. (2.12)
According to the third equation in (2.7),
ν = [c(kcϑ + c0t) + d]ϑ
′′. (2.13)
Now (2.6) becomes
(α2 + β2)′φ̟̟ + (α
2 + β2)φt̟̟ − kce
γφ̟ = 0. (2.14)
Modulo the transformation in (1.5), it is enough to solve the following equation:
(α2 + β2)′φ̟ + (α
2 + β2)φt̟ − kce
γφ = 0. (2.15)
The above equation can written as
[(α2 + β2)φ̟]t − kcφ = 0. (2.16)
So we take the form
φ =
φˆ(t,̟)
α2 + β2
=
φˆ(t,̟)
c2 + [c(kcϑ + c0t) + d]2
. (2.17)
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Then (2.16) becomes
φˆ̟t =
kcφˆ
c2 + [c(kcϑ + c0t) + d]2
. (2.18)
Thus we have the solution:
φˆ =
m∑
i=1
di exp
(
kcai
a2i + b
2
i
∫
dt
c2 + [c(kcϑ + c0t) + d]2
+ ai̟
)
× sin
(
bi̟ + ci −
kcbi
a2i + b
2
i
∫
dt
c2 + d2e4kc2ϑ
)
, (2.19)
where ai, bi, ci, di are real constants such that (ai, bi) 6= (0, 0).
Theorem 2.1. Let ϑ be any function of t and let ai, bi, ci, di, c0, c, d for i = 1, ...,m be real
constants such that (c, d), (ai, bi) 6= (0, 0). We have the following solution of the geopotential
forecast equation (1.1):
H =
kcϑ′ + c0
2
y2 + ϑ′
′
[cx+ [c(kcϑ + c0t) + d]y] +
1
c2 + [c(kcϑ + c0t) + d]2
×
m∑
i=1
di exp
(
kcai
a2i + b
2
i
∫
dt
c2 + [c(kcϑ + c0t) + d]2
+ ai[cx+ [c(kcϑ + c0t) + d]y]
)
× sin
(
bi[cx+ [c(kcϑ + c0t) + d]y] + ci −
kcbi
a2i + b
2
i
∫
dt
c2 + [c(kcϑ + c0t) + d]2
)
. (2.20)
Next we set
̟ = x2 + y2. (2.21)
Assume
H = ξ(̟)− y (2.22)
where ξ is a one-variable function. Note
Hx = 2xξ
′, Hy = 2yξ
′ − 1, Hxx +Hyy = 4(ξ
′ +̟ξ′
′
), (2.23)
(Hxx +Hyy)x = 8x(2ξ
′ ′ +̟ξ′
′′
), (Hxx +Hyy)y = 8y(2ξ
′ ′ +̟ξ′
′′
). (2.24)
Then (1.1) is equivalent to:
4(2ξ′
′
+̟ξ′
′′
) = kξ′. (2.25)
Modulo the transformation (1.5), we only need to solve the equation:
ξ′ +̟ξ′
′
=
k
4
ξ. (2.26)
To solve the above ordinary differential equation, we assume
ξ =
∞∑
i=0
̟i(ai + bi ln̟), ai, bi ∈ R. (2.27)
Observe
ξ′ =
∞∑
i=0
̟i−1(iai + bi + ibi ln̟), (2.28)
ξ′
′
=
∞∑
i=0
̟i−2(i(i− 1)ai + (2i − 1)bi + i(i− 1)bi ln̟). (2.29)
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So (2.26) becomes
∞∑
i=0
̟i−1(i2ai + 2ibi + i
2bi ln̟) =
k
4
∞∑
i=0
̟i(ai + bi ln̟), (2.30)
equivalently,
(i+ 1)2ai+1 + 2(i + 1)bi+1 =
k
4
ai, (i+ 1)
2bi+1 =
k
4
bi. (2.31)
Hence
bi =
b0k
i
(i!)24i
, ai =
a0k
i
(i!)24i
− 2b0
i∑
r=0
kr
r(r!)24r
. (2.32)
Thus
ξ = a0
∞∑
i=0
ki̟i
(i!)24i
+ b0
∞∑
j=0
̟j
(
kj ln̟
(j!)24j
− 2
j∑
r=0
kr
r(r!)24r
)
. (2.33)
Theorem 2.2. Let b and c be any real constants. We have the following steady solution of
the geopotential forecast equation (1.1):
H = −y + b
∞∑
i=0
ki(x2 + y2)i
(i!)24i
+ c
∞∑
j=0
(x2 + y2)j
(
kj ln(x2 + y2)
(j!)24j
− 2
j∑
r=0
kr
r(r!)24r
)
. (2.34)
Remark 2.3. Applying the transformation (1.5), we obtain the following non-steady solu-
tion:
H = (α′ − 1)y + β + b
∞∑
i=0
ki((x+ α)2 + y2)i
(i!)24i
+c
∞∑
j=0
((x+ α)2 + y2)j
(
kj ln((x+ α)2 + y2)
(j!)24j
− 2
j∑
r=0
kr
r(r!)24r
)
, (2.35)
where α and β are arbitrary functions of t.
3 Solutions of Nonlinear MHD Equations
In this section, we will find multiple parameter function exact solutions of the nonlinear MHD
equations (1.2) and (1.3).
We first assume
ϕ = σtxy + fx+ gy + h, ψ = σzxy + λx+ µy + ρ, (3.1)
where f, g, h, σ, λ, µ and ρ are functions in t, z. Then (1.3) naturally holds. Moreover, (1.2)
becomes
(λt − fz)x+ (µt − gz)y + ρt − hz + (σty + f)(σzx+ µ)− (σtx+ g)(σzy + λ) = 0, (3.2)
equivalently,
λt − fz + σzf − σtλ = 0, (3.3)
µt − gz + σtµ− σzg = 0, (3.4)
ρt − hz + fµ− gλ = 0. (3.5)
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Solving (3.3) and (3.4), we get
f = ϑte
σ, g = τte
−σ, λ = ϑze
σ , µ = τze
−σ, (3.6)
where ϑ and τ are arbitrary functions in t, z. Moreover, (3.5) becomes
ρt − hz + ϑtτz − ϑzτt = 0. (3.7)
Thus
h = ϑtτ, ρ = ϑzτ (3.8)
modulo the transformation of type T0,ν in (1.9). So we have the following simple conclusion.
Proposition 3.1. Let σ, ϑ and τ be functions of t, z. We get the following solution of the
nonlinear MHD equations (1.2) and (1.3):
ϕ = σtxy + ϑte
σx+ τte
−σy + ϑtτ, (3.9)
ψ = σzxy + ϑze
σx+ τze
−σy + ϑzτ. (3.10)
The main objective in this section is to find more sophisticated exact solutions of the equa-
tions (1.2) and (1.3). Let ℑ and ε be functions in t, z. Set
̟ = ℑx+ εy. (3.11)
Suppose
ϕ = ζ(t, z,̟) + σtxy, ψ = η(t, z,̟) + σzxy, (3.12)
where ζ and η are functions in t, z,̟ to be determined, and σ is a function of t, z. Then (1.2)
becomes
ηt − ζz + [ℑtx+ εty − σt(ℑx− εy)]η̟ − [ℑzx+ εzy − σz(ℑx− εy)]ζ̟ = 0 (3.13)
and (1.3) becomes
(ℑ2 + ε2)tζ̟̟ − (ℑ
2 + ε2)zη̟̟ + (ℑ
2 + ε2){ζt̟̟ + [ℑtx+ εty − σt(ℑx− εy)]ζ̟̟̟
−ηz̟̟ − [ℑzx+ εzy − σz(ℑx− εy)]η̟̟̟} = 0. (3.14)
In order to solve the above system of partial differential equation, we assume
ℑsx+ εsy − σs(ℑx− εy) = 0, s = t, z, (3.15)
equivalently,
ℑs − σsℑ = 0, εs + σsε = 0, s = t, z. (3.16)
So
ℑ = beσ, ε = ce−σ, b, c ∈ R. (3.17)
Moreover, (3.13) becomes
ηt − ζz = 0. (3.18)
Hence
ζ = Ft(t, z,̟), η = Fz(t, z,̟) (3.19)
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for some three variable function F . Now (3.14) becomes:
(ℑ2 + ε2)tFt̟̟ − (ℑ
2 + ε2)zFz̟̟ + (ℑ
2 + ε2)(Ftt̟̟ − Fzz̟̟) = 0. (3.20)
Modulo the transformation in (1.9), we have
F = Fˆ + λ̟ (3.21)
for a function λ of t, z and a function Fˆ of t, z,̟ such that
(ℑ2 + ε2)tFˆt − (ℑ
2 + ε2)zFˆz + (ℑ
2 + ε2)(Fˆtt − Fˆzz) = 0. (3.22)
Rewrite (3.22) as
((ℑ2 + ε2)Fˆt)t − ((ℑ
2 + ε2)Fˆz)z = 0. (3.23)
In order to find exact solutions of the above equation, we take the following special cases of
ℑ2 + ε2. Without loss of generality, we assume b = 1 in (3.17).
Case 1. ℑ2 + ε2 = ea1t+a2z with a1, a2 ∈ R.
Our assumptions says
e2σ + c2e−2σ = ea1t+a2z, (3.24)
equivalently,
(e2σ)2 − ea1t+a2ze2σ + c = 0. (3.25)
So
e2σ =
ea1t+a2z +
√
e2(a1t+a2z) − 4c2
2
(3.26)
or
e2σ =
ea1t+a2z −
√
e2(a1t+a2z) − 4c2
2
. (3.27)
Hence
σ =
1
2
(
ln
(
ea1t+a2z +
√
e2(a1t+a2z) − 4c2
)
− ln 2
)
(3.28)
or
σ =
1
2
(
ln
(
ea1t+a2z −
√
e2(a1t+a2z) − 4c2
)
− ln 2
)
. (3.29)
Now (3.23) is equivalent to
Fˆtt + a1Fˆt = Fˆzz + a2Fˆz. (3.30)
For 0 6= a ∈ R, we denote
D(a, s) = a∂s + ∂
2
s (3.31)
and
ξ1,0(a, s) = 1, ξ1,i(a, s) =
i−1∑
r=0
(−1)rsi−r
(i− r)!ai+r
, (3.32)
ξ2,0(a, s) = e
−as, ξ2,i(a, s) = (−1)
ie−as
i−1∑
r=0
si−r
(i− r)!ai+r
, (3.33)
for 0 < i ∈ Z. Moreover, we let
D(0, s) = ∂2s , ξ1,i(0, s) =
s2i
(2s)!
, ξ2,i(0, s) =
s2i+1
(2i + 1)!
(3.34)
7
for 0 ≤ i ∈ Z. Then
D(a, s)(ξǫ,0(a, s)) = 0, D(a, s)(ξǫ,i(a, s)) = ξǫ,i−1(a, s), ǫ = 1, 2, (3.35)
for 0 < i ∈ Z. Given one-variable functions
{αǫ,iǫ(̟), βǫ,jǫ(̟) | ǫ = 1, 2; iǫ = 0, 1, ...,mǫ; jǫ = 0, 1, ..., nǫ}, (3.36)
we have the following solution of (3.30):
Fˆ =
∑
ǫ=1,2
[
mǫ∑
i=0
αǫ,i(̟)ξǫ,i(a1, t)ξ1,mǫ−i(a2, z) +
nǫ∑
j=0
βǫ,j(̟)ξǫ,j(a1, t)ξ2,nǫ−j(a2, z)]. (3.37)
Case 2. Case 1. ℑ2 + ε2 = ea1tza2 with a1, a2 ∈ R such that a2 6∈ {0,Z + 1/2}.
As (3.24)-(3.28), we have:
σ =
1
2
(
ln
(
ea1tza2 +
√
e2a1tz2a2 − 4c2
)
− ln 2
)
(3.38)
or
σ =
1
2
(
ln
(
ea1tza2 −
√
e2a1tz2a2 − 4c2
)
− ln 2
)
. (3.39)
In this case, (3.23) is equivalent to
Fˆtt + a1Fˆt = Fˆzz + a2z
−1Fˆz . (3.40)
For a ∈ R \ {0,Z + 1/2},
ζ1,0(a, s) = 1, ζ1,i(a, s) =
s2i
2ii!
∏i
r=1(a+ 2r − 1)
, (3.41)
ζ2,0(a, s) = z
1−a, ζ2,i(a, s) =
s2i+1−a
2ii!
∏i
r=1(2r + 1− a)
(3.42)
for 0 < i ∈ Z. Denote
Dˆ(a, s) = ∂2s +
a
s
∂s. (3.43)
Then
Dˆ(a, s)(ζǫ,0(a, s)) = 0, Dˆ(a, s)(ζǫ,i(a, s)) = ζǫ,i−1(a, s), ǫ = 1, 2, (3.44)
for 0 < i ∈ Z. Given the one-variable functions in (3.36), we have the following solution of
(3.40):
Fˆ =
∑
ǫ=1,2
[
mǫ∑
i=0
αǫ,i(̟)ξǫ,i(a1, t)ζ1,mǫ−i(a2, z) +
nǫ∑
j=0
βǫ,j(̟)ξǫ,j(a1, t)ζ2,nǫ−j(a2, z)]. (3.45)
Case 3. Case 1. ℑ2 + ε2 = ta1za2 with a1, a2 ∈ R \ {0,Z + 1/2}.
As (3.24)-(3.28), we have:
σ =
1
2
(
ln
(
ta1za2 +
√
t2a1z2a2 − 4c2
)
− ln 2
)
(3.46)
or
σ =
1
2
(
ln
(
ta1za2 −
√
t2a1z2a2 − 4c2
)
− ln 2
)
. (3.47)
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In this case, (3.23) is equivalent to
Fˆtt + a1t
−1Fˆt = Fˆzz + a2z
−1Fˆz. (3.48)
Given the one-variable functions in (3.36), we have the following solution of (3.48):
Fˆ =
∑
ǫ=1,2
[
mǫ∑
i=0
αǫ,i(̟)ζǫ,i(a1, t)ζ1,mǫ−i(a2, z) +
nǫ∑
j=0
βǫ,j(̟)ζǫ,j(a1, t)ζ2,nǫ−j(a2, z)]. (3.49)
In summary, we have the following theorem:
Theorem 3.2. Let λ be any function of t, z and let c be arbitrary real constant. Suppose
the one-variable functions in (3.36) are given. We have the following solution of the nonlinear
MHD equations (1.2) and (1.3):
ϕ = σtxy + λt(e
σx+ ce−σy) + Fˆt(t, z, e
σx+ ce−σ), (3.50)
ψ = σzxy + λz(e
σx+ ce−σy) + Fˆz(t, z, e
σx+ ce−σ), (3.51)
where (1) σ is given in (3.28) or (3.29) with a1, a2 ∈ R and Fˆ (t, z,̟) is given in (3.37) via
(3.32)-(3.34); (2) σ is given in (3.38) or (3.39) with a1, a2 ∈ R such that a2 6∈ {0,Z + 1/2}
and Fˆ (t, z,̟) is given in (3.44) via (3.32)-(3.34) and (3.41)-(3.42); (3) σ is given in (3.46) or
(3.47) with a1, a2 ∈ R\ ∈ {0,Z + 1/2} and Fˆ (t, z,̟) is given in (3.49) via (3.41) and (3.42).
Finally, we have the following obvious results.
Proposition 3.3. Let F (w,̟) and G(w,̟) be any two-variable functions. We have the
following solutions of the nonlinear MHD equations (1.2) and (1.3):
(1) ϕ = Fw(t+ z, x) +Gw(t− z, x), ψ = Fw(t+ z, x)−Gw(t− z, x); (3.52)
(2)
ϕ = Fw(t+ z, x
2 + y2) +Gw(t− z, x
2 + y2), (3.53)
ψ = Fw(t+ z, x
2 + y2)−Gw(t− z, x
2 + y2). (3.54)
We remark that we would get more sophisticated solutions if we apply the transformations
(1.6)-(1.16) to our above solutions. For instance, applying the transformations (1.11)-(1.16) to
the solution in (3.52), we obtain the following solution of the nonlinear MHD equations (1.2)
and (1.3):
ϕ = Fw(t+ z, (x+ σ) cos 2α+ (y + τ) sin 2α) + α
′((x+ σ)2 + (y + τ)2)
+σt(y + τ)− τtx+ λt +Gw(t− z, (x+ σ) cos 2α+ (y + τ) sin 2α), (3.55)
ψ = Fw(t+ z, (x+ σ) cos 2α + (y + τ) sin 2α) + ǫα
′((x+ σ)2 + (y + τ)2)
+σt(y + τ)− τtx+ λt −Gw(t− z, (x+ σ) cos 2α+ (y + τ) sin 2α) (3.56)
with ǫ = ±1, where α = α(t + ǫz) is an arbitrary one-variable function, and σ, τ, λ are any
functions in t, z.
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