We study skew cyclic codes with arbitrary length over F p + vF p where θ(v) = αv, α ∈ F p . We characterize all existing codes in case of O(θ)|n by using certain projections from
Introduction
We study construction and charcteristics of skew cyclic codes over F p + vF p . The motivation behind studying this specific ring is as follows. Since v 2 = 0, the constructed codes provide the possibility to seperate the data into two distinct blocks. The other advantage is that the first type ideals of this ring are partitioned into two explicit parts. The decoding and encoding of these codes is simpler than the skew cyclic codes over F p 2 . This ring is not an ED, so it has a disadvantage that we cannot use the straightforward algorithm applied for the cyclic codes. But a similar property holds in this ring suggests some efficient algorithm to encode or decode over this ring. We will prove them in the following sections. It also has a potential advantage that the constructed codes may be more resilient against channel burst errors. The results of this paper can be generalized to the ring (F p + vF p + · · · + v n−1 F p )[x; θ] where v n = 0.
The ring is not a UFD. The best advantage of this code is that the polynomial x n − 1 has more divisors in the ring (F p + vF p )[x; θ] than in the ring (F p + vF p ) [x] . Therefore, it should be possible to find codes with large minimum Hamming distances. (See for exampple [20] , [25] )
Our contributions are as follows. We study the structure of where v 2 = 0 and θ(v) = αv. This ring is hard to study, because the homorphism is not Frobinious which is more studied in the literature. We studied this module in both cases O(θ)|n or O(θ) ∤ n. The studies of primary decomposition for non-commutative ring is very rare in the pure math literature. The results of this study are in the explicit form of decomposition for all of codes with the same type. We also study the ring (F p + vF p )[x; θ] which is interesting from the algebraic point of view. Moreover, We defined a new kind of projections which can be used in the similar rings. These projections are very useful in the study of cyclic codes. Similar works on cyclic codes over rings appear in the literature including [4] - [42] . We close this section by introducing some terms and definitions that are applied in the following sections. Some of these definitions are borrowed from the literature, as mentioned above. Definition 1.1. Let R be a ring and P be an ideal of it. Then P is prime, if and only if AB ⊆ P implies A ⊆ P or B ⊆ P . Definition 1.2. Let R be a ring and P be an ideal of it. Then Q is primary, if and only if there exists m ∈ N such that AB ⊆ Q implies A ⊆ Q or B m ⊆ Q.
Let S be a commutative ring with identity and θ be an automorphism of S. The set S[x; θ] = { n i=0 a i x i |a i ∈ S, n ∈ N * } of polynomials forms a ring under usual addition of polynomials and where multiplication is defined by xa = θ(a)x.
The ring S[x; θ] is called the skew polynomial ring over S. One can see that S[x; θ] is non-commutative unless θ is the identity automorphism of S. Definition 1.3. Skew cyclic codes over an arbitrary ring S are the linear codes ∁ which satisfies the following properties. Suppose that θ is an endomorphism of S. If (c 0 , c 1 , c 2 , · · · , c n ) ∈ ∁ implies (θ(c n ), θ(c 0 ), · · · , θ(c n−1 )). These codes are in fact the submodules of S[x;θ] <x n −1> . From now on p ∈ Z is an odd prime, F p will denote the Galois field of order p, F * p = F p − {0} and S = F p + vF p , where v 2 = 0. That is, S = {a + bv|a, b ∈ F p , v 2 = 0}. Also R = S[x; θ], where θ ∈ Aut(S). Definition 1.4. We define R as F p + vF p where v 2 = 0. This is infact the ring
We shall determine Aut(S). Since θ(a) = a for θ ∈ Aut(S) and a ∈ F p , we have to find the image of v under such θ. Let θ(v) = r + vs, for r, s ∈ F p . Using the additive and the multiplicative properties of θ one can get that s = 0 and r ∈ F * p . Hence θ(a + bv) = a + bαv for α ∈ F * p . That is, Aut(S) = F * p .
Definition 1.5. Let T be a ring. We denote the subring Z(T ) as the center of T as follows.
Z(T ) = {r ∈ T |∀t ∈ T : tr = rt}.
2 Over the ring (F p + vF p )[x; θ]
The center and units of R
From now on, θ will denote an automorphism of S of order o(θ) = | θ | = e > 1. Since R is a non-commutative ring, it is worth to find its center.
Theorem 2.1. The center of R = S[x; θ] is F p [x e ] for any θ ∈ Aut(S) of order e.
Proof. Let Z(R) be the center of R. Since θ is a non-identity automorphism, θ(a + bv) = a + bαv for a, b ∈ F p and α = 0, 1. For a, b ∈ F p , (a + bv)x = x(a + bv) = (a + bαv)x. So a + bv does not commute with x. Similarly, x k , where e ∤ k is not in Z(R). We show below that, the element (a + bv)x n , where e|n and b = 0 is not in Z(R). We show that
So we have shown that all polynomials of the form f = g + (a + bv)x n , where g ∈ R, e|n and b = 0 are not in Z(R).
Note that F p is fixed by θ. Now, since o(θ) = e, x ei a = (θ e ) i ax ei = ax ei for any i and a ∈ F p . So x ie ∈ Z(R). Moreover, if f = n i=0 a i x ei and g 1 + vg 2 ∈ S, then
Corollary 2.2. x n − 1 ∈ Z(R) if and only if e|n.
Proof. Since 1 ∈ Z(R), x n − 1 ∈ Z(R) if and only if x n ∈ Z(R) if and only if e|n.
The left and the right division algorithm hold for some elements of R.
Theorem 2.3. Let f, g ∈ R such that the leading coefficent of g is a unit. Then there exist unique polynomials q and r in R such that f = qg + r, where r = 0 or deg(r) < deg(g).
Proof. The proof is straightforward.
Now we shall determine, U (R), the set of all unit elements of R. First we shall prove the following lemma, which is crucial in over studies later on
Notation. For a fixed element g ∈ R, the element g ′ ∈ F p [x] in lemma 2.4 is unique and hence we call it the partaker of g.
Proof. Let f, g ∈ A ′ and h ∈ R. So there exist polynomials l, k ∈ A such that f v = vk and
Note 1. From now on, we shall call A ′ in lemma 2.5, the partaker set of A.
First we shall find U (S).
Proof. Let a + bv ∈ S be a unit. So there exists c + dv ∈ S such that (a + bv)(c + dv) = 1. So ac = 1 and ad + bc = 0. One can show that these equations have unique solutions for c and d, if and only if a ∈ F * p .
. We show that a + vh(x), where a ∈ F * p has the inverse t = (a + bv)
Similarly, t is the left inverse of a + vh(x). Thus a + vh is a unit in R. Conversly, let f ∈ U (R). Then there exists g ∈ R such that f g = gf = 1.
The left maximal and prime ideals of R
In this section, we shall determine the sets M ax(R) and Spec(R), the set of all left maximal and prime ideals of R respectively. For the sake of semplicity, from now on, by an ideal of R we mean a left ideal of R. First, we shall show that v is irreducible in R.
Lemma 2.8. Rv is a maximal ideal in R.
Proof. Let v = f g, for some f, g ∈ R. Let f = f 1 + vf 2 and g = g 1 + vg 2 . Then f 1 g 1 = 0 and
This implies that f = f 1 + vf 2 is a unit by theorem 2.7. Therefore, Rv is a maximal ideal in R. Now, to determine the sets M ax(R) and Spec(R), we shall introduce the following sets, which in fact are ideals of
Definition 2.9. Let A R. Define
Since f 1 ∈ A [1] and f 2 ∈ A [2] , we conclude that A ⊂ A [1] + vA [2] . Lemma 2.10. Let A R. Then A [1] and A [2] are ideals of [1] . Now for f ∈ A [1] and g ∈ F p [x], we show that f g is an element of A [1] . There exists h ∈ F p [x] such that f 1 + vh ∈ A. So g(f + vh) ∈ A. So gh ∈ A [1] and hence A [1] 
Proof. i) By lemma 2.10,
We only show that if f ∈ R and vg ∈ vA [1] , then f vg ∈ vA [1] . Let f = f 1 + vf 2 and vg = vak
, f vak ∈ vA [1] , which shows that vA [1] R. ii) Let vk 1 ∈ vA [1] . Then there exists k 2 ∈ A [2] such that
by theorem 2.11. Thus A = R.
We showed that A ⊆ A [1] + vA [2] . This inclusion can be strict, as the following example shows.
. So xf 1 = 0 which means that f 1 = 0. Thus vf 2 x = v. So xf 2 = 1, which is not possible. So there is no such f = f 1 + vf 2 ∈ R such that v = f (v + x), which means that v is not in A. However, v ∈ A [1] + vA [2] . So A A [1] + v [2] . Definition 2.13. Let A R. A is called a first type ideal of R, if A = A [1] + vA [2] , and it is called a second type if A A [1] + vA [2] . Example 2.14. This example is a generalization of Example 2.12. We show that A = (f + v)R is a second type ideal for every 0 = f ∈ F p [x] which is not unique. Let A = A [1] + vA [2] . Since
which is a contradiction. Therefore, A is a second type ideal of
In the following example, we propose a second type ideal which is not principle.
Example 2.15. In this example, we give a non principle second type ideal A which x n − 1 ∈ A for some n ∈ N. Note that these ideals are so applicable in encoding and decoding which we discuss later.
Consider
. First, we show that A is not first ype ideal. Suppose in contrary, A is a first type ideal. Then v ∈ A which means that there are f, g, h, k
Hence, x − 1|1 and it is impossible. Now, we show that there is no generator for A.
So h = 0 and therefor the left side is equal to vk(x 3 − 1) for some k ∈ F p [x] which is not equal to v(x − 1). This contradiction complete the example.
At first, It may be disappointing that the second type ideals are not principle, but they also have a good property as follows. Its proof is inspired from [35] .
Theorem 2.16. Let A be a second type ideal of R. Suppose that f is the polynomial which has the minimum degree. Then only one of the following occures.
i) The leading coefficient of f is unit and A = Rf . ii) f = vf 2 and A = vF p [x]f 2 + Rg where g ∈ A is the polynomial with minimum degree such that its leading coefficient is unit.
Proof. Let f = m i=0 f i x i be the polynomial with minimal degree. If f m is not unit, then according to 2.3, for each h ∈ A, there exists unique factors like q, r ∈ R such that h = qf + r and deg(r) < deg(f ). Since h − qf ∈ A, r ∈ A which means that r = 0 by the minimality of degree of f . So h = qf and (i) follows.
Assume that f m is not unit and
If there does not exist g ∈ A such that g is the polynomial with minimum degree such that its leading coefficient is unit, then each polynomial in A is of the form vh. So A = vA [2] which is a first type ideal and contradicts with our assumption. Otherwise, let g be the polynomial with minimum degree such that its leading coefficient is unit. Let Γ = {y ∈ A| deg(f ) ≤ deg(y) < deg(g), y / ∈ Rf }. We claim that Γ = ∅. Otherwise, assume Γ = ∅ and w = w 1 + vw 2 ∈ Γ which has the minimum degree. We claim that w 1 = 0. Otherwise, w = vw 2 and since f 2 h = w 2 (w 2 ∈ A [2] ) for some h ∈ F p [x], w = hf which is impossible by the definition of w. So w 1 = 0. Hence, 0 = vw ∈ A. Since the leading coefficient of w is not unit, deg(vw
So w 1 is a polynomial with degree less than deg(g) which is in A and its leading coefficient is unit. This case also is impossible which results in Γ = ∅. Let h ∈ A, then there exists q, r such that h = qg + r and deg(r) < deg(g). Since h − qg ∈ A, so r = f or r = 0. So each h ∈ A can be written as the form qg + f or qg for some q ∈ R. So A = Rf + Rg.
According to the above theorem, it is easy to see that sum of a first type ideal and a second type ideal will be a second type ideal. Now we are in a position to give a chacterization of maximal ideals of R.
, which is a contradiction.
iii) Let A = A [1] + vA [2] . Then A A [1] + vF p [x] R, which is a contradiction. ⇐) Since A is a proper ideal, there exists a maximal ideal B containing A. By hypothesis
. So by Theorem 2.17, we have
Now, we shall find the set of all left prime ideals of R. Note that for any A ⊳ R, the equation
Proof. Let P be a prime ideal of R. We shall show that P [1] ⊆ P . We know that vP [1] is an ideal of R such that vP [1] ⊆ P by lemma 2.11. Also we know that < v >< P [1] >⊆< vP [1] >⊆ P . So < v >⊆ P or < P [1] >⊆ P which means that v ∈ P or P [1] ⊆ P . Assume that v ∈ P . Then let f ∈ P [1] . So f + vg ∈ P for some g ∈ F p [x]. Since v ∈ P , f ∈ P which means that P [1] ⊆ P .
We show that P [1] is prime in
. Thus vB(C + vC) ⊆ P . So vB ⊆ P or C + vC ⊆ P . Hence vB ⊆ P or C ⊆ P [1] . If vB ⊆ P , then (C + vC)(B + vB) = (BC + vBC) + CvB ⊆ P + vP + CP ⊆ P . So B + vB ⊆ P or C + vC ⊆ P , which implies that B ⊆ P [1] or C ⊆ P [1] . So in any case B ⊆ P [1] or C ⊆ P [1] , which means that P [1] is prime in
is a PID, so P [1] is maximal or the zero ideal. By lemma 2.11(iii), P [1] ⊆ P [2] . So we can have three cases.
iii) P [1] = 0, that is, P = vP [2] . Suppose that
Hence < v >⊆ P or < π + v >⊆ P . If v ∈ P , then by Theorem 2.17, P is maximal, since π ∈ P [1] ⊆ P and hence [2] . But if π + v ∈ P , then vπ = v(π + v) ∈ P and so < vπ >⊆ P . Since < v >< π >⊆< vπ >⊆ P , < v >⊆ P or < π >⊆ P , in each case P is maximal.
Finally, let P [1] = 0. Then P = vP [2] . Thus
. We show that ρ is a unit. P can not be zero, as
Since ρ ∈ P [1] = 0, which in impossible as ρ = 0. Hence v ∈ P . So 1 ∈ P [2] (since 0 + v.1 ∈ P ) and hence
. That is, ρ is a unit. Therefore, P = vF p [x] is required in this case.
Proof. By Theorem 2.17,
for some maximal (and hence prime) ideal P of
Proof. Suppose that AB ⊆ P for A, B R.
Thus A = vA [2] or B = vB [2] . Therefore, A ⊆ P or B ⊆ P .
Now by the above results we can give a characterisation of all left prime ideals of R.
The primary ideals of R
In this section, we shall give some characterisations of left primary ideals of R. Recall that a left (respectively, right) proper ideal Q is called primary if for each left(respectively, right) ideals A and B such that AB ⊆ Q, then A ⊆ Q or there exists n ∈ N such that B n ⊆ Q.
(respectively, B ⊆ Q or A n ⊆ Q for some n ∈ N), see, for example, [1] . First, we shall show that the irreducible polynomials of
and hence g or h is a unit by Theorem 2.7. ⇐) Obvious.
Note 2. Recall that if R is a U F D and π is an irreducible element of R, then < π > is a prime ideal and < π n > ,n ≥ 1, is a primary ideal, with radical < π >. Conversely, every primary ideal Q whose radical is < π > is of the form < π n > , n ≥ 1. (see, for example, [3] , P.155.)
Lemma 2.22. Let S be a PID. Then Q ⊳ S is primary if and only if for each ideals B, C S,
a contradiction with hypothosis. So k = 1 and hence Q is primary, since Q is a power of a maximal ideal in S.
Theorem 2.23. Let Q be a left primary ideal of R. Then only one of the following cases occures. i) There exists a prime ideal P F p [x] with partaker P ′ , where P ′ ⊆ P and positive integers a, b such that a ≥ b, Q [1] = P a and Q [2] = P b .
ii) There exists a prime ideal P F p [x] and integer a > 0 such that Q [1] = P a and
Proof. First, we show that Q [1] is a primary ideal of F p [x] . Note that Q [1] is a proper ideal of Q since otherwise, Q = R by lemma 2.11(iv).
. One can see that vB(C + vC) ⊆ Q. So vB ⊆ Q or (C + vC) n ⊆ Q for some n ∈ N, since Q is primary and vB, C + vC R. If (C + vC) n ⊆ Q for some n ∈ N, then C n ∈ Q [1] . If vB ⊆ Q, then < v >< B >⊆ vB ⊆ Q. So v ∈ Q or < B > m ⊆ Q for some m ∈ N, which implies that B m ⊆ Q [1] . So we have proved that v ∈ Q or B n ⊆ Q [1] or C m ⊆ Q [1] . Now, we show that v ∈ Q leads to B ⊆ Q [1] or C ⊆ Q [1] . Let v ∈ Q. Suppose that k ∈ BC ⊆ Q [1] . So there exist k ′ ∈ Q [2] 
Therefore, we have shown that if BC ⊆ Q [1] for B, C F p [x], then B ⊆ Q [1] or C ⊆ Q [1] . Since First, suppose that
, where P ′ is the partaker of P , then Q is not primary. So let P + P ′ = F p [x], and P = π , where π is an irreducible polynomial in
where π ′ is the partaker of π. So (π ′ ) a(r−1) ∈ P b , since vπ a(r−i) (π ′ ) ai ∈ P b = Q [1] . But P and P ′ are coprime, and hence (π ′ , π) = 1. So π ′a(r−1) ∈ P b would be impossible. Hence P ′ ⊆ P (otherwise, [2] . So
= 0. Therefore, Q = 0 and (iv) is satisfied.
Lemma 2.24. For A, B R, we have
In particular, the intersection of two first type ideals is again a first type ideal. [2] ), as required. Now, we prove the converse of Theorem 2.23.
Theorem 2.25. Any proper first type ideal Q of R which satisfies each one of the following cases, is primary.
and some positive integer a. ii) Q = P a + vP b for some non-zero prime ideal P which contains its partiner P ′ and for some positive integer a, b such that a > b.
iii
, where P is a prime ideal of
Thus Q is primary in this case.
ii) Let Q = P a + vP b for some prime P which contains its partaker P ′ and for some a, b ∈ N with a > b. Let AB ⊆ Q = P a + vP b , for some A, B R. So (AB) [1] 
Hence i≤a y i ∈ Q. That is, B a ⊆ Q.
Hence there exists s ∈ N ∪ {0} such that s < b, π s h ∈ A [2] with gcd(π, h) = 1. So there exists r ∈ F p [x] such that rπ a + vπ s h ∈ A.
So vπ s hb 1 ∈ vP b , which does hold provided that b 1 ∈ P . But, this implies that B [1] ⊆ P , which we get that B n ⊆ Q for some n ∈ N, as required.
, then by lemma 2.19, Q is prime, and hence primary. [2] or B = vB [2] . Let A = vA [2] . Then vA [2] B [1] = AB ⊆ 0. So A [2] = 0 or B [1] = 0. If A [2] = 0, then A = 0. Else, B = vB [2] . So B 2 = vB [2] vB [2] = 0. Lemma 2.26. Let A R and A is second type. Then, there exists a first type ideal B R such that B ⊆ A. In particular, if
Proof. Let f +vh ∈ A for some s ∈ F p [x]. So vf ∈ A. Also,f (f +vh) ∈ A. Hence,f f +vf h ∈ A and this results in ff ∈ A. So ff + v f ⊆ A.
Lemma 2.27. Let P be a prime ideal of R. Then, (π,π) = 1.
We have r equations and r undetermined, and equations are independent. This results in h = 0. Soπ = 0 which means that πv = vπ = 0. So π = 0, which is impossible. Theorem 2.28. There is not a second type primary ideal in R.
Proof. Let BC ⊆ Q [1] . One can prove that B m ⊆ Q or C m ′ ⊆ Q or v ∈ Q for some m, m ′ ∈ N in similar to thm 4.4.
If v ∈ Q and Q [1] = f , f ∈ Q by the fact that f + vq ∈ Q for some g ∈ Q [2] . Hence, Q must be of the first type ideal. So Q [1] is in the form of P = π l for some irreduciblepolynomial in F p [x]. Let Q [2] = π l−s = P l−s . Suppose that π be the partaker ofπ. Also one can see that
Since (π, π ′ ) = 1, there exists z 1 , z 2 ∈ F p [x] such that (π ′ ) m−1 z 1 + πz 2 = 1. We know that vπ r ∈ Q, soẑ 2 vπ r ∈ Q. Thus,
This is a contradiction by definition of r.
According to the above results, we could characterize first type primary ideals. We will study more about the role of the first and the second type primary ideals in primary decomposition as follows. First we prove the following lemma.
Theorem 2.29. If A R is a second type ideal and has a primary decomposition, then at least one of its components in primary decomposition of A must be of second type.
Proof. Let there exists m primary ideals in decomposition of A. We prove the case m = 2. The general case is followed by induction. Let A = Q ∩ T for some primary ideals Q and T of R. If both of Q and T are of the first type, then by lemma 2.24
Which is a first type ideal. So A is a first type ideal which is a contradiction by assumption.
3 Over the ring
<x n −1>
Correspondence of the ideals of
and skew cyclic codes of length n over R In commutative case, the cyclic codes over R are ideals of R n =
R[x]
<x n −1> . In non-commutative case, we prove that the skew cyclic codes over S = F p + vF p where v 2 = 0 are in fact the ideals
. First, we try to find skew cyclic codes over R. The following theorem can introduce skew cyclic codes over S. Proof. Let u ∈ ∁ is a codeword, then
Since ∁ is skew cyclic code, then x i u is a codeword, too. Also ∁ is linear code, so f (
So both linerity and property of skew cyclic codes are satisfied. Hence A is skew cyclic code.
Our goal in this section is to show the equivalence of ideals of R n (or the skew cyclic codes over F p + vF p ) and the ideals of T n . In the first step, we prove that θ ′ is well-defined. We know
Furthemore, θ ′ is a ring homomorphism. Suppose that f , g ∈
Hence, the ring T n is well-defined by the definition of θ ′ . Now, it is turn to prove the isomorphism between T n , R n .
Proof. Let ψ : R n −→ T n be as follows
First, we prove that ψ is well-defined.
<x n −1> , such that
). This proves that ψ is well-defined. Second, we prove that ψ is a ring homomorphism. Let u(x) = (f + vl) + R(x n − 1) ∈ R n and v(x) = (g + vk) + R(x n − 1) ∈ R n . One can see
Third, we prove that psi is an injective map. Let
It is easy to see that
Corollary 3.3. Every skew cyclic code over F p + vF p , v 2 = 0 and θ(v) = αv is as the form of an ideal of T n where O(θ)|n.
So we can study the ideals of T n to get information about the skew cyclic codes over F p +vF p .
Prime ideals of T n
Let A R, x n − 1 ∈ A. So
If A R is a first type ideal, and x n − 1 ∈ A, then ψ( [2] as subrings of T n ).
Proof. Let A [1] =< f > and A [2] 
It is enough to show that
So h(x) + u(x)(x n − 1) ∈ A [1] and l(x) + w(x)(x n − 1) ∈ A [2] . This means that f (x)|h(x) + u(x)(x n − 1) and g(x)|l(x) + w(x)(x n − 1). Considering the fact that f |x n − 1, g|x n − 1, f |h, g|l.
We call A is a first type ideal of T n , if A is a first type ideal of R. Hence, A is first type, if and only if A = A [1] + A [2] v+ < v 2 >. We show it by A = A [1] + A [2] v for simplicity reasons. Also, we make two category of skew cyclic codes of length n over S. Definition 3.6. Let ∁ be an skew cyclic code. Then ∁ is a first(second) skew cyclic code, iff its correspondence ideal in T n is a first(second) type ideal.
Theorem 3.7. Let A R, x n − 1 ∈ A. Then A [1] , A [2] are ideals of
<x n −1> such that
Thus A [1] is an ideal of
<x n −1> . In similar way, one can see that A [2] is an ideal of
<x n −1> .
. Hence,
Theorem 3.10. If P R is a prime ideal and x n − 1 ∈ P , then P is a prime in T n .
Proof. Let A B ⊆ P and A, B are two arbitrary ideal of T n . Hence,
Theorem 3.11. Let P is a prime ideal of T n , then P is a prime ideal of R.
Proof. Let AB ⊆ P, A, B R. Suppose that A * =< A, x n − 1 > and B * =< B, x n − 1 >. Since x n − 1 ∈ P , A * B * ⊆ P . So
<x n −1> ⊆ P <x n −1> . Hence, A * ⊆ P or B * ⊆ P . This means that A ⊆ P or B ⊆ P . So P is a prime ideal of R.
Corollary 3.12. Let P R, x n − 1 ∈ P . Then P is a prime ideal of R, iff P is a prime ideal of T n . Corollary 3.13. Let P T n be a prime ideal. Then P = ψ
where f ∈ F p [x] is an irreducible polynomial such that f |x n − 1.
The primary ideals of T n
First, we start with some lemma to find an equivalence theorem between primary ideals of T n and some of primary ideals in R.
Proof. Since ψ is an isomorphism, ψ −1 (B)ψ −1 (C) ⊆ ψ −1 (BC) for each ideals of T n like B, C.
Also, one can prove that easily that
Theorem 3.15. Let Q R, x n − 1 ∈ Q. If Q is a primary ideal of T n , then Q is a primary ideal of R.
Proof. Let AB ⊆ Q. Suppose that A * =< A, x n − 1 >, B * =< B, x n − 1 >. So A * B * ⊆ Q and this results in
for some m ∈ N by lemma 3.14. So A * ⊆ Q or (B * ) m ⊆ Q for some m ∈ N. So Q is primary.
Theorem 3.16. Let Q R, x n − 1 ∈ Q be a primary ideal of R. Then Q is a primary ideal of T n .
Thus Q is a primary ideal.
Corollary 3.17. Let Q R, x n − 1 ∈ Q. Then Q is a primary ideal of Q, iff Q is a primary ideal of T n . In particular, every primary ideal Q in T n is the first type ideal and exactly in one of the following forms.
i) ψ
where f ∈ F p [x] is an irreducible polynomial such that f a |x n − 1 and a ≥ 0.
ii) ψ
where f ∈ F p [x] is an irreducible polynomial such that f b |x n − 1 and a > b ≥ 0.
iii) 0.
Theorem 3.18. Let A R, x n − 1 ∈ A. If A has a primary decomposition such that all of its primary coefficients in decomposition are first type, then A is a first type ideal.
Proof. Let A be a second type ideal. Also A = Q 1 ∩ Q 2 ∩ · · · ∩ Q t for some primary ideals
Thus A should be a first type ideal by lemma 2.29. So A is a first type ideal by lemma 3.4.
So if A is a second type ideal and has a primary decomposition, then there exists at least one second type primary coefficient in its decomposition. But finding a second type ideal is not easy and from the computation view, it seems demanding. Corollary 3.19. All of skew cyclic codes like ∁ of length n over F p + F p are in exactly one of the following forms (One can transform these forms to the ideals of R n ).
where f i ∈ F p [x] are irreducible polynomials such that f a i i |x n − 1 and a i ≥ 0.
where f i ∈ F p [x] are irreducible polynomials such that f
<x n −1> ) (If the leading coefficient of the minimum degree polynomial vf 2 is non unit and g is the polynomial in ∁ with the unit leading coefficient such that has the least degree). v) For each f such that f |x n − 1 for some g ∈ R, ∁ = ψ(R n (f + R(x n − 1))) (If the leading coefficient of the minimum degree polynomial f is unit).
Proof. Note that if g ∈ R and x n − 1 = gh for some h, then g ∈ F p [x] and g|x n − 1. The rest is the result of 3.17, 3.18 and 2.16.
Assume a first type ideal A. So A = A [1] + vA [2] . Since Fp[x] <x n −1> is a notherian commutative ring, the unique primary decomposition exists for A [1] , A [2] . So
where Z i , Y i are primary ideals of
<x n −1> . So there is a characterization for first type ideals of T n which means a characterization for skew cyclic codes of length n over S. Let ∁ = ∁ 1 + v∁ 2 be a first skew cyclic code. We proved that each ∁ 1 , ∁ 2 are in fact two cyclic codes over F p (see 3.7). So there exists two matrices G 1 , G 2 which correspond to ∁. Hence, there exists two parity check matrices like H 1 , H 2 for ∁.
4 General properties of skew cyclic codes of length n over S In this section, we prove some properties of skew cyclic codes of length n like ∁ over S. Note that O(θ)|n is not necessarily holds in this section. First, we prove that (
is a free F p -module with following basis A.
By multipling the above equation to v, it is easily concluded that n−1 i=0 a i x i = 0. So it results in n−1 i=0 b i vx i = 0. Now we know that both sets {x i } and {vx i } are independent which means that a i = b i = 0. So {1, x, · · · , x n−1 , v, vx, · · · , vx n−1 } is an independent set. Also we know that each first type skew cyclic code is in the form ∁ = ∁ 1 + v∁ 2 =< f g > +v < f > by 3.9. So both part ∁ 1 , ∁ 2 are F p -submodule of F p [x] . In the next theorem, we will introduce their basis. <x n −1>
with the following basis B.
Proof. First we show that ∁ is F p -submodule. Let a ∈ F p and h, k ∈ ∁. Linearity of ∁ follows that h + ak ∈ ∁ which means ∁ is F p -submodule. Now let h ∈ ∁. So h = h 1 +vh 2 where h 1 ∈ ∁ 1 and h 2 ∈ ∁ 2 . Thus f g|h 1 and f |h 2 . So h 1 = kf g and vh 2 = vlf for some l, k.
It is easy to see that {x i } ∪ {vx j } is independent set.
Let ∁ be a first type code. A lot of properties of cyclic codes still remains with proper changes. One of them is minimum distace as follows.
skew cyclic codes over S in the case O(θ) ∤ n
If O(θ) ∤ n, then < x n − 1 > is not a two sided ideal. So the set R n is not a ring. But it is a F p -module according to later discussion. Also we proposed the folloing theorem for skew cyclic codes. Its proof is the same as theorem 3.5 in [30] . Proof. Let O(θ) = e. We know that gcd(n, e) = d which means that ae − ln = d for some integer a and l > 0. Let c(x) = n−1 i=0 c i x i be a codeword in ∁. Then we know that x ae c(x) ∈ ∁. But
So ∁ is equivalent to a quasi cyclic code with index d.
We know that each skew cyclic code over ∁ can be considered as ∁ = ∁ 1 v∁ 2 which both of them are ideals in F p [x]. So we can count them and get the following theorem.
Theorem 4.5. Let O(θ) ∤ n, then the number of distinct skew cyclic codes over F p + vF p with length n is equal to the following. 
Some example
In this section, we provide some examples of skew cyclic codes as follows.
Example 5.1. We want to find all first type skew cyclic codes with length 4 over F 3 + vF 3 with θ(v) = αv. For this, one can see that the composition of x 4 − 1 in F 3 is as follows. Also all of first type codes ∁ i are in the following form.
Where f g|x 4 − 1. Thanks to some basic concepts of counting, one can see that we can have 24 different first type skew cyclic codes. For example, Let f = x + 2 and g = x 2 + 1, then we can have code ∁ as follows.
∁ =< (x + 2)(x 2 + 1) > +v < x + 2 > (5.
3)
The generator matrices of this code like G 1 , G 2 are This code has minimim hamming distance 4. Because there is not a zero column. Also None of two or three column ar not dependent. All of first type skew cyclic codes of length 4 over F 3 + vF 3 are designed in Appendix.
Example 5.2. Now we will find one of second type codes over F 3 + vF 3 . One can see that < h >=< x − 1 > is a cyclic codes over F 3 + vF 3 , Because Since v(x − 1) = (αx − 1)v and αx − 1 is not unit, then < x − 1 > is a second type ideal by 2.14. So < h > is a second type skew cyclic code.
Example 5.3. We find all of first type skew cyclic codes with length 6 over F 5 + vF 5 . First, it is easy to see that where all of the right side polynomials are irreducible. Also we know that ∁ i =< f g > +v < f >. So there are 65 first type skew cyclic codes over F 5 + vF 5 . For example ∁ =< (x + 1)(x + 4)(x 2 + 4x + 1) > +v < (x + 1)(x 2 + 4x + 1) > is one of these codes.
Conclusion
We studied construction and charcteristics of cyclic codes over F p + vF p . We proved several theorems and studied distance properties of these codes. We also provided some examples of such codes. This work can be extended to the ring (F p + vF p + · · · + v n−1 F p )[x; θ] where v n = 0. [Siap] .
In this part, we will introduce all of the first type skew cyclic codes with length 4 over F 3 + vF 3 as the following proposition. Before the following proposition, it should be noted that by theorem 10, all of these codes are in the form < f g > +v < f > for some f, g ∈ F p [x]. Proposition 7.3. All of first type skew cyclic codes with length 4 over F 3 + vF 3 are as follows.
∁ 1 =< 1 > +v < 1 > (7.5) ∁ 2 =< x + 2 > +v < 1 > (7.6) ∁ 3 =< x + 1 > +v < 1 > (7.7)
∁ 4 =< x 2 + 1 > +v < 1 > (7.8) ∁ 5 =< x + 2 > +v < x + 2 > (7.9) ∁ 6 =< x + 1 > +v < x + 1 > (7.10)
∁ 8 =< (x + 1)(x 2 + 1) > +v < 1 > (7.12) ∁ 9 =< (x + 1)(x + 2) > +v < 1 > (7.13) ∁ 10 =< (x + 2)(x 2 + 1) > +v < 1 > (7.14)
∁ 11 =< (x + 1)(x 2 + 1) > +v < x + 1 > (7.15) ∁ 12 =< (x + 2)(x + 1) > +v < x + 1 > (7.16) ∁ 13 =< (x + 2)(x 2 + 1) > +v < x + 2 > (7.17) ∁ 14 =< (x + 1)(x + 2) > +v < x + 2 > (7 
