We investigate the problem of guessing a random vector X within distortion level D.
Introduction
Consider the following game: Bob draws a sample x from a random variable X. Then, Alice, who does not see x but wishes to learn it at least approximately, presents to Bob a ( xed) sequence of guessesx(1);x(2); : : :. Bob checks the guesses successively until a guesŝ x(i) is found such that d(x;x(i)) D for some distortion measure d and distortion level D. Bob informs Alice ofx(i) and in return Alice pays Bob an amount G(x) = i equal to the number of guesses examined by Bob. What is the best Alice can do in designing a clever guessing list fx(1);x(2); :::g so as to minimize the typical number of guesses G(X) in some probabilistic sense? For the discrete distortionless case (D = 0), it is easy to see 2] that if the probability distribution P of X is known to Alice, the best she can do is simply to order her guesses according to decreasing probabilities. The extension to D > 0, however, seems to be more involved.
This game may serve as a model for certain betting games in which a player places a number of bets concerning the outcome of a chance event X, such as a horse race, and receives a payo for each bet that is close enough to the actual outcome. The expected number of guesses EG(X) may serve as a measure of the number of bets to be placed for a fair chance of winning a payo . This model may also be useful for studying patternmatching and database search algorithms. Another motivation in studying this problem is its natural relevance to rate-distortion coding. Suppose that the random variable X to be guessed is a random N-vector X, drawn by an information source, and to be encoded by a rate-distortion codebook. The number of guesses G(X) is then interpreted as the number of candidate codebook vectors to be examined (and hence also the number of metric computations) before a satisfactory code word is found. It should be emphasized, however, that G(X) indeed measures the search complexity only for a simple search algorithm that scans the codebook in a xed order. In reality, the di erence between the guessing problem and the search problem of lossy coding, is that in the latter, after each`guess', we know the exact distortion, and not only whether or not it is below the desired threshold D. Therefore, in this context, the motivation of the guessing problem as a rate-distortion search problem should be considered relevant only w.r.t. this class of simple search schemes. Nevertheless, it serves as a rst step towards possible further extensions that include classes of more sophisticated search algorithms (see also Section 7 below).
In an earlier related work, driven by a similar motivation among others, Merhav 14] has characterized the maximum achievable expectation of the number of code words that are within distance D from a randomly chosen source vector X. The larger this number is, the easier it is, typically, to nd quickly a suitable code word. In a more closely related work, Arikan 2] studied the guessing problem for discrete memoryless sources (DMS's) in the lossless case (D = 0). In particular, Arikan developed a single-letter characterization of the smallest attainable exponential growth rate of the th moment of the number of guesses EG(X) ( being an arbitrary nonnegative real) as the vector dimension N tends to in nity.
This work is primarily aimed at extending Arikan's study 2] to the lossy case D > 0, which is more di cult as mentioned above. In particular, our rst result in Section 3 is that for a nite alphabet memoryless source P, the best attainable behavior of EG(X) is of the exponential order of e NE(D; ) , where E(D; ) is referred to as the th order guessing exponent at distortion level D (or simply, the guessing exponent), and given by E(D; ) = max Q R(D; Q) ? D(QjjP)]; (1) where R(D; Q) is the rate-distortion function of a memoryless source Q on X and D (QjjP) is the relative entropy between Q and P. Thus for the special case D = 0, R(D; Q) becomes the entropy H(Q) and the maximization above gives times R enyi's entropy 16] of order 1=(1 + ) (see 2] for more detail). In view of this, E(D; )= , for D > 0, can be thought of as R enyi's analog to the rate-distortion function (see also 5] ). We also demonstrate the existence of an asymptotically optimum guessing scheme that is universal both w.r.t. the underlying memoryless source P, and the moment order . It is interesting to note that if = 1, for example, then the guessing exponent E(D; 1) is in general larger than R(D; P), in spite of the well known fact that a codebook whose size is exponentially e NR(D;P) is su cient to keep the average distortion below D. In particular, E(D; ) is in general positive at a certain range of distortion levels for which R(D; P) = 0. The roots of these phenomena lie in the tail behavior of the distribution of G(X). We shall elaborate on this point later on.
In this context, we also study the closely related large deviations performance criterion, PrfG(X) e NR g for a given R > R(D; P). Obviously, the exponential behavior of this probability is given by the source coding error exponent F(R; D) 12] , 4] for memoryless sources. It turns out, indeed, that there is an intimate relation between the guessing exponent considered here and the well-known source coding error exponent. In particular, we show in Section 4 that for any xed distortion level D, the th order guessing exponent E(D; ) as a function of is given by the one-sided Fenchel-Legendre transform (FLT) of the source coding error exponent F(R; D) as a function of R. The inverse relation is that the FLT of E(D; ) in gives the lower convex hull of F(R; D) in R. Moreover, since the above mentioned universal guessing scheme minimizes all moments of G(X) simultaneously it also gives the best attainable large deviations performance, universally for every memoryless source P and every R > R(D; P). We also establish relations to two other exponents in lossy source coding.
In Section 5, we study some basic properties of the function E(D; ), such as monotonicity, convexity in both arguments, continuity, asymptotics, and others. Since no closed-form expression for E(D; ) has been found in general, we also provide upper and lower bounds to E(D; ), and a double maximum parametric representation, which might be suitable for iterative computation.
In Section 6, we provide several extensions and related results, including the memoryless Gaussian case, the case of a source with memory, and the case of incorporating side information.
Finally, in Section 7, we summarize our conclusions and share with the reader related open problems, some of which have resisted our best e orts so far.
De nitions and Notation Conventions
Consider an information source emitting symbols in an alphabet X, and letX denote a reproduction alphabet. When X is continuous, so will beX , and both will be assumed to be the entire real line. Let d : X X ! 0; 1) denote a single-letter distortion measure. Let X N andX N denote the Nth order Cartesian powers of X andX , respectively. The distortion between a source vector x = (x 1 ; :::; x N ) 2 X N and a reproduction vectorx = (x 1 ; :::;x N ) 2X N is de ned as d(x;x) = P N i=1 d(x i ;x i ).
Throughout the paper, scalar random variables will be denoted by capital letters while their sample values will be denoted by the respective lower case letters. A similar convention will apply to random N-dimensional vectors and their sample values, which will be denoted by boldface letters. Thus, for example, X will denote a random N-vector (X 1 ; :::; X N ) , and x = (x 1 ; :::; x N ) is a speci c vector value in X N . Sources and channels will be denoted generically by capital letters, e.g., P, Q, and W. For memoryless sources and channels, the respective lower case letters will denote the one-dimensional marginal probability density functions (PDF's) if the alphabet is continuous, or the one dimensional probability mass functions (PMF's) if it is discrete. Thus, a memoryless source P can be thought of as a vector (or a function) fp(x); x 2 Xg. For N-vectors, the probability of the event X = x will be denoted by p N (x), which in the memoryless case is given by Q N i=1 p(x i ). Throughout this paper, P will denote the information source that generates the random variable X and the random vector X unless speci ed explicitly otherwise.
Integration w.r.t. a probability measure (e.g., R p(dx)f(x), R q N (dx)f(x), etc.) will be interpreted as expectation w.r.t. this measure, which in the discrete case should be understood as an appropriate summation. Similar conventions will apply to conditional probability measures associated with channels. The probability of an event A X N will be denoted by p N fAg, or by PrfAg if there is no room for ambiguity regarding the underlying probability measure. The operator Ef g will denote expectation w.r.t. the underlying source P unless otherwise speci ed.
For a memoryless source Q, let
For two given memoryless sources P and Q on X, let
denote the relative entropy between Q and P. For a given memoryless source Q and a memoryless channel W = fw(xjx); x 2 X;x 2Xg, let I(Q; W) denote the mutual
The rate-distortion function R(D; Q) for a memoryless source Q w.r.t. distortion measure d is de ned as R(D; Q) = inf W I(Q; W); (5) where the in mum is taken over all channels W such that
Comment: Throughout this paper we will assume that for every x 2 X, there existŝ x 2X with d(x;x) = 0, that is, d min (x) 4 = minx 2X d(x;x) = 0 for all x 2 X. For distortion measures that do not satisfy this condition, the parameter D should be henceforth thought of as the excess distortion beyond d min (x).
De nition 1 A D-admissible guessing strategy w.r.t. a source P is a (possibly in nite) ordered list G N = fx(1);x(2); :::g of vectors inX N , henceforth referred to as guessing code words, such that p N fd(X;x(j)) ND for some jg = 1:
De nition 2 The guessing function G N ( ) induced by a D-admissible guessing strategy for N-vectors G N , is the function that maps each x 2 X N into a positive integer, which is the index j of the rst guessing code wordx(j) 2 G N such that d(x;x(j)) ND. If no such guessing code word exists in G N for a given x, then G N (x) 4 = 1.
Thus, for a D-admissible guessing strategy, the induced guessing function takes on nite values with probability one.
De nition 3 The optimum th order guessing exponent theoretically attainable at distortion level D is de ned, whenever the limit exists, as
where the in mum is taken over all D-admissible guessing strategies.
The subscript X will be omitted whenever the source P, and hence also the random variable X associated with P, are clear from the context. Throughout the sequel, o(N) will serve as a generic notation for a quantity that tends to zero as N ! 1. For a nite set A, the cardinality will be denoted by jAj.
Another set of de nitions and notation is associated with the method of types, which will be needed in some of the proofs for the nite alphabet case.
For a given source vector x 2 X N , the empirical probability mass function (EPMF) is the vector Q x = fq x (a); a 2 Xg, where q x (a) = N x (a)=N, N x (a) being the number of occurrences of the letter a in the vector x. The set of all EPMF's of vectors in X N , that is, rational PMF's with denominator N, will be denoted by Q N . The type class T x of a vector x is the set of all vectors x 0 2 X N such that Q x 0 = Q x . When we need to attribute a type class to a certain rational PMF Q 2 Q N rather than to a sequence in X N , we shall use the notation T Q .
In the same manner, for sequence pairs (x; y) 2 X N Y N , the joint EPMF is the matrix Q xy = fq xy (a; b); a 2 X; b 2 Yg, where q xy (a; b) = N xy (a; b)=N, N xy (a; b) being the number of joint occurrences of x i = a and y i = b. The joint type class T xy of (x; y) is the set of all pair sequences (x 0 ; y 0 ) 2 X N Y N for which Q x 0 y 0 = Q xy .
Finally, a conditional type T xjy for a given x and y, is the set of all sequences x 0 in X N for which (x 0 ; y) 2 T xy .
Guessing Exponents for Memoryless Sources
The main result in this section is a single-letter characterization of a lower bound to E(D; ) for memoryless sources, that is shown to be tight at least for the nite alphabet case.
Speci cally, for two given memoryless sources P and Q, and a given 0, let E X (D; ; Q) = R(D; Q) ? D(QjjP); (9) and let E X (D; ) = sup Q E X (D; ; Q); (10) where the supremum is taken over all PDFs Q of memoryless sources for which R(D; Q) and D(QjjP) are well-de ned and nite. Again, the subscript X of these two functions will be omitted whenever there is no room for ambiguity regarding the underlying source P that generates X.
We are now ready to state our main result in this section.
Theorem 1 Let P be a memoryless source on X. 
where G N is the guessing function induced by G N .
Corollary 1 For a nite alphabet memoryless source, E(D; ) exists and is given by E(D; ) = E(D; ): (13) Discussion: A few comments are in order in the context of this result.
First, observe that Theorem 1 is asymmetric in that part (a) is general while part (b) applies to the nite alphabet case only. This does not mean that part (b) is necessarily false when it comes to a general memoryless source. Nevertheless, so far we were unable to prove that it applies in general. The reason is primarily the fact that the method of types, which is used heavily in the proof below, does not lend itself easily to deal with the continuous case except for certain exponential families, like the Gaussian case, as will be discussed in Section 6.1.
Clearly It was mentioned brie y in the Introduction and should be emphasized again that E(D; ) is in general larger than R(D; P). The latter is the exponential behavior that could have been expected at a rst glance on the problem, because exponentially e NR(D;P) code words are known to su ce in order to keep the average distortion less than D. The intuition behind the larger exponential order that we obtain is that, while in the classical rate-distortion problem performance is judged on the basis of the coding rate, which is roughly speaking, equivalent to E log G N (X), here the criterion is EG N (X) or equivalently, log EG N (X) , which assigns much more weight to large values of the random variable G N (X). To put this even more in focus, observe that while in the ordinary source coding setting, the contribution of non-typical sequences can be ignored by using the asymptotic equipartition property (AEP), here the major contribution is provided by non-typical sequences, in particular, sequences whose empirical PMF is close to Q , the maximizer of E(D; ; Q), which in general may di er from P. attains the rate-distortion bound, can be achieved. In summary, the important point here is the following: While the source coding problem is`insensitive' to whether we are dealing with xed distortion or average distortion (because this di erence can be traded for average rate as opposed to xed rate), the guessing problem is sensitive to the di erence between the two cases. This is because the performance criterion (moments of G N (X)) is di erent than the one in source coding. Note that part (b) of the Theorem actually states that there exists a universal guessing scheme, because it tells us that there exists a single scheme that is asymptotically optimum for every P and every . Speci cally, the proposed guessing scheme is composed from ordering codebooks that correspond to type classes Q in an increasing order of R(D; Q) (see proof of part (b) below). This can be viewed as an extension of 18] from the lossless to the lossy case, as universal ordering of sequences in decreasing probabilities was carried out therein according to increasing empirical entropy H(Q).
As an alternative proof to part (b), one can show the existence of an optimal sourcespeci c guessing scheme using the classical random coding technique. Of course, once we have a universal scheme, there is no reason to bother about a source-speci c scheme for the purpose of proving Theorem 1. The interesting point here, however, is that the optimal random coding distribution for guessing is, in general, di erent than that of the ordinary rate-distortion coding problem. While in the latter, we use the output distribution corresponding to the test channel of R(D; P), here it is best to use the one that corresponds to R(D; Q ), where Q maximizes E(D; ; Q). Since optimum guessing codebooks have di erent statistics than optimum ordinary rate-distortion codebooks in general, it seems, at rst glance, that guessing and source coding are con icting goals. Nevertheless, it is possible to enjoy the bene ts of both by interlacing the code words of a good rate-distortion code and a good guessing list. Since the index of each code word is at most doubled by this interlacing, it essentially neither a ects the behavior of E ln G N (X), nor that of ln EG N (X) . Thus the main message to be conveyed at this point is that if one wishes not only to attain the rate-distortion function, but also to minimize the expected number of candidate code words to be examined by the encoder, then good guessing code words must be included in the codebook in addition to the usual rate-distortion code words. In this context, it should be mentioned that the asymptotically optimum universal guessing scheme proposed in the proof of part (b) below attains also the rate-distortion function when used as a codebook followed by appropriate entropy coding.
The remaining part of this section is devoted to the proof of Theorem 1.
Proof of Theorem 1. We begin with part (a). Let G N be an arbitrary D-admissible guessing strategy with guessing function G N . Then, for any memoryless source Q,
where we have used Jensen's inequality in the last step.
The underlying idea behind the remaining part of the proof is that ln G N (x) is essentially a length function associated with a certain entropy encoder that operates on the guessing list, and therefore the combination of the guessing list and the entropy coder can be thought of as a rate-distortion code. Thus, by the converse to the rate-distortion coding theorem, the expectation of ln G N (X) w.r.t. a source Q essentially cannot be smaller than NR(D; Q).
Speci cally, if we de ne
then we have
For a given > 0, consider the following probability assignment on the positive integers: : (20) Combining this inequality with eqs. (15) and (17) yields
Dividing by N and taking the limit in mum of both sides as N ! 1, we get lim inf
Since the left-hand side does not depend on , we may now take the limit of the right-hand side as ! 0, and obtain lim inf
Finally, since the left-hand side does not depend on Q, we can take the supremum over all allowable PDF's Q, and thereby obtain E(D; ) as a lower bound. This completes the proof of part (a). To prove part (b), we shall invoke the type covering lemma due to Csisz ar and K orner 6, 
Relations to Other Exponents in Lossy Source Coding
In this section, we demonstrate that the guessing exponent function E(D; ) is intimately related to optimum exponents associated with certain other problems in lossy source coding.
These relations will help us to investigate the properties of E(D; ) in Section 5. Here and throughout the sequel, we con ne our attention to nite alphabet memoryless sources unless speci ed otherwise.
Intuitively, the moments of G N (X) are closely related to the cumulative distribution function of this random variable, and hence to the tail behavior, or equivalently, the large deviations performance PrfG N (X) e NR g, for R > R(D; P). Obviously, the best attainable exponential rate of this probability is given by the source coding error exponent 12], 4, Theorem 6.6.4], which is the best attainable exponential rate of the probability that a codebook of size e NR would fail to encode a randomly drawn source vector with distortion less than or equal to ND. The This 
Properties of the Guessing Exponent Function
In this section, we study some more basic properties of the guessing exponent function E(D; ) for nite alphabet memoryless sources and nite reproduction alphabets. We begin by listing a few simple facts about E(D; ), some of which follow directly from known properties of the rate-distortion function. ( The proof appears in the Appendix.
We are not aware of the existence of a closed-form expression for E(D; ) in general.
Parts ( 
which appears amenable to iterative numerical computation. (It is noteworthy for computational purposes that the maximum here is achieved by a unique pair (Q; f), as will be discussed later in this section.) Once K(s; ) is determined, E(D; ) can be found by line search over s 0 using the right-most side of eq. (36).
A straightforward calculation shows that, for xed f, the maximum over Q in (44) is achieved by
where c is a normalizing constant so that P x2X q(x) = 1. Substituting this into (44) and using (36), we obtain the following expression for E(D; Necessary and su cient conditions for f 2 F s= to achieve the maximum are that there exist a W satisfying the condition (43) with r = s= and Q given by (45).
Theorem 4 can be used also to obtain lower bounds to E(D; ) by selecting an arbitrary feasible f. In certain simple cases, as explored in the following examples, the optimal f can be guessed. 
where q (x) is as de ned in (45). Thus, equality holds in (50) for all D 0 su ciently small.
In particular, for P the uniform distribution, equality holds for all 0 D (K ? 1)=K.
Note also that eq. (50) 
Related Results and Extensions
In this section we provide several extensions and variations on our previous results for other situations of theoretical and practical interest.
Memoryless Gaussian Sources
We mentioned in the Discussion after Theorem 1 that we do not have an extension of the direct part to general continuous alphabet memoryless sources. However, for the special case of a Gaussian memoryless source and the mean squared error distortion measure, this can still be done relatively easily by applying a continuous alphabet analog to the method of types. The remaining part of this subsection is devoted to the proof of Theorem 5. Proof of Theorem 5. Since the converse part of Theorem 1 applies to memoryless sources in general, it su ces to prove the direct part. This in turn will be obtained as a simple extension of the proof of Theorem 1(b), provided that we have a suitable version of the type covering lemma for Gaussian sources. Another slight complication is that, unlike in the nite alphabet case, here we have in nitely many (rather than polynomially many) such type classes to take into account.
Let us rst de ne the notion of a Gaussian type class. For a given value of 2 > 0 and 0 < < 1, a Gaussian type class T ( 2 ) is de ned as the set of all N-vectors x with the property jx t x?N 2 j N 2 , where x is understood as a column vector and the superscript t denotes vector transposition. It is easy to show (see Appendix) that the volume of T ( 2 ) is upper bounded by
VolfT ( 2 ) 
We now want to prove that T ( 
It is easy to verify that T x 0 (W ) is a subset of T ( 2 q ? D) for the above de ned value of and for x 0 2 T ( 2 q ). In a similar manner, it is easy to check that for a given x 0 , the set Therefore, similarly as in the proof of eq. (59), it is easy to see that the probability of T i decays exponentially at the rate of D(Q i jjP) (within a term that tends to zero as ! 0 independently of i), where Q i is a zero-mean Gaussian source with variance 2 q (i) (see eq. (56)). Consider now a guessing list whose rst guess isx = 0, followed by code vectors of a code C 1 that covers T 1 within distortion D, then a code C 2 that covers T 2 , and so on. Since 
Sources with Memory
A natural extension of Theorem 1 is to certain classes of stationary sources with memory. It is easy to extend Theorem 1 to stationary nite alphabet sources with the following property: There exists a nite positive number B such that for all m, n, u 2 X m , and v 2 X n , j ln P(X n 1 = vjX 0 ?m+1 = u) ? ln P(X n 1 = v)j B;
where X j i , for i j, denotes (X i ; :::; X j ). This assumption is clearly met, e.g., for Markov processes.
Theorem 6 Let P be a nite alphabet stationary source with the above property for a given B. Then, E(D; ) exists and is given by
where
Q is a probability measure on X k , D k (QjjP ) is the unnormalized divergence between Q and the kth order marginal of P, the maximum is over all kth order marginal PMF's, and R k (D; Q) is the rate-distortion function associated with a k-block memoryless source Q w.r.t. the alphabet X k and the distortion measure induced by d additively over a k-block. 
Combining eqs. (74) and (77), we conclude that both N ?1 inf G N ln EfG N (X) g and E k (D; )
converge, and to the same limit. This completes the proof of Theorem 6. 2
Finally, it should be pointed out that a similar result can be further extended to a broader class of mixing sources by creating \gaps" between successive k-blocks. The length of each such gap should grow with k in order to make the successive blocks asymptotically independent, but at the same time should be kept small relative to k so that the distortion incurred therein would be negligibly small.
Guessing with Side Information
Another direction of extending our basic results for DMS's is in exploring the most e cient way of using side information. Consider a source that emits a sequence of i.i. It is straightforward to see that E XjY (D; ) E X (D; ) with equality when X and Y are independent under P. 
The proof is a straightforward extension of the proof of the ordinary type covering lemma and hence omitted.
Analogously to Theorem 4, we also have the following parametric form for the ratedistortion guessing exponent with side information: 
Conclusion and Future Work
We have provided a single-letter characterization to the optimum th order guessing exponent theoretically attainable for memoryless sources at a given distortion level. We have then studied the basic properties of this exponent as a function of the distortion level D and the moment order , along with its relation to the source coding error exponent. Finally, we gave a few extensions of our basic results to other cases of interest.
A few problems that remain open and require further work are the following. General continuous-alphabet memoryless sources. Our rst comment in the discussion that follows Theorem 1, naturally suggests to extend part (b) of this theorem to the continuous alphabet case. Obviously, if the source has bounded support, then after a su ciently ne quantization, we are back in the situation of a nite alphabet source, and so every D-admissible guessing strategy for the quantized source is also (D + )-admissible for the original source, where is controlled by the quantization. Thus, the proof of the direct part of Theorem 1 for the case of continuous alphabet with bounded support may rely on the nite alphabet case provided that the sequence of guessing exponents, corresponding to the sequence of quantized sources and their induced distortion measures, tends, in the high resolution limit, to the corresponding function E(D; ) of the continuous source. However, the interesting and di cult case is that of unbounded support for which in nite guessing lists are always required. Moreover, in this case, quantization cannot be made uniformly ne unless the alphabet is countably in nite, but then the method of types is not directly applicable.
Hierarchical structures of guessing strategies. We mentioned in the Introduction that the guessing exponent serves as a measure of the search e ort associated with lossy source coding, for a simple class of search schemes that is based on a xed order of trials. A natural interesting extension would include classes of more sophisticated search schemes that take greater advantage of the distortion information obtained at each step. For example, if we revisit the Bob-and-Alice guessing game described in the Introduction, then what will happen if in order to achieve a target distortion level D, Alice is now allowed to rst make guesses w.r.t. a larger distortion D 0 , and then after her rst success, to direct her guesses to the desired distortion level D? Thus, the next step is to extend the scope to that of multistage guessing strategies. In the limit of many stages corresponding to many distortion level thresholds, we are eventually taking full advantage of the exact distortion level information after each trial.
Joint source-channel guessing. It would be interesting to extend the guessing problem to the more complete setting of a communication system, that is, joint source-channel guessing. Here the problem is to jointly design a source-channel encoder at the transmitter side and a guessing scheme at the receiver side, so as to minimize EG(X) for a prescribed end-to-end distortion level D. Besides the natural question of characterizing the guessing exponent for a given source and channel, it would be interesting to determine whether the separation principle of information theory applies in this context as well.
These issues among some others are currently under investigation.
Proof of Proposition 1 This in turn follows from the following consideration. Let f n g n 1 be an arbitrary positive sequence that tends to zero, and let fQ n g n 1 be a corresponding sequence of maximizers of E(D; n ; Q)= n = R(D; Q) ? D(QjjP)= n . Now, obviously, Q n must tend to P, otherwise E(D; n ; Q n )= n would have a subsequence that tends to ?1, contradicting the fact that Proof of Proposition 2.
We rst prove uniqueness of the PMF that achieves the maximum in (35). Let s 0 be xed. Note that the function g(Q; W) K(s; ) = g(Q 1 ; W 1 ). This contradicts the assumption that (Q 1 ; W 1 ) is a saddle-point, and establishes the uniqueness of the PMF achieving (35), denoted in the rest of the proof as 
Proof of eq. (68).
First observe that since the the function U(x) = ln(Ax + B) ? Cx is monotonically decreasing beyond a certain value of x, the maximum over real x, and hence also over the integers x = i, must exist. Let then U max be the maximum of U(i), and let I be the smallest integer such that for all i I, we have ln(Ai + B)=i C=2. Also, let J be the smallest integer i for which ?iC=2 < U max , and let K = maxfI; Jg. Clearly, U max must be achieved for i < K, and so, which is clearly of exponential order of e NUmax . On the other hand, the series in question is trivially lower bounded by its maximum term e NUmax . This completes the proof of eq. (68).
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