Previous research reveals that an individual's risk preferences have a significant impact on his or her decision making under risk. However, previous research reveals that these preferences are not constant, but vary over time. As risk preferences are so important for decision making, it is crucial to understand if and to what extent individuals incorporate shifts in risk aversion into their behavior and decision making.
Motivation
Previous research has shown that risk preferences have a significant impact on individuals' decision making under risk. Individuals' attitudes towards risk have been shown to be important, particularly when it comes to financial decisions, such as insurance purchases, allocation of funds between savings and consumption, or investing in risky assets (see, for instance, Markowitz (1952) , Mossin (1968) , or Cohen and Einav (2007) ). Furthermore, other studies (e.g., Viscusi (1990 Viscusi ( , 1991 ) lend evidence that health and lifestyle related objectives are additional domains that are associated with individuals' risk perception. However, risk preferences are not constant but change over the course individuals' lifetime. As risk preferences have such significant impact on decisions and behavior, it is crucial to understand in which domains and to what the extent individuals alter their decision making once they alter their risk attitude. In particular, financial and health-related decisions have a long-lasting impact on an individual's resources over his or her lifetime; thus consequences of changing risk preferences have important implications for public policy and social security programs as well as for the well-being of businesses and individuals.
In the face of risk, individuals often consider risk management to mitigate the probability and severity of undesired events. In this respect, a classical distinction has been made between selfinsurance (loss reduction), which reduces the severity of a loss, and self-protection (loss prevention), which reduces the probability of a loss (Ehrlich and Becker (1972) ). Whereas the first activity is a substitute for insurance, the latter can be either a substitute or a complement for insurance coverage. Furthermore, more risk-averse agents invest more in self-insurance but not necessarily in self-protection (Dionne and Eeckhoudt, 1985; Briys and Schlesinger, 1990; Jullien et al., 1999) . Individuals' financial and health-related decisions can be classified as being actions of self-insurance, self-protection, or a combination of both, and prior literature lends evidence of how risk preferences are associated with these domains. In this respect, Raviv (1979) , Doherty and Schlesinger (1983) , and Chesney and Loubergé (1986) find that changes in the willingness to insure depend on relative risk aversion and the wealth elasticity of insurable risky wealth. In addition, Cleeton and Zellner (1993) investigate the relationship between insurance demand and income when there is a change in the degree of risk aversion. Insurance demand in the aftermath of natural disasters has been studied by others--e.g. Browne and Hoyt (2000) , who find that recent flood events increases the demand for insurance. Weinstein (1989) suggests that feelings of worry increase following the personal experience of a traumatic event, which increases individuals' attempt to protect themselves from future harm.
There is a rich body of literature which examines individuals' risk preferences and decision making under risk. Allen et al. (2005) provide evidence that more risk-averse individuals show higher intentions-turnover links when it comes to health-related changes in behavior.
Furthermore, Viscusi (1991) and Liu and Hsieh (1995) find that risk perception influences smoking behavior. Determinants of healthy dietary habits were studied by Johansson et al. (1999) . They find that not only gender, socio-economic status and education but also the extent to which an individual pays attention to other domains of risky decisions impact dietary habits.
Moreover, Weber et al. (2002) observe that individuals' degree of risk aversion differs among financial and health/safety related decisions.
To our knowledge, our paper is the first longitudinal study investigating changes in individual risk attitudes and their domain-specific consequences. We track changes in risk attitude over a multiyear observation period and are particularly interested in analyzing effects of increases in risk aversion on individuals' financial and health-related decisions. In this respect, we investigate impacts on insurance purchases, savings behavior, and retirement planning as well as healthrelated measures, such as body mass index (BMI), smoking and alcohol consumption, frequency of sport exercise and the number of doctor consultations during a specific period of time.
In addition, we empirically analyze whether an increase in risk aversion leads to the previously found increase in self-insurance but not necessarily self-protection.
Prior literature primarily utilizes three methods to identify risk preferences in empirical studies.
First, many experiments and some datasets elicit risk preferences by asking for hypothetical choices in lotteries (see, for instance, Donkers et al. (2001) and Hartog et al. (2002) ). Bartsy et al. (1997) and Kimball (2008) provide a detailed explanation of how to elicit preferences from these choices. Second, many studies rely on self-reported risk preferences (see, for instance, Dorn and Hubermann (2005) , Dorn and Hubermann (2010) , and Dohmen et al. (2011) ). To elicit an individual's risk attitude, they use survey questions where respondents have to self-assess their risk attitude; for example, the survey respondents are asked to rate their willingness to take risks on a scale from 0 to 10. Third, risk preferences are estimated with a variety of different instrumental variables. In the field of agricultural economics, risk attitudes of farmers are estimated by technology choice and time allocation in studies by Bar-Shira et al. (1987) and Antle (1988) . Chetty (2006) uses labor supply and for insurance, Cicchetti and Dubin (1994) use the decision to insure certain risks, while Cohen and Einav (2005) estimate risk preferences from the deductible choice.
Our study utilizes the second identification method: individuals self-report their risk attitude over multiple years which we track in our dataset. Dohmen at al. (2011) confirm the behavioral validity of this method by matching the self-reported risk preferences in the German Socio Economic Panel to elicited preferences from an experimental set up with paid lottery choices. Kapteyn (2011) finds that subjective risk measures can even outperform more sophisticated choices between income streams as proposed by Barsky et al. (1997) . Accordingly, we are confident that our results will be meaningful for the study of risk preferences in general, regardless of the way in which preferences are measured.
Data and Methodology
For our analysis we use the German Socio Economic Panel (GSOEP). The GSOEP is a representative panel survey dataset of the adult population. Since we are interested in consequences of changes in risk attitude on financial and healthrelated decision making, we include the following dependent variables in our analysis: purchase of (term) life insurance policy, amount of monthly savings towards emergency funds (in Euro), purchase of supplemental health insurance policy, 5 daily smoking consumption, alcohol consumption, number of doctor consultations during the last three months, and frequency of sport exercise. Summary statistics for all dependent variables are displayed in Table 1 .
5 In Germany, health insurance is predominantly provided through a statutory system and only a minority of people qualifies for and chooses health insurance coverage provided through the private insurance market. In general, the statutory system provides basic treatments and additional coverage can be obtained by purchasing supplemental health insurance policies in the private health insurance market. In this respect, holding a supplemental health insurance policy reveals information on an individual's risk management or the level of precaution that has been taken. We use 2012 numbers in our analysis and account for inflation by referring to http://de.inflation.eu/inflationsraten/hvpi-inflation.aspx 7 The homeownership variable is one either if the individual owns the house or flat he or she lives in or if the individual is a landlord. in education below age 25. We believe that the number of children that qualify for child allowances is a better measure of the financial impact of having children than is the overall number of children or the number of children living in the household. In addition, we include a dummy variable to indicate whether the individual provides care to an elderly or sick family member.
To include individuals' level of educational attainment, we split our dataset into three educational levels. Low level of school includes individuals who did not graduate from school or graduated with the lowest certificate of secondary education (Hauptschulabschluss).
8 Medium level of school consists of individuals with Realschulabschluss, while high level of school refers to individuals with Abitur. Abitur is the highest school leaving certificate that allows enrollment into a university in Germany. It is comparable to A-levels in the U.K. and the baccalauréat in France.
Realschulabschluss and Hauptschulabschluss do not qualify for university enrollment. The main difference between the lowest and the medium school degree in Germany is related to the fact that most white-collar positions require a medium school degree, whereas certain blue-collar workers only need to have the lowest school degree. The omitted category in our analysis is the lowest level of educational attainment (Hauptschulabschluss).
Differentiating between blue-collar employees, white-collar employees, civil servants and selfemployed individuals incorporates individuals' occupational status. We also control for trainees and retirees, as well as for individuals that have no job, either because they are currently seeking work, which we refer to as unemployed individuals, or because they intentionally have no job in the wage economy (e.g. housewives). The latter we refer to as individuals with "no job."
The omitted category in our analysis is blue-collar workers.
In addition, we are able to include several health-related indicators, such as individual's overall health status, which is measured by an integer variable taking values between 1 (very good health status) and 5 (poor health status). We further capture how often the individual has been sick for more than 6 weeks during a year of observation with our disability variable. To include the type of health insurance, we use a dummy variable to capture all individuals that have full private health insurance coverage and a dummy variable for those who own a supplemental health insurance policy. Table 2 displays summary statistics of all control variables used in our analyses.
8 Note that in Germany, there are three types of degrees of secondary education. Hauptschulabschluss is obtained after 9-10 years of schooling (depending on the federal state) and enables individual to take up jobs such as handymen or sales personnel. Realschulabschluss is obtained after 10 years of schooling and enables individuals to take up qualified jobs in a local bank such as office clerks or tellers. Abitur is obtained after 12 years of schooling and allows the individual to enroll in a university. In our preliminary analysis we test consequences of changes in risk attitudes with respect to (term) life insurance purchasing decisions and savings behavior. In this respect, we are first interested if increases in risk aversion (i.e., downward shifts on the 0-10 scale) are associated with a greater propensity to purchase life insurance coverage. The GSOEP surveys whether or not an individual owns a life insurance policy on an annual basis and provides a respective dummy variable that indicates the ownership. Based on that, we create a dummy variable to display whether or not an individual has bought a life insurance policy from one year to another.
To control for potential endogeneity problems, we consider insurance purchases (and later savings patterns) in the consequent year of observation. 10 As a result, we use lagged changes in risk attitude as control variables, which are denoted by a preceding 'L.'
Our first model investigates general changes in risk attitude by including dummy variables for individuals that increased and decreased their willingness to take risk, respectively. We fit the following probit model with clustered standard errors.
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9 Since we calculate changes in individuals' willingness to take risk from one year of observation to the following year of observation, we end up with a panel consisting of four years (2009) (2010) (2011) (2012) . This is attributed to the fact that the 'first change' in willingness to take risk (Δ ) is computable for t=2009. 10 To ensure that the increase in risk aversion precedes the event of interest, e.g. purchasing a life insurance policy, we use changes in risk attitude from, e.g. year 2008 to year 2009 as control variable for insurance purchasing decisions made between year 2009 and year 2010. We do so in order to exclude cases of (potential) reversed causalities in the sense that individuals become more risk averse when holding a life insurance policy. We are aware that we might lose observations where individuals both altered their risk attitude and bought a life insurance policy before they were surveyed. The average survey month in our data set, however, is 3.23 (i.e. beginning of March) and none of the individuals was surveyed later than May. In this respect, we argue that our methodology is the most valid approach for dealing with causality issues. 11 Clustered standard errors account for possible correlations within a cluster and asymptotically equal unclustered standard errors. Since we cannot exclude that clustered standard errors are not necessary, we include them to err on the side of caution.
Since we are particularly interested in investigating increases in risk aversion, i.e. decreases in individuals' willingness to take risks, we fit a second probit model with clustered standard errors that analyzes the impact and extent of downward shifts on the 0-to-10 scale on the likelihood of life insurance purchases.
Secondly, we investigate whether changes in individuals' willingness to take risks are associated with modified savings patterns. The GSOEP surveys savings behavior by asking individuals how much money they put into their emergency funds monthly. We first analyze increases and decreases in willingness to take risk and run the following OLS model, which includes individual and year fixed effects as well as clustered standard errors. Table 3 and Table 4 report the results of our estimations. Model (1) and model (2) summarize coefficient estimates of the regressions on life insurance purchase, with model (1) being the model that analyzes the impact of general increases and decreases in willingness to take risk.
Preliminary Results
Model (2) controls for the degree that risk aversion has been increased. Results obtained with model (3) report that individuals who decreased their willingness to take risk, i.e. became more risk averse, put a higher amount of money towards their emergency funds. The reverse holds for individuals who became more risk loving. Our coefficient estimates are 0.0039 and -0.0003 but are both not statistically significant at the tested levels. With respect to model (4), we find that the more individuals decreased their willingness to take risks, the higher are the monthly savings towards emergency funds. The reported coefficient is 0.0026 and is significant at the 1% level. We further find that wealth, occupational status and education as well as age and health status are statistically significant associated with individuals' savings behavior. This is consistent with prior literature (see, e.g., Modigliani (1986) 
Conclusion
Our paper investigates changes in individual risk attitudes and their domain-specific consequences. We find empirical evidence that individuals, who became more risk averse, have a greater propensity to purchase life insurance coverage and put a higher monthly amount of money to their emergency funds. In addition, our results indicate that the extent to which individuals decreased their willingness to take risks have an economically significant impact.
Consequently, risk attitudes and particularly changes in risk attitudes have an material impact on individuals decision making under risk. As financial and health-related decisions have a long lasting impact on individuals' resources over his or her lifetime, consequences of changing risk preferences for public policy and social security programs.
