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Starting from a realistic extended Hubbard model for a px,y-orbital tight-binding model on the Honeycomb
lattice, we perform a thorough investigation on the possible electron instabilities in the magic-angle-twisted
bilayer-graphene near the van Hove (VH) dopings. Here we focus on the interplay between the two symmetries
of the system. One is the approximate SU(2)×SU(2) symmetry which leads to the degeneracy between the
inter-valley spin density wave (SDW) and charge density wave (CDW) as well as that between the inter-valley
singlet and triplet superconductivities (SCs). The other is the D3 symmetry, which leads to the degeneracy
and competition among the three symmetry-related wave vectors of the density-wave (DW) orders, originating
from the Fermi-surface nesting. The interplay between the two degeneracies leads to intriguing quantum states
relevant to recent experiments, as revealed by our systematic random-phase-approximation based calculations
followed by a succeeding mean-field energy minimization for the ground state. At the SU(2)×SU(2) symmetric
point, the degenerate inter-valley SDW and CDW are mixed into a new state of matter dubbed as the chiral SO(4)
spin-charge DW. This state simultaneously hosts three 4-component vectorial spin-charge DW orders with each
adopting one wave vector, and the polarization directions of the three DW orders are mutually perpendicular to
one another in the R4 space. In the presence of a tiny inter-valley exchange interaction with coefficient JH → 0−
breaking the SU(2)×SU(2) symmetry, a pure chiral SDW state is obtained. In the case of JH → 0+, although a
nematic CDW order is favored, two SDW orders with equal amplitudes are accompanied simultaneously. This
nematic CDW+SDW state possesses a stripy distribution of the charge density, consistent with the recent STM
observations. On the aspect of SC, while the triplet p+ip and singlet d+id topological SCs are degenerate at JH =
0 near the VH dopings, the former (latter) is favored for JH → 0− (JH → 0+). In addition, the two asymmetric
doping-dependent behaviors of the superconducting Tc obtained are well consistent with experiments.
I. INTRODUCTION
Condensed-matter community is witnessing a surge in
the synthesis and research of novel graphene-multi-layer-
heterostructure materials [1–13] with Moire´ pattern super-
structure [14–30], leading to greatly enlarged unit cell and
hence thousands of energy bands within the Moire´ Brillouin
zone (MBZ). Remarkably, several isolated flat bands emerge
within the high-energy band gap, which brings about strong
electron correlations and different types of electron instabil-
ities, including the correlated insulators and superconductiv-
ity (SC). Here we focus on the magic-angle-twisted bilayer-
graphene (MA-TBG) [1, 2], in which spin-unpolarized [12]
correlated insulating phases are revealed when the low energy
flat valence or conduction bands are half-filled. Doping these
correlated insulating phases leads to the SC whose correlated
insulating phases [2, 31–59], pairing mechanism, and pair-
ing symmetry [1, 47–83] are still under debate. Here we start
from the viewpoint first proposed in Ref. [49] that the corre-
lated insulator and SC in the MA-TBG are driven by Fermi-
surface (FS) nesting near the van Hove singularity (VHS) [56–
59, 79–81, 84–88]. The key lies in that the spin or charge sus-
ceptibility would diverge as the system is doped to the VHS
point with good FS-nesting, leading to the spin or charge den-
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sity wave (DW). If the doping level deviates from the DW
ordered regime, the short-ranged DW fluctuations would me-
diate the SC, which proposes two questions: what type of the
spin or/and charge DW would be driven by the FS-nesting and
VHS, and what is the pairing symmetry mediated by the DW
fluctuations?
These questions associate with the special symmetry of
the MA-TBG, which lies in the valley degree of freedom.
The continuum theory [66] suggests that the electron states
within the two different MBZs centered at K and K′ would
not hybridize for small twist angle, resulting in a conserva-
tion law for the valley degree of freedom, i.e. the U(1)-valley
symmetry. This symmetry is maintained even as electron-
electron interactions are considered [36, 46, 52, 58, 79, 89–
91]. What’s more, each valley independently supports an
spin-SU(2) symmetry in the level of band structure, leading
to the SU(2)⊗SU(2) symmetry. Such a symmetry would be
slightly broken by a tiny Hund-like (or anti-Hund-like) inter-
valley scattering with the strength of JH → 0− (JH → 0+),
though it is obeyed by the dominant intra-valley scattering.
Therefore, the MA-TBG system holds an exact valley U(1)-
symmetry plus an approximate SU(2)⊗SU(2) symmetry [79].
Since the DW orders driven by FS nesting near the VHS point
are of inter-valley-coherence feature [58], the SU(2)⊗SU(2)
symmetry induces some kinds of exact degeneracies between
the spin DW (SDW) and charge DW (CDW), as well as be-
tween the singlet SC and triplet SC. It’s generally perceived
[79] that these degeneracies can only be lifted up by the tiny
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2Hund-like (anti-Hund-like) inter-valley exchange interaction
which leads to the SDW (CDW) and triplet p + ip (singlet
d + id) SC [58, 79]. These viewpoints, however, neglect a
key ingredient, i.e. the threefold wave-vector degeneracy of
the DW orders brought about by the C3 rotational symmetry.
We will show that it can fundamentally change the DW orders
when considering the minimization of the ground state energy.
This paper performs a thorough investigation on the DW
orders and SC in the MA-TBG driven by FS-nesting near the
VHS, with a particular attention paid to the interplay between
the SU(2)⊗SU(2) symmetry and threefold degeneracy among
the wave vectors of the DW orders. Through adopting realis-
tic band structure and interaction terms respecting the system
symmetry, we carry out systematic calculations of random-
phase approximation (RPA) and subsequent mean-field (MF)
analysis. While the RPA calculations suggest that the differ-
ence between the critical interactions of U(s)c and U
(c)
c for the
SDW and CDW orders changes sign with the sign changing of
JH , the subsequent MF results tell that the system ground state
always possesses the SDW order [49] because of the compe-
tition among the three degenerate FS-nesting vectors. When
mixing the SDW and CDW orders, more interesting ground
states are obtained. At the exactly-symmetric point (i.e.,
JH = 0), an SO(4) chiral spin-charge DW state is obtained
and characterized by three coexisting four-component vecto-
rial order parameters in the space of (∆(c),∆(s)x ,∆
(s)
y ,∆
(s)
z ), each
of which occupies one FS-nesting vector. Here, ∆(s)x/y/z and ∆
(c)
represent the SDW and CDW orders, respectively. The three
4-component vectorial order parameters are mutually perpen-
dicular to each other and can globally freely rotate in the 4D
order-parameter space. When an exchange interaction with
JH → 0− (Hund-like) is added, the three order-parameter vec-
tors are pined to the subspace of
(
0,∆(s)x ,∆
(s)
y ,∆
(s)
z
)
, suggesting
a pure chiral SDW state. Correspondingly, the triplet SC with
p + ip pairing symmetry is mediated by the fluctuation of this
SDW. When JH → 0+ (anti-Hund-like), one order parame-
ter occupies the CDW with the form of
(
∆(c), 0, 0, 0
)
while the
other two take the SDW with the form of
(
0,∆(s)x ,∆
(s)
y ,∆
(s)
z
)
.
In this case, since the CDW order parameter would randomly
choose one of the three degenerate FS-nesting vectors, theC3-
rotational symmetry is spontaneously broken for the three FS-
nesting vectors, leading to a stripy CDW order well consistent
with the recent STM experiment [5, 6]. Singlet SC with d+ id
pairing symmetry is mediated by the fluctuation of this DW.
The rest of this paper is organized as follows. In Sec. II,
we describe the model and the approach. A two-orbital tight-
binding (TB) model on the honeycomb lattice is provided, in-
cluding realistic interaction terms. For the realistic interac-
tions the RPA approach and subsequent MF analysis are in-
troduced. In Sec. III, we study the case of JH = 0, in which
the system hosts the exact SU(2)⊗SU(2) symmetry. The de-
generacies between the SDW and CDW as well as between
the singlet and triplet SCs are analyzed in detail. We find that
the SDW and CDW can mix into the chiral SO(4) spin-charge
DW. In Sec. IV, we provide our results for the cases with tiny
JH , 0, including JH → 0+ and JH → 0−. These two cases
have different DW states and pairing symmetries, whose re-
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Figure 1. Band structure of the TB model (1) representing the MA-
TBG. (a) The band structure along the high-symmetry lines, with the
CNP setting as the zero point of energy. (b) The corresponding DOS,
with the two VHS points denoted as h-VHS and e-VHS representing
for the VHSs of the hole- and electron- dopings, respectively. (c,
d) FSs at the h-VHS and e-VHS doping levels with δ = -0.182 and
0.240, respectively. The green hexagon represents the MBZ. The
black and red curves correspond to the FSs from the K and K′ valleys,
respectively. The threeQα in blue mark the FS-nesting vectors. The
TB parameters adopted are t1 = 1.5 meV, t′1 = −0.8 meV, t2 = 0.25
meV, t′2 = 0, t3 = 0.2 meV, and t
′
3 = 0.3 meV.
lated results are consistent with experiments. Finally, a con-
clusion will be reached with some discussions in Sec. V.
II. MODEL AND APPROACH
A. Model
For the MA-TBG there are four low energy flat bands that
are well isolated from those with high energies [14, 15, 36,
42, 46, 62, 63, 79, 89–122]. The four flat bands can be divided
into two valence bands and two conduction bands. They touch
at the charge neutral point (CNP), i.e., KM and K′M points in
the MBZ. Besides the four-fold degeneracy at the CNP, the
valence and conduction bands each are two-fold degenerate
along the ΓMKM and KMMM lines. The continuum theory
[14, 97] tells that these degeneracies are the consequence of
the so-called U(1)-valley symmetry of the TBG with small
twist angles. This symmetry forbids the electron hopping
from the MBZ in the K valley to that in the K′ valley. While
the TB models in Ref. [91] can faithfully describe the low
energy flat bands in both aspects of symmetry and the topol-
ogy at the CNPs, they are too complicated to be sufficiently
convenient for succeeding studies with electron-electron in-
3teractions. Here we focus on the low energy band structure
near the Fermi level for the doped case, particularly near the
VHS points which are related to experiments.
The proposed simplest TB model for the MA-TBG is that
on the honeycomb lattice containing a px- and a py-orbitals
on each site [36, 46, 49, 89, 90], with the orbitals on adjacent
cites coupling via coexisting σ- and pi- bondings [49]. It’s
proved in Appendix A that the valley-U(1) symmetry requires
that the amplitudes of the σ- and pi- bondings are equal. In
such a condition, let’s transform the px,y-representation into
the valley representation by cˆ j±σ = (cˆ jxσ ± icˆ jyσ)/
√
2, where
cˆ jµσ is the annihilation operator of the electron on the j-th site
with spin σ and orbital µ (µ = x, y represents the px or py
orbital) and ± represent the K and K′ valleys. Consequently,
we can find the following TB Hamiltonian[46, 90],
HˆTB =
3∑
α=1
∑
〈 j j′〉ανσ
[(
tα−iνt′α
)
cˆ†jνσcˆ j′νσ+h.c.
]
− µc
∑
jvσ
cˆ†jvσcˆ jvσ,
=
∑
mvkσ
ε˜mvk cˆ
†
mvkσcˆmvkσ. (1)
More details are provided in Appendix A. Here, cˆmvkσ is the
annihilation operator of the electron with the band index m,
the valley index v, the wave vector k and the spin σ. The en-
ergy ε˜mv
k
is with respect to the chemical potential µc. 〈 j j′〉α
denotes the α-th neighboring bond. tα is the hopping strength
that is caused by the σ and pi bonding [123–127] and t′α is
responsible for the Kane-Mele type of the valley-orbital cou-
pling [46, 90]. The chemical potential µc is determined by the
doping δ = n/ns − 1 with respect to the CNP. n is the average
electron number per unit cell with n = ns ≡ 4 for the CNP.
The TB model in Eq. (1) tells that the K and K′ valley
bands are separated with each other, leading to a valley-U(1)
symmetry. Moreover, each valley independently supports the
spin-SU(2) symmetry, leading to an SU(2)× SU(2) symme-
try. Finally, the geometry of the TBG leads to a D3 point
group. Figure 1(a) shows the corresponding band structure
with the TB parameters provided in the figure caption. As a
result of the U(1)-valley symmetry, KM points are four-fold
degenerate, and ΓM and MM points are doubly degenerate.
The U(1)-valley symmetry is also responsible for the double
degeneration of the ΓMKM and KMMM lines. These charac-
ters are consistent with the continuum theory. The hump and
depression in the two middle bands along the ΓMMM line give
two VHS points for hole and electron doping respectively, see
Fig. 1(b). They, denoted as h-VHS and e-VHS, are both near
the MM points and correspond to the doping of -0.182 and
0.240, respectively. These two VHSs originate from the the
Lifshitz transition points, which can be seen from the FSs
in Figs. 1(c) and 1(d). The valley-separated FSs reflect the
inter-valley nesting behavior whose three nesting vectors are
marked as Qα (α = 1, 2, 3). These nesting vectors do not
exactly connect the MM points, different from the previous
model in Ref. [49].
Symmetry analysis and extended character of the Wannier
bases [52, 89, 90] suggest the following interaction terms for
the MA-TBG,
Hˆint =U
∑
jv
nˆ jv↑nˆ jv↓ + V
∑
j
nˆ j+nˆ j− +
3∑
α=1
Wα
∑
〈 j j′〉α
nˆ jnˆ j′
−J
∑
〈 j j′〉1
∑
vv′σσ′
cˆ†jvσcˆ jv′σ′ cˆ
†
j′v′σ′ cˆ j′vσ
−JH
∑
jvσσ′
cˆ†jvσcˆ jv¯σcˆ
†
jv¯σ′ cˆ jvσ′ , (2)
where nˆ j = nˆ j+ + nˆ j−, nˆ jv = nˆ jv↑ + nˆ jv↓, and nˆ jvσ = cˆ†jvσcˆ jvσ.
The extended density-density interactions between neighbor-
ing sites are represented by the Wα terms which are up to the
third neighbor. The relation among Wα and U is assumed to
be U : W1 : W2 : W3 = 3 : 2 : 1 : 1 [52, 90]. The exchange
interaction J = 0.2U is taken according to Ref. [90]. The
tiny inter-valley Hund’s-rule exchange interaction is given by
the last term with the strength JH two orders of magnitude
weaker than U [128], and the parameters U, V and JH satisfy
the relation U = V + 2JH . The model (2) provides a realistic
description for the electron-electron interactions in the MA-
TBG. The total Hamiltonian of the system is given by
Hˆ = HˆTB + Hˆint. (3)
Note that all the terms except the JH term conserve the
SU(2)×SU(2) symmetry, which is broken by the weak JH term
to the valley-U(1) symmetry plus the global spin-SU(2) sym-
metry.
B. The RPA approach
The RPA approach is used in this work to study the electron
instabilities driven by the FS-nesting and VHS. According to
the standard multi-orbital RPA approach [129–138], the fol-
lowing bare susceptibility is defined for the non-interacting
case, namely,
χ(0)l1l2l3l4 (q, τ) ≡
1
N
∑
k1k2
〈
Tτcˆ
†
l1k1σ
(τ)cˆl2k1+qσ(τ)
×cˆ†l4k2+qσ(0)cˆl3k2σ(0)
〉
0
, (4)
where q and k1,2 are the wave vectors and l1,...,4 = (ιv) with
ι = A and B representing the sublattice index and v = ± de-
noting the K and K′ valleys respectively. The 〈· · · 〉0 denotes
the thermal average of the noninteracting system. The explicit
formula of χ(0)l1l2l3l4 (q, τ) is given in the Appendix B.
When interactions turn on, we define the following renor-
malized spin and charge susceptibilities,
χ(s)l1l2l3l4 (q, τ) ≡
1
2N
∑
k1k2,σ1σ2
〈
Tτcˆ
†
l1k1σ1
(τ)cˆl2k1+qσ1 (τ)
×cˆ†l4k2+qσ2 (0)cˆl3k2σ2 (0)
〉
σ1σ2, (5a)
χ(c)l1l2l3l4 (q, τ) ≡
1
2N
∑
k1k2,σ1σ2
〈
Tτcˆ
†
l1k1σ1
(τ)cˆl2k1+qσ1 (τ)
×cˆ†l4k2+qσ2 (0)cˆl3k2σ2 (0)
〉
. (5b)
4In the RPA level, they are related to the bare susceptibility
through the relation
χ(s) (q, iω) =
[
I − χ(0) (q, iω) U˜(s)
]−1
χ(0) (q, iω) , (6a)
χ(c) (q, iω) =
[
I + χ(0) (q, iω) U˜(c)
]−1
χ(0) (q, iω) . (6b)
Here, χ(0)/(s)/(c)(q, iω) are the Fourier transformations of
χ(0)/(s)/(c)(q, τ) in the imaginary-frequency space, which are
operated as 16 × 16 matrices by taking the upper and lower
two indices as one number, respectively. Note that we only
provide the zz-component of the spin susceptibility. In the
presence of spin-SU(2) symmetry, the other two components,
i.e. the +− and −+ components are equal to the zz component.
The forms for U˜(s)/(c) are given in Appendix B.
If U > U(s)c
(
U > U(c)c
)
, the denominator matrix in Eq. (6a)
(Eq. (6b)) has zero eigenvalue(s) for some (q, iω = 0) and
the renormalized zero-frequency spin (charge) susceptibil-
ity χ(s)
(
χ(c)
)
diverges, implying the formation of magnetic
(charge) order. The concrete formulism of the interaction-
induced magnetic (charge) order can be constructed as fol-
low. Let U → U(s)c (U → U(c)c ), get the eigenvector
ξ(s)(Q)
(
ξ(c)(Q)
)
corresponding to the largest eigenvalue of
χ(s)(Q, iω = 0)
(
χ(c)(Q, iω = 0)
)
. Here the momentum Q,
at which χ(s)(Q, iω = 0)
(
χ(c)(Q, iω = 0)
)
first diverges, pro-
vides the wave vector of the interaction-induced magnetic
(charge) order, and the eigenvector ξ(s)(Q) (ξ(c)(Q)) provides
the form factor of the induced order. Generally in the weak-
coupling limit, the wave vector Q of the interaction-induced
order is equal to the FS-nesting vector. Due to the three-folded
rotational symmetry of the system, there exist three degener-
ate FS-nesting vectors Qα with α = 1, 2, 3, and so do the
wave vectors of the induced order. As a result, the interaction-
induced SDW or CDW order can be described by the follow-
ing order-parameter part of the Hamiltonian,
HˆCDW =
3∑
α=1
∑
l1l2kσ
∆(c)α cˆ
†
l1kσ
ξ(c)l1l2 (Qα)cˆl2k−Qασ + h.c.,
HˆSDW=
3∑
α=1
∑
l1l2kσσ′
[
∆(s)α ·σσσ′
]
cˆ†l1kσξ
(s)
l1l2
(Qα)cˆl2k−Qασ′ + h.c..
(7)
Here σ is the vectorial Pauli matrix
(
σ(x), σ(y), σ(z)
)
, and∆(s)α(
∆
(c)
α
)
is the global amplitude of the α-th vectorial SDW (scalar
CDW) order determined by U. The total MF-Hamiltonian de-
scribing the ordered phase is given by
HˆMF−CDW = HˆTB + HˆCDW, (8a)
HˆMF−SDW = HˆTB + HˆSDW. (8b)
An important property of the DW orders of the MA-TBG
system is that they are either intra-valley orders or inter-valley
ones, but not their mixing, caused by the valley-U(1) symme-
try. To classify this point, we put aside the sublattice and spin
indices of χ(s) or χ(c) defined in Eq. (5) and only focus on the
valley degree of freedom, which leads to
χ(s,c)v1v2v3v4 ≡
〈
Tτcˆ†v1 (τ)cˆv2 (τ)cˆ
†
v4 (0)cˆv3 (0)
〉
, (9)
with the valley index vi = ± denoting K and K′ valleys, re-
spectively. Since the valley-U(1) symmetry of the system
requires the conservation of the total value of valleys, i.e.
v1 + v4 = v2 + v3, χ
(s,c)v1v2
v3v4 should take the form of
χ(s,c)v1v2v3v4 =

χ++++ 0 0 χ
++−−
0 χ+−+− 0 0
0 0 χ−+−+ 0
χ−−++ 0 0 χ−−−−
 . (10)
Due to the block-diagonalized character of the matrixes χ(s,c)
shown in Eq. (10), any of their eigenvectors ξ can either take
the form of (a, 0, 0, b)T or of (0, c, d, 0)T . While the form
represents the intra-valley order, the latter denotes the inter-
valley one, which do not mix. Note that the FS-nesting vectors
Qα shown in Fig. 1(c) and (d) always connect the FSs from
different valleys, we can easily conjecture that the induced
DW orders are inter-valley orders, which is consistent with
our following calculation results.
When both U < U(s)c and U < U
(c)
c are satisfied, an effec-
tive pairing interaction vertex Vαβ(k,k′) is developed through
exchanging the short-ranged spin (charge) fluctuation within
a Cooper pair. The detailed expression of Vαβ(k,k′) is pro-
vided in the Appendix B. It leads to the following linearized
gap equation near the SC critical temperature Tc,
− 1
(2pi)2
∑
β
∮
FS
dk′‖
Vαβ(k,k′)
vβF(k
′)
∆β(k′) = λ∆α(k), (11)
where α and β label the bands that cross the FS, correspond-
ing to combined (mv) in Eq. (1). vβF(k
′) gives the Fermi ve-
locity and k′‖ is the tangent component of k
′ along the FS.
After discretization, the equation (11) presents as an eigen-
value problem. The eigenvector of ∆α(k) represents the gap
form factor and the eigenvalue of λ determines the corre-
sponding Tc through Tc ∝ e−1/λ. System symmetry requires
that each ∆α(k) is attributed to one of the three irreducible
representations of the group D3. Further considering the par-
ity of ∆α(k) in the absence of spin-orbit-coupling, there are
six possible pairing symmetries [49], i.e., s,
(
dx2−y2 , dxy
)
, and
fx(x2−3y2)∗ f ′y(y2−3x2) pairings for the spin singlet and
(
px, py
)
,
fx(x2−3y2), and f ′y(y2−3x2) pairings for the spin triplet.
Since the SC critical temperature Tc is much lower than the
total band width of the low-energy emergent flat bands, it is
allowed to only consider the weak pairing limit. The weakly-
paired electrons are within a narrow energy shell on the FS
and the Anderson’s theorem tells that they have opposite mo-
menta. Therefore, the paired electrons should belong to differ-
ent valleys, which implies that all pairings for the MA-TBG
are those inter-valley pairings. Moreover, these inter-valley
pairings are neither valley-singlet pairing nor valley-triplet
one, but instead are a mixing between them, as the square of
5the total vectorial valley of the Cooper pair is not a good quan-
tum number here. Actually, if an electron with momentum-
valley k-K is on the FS and thus can participate in the pairing,
the electron with momentum-valley k-K′ is generally away
from the FS and thus cannot participate in the pairing, which
leads to a ratio of 1:0 between the amplitudes for the parings
of c†
kKc
†
−kK′ and c
†
kK′c
†
−kK , suggesting a 1:1 mixing between
the valley-singlet and valley-triplet pairings.
III. SO(4)-DW AND DEGENERATE SC AT JH = 0
As introduced in Sec. II A, when the inter-valley Hund’s
coupling is neglected, the MA-TBG has an SU(2)×SU(2)
symmetry, with each valley independently hosting a spin-
SU(2) symmetry. In this section, we will explore the conse-
quence of such a symmetry. It will be seen below that degen-
eracies will take place either between the SDW and CDW or
between the singlet and triplet SCs. The degeneracy between
the SDW and CDW orders, in combination with the three-
folded degeneracy among the wave vectors of the DW orders
caused by the D3 point group of the MA-TBG, would make
them mix into a chiral SO(4) DW order. A series of intriguing
properties of this chiral SO(4) DW state is studied.
A. Degeneracy between DW orders
The doping dependences of the critical interaction strengths
U(s)c and U
(c)
c are shown in Fig. 2(a). Two features are obvious
in Fig. 2(a). The first feature is that both U(s)c and U
(c)
c go to
zero at the two VH dopings, suggesting that an infinitesimal
interaction would drive DW orders at these dopings. This fea-
ture originates from the fact that the divergent DOS together
with the good FS nesting makes even the bare susceptibility
χ(0) diverge. The second feature is that the U(s)c and U
(c)
c are
exactly equal for a large doping range around the VH dopings.
What’s more, the eigenvectors ξ(s) and ξ(c) corresponding to
the largest eigenvalues of χ(s)(iω = 0) and χ(c)(iω = 0) are
identical too, which take the form of (0, c, d, 0)T and be-
long to the inter-valley type of DW orders, originating from
the inter-valley FS-nesting shown in Figs. 1(c) and 1(d). Such
a degeneracy originates from the SU(2)×SU(2) symmetry of
the MA-TBG system, as clarified below.
Due to the SU(2)×SU(2) symmetry of MA-TBG in the case
of JH = 0, we can define the unitary symmetry operation Pˆ :
ci → PˆciPˆ† =
(
σ(0) 0
0 σ(z)
)
ci with σ(0) to be the 2 × 2 unitary
matrix, satisfying
[
Pˆ, Hˆ
]
= 0. The explicit formula of this
unitary symmetry operation reads,
cˆ+↑ → cˆ+↑, cˆ+↓ → c+↓, cˆ−↑ → c−↑, cˆ−↓ → −c−↓, (12)
where the site index has been omitted. One can easily check[
Pˆ, Hˆ
]
= 0 from Eq. (2) (set JH = 0) and Eq. (12). A conse-
quence of this symmetry is that it maps an inter-valley CDW
order to the z-component of an inter-valley SDW (abbreviated
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Figure 2. (a) Doping dependence of U (s)c and U
(c)
c . (b) Distribu-
tion of χ(q) for δ = 0.240 in the Brillouin zone, corresponding to
the e-VHS in Fig. 1. (c) The energies of MF states determined by
HMF−SDW and HMF−CDW for several different configurations at the e-
VHS point with U = 4 meV . The non-zero order parameters are
∆
(c)
1 = ∆
(c)
2 = ∆
(c)
3 = ∆ for the isotropic CDW, ∆
(s)
1,z = ∆
(s)
2,z = ∆
(s)
3,z = ∆
for the collinear SDW-1, ∆c1 = ∆ for the anisotropic CDW, ∆
(s)
1,z = ∆
for the collinear SDW-2, and ∆(s)1,x = ∆
(s)
2,y = ∆
(s)
3,z = ∆ for the isotropic
chiral SDW, in which the energies of the isotropic and anisotropic
CDWs are exactly equal to those of the collinear SDW-1 and SDW-
2, respectively. These five configurations take the minimal energies
of 499.603 meV, 499.603 meV, 499.681 meV, 499.681 meV, and
499.484 meV, respectively, when their ∆ take 0.602 meV, 0.602 meV,
1.131 meV, 1.131 meV, and 0.720 meV.
as the z-SDW) one with the same wave vector Q and form
factor ξv1v2 (Q), i.e.,
OˆCDW ≡
∑
ι1v1,ι2v2,kσ
cˆ†
ι1v1kσ
ξι1v1,ι2v2 (Q)cˆι2v2k−Qσ, (13a)
Oˆz−SDW ≡
∑
ι1v1,ι2v2,kσσ′
cˆ†
ι1v1kσ
ξι1v1,ι2v2 (Q)σ
z
σσ′ cˆι2v2k−Qσ′ , (13b)
which satisfy
Pˆ†OˆCDWPˆ = Oˆz−SDW. (14)
Here the inter-valley condition for the DW orders requires
ξι1v1,ι2v2 = δv¯1,v2ξι1v1,ι2 v¯1 (15)
6One can easily check Eq. (14) by using Eq. (12) and Eq. (15).
Now let’s gradually enhance the interaction strength U
from zero and monitor the formation of the CDW and SDW
orders. Initially, U is too small so that the formation of nei-
ther the SDW nor the CDW can gain energy, and thus no DW
orders are formed. On the one hand, supposing at the criti-
cal interaction strength U(c)c , the formation of a CDW order
with a wave vectorQ and a form factor ξ(c)(Q) begins to gain
energy. Then from the mapping in Eq. (14) and the fact of[
Pˆ, Hˆ
]
= 0, it’s easily proved that the formation of a z-SDW
order with the same wave vector and form factor can also gain
energy because
ECDW =
〈
CDW
∣∣∣Hˆ∣∣∣ CDW〉 = 〈CDW ∣∣∣Pˆ†HˆPˆ∣∣∣ CDW〉
=
〈
z−SDW ∣∣∣Hˆ∣∣∣ z−SDW〉 = Ez−SDW. (16)
Therefore, we have U(c)c ≥ U(s)c . On the other hand, let’s sup-
pose U is enhanced to U(s)c so that the formation of an SDW
order with an arbitrary direction of magnetization with a wave
vector Q and form factor ξ(s)(Q) begins to gain energy. Note
that from the spin-SU(2) symmetry, we can always rotate the
direction of the magnetization to the z-axis without changing
the energy, thus U(s)c is also the critical U for the z-SDW or-
der. As for arbitrary U > U(s)c , the formation of a z-SDW
state can gain energy, then from Eq. (16) the formation of a
CDW state can also gain energy, suggesting U(c)c ≤ U(s)c . The
combination of both hands leads to U(c)c = U
(s)
c ≡ Uc, and the
wave vectorQ together with the form factor ξ(Q) of both DW
orders should be identical.
B. Consequence of degeneracy among wave vectors
On the above, we have proved the degeneracy between the
SDW and CDW orders at the critical point. Note that only one
single wave vectorQ of the DW orders is considered. In such
a case, the degeneracy not only applies at the critical point but
also at any U > Uc: the ground-state energies of both DW
states are always equal to each other due to Eq. (16) and the
spin-SU(2) symmetry. However, for the MA-TBG, there is
a three-folded rotational symmetry, which brings about three
degenerate wave vectors for the DW orders simultaneously. In
the presence of such a wave-vector degeneracy, the situation
is different: the degeneracy between SDW and CDW only ap-
plies at U = Uc, but not at U > Uc where the ground-state
energy of the SDW state is lower than that of the CDW state,
as will be discussed below.
As shown in Figs. 1(c) and 1(d), the FS of MA-TBG
exhibits three-folded degenerate nesting vectors Qα(α =
1, 2, 3), which in the weak-coupling treatment are just the
three degenerate wave vectors of the DW orders. This point is
supported by the distribution of the largest eigenvalue χ(q) of
the bare susceptibility matrix at iω = 0 in the MBZ, as shown
in Fig. 2 (b) for the e-VH doping. Figure 2(b) exhibits a six-
folded symmetric pattern peaking at ±Qα(α = 1, 2, 3). As the
threeQα are near the three Mα-points in the MBZ, we just set
Qα = Mα for simplicity. When interactions turn on, the spin
or charge susceptibilities first diverge at the threeQα, yielding
the three degenerate wave vectors asQα.
In the presence of degenerate wave vectors, the degeneracy
between SDW and CDW orders is still tenable at the criti-
cal point, including the relations U(c)c = U
(s)
c and ξ(c)(Qα) =
ξ(s)(Qα). The reason for this degeneracy is clear in the frame-
work of RPA: the critical interaction U(s)c or U
(c)
c is determined
by the condition that the denominator matrix in Eq. (6a) or
Eq. (6b) begins to have zero eigenvalue at some q. In the pres-
ence with degenerate wave vectors, this condition is first satis-
fied by the three degenerate momenta simultaneously, which
means that the condition U = U(c,s)c is also the condition that
the formation of the CDW or SDW orders with any one of the
three wave vectors can first gain energy. Therefore the above
energy-based proof for the single-Q case also applies here.
Going beyond the RPA, a more general proof based on the
Ginsberg-Landau theory is provide in the Appendix C.
However, the degeneracy between the SDW and CDW or-
ders is broken for a general U > U(c)c = U
(s)
c , wherein the in-
teraction among the degenerate order-parameter components
corresponding to the degenerate wave vectors energetically fa-
vors the SDW. The mixing of the three degenerate components
of the CDW and SDW orders leads to the order-parameter
fields given by Eq. (7). From the formula of Pˆ defined in
Eq. (12), it’s easily checked that for a CDW state formed by
the mixing of three degenerate components with wave vectors
Qα, form factors ξ(Qα), and global amplitude ∆α, described
by
HˆCDW =
3∑
α=1
∑
l1l2kσ
∆αcˆ
†
l1kσ
ξl1l2 (Qα)cˆl2k−Qασ+h.c., (17)
we have
Pˆ†HˆCDWPˆ = Hˆcol−SDW. (18)
with
Hˆcol−SDW ≡
3∑
α=1
∑
l1l2kσ1σ2
∆ασ
z
σ1σ2
cˆ†l1kσ1ξl1l2 (Qα)cˆl2k−Qασ2+h.c..
(19)
Obviously, the Hˆcol−SDW defined above is a special case of
the HˆSDW defined in Eq. (7) with setting ξ(s) = ξ and
∆α = ∆αez. In such an SDW state, all the three degener-
ate vectorial SDW components are along the same z-direction,
forming a collinear SDW state. Therefore, in the presence
of degenerate wave vectors, the SU(2)×SU(2) symmetry of
the MA-TBG maps any inter-valley CDW order into an inter-
valley collinear SDW order with the same wave vector and
form factor, and hence both DW states share the same ground-
state energy. However, the general form of SDW states given
in Eq. (7) not only includes the collinear SDW states but also
includes the non-collinear ones. Therefore, the ground-state
energy of the SDW state is at least no higher than that of
the CDW state in the presence of degenerate wave vectors.
Our numerical calculations shown below single out the non-
coplanar chiral SDW state to be the SDW state with the lowest
energy, which, of course, is lower than that of the CDW state.
7To find the energetically most favored DW state, we take
the three (nine) components of the CDW (SDW) order param-
eter, ∆(c)α (α = 1, 2, 3)
(
∆
(s)
α,µ (α = 1, 2, 3; µ = x, y, z)
)
in Eq.
(7) as the variational parameters to minimize the energy of
the Hamiltonian (3) in the CDW (SDW) MF state generated
by the MF Hamiltonian (8). For the CDW states, our numer-
ical results yield that the energetically most favored state is
the isotropic CDW state with ∆(c)1 = ∆
(c)
2 = ∆
(c)
3 = ∆. The
energy of this state is exactly equal to that of the isotropic
collinear-SDW state with ∆(s)α,z = ∆; ∆
(s)
α,x/y = 0, named as
the collinear-SDW-1, as proved on the above. To compare,
we also calculate the energy of the anisotropic CDW state
with only ∆(c)1 = ∆ as the nonzero component, whose en-
ergy is exactly equal to the anisotropic SDW state with only
∆
(s)
1,z = ∆ as the nonzero component, named as the collinear-
SDW-2. The ∆-dependences of the two CDW states (and the
associate collinear-SDW states) are shown in Fig. 2(c), which
verifies the isotropic CDW state as the energetically most fa-
vored CDW state, consistent with the so called 3Q CDW state
defined in Ref. [58]. However, this 3Q-CDW state is beat by
the non-coplanar chiral SDW state with ∆(s)1,x = ∆
(s)
2,y = ∆
(s)
3,z = ∆
as the nonzero components, which is among the energeti-
cally most favored degenerate SDW states, consistent with
Ref. [49]. These degenerate ground states are related by the
spin-SO(3) (or SU(2)) symmetry. In each of these degenerate
lowest-energy SDW states, the three SDW order-parameter
components∆(s)α with equal amplitudes satisfy∆
(s)
1 ⊥∆(s)2 ⊥
∆(s)3 , leading to an non-coplanar structure with spin chirality.
Such chiral SDW states cannot be mapped to any CDW state
by the SU(2)×SU(2) symmetry operation. The ∆-dependence
of the energy of the chiral SDW states is compared to that of
the CDW states in Fig. 2 (c), which verifies that the former is
energetically more favored than the latter.
C. Chiral SO(4) Spin-Charge DW
As clarified on the above two subsections, although the
SU(2)×SU(2) symmetry brings about the degeneracy between
the SDW and CDW orders at the critical point U = Uc, the
SDW order with a non-coplanar chiral spin configuration wins
over the CDW at the ground state for general realistic U > Uc.
However, the SU(2)×SU(2) symmetry still plays an important
role in determining the ground state in general cases. Assum-
ing that the chiral SDW state with ∆(s)1,x = ∆
(s)
2,y = ∆
(s)
3,z = ∆
obtained above is the ground state, let’s perform the symme-
try operation Pˆ on this state. Consequently, we obtain a DW
state with two vectorial SDW components pointing toward the
x- and y-directions mixed with one scalar CDW component.
This state would have the same energy as the chiral SDW
state. This fact tells us that the ground state of the system
is generally a mixing between the SDW and CDW orders. To
find the true ground state of the system, let’s expand the range
of possible DW states to the following general formula with
arbitrary mixing between the CDW and SDW orders,
HˆMF−DW = HˆTB +
3∑
α=1
∑
l1l2kσσ′
(
eiθα∆(c)α δσσ′ +∆
(s)
α · σσσ′
)
× c†l1kσξl1l2 (Qα)cˆl2k−Qασ′ + h.c.
= HˆTB +
3∑
α=1
∑
l1l2kσσ′
[
(∆α ·Σα)σσ′
× cˆ†l1kσξl1l2 (Qα)cˆl2k−Qασ′ + h.c.
]
, (20)
where the 4-component vector ∆α ≡
(
∆
(c)
α ,∆
(s)
α
)
=(
∆
(c)
α ,∆
(s)
α,x,∆
(s)
α,y,∆
(s)
α,z
)
∈ R4 and Σα =
(
eiθασ(0),σ
)
with σ(0)
to be the 2 × 2 identity matrix. The angle θα represents the
relative phase difference between the form factors of the α-th
components of the SDW and CDW order parameters. Here
we have totally fifteen variational parameters, including ∆α
and θα (α = 1, 2, 3).
Our energy-minimization result yields that the chiral SDW
state with ∆1 = (0,∆, 0, 0),∆2 = (0, 0,∆, 0),∆3 =
(0, 0, 0,∆), θα = θ is indeed one of the ground states of the
system. However, there are simultaneously many other de-
generate ground states with equal energy to this state, form-
ing a ground-states set. Thorough investigation on this set
suggests that it contains all the states satisfying the follow-
ing three conditions: (1) θα = pi/2 (in some cases one may
get θα = −pi/2, but the minus sign can be moved to the real
∆(s)α ); (2) |∆α| = ∆; (3) ∆1 ⊥ ∆2 ⊥ ∆3. Obviously, this
set of states are just obtained through performing all the pos-
sible global SO(4)-rotations on the three ∆α of the above-
yielded chiral SDW state within the R4 parameter space. Such
a ground-state degeneracy results from the spontaneous break-
ing of the SO(4) symmetry which, under the condition θα = pi2 ,
originates from the physical SU(2)×SU(2) symmetry, see Ap-
pendix D. Therefore, the ground state of the MA-TBG should
be a mixing between the SDW and CDW with a particular
manner: this DW state possesses three coexisting wave vec-
torsQα, with eachQα distributed to a 4-component DW order
parameter which comprises one CDW component and three
SDW ones. The three 4-component vectorial DW order pa-
rameters with equal amplitude are perpendicular to each other
and can globally freely rotate in the R4 parameter space. We
call such a DW state as the Chiral SO(4) Spin-Charge DW.
The SO(4) symmetry of the spin-charge DW order paramters
originates from the physical SU(2)×SU(2) symmetry, which
is proved in Appendix D.
The Goldstone-modes fluctuations grown on top of the
chiral SO(4) DW ground state is intriguing, considering the
SO(4) symmetry combined with the wave-vector degeneracy
here. Firstly, due to the spontaneous breaking of the SO(4)
symmetry, there exist three branches of gapless acoustic Gold-
stone modes, which describes the global SO(4) rotation of the
three ∆α simultaneously from their polarization direction to
the three remaining perpendicular directions in the R4 space.
Secondly, fixing ∆1, we are left with two branches of gap-
less optical Goldstone modes describing the relative rotation
of ∆2 around ∆1 under the condition ∆2 ⊥ ∆1. Finally,
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Figure 3. The real-space distributions of the inter-valley scalar charge density (a) and vectorial spin density (b-d) for a typical ground state
configuration with ∆1 = (0.47,−0.19,−0.22, 0.46) meV, ∆2 = (−0.49, 0.13,−0.11, 0.50) meV, and ∆3 = (−0.24,−0.64,−0.19,−0.11) meV
for JH = 0.
fixing both ∆1 and ∆2, we are left with one branch of gap-
less optical Goldstone modes describing the relative rotation
of∆3 around∆1 and∆2. All together, we have six branches
of gapless Goldstone modes, much more than those in conven-
tional SDW states. For example, the Neel SDW state on the
square or honeycomb lattice has only two branches of gapless
acoustic Goldstone modes.
Due to the Mermin-Wagner theorem, at finite temperature,
the Goldstone-modes fluctuations in the 2D MA-TBG system
would destroy the long-range chiral SO(4) DW order which
breaks the continuous SO(4) symmetry. However, the short-
range fluctuations of this DW order still exist. What’s more,
there exists a character temperature TM below which the cor-
relation length of the DW order begins to enhance promptly,
due to which the local environment around an electron is sim-
ilar with that in the presence of long-range order. As a result,
many properties exhibited in the experiment is also similar
with the latter case. It’s argued in Ref. [45] that the SDW-
correlated state can explain such experimental results as the
transport property at finite temperature. The chiral SO(4)
DW state can be obtained from the chiral SDW state through
an SU(2)×SU(2) rotation, which is a unitary transformation
and doesn’t alert the band structure. Therefore, this SO(4)
DW state is also ready to explain similar experimental results.
Note that in addition to the continuous SO(4) symmetry, the
discrete TRS is also broken here, which can possibly main-
tain at finite temperature, leading into such experimental con-
sequence as the Kerr effect.
The topological properties of the chiral SO(4) DW state
might probably be nontrivial with nonzero Chern number.
As this state is related to the chiral SDW state through a
unitary transformation, the two states share the same topo-
logical properties. The chiral SDW states with three de-
generate wave vectors have been studied previously in other
circumstances[139–142], which suggests that when an SDW
gap opens at the Fermi level, this state has a nontrivial topo-
logical Chern number and is thus an interaction-driven spon-
taneous quantum anomalous Hall (QAH) insulator [143–145].
Therefore, the chiral SO(4) DW state obtained here might also
be a spontaneous QAH insulator, as long as the single-particle
gap caused by the DW order opens at the Fermi level. Experi-
mentally, the half-filled MA-TBG is indeed a correlated insu-
lator [2], which thus might probably be a QAH insulator. In
our model, the band structure reconstructed in the chiral SO(4)
DW state is not insulating at half-filling. However, such effect
as the interaction-driven band renormalization [52] can mod-
ify the band structure, which might probably drive the system
into an insulator in the chiral SO(4) DW state, which can be
studied in future works.
To show the real-space pattern of the chiral SO(4) DW or-
ders, we introduce the following inter-valley site-dependent
charge and spin densities defined as
∆
(c)
j =
〈
cˆ†j+↑cˆ j−↑ + cˆ
†
j+↓cˆ j−↓ + h.c.
〉
, (21a)
∆
(s)
j,x =
〈
cˆ†j+↑cˆ j−↓ + cˆ
†
j+↓cˆ j−↑ + h.c.
〉
, (21b)
∆
(s)
j,y =
〈
−icˆ†j+↑cˆ j−↓ + icˆ†j+↓cˆ j−↑ + h.c.
〉
, (21c)
∆
(s)
j,z =
〈
cˆ†j+↑cˆ j−↑ − cˆ†j−↓cˆ j+↓ + h.c.
〉
. (21d)
The real-space distributions of these densities are shown in
Fig. 3 for an arbitrarily chosen ground state with ∆1 =
(0.47,−0.19,−0.22, 0.46), ∆2 = (−0.49, 0.13,−0.11, 0.50)
and ∆3 = (−0.24,−0.64,−0.19,−0.11). This pattern leads
to a 2 × 2-enlarged unit cell as enclosed by the black dia-
monds in Fig. 3, which contains 8 sites or 16 orbitals. Such a
translation-symmetry breaking has not been detected by ex-
periments yet, which might possibly be caused by that the
inter-valley charge or spin order in this system can not be
easily coupled to conventional experiment observables. Ob-
viously, both the CDW and SDW orders are nematic in the
9shown configuration, spontaneously breaking the C3 rota-
tional symmetry of the MA-TBG. However, this state can
also freely rotate to other isotropic states such as the chiral
SDW state. Concretely, the orientations of the three ∆α can
be pinned down by an added infinitesimal term breaking the
SU(2)×SU(2) symmetry, such as an imposed weak magnetic
field studied below or a tiny inter-valley Hund’s-rule coupling
that will be studied in the next section.
To investigate how an imposed infinitesimal magnetic field
will pin down the direction of the polarization of the chiral
SO(4) DW obtained here through the Zeeman coupling, the
following Zeeman term is added into the Hamiltonian (3),
HZeeman = JZ
∑
i,v
(
c†iv↑civ↑ − c†iv↓civ↓
)
, (22)
where JZ = 0.01 meV is adopted. The energy of HˆTB + Hˆint +
HˆZeeman is optimized in the state determined by HMF−DW in
Eq. (20). Our numerical results for the optimized order pa-
rameters are as follow. Firstly, the three relative phase an-
gles between the CDW and SDW orders are θα ≈ pi2 , approx-
imately maintaining the SO(4) symmetry. Secondly, among
the three DW order parameters ∆α, an arbitrarily chosen
one, say ∆1, takes the form of ∆1 ≈ (∆, 0, 0, 0), denoting
a CDW order, and the remaining two both take the form of
(0,∆1,∆2, 0) and are perpendicular to each other, denoting two
mutually-perpendicular SDW orders polarized within the xy-
plane. Therefore, we obtain a spin-charge DW ordered state
which hosts one scalar CDW order mixed with two mutu-
ally perpendicular vectorial SDW orders oriented within the
xy-plane, with the three DW order parameter randomly dis-
tributed with the three symmetry-related wave vectors Qα.
Obviously, this phase is nematic, since neither the CDW nor
the SDW order is distributed with all the three symmetry-
related wave vectors. The physical picture of this result is
as follow. Considering that the three wave vectors Qα are
all antiferromagnetic-like, the z-component of the SDW or-
der will be most unfavored by the uniform Zeeman term and
thus it would be kicked out from the 3D “easy plane” for the
polarization of any DW order; the CDW order parameter is
completely blind to the Zeeman coupling and thus it’s maxi-
mized and fully occupies a wave vector; the x, y-components
of the SDW sit in between the two and occupy the remaining
two wave vectors.
The relation between the SO(4) and the SU(2)×SU(2) sym-
metries, and the consequent degeneracy between the SDW
and CDW orders have been clarified in Refs. [58, 79] pre-
viously. However, the role of the degeneracy among the
symmetry-related wave vectors is first thoroughly investigated
here. In this work, we reveal that the combination of the two
aspects will bring about the TRS-breaking chiral SO(4) spin-
charge DW state with intriguing properties, whose energy is
reasonably lower than that of the 3Q-CDW state proposed in
Ref. [58]. Further more, our results are more different from
those in Refs. [58, 79] for the cases of JH , 0 (which will
be studied in the next section). Briefly, both Refs. [58] and
[79] take the viewpoint that since the SDW and CDW are de-
generate at JH = 0, one naturally conjectures that for JH > 0
(JH < 0) the CDW (SDW) will beat the other order. However,
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Figure 4. The largest pairing eigenvalues λ vs doping for all possible
pairing symmetries under U = 1.1 meV. Note about the degeneracy
between the p- and d-, the f ′- and s-, and the f - and f ∗ f ′-wave pair-
ings, respectively. The degenerate p and d wave pairings dominate
other pairings near the two VH dopings, see the two regimes cov-
ered with green rectangles, which represent for the chiral SO(4) DW
phase. The insets on both sides show the normalized gap functions
for all possible pairing symmetries near the two VH dopings .
it’s pointed out here that such degeneracy is only tenable at
the critical point U = U(c)c = U
(s)
c . For general and realistic
situation with U > U(c)c = U
(s)
c , the wave-vector degeneracy
dictates that the non-coplanar chiral SDW beats the CDW by
a finite energy difference, which cannot be compensated by
the energy caused by an infinitesimal JH , 0 term (the re-
alistic JH in the MA-TBG is two orders of magnitude lower
than U [128] and can be viewed as infinitesimal). Therefore,
it’s more reasonable to conjecture that the SDW order param-
eter will always be nonzero for all tiny JH , irrespective of its
sign. Actually, the tiny JH term should be viewed as a pertur-
bation to the chiral SO(4) spin-charge DW ground state which
hosts three mutually perpendicular 4-component vectorial or-
der parameters, whose orientations are pinned down by this
perturbation. As a result, for JH → 0− we get pure chiral
SDW, while for JH → 0+ we get a DW state with one CDW
component mixed with two SDW components, instead of the
pure CDW suggested by Refs. [58, 79]. More details of these
results will be presented in the next section.
D. Degeneracy between singlet and triplet SCs
The doping-dependences of the largest pairing eigenvalues
for all the pairing symmetries are plotted in Fig. 4, where the
gap form factor ∆α(k) (determined by Eq. (11)) near the two
VHS points are shown on both sides. The two green rectangles
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Figure 5. Mapping between the triplet pairings (the first row) and
singlet pairings (the second row) under the operation Pˆ. The red and
black curves represent the FSs contributed from the K and K′ valleys,
respectively.
near the e-VHS and the h-VHS give the regimes for the chiral
SO(4) spin-charge DW studied above where U > U(s)c = U
(c)
c ,
and the remaining regimes support the SC phases. In the
regimes near the VHS, the degenerate p- and d-wave pairings
are the leading pairing symmetries, while in the over doped
regimes far away from the VHS, the degenerate fx(x2−3y2)- and
fx(x2−3y2) ∗ f ′y(y2−3x2)- wave pairings become the leading sym-
metries.
The most remarkable feature of Fig. 4 lies in that there is a
one-to-one corresponding degeneracy between the triplet and
singlet pairings, i.e. the p- and d-pairing degeneracy, the f ′-
and s-pairing degeneracy, and the f - and f ∗ f ′-pairing de-
generacy, see Fig. 5. Similar to the degeneracy between the
inter-valley SDW and the CDW, the degeneracy between the
inter-valley singlet and triplet pairings reasons from that they
are related by the unitary symmetry operation Pˆ defined in
Eq. (12). Concretely, the following singlet and triplet pairings
with order parameters
Oˆ(s)SC =
∑
mvk∈FS
[
cˆmvk↑cˆmv¯k¯↓ − cˆmvk↓cˆmv¯k¯↑
]
∆mv(k), (23a)
Oˆ(t)SC = −
∑
mvk∈FS
[
cˆmvk↑cˆmv¯k¯↓ + cˆmvk↓cˆmv¯k¯↑
]
v∆mv(k), (23b)
are related as
Pˆ†Oˆ(s)SCPˆ = Oˆ
(t)
SC, (24)
where k¯ ≡ −k, v¯ ≡ −v and the operator Pˆ is defined by Eq.
(12). Note that in the weak-pairing limit only the electrons
on the FS participate in the pairing, and an electron state on
the (mv)-th band with momentum k can only pair with its TR-
partner, i.e. the state on the (mv¯)-th band with momentum k¯.
The condition mvk ∈ FS defines v as an implicit function
of k, and from Fig. 5 we have vk¯ = −vk, suggesting that
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Figure 6. Fermi surfaces on the over and under doping sides of the
h-VHS point (a, b) and e-VHS point (c, d) with the same filling devi-
ation of 0.01. The FSs show the better nesting behavior on the higher
doping side than on the lower doping side with respect to the h-VHS
and e-VHS points. Other denotations and parameters are the same
with those in Fig. 1.
vk is an odd function of k. Equations (23) and (24) suggest
that a singlet pairing with even-parity gap function ∆mv(k) can
be mapped to a triplet pairing with odd-parity gap function
−vk∆mv(k). In Fig. 5, the distributions of the gap signs for all
possible pairing symmetries are schematically shown, where
the listed one-to-one mapping between different singlet and
triplet pairings can well explain the singlet-triplet degeneracy
shown in Fig. 4.
Similar to the degeneracy between the SDW and CDW or-
ders, the degeneracy between the singlet and triplet SCs also
originates from the SU(2)×SU(2) symmetries. However, there
is an important difference between them: for the SC, there is
only one “nesting vector” or “wave vector”, i.e., Q = 0 in the
particle-particle channel, which is the center-of-mass momen-
tum of a Cooper pair. As a result, the singlet-triplet degener-
acy for SC is always tenable, leading to degenerate ground-
state energies for singlet and triplet SCs and hence their arbi-
trary mixing. Such a degeneracy can only be lift up by adding
a weak inter-valley Hund’s-rule coupling that will be studied
in the next section.
The doping-dependence of the superconducting Tc shown
in Fig. 4 exhibits two asymmetric behaviors consistent with
experiments. One is the asymmetry with respect to the CNP:
the Tc at the negative dopings is much higher than that at the
positive dopings, which is due to the higher DOS for the for-
mer case than that for the latter case (see Fig. 1(b)). Such an
asymmetric behavior is well consistent with both the experi-
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Figure 7. Doping dependences of U (s)c , U
(c)
c (a,e) and their difference
(b, f) and the largest eigenvalues λ for the singlet-pairing, the triplet
pairing (c, g) and their difference (d, h) with JH = −0.01U for the
left column and JH = 0.01U for the right column. In the calculations,
U = 1.1meV is adopted.
ments of Y. Cao, et al, in Ref. [1] and the observations of M.
Yankowitz, et al, in Ref. [12]. The other asymmetry is with
respect to each VH doping: the Tc on the higher-doping side
of each VH point is higher than that on its lower-doping side.
This asymmetry is attributed to the asymmetric situations of
the FS-nesting on the two sides of each VH doping, see Fig. 6
which indicates that the FSs are better nested at the higher-
doping side of each VH doping than those at its lower-doping
side. As a result, the susceptibility and hence the effective
pairing interaction on the higher-doping side of each VH dop-
ing are stronger than those on the other side, leading to the
higher Tc on the higher-doping side. This asymmetric behav-
ior is also well consistent with both experiments in Refs. [1]
and [12]. The consistence of these two asymmetric doping-
dependent behaviors of the Tc with the experiments suggests
that the SC pairing mechanism in the MA-TBG should be con-
sistent with that we proposed, i.e. exchanging the spin-charge
DW fluctuations.
IV. RESULTS WITHWEAK INTER-VALLEY EXCHANGE
INTERACTIONS (JH , 0)
For the realistic material of the MA-TBG, theoretical anal-
ysis suggests that there exists a very weak inter-valley Hund’s
-rule exchange interaction with strength JH ≈ 0.01U [58, 79,
128] which has been neglected in Sec. III. As in the case of
JH = 0, the SU(2)×SU(2) symmetry brings about the SDW-
CDW degeneracy at the critical point and the singlet-triplet
degeneracy for SCs, it’s necessary to add the tiny symmetry-
breaking JH-term to lift up these degeneracies. Further more,
this symmetry also leads to the chiral SO(4) spin-charge DW
ground state which hosts three vectorial DW order parame-
ters, whose polarization directions need to be pinned down
by the tiny symmetry-breaking JH term. In this section, we
focus on the infinitesimal JH term, including JH → 0− and
JH → 0+, and investigate its influence on the ground state of
the MA-TBG. The two cases will be studied separately in the
following.
A. JH → 0−
For the case of JH → 0−, we set JH = −0.01U and redo
the RPA calculations. The results of our RPA calculations are
shown in Figs. 7(a) to 7(d). The doping-dependence of the
critical interaction strength U(s,c)c shown in Figs. 7(a) suggests
U(c)c > U
(s)
c , as is verified by the broadened U
(c)
c − U(s)c > 0
shown in Figs. 7(b). This result suggests that a negative JH
favors the SDW order. In such a case, we redo the energy
optimization of the Hamiltonian (3) in the mixed spin-charge
DW state determined by Eq. (20), with the same variational
parameters. Our result reveals that the pure chiral SDW states
[49] obtained in Sec. III B are the ground states. The physical
picture for the evolution from the chiral SO(4) spin-charge
DW in the case of JH = 0 to the chiral SO(3) SDW state in
the case of JH → 0− is simple: in the former case, due to
the SO(4) symmetry, the four axes for each spin-charge DW
vectorial order are equally favored, which leads to the free
rotation of that vectorial order in the R4 space; however, in
the latter case, the CDW-axis for each DW order parameter
is disfavored and the left three SDW-axes form the R3 easy
“plane”, within which the SDW vectorial orders can freely
rotate.
The chiral SDW state obtained here has similar properties
in many aspects with the same phase obtained previously in
other contexts [49, 139–142]. The real-space configuration of
the chiral SDW state also has four sublattices. This ground
state hosts three branches of gapless Goldstone modes which
are all spin-wave modes, including two branches of acoustic
spin waves and one branch of optical spin wave. At finite
temperature, the gapless spin-wave fluctuations will also de-
stroy the long-range SDW order, leaving short-ranged SDW
fluctuations with long correlation length below some charac-
ter temperature. Further more, the TRS breaking of this state
can survive finite temperature. The topological properties of
this state can also be nontrivial with nonzero Chern number,
as long as an SDW gap opens at the Fermi level.
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Figure 8. The real-space distributions of the inter-valley scalar charge density (a) and vectorial spin density (b-d) for a typical ground state
configuration with ∆1 = (0.020, 0.41, 0.32, 0.51) meV, ∆2 = (0.72,−0.0019, 0.08, 0.0) meV, and ∆3 = (−0.077, 0.13, 0.55,−0.44) meV for
JH = 0.01U. The distribution of the charge density nearly take only one wave vector, i.e. Q2, while that of the spin density take both Q1 and
Q3.
However, the close proximity of the chiral SDW state ob-
tained here for JH → 0− to the chiral SO(4) spin-charge DW
state for JH = 0 makes it different from those in other con-
texts [49, 139–142] in the aspect of the response to a weak
magnetic field. The condition JH → 0− and the applied weak
magnetic field studied in the Sec. III C both have the effect of
pinning down the directions of the polarizations of the DW
orders. However, the effects brought about by them conflict:
while the former case disfavors the CDW, the latter favors it.
Considering that the JH in real materials is very weak, a weak
magnetic field (a few Tesla) is enough to overcome its effects.
As a result, the weak applied magnetic field would drive the
isotropic chiral SDW state here into a nematic DW state con-
taining one nematic CDW order and two nematic SDW orders.
Such an effect can be easily checked by experiments.
The doping-dependence of the largest pairing eigenvalues
for the singlet and triplet pairing symmetries are shown in
Fig. 7(c). Clearly the tiny SU(2)×SU(2)-symmetry-breaking
JH-term leads to the split between the singlet and triplet pair-
ings. Concretely, near the VHS the triplet p-wave pairing wins
over the singlet d-wave one and becomes the leading pairing
symmetry, while far away from the VHS in the over doped
regime the singlet fx(x2−3y2) ∗ f ′y(y2−3x2)-wave pairing beats the
triplet fx(x2−3y2)- wave pairing and serves as the leading pair-
ing symmetry. In the experiments reported in Refs. [1] and
[12], the SC is mainly detected near the VHS. Therefore, the
experiment-relevant pairing symmetry in the case of JH → 0−
should be triplet p-wave pairing. As the p-wave belongs to
the 2D irreducible representation, the degenerate px- and py-
wave pairings would always be mixed into the px± ipy form to
lower the ground-state energy, i.e. the p+ ip for abbreviation,
as verified by our numerical results. This state is topologically
nontrivial. As the JH is very weak, the two asymmetric be-
haviors of the doping-dependence of the superconducting Tc
shown in Fig. 7(c) are similar with the case of JH = 0 shown
in Fig. 4, which are consistent with experiments.
B. JH → 0+
The RPA results for JH → 0+ are shown in Figs. 7(e)- 7(h).
Figures 7(e) and 7(f) obviously show U(s)c > U
(c)
c , suggesting
that the CDW is more favored than the SDW here. However,
this does not mean that the ground state for general realis-
tic U > U(s)c ≈ U(c)c is in the pure CDW phase, due to the
following reason. The tiny positive JH term as a perturba-
tion on the chiral SO(4) DW state, its only role is to set the
CDW-axis as an easy axis for the three vectorial DW order
parameters∆α to orient in the R4 space. However, among the
three mutually perpendicular ∆α (α = 1, 2, 3), at most one
lucky ∆α is given the opportunity to orient toward the CDW-
axis, with the remaining two still residing in the R3 SDW-
“plane”, leading to a mixed CDW and SDW ordered state.
Such an argument is consistent with the following numerical
results for the succeeding MF-energy minimization. Firstly,
the three relative phase angles between the CDW and SDW
orders are θα ≈ pi2 , keeping the approximate SO(4) symmetry.
Secondly, among the three DW order parameters∆α, an arbi-
trarily chosen one, say∆2, takes the form of∆2 ≈ (∆, 0, 0, 0),
while the remaining two i.e. ∆1 and ∆3, both take the form
of (0,∆1,∆2,∆3) with ∆1 ⊥ ∆3. This result suggests that
for JH → 0+, we obtain a spin-charge DW ordered ground
state with one scalar CDW order parameter accompanied by
another two mutually perpendicular vectorial SDW order pa-
rameters, with the three DW order parameters randomly dis-
tributed with the three symmetry-related wave vectorsQα.
In Fig. 8, the real-space distributions of the inter-valley
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charge and spin densities defined in Eq. (21) are shown
for a typically chosen group of DW order parameters
for this phase, i.e. ∆1 = (0.020, 0.41, 0.32, 0.51),
∆2 = (0.72, −0.0019, 0.08, 0.0), and ∆3 =
(−0.077, 0.13, 0.55, −0.44). As the CDW order in this DW
state nearly only takes one wave vector Q2 among the three
symmetry-related ones {Qα (α = 1, 2, 3)}, the charge density
shown in Fig. 8(a) exhibits a nematic stripy structure, which
spontaneously breaks the C3 rotational symmetry of the orig-
inal lattice. Note that the extension direction of the charge
stripe can be arbitrary among the three symmetry-related di-
rections. Such a nematic stripy distribution of the charge den-
sity is consistent with the recent STM experiments [5, 6]. Note
that theC3-symmetry breaking here for the inter-valley charge
density can be delivered to the intra-valley one relevant to the
STM based on the Ginsberg-Landau theory, as it cannot be
excluded that the two orders are coupled. Here we have pro-
vided a simple understanding toward these experimental ob-
servations based on the spontaneous breaking of the C3 sym-
metry, which suggests that the JH → 0+ is more realistic for
the MA-TBG. It’s interesting that the ground state of the sys-
tem is not a pure nematic CDW, but it also comprises two ad-
ditional nematic SDW orders with equal amplitudes, as shown
in Fig. 8(b-d) for the three components of the inter-valley
spin density. Here we propose that a spin-dependent STM
can detect such a nematic spin order, which coexists with the
already-detected nematic stripy charge order.
This spin-charge DW ground state hosts three branches of
gapless Goldstone modes which are all spin-wave modes, in-
cluding two branches of acoustic modes and one branch of
optical mode. At finite temperature, the spin-wave fluctu-
ations will also destroy the long-range SDW order, leaving
short-ranged SDW fluctuations with long correlation length
below some character temperature. However, the CDW order
parameter, the TRS breaking, and the C3-symmetry breaking
can survive the finite temperature, as they are discrete sym-
metry breakings. Besides, the topological properties of this
state can also be nontrivial if it’s insulating. Therefore, at fi-
nite temperature for JH → 0+, we obtain a nematic CDW state
with TRS breaking, which simultaneously hosts strong SDW
fluctuations with long spin-spin correlation length.
The doping-dependence of the largest pairing eigenvalues
for the singlet and triplet pairing symmetries are shown in
Fig. 7(g) for JH → 0+. Consequently, near the VHS the
singlet d-wave pairing wins over the triplet p-wave pairing
and becomes the leading pairing symmetry, while far away
from the VHS in the over doped regime the triplet fx(x2−3y2)-
wave pairing beats the singlet fx(x2−3y2)∗ f ′y(y2−3x2)-wave pairing
and serves as the leading pairing symmetry. The experiment-
relevant pairing symmetry near the VH dopings in this case
should be singlet d-wave pairing, which takes the form of
topological d + id pairing state. As the JH is very weak, the
two asymmetric behaviors of the doping-dependence of the
superconducting Tc shown in Fig. 7(g) are also clear, which
are consistent with experiments.
V. DISCUSSION AND CONCLUSION
The px,y-orbital model on the honeycomb lattice adopted
here is criticized to be topologically problematic [91, 119] for
the CNP. However, here we focus on the doped case, with par-
ticular focus on the VHS, and therefore only the low-energy
band structure near the FS will matter. For more accurate band
structure, we can adopt the continuum-theory band structure
directly [66], which is not only complicated but also has the
problem of how to properly put in the interaction terms. One
can alternatively adopt the faithful TB model which can prop-
erly deal with the band topology [91], which has five, six or
ten bands for each valley and each spin. Considering the CPU
time which scales with n6band in the RPA calculations, such
study would be rather difficult, which could be our next work.
However, the physics discussed here only relies on the ap-
proximate SU(2)×SU(2) symmetry and the presence of three-
folded degenerate nesting vectors which originate from the
C3-rotational symmetry of the material. These symmetries do
not depend on the details of the band structure, which im-
plies that our conclusions might most probably survive band-
structure choices.
Note that the nesting vectors Qα of our model only locate
along the ΓMMM lines, but not exactly at the MM points. If we
adopt the accurate value ofQα (generally incommensurate) to
build our CDW or SDW order parameters, the unit cell would
be very huge or even infinite, which brings great difficulty
to the calculations. What’s more, the relation Qα , −Qα
might bring further difficulty to the calculations. However, as
the main physics revealed here only relies on the three-folded
wave-vector degeneracy brought about by the C3 symmetry of
the system, the accurate values ofQα should not matter.
In conclusion, adopting realistic band structure and inter-
actions, we have performed a thorough investigation on the
electron instabilities of the MA-TBG driven by FS-nesting
near the VH dopings. A particular attention is paid here to
the approximate SU(2)×SU(2) symmetry and the three-folded
wave-vector degeneracy brought about by the C3-rotational
symmetry of the system. Our main results are summarized
as follow, which is shown in Fig. 9.
On the aspect of the DW orders, we obtain the following
results. Firstly, at the SU(2)×SU(2) symmetric point with
JH = 0, the degeneracy between the SDW and CDW or-
ders makes them mix into the chiral SO(4) spin-charge DW
ordered state, see Fig. 9(a). This state simultaneously hosts
three 4-component vectorial spin-charge DW order parame-
ters, which are mutually perpendicular to one another and can
globally freely rotate in the R4 space, with the three DW or-
der parameters randomly distributed with the three symmetry-
related wave vectors, as drafted in Fig. 9(b). This phase rep-
resents a new state of matter that possesses a series of intrigu-
ing properties such as the presence of six branches of gapless
Goldstone modes and possibly nontrivial topological Chern
number. Secondly, when a realistic tiny inter-valley Hund’s
coupling JH , 0 term is added to break the SU(2)×SU(2)
symmetry, we find qualitatively different phases in the cases
of JH → 0− and JH → 0+, see Fig. 9(a). The former case
prefers the SDW to the CDW, leading to a pure chiral SO(3)
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Figure 9. (a) The properties of the system, including the character-
ization of the ground state, the relation between the critical interac-
tions Uc for CDW
(
U (c)c
)
and SDW
(
U (s)c
)
and that between the Tc
of singlet-
(
T (s)c
)
and triplet-
(
T (t)c
)
SCs, for different inter-valley ex-
change interactions. (b-d) The corresponding DW order-parameter
vectorial geometries of the ground states distributed with the three
symmetry-related wave vectors Qα. In panel (a) the number after
SDW and CDW denotes how many Qα are distributed to the corre-
sponding DW. When JH = 0 the ground state is in the chiral spin-
charge DW phase with the SO(4) symmetry, and the three mutu-
ally perpendicular four-dimensional order-parameter vectors ∆α =(
∆
(c)
α ,∆
(s)
α,x,∆
(s)
α,y,∆
(s)
α,z
)
can globally freely rotate in the R4 spin-charge
space, see panel (b). When JH < 0 the ground state is in the chiral
SDW phase and the corresponding three mutually perpendicular spin
order vectors∆(s)α =
(
∆
(s)
α,x,∆
(s)
α,y,∆
(s)
α,z
)
can freely rotate in the 3D spin
space, see panel (c). When JH > 0, one wave vector, e.g. Q3, is
fully occupied by the scalar CDW order ∆(c)3 , and the remaining two
are occupied by the vector SDW orders, i.e. ∆(s)1 and ∆
(s)
2 , which
are perpendicular to each other and can freely rotate in the 3D spin
space, see panel (d).
SDW ground state, as drafted in Fig. 9(c). While the latter
case prefers the CDW, the ground state is not a pure CDW
state. Instead, it’s a nematic spin-charge DW which simulta-
neously hosts one CDW component and another two mutually
perpendicular SDW components with equal amplitude, with
the three symmetry-related wave vectors randomly distributed
to the three DW components, as shown in Fig. 9(c). The stripy
charge-density pattern in this nematic state is well consistent
with recent STM experiments, suggesting that JH → 0+ is
more realistic for the MA-TBG.
On the aspect of SC, we obtain the following results.
Firstly, at the symmetric point JH = 0, we obtain degener-
ate singlet d + id and triplet p+ ip TSCs, while for the case of
JH → 0− (JH → 0+) the triplet p + ip (singlet d + id) TSC is
more favored. Secondly, two asymmetric doping-dependent
behaviors of the Tc are clarified, which are well consistent
with experiments, suggesting that the pairing mechanism for
the MA-TBG should be consistent with the one proposed here,
i.e. exchanging the spin or/and charge DW fluctuations.
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Appendix A: Tight-binding Hamiltonian HTB
This Appendix provides some details for the TB Hamilto-
nian HTB in Eq. (1), including its connection with the Slater-
Koster formalism and the U(1)-valley symmetry. In addition,
how to express it in the valley representation is shown.
The proposed simplest TB model for the MA-TBG pos-
sesses two orbitals of px and py on each lattice site [36, 46,
49, 89], holding the form,
Hˆ0 =
∑
jµ, j′µ′σ
t jµ, j′µ′ cˆ
†
jµσcˆ j′µ′σ − µc
∑
jµσ
cˆ†jµσcˆ jµσ, (A1)
where cˆ jµσ is the annihilation operator of the µ (µ = x, y
represents px or py) orbital with spinσ on the jth site. µc is the
chemical potential and t jµ, j′µ′ is the hopping integral between
the µ and µ′ orbitals on the jth and j′th sites, respectively. The
hopping integral can be constructed [49] via the Slater-Koster
formalism [146] based on the coexisting σ and pi bondings
[123–127], namely,
t jµ, j′µ′ = t
j j′
σ cos θµ, j j′ cos θµ′, j j′ + t
j j′
pi sin θµ, j j′ sin θµ′, j j′ , (A2)
with θµ, j j′ denotes the angle from the direction of µ to that of
r j′ −r j. The Slater-Koster parameters of t j j′σ and t j j
′
pi represent
the parts of the hopping integrals caused by σ and pi bonds
between the jth and j′th sites, respectively.
To reflect the U(1)-valley symmetry, the above Slater-
Koster Hamiltonian (A1) can be transformed into the valley
representation via cˆ j±σ = (cˆ jxσ ± icˆ jyσ)/
√
2 with ± represent-
ing the K and K′ valley. As required by the U(1)-valley sym-
metry, the inter-valley hopping terms should vanish, which
leads to,
2t j j
′
σ cos θx, j j′ cos θy, j j′ + 2t
j j′
pi sin θx, j j′ sin θy, j j′ = 0,
(A3a)
t j j
′
σ (cos2 θx, j j′− cos2 θy, j j′ ) + t j j
′
pi (sin2 θx, j j′− sin2 θy, j j′ ) = 0.
(A3b)
Since θy, j j′ = θx, j j′ − pi2 , we get
t j j
′
σ = t
j j′
pi ≡ t j j′ . (A4)
Substituting Eq. (A4) into Eq. (A2), we have,
t jµ, j′µ′ = t j j
′
δµµ′ . (A5)
Up to the third neighbor hoppings, the Hamiltonian (A1) turns
into [46, 90],
Hˆ0 =
3∑
α=1
∑
〈 j j′〉αvσ
tα
(
cˆ†jvσcˆ j′vσ + h.c.
)
− µc
∑
jvσ
cˆ†jvσcˆ jvσ, (A6)
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where v = ± and 〈 j j′〉α denotes the αth neighboring bond with
the hopping strength of tα.
The Hamiltonian Hˆ0 in Eq. (A6) has the SU(2) symmetry
for the valley degree of freedom. Actually, the Slater-Koster
formulism (A2) only applies to the cases with the D6 symme-
try. Since the realistic point-group of the MA-TBG is D3, the
breaking of D6 down to D3 of the valley degree of freedom
means the Kane-Mele type of the valley-orbital coupling, i.e.,
Hˆ1 =
3∑
α=1
∑
〈 j j′〉ασ
t′α
[
(cˆ†jσ × cˆ j′σ)z + h.c.
]
= − i
3∑
α=1
∑
〈 j j′〉ασ
t′α
(
cˆ†j+σcˆ j′+σ − cˆ†j−σcˆ j′−σ
)
+ h.c., (A7)
where cˆ jσ = (cˆ jxσ, cˆ jyσ)T and t′α describes the αth neighboring
coupling strength.
Combining Hˆ0 and Hˆ1, we will arrive at the TB Hamilto-
nian expressed in Eq. (1), which satisfies the U(1)-valley sym-
metry [46, 90].
Appendix B: More information on RPA approach
In this appendix, we provide the explicit form of the non-
interaction susceptibility χ(0), the interaction matrices U˜(s) and
U˜(c), and the effective pairing interaction vertex Vαβ(k,k′).
The form of χ(0) is given by
χ(0)l1l2l3l4 (q, iω) =
1
N
∑
k,αβ
nF(ε
β
k+q
) − nF(εαk)
εα
k
− εβ
k+q
+ iω
× ξα∗l1 (k)ξβl2 (k+q)ξ
β∗
l4
(k + q)ξαl3 (k), (B1)
where nF(εαk) is the Fermi distribution. α and β represent the
the combined index (mv) in Eq. (1). εα
k
and ξα(k) are the
energy level and corresponding eigenstate at the wave vector k
for the αth band, both which are determined by Eq. (1). In the
RPA level, the renormalized spin and charge susceptibilities
have been given in Eqs. (6a) and (6b), in which
U˜(s) = U(s) − 2S , (B2a)
U˜(c) = U(c) + 2S . (B2b)
The explicit forms of U(s), U(c), and S are given as follow.
Firstly, the nonzero elements of U(s)l1l2l3l4 are:
U(s)1111 = U
(s)22
22 = U
(s)33
33 = U
(s)44
44 = U, (B3a)
U(s)1122 = U
(s)22
11 = U
(s)33
44 = U
(s)44
33 = −2JH , (B3b)
U(s)1212 = U
(s)21
21 = U
(s)34
34 = U
(s)43
43 = U. (B3c)
(a)
l 3
k
-k
k'(U)
(b) (c)
l 4
l 1
l 2
-k'
l 3l 3
l 4l 4
l 2
l 2
l 1
l 1
(U)
(U)
(U)
(U)
kk
-k-k
k'
k'
-k'
-k'
k1k1 k2k2
k3 k3k4k4
Figure 10. Three processes that have contributions to the renormal-
ized effective vertex in the RPA: (a) bare interaction vertex and (b, c)
two second order perturbation processes during which spin or charge
fluctuations are exchanged within a cooper pair.
Secondly, the nonzero elements of U(c)l1l2l3l4 are:
U(c)1111 = U
(c)22
22 = U
(c)33
33 = U
(c)44
44 = U
+ 4W2
[
cos q1 + cos q2 + cos(q1 − q2)] , (B4a)
U(c)1122 = U
(c)22
11 = U
(c)33
44 = U
(c)44
33 = 2U + 2JH
+ 4W2
[
cos q1 + cos q2 + cos(q1 − q2)] , (B4b)
U(c)1212 = U
(c)21
21 = U
(c)34
34 = U
(c)43
43 = −4JH − U, (B4c)
U(c)1133 = U
(c)11
44 = U
(c)22
33 = U
(c)22
44 = 2W1
(
1 + eiq1 + eiq2
)
+ 2W3
[
2 cos(q1 − q2) + ei(q1+q2)
]
, (B4d)
U(c)3311 = U
(c)44
11 = U
(c)33
22 = U
(c)44
22 = 2W1
(
1 + e−iq1 + e−iq2
)
+ 2W3
[
2 cos(q1 − q2) + e−i(q1+q2)
]
. (B4e)
Finally, the nonzero elements of S l1l2l3l4 read:
S 1133 = S
12
43 = S
21
34 = S
22
44 = −
J
2
(
1 + eiq1 + eiq2
)
, (B5a)
S 3311 = S
43
12 = S
34
21 = S
44
22 = −
J
2
(
1 + e−iq1 + e−iq2
)
. (B5b)
In the expressions of U(c) and S , q1,2 ≡ q ·a1,2, where a1,2 are
the two unit vectors of the Moire´ lattice.
In the RPA level, the Cooper pair with momentum and or-
bital of (kl3,−kl4) could be scattered into (k′l1,−k′l2) by ex-
changing charge or spin fluctuations, see Fig. 10 which is up
to the second order perturbation processes. This process in-
duces the following effective interaction,
Veff =
1
N
∑
αβ,kk′
Vαβ(k, k′)c†
αk
c†
α¯k¯
cβ¯k¯′cβk′ , (B6)
where α¯ and β¯ denote the opposite-valley bands of the αth
and βth ones, respectively, and k¯ = k. The effective pairing
interaction vertex Vαβ(k, k′) has the form,
Vαβ(k, k′) =
∑
l1l2l3l4
Γ
l1l2
l3l4
(k, k′, 0)ξα,∗l1 (k)ξ
α¯,∗
l2
(−k)ξβ¯l4 (−k′)ξ
β
l3
(k′).
(B7)
The three processes that have contributions to Γl1l2l4l3 (k,k
′) are
presented in Fig. 10 where (a) denotes the bare interaction
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vertex and (b, c) represent two second order perturbation pro-
cesses. During them the spin or charge fluctuations are ex-
changed within a cooper pair. The effective vertex Γl1l2l3l4 (k,k
′)
is,
Γ
(s)l1l2
l3l4
(k,k′) =
(
U˜(c)(k − k′) + U˜(s)
4
)l1l3
l2l4
+(
U˜(c)(k + k′) + U˜(s)
4
)l1l4
l2l3
+
1
4
[
3U˜(s)χ(s)
(
k − k′) U˜(s) − U˜(c)χ(c) (k − k′) U˜(c)]l1l3
l2l4
+
1
4
[
3U˜(s)χ(s)
(
k + k′
)
U˜(s) − U˜(c)χ(c) (k + k′) U˜(c)]l1l4
l2l3
, (B8)
for the singlet channel and is,
Γ
(t)l1l2
l3l4
(k,k′) =
(
U˜(c)(k − k′) + U˜(s)
4
)l1l3
l2l4
−(
U˜(c)(k + k′) + U˜(s)
4
)l1l4
l2l3
+
1
4
[
U˜(s)χ(s)
(
k − k′) U˜(s) + U˜(c)χ(c) (k − k′) U˜(c)]l1l3
l2l4
+
1
4
[
U˜(s)χ(s)
(
k + k′
)
U˜(s) + U˜(c)χ(c)
(
k + k′
)
U˜(c)
]l1l4
l2l3
, (B9)
for the triplet channel.
Note that the vertex Γl1l2l3l4 (k,k
′) has been symmetrized and
anti-symmetrized for the singlet and triplet cases, respectively.
The vertex Γl1l2l3l4 (k,k
′) gives the effective paring interaction
vertex Vαβ(k, k′).
Appendix C: Proof of U (s)c = U (c)c
This appendix proves U(s)c = U
(c)
c according to the
Ginsberg-Landau theory, which tells that the RPA approach
is valid in predicting the critical interaction strengths for the
CDW and SDW phases.
On one hand, since the symmetry operation Pˆ can always
map a CDW order to the collinear SDW one by Eq. (14),
one can always find a SDW order as long as the CDW order
emerge, which means
U(c)c ≥ U(s)c . (C1)
On the other hand, for any interaction strength U > U(s)c it
can make the SDW order emerge to gain energy. In this case,
a collinear SDW order can always be found to gain energy
also, according to the Ginzberg-Landau theory and the spin-
SU(2) symmetry of the system, that is, as long as the SDW
order emerges, the collinear SDW must emerge and so does
the CDW [due to the mapping in Eq. (14)], which means
U(s)c ≥ U(c)c , (C2)
which can be proved as follows. We first show that when U >
U(s)c with U −U(s)c → 0, one can always find a collinear SDW
that has an energy gain. For such case the Ginzberg-Landau
theory tells that the total energy of the system E is a function
of the three SDW order vectors ∆(s)α (supported by three FS-
nesting vectors ofQα with α = 1, 2, 3), namely,
E = E
(
∆(s)1 ,∆
(s)
2 ,∆
(s)
3
)
. (C3)
Since the form of E as all ∆α → 0 should satisfy the spin-
SU(2) symmetry, its lowest power of {∆α} can be written as,
E =A
(∣∣∣∆(s)1 ∣∣∣2 + ∣∣∣∆(s)2 ∣∣∣2 + ∣∣∣∆(s)3 ∣∣∣2)
+ B
(
∆(s)1 ·∆(s)2 +∆(s)1 ·∆(s)3 +∆(s)3 ·∆(s)1
)
, (C4)
where A and B are the expanding coefficients. The equa-
tion (C4) can always be transformed into the quadric standard
form, namely,
E = C ∣∣∣m11∆(s)1 + m12∆(s)2 + m13∆(s)3 ∣∣∣2
+D ∣∣∣m21∆(s)1 + m22∆(s)2 + m23∆(s)3 ∣∣∣2
+ F ∣∣∣m31∆(s)1 + m32∆(s)2 + m33∆(s)3 ∣∣∣2 , (C5)
with the coefficients of C,D, F , and m. The Ginzberg-Landau
theory dictates that the formula (C5) should be non-positive-
definite, otherwise the SDW order would vanish. The non-
positive-definite character of Eq. (C5) requires that we can
at least set two ratios among the three ∆α, i.e., ∆
(s)
2 = θ∆
(s)
1 ,
∆(s)3 = ξ∆
(s)
1 . This leads to E = −Z(θ, ξ)
∣∣∣∆(s)1 ∣∣∣2 with the func-
tion of the two ratios Z(θ, ξ) > 0, which represents a collinear
SDW state. Therefore, one can always find a collinear SDW
order that gains energy when U > U(s)c . Considering the
degeneracy between the energies of the CDW and collinear
SDW phases, referred to the mapping in Eq. (14), the CDW
order can always emerge when U > U(s)c and so that the sys-
tem has the relation in Eq. (C2).
Combining Eqs. (C1) and (C2) gives
U(c)c = U
(s)
c . (C6)
This relation is a vigorous result, being independent of what
approaches adopted. The RPA approach in the present work
indeed leads to the relation of U(c)c = U
(s)
c , which means that
the RPA approach is valid in predicting the critical interaction
strengths for the DWs.
Appendix D: The SO(4) symmetry of∆α from the SU(2)×SU(2)
symmetry
In this appendix, we show that all the SO(4) rotations over
each 4-component spin-charge DW order parameter ∆α can
be realized through the physical SU(2)*SU(2) rotation un-
der the condition of θα = pi2 . Consequently, the spontaneous
breaking of the SU(2)*SU(2) symmetry at JH = 0 leads to a
set of degenerate ground-states formed through the global free
rotations of the three spin-charge DW order parameters {∆α}.
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For convenience, we start from the following equivalent
inter-valley Hamiltonian with only one FS-nestingQ:
Hˆinter−valley =
∑
kι1ι2σσ′
(
∆(c)δσσ′ + i∆(s) · σσσ′
)
c†
ι1+,kσ
ξι1+,ι2−(Q)cˆι2−,k−Qσ′ + h.c., (D1)
where all ∆(c) and ∆(s) =
(
∆
(s)
x ,∆
(s)
y ,∆
(s)
z
)
are the real order
parameters and σ is the vectorial Pauli matrix. Firstly, the
spin SO(3) symmetry of this Hamiltonian allows us to trans-
form the vector ∆ ≡
(
∆(c),∆(s)x ,∆
(s)
y ,∆
(s)
z
)
into the form of(
∆(c), 0, 0,∆′(s)z
)
. According to the SU(2)×SU(2) symmetry of
the system, the parameter vector of
(
∆(c), 0, 0,∆′(s)z
)
can fur-
ther be transformed into
(
a∆(c) + b∆′(s)z , 0, 0, a∆
′(s)
z − b∆(c)
)
by
the SU(2) transformation M = aσ(0) + ibσ(z) where a and b
are real numbers. We can always chose the values for a and b
to eliminate the CDW component by setting
a2 + b2 = 1, (D2a)
a∆(c) + b∆′(s)z = 0. (D2b)
This equation set has the solution of
a2 =
∣∣∣∆′(s)z ∣∣∣2∣∣∣∆′(s)z ∣∣∣2 + ∣∣∣∆(c)∣∣∣2 , b2 =
∣∣∣∆(c)∣∣∣2∣∣∣∆′(s)z ∣∣∣2 + ∣∣∣∆(c)∣∣∣2 . (D3)
Correspondingly, the length of the forth component is equal
to ∣∣∣a∆′(s)z − b∆(c)∣∣∣2 = ∣∣∣∆(c)∣∣∣2 + ∣∣∣∆′(s)z ∣∣∣2 . (D4)
Therefore, any 4-component order-parameter vector can
always be transformed into the S z-axis through the
SU(2)⊗SU(2) transformation, which indicates that the SO(4)
rotation of ∆ in the R4 space originates from the
SU(2)×SU(2) symmetry.
Note that we have three FS-nesting Qα and correspond-
ingly, the three 4-component vectorial order parameter ∆α.
Naturally, the three-dimensional volume spanned by the three
∆α can freely rotate in the four dimensional space R4.
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