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Shortly after x-rays were discovered nearly 100 years ago, it was observed that crystals were able to reflect x-rays, but only in certain directions. The accepted explanation for this phenomenon -called x-ray diffractionpostulates that the crystal consists of simple but infinitely repeated identical 'cells' of atoms; for a given wavelength and an arbitrary direction, reflections from the many cells interfere with each other; it is only along a few directions that the reflections from the many repeated cells cooperate (reinforce) to provide a detectable *diffracted" beam. The intensity along each diffracted beam depends va the exact position of each atom in the cell. Two uses, conceptually each other's opposite, result from these facts: on the one hand, crystals can be used to produce desired reflections of x-rays; on the other, observed reflections can be used to determine the detailed atomic structure of the cell. An early, but authoritative, description of these effects appears in ref.
[I].
It will be plausible that the phenomenological description and theory summarized above will be appropriate only if the size of the cells and the wavelength of the radiation are of roughly the same size: on the one hand, very short wavelengths 'will not notice" the correlation between atoms in a cell, while, on the other, very long ones won't even notice the periodicity. So, if you are interested in reflecting long wavelengths, you might not find natural crystals of large enough cell size; you might have to construct your own. This is the rationale of the attempts, in the last few decades, of constructing repeating "multilayers" as artificial crystals [2] . These are, generally speaking, a thin film of substance A of precisely known thickness (usually, a few atomic layers), followed by a similar layer of substance B; followed by more identical bilayers, ABABABAB....
The diffraction properties of repeating multilayers, usually repeating bilayers, have been studied at the Naval Research Laboratory (NRL) both experimentally and theoretically. For the theoretical work, two approaches have been used: 1) an x-ray, or atomistic approach, and 2) an electromagnetic, or homogeneous approach. Both a and b atoms are in "ordered", specified positions. This long and thin cell is repeated an infinite number of times in the space directions x,y, and z to form a semi-infinite slab. The reflective properties of the multilayer is then calculated by evaluating the structure factor and other procedures well known to workers in x-ray crystallography; see ref [1] . Corrections are later made for the finiteness of the multilayers, the vibrational motion of the atoms, and the absorptive properties of the layers. The fact that atoms in thin layers are probably in random rather than "ordered" positions is taken as unimportant for long enough wavelengths. For details of this atomistic approach, refer to refs.
[3] and [4] .
The electromagnetic approach, 2), is the one described in the rest of this report. Each layer is assumed to be homogeneous (non-atomic), the incident radiation is taken to be an electromagnetic wave, and their interaction described by Maxwell's equations. It is thus a purely "classical" (i.e., a non-quantum) theory, containing neither atoms nor photons. At each interface, the electromagnetic wave is split into a refracted and a reflected part given by Fresnel's laws ( ref. [4] ) (which, of course, are derivable from Maxwell's equations); within the interior of any layer, the wave is attenuated by absorption. We can thus calculate, successively, the properties of the electromagnetic wave after any number of bilayers -until we reach the thickness of the specific multilayer we want to describe, or until absorption has reduced the intensity to a value so low that is no longer interesting.
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There is no new physics in this method of calculating the effect of multilayers on electromagnetic radiation (see refs. [5] , [61, [7] We have only partial answers to these very reasonable questions. As noted above, our method 2) is more likely to be valid the longer the wavelength of the radiation; for short waves (*hard x-rays*), atomic interactions cannot be ignored or averaged over and a version of method 1) must be used. On the other hand, method 2) takes more reasonable account of several physical properties: unlike method 1), it does not have to assume strict periodicity on the atomic level; the fact of absorption enters the calculation properly ab initio, rather than as a correction to an absorptionfree calculation;and the same is true for the fact that the number of bilayers in the structure under consideration is finite rather than infinite. In addition, method 2) is able to compute the reflectivity at any wavelength and in particular the shape of any reflection line, while method 1) gives only the integrated reflectivity.
2. Soft X-ray Reflection via Classical Optics a) a single layer As sketched in figure 1 , consider an electromagnetic wave going from region I down into regions Z and region I (mnemonic for future use: f stands for "last'). Born and Wolf ( ref [5] ; referred to as BW) show that the electromagnetic field at point h 2 is related to that at point 0 by the relation
where U(h) is defined as the Ix2 matrix
U(h). (E(h)

u t) H(h)
with E and H the electric and magnetic fields, respectively, and M 2 is the 2x2 matrix Please note that 0 is defined as the angle of incidence as measured with respect to the normal to the material surface, as shown in figure 1 and as is customary in literature on optics. ( In the field of x-rays, 0 usually denotes the complement of this angle). The subscript 2 in the various quantities indicates that they refer to material '2". The parameters E, t, n and are the dielectric constant, the magnetic permeability, and the index of refraction; they are related by eu,-n,.
We can now use equ.
(1) to calculate the field quantities E and H below the layer in terms of their values above it. We think that the reader will find it reasonable that the reflectivity of the layer of material '2" which is h 2 centimeters thick can indeed be calculated from these field quantities. The details -a little lengthy but straightforward -are given by BW in their equs. (48) and (51) of sec. 6.1. The polarization of the incident beam also enters into the calculation.
b) Bilayers and repeated bilayers.
The virtue of the matrix formulation (1) is that the effect of any sequence of layers can now be written down effortlessly: suppose that the layer of material '2" is followed by a layer, h 3 cm thick, of material '3", as shown in figure 2 : then we have
where M 3 is just M 2 with subscripts 2 replaced by 3; and for a sequence of N bilayers of materials 2 and 3 we have simply
as illustrated in figure 3 . To find the reflectivity of these N bilayers, we proceed just as in section 3a) above, except that, in solving (5) instead of (1), we must use the more complicated ( but still 2 by 2) product matrix
For convenience, rewrite (5a) as
U(bottom) -MZ• U(top) (5b)
where
is found by direct multiplication, and is written down by BW (their p.67, equ. (86)) and also in our appendix 1.
It can be written in the form a~ c~ ~
3 Next, we need, for equ. (5), the Nth power of this matrix. We do this by diagonalizing M1; that is, we find the matrix S which produces (where we have for simplicity droped the subscripts 23),and also find the "eigenvalues" X, and X2. The eigenvalues of the Nth power of this matrix, needed in (5), come out simply to be XN and X 2 N, as is seen from
. M (SS -') MS -(S'MS) (S-'MS) ... (S'MS) -(S-IMS)N
which with the use of equ. (8) becomes
This explains why the number N of multilayers appears in appendix 1 in such a simple way -as an exponent on X, and X 2 . All we shall need are the explicit values of X 1 , \2, and S. These come out of the diagonalization process and are given in appendix 2.
We now proceed just as in the last paragraph of section 2a): put (9) into (5b) to get the field quantities E and H below the multiple bilayer from their values above, and calculate the reflectivity from them.
This completes the essentials of the calculation; the details appear in the appendices. Appendix 1 covers the mathematical aspects of this section. Appendix 2 details the diagonalizing transformation of a 2x2 matrix. Appendix 3 shows how the existence of reflection peaks is related to the analytical properties of the eigenvalues of the characteristic matrix. Appendix 4 gives two explicit expressions for the reflectivity r (which was derived in appendix 1), and notes the conditions under which either is preferable for computations. Appendix 5 relates the data for each atomic constituent of a layer to the gross properties (i.e. the index of refraction) of the layer. Appendix 6 reconciles a ,..,ational difference between two references. Appendix 7 is a printout of the computer program that is described verbally in section 5.
Integrated reflectivity.
The preceding section, together with the details in the appendices, has allowed us to compute the reflectivity of a repeated bilayer at a specified incident wavelength. The obvious next step would seem to be the repetition of the calculation for a different but nearby angle, until the entire range of theta from 0 to pi/2 has been covered. This is indeed done in our computer program.
A well-known experimental fact in x-ray theory and practice is the existence of * reflection lines'; that is, strong reflection over one (or more) very small regions of wavelength, with (near-)zero reflection between them ( see ref. [1] ). For a sufficiently large number N of bilayers, our calculations verify this state of affairs. Naturally one then wants to know the 'integrated reflectivity" of one line, and this quantity can be obtained by summing (or 'numerically integrating') over the wavelengths contained in one line.
We have of course incorporated this into our computer program, but want to warn that inherent arbitrariness remains in the choice of the limits in the integration. The method we have adopted is to put the lower limit of integration 1/3 of the way to the line to the left, and the upper limit 1/3 of the way to the line to the right. This will be fine if each line is indeed "sharp' and if the reflection is very close to 0 in between; but exceptions to this rule will be buried beyond recognition by this choice for limits of integration. Caution is advised.
4. Surface Rouehness.
Experimental observation of lines that are broader or weaker than predicted by theory have been plausibly attributed to 'surface roughness'; see ref.
[5]. Our theoretical model describes layers with two properties: 1) boundaries are perfect planes, and 2) bilayers are repeated with perfect periodicity. Neither of these conditions is likely to be fully attained in the real world; it is plausible to attribute the deviations of experimental data from theory to surface roughness.
Can we put surface roughness into our model while maintaining mathematically essential properties 1) and 2)? What we have done is to replace the two layers consisting of pure material A and pure material B by eight layers of the same total thickness; layer 2 is pure A, layer 6 is pure B, and layers 3, For easier readability, we always attach a statement number n which ends in 0 to the first statement in each "do loop', and statement number n+ I to the last statement in that loop, e.g. thus: 800 do 801 kk= 1, 9 801 continue.
The main part of the calculation are the nested lops which start at line number 245: 700 sums over the 'orders" of the reflection peaks 200 sums over the two polarizations (TE, TM) 300 sums over the angles of incidence around a peak The main printout, which is the integrated reflectivity of one peak, is elicited by statement # 50 ( at line # 388). However, the (non-integrated) reflectivity at each angle of incidence can also be printed out, by removing the c (-*comment*) from statement 66 (at line number 382).
The 244 lines that precede this main calculation will not be described in much detail here, since they are comparatively simple structurally, proceeding in a linear fashion without much nesting or interrelationships. To run the program, the command, to be entered from the " prompt, is @exnoop la8wc This calls a short command file, EXNOOP.COM , which provides the usual FORTRAN, link, and run commands without use of the optimizer. The reason for the exclusion of the optimizer is that it often gives wrong answers. This is a problem of the computer we are using that will, we are told, be fixed in the future.
Aooendix 1. Mathematical details.
This appendix covers the same ground as sec. 2, but does so in detailed mathematical language, and in notation similar to that used in the computer program (Appendix 7), with minimal verbal explanation.
The results depend on the polarization of the incoming beam. The formulas below refer to TE polarization. TE [= "transverse electric"] means that the Electric field vector E is perpendicular ("Transverse') to the plane of incidence, i.e. to the plane of the paper in figure I. TM is analogously defined for the Magnetic field H. At the end of this appendix, we explain how the TM formulas can be easily obtained from the TE ones. To describe an unpolarized beam, the TE and TM results should be averaged in the end.
The index i refers to the materials involved. Orginally, i=2 and 3 referred to the bilayer, which is repeated N times; i= I and f are not repeated; they refer to the materials bounding the repeated bilayers. At the end of this appendix, we explain how the formulas must be modified when the repeated structure consists of more than 2 layers.
Input data are: angle of incidence 6, incident wavelength Xo,complex indices of refraction n 1 , layer thickness h 2 , h 3 , number of bilayers N (called layno). Note that generally nj= (e 1 IL)S, where e and ju are the dielectric constant and the magnetic permeability. We first compute h= h2 + h3 and and then the sin O 1 = (n/nt) sin 01. This is Snell's law; note, however, that, as nj is generally complex, sin Oj is also, contravening the simple interpretation of 0 as an *angle". Further: The equations below a, b, c, d extract the reflectivity from the field quantities E and H above and below the N multilayers, as qualitatively explained in sec. 2.
We noted that the above formulas apply to TE polarized radiation. To obtain equivalent results for TM, only one change must be made: for all i, replace p, . (n 1 ,,) 
cos(O,) by p, -(j/n)cos(O). See ref. [91.
ARnendix 2. Diagonalization of a 2 by 2 matrix.
The process of diagonalizing an n by n matrix is well known, in the sense that is described in many text books ( e.g. refs [10], [11] ) and carried out in several published computer programs. Numerical methods must generally be used, either from the beginning or, at any rate, before the end. However, the process becomes much simpler for 2 x 2 matrices: the secular equation is then quadratic, and the eigenvalues are thus explicitly obtainable in terms of radicals, as are all other quantities. Hence, everything can be done analytically. Not having found the simple 2 x 2 case described explicitly in the literature, we summarize the results here. We do not derive them, since the reader can easily verify that the S given below does indeed diagonalize M according to equ. We note that this is a "unimodular" matrix (which means that its determinant = 1). The matrix describing any number of layers, possibly different ones, is therefore also unimodular, being a product of matrices of the above form; and this is also true for any similarity transform H M H ' of any such product matrix, since the determinant of H and H' are each other's reciprocal; in particular it is true for the diagonal matrix whose elements are the eigenvalues X, and X 2 . That is, the product of the two eigenvalues obeys X. )2 -1.
(A3-2)
This relation has a different meaning depending on whether the eigenvalues are real, pure imaginary, or complex.
Real eigenvalues. If one X is real, then (A3-2) implies that the other is also, and is the first one's reciprocal; and one X is greater than 1, the other smaller. E.g., if X = 8, then X 2 = 0.125.
Pure imaginary eigenvalues. Here (A3-2) implies that if one is pure imaginary, the second one is also.
If we write X, = iu,, X 2 = iu 2 (where the u s are real), then (A3-2) implies that X2 = -i/u. E.g. ifX, = 10 i, then
Complex eigenvalues. These can be written X, = r,*exp(ia), X 2 = r 2 *exp(ib) (where a, b, and the r's are real). To satisfy (A3-2), we must have b= -a, so we have X,-r * exp(ia), X 2 -r 2 * exp(-ia).
(A3-3)
Now recall that the trace of a matrix, like the determinant, is invariant under a similarity transformation. We can therefore equate the trace after the transformation to the trace before,
or, using (A3-3) for the left and (A3-1) for the right,
If -y is real, then cos -y is also, and it follows that rl and r2 are equal, since otherwise laml + lam2 would not be real. So in that case we have X -r exp(ia) and X 2 -r exp(-ia), (A3-5)
i.e. they are each others conjugates.
What is the physical meaning of a real trace? From (A3-1) we see that Tr(M) is real iff-n= (e ;Lo-s is real, i.e. if there is no absorption in that layer. The matrix M in that case is of the form real imag imag real I Now multiply that matrix by another of the same structure (Physically: follow that layer with another non-absorbing one). Then the product matrix has the same form also. (This is perhaps not obvious, but easily seen by carrying out the multiplication). That form will, by the same reasoning, persist through any number of multiplications (physically: through any number of non-absorbing layers). We conclude that the simple relation (A3-5) holds for a multilayer consisting wholly of non-absorbing layers, while in presence of absorption only the more general relation (A3-3) applies. Now what is the purpose of all this? We want to find the behavior of the multilayer calculation as a function of N, the number of double layers. N appears in the present calculation only in the form X 1 N and X 2 N. The limit of large N is particularly important, as is stability : for physical reasons, a constant value should be approached when N gets large.
Neither complex eigenvalues, nor pure imaginary ones, provide that convergence: XN has the form exp(iaN), which changes substantially with every unit increase of N; V 2 N behaves in the sarre way. The same is true for pure imaginary eigenvalues. On the other hand, for real eigenvalues, the greater of the two will, when raised to the power N, be much larger than the smaller raised to the same power. The expression for the reflectivity derived in App. I contains the eigenvalues in both the numerator and the denominator, and the reflectivity r then becomes independent of both eigenvalues, hence also independent of N; this is perhaps best seen from eqs. (A4-3). In absence of absorption, that limiting value is 1, the largest possible value. (This requires a short calculation.) In the special case that neither eigenvalue is larger than the other, viz. that they are equal, r vanishes.
We conclude that the large r's will arise for values of the angle of incidence 01 for which the X's are real. To find these regions of 0, we wrote a preliminary program called EIGV.FOR, which prints the eigenvalues as a function of thetal. This we followed by the final program LAYER.FOR. Together, they verify the above reasoning: large values of r appear only where the eigenvalues are real.
We would also expect that increasing N would increase the reflectivity, and would sharpen the width of the line (i.e. decrease the range of thetal for which reflection is substantial). In absence of absorption, the reflectivity approaches 1 as N approaches infinity; if absorption is present, a finite value for the absorption is approached for N large enough to absorb essentially all the incoming radiation, and no further change in the reflectivity should result from increasing N further. We have verified these features by appropriate model calculations. where
However, in most situations of interest, one of the two terms in the numerator of (A4-1) will be much larger than the other; and the same for the denominator. This follows from two facts derived in appendix 3: high values of r arise only when the X's are real; and the two >'s are each other's reciprocal. It follows that one X will be larger than I and the other smaller; for the moment, let us call them Xj and X.. If N is a large number (as often it is), X.N will be much larger then V, proving the verbal statement following equ. (A4-2). It is therefore a good idea to divide both the numerator and the denominator by N. We obtain 
04_ + X2V (01/4 2 )0 3 o suitable when X , 2 > I X, I. Note that both (A4-3a) and (A4-3b) are exact in all cases; but in most cases only one of them will allow the computer to proceed without complaining about "overflow" and "underflow".
ADnendix 5. Index of refraction n and atomic scatterin2 factor f.
Our calculation requires the index of refraction for each of the atomic species involved and at the incident wavelength of interest. We use the relationship given by James, ref [12] :
Here N is the number of atoms per unit volume, X the incident wavelength, e and m the charge and mass of the electron, and c the speed of light; f is the atomic scattering factor, and the argument (0) denotes grazing incidence. For wavelengths not covered by Henke, the scattering factors are taken from Cromer [141, who gives f' and f in his equs (8) and (9). However, a numerical integration is required to evaluate equ (7) (in contrast to Henke's data, which only need to be looked up).
As a practical matter, a user-friendly computer program due to D.B. Brown, called XTALR.COM exists, ref.
[3], which in its preliminary stages finds f in just the manner described above -i.e. by using Henke's numbers when available, and computing them according to Cromer 
