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RESUMO
Neste trabalho, aplicamos técnicas para obter resultados para o mod-
elo dado pela equação de transporte isotrópica em estado estacionário em um
meio participativo com fontes internas e fronteiras semirreflexivas. Do ponto de
vista analítico, generalizamos a teoria de existência para soluções no espaço Cα
quando as fontes estão no espaço de funções limitadas. Para obter a solução
numérica, escrevemos a equação como uma equação de Fredholm do segundo
tipo e aplicamos o método de Nyström com as quadraturas de Boole e Gauss-
Legendre. Técnicas analíticas e computacionais foram implementadas para tratar
a singularidade do núcleo. Além disso, calculamos os autovalores do problema.
Também, aplicamos uma segunda metodologia numérica baseada no método de
Nyström Produto, que consiste em calcular uma quadratura numérica específica
para o núcleo do transporte que é capaz de absorver a singularidade. Mostramos
a eficiência dos métodos propostos através de alguns testes numéricos e com-
paramos nossos resultados com aqueles que podem ser encontrados na litera-




This work, we apply techniques to obtain results for the model given
by the isotropic transport equation in steady state in a partipative medium with
internal sources and semirefletive boundaries. From the analytical point of view,
we generalize the existence theory of solutions in the space of Hölder continuous
function Cα when the sources are in the space of limited functions. To obtain a
numerical solution, we write the equation as a Fredholm equation of the second
type and we apply Nyström method with Boole’s and Gauss-Legendre quadrature.
Analytical and computational techniques were implemented to deal with kernel
singularities. In addition, we calculate the eigenvalues of the operator. We also
apply a second numerical methodology based on the Nyström Product method,
which consists of calculating a specific numerical square for the transport core that
is capable of absorbing the singularity. We show the efficiency of the proposed
method through some numerical tests and compare our results with those that
can be found in the literature. Furthermore, we present comparisons between the
two numerical methodologies developed in this work.
xiv
1 INTRODUÇÃO
A equação de transporte modela o balanço de partículas descre-
vendo quantitativamente a distribuição espacial, direcional, energética e tempo-
ral, em meios materiais [19, 11]. Essa equação é uma versão linear da equação
desenvolvida inicialmente por Ludwig Boltzmann em 1872 no contexto de teoria
cinética dos gases [8]. A equação de transporte tem aplicações em áreas da
física, química, matemática e engenharia, tais como, resfriamento de vidro [29],
transporte de nêutrons [46] e modelos para radiação em turbinas a gás [20], entre
outros.
A equação de transporte vem sendo estudada na literatura tanto no
contexto de teoria de existência, quanto em cálculo de soluções. Aproximações
exatas para solução da equação de transporte podem ser obtidas em problemas
bem particulares, por exemplo, o método de Case [10] desenvolvido nos anos de
1960, que apresenta uma solução analítica em casos específicos. Assim, devido
à complexidade da equação, das condições de contorno e do número de var-
iáveis, a abordagem numérica é necessária para calcular soluções aproximadas.
Do ponto de vista analítico, uma teoria de existência de soluções para
um problema de transferência radiativa no espaço tridimensional, envolvendo
condução e radiação foi estabelecida por Thompson e Vilhena [43] no espaço
Cα, porém sob algumas condições restritivas nas condições de contorno e co-
eficientes. Em Azevedo et al [13] foi estabelecida a teoria de existência para
esse problema em geometria 1D, supondo fontes e condições de contornos em
espaços de Hölder Cα. Ainda, no trabalho [13], uma teoria para o problema
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unidimensional foi estabelecida com menores restrições sobre os coeficientes e
condições de contorno, porém o problema exige que o termo fonte pertença ao
espaço de funções Cα, que é uma limitação não física.
Do ponto de vista numérico, dentre os métodos determinísticos aplicáveis
na solução da equação de transporte ou suas formas derivadas, citamos duas
grandes famílias: os métodos de Ordenadas Discretas (SN ) e os métodos Inte-
grais. Na aproximação de ordenadas discretas (SN ), introduzida por Chadrasekhar
[11] em estudos de transferência radiativa, a equação de transporte é aproximada
por um sistema de N equações diferenciais para o fluxo nas N direções discretas.
As diversas técnicas usadas para resolver a variável espacial no sistema oriundo
da discretização em ordenadas discretas originam vários outros métodos. Alguns
deles são: LTSN [45, 16], o método Analítico de Ordenadas Discretas (ADO) [6],
o Spectral Green’s Function (SGF ) [15, 18], o CASN [23], o Diamond Difference
(DD) e o método de Elementos Finitos [32]. Diferente do método de Ordenadas
Discretas, os métodos Integrais resolvem a formulação integral da equação em
vez da equação integro-diferencial. Da família de métodos Integrais, citamos três
métodos que aparecem na literatura: SKN [3], o método GFD (Green’s Function
Decomposition) [13] e o método de Nyström [35, 12].
Dentre os métodos citados, descreveremos sucintamente os três que
serão usados para fins de comparação com os resultados obtidos nesse trabalho.
São eles: o método CASN, o método LTSN e o método GFD. O método CASN
é uma variação do CSN, que foi desenvolvido por Ganapol [23]. O método LTSN
foi desenvolvido no início do ano de 1990 por Vilhena e Barichello [16]. Basica-
mente, esse método consiste em aplicar a transformada de Laplace na variável
espacial do sistema de equações SN , resultando em um sistema algébrico no
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espaço transformado. Tem-se então que resolver esse sistema algébrico para o
fluxo transformado e inverter analiticamente o fluxo angular transformado, através
do operador transformada inversa. Cabe ressaltar ainda, em [37, 36] foi provada
a convergência do método LTSN garantindo assim que à medida que a ordem
da quadratura cresce, o erro de truncamento da discretização decresce, o que
permite obter resultados com uma precisão controlada. O método GFD desen-
volvido por Azevedo e Sauter em 2011 [13] é uma discretização obtida a partir
da formulação integral do problema de transporte, que consiste em aproximar os
operadores projetando-os em espaços de dimensão finita e transformando-os em
matrizes. O cálculo do erro de truncamento para o método GFD foi feito em [40].
Neste trabalho, nós resolvemos a equação de transporte no estado
estacionário em um meio participativo com fontes internas e fronteira semirreflexi-
vas em geometria 1D, desenvolvendo a teoria de existência e simulações numéri-
cas. Embora essa equação venha sendo estudada exaustivamente nas últimas
décadas, ainda existem questões que não foram resolvidas. Por exemplo, o pro-
blema acoplado entre radiação e fluido ou fluxo térmico ainda é computacional-
mente custoso para ser resolvido, visto que, nesse caso a metodologia precisa
calcular a solução numérica da equação do transporte dezenas de milhares de
vezes de maneira eficiente. Também, a teoria de existência precisa ser general-
izada para cobrir os problemas com parâmetros realísticos.
Nossa proposta é abordar os aspectos teórico e numérico. Do ponto
de vista da teoria, desenvolvemos novas estimativas para os operadores quando
as fontes são limitadas, inclusive admitindo fontes descontínuas, estabelecendo
existência de soluções no espaço Hölder Cα. Esse avanço generaliza a teoria
desenvolvida em [13], pois amplia a família de possíveis fontes de Cα para L∞,
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abrangendo aquelas fontes comuns nos problemas realísticos. Observamos aqui
que a ampliação no espaço de possíveis fontes para solução do transporte em
Cα também pode ser estendida à teoria de existência do problema condutivo-
radiativo proposto em [13].
Neste trabalho aplicamos duas distintas metodologias numéricas: a
primeira combina o método de Nyström com técnicas de remoção de singular-
idade e a segunda é uma aplicação direta do método de Nyström Produto. O
método de Nyström foi introduzido por Evert Johannes Nyström em 1930 [35] e
foi ampliado para resolver numericamente equações integrais fracamente singu-
lares e singulares [17, 28]. Tsai e Loyalka [31, 44] foram os primeiros a aplicarem
o método Nyström à formulação integral da equação de transporte. Em trabal-
hos mais recentes, o método de Nyström foi usado para resolver problemas em
geometrias unidimensional, bidimensional e radial [34, 27, 12, 41]. O método de
Nyström Produto, por sua vez, é adequado para resolver problemas singulares,
desobrigando a necessidade de remover as singularidades dos núcleos antes da
discretização. Não encontramos registro da sua aplicação do método de Nys-
tröm produto em problemas de transporte, porém, ele foi usado em equações de
Fredholm do segundo tipo [5, 17, 38].
O método de Nyström consiste em discretizar a formulação integral
do problema de transporte e aplicar técnicas numéricas e analíticas para lidar
com singularidades, produzindo um sistema de equações algébricas a serem re-
solvidas. O algoritmo implementado possibilitou calcularmos soluções numéricas
com vários dígitos significativos corretos para o fluxo escalar médio. Já para o
método de Nyström Produto, que consiste em escrever o núcleo da integral como
uma função peso em uma malha uniformemente espaçada. Aproximamos a parte
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não singular do integrando em cada intervalo pelo polinômio interpolador de La-
grange com diferentes ordens. Em ambas as metodologias calculamos os resul-
tados numéricos e comparamos com os resultados encontrados na literatura, e
também comparamos os resultados produzidos pelos dois métodos entre si, nos
quesitos qualidade numérica e eficiência computacional.
As metodologias numéricas desenvolvidas neste trabalho permitem
calcular tanto o fluxo escalar médio, o fluxo angular, a corrente e os autovalores
do problema. Os autovalores desempenham um papel importante na descrição
da dinâmica dos problemas de transporte, por isso muitos trabalhos na literatura
se dedicaram a desenvolver métodos para calcular as condições críticas e simulá-
las [4, 13, 34, 24, 42].
O trabalho encontra-se estruturado em 5 capítulos e está organizado
da seguinte forma: no Capítulo 2, apresentamos a formulação do problema pro-
posto e fazemos uma breve interpretação física para contextualizar o leitor. Pos-
teriormente, deduzimos a formulação integral e, em seguida, desenvolvemos a
teoria de existência de soluções.
No Capítulo 3, com base na formulação integral, a qual identificamos
como uma equação de Fredholm do segundo tipo, usamos técnicas analíticas
e computacionais para tratar as singularidades que aparecem no núcleo. Pos-
teriormente, derivamos uma implementação rápida do método de Nyström para
resolver a formulação integral da equação de transporte. Em seguida, analisamos
esquemas de quadratura, como as regras de Boole e Gauss-Legendre. Por fim,
apresentamos e analisamos os resultados obtidos e os comparamos com outros
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métodos. Ainda, apresentamos e comparamos resultados para o problema de
autovalor.
No Capítulo 4, implementamos o método de Nyström Produto para
resolver a formulação integral da equação de transporte. Em seguida, apresen-
tamos e analisamos os resultados obtidos e comparamo-os com os resultados
presentes na literatura. Também, comparamos os métodos Nyström e Nyström
Produto em termos de precisão e eficiência.
No Capítulo 5, usando as duas metodologias, método de Nyström e
Nyström Produto, apresentamos resultados novos para o fluxo escalar médio com
a fonte descontínua, estabelecendo assim a relação entre a teoria de existência
com a numérica. E, posteriormente consideramos coeficientes de reflexão difer-
entes de zero.
E finalmente, no Capítulo 6 apresentamos as considerações finais
obtidas do estudo realizado até o presente momento.
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2 TEORIA DE EXISTÊNCIA
2.1 Formulação do problema
Nesta seção, apresentamos o problema de transporte, dado por uma
equação integro-diferencial e condições de fronteira semirreflexivas. Consider-
amos o caso isotrópico, isto é, as partículas são uniformemente emitidas e espal-
hadas em todas as direções. Ainda, consideramos o problema linear unidimen-





Ψ(x, µ) + σtΨ(x, µ) = σsΦ(x) + S(x), 0 < x < L e − 1 ≤ µ ≤ 1. (2.1)
Nessa equação, a função incógnita Ψ(x, µ), mensurada em cm−2sr−1s−1,
representa o fluxo angular na posição x e na direção de µ, onde µ é o cosseno
do ângulo formado entre a direção de propagação e o eixo x. A função S(x)
representa a fonte interna do problema e é mensurada em cm−3s−1. A seção
macroscópica total e seção de choque macroscópica de espalhamento, mensu-
radas em cm−1, são não-negativas e denotadas por σt e σs, respectivamente.
Neste trabalho, a restrição σs < σt será admitida para estabelecer a teoria de ex-
istência. A função Φ(x), nomeada de fluxo escalar médio e medida em cm−2s−1,








Embora a equação (2.1) possua somente uma variável espacial, fisi-
camente o fenômeno acontece no espaço tridimensional compreendido pela faixa
formada pelos dois planos x = 0 e x = L. A figura 2.1 nos ajuda a interpretar os
termos da equação (2.1): dado um ponto x e uma direção µ, a variação do fluxo
angular nessa direção é calculada por um balanço entre as partículas absorvi-
das, as espalhadas após as colisões e as emitidas pela fonte. O termo σtΨ(x, µ),
neste caso, computa a parte que é absorvida pelo meio (observe que, σt = σa+σs,
onde σa é a seção de choque macroscópica de absorção). A compreensão desse
termo fica evidente quando colocamos σs = 0 e S(x) = 0 e observamos que a
solução é uma exponencial decrescente. Na direita da equação, o termo fonte
representa a emissão de partículas por uma fonte externa S(x), que é isotrópica
e portanto, não depende da direção µ. E, o termo σsΦ(x) é o produto da média do
fluxo angular nas direções por um coeficiente σs e representa as partículas que
são espalhadas após as colisões. O espalhamento também é isotrópico, ou seja,
uniforme nas direções µ. O espalhamento isotrópico na equação (2.1) elimina a
dependência angular do coeficiente de espalhamento σs.
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Figura 2.1 Ilustração da direção de propagação do fluxo angular onde x ∈ (0, L) e µ =
cos θ.
A equação de transporte fica completa quando adicionamos as equações
de contorno:
Ψ(0, µ) = ρ0(µ)Ψ(0,−µ) + f0(µ), µ > 0; (2.3a)
Ψ(L, µ) = ρL(µ)Ψ(L,−µ) + fL(µ), µ < 0, (2.3b)
onde 0 ≤ ρ0 ≤ 1, 0 ≤ ρL ≤ 1 são os coeficientes de reflexão e são adimensionais.
No contexto de radiação os termos podem ser representados da forma f0(µ) =
(1 − ρ0(µ))B0(µ) e fL(µ) = (1 − ρL(µ))BL(µ) onde B0(µ) e BL(µ) são funções
integráveis que representam contribuições de fronteira. Aqui, as funções B são
medidas em cm−2sr−1s−1.
A figura 2.2 nos auxilia a interpretar a equação (2.3a): dada uma
direção qualquer µ na fronteira esquerda, a fluxo angular é calculado em termos
do fluxo incidente e uma contribuição da própria fronteira. A direção de reflexão µ
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é o cosseno do ângulo θ, formado entre a direção de propagação e o eixo x, e a
direção de incidência é formada pelo cosseno de θ′ = π−θ, onde θ′ é o ângulo de
incidência. Assim, o fluxo angular refletido é composto pela parte refletida do fluxo
angular incidente, isto é, ρ0Ψ(0,−µ), e por uma contribuição na fronteira dada por
(1−ρ0(µ))B0(µ). O termo (1−ρ0(µ))B0(µ) representa uma emissão de partículas
da fronteira que está relacionada com a absorção do feixe de incidência e, por
isso, aparece o coeficiente (1− ρ0(µ)). Observe que a interpretação da equação
(2.3b) é análoga.
Figura 2.2 Ilustração da direção de propagação do fluxo angular onde x é um ponto da
fronteira e µ = cos θ.
2.2 Formulação Integral
Nesta primeira parte da nossa metodologia, escrevemos a formu-
lação integral para o problema (2.1) - (2.3) e, a partir disso, desenvolvemos a
10
teoria de existência e unicidade. As estimativas dos operadores integrais envolvi-
dos são calculadas com a norma Cα e a existência estabelecida nos espaços de
Hölder [13, 9].





Ψ(x, µ) + σtΨ(x, µ) = Q(x), 0 < x < L e − 1 ≤ µ ≤ 1;
Ψ(0, µ) = ρ0(µ)Ψ(0,−µ) + (1− ρ0(µ))B0(µ), µ > 0;
Ψ(L, µ) = ρL(µ)Ψ(L,−µ) + (1− ρL(µ))BL(µ), µ < 0.
(2.4)
Ressaltamos que Q(x) depende da solução, visto que:
Q(x) = σsΦ(x) + S(x), (2.5)
e, portanto, o que faremos na verdade é encontrar uma equação integral equiva-
lente ao problema integro-diferencial (2.1)
O problema pode ser resolvido analiticamente usando o método Ray



























































Logo, obtemos a seguinte expressão para o fluxo angular:































De maneira análoga, usando o Teorema Fundamental do Cálculo,
obtemos uma segunda expressão para o fluxo angular dada por:









Observe que as equações (2.7) e (2.8), ambas são válidas para os
valores de µ > 0 como os de µ < 0. Porém, os termos de fronteira Ψ(0, µ) e
Ψ(L, µ) são dados pelas equações (2.3) apenas para µ > 0 e µ < 0, respecti-
vamente. Assim, por questão de simplicidade das expressões e simetria, vamos
considerar (2.7) para µ > 0 e (2.8) para µ < 0. Aplicando as condições de con-
torno nas equações (2.7) e (2.8), obtemos:









µ ds+ (1− ρ0(µ))B0(µ), µ > 0,
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µ ds+(1−ρL(−µ))BL(−µ), µ < 0.
Invertendo o sinal de µ na última equação, temos que essas equações




























µ ds+ (1− ρL(−µ))BL(−µ)
 .
(2.9)
O sistema (2.9) tem uma única solução desde que a matriz não tenha




µ ≥ 1− e
−2σtL
µ > 0,























































































































































As expressões (2.10) e (2.11) completam os termos desconhecidos
nos fluxos angulares nas expressões (2.7) e (2.8). Assim, substituindo as ex-
pressões (2.10) e (2.11) nas equações (2.7) e (2.8), respectivamente, obtemos
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Observe que, se Q(x) fosse uma função efetivamente conhecida, o
problema estaria completamente resolvido. A questão é que Q(x) = σsΦ(x) +
S(x), onde Φ(x) depende da solução do problema. Ou seja, a solução do pro-
blema aparece dos dois lados da equação, o que significa que nós transformamos
o problema integro-diferencial inicialmente proposto em outro problema que não
envolve derivadas, mas somente integrais. Sabendo que a função Φ aparece do
lado direito, vamos voltar a definição de fluxo escalar médio da equação (2.2) com
o objetivo de obter a função Φ dos dois lados da equação. A definição de fluxo
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[Ψ(x, µ) + Ψ(x,−µ)] dµ, (2.14)
Substituindo as expressões (2.12) e (2.13) na expressão do fluxo es-












































































A equação (2.15) pode ser sucintamente escrita em termos da fonte






Ψ(x, µ)dµ = (LgQ)(x) + (LbB)(x), (2.16)




































O operador Lb : (L∞[0, 1])
2 → Cα[0, L] mapeia a função vetorial B(µ)






























Agora, substituímos a expressão (2.5) na representação integral (2.16)
e obtemos a seguinte equação integral para o fluxo escalar médio Φ(x):
Φ(x) = Lg (σsΦ(x) + S(x)) + (LbB)(x), (2.20)
ou seja:
(1− σsLg)Φ(x) = (LgS)(x) + (LbB)(x). (2.21)
Observe que, uma vez calculado o fluxo escalar médio Φ(x) como
solução da equação integral (2.21), o fluxo angular Ψ(x, µ) pode ser obtido dire-
tamente das equações (2.12) e (2.13), visto que nesse caso a função Q(x) passa
a ser conhecida.
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Agora que obtemos a formulação integral do problema, trabalhare-
mos para resolver essa equação. A estratégia na próxima seção é mostrar que
fluxo escalar médio é Cα sempre que a fonte estiver em L∞.
2.3 Teoria de existência para fontes limitadas
Iniciamos a seção com algumas definições úteis que podem ser en-
contradas em [13, 9].
Definição 2.1 Definimos a norma de uma função q(x) no espaço das funções




Definição 2.2 Definimos a norma de uma função q(x) no espaço das funções




Definição 2.3 Dado um α fixo, 0 < α < 1, definimos a norma que induz o espaço
Cα[0, L] por:
||q||Cα = C1 bqcCα + ||q||C0 ,






é a seminorma em Cα
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Definição 2.4 Definimos a norma de um operador L : C0[0, L]→ C0[0, L] por
‖L‖C0 = sup
{
‖Lq‖C0 : q ∈ C0[0, L], ‖q‖C0 ≤ 1
}
.
Definição 2.5 Definimos a norma de um operador L : Cα[0, L] → Cα[0, L], 0 <
α < 1, por
‖L‖Cα = sup {‖Lq‖Cα : q ∈ Cα[0, L], ‖q‖Cα ≤ 1} .
O resultado do próximo teorema é uma adpatação do que está no
artigo de Azevedo et al. (ver p.1117 [13]).
Teorema 2.1 O operador Lg : L∞[0, L]→ L∞[0, L] é limitado e sua norma ‖Lg‖L∞
não excede 1
σt
. Em especial, o operador Lg : C0[0, L]→ L∞[0, L] é limitado com a
mesma norma.
Demonstração: Para estimar a norma, supomos que q(x) é uma função limitada
em [0, L]. A fim de simplificar a notação, omitiremos a dependência de µ, em

























































































































































































































































































































































































































Observe que do fato de 0 ≤ ρ0 ≤ 1 e 0 ≤ ρL ≤ 1 temos que f1 > 0 e
f2 > 0. Assim, infx∈[0,L](f1 + f2) > 0.
O próximo teorema que será enunciado e demonstrado é uma das
contribuições deste trabalho.
Teorema 2.2 A imagem do operador Lg : L∞[0, L] → L∞[0, L] está contida em
Cα[0, L] para todo α ∈ (0, 1). Como consequência do Teorema 2.1, o operador
21
Lg : C
0[0, L] → C0[0, L] é limitado e sua norma operacional entre esses dois
espaços (‖Lg‖C0) não excede 1σt .














































































































Nos próximos cinco lemas, nós estabeleceremos estimativas da forma
|fj(y)− fj(x)| ≤ C |x− y|α , j = 1, 2, 3, 4, 5,
22
onde C = C(α,L)




















e q limitada, vale a seguinte estimativa
|f1(y)− f1(x)| ≤ C(α)|y − x|α, ∀ α ∈ [0, 1).
Demonstração:
Suponha, sem perda de generalidade, que y > x e M = ||q||L∞. Note




































































































































































dµ = E1(x) (veja
maiores detalhes no Lema A.1 do Apêndice). Agora, estimaremos a primeira
integral do lado direito da expressão (2.27):∫ L
0







= x ln(x)− y ln(y) + (L+ y) ln(L+ y)− (L+ x) ln(L+ x)
= ϕ(x)− ϕ(y) + ϕ(L+ y)− ϕ(L+ x)
≤ c1|x− y|α + c2|L+ y − (L+ x)|α
≤ c1|y − x|α + c2|y − x|α
= E|y − x|α, (2.28)
onde E = c1 + c2 e definimos a função ϕ(x) = x ln(x) se x > 0 e nula se x = 0.
(veja maiores detalhes no Lema A.2 do Apêndice). Continuando na expressão




|τ(σt(s+ x))− τ(σt(s+ y))| ds ≤
∫ L
0




σtC |(s+ x)− (s+ y)| ds




= σtC |x− y|L
= F |x− y| , (2.29)
onde F = σtCL. Para concluir a demonstração do Lema 2.1, substituimos as














E|y − x|α + F |y − x|α L1−α
)

























e q limitada, vale a seguinte estimativa
|f2(y)− f2(x)| ≤ C(α)|y − x|α, ∀ α ∈ [0, 1).
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Demonstração: Suponha, sem perda de generalidade, que y > x, M = ||q||L∞ e

































































































[τ(σt(−s+ 2L+ x))− τ(σt(−s+ 2L+ y))]
]
ds, (2.30)
onde τ vem da decomposição da exponencial integral (veja maiores detalhes no
Lema A.1 do Apêndice). Agora, estimaremos a primeira integral do lado direito
da expressão (2.30), obtemos:∫ L
0








= (L+ x) ln(L+ x)− (L+ y) ln(L+ y) + (2L+ y) ln(2L+ y)− (2L+ x) ln(2L+ x)
= ϕ(L+ x)− ϕ(L+ y) + ϕ(2L+ y)− ϕ(2L+ x)
≤ c1|(L+ x)− (L+ y)|α + c2|(2L+ y)− (2L+ x)|α
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≤ c1|x− y|α + c2|y − x|α
= E|y − x|α, (2.31)
onde E = c1 + c2 e a função ϕ(x) definidida como no Lema 2.1. Continuando na
expressão (2.30), estimaremos a segunda integral. Usando o fato de que τ(x) é
Lipchitz, temos:∫ L
0








|(−s+ 2L+ y)− (−s+ 2L+ x)| ds




= σtC |x− y|L
= F |x− y| , (2.32)
onde F = σtCL. Portanto, substituimos as estimativas das equações (2.31) e














E|y − x|α + F |y − x|α L1−α
)


























e q limitada, vale a seguinte estimativa
|f3(y)− f3(x)| ≤ C(α)|y − x|α, ∀ α ∈ [0, 1).
Demonstração: Suponha, sem perda de generalidade, que y > x, M = ||q||L∞ e

































































































[τ(σt(2L+ s− y))− τ(σt(2L+ s− x))]
]
ds, (2.33)
onde τ vem da decomposição da exponencial integral descrita no Lema 2.1. No-












= −(3L− y) ln(3L− y) + (3L− x) ln(3L− x)− (2L− x) ln(2L− x)
+ (2L− y) ln(2L− y)
= −ϕ(3L− y) + ϕ(3L− x)− ϕ(2L− x) + ϕ(2L− y)
≤ c1|(3L− x)− (3L− y)|α + c2|(2L− y)− (2L− x)|α
≤ c1|y − x|α + c2|x− y|α
= E|y − x|α, (2.34)
onde E = c1 + c2 e a função ϕ(x) definidida no Lema 2.1. Agora, estimaremos a
segunda integral da expressão (2.33), pelo fato de que τ(x) é Lipchitz, temos:∫ L
0








|(2L+ s− y)− (2L+ s− x)| ds




= σtC |x− y|L
= F |x− y| , (2.35)
















E|y − x|α + F |x− y|α L1−α
)




(E + FL1−α), concluindo assim a demonstração do
Lema.




















e q limitada, vale a seguinte estimativa
|f4(y)− f4(x)| ≤ C(α)|y − x|α, ∀ α ∈ [0, 1).



































































































[τ(σt(2L− s− y))− τ(σt(2L− s− x))]
]
ds, (2.36)
onde τ vem da decomposição da exponencial integral descrita no Lema 2.1.
Agora, estimaremos cada uma das integrais da expressão (2.36), da primeira
integral obtemos:∫ L
0







ln(σt(2L− s− x))ds (2.37)
= (L− y) ln(L− y)− (L− x) ln(L− x) + (2L− x) ln(2L− x)
− (2L− y) ln(2L− y)
= ϕ(L− y)− ϕ(L− x) + ϕ(2L− x)− ϕ(2L− y)
≤ c1|(L− y)− (L− x)|α + c2|(2L− x)− (2L− y)|α
≤ c1|x− y|α + c2|x− y|α
= E|y − x|α, (2.38)
onde E = c1 + c2 e a função ϕ(x) definidida no Lema 2.1. Agora, estimaremos
a segunda integral da expressão (2.36), usando o fato de que τ(x) é Lipchitz,
temos: ∫ L
0








|(2L− s− y)− (2L− s− x)| ds
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= σtC |x− y|L
= F |x− y| , (2.39)















E|y − x|α + F |x− y|α L1−α
)





















e q limitada, vale a seguinte estimativa
|f5(y)− f5(x)| ≤ C(α)|y − x|α, ∀ α ∈ [0, 1).








































































































































[− ln(σt(x− s)) + τ(σt(x− s))] ds−
∫ x
0






















[− ln(σt(s− y)) + τ(σt(s− y))] ds−
∫ L
y







[− ln(σt(x− s)) + ln(σt(y − s))] ds+
∫ x
0






















[− ln(σt(s− y)) + ln(σt(s− x))] ds+
∫ L
y




onde τ vem da decomposição da exponencial integral descrita no Lema 2.1.
Agora, estimaremos as integrais da expressão (2.40), primeiramente estimare-
mos as integrais quem envolvem a função ln, assim:∫ x
0










[− ln(σt(y − s)) + ln(σt(s− x))] ds+
∫ L
y
[− ln(σt(s− y)) + ln(σt(s− x))] ds
= y ln(y)− x ln(x)− 2(y − x) ln(y − x) + 2(y − x) ln(2) + (L− x) ln(L− x)
− (L− y) ln(L− y)
= ϕ(y)− ϕ(x)− 2(y − x) ln(y − x) + 2 ln(2)(y − x) + ϕ(L− x)− ϕ(L− y)





+ ϕ(L− x)− ϕ(L− y)
≤ c1 |y − x|α + c2 |y − x|α + c3 |L− x− (L− y)|α
= E |y − x|α , (2.41)
onde E = c1 +c2 +c3 e a função ϕ(x) definidida no Lema 2.1. Agora, estimaremos
a as integrais da expressão (2.36) que envolvem a função τ(x). Do fato de que
τ(x) é Lipchitz, obtemos:∫ x
0









[τ(σt(y − s))− τ(σt(s− x))] ds+
∫ L
y













c3 |σt(y − s)− σt(s− x)| ds+
∫ L
y
















σtc4 |−y + x| ds











(−y + 2s− x) ds











+ σtc4 |−y + x| (L− y)
≤ σt
(
c5 |x− y|2 +
c2
4
|x− y|2 + c3
4




c5 |x− y|α |x− y|2−α +
c2
4
|x− y|α |x− y|2−α + c3
4
|x− y|α |x− y|2−α




c5 |x− y|α L2−α +
c2
4
|x− y|α L2−α + c3
4
|x− y|α L2−α + c4 |x− y|α L2−α
)
= F |x− y|α L2−α, (2.42)









. Para finalizar a demonstração do Lema, substitu-





E|y − x|α + F |x− y|α L2−α
)





Teorema 2.3 A função (LbB)(x) é Hölder contínua em [0, L] quando B0(µ) e
BL(−µ) são funções L∞[0, 1].

























∣∣∣e−σtyµ − e−σtxµ ∣∣∣ dµ.
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∣∣∣e−σtyµ − e−σtxµ ∣∣∣ dµ
 .














Até aqui, demonstramos que se a fonte interna S(x) e as fontes
das fronteiras B0(µ) e BL(µ) são funções limitadas, então as funções (LgS)(x)
e (LbB)(x) são Hölder Contínuas. Assim, o lado direito da expressão (2.21) é
uma função Hölder Contínua. Porém, os resultados ainda são insuficientes para
garantir que fluxo escalar médio é uma função Hölder Contínua. Para concluir o
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resultado, precisamos mostrar que o operador (1 − σsLg) é inversível e escrever
a solução da forma:
Φ(x) = (1− σsLg)−1(LgS)(x) + (1− σsLg)−1(LbB)(x). (2.43)
Em qualquer espaço normado com norma ‖·‖, o operador (1−σsLg)−1
está bem definido pela série de Neumann quando o raio espectral σs lim
k→∞
‖Lkg‖1/k
é menor que 1. Essa condição é sempre satisfeita quando σs‖Lg‖ < 1 [30] (ch.
17, pg. 195). O próximo teorema garante o operador Lg : Cα → Cα está bem
definido e sua norma no espaço Cα é menor que 1
σs
. Assim, temos
‖σsLg‖ < 1. (2.44)
Portanto, com o resultado do próximo teorema, a teoria fica completa.
Ressaltamos que o teorema a seguir está demonstrado na literatura (ver [39]),
mas introduziremos aqui por completeza dos resultados.
Teorema 2.4 O operador Lg : Cα[0, L]→ Cα[0, L] é limitado e sua norma ‖Lg‖Cα
é menor que 1
σs
.
Demonstração: Reorganizamos os termos de Lg e para simplificar a notação
omitiremos a dependência de µ, em ρ0 = ρ0(µ) e ρL = ρL(−µ). Começamos a


































































































=: D + E + F +G. (2.45)
As estimativas de D, E, F e G são obtidas a partir de manipulações



















































































































































































































































































































(bqcCα |y − x|




(bqcCα + C||q||C0) . (2.47)







































































































































































































































































(bqcCα |y − x|




(bqcCα + C||q||C0) . (2.49)
A existência da constante C nas estimativas acima é garantida pelo
Lema A.2.




(bqcCα + 2C||q||C0) (2.50)
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Segue-se que






(C1 bqcCα + 2C1C||q||C0 + ||q||C0)







≤ (2C1C + 1)
σt













Assim, findamos este capítulo desenvolvendo novas estimativas para
os operadores quando as fontes são limitadas, inclusive admitindo fontes descon-
tínuas, estabelecendo existência de soluções no espaço Hölder Cα.
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3 MÉTODO DE NYSTRÖM
Neste capítulo, a metodologia proposta nesse trabalho, que emprega
o método de Nyström, é aplicada para resolver a formulação integral da equação
de transporte unidimensional. Na sequência, discutimos os detalhes da dis-
cretização utilizada em nossas implementações, incluindo as técnicas analíticas
e numéricas para o tratamento das singularidades e otimização do código. A par-
tir disso, obtemos aproximações para o fluxo escalar médio e comparamos os
resultados com aqueles encontrados na literatura.
3.1 Tratamento da Singularidade
Relembrando que escrevemos a equação integral em (2.20) como:








k(x, s)S(s)ds+ (LbB)(x), (3.1)
onde k(x, s) é expresso em (2.18).
A equação (3.1) é uma equação integral linear de Fredholm do se-
gundo tipo que pode ser resolvida numericamente pelo método de Nyström [17,
38, 5]. No entanto, observamos que a aplicação do método de Nyström direta-
mente na equação (3.1) pode produzir resultados com imprecisões, visto que o
núcleo k(x, s) é singular na diagonal x = s.
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Para tratar a singularidade na diagonal x = s, primeiro aplicamos a












k(x, s)[Φ(s)− Φ(x)]ds+ σs
∫ L
0
k(x, s)dsΦ(x) + g(x), (3.3)









Para concluir que a singularidade foi removida de fato, olhamos para
o integrando do primeiro termo, que é uma função de x e s e completamos a diag-
onal com zero, e provaremos que essa função é contínua. Essa remoção da sin-
gularidade vai refletir em uma melhora no desempenho das quadraturas numéri-
cas para esse termo. O segundo termo da direita terá sua singularidade integrada
analiticamente e, por isso, não afetará o desempenho das quadraturas numéricas.
Vamos então ao resultado do próximo teorema, uma das contribuições deste tra-
balho, que garante o bom comportamento do primeiro termo.




k(x, s)[Φ(s)− Φ(x)] = 0.
Demonstração: Para demonstrar esse teorema, começamos estimando:
















































































































|Φ(s)− Φ(x)| . (3.4)
Agora, estimamos os termos da expressão (3.4), usando o fato do
núcleo k(x, s) ser uma combinação de exponenciais integrais (veja mais detalhes
no Lema A.1 do Apêndice) e que Φ pertence ao espaço de Hölder Cα, temos:




[− ln(σt(s+ x)) + τ(σt(s+ x))
− ln(σt(−s+ 2L+ x)) + τ(σt(−s+ 2L+ x))− ln(σt(2L+ s− x))]




[− ln(σt|s− x|) + τ(σt|s− x|)]
)
C(α)|s− x|α
Reorganizando os termos da desigualdade acima, obtemos:
|k(x, s)[Φ(s)− Φ(x)]| ≤ C(α)
2(1− e−2σtL)
[− ln(σt(s+ x))|s− x|α + τ(σt(s+ x))|s− x|α
− ln(σt(−s+ 2L+ x))|s− x|α + τ(σt(−s+ 2L+ x))|s− x|α
− ln(σt(2L+ s− x))|s− x|α + τ(σt(2L+ s− x))|s− x|α
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[− ln(σt|s− x|)|s− x|α + τ(σt|s− x|)|s− x|α] . (3.5)
onde τ está definida no Lema A.1 do Apêndice. Agora, analisamos cada termo da
expressão 3.5. Como τ é contínua, pois é analítica, o limite de τ quando s→ x, é
um valor finito e multiplicada por |s − x|α, o limite é 0. Desta forma todos termos
que envolvem τ se anulam.
Observe que os termos logaritmos − ln(σt(−s + 2L + x))|s − x|α,
− ln(σt(2L + s − x))|s − x|α e − ln(σt(2L − s − x))|s − x|α tendem a zero ass-
intoticamente a |s−x|α. Agora, o termo − ln(σt|s−x|)|s−x|α, pode ser escrito na
forma
− ln(σt|s− x|)|s− x|α = − ln(σt)|s− x|α − ln(|s− x|)|s− x|α. (3.6)
Aqui, o termo − ln(σt)|s − x|α é tratado como os três primeiros e o
termo − ln(|s − x|)|s − x|α é da forma ln(z)|z|α. Afirmamos que ln(z)|z|α tende a





k(x, s)[Φ(s)− Φ(x)] = 0.
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3.2 Discretização
Tratada a singularidade, derivamos uma implementação rápida do
método de Nyström para resolvermos a formulação integral da equação de trans-









Aplicando o método de Nyström na equação acima para discretizar o




wjk(x, sj)[Φ(sj)− Φ(x)] + σsR(x)Φ(x) + g(x) + E(x), (3.7)
onde {wj}Nj=1 são pesos e {sj}Nj=1 abscissas de um esquema de quadratura numérica
e E(x) é o erro de truncamento.
Avaliando a equação (3.7) nos pontos que estão na quadratura e des-




wjk(xi, sj)[Φ(sj)− Φ(xi)] + σsR(xi)Φ(xi) + g(xi). (3.8)
Para simplificar a notação, definimos Kij = k(xi, sj), gi = g(xi) e Ri =
R(xi) bem como Φi, que será a incógnita do problema discreto e aproximará Φ(xi).




wjKij[Φj − Φi] + σsRiΦi + gi, i = 1, . . . , N, (3.9)
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wlK1l − σsR1 −σsw2K12 · · · −σswNK1N
−σsw1K21 1 + σs
∑
l 6=2

























Note que quando σs = 0, a matriz do sistema é reduzida a matriz
identidade, o que implica que o sistema linear possui uma solução única. A in-
versibilidade da matriz, que pode ser naturalmente estendida em torno de uma
vizinhança de σs = 0, recai em um problema de autovalores, ou seja, a matriz
do lado esquerdo poderia ser escrita da forma Id + σsM , onde M é uma matriz,
sendo inversível sempre que σs não for autovalor de M . Ainda, esse sistema rep-
resenta o problema integral, e portanto, a solução do sistema linear N ×N (3.10)
aproxima numericamente a solução da equação integral (3.1).
O processo descrito acima produz as aproximações do fluxo escalar
médio Φi para um conjunto de N pontos que estão na malha de uma quadratura.
No entanto, observamos que para os pontos que não estão na malha da quadratura
(por exemplo, zero na regra de Gauss-Legendre) desde que (1 − σsLg)−1 exista
e rearranjando os termos de (3.7), escrevemos a equação para aproximação do




j=1,sj 6=xwjk(x, sj)Φ(sj) + g(x)
1 + σs
∑N
j=1,sj 6=xwjk(x, sj)− σsR(x)
. (3.11)
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3.2.1 Autovalores para equação do transporte isotrópica no caso
unidimensional
Nesta seção apresentaremos a discretização para os autovalores
considerando o caso isotrópico. O problema de autovalores que resolveremos




Ψ(x, µ) + σtΨ(x, µ) = c
∫ 1
−1
Ψ(x, µ)dµ, 0 < x < L, (3.12)
com as condições de contorno semirreflexivas:
Ψ(0, µ) = ρ0(µ)Ψ(0,−µ), µ > 0;
Ψ(L, µ) = ρL(µ)Ψ(L,−µ), µ < 0. (3.13)
Aqui, c são autovalores e Ψ(x, µ) são as autofunções do problema.
Fazendo uso de toda a discretização feita para o problema anterior e




wjKij[Φj − Φi] + cRiΦi, i = 1, . . . , N, (3.14)




wlK1l − cR1 −cw2K12 · · · −cwNK1N
−cw1K21 1 + c
∑
l 6=2





























































Nesta seção discutimos os resultados numéricos para o problema
(2.1) - (2.3). Inicialmente descrevemos a implementação numérica, incluindo as
técnicas para otimização do código e os pacotes computacionais usados. De-
pois, apresentamos os resultados do fluxo escalar médio em comparação com os
resultados encontrados na literatura, especialmente os resultados fornecidos por
[45] e [13]. Finalmente, apresentamos resultados para o cálculo de autovalores
do problema.
3.3.1 Detalhes de Implementação
Os algoritmos, que usamos para resolver o problema numérico, foram
implementados na linguagem de programação C, utilizamos as rotinas de álge-
bra linear e integração numérica da biblioteca GNU Scientific Library (ver [2]).
Também utilizamos algoritmos de precisão múltipla para quadratura numérica no
software Maple 15 TM para reproduzir alguns resultados obtendo valores de alta
qualidade para validar nosso código.
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Primeiramente, verificamos os operadores LgS, k, LbB e R já de-
scritos analiticamente, comparando os valores que nosso código C produz com
aqueles obtidos por Maple com precisão arbitrária. Além disso, comparamo-os
com a diferença da ordem de máquina Epsilon 10−16 para várias funções de fonte
interna e de fronteira. Em seguida, testamos algumas quadraturas, a saber, a re-
gra do Trapézio, a regra de Simpson, a regra de Boole e Gauss-Legendre. Nesta
etapa do processo, testamos a metodologia com um vasto conjunto de parâmet-
ros diferentes. Observamos que Boole e Gauss-Legendre mostraram resultados
ligeiramente melhores do que outros esquemas para todos os casos que tes-
tamos, ainda Gauss-Legendre superando Boole para N pequeno (< 16) mas,
comparável para N grande. Dito isso, apresentamos na seção seguinte apenas
os resultados para essas duas regras.
Agora, para calcular os autovalores do problema 3.16, utilizamos o
algoritmo QR desenvolvido por Francis e Kublanovskaya [25] implementando a
rotina do GSL denominada gsl eigen.
3.3.2 Resultados numéricos para o fluxo escalar médio
Nesta seção apresentamos resultados para o fluxo escalar médio, ou
seja, os resultados das soluções numéricas que são os resultados do sistema
linear (3.10) e da interpolação (3.11). Fizemos comparações de nossos resul-
tados com as disponíveis na literatura. Nas Tabelas 3.1 e 3.2 apresentamos os
resultados das simulações numéricas para o fluxo escalar médio considerando os
parâmetros ρ0 = ρL = 0, B0 = BL = 18 , σt = σs = 1cm
−1, L = 1cm e S(x) = 1
8
. Na
tabela 3.1 a regra de Boole se estabilizou com N = 401 pontos de malha até seis
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dígitos de precisão e coincide exatamente com a solução exata proposta em [45].
Ressaltamos que a solução exata proposta em [45], consiste numa aproximação
para a sequência de valores para σs de 0.9, 0.99, 0.9999999. Observamos que os
resultados de Azevedo et al. [13], produzido pelo método GFD com N = 1600,
atingiram cinco dígitos de precisão e os resultados de Vargas et al. [45], pro-
duzido pelo método LTSN com N = 300, apresentam cinco dígitos de precisão.
Na Tabela 3.2 a regra de Gauss-Legendre se estabilizou com N =
101 pontos de malha até seis dígitos de precisão e coincide exatamente com a
solução exata proposta em [45]. Além disso, observamos um melhor ajuste com
os valores exatos do que os relatados por Vargas et al. [45]. Observamos que o
método GFD atinge precisão de até seis dígitos significativos quando N = 1600.
Ressaltamos aqui que o método de Nyström, além de preservar as boas pro-
priedades dos métodos integrais, também é computacionalmente mais eficiente
que o método GFD.
Observe que as Tabelas 3.1 e 3.2 mostram que regras de Boole e
Gauss-Legendre atingem seis dígitos de precisão com N = 401 e N = 101 pon-
tos na malha, respectivamente. Além disso, esse comportamento tem se ap-
resentado na maioria dos resultados que produzimos, fato que corrobora com
a nossa afirmação de que a quadratura de Gauss-Legendre produz resultados
ligeiramente mais precisos quando o número de pontos da malha não é muito
grande.
Nas Tabelas 3.3 e 3.4 apresentamos a comparação entre os valores
calculados para o fluxo escalar médio considerando os parâmetros ρ0 = ρL = 0,
B0 = BL = 0, σt = σs = L = 1 e S(x) = −x2 + x com os resultados publicados em
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Vargas et al. [45] e Azevedo et al. [13]. Observamos uma boa concordância entre
os resultados obtidos e os publicados em [45] e [13], visto que, tanto com regra de
Boole quanto a regra de Gauss-Legendre, para N = 101 pontos, obtemos cinco
dígitos de precisão comparando com os métodos LTSN e GFD.
Agora, tomamos um valor pequeno para o domínio L e comparamos
também com o método desenvolvido por Ganapol [22]. Nas Tabelas 3.5 e 3.6,
apresentamos os resultados para o fluxo escalar médio usando a regra de Boole
e a regra de Gauss-Legendre, respectivamente, mas com uma fonte interna não
constante. Os parâmetros são: ρ0 = ρL = 0, B0 = BL = 1.0, σt = σs = 1cm−1,
L = 0.10cm e S(x) = exp (−x). Os resultados produzidos pelo método de Nys-
tröm coincidem em pelo menos cinco dígitos com aqueles gerados pelos méto-
dos LTSN , GFDN e CASN. Também, quando usamos a quadratura de Gauss-
Legendre, os resultados atingem seis dígitos significativos de precisão com ape-
nas N = 101 pontos na malha.
Um ponto positivo dos métodos integrais é que eles não necessitam
de uma discretização explícita da variável angular, visto que a formulação integral
é descrita em termos do fluxo escalar médio. Quando se trata da discretiza-
ção espacial, o esperado é que precisaremos de mais pontos quando o domínio
for maior. Conforme discutido por Azevedo et al. [14] a respeito do método
GFD, é mais difícil produzir resultados precisos para problemas com domínios
grandes. Assim, para testar o desempenho do método de Nyström, simulamos
alguns problemas com domínios maiores, por exemplo, L = 10cm e L = 100cm, e
comparamos com três metodologias diferentes, a saber: CASN, LTSN e GFDN
[22, 45, 14]. As Tabelas 3.7 - 3.10 mostram o desempenho da presente metodolo-
gia para L = 10cm e L = 100cm. Os parâmetros usados nas Tabelas 3.7 e 3.8 são
52
ρ0 = ρL = 0, B0 = BL = 1.0, σt = σs = 1cm−1 e S(x) = exp(−x) e nas Tabelas 3.9
e 3.10 e são ρ0 = ρL = 0, B0 = 1.0, BL = 0, σt = σs = 1cm−1 e S(x) = exp(−x2/4).
Quando o domínio tem comprimento L = 10cm, os resultados alcançam até seis
dígitos significativos de precisão com apenas N = 801 pontos na malha quando
comparados com o método CASN. Com o mesmo número de pontos na malha,
os resultados atingiram até quatro dígitos de precisão no caso do domínio ter
comprimento L = 100cm. Esse resultado é bastante positivo, visto que, conforme
Azevedo et al. [14] a metodologia GFD obtém até quatro dígitos corretos signi-




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tabela 3.5 Regra de Boole. Comparação entre os valores calculados para o fluxo escalar
médio Φ(x) onde os parâmetros são ρ0 = ρL = 0, B0 = BL = 1.0, σt = σs = 1cm−1,
L = 0.10cm e S(x) = exp(−x) com os resultados publicados por Ganapol [22] (ver[14]),
Vargas et al. [45] e Azevedo et al. [14].
x CASN [22] LTS[45]300 GFD
[14]
400 N=101 N=201 N=401 N = 801
0.00 2.317444 2.317428 2.317444 2.3174436 2.3174440 2.3174442 2.3174442
0.02 2.373155 2.373237 2.373154 2.3731545 2.3731547 2.3731547 2.3731548
0.04 2.390886 2.390864 2.390886 2.3908863 2.3908864 2.3908864 2.3908865
0.06 2.388975 2.388963 2.388975 2.3889751 2.3889753 2.3889753 2.3889754
0.08 2.368116 2.368189 2.368115 2.3681155 2.3681156 2.3681157 2.3681157
0.10 2.312675 2.312669 2.312675 2.3126748 2.3126752 2.3126753 2.3126754
Tabela 3.6 Gauss Legendre. Comparação entre os valores calculados para o fluxo escalar
médio Φ(x) onde os parâmetros são ρ0 = ρL = 0, B0 = BL = 1.0, σt = σs = 1cm−1,
L = 0.10cm e S(x) = exp(−x) com os resultados publicados por Ganapol [22], Vargas et
al. [45] e Azevedo et al. [14].
x CASN [22] LTS[45]300 GFD
[14]
400 N=101 N=201 N=401 N = 801
0.00 2.317444 2.317428 2.317444 2.3174442 2.3174442 2.3174442 2.3174442
0.02 2.373155 2.373237 2.373154 2.3731546 2.3731548 2.3731548 2.3731548
0.04 2.390886 2.390864 2.390886 2.3908865 2.3908864 2.3908865 2.3908865
0.06 2.388975 2.388963 2.388975 2.3889754 2.3889753 2.3889753 2.3889754
0.08 2.368116 2.368189 2.368115 2.3681155 2.3681157 2.3681157 2.3681157

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.3.3 Resultados numéricos para o problema de autovalores
Nas Tabelas 3.11, 3.12 e 3.13 apresentamos resultados para os auto-
valores considerando o caso isotrópico com os coeficientes de reflexão ρ = 0.5 e
variamos o comprimento do domínio. Comparamos nossos resultados com Atalay
[4], Garis e Sjöstrand [24] e Sauter et al [42].
Ao analisarmos os resultados dos autovalores apresentados nas Tabelas
3.11, 3.12 e 3.13, percebemos uma convergência de cinco dígitos de precisão
para N ≥ 200, apresentando resultados idênticos aos valores de [24] e [42].
Ainda, para os resultados de [42], observamos que os autovalores ímpares con-
vergem mais rapidamente que os autovalores pares e também apresentam resul-




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4 MÉTODO DE NYSTRÖM PRODUTO
Neste capítulo a metodologia do método de Nyström Produto é apli-
cada para resolver a formulação integral do problema de transporte unidimen-
sional (2.1) - (2.3), a qual foi apresentada no Capítulo 2. Na sequência, discutimos
os detalhes da discretização utilizada e, posteriormente, obtemos aproximações
para o fluxo escalar médio e comparamos os resultados com aqueles encontra-
dos na literatura.
4.1 Discretização por interpolação segmentada
No Capítulo 3, apresentamos o método de Nyström para resolver
numericamente a equação integral (2.21), que é uma equação de Fredholm do
segundo tipo no qual os núcleos dos operadores possuem singularidades inte-
gráveis. A aplicação direta, sem remoção singularidade, do método de Nyström
nesse problema não tem um bom desempenho numérico, visto que as quadrat-
uras usadas, sejam elas, Trapézio, Simpson, Boole ou Gauss-Legendre, não
tratam bem a singularidade dos núcleos. A saída desenvolvida na metodologia no
Capítulo 3 foi aplicar a técnica da subtração da singularidade para posteriormente
usar o método de Nyström. Na metodologia que será desenvolvida nesse capítulo
a singularidade será tratada de maneira distinta. Falando de outra forma, calcu-
laremos os pesos de uma quadratura específica que absorva a singularidade dos
núcleos. Para isso, vamos propor interpolações polinomiais para a função incóg-
nita com o objetivo de resolver as integrais que definem os operadores.
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k(x, s)S(s)ds+ (LbB)(x), (4.1)
onde k(x, s) é expresso em (2.18). O terceiro termo do lado direito da expressão
(4.1) é integrado diretamente na variável µ, conforme a descrição do Capítulo 3.
Os outros dois termos têm a forma:∫ L
0
k(x, s)q(s)ds (4.2)
Para lidarmos com a expressão (4.2), começamos definindo n como a
ordem dos polinômios interpoladores, M a quantidade de intervalos do domínio e
N = nM+1 o número de pontos da malha. Assim, temos a malha uniformemente
espaçada:
xi = ih, i = 0, 1, . . . , (N − 1),
onde h = L/(N − 1) é o tamanho (ou passo) da malha e os intervalos são:
Inj = [xnj, xn(j+1)], j = 0, 1, 2, . . . , (M − 1).
Ilustraremos na Figura 4.1 os elementos que definimos até agora.
Consideramos a ordem do polinômio n = 2 e a malha uniforme de N − 1 pontos
no intervalo [0, L]:





Figura 4.1 Discretização do intervalo [0, L] para N − 1 e polinômio de ordem 2.
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Definimos o operador de projeção P nj : C0[Inj ] → C0[Inj ] que mapeia
q(x) na função polinomial por partes P nj (x) de grau não superior a n que coincide
com q(x) nos pontos {xnj+k}nk=0. Assim, podemos escrever a parte da integral







k(x, s)(P nj q)(s)ds+ E(x), (4.3)
onde E(x) é o erro de truncamento. Os polinômios P nj (x) são dados por:

























, k = 0, 1, . . . , n.
Observe que só precisamos construir n+1 polinômios interpoladores,
dado que na expressão (4.3), os polinômios de Lagrange são deslocamentos



























k(x, s)Lnk(s− xnj)ds (4.5)
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j,k(x) + E(x) (4.6)
O próximo passo consiste em calcular os pesos wnj,k. Para isso, ob-




















(s− xnj)zk(x, s) ds (4.7)
Agora, a forma do núcleo k(x, s), definido em (2.18), permite simpli-
ficações na expressão (4.5). De fato, para a, b, x ∈ Inj , n a ordem do polinômio
interpolador, temos:∫ b
a











































































onde t(µ) = 1− ρ0(µ)ρL(−µ)e
−2σtL
µ . Ainda na expressão (4.8), podemos expandir
a última integral nos seguintes três casos:






















Observe que as integrais espaciais na expressão (4.8) podem ser





Inserindo a mudança de variáveis:
s = a+ λ−1t, 0 ≤ t ≤ λ(b− a),
escrevemos:





= λ−n−1e−aλγ(n+ 1, λ(b− a)), (4.9)
onde γ(s, x) é a função gama inferior incompleta (veja p.259 [38]). A função γ(s, x)
possui uma fórmula expressa em termos de funções elementares, visto que basta
integrar a expressão resultante por partes. Porém, do ponto de vista numérico, é








e, inserindo a mudança de variáveis:

















Agora, aplicando o Binômio de Newton e a definição da função gama
inferior incompleta, temos:



























(a+ b)n−j(−1)j(λ)−j−1γ(j + 1, λ(b− a)). (4.10)
Dado que os pesos wnj,k definidos pela expressão (4.5) podem ser
calculados através da expressão (4.7) e das relações em (4.9) e (4.10), substi-
tuiremos a discretização definida na expressão (4.6), desprezando os erros de















j,k(x) + (LbB)(x). (4.11)
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Aplicando a equação (4.11) em cada ponto da malha uniformemente


















A solução do sistema linear N × N (4.12) produz as aproximações
do fluxo escalar médio Φ para um conjunto de N pontos que estão na malha
uniformemente espaçada.
Para os pontos que não estão na malha, usamos o fato que o método
de Nyström Produto aproxima o fluxo escalar médio como uma função polinomial
por partes. Assim, a interpolação mais natural, são os próprios polinômios aprox-
imantes, pois, além de produzir resultados numéricos satisfatórios, a implemen-
tação é simples e computacionalmente mais eficiente que aquela usada para o
método de Nyström.
4.2 Resultados numéricos para fluxo escalar médio
Nesta seção discutimos os resultados numéricos para o problema
(2.1) - (2.3). Inicialmente fazemos uma breve discussão sobre a implementação
numérica, depois, apresentamos os resultados do fluxo escalar médio em com-
paração com os resultados encontrados na literatura, especialmente os forneci-
dos por [45] e [13].
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Os algoritmos que usamos para resolver o problema numérico foram
implementados na linguagem de programação C + +, utilizamos a rotina de in-
tegração numérica CQUAD [26] da GNU Scientific Library (ver [2]). As rotinas
do OpenBlass foram usadas para acelerar as operações matriciais. Também uti-
lizamos software Maple 15 TM para reproduzir os resultados do operador Lg para
validar nosso código, obtendo até 16 dígitos de precisão, também foi comparado
em precisão múltipla no Python.
Agora, apresentamos resultados para o fluxo escalar médio, os quais
fizemos comparações dos nossos resultados com os disponíveis na literatura. Na
Tabela 4.1 apresentamos os resultados das simulações numéricas para o fluxo
escalar médio considerando a ordem do polinômio de grau 2 e, os parâmetros
ρ0 = ρL = 0, B0 = BL = 18 , λ = σ = L = 1 e S(x) =
1
8
. Observamos que se
estabilizou com N = 401 pontos de malha até seis dígitos de precisão e fecha
exatamente com as soluções propostas pelo método LTSN com N = 300 em [45]
e pelo método GFD com N = 1600 em [13]. Na Tabela 4.2 tomamos o grau
de polinômio de ordem 3 e, considerando os mesmos parâmetros, observamos
que o desempenho numérico é simular à da Tabela 4.1. E, na Tabela 4.3, o
grau do polinômio de ordem 4 e com os mesmos parâmetros, observamos que o
desempenho continua similar aos das Tabelas 4.1 e 4.2. O mesmo ocorre com a
Tabela 4.4.
Na Tabela 4.5 apresentamos a comparação entre os valores calcu-
lados para o fluxo escalar médio considerando os parâmetros ρ0 = ρL = 0,
B0 = BL = 0, λ = σ = L = 1 e S(x) = −x2 + x e o grau do polinômio inter-
polador n = 2 com os resultados publicados em Vargas et al. [45] e Azevedo et
al. [13]. Observamos uma boa concordância entre os resultados, os obtidos e
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os publicados, obtendo pelo menos cinco dígitos de precisão comparando com
os métodos LTSN e GFD para N = 101. Aumentando a ordem do polinômio (de
ordem 3 até ordem 5), obtemos um desempenho similar a Tabela 4.5.
Também apresentamos resultados para domínios grandes, por ex-
emplo, para L = 10cm e L = 100cm e comparamos com as metodologias de
CASN, LTSN e GFDN [22, 45, 14]. Na Tabela 4.6 mostramos o desempenho
da presente metodologia considerando o grau do polinômio de ordem 2, onde
L = 10cm e os parâmetros são ρ0 = ρL = 0, B0 = BL = 1.0, σt = σs = 1cm−1
e S(x) = exp(−x). Observamos que para N = 3201 obtemos até cinco dígitos
significativos com CASN. E, nas Tabelas 4.7, 4.8 e 4.9, com polinômios de grau
n = 3, n = 4 e n = 5, respectivamente, apresentamos os resultados numéricos
para o mesmo conjunto de parâmetros usados na Tabela 4.6. Aqui observamos
uma pequena melhora na qualidade numérica quando aumentamos o grau dos
polinômios.
Nas Tabelas 4.10, 4.11 e 4.12, com polinômios de grau n = 2, n = 3
e n = 4, respectivamente, o domínio L = 100cm e os parâmetros ρ0 = ρL = 0,
B0 = 1.0, BL = 0, σt = σs = 1cm−1 e S(x) = exp(−x2/4). Quando comparamos
com os resultados calculados na literatura, obtemos dois dígitos significativos
corretos com o método LTSN e três dígitos significativos corretos com o método
GFDN . Vale ressaltar que, como os próprios autores explicitaram, a precisão
dos resultados encontramos na literatura também estão limitados a dois ou três
dígitos. Também, quando olhamos os resultados conforme o número de pon-
tos cresce, o método de Nyström Produto converge com três ou quatro dígitos
significativos corretos.
75
Por fim, destacamos que em todos os casos, fizemos as tabelas com
polinômios interpoladores de ordens 2 a 7 para cada conjunto de parâmetros,
porém, não apresentamos os resultados aqui, pois, o comportamento numérico é
similar aos apresentados nas tabelas anteriores, ou seja, os resultados são equiv-
alentes em todos os seis casos, conforme aumentamos a ordem do polinômio
observamos uma pequena melhora nos dois últimos dígitos.
Tabela 4.1 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto de (ordem 2) onde os parâmetros são ρ0 = ρL = 0,
B0 = BL =
1
8 , σt = σs = 1cm
−1, L = 1cm e S(x) = 18 com os resultados publicados por
Vargas et al. [45] e Azevedo et al. [13].
x 0.0 0.1 0.2 0.3 0.4 0.5
Exact 0.516842 0.600637 0.647999 0.678718 0.696308 0.702056
LTS300 0.516841 0.600634 0.647997 0.678715 0.696303 0.702053
GFD1600 0.516841 0.600637 0.647999 0.678718 0.696308 0.702055
N = 101 0.51683336 0.60063273 0.64799505 0.67871404 0.69630442 0.70205179
N = 201 0.51683945 0.60063597 0.64799803 0.67871691 0.69630725 0.70205460
N = 401 0.51684110 0.60063679 0.64799879 0.67871764 0.69630796 0.70205531
N = 801 0.51684155 0.60063700 0.64799898 0.67871782 0.69630814 0.70205549
N = 1601 0.51684167 0.60063705 0.64799903 0.67871787 0.69630819 0.70205553
N=3201 0.51684171 0.60063706 0.64799904 0.67871788 0.69630820 0.70205554
N=6401 0.51684172 0.60063707 0.64799904 0.67871788 0.69630820 0.70205554
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Tabela 4.2 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto de (ordem 3) onde os parâmetros são ρ0 = ρL = 0,
B0 = BL =
1
8 , σt = σs = 1cm
−1, L = 1cm e S(x) = 18 com os resultados publicados por
Vargas et al. [45] e Azevedo et al. [13].
x 0.0 0.1 0.2 0.3 0.4 0.5
Exact 0.516842 0.600637 0.647999 0.678718 0.696308 0.702056
LTS300 0.516841 0.600634 0.647997 0.678715 0.696303 0.702053
GFD1600 0.516841 0.600637 0.647999 0.678718 0.696308 0.702055
N = 106 0.51683297 0.60063160 0.64799399 0.67871304 0.69630344 0.70205082
N = 202 0.51683912 0.60063556 0.64799768 0.67871657 0.69630691 0.70205426
N = 403 0.51684101 0.60063669 0.64799870 0.67871756 0.69630788 0.70205523
N = 802 0.51684153 0.60063697 0.64799896 0.67871780 0.69630812 0.70205547
N = 1600 0.51684167 0.60063704 0.64799902 0.67871787 0.69630818 0.70205553
N=3202 0.51684170 0.60063706 0.64799904 0.67871788 0.69630820 0.70205554
N=6400 0.51684171 0.60063706 0.64799904 0.67871788 0.69630820 0.70205554
77
Tabela 4.3 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto de (ordem 4) onde os parâmetros são ρ0 = ρL = 0,
B0 = BL =
1
8 , σt = σs = 1cm
−1, L = 1cm e S(x) = 18 com os resultados publicados por
Vargas et al. [45] e Azevedo et al. [13].
x 0.0 0.1 0.2 0.3 0.4 0.5
Exact 0.516842 0.600637 0.647999 0.678718 0.696308 0.702056
LTS300 0.516841 0.600634 0.647997 0.678715 0.696303 0.702053
GFD1600 0.516841 0.600637 0.647999 0.678718 0.696308 0.702055
N = 101 0.51683529 0.60063356 0.64799582 0.67871478 0.69630515 0.70205251
N = 201 0.51683997 0.60063618 0.64799823 0.67871710 0.69630744 0.70205478
N = 401 0.51684125 0.60063684 0.64799884 0.67871769 0.69630801 0.70205535
N = 801 0.51684159 0.60063701 0.64799899 0.67871784 0.69630815 0.70205550
N = 1601 0.51684168 0.60063705 0.64799903 0.67871787 0.69630819 0.70205553
N=3201 0.51684171 0.60063706 0.64799904 0.67871788 0.69630820 0.70205554
N=6401 0.51684172 0.60063707 0.64799904 0.67871789 0.69630820 0.70205554
78
Tabela 4.4 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto de (ordem 5) onde os parâmetros são ρ0 = ρL = 0,
B0 = BL =
1
8 , σt = σs = 1cm
−1, L = 1cm e S(x) = 18 com os resultados publicados por
Vargas et al. [45] e Azevedo et al. [13].
x 0.0 0.1 0.2 0.3 0.4 0.5
Exact 0.516842 0.600637 0.647999 0.678718 0.696308 0.702056
LTS300 0.516841 0.600634 0.647997 0.678715 0.696303 0.702053
GFD1600 0.516841 0.600637 0.647999 0.678718 0.696308 0.702055
N = 101 0.51683494 0.60063281 0.64799518 0.67871417 0.69630456 0.70205193
N = 201 0.51683986 0.60063601 0.64799808 0.67871696 0.69630730 0.70205465
N = 401 0.51684122 0.60063680 0.64799881 0.67871766 0.69630798 0.70205532
N = 801 0.51684158 0.6006370 0.64799899 0.67871783 0.69630815 0.70205549
N = 1601 0.51684168 0.60063705 0.64799903 0.67871787 0.69630819 0.70205553
N=3201 0.51684171 0.60063706 0.64799904 0.67871788 0.69630820 0.70205554









































































































































































































































































































































































































































































































































































































































































































Tabela 4.6 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto (ordem 2) onde os parâmetros são ρ0 = ρL = 0,
B0 = BL = 1.0, σt = σs = 1cm−1, L = 10cm e S(x) = exp(−x) com os resultados
publicados por Ganapol [22], Vargas et al. [45] e Azevedo et al. [14].
x 0. 2 4 6 8 10
CASN 5.306414 9.104506 7.846664 6.145113 4.387136 2.509092
LTS300 5.306007 9.104450 7.846619 6.145074 4.387110 2.509086
GFD800 5.306226 9.104379 7.846563 6.145039 4.387089 2.509068
N = 201 5.3047748 9.1038654 7.8461550 6.1447333 4.3868848 2.5088966
N = 401 5.3059538 9.1043395 7.8465318 6.1450147 4.3870710 2.5090376
N = 801 5.3062868 9.1044634 7.8466302 6.1450882 4.3871197 2.5090771
N = 1601 5.3063793 9.1044951 7.8466554 6.1451070 4.3871322 2.5090880
N=3201 5.3064047 9.1045031 7.8466618 6.1451118 4.3871353 2.5090909
N=6401 5.3064115 9.1045052 7.8466634 6.1451130 4.3871361 2.5090917
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Tabela 4.7 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto (ordem 3) onde os parâmetros são ρ0 = ρL = 0,
B0 = BL = 1.0, σt = σs = 1cm−1, L = 10cm e S(x) = exp(−x) com os resultados
publicados por Ganapol [22], Vargas et al. [45] e Azevedo et al. [14].
x 0. 2 4 6 8 10
CASN 5.306414 9.104506 7.846664 6.145113 4.387136 2.509092
LTS300 5.306007 9.104450 7.846619 6.145074 4.387110 2.509086
GFD800 5.306226 9.104379 7.846563 6.145039 4.387089 2.509068
N = 202 5.3045847 9.1035312 7.8458898 6.1445356 4.3867544 2.5088574
N = 403 5.3058982 9.1042677 7.8464747 6.1449721 4.3870428 2.5090278
N = 802 5.3062695 9.1044466 7.8466169 6.1450783 4.3871131 2.5090744
N = 1600 5.3063741 9.1044911 7.8466522 6.1451047 4.3871306 2.5090872
N=3202 5.3064032 9.1045022 7.8466610 6.1451112 4.3871349 2.5090907
N=6400 5.3064111 9.1045049 7.8466632 6.1451129 4.3871360 2.5090916
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Tabela 4.8 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto (ordem 4) onde os parâmetros são ρ0 = ρL = 0,
B0 = BL = 1.0, σt = σs = 1cm−1, L = 10cm e S(x) = exp(−x) com os resultados
publicados por Ganapol [22], Vargas et al. [45] e Azevedo et al. [14].
x 0. 2 4 6 8 10
CASN 5.306414 9.104506 7.846664 6.145113 4.387136 2.509092
LTS300 5.306007 9.104450 7.846619 6.145074 4.387110 2.509086
GFD800 5.306226 9.104379 7.846563 6.145039 4.387089 2.509068
N = 201 5.3051558 9.1039774 7.8462440 6.1447997 4.3869288 2.5089389
N = 401 5.3060611 9.1043704 7.8465563 6.1450330 4.3870831 2.5090497
N = 801 5.3063165 9.1044715 7.8466367 6.1450931 4.3871229 2.5090805
N = 1601 5.3063874 9.1044972 7.8466571 6.1451083 4.3871330 2.5090889
N=3201 5.3064068 9.1045037 7.8466622 6.1451121 4.3871355 2.5090911
N=6401 5.3064121 9.1045053 7.8466635 6.1451131 4.3871362 2.5090918
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Tabela 4.9 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto (ordem 5) onde os parâmetros são ρ0 = ρL = 0,
B0 = BL = 1.0, σt = σs = 1cm−1, L = 10cm e S(x) = exp(−x) com os resultados
publicados por Ganapol [22], Vargas et al. [45] e Azevedo et al. [14].
x 0. 2 4 6 8 10
CASN 5.306414 9.104506 7.846664 6.145113 4.387136 2.509092
LTS300 5.306007 9.104450 7.846619 6.145074 4.387110 2.509086
GFD800 5.306226 9.104379 7.846563 6.145039 4.387089 2.509068
N = 201 5.3050974 9.1038224 7.8461211 6.1447080 4.3868681 2.5089235
N = 401 5.3060443 9.1043391 7.8465315 6.1450145 4.3870709 2.5090461
N = 801 5.3063115 9.1044648 7.8466313 6.1450890 4.3871202 2.5090796
N = 1601 5.3063859 9.1044956 7.8466558 6.1451074 4.3871324 2.5090886
N=3201 5.3064064 9.1045033 7.8466619 6.1451119 4.3871354 2.5090911
N=6401 5.3064120 9.1045052 7.8466634 6.1451131 4.3871361 2.5090917
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Tabela 4.10 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto (ordem 2) onde os parâmetros são ρ0 = ρL = 0,
B0 = 1.0, BL = 0, σt = σs = 1cm−1, L = 100.0cm e S(x) = exp(−x2/4)com os resultados
publicados por Vargas et al. [45] e Azevedo et al. [14].
x 0.0 20 40 60 80 100
LTS300 8.42592 16.9490 12.7473 8.54702 4.34782 0.121203
GFD3200 8.443685 16.945922 12.746721 8.547520 4.348319 0.121160
N = 201 8.3157289 16.898379 12.710677 8.5229750 4.3352729 0.11904411
N = 401 8.4056842 16.932276 12.736379 8.5404809 4.3445832 0.12050733
N = 801 8.4361778 16.945997 12.746763 8.5475298 4.3482962 0.12103026
N = 1601 8.4456944 16.950185 12.749932 8.5496797 4.3494271 0.12119457
N=3201 8.4485138 16.951345 12.750810 8.5502750 4.3497401 0.12124296
N=6401 8.4493210 16.951651 12.751042 8.5504324 4.3498229 0.12125668
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Tabela 4.11 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto (ordem 3) onde os parâmetros são ρ0 = ρL = 0,
B0 = 1.0, BL = 0, σt = σs = 1cm−1, L = 100.0cm e S(x) = exp(−x2/4)com os resultados
publicados por Vargas et al. [45] e Azevedo et al. [14].
x 0.0 20 40 60 80 100
LTS300 8.42592 16.9490 12.7473 8.54702 4.34782 0.121203
GFD3200 8.443685 16.945922 12.746721 8.547520 4.348319 0.121160
N = 202 8.2972217 16.776605 12.618676 8.4607478 4.3028193 0.11792142
N = 403 8.3995931 16.909869 12.719435 8.5290019 4.3385685 0.12026256
N = 802 8.4343341 16.941624 12.743455 8.5452869 4.3471185 0.12097305
N = 1600 8.4451589 16.949288 12.749254 8.5492196 4.3491853 0.12118056
N=3202 8.4483627 16.951153 12.750665 8.5501767 4.3496885 0.12123944
N=6400 8.4492770 16.951608 12.751009 8.5504102 4.3498112 0.12125574
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Tabela 4.12 Comparação entre os valores calculados para o fluxo escalar médio Φ(x)
usando o método de Nyström Produto (ordem 4) onde os parâmetros são ρ0 = ρL = 0,
B0 = 1.0, BL = 0, σt = σs = 1cm−1, L = 100.0cm e S(x) = exp(−x2/4)com os resultados
publicados por Vargas et al. [45] e Azevedo et al. [14].
x 0.0 20 40 60 80 100
LTS300 8.42592 16.9490 12.7473 8.54702 4.34782 0.121203
GFD3200 8.443685 16.945922 12.746721 8.547520 4.348319 0.121160
N = 201 8.3400934 16.890124 12.704502 8.5188795 4.3332572 0.11929711
N = 401 8.4146143 16.933967 12.737662 8.5413571 4.3450522 0.12064115
N = 801 8.4391090 16.946825 12.747390 8.5479552 4.3485204 0.12107709
N = 1601 8.4465844 16.950450 12.750133 8.5498159 4.3494987 0.12120904
N=3201 8.4487709 16.951420 12.750867 8.5503136 4.3497604 0.12124716
N=6401 8.4493930 16.951672 12.751057 8.5504428 4.3498284 0.12125785
4.3 Comparação entre os resultados numéricos para fluxo
escalar médio entre os métodos de Nyström e Nyström
Produto
Nesta seção faremos uma breve discussão e comparação das duas
metodologias aplicadas nesse trabalho. A saber, a primeira é o método de Nys-
tröm combinado com a remoção de singularidade para resolver numericamente
a equação integral (2.21), onde analisamos esquemas de quadratura, como as
regras de Boole e Gauss-Legendre. A segunda, o método de Nyström Produto,
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que consiste usar interpolações polinomiais para a função incógnita com o obje-
tivo de resolver as integrais que definem os operadores, através de pesos de uma
quadratura específica que absorva a singularidade do núcleo.
Considere os parâmetros ρ0 = ρL = 0, B0 = BL = 18 , λ = σ = L = 1 e
S(x) = 1
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e as Tabelas 3.1, 3.2 e 4.1, que apresentam os resultados para o fluxo
escalar médio com o método de Nyström, regra de Boole e Gauss-Legendre e o
Nyström Produto para ordem 2, respectivamente. Observamos que para ordem 2
os valores estão em boa concordância com regra de Gauss-Legendre obtendo até
cinco dígitos significativos, para N = 101 e N = 201. Para N = 401 observamos
seis dígitos corretos.
Nas Tabelas 3.3, 3.4 e 4.5 apresentamos a comparação entre os val-
ores calculados para o fluxo escalar médio considerando os parâmetros ρ0 =
ρL = 0, B0 = BL = 0, λ = σ = L = 1 e S(x) = −x2 + x com as duas meto-
dologias apresentadas. Observamos que para ordem 2 os valores estão em boa
concordância com regra de Gauss-Legendre, para N = 101 e N = 201 obtemos
até cinco dígitos sinificativos e para maior que N = 801 obtemos até seis dígitos
significativos corretos.
Para domínios maiores, como L = 10cm, considerando os parâmet-
ros ρ0 = ρL = 0, B0 = BL = 1.0, σt = σs = 1cm−1 e S(x) = exp(−x) observamos
nas Tabelas 3.7, 3.8 e 4.6 o desempenho das metodologias. Verificamos que
para N = 201 obtemos até três dígitos corretos e, para x = 0, obtemos seis dígi-
tos com N = 6401. Já para N = 3201 observamos até seis dígitos significativos
corretos.
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Considerando o domínio L = 100cm e, os parâmetros ρ0 = ρL = 0,
B0 = 1.0, BL = 0, σt = σs = 1cm−1 e S(x) = exp(−x2/4), nas Tabelas 3.9, 3.10
e 4.10, observamos que para ordem 4 usando o método de Nyström Produto
temos um melhor desempenho numérico quando comparado com as outras or-
dens, mas mesmo assim o método de Nyström com Gauss-Legendre apresenta
melhores resultados quando comparado com a literatura. Para N = 6401 verifi-
camos até cinco dígitos significativos corretos comparando com Nyström e para
x = 0 apenas quatro dígitos corretos.
Por fim, observamos que nos casos que comparamos as duas metolo-
gias apresentadas nesse trabalho, para domínios menores que um, o compor-
tamento numérico das duas metologias são similares, embora Nyström com a
quadratura de Gauss-Legendre, para N até 401 pontos, comparados os oito
dígitos, obtenha resultados ligeiramente melhores. Para domínios L = 10cm e
L = 100cm verificamos que para N maiores, 1601 e 3201, respectivamente, o
comportamento numérico dos dois métodos são similares.
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5 RESULTADOS NOVOS PARA FLUXO ESCALAR
MÉDIO
Neste capítulo apresentamos resultados novos para fluxo escalar mé-
dio com as duas metodologias apresentadas no Capítulo 3 e 4. Inicialmente con-
sideraremos a fonte descontínua, visto que são muitas as aplicações em proble-
mas realísticos. E, posteriormente, os parâmetros ρ0 e ρL diferentes de zero.
Nas Tabelas 5.1 e 5.2 apresentamos os resultados para o fluxo es-
calar médio com o método de Nyström com quadratura de Gauss-Legendre e o
Nyström Produto para ordem 2, respectivamente. Considerando os parâmetros
ρ0 = ρL = 0, B0 = BL = 18 , λ = σ = L = 1 e, agora, uma fonte descontínua
S(x) = 0.5 para x ∈ [0, 0.5] e S(x) = 0 para x ∈ (0.5, 1.0]. Observamos uma boa
concordância entre os resultados, obtendo pelo menos sete dígitos de precisão.
Nas Tabelas 5.3 e 5.4 apresentamos os resultados para o fluxo es-
calar médio com o método de Nyström com quadratura de Gauss-Legendre e o
Nyström Produto para ordem 2, respectivamente. Considerando os parâmetros
ρ0 = ρL = 0.5, B0 = BL = 18 , λ = σ = L = 1 e S(x) = 1./8. Observamos uma boa
concordância entre os resultados, obtendo pelo menos sete dígitos de precisão.
Nas Tabelas 5.5 e 5.6 apresentamos os resultados para o fluxo es-
calar médio com o método de Nyström com quadratura de Gauss-Legendre e o
Nyström Produto para ordem 2, respectivamente. Considerando os parâmetros
ρ0 = ρL = 0.5, B0 = BL = 18 , λ = σ = L = 1 e S(x) = 0.5 para x ∈ [0, 0.5] e
S(x) = 0 para x ∈ (0.5, 1.0]. Observamos uma boa concordância entre os resulta-
dos, obtendo pelo menos sete dígitos de precisão.
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Tabela 5.1 Resultados para fluxo escalar médio Φ(x) usando o método de Nyström com
Gauss-Legendre onde os parâmetros são ρ0 = ρL = 0, B0 = BL = 1./8, σt = σs =
1cm−1, L = 1cm e S(x) = 0.5 para x ∈ [0, 0.5] e S(x) = 0 para x ∈ (0.5, 1.0]
x 0.0 0.2 0.4 0.6 0.8 1.0
N = 51 0.9628614 1.2980618 1.2930542 0.9922046 0.7939194 0.6045057
N = 101 0.9628618 1.2980622 1.2930989 0.9921336 0.7939156 0.6045050
N = 201 0.9628619 1.2980717 1.2931024 0.9921286 0.7939286 0.6045050
N = 401 0.9628619 1.2980705 1.2931002 0.9921321 0.7939268 0.6045050
N = 801 0.9628619 1.2980701 1.2930994 0.9921335 0.7939264 0.6045050
N = 1601 0.9628619 1.2980700 1.2930995 0.9921333 0.7939262 0.6045050
N=3201 0.9628619 1.2980700 1.2930995 0.9921334 0.7939262 0.6045050
N=6401 0.9628619 1.2980700 1.2930995 0.9921333 0.7939262 0.6045050
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Tabela 5.2 Resultados para fluxo escalar médio Φ(x) usando o método de Nyström
Produto (ordem 2) onde os parâmetros são são ρ0 = ρL = 0, B0 = BL = 1./8,
σt = σs = 1cm
−1, L = 1cm e S(x) = 0.5 para x ∈ [0, 0.5] e S(x) = 0 para x ∈ (0.5, 1.0]
x 0.0 0.2 0.4 0.6 0.8 1.0
N = 51 0.9627691 1.2980300 1.2930630 0.9921106 0.7939040 0.6044763
N = 101 0.9628365 1.2980600 1.2930920 0.9921261 0.7939200 0.6044969
N = 201 0.9628550 1.2980680 1.2930970 0.9921315 0.7939246 0.6045028
N = 401 0.9628600 1.2980690 1.2930990 0.9921329 0.7939258 0.6045044
N = 801 0.9628614 1.2980700 1.2930990 0.9921332 0.7939261 0.6045048
N = 1601 0.9628618 1.2980700 1.2930990 0.9921333 0.7939262 0.6045049
N=3201 0.9628619 1.2980700 1.2930990 0.9921333 0.7939262 0.6045049
N=6401 0.9628619 1.2980700 1.2930990 0.9921333 0.7939262 0.6045050
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Tabela 5.3 Resultados para fluxo escalar médio Φ(x) usando o método de Nyström com
Gauss-Legendre onde os parâmetros são ρ0 = ρL = 0.5, B0 = BL = 1./8, σt = σs =
1cm−1, L = 1cm e S(x) = 1./8
x 0.0 0.1 0.2 0.3 0.4 0.5
N = 51 1.0277541 1.1074665 1.1525522 1.1819047 1.1987769 1.2042842
N = 101 1.0277540 1.1074496 1.1525514 1.1819204 1.1987706 1.2042835
N = 201 1.0277540 1.1074520 1.1525567 1.1819179 1.1987702 1.2042835
N = 401 1.0277540 1.1074519 1.1525560 1.1819174 1.1987705 1.2042834
N = 801 1.0277540 1.1074519 1.1525558 1.1819174 1.1987707 1.2042834
N = 1601 1.0277540 1.1074519 1.1525558 1.1819174 1.1987706 1.2042834
N=3201 1.0277540 1.1074519 1.1525558 1.1819175 1.1987706 1.2042834
N=6401 1.0277540 1.1074519 1.1525558 1.1819175 1.1987706 1.2042834
93
Tabela 5.4 Resultados para fluxo escalar médio Φ(x) usando o método de Nyström Pro-
duto (ordem 2) onde os parâmetros são ρ0 = ρL = 0.5, B0 = BL = 1./8, σt = σs = 1cm−1,
L = 1cm e S(x) = 1./8
x 0.0 0.1 0.2 0.3 0.4 0.5
N = 51 1.0276853 1.1074031 1.1525091 1.1818717 1.1987253 1.2042382
N = 101 1.0277356 1.1074395 1.1525439 1.1819058 1.1987591 1.2042720
N = 201 1.0277491 1.1074488 1.1525528 1.1819145 1.1987677 1.2042805
N = 401 1.0277527 1.1074511 1.1525550 1.1819167 1.1987699 1.2042827
N = 801 1.0277537 1.1074517 1.1525556 1.1819173 1.1987705 1.2042833
N = 1601 1.0277539 1.1074519 1.1525557 1.1819174 1.1987706 1.2042834
N=3201 1.0277540 1.1074519 1.1525558 1.1819174 1.1987706 1.2042834
N=6401 1.0277540 1.1074519 1.1525558 1.1819175 1.1987706 1.2042834
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Tabela 5.5 Resultados para fluxo escalar médio Φ(x) usando o método de Nyström onde
os parâmetros são ρ0 = ρL = 0.5, B0 = BL = 1./8, σt = σs = 1cm−1, L = 1cm e
S(x) = 0.5 para x ∈ [0, 0.5] e S(x) = 0 para x ∈ (0.5, 1.0]
x 0.0 0.2 0.4 0.6 0.8 1.0
N = 51 2.0878382 2.3534043 2.3123373 1.9827703 1.7568046 1.5231783
N = 101 2.0878389 2.3534052 2.3123907 1.9826916 1.7568003 1.5231773
N = 201 2.0878390 2.3534115 2.3123948 1.9826861 1.7568154 1.5231771
N = 401 2.0878390 2.3534107 2.3123921 1.9826900 1.7568134 1.5231771
N = 801 2.0878390 2.3534105 2.3123911 1.9826916 1.7568128 1.5231771
N = 1601 2.0878390 2.3534104 2.3123913 1.9826913 1.7568127 1.5231771
N=3201 2.0878390 2.3534104 2.3123912 1.9826914 1.7568126 1.5231771
N=6401 2.0878390 2.3534104 2.3123912 1.9826913 1.7568126 1.5231771
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Tabela 5.6 Resultados para fluxo escalar médio Φ(x) usando o método de Nyström Pro-
duto (ordem 2) onde os parâmetros são ρ0 = ρL = 0.5, B0 = BL = 1./8, σt = σs = 1cm−1,
L = 1cm e S(x) = 0.5 para x ∈ [0, 0.5] e S(x) = 0 para x ∈ (0.5, 1.0]
x 0.0 0.2 0.4 0.6 0.8 1.0
N = 51 2.0876721 2.3533083 2.3122937 1.9826074 1.7567279 1.5230690
N = 101 2.0877944 2.3533851 2.3123679 1.9826686 1.7567905 1.5231480
N = 201 2.0878271 2.3534040 2.3123853 1.9826856 1.7568071 1.5231695
N = 401 2.0878358 2.3534088 2.3123897 1.9826899 1.7568112 1.5231751
N = 801 2.0878382 2.3534100 2.3123908 1.9826910 1.7568123 1.5231766
N = 1601 2.0878388 2.3534103 2.3123911 1.9826913 1.7568125 1.5231770
N=3201 2.0878389 2.3534104 2.3123912 1.9826913 1.7568126 1.5231771
N=6401 2.0878390 2.3534104 2.3123912 1.9826913 1.7568126 1.5231771
96
6 CONCLUSÕES
Neste trabalho estabelecemos a teoria de existência e a solução
numérica para a equação do transporte isotrópica, no estado estacionário em
um meio participativo com fontes internas e fronteira semirreflexiva. No primeiro
momento, estabelecemos a existência de solução, generalizando o resultado de-
senvolvido em [13], que estabeleceu a existência de solução no espaço Hölder
Cα, aumentando a família de funções para fonte resolvendo para quaisquer fontes
limitadas. De fato, em muitas aplicações no transporte de nêutrons as fontes são
descontínuas, como apresentada em [21].
No segundo momento, para encontrar a solução numérica do fluxo
escalar, aplicamos o método de Nyström para resolver a formulação integral da
equação de transporte unidimensional. Em suma, discretizamos o operador inte-
gral, trabalhamos com a singularidade, fizemos testes com esquemas alternativos
de quadratura, sendo Gauss-Legendre mais eficiente em todos os nossos exper-
imentos numéricos, que produziu resultados com até seis dígitos significativos
corretos.
Posteriormente, aplicamos uma segunda metodologia, método de
Nyström Produto, que consiste em escrever o núcleo da integral como uma função
peso em uma malha uniformemente espaçada, onde aproximamos a parte não
singular do integrando em cada intervalo pelo polinômio interpolador de Lagrange
com diferentes ordens. Nos nossos experimentos numéricos obtemos resultados
com até seis dígitos significativos corretos comparados com a literatura.
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Os métodos de Nyström, Nyström Produto e oGFD utilizado por [13],
são da família dos métodos integrais, observamos que para o mesmo número de
pontos, o método mais preciso foi o método de Nyström. Os métodos de Nys-
tröm e Nyström Produto, assim como o método GFD, funcionam como um vetor
de Green, isto é, depois de escrever a formulação matricial, a solução do pro-
blema para diferentes fontes pode ser obtida apenas por uma multiplicação ma-
tricial. Essa propriedade é importante em problemas evolutivos de transferência
radiativa, onde a equação de transporte é resolvida muitas vezes para diferentes
fontes.
Seguidamente, comparamos as duas metodologias apresentadas nesse
trabalho, Nyström e Nyström Produto, em questão de eficiência numérica nas situ-
ações apresentadas, para N não muito grande, por exemplo, N = 101 atéN = 401
pontos, o método de Nyström apresenta resultados numericamente melhores,
principalmente com a quadratura de Gauss-Legendre, porém para N suficiente-
mente grande, por exemplo, N = 3201, os dois métodos produzem resultados
com a mesma qualidade numérica.
Não fizemos uma comparação detalhada do tempo computacional
entre as duas metodologias, visto que na implementação do método de Nyström
Produto, na parte que envolve o núcleo, escrevemos K(x, y) = f(x+ y) + g(x− y)
e integramos essa função separadamente. Construímos a integral da soma por
combinações dessas integrais, num loop simples com complexidade n, em vez
de n2. Além disso, trabalhamos bem mais na otimização do método de Nyström
Produto. Mas, por exemplo, para N = 801, com Nyström e Nyström Produto, obte-
mos 5s e 3s, respecticamente. Para N= 1601, com Nyström e Nyström Produto,
obtemos 21s e 6s, respectivamente. Ressaltamos que o tempo computacional foi
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medido a partir do início da compilação do código até a obtenção dos resultados
em tela, em um computador Intel Core i5-7200U 2,50 GHz.
Por fim apresentamos resultados para o fluxo escalar médio com a
fonte descontínua e coeficientes de reflexão diferentes de zero, relacionando a
teoria de existência com a numérica, visto que, na teoria de existência estabele-
cemos solução no espaço Hölder Cα para quaisquer fontes limitadas. Do ponto
de vista numérico, as duas metologias apresentadas nesse trabalho, mostram-se
estáveis para fonte descontínua, produzindo bons resultados.
Diante de uma perspectiva de estudos futuros poderíamos estender
o método de Nyström Produto, removendo a singularidade do núcleo, como feito




Proposição A.1 A função ln(x) ∈ Lp[0, L], onde 1 ≤ p <∞.
























= Γ(p+ 1) + d,









| ln(x)|pdx = Γ(p+ 1),
assim, obtemos que ln(x) ∈ Lp[0, L], onde 1 ≤ p <∞.
Proposição A.2 A função
ϕ(x) =
 x ln(x), x > 00, x = 0
é Cα[0, L], ∀x e 0 6 α < 1.
Sem perda de generalidade assumimos x < y. Estimamos a difer-
ença das funções |y ln(y) − x ln(x)| pela integral da derivada da função ao longo
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do intervalo x a y e utilizamos as desigualdades de Hölder e Minkowski:
|y ln(y)− x ln(x)| =|
∫ y
x
(ln(z) + 1)dz| ≤
∫ y
x









































































p , ou seja:
|y ln(y)− x ln(x)| ≤ C|y − x|α,
onde C é constante.











ds e é chamada de
exponencial integral.
Consideramos a seguinte mudança de variável s =
x
µ
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logo:






x3 − · · · ,






dµ = − ln(x) + τ(x),





(x)3 − · · · .
A seguir demonstraremos um lema técnico que, embora já está esta-
belecido na literatura ( ver [39]), introduziremos aqui por completeza dos resulta-
dos.






µ dµ a > 0 e x ≥ 0
admite a seguinte estimativa:
|f(x)− f(y)| ≤ C|x− y|α, ∀x, y ≥ 0 e C = C(a, α)


























= 1− f(z), z = x− y











Observe que g(z) é uma função contínua para z > 0. Para mostrar






Como f(z) é decrescente e positiva, o primeiro limite existe. Agora,















































ds representa a função exponencial integral, cuja assin-
tótica em torno da origem pode ser obtida expandindo o integrando em séries de
Taylor e extraindo a singularidade logarítmica (ver [7] [pág. 252] para detalhes):





, x > 0.
Assim temos o seguinte comportamento assintótico para f(z):




= −az1−α ln(az) +O(z1−α), z → 0





Lema A.3 A função xα ln(x) −→ 0, x→ 0+ e α ∈ [0, 1).






z ln(z) −→ 0, z → 0+.
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