Abstract. We consider a compact convex body B in R d (d 3) with smooth boundary and nonzero Gaussian curvature and prove a new estimate of P B (t), the remainder in the lattice point problem, which improves previously known best result.
Introduction
Let B denote a compact convex subset of R d (d 3), which contains the origin as an interior point. Suppose that the boundary ∂B of B is a (d − 1)-dimensional surface of class C ∞ with nonzero Gaussian curvature throughout. The remainder in the lattice point problem is defined to be
People are interested in finding a number λ(d) as small as possible such that
It is conjectured that λ(d) = 0 for d 5 and λ(d) = ε for d = 3 and 4 where ε > 0 is arbitrary. For spheres this bound is sharp in dimension d 4 (cf. Walfisz [22] ) while open in dimension 3. Bentkus and Götze [1] proved the conjecture for ellipsoids in dimension d 9.
For general convex bodies the problem is still open. By a combination of the Poisson summation formula and (nowadays standard) oscillatory integral estimates, Hlawka [6] 
. In two joint papers Krätzel and Nowak [13, 14] used estimates for one and two dimensional exponential sums to improve the exponent. They obtained λ(d) = We first observe that estimates of certain oscillatory integrals in Müller's paper can be obtained by using the method of stationary phase. This observation leads to our Proposition 2.4 below which recovers Müller [16] Theorem 2 without the ε there. This already leads to an improvement of (1.1) with ε = 0.
If we use asymptotic expansions of those oscillatory integrals, the leading terms form new exponential sums to which we can iterate Müller's ddimensional estimate. This iteration leads to our new estimate of exponential sums in Theorem 2.6 below, which is in fact the main result of this paper. As a consequence, we can obtain the following new bound of P B (t) for every dimension d 3: The implicit constant may only depend on the body B.
It's not hard to check our estimate is indeed sharper than (1.1). In particular, for large d this is clear because β(d) = For more results of the problem (e.g. average and lower bounds of the remainder) the reader could check [13] , [14] , [15] , [16] , [17] , [18] , and [19] .
In the case of planar domains, the sharpest known bound P B (t) = O(t 131 208 (log t) 2.26 ) is due to Huxley [9] , who applied his refined variant of the "Discrete HardyLittlewood Method" originally due to Bombieri, Iwaniec, and Mozzochi. Huxley's method beats the classical theory of exponential sums, but it seems to be purely two dimensional. In this paper, we focus on higher dimensions and our main tools are still from the classical theory.
Notation: We use the usual Euclidean norm for a vector. B(x, r) represents the usual Euclidean ball centered at x with radius r. The norm of a matrix A ∈ R d×d is given by A = sup |x|=1 |Ax|. e(f (x)) = exp(−2πif (x)) and Z d * = Z d \ {0}. For a set E ⊂ R d and a positive number a, we define E (a) to be a larger set E (a) = {x ∈ R d : dist(E, x) < a}.
We use the differential operators
and the gradient operator D x . We often omit the subscript if no ambiguity occurs.
For functions f and g with g taking non-negative real values, f g means |f | Cg for some constant C. If f is also non-negative, f g means g f . The Landau notation f = O(g) is equivalent to f g. The notation f ≍ g means that f g and g f .
We will adopt a convention due to Bruna et al. [3] and say that a constant is allowable if it only depends on the body B. Throughout this paper except Section 2, all constants implied by the notation , , ≍, and O(·) are allowable.
Wherever a variable occurs as a summation variable the reference is to integral values of the variable.
Structure of the paper: In Sect.2, after several preliminary lemmas we prove three estimates of exponential sums. In particular, the last one is the main result of this paper. In Sect.3, we show that certain matrices have nonvanishing determinants and their entries satisfy some size estimates. In Sect.4, we put these ingredients together to prove Theorem 1.1. At last we put one quantitative version of inverse function theorem in the appendix.
Estimates of Exponential Sums
The classical theory of exponential sums has two processes: the Weyl-van der Corput inequalities (A-process) and the Poisson summation formula followed by the method of stationary phase (B-process). Before the estimation of exponential sums, we first introduce two preliminary lemmas related to these two processes.
For integrals in the form
Hörmander [7] Theorem 7.7.5 gives an asymptotic formula for the case when the phase function f has a nondegenerate critical point. It is one of the expressions of the method of stationary phase and we only need it when f takes real value.
Lemma 2.1. Let K ⊂ R d be a compact set, X an open neighborhood of K, and k a positive integer. If f is real and in
Here C is bounded when f stays in a bounded set in C 3k+1 (X) and |x − x 0 |/|Df (x)| has a uniform bound. With
which vanishes of third order at x 0 we have
Remark: 1) L j is a differential operator of order 2j acting on w at x 0 . The sum has only a finite number of terms for each j.
2) The integral I(λ) has the following asymptotic expansion:
The constant implied in the error term depends on d, N 1 , size of K, upper bounds of finitely many derivatives of w and f in the support of w, and lower bound of |det(D 2 f (x 0 ))|. Each coefficient a j depends on d, j, values of finitely many derivatives of w and f at the point x 0 , and value of |det(D 2 f (x 0 ))|. These a j 's have explicit formulas, in particular
Suppose M > 1 and T > 0 are parameters. We consider d-dimensional exponential sums of the form
where G : R d → R is C ∞ smooth, compactly supported, and bounded above by a constant, and
where c 0 > 0 is a fixed constant. We are interested in finding upper bounds of S in terms of T and M. Exponential sums of the form (2.1) are essentially the same as those considered in Müller [16] . In lower dimension Huxley studied sums in a similar but more complicated form, for example, see [9] .
The following lemma is a variant of Müller [16] 
where H = q l=1 h l and functions G q , F q are defined as follows:
and
The integral representation of F q is well defined on the open convex set
We give, without a proof, an easy but useful result concerning the distance between the boundary of supp(G q ) and Ω q .
The exponential sum S is bounded by CM d trivially, but we lose cancelation by just putting absolute value on each term. Below we will prove three bounds of S obtained by applying various combinations of A-and B-processes. In the statement of these results we will assume derivatives of G and F up to certain orders are uniformly bounded. The orders may not be optimal but sufficient for the proof. We first prove a bound of S(T, M; G, F ) by applying a B-process. For an analogous result in 1-dimension, see Theorem 2.2 in [4] . 
The implicit constant in (2.6) depends on d, c 0 , c 1 , and constants implied in (2.3), (2.4), and (2.5).
Proof of Proposition 2.4. Applying to S the d-dimensional Poisson summation formula followed by a change of variables y = Mx yields
By (2.4), there exists a sufficiently large constant A 0 such that
We split the sum in (2.7) into two parts, namely
and distinguish the estimation into two cases.
Under the given assumptions, for all x ∈ Ω and |ν| d + 2 we have
which ensures |D x Ψ| 1/2. By integration by parts (Hörmander [7] Theorem 7.7.1) we get
If T > 1, we claim that each integral in sum II is T −d/2 . Assume this for a moment, then
Observe that above bound is true for sum II no matter whether T 1 or T > 1. It follows that
which is the desired bound for S(T, M; G, F ). The only thing left is to prove above claim.
Let's fix a |p| < A 0 T /M. For all x ∈ Ω and |ν| 3⌈ 
We know that supp(G) is strictly smaller than Ω and the distance between their boundary is larger than constant c 1 . Let r 0 = c 1 /2. By the Taylor's formula, there exists a uniform r * (< r 0 ) such that if x is a critical point in (supp(G)) (r 0 ) I then |D x Φ(x, p)| |x − x| for any x ∈ B( x, r * ).
Applying Lemma A.1 to f with above r 0 yields two uniform positive numbers r 1 , r 2 such that 2r 1 r * and for any x ∈ (supp(G)) (r 0 ) , f is bijective from B(x, 2r 1 ) to an open set containing B(f (x), 2r 2 ).
If x 1 , x 2 are two different critical points in (supp(G)) (r 0 ) (if exist), then B(x 1 , r 1 ) and B(x 2 , r 1 ) are disjoint and still contained in Ω. It follows, simply by a size estimate, that the number of possible critical points in (supp(G)) (r 0 ) is bounded by a constant.
We will only consider critical points in (supp(G)) (r 1 ) below. Denote
I For the meaning of this notation, check Section 1.
If S p is empty, which means |D x Φ| has a lower bound r 2 on supp(G), by integration by parts the integral is of order
If S p is not empty, at least one critical point exists in (supp(G)) (r 1 ) . To see this, assume x ∈ S p which implies |f (x) − p| < r 2 . Note that f is bijective from B(x, r 1 ) to an open set containing B(f (x), r 2 ), hence there exists a point x ∈ B(x, r 1 ) such that f ( x) = p. This means x is a critical point and x ∈ B( x, r 1 ) ⊂ Ω. As a consequence, S p is contained in the union of finitely many balls centered at critical points with radius r 1 .
Assume
where χ(x) is a given smooth cut-off function whose value is 1 if |x| 1/2 and 0 if |x| > 1.
For each 1 i J(p), the integral in above summation has its domain contained in B( x i (p), r 1 ) and it is of order with |ν| 3⌈
and for some fixed µ ∈ N d 0 with q = |µ| and all x ∈ Ω (2.10)
If T is restricted to
where
The implicit constant in (2.12) depends on d, q, c 0 , c 1 , and constants implied in (2.8), (2.9), and (2.10).
Remarks: 1) If T M q+2 , the trivial bound S M d is better than the above estimate.
2) If we take T = ΛM, we immediately obtain the bound in Müller [16] Theorem 2 without ε. As a consequence, this improves Müller's exponent (1.1) by removing the ε.
Proof of Proposition 2.5.
with a small constant c 2 (to be determined later) and that M > c −1 2 (otherwise the trivial bound is better than (2.12)). By Lemma 2.2 with r l = e k l , the estimation is reduced to that of S(H T M −q , M; G q , F q ). The G q , F q are as defined in that lemma, so is the domain Ω q .
The two upper bounds are easy to get. The lower bound needs some effort. We first have
If c 2 is sufficiently small, the lower bound (2.10) and H c 2 M imply that the above determinant is 1. Applying Proposition 2.4, we get
we get from Lemma 2.2
Balancing the first two terms yields the optimal choice 
where w d,q is as defined in the proposition.
Next we will estimate S(T, δM; G, F ) where δ > 0 is a parameter. In the following theorem and its proof, we will follow the convention: if we write a δ in a subscript (e.g. δ , δ , ≍ δ , or O δ ), we emphasize that the implicit constant depends on δ; otherwise it does not.
The proof will proceed as follows. We first apply A-process q times (Lemma 2.2) followed by a B-process, while in the latter process we use Lemma 2.1 to get the asymptotic expansions of certain oscillatory integrals. By looking at the leading terms, we obtain some new exponential sums to which we apply a AB-process (Proposition 2.5 with q there being 1).
Before we can apply Proposition 2.5, however, we need some preparation in the first B-process. For instance, we use partitions of unity to restrict certain domains to small balls on which certain critical point function (if exists) is smooth; we distinguish the cases when we are allowed to use Lemma 2.1; we prove nonvanishing determinants needed in two B-processes. One difficulty is to prove the nonvanishing determinants for the second B-process, and this is where we need the auxiliary condition (2.16) below. In next section, we will show such condition is indeed satisfied in the lattice point problem.
After all these are settled, the A q BAB-process finally leads to the following theorem:
, and that for all x ∈ Ω and ν ∈ N d 0 with |ν| 3⌈
We further assume that for all x ∈ Ω and k ∈ {q, q + 1}
If δ is sufficiently small (only depending on d, q, and constants implied in (2.14), (2.15), and (2.16)) and T is restricted to
Besides δ, the implicit constant in (2.18) depends on d, q, c 0 , c ′ 1 , and constants implied in (2.13), (2.14), (2.15), and (2.16).
2) In our later application of this theorem, we will let q = 1 if d 4 and 2 if d = 3; we will choose and fix a sufficiently small δ and we don't need it explicitly in the bound (2.18).
Proof of Theorem 2.6. Assume that 1 < H c 2 δM with a small constant c 2 (to be determined later) and that δM > c −1 2 (otherwise the trivial bound is better than (2.18)). Using Lemma 2.2 with r 1 = e 1 and r l = e d (2 l q), we get
where G q , F q are as defined in Lemma 2.2, so is the domain Ω q . Applying to the innermost sum the d-dimensional Poisson summation formula followed by a change of variables yields 
For all x ∈ Ω q , |z| < A 0 , and |ν| 3⌈ d 2 ⌉ + 3, it is easy to see that
II The reason why we introduce new parameters T and M will be clear later.
and if c 2 is sufficiently small (depending on constants implied in (2.14), (2.15)) condition (2.15) with k = q implies
The implicit constant depends on d, constants implied in (2.22), (2.23).
Applying Lemma A.1 to f with above r 0 yields two positive numbers r 1 , r 2 (in particular both depending on δ) such that 2r 1 r * and for any x ∈ (supp(G q )) (r 0 ) , f is bijective from B(x, 2r 1 ) to an open set containing B(f (x), 2r 2 ). Note that r 1 < c ′ 1 δ/4. If x 1 , x 2 ∈ (supp(G q )) (r 0 ) are two different critical points with respect to z (if exist), then B(x 1 , r 1 ) and B(x 2 , r 1 ) are disjoint and contained in Ω q .
Next we will use two partitions of unity to restrict the domains for both x and z to small balls. We can choose finitely many balls {X k } K k=1
and {Z s } 
Let's fix arbitrarily 0 s S, 1 k K and estimate this sum III. Denote E k = supp(φ k )∩supp(G q ). We will only consider those k's such that E k = ∅, otherwise the integrals above vanish.
For |z| < A 0 define
If S z is empty for a z, |D x Φ q (x, z)| has a lower bound r 2 /3 on E k . As a consequence, for some p with nonempty S p/ M the integral in sum III(k, s)
If S z is not empty for a z, Lemma A.1 ensures that there exists a unique critical point
If s = 0, we actually sum over all integral p's such that 
We also have E k ⊂ B(x(z), 2r 1 ) ⊂ Ω q for any z ∈ B(p 1 / M, r 2 ). Recalling the (2.24) and applying Lemma 2.
and Q(z) = D 
Now we need to estimate the new exponential sum S( T , M; G, F ). We first make the following claim:
Claim 2.7. For all z ∈ D and |ν| 3⌈ d 2 ⌉ + 2, the following bounds
III The K, X in that lemma can be chosen to be E k , B(x(p/ M ), 2r 1 ) respectively.
hold. Furthermore, if δ and c 2 are sufficiently small (both depending on d and constants implied in (2.14), (2.15), and (2.16)), then
In particular, all three constants implied in these bounds are independent of the choice of domain D.
We defer the proof of this claim until later.
If M 1 assume c 2 is sufficiently small (depending on d, q, and δ), then the assumption
Hence we are allowed to apply Proposition 2.5 (The q, µ there can be taken to be 1, e 1 respectively.) and get
If M 1, the trivial estimate gives
Combining these two bounds, we get
Finally, we get the bound for sum II in this subcase:
In the second inequality, we use T = δM M 1. In the last inequality, we omit the second term since
Subcase 2.2 If T < 1, which implies δM < M −1 and M < 1. Hence
Comparing this bound with the bound (2.26), we conclude that (2.26) always holds for sum II.
Using the bounds for sum I and II, we get
In the last step, we use definition of M and omit M −1 since it is smaller than the sum of the other two no matter whether M 1 or < 1. Plugging this bound into (2.19) yields
Balancing the first two terms yields the optimal choice
where B 
This finishes the proof of this theorem.
Proof of Claim 2.7. Let's consider z ∈ D. The critical point function
Differentiating this equation gives
where I d is the unit matrix of size d, hence
By differentiating this formula inductively and using bounds (2.14), (2.23) for F q , we get This bound together with the chain rule and product rule gives us the two upper bounds in the claim. To prove the lower bound of det(D 
Derivative of sgn(Q(z)) vanishes since it is a constant function and the last equality follows from the defining equation of critical points. Thus
In last step we use (2.27). Hence we get the desired lower bound if we can prove
If δ is sufficiently small and H δ 2 M, condition (2.16) ensures the following bounds for entries of the symmetric matrix
we only need to consider the first column of D z x(z). We have
If H c 3 δM with a sufficiently small c 3 (depending on d and constants implied in (2.14), (2.15)), condition (2.15) with k = q + 1 implies
Note that
If δ is sufficiently small, then
. The terms with l = d in above summation overweigh the others and this leads to (2.28).
δ only depends on d and constants implied in (2.14), (2.15), and (2.16). We require c 2 to be smaller than δ and c 3 , and it depends on the same quantities as δ does. From the argument we can see that all bounds are independent of the choice of D.
Nonvanishing of d × d determinants
In this section, we will give lower bounds of determinants of certain d × d matrices and description of sizes of their entries. These results are obtained based on Müller [16] Lemma 3 and its proof.
For ξ = 0, let H(ξ) = sup x∈B ξ, x . It is a real-valued function positively homogeneous of degree 1, i.e. H(kξ) = kH(ξ) if k > 0. Due to the curvature condition imposed on ∂B, H is smooth and the eigenvalues of Hessian matrix of H at ξ = 0 are 0 and (d − 1) real numbers comparable to 1/|ξ|. This simple fact is not hard to prove and the reader can also check [2] .
Given
which form a symmetric matrix
Since H is smooth we can assume its derivatives up to order q + 3 on C are bounded by a constant (only depending on q and B):
and |ν| q + 3. We will only consider points in C 1 in the following lemma. 
All implicit constants may depend on q and B.
Proof of Lemma 3.1. We will essentially follow the proof of Müller [16] Lemma 3 (with some minor modification) and establish these results through three steps for an arbitrarily fixed ξ ∈ C 1 .
Step 1. We first choose d vectors P l ∈ R d (1 l d), in particular P 1 = ξ, such that |P l | = |ξ| and P l /|ξ|'s form an orthogonal matrix. Let 
, and det(W ) = 1 where
, and
The last inequality is due to assumption (3.1).
where δ ij is the Kronecker notation.
Using these formulas, we get
The last determinant is a polynomial in α of degree d − 2 with leading coefficient comparable to 1. If we fix α to be a sufficiently large constant (only depending on q and B), then
where the implicit constants only depend on q and B.
Step 2. There exist vectors v * * 
Step 3.
i,j (ξ, v * * 1 , . . . , v * * d ) Applying the mean value theorem, we have for y ∈ C
Thus there exists a large number A 3 A 2 (only depending on q and B) such that if N A 3 and y ∈ B(ξ, 1/N) then the bounds for determinants and entries in the lemma are both true and the implicit constants only depend on q and B. This finishes the proof.
Proof of Theorem 1.1
By a standard procedure, we can change the combinatorial problem of counting lattice points in a blown-up domain to an analytical problem. The essential issue will be reduced to the estimation of an exponential sum. In order to apply Theorem 2.6, we need to introduce a dyadic decomposition and a partition of unity.
Proof of Theorem 1.1. Assume ρ is a smooth function on R d with compact support, which satisfies R d ρ(y)dy = 1. Let ε be a small positive number, ρ ε (y) = ε −d ρ(ε −1 y), and
where χ tB denotes the characteristic function of domain tB. By the Poisson summation formula
Müller proved in [15] that there exists a constant C 1 such that
It suffices to estimate R ε (t) for any large t. By Hörmander [7] Corollary 7.7.15, we have the asymptotic expansion
where C, C ′ are two constants, H(ξ) = sup x∈B ξ, x , and K ξ is the curvature at the boundary point where the exterior normal is ξ. K ξ is smooth on R d \ {0} and positively homogeneous of degree 0. Applying this formula gives R ε (t) = CS 1 + C ′ S 1 + Error, where
kρ (εk)e(tH(k)),
Since the first two sums are similar, it suffices to estimate S 1 . With C 1 as defined in Section 3, we can find a real radial function ψ ∈ C ∞ 0 (R d ) such that supp(ψ) ⊂ C 1 , 0 ψ 1, and
With the notation as in Section 3, Lemma 3.1 ensures that there exists an allowable constant A 3 > 0 such that if N A 3 is an integer then for every ξ ∈ C 1 there exist linearly independent vectors v 1 (ξ), i,j 's are as defined in Section 3. It is not hard to check that assumptions of Theorem 2.6 are satisfied.
If d 4, we apply to S l (T, δM; G, F ) Theorem 2.6 with q = 1, which determines the size of δ, hence that of N. Note that δ is allowable, we will not write it explicitly in various bounds below. If t M t We split S 1 into three parts as follows:
The second sum is bounded by Note that the bound (4.2) for the Error term is smaller than (4.5), hence we get the bound for R ε (t). Since t ± C 1 ε ≍ t, we get the bound for R ε (t ± C 1 ε). Plugging these bounds in (4.1) yields P B (t) t With this choice of ε, the first term is smaller than the third one. Hence for 
