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RESUMEN
El problema general de ruteamiento de veh´ıculos (VRP) es un nombre gene´rico que hace referencia
a una gran variedad de problemas aplicados en varias a´reas del conocimiento como, transporte [1],
cadena de suministros, planeamiento de produccio´n, telecomunicaciones, entre otros. Lo que hace
de este problema uno de los temas ma´s estudiados del a´rea de investigacio´n de operaciones. Es
un problema que se combina fa´cilmente con otros problemas pertenecientes a diversas a´reas del
conocimiento. En este caso espec´ıfico el intere´s es reducir la distancia recorrida por una flota de
veh´ıculos que deben salir de un depo´sito, atender unos clientes y regresar al depo´sito. Se busca
reducir el impacto generado por la contaminacio´n que producen los veh´ıculos que operan con
combustibles fo´siles. Para esto se propone utilizar veh´ıculos ele´ctricos que atiendan la ruta siguiendo
la menor distancia. Varios trabajos muestran el uso de variantes interesantes como la inclusio´n
de la disminucio´n del uso de combustible en ruteamiento [2], [3], el uso de ana´lisis de variables
f´ısicas reales que afectan el consumo de combustible de los veh´ıculos [4], la inclusio´n de veh´ıculos
ele´ctricos [5], entre otros. En este trabajo, se analiza el uso de veh´ıculos ele´ctricos (VEs) en el
problema de ruteamiento de veh´ıculos capacitado. En este problema surge una dificultad y es la
autonomı´a de estos veh´ıculos lo que exige la localizacio´n de estaciones de intercambio de bater´ıas
(BSS-EV-LRP, por sus siglas en ingles Battery Swap Station - Electric Vehicle - Location Routing
Problem) propuesto por [6] o la localizacio´n de puntos de recarga de bater´ıas. En este trabajo se
analiza u´nicamente la localizacio´n de estaciones de intercambio de bater´ıas por ser la que menos
tiempo requiere. En consecuencia, este problema requiere determinar las rutas que deben seguir
los veh´ıculos y la localizacio´n de las estaciones de intercambio de bater´ıas (EIB), las cuales esta´n
asociadas a dos caracter´ısticas: costo de apertura y su ubicacio´n geogra´fica.
El BSS-EV-LRP es clasificado como un problema tipo NP-hard [6] por la complejidad del problema y
el gran nu´mero de posibles variables y restricciones que se ven involucradas en la toma de decisiones
de localizacio´n de las EIB. El problema de ruteamiento de veh´ıculos ele´ctricos capacitado que
considera la capacidad ele´ctrica de las bater´ıas, produce espacios de solucio´n de gran taman˜o, au´n
en instancias con un nu´mero pequen˜o de clientes. Con base en esto, es posible afirmar que el uso
de metodolog´ıas exactas puede ser poco atractivo debido a que el taman˜o del espacio de solucio´n
puede llevar a que estas metodolog´ıas no entreguen buenos resultados en tiempos computacionales
razonables y en otros casos no lleguen a alcanzar ningu´n tipo de incumbente factible, inclusive
en instancias que pueden ser clasificadas como pequen˜as con un alto nivel de complejidad en
su configuracio´n. Por otro lado, las nuevas tendencias matheur´ısticas y el uso de la particio´n
del problema en sub-problemas han demostrado buenos resultados. La combinacio´n de te´cnicas
heur´ısticas y metaheur´ısticas en conjunto con metodolog´ıas exactas encuentran resultados muy
prometedores en una gran variedad de problemas tipo NP-hard como e´ste, y representan un apoyo
muy importante dada la ausencia de te´cnicas robustas que permita resolver este tipo de problemas
en tiempos no prohibitivos y entregar soluciones cuasi-o´ptimas de muy alta calidad.
Como estrategia de solucio´n se propone el uso de te´cnicas matheur´ısticas [7] que combinen
la exploracio´n del espacio de solucio´n por medio de bu´squedas en vecindarios, y te´cnicas de
clusterizacio´n que nos permitan reducir el espacio de la bu´squeda local y as´ı dar solucio´n a
las instancias modificadas propuestas en [6]. Se prueba que es posible resolver instancias en las
que fracasan las te´cnicas exactas usando las mismas te´cnicas exactas u otras, combinadas con el
concepto de buenas soluciones iniciales y particio´n del problema. La te´cnica propuesta se basa en la
bu´squeda de la solucio´n global partiendo de la infactibilidad al iniciar desde una solucio´n parcial del
problema de ruteamiento capacitado obtenido por una metaheur´ıstica: un algoritmo de bu´squeda
local especializado y sin considerar todav´ıa la existencia de estaciones de intercambio de bater´ıas.
Al no considerar la carga ele´ctrica del veh´ıculo ni la apertura de las EIBs, se encuentra una solucio´n
infactible para el problema que se resuelve, siendo necesario usar algoritmos de factibilizacio´n. En
nuestro caso usamos una estrategia basada en soluciones obtenidas con el solver comercial CPLEX.
Por otro lado, se plantea una estrategia diferente basada en el concepto de particio´n del problema
en sub-problemas menores, seguido por la solucio´n de los sub-problemas con te´cnicas exactas y
de un proceso de unio´n de las soluciones parciales. Los sub-problemas resultantes son del tipo
BSS-EV-LRP y son ma´s fa´ciles de resolver por su taman˜o. De esta manera es posible llevar a cabo
un algoritmo que se encarge de identificar las variables ma´s y menos atractivas para el problema con
el fin de permitir al me´todo exacto trabajar todo el tiempo dentro de la factibilidad del problema,
permitiendo llegar a soluciones de buena calidad para instancias donde una metodolog´ıa exacta no
alcanza una buena solucio´n en el problema sin dividir.
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Cap´ıtulo 1
Introduccio´n
En la actualidad existe un gran intere´s por los veh´ıculos ele´ctricos, tanto para la utilizacio´n por parte
de usuarios particulares como por parte de las empresas encargadas del transporte de mercanc´ıas o
personas. Esto debido a su caracter´ıstica de ser amigable con el medio ambiente. A este respecto,
existe un consenso a nivel mundial sobre la necesidad de reducir las emisiones de carbono para
mitigar el efecto del calentamiento global, y se ha identificado al transporte basado en veh´ıculos de
gasolina o gas como grandes generadores de dio´xido de carbono, por lo que el uso de veh´ıculos
ele´ctricos resulta ser una alternativa interesante. En la medida que aumenta el intere´s por la
fabricacio´n y produccio´n de veh´ıculos ele´ctricos, para todo uso, surgen problemas asociados que
se deben resolver. Uno de los problemas que debe resolverse de manera adecuada para lograr su
popularizacio´n es la localizacio´n o´ptima de los puntos de carga para estos veh´ıculos. Con el propo´sito
de reducir el costo de construccio´n de estaciones de carga y hacer el mejor uso de la tierra en
una ciudad, muchos investigadores han propuesto adecuar puntos de carga ele´ctrica en estaciones
existentes para veh´ıculos de gasolina o de gas. En este trabajo se propone considerar las estaciones
existentes de gasolina y gas como puntos de carga candidatos, y considerar adicionalmente nuevos
sitios candidatos de carga que atiendan otra clase de requerimientos, como por ejemplo, el acceso a
una red ele´ctrica con suficiente capacidad.
Existen tres tipos de carga para veh´ıculos ele´ctricos: la denominada carga ordinaria o lenta, la
carga ra´pida y el intercambio de bater´ıas. El me´todo de carga ordinaria se utiliza para recargar
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los veh´ıculos en las casas, centros comerciales, supermercados, parqueaderos, edificios de oficinas
y otros lugares pu´blicos donde se pueda permanecer durante horas. El intercambio de bater´ıas es
una de las ma´s convenientes porque el periodo de recarga es de 10 minutos o menos. Finalmente
el me´todo de carga ra´pida pretende realizar una carga profunda durante periodos cortos de tiempo
pero mayores a 10 minutos. De acuerdo al ana´lisis sobre las preferencias de los consumidores el
rango de distancia recorrida por carga y el mejor soporte te´cnico son los factores ma´s influyentes al
momento de comprar un veh´ıculo ele´ctrico.
Para incrementar la poblacio´n de veh´ıculos ele´ctricos es necesario considerar la construccio´n de
estaciones de recarga y estaciones de intercambio de bater´ıas como condicio´n previa, a pesar del
alto precio y los problemas te´cnicos sin resolver, puesto que su construccio´n ayudar´ıa a reducir
la preocupacio´n de los clientes sobre los problemas de carga en situaciones de viaje, que puede
incrementar fa´cilmente la expansio´n por la adquisicio´n de veh´ıculos ele´ctricos y disminuir la
emisiones de carbono. Como precondicio´n para el crecimiento de la construccio´n de estaciones
de carga ele´ctrica es necesario tener disponible una red de energ´ıa ele´ctrica eficiente y con una
distribucio´n adecuada. Como consecuencia de lo anterior, se ha incrementado la investigacio´n sobre
la ubicacio´n de estaciones de carga ele´ctrica.
Para reducir el costo de implementacio´n y el costo de uso de las estaciones de recarga, se propone la
fusio´n entre las estaciones de combustible fo´sil y las estaciones de recarga o intercambio de bater´ıas
ele´ctricas. Lo anterior es va´lido tanto para estaciones de servicio existentes como para estaciones de
servicio nuevas.
Cuando se considera la ubicacio´n de sitios candidatos para carga de veh´ıculos ele´ctricos se deben
tener en cuenta las siguientes consideraciones:
El planeamiento general debe estar en concordancia con los planes urbanos y regionales.
Debe satisfacer requisitos de proteccio´n ambiental y de seguridad.
Deben tener acceso a la red de distribucio´n ele´ctrica y a otros recursos como proteccio´n contra
fuego, suministro de agua y drenajes, entre otros.
Las estaciones ubicadas en la periferia de la ciudad deben estar cerca de las autopistas y lejos
de las intersecciones con tra´fico pesado, lugares potencialmente peligrosos.
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Es importante considerar que este trabajo se enmarca dentro de otros, los cuales afectan su solucio´n
y que requieren resolverse, hacia el futuro, de manera coordinada con el problema que aqu´ı se
analiza.
Dado que las estaciones de carga consideran el uso intensivo de veh´ıculos ele´ctricos en una ciudad, la
demanda ele´ctrica del sistema va a verse afectada dra´sticamente tanto desde el punto de vista de su
valor como desde el punto de vista de la forma de la curva de demanda, la cual probablemente va a
empezar a asumir una forma en la que la demanda mı´nima, media y ma´xima van a ser ma´s pro´ximas
entre s´ı. Esto fundamentalmente porque muchos veh´ıculos utilizara´n la carga lenta en horas fuera
de la demanda pico del sistema. Una curva de demanda ma´s aplanada implica un sistema ma´s
cr´ıtico en la operacio´n diaria, dado que la gran diferencia existente en los sistemas actuales entre
la demanda ma´xima y los valores medios deja un margen de seguridad importante en las horas por
fuera de la demanda pico. De otro lado, el consumo energe´tico del sistema de transporte de una
ciudad es significativamente mayor que el consumo ele´ctrico tradicional, lo cual va a producir, en
el corto plazo, un colapso de los sistemas de distribucio´n actuales. Se requiere entonces redefinir la
forma de planear los sistemas de distribucio´n ele´ctrica considerando nuevas demandas, las cuales no
esta´n establecidas a priori, y cuya localizacio´n debe ser determinada resolviendo el problema que se
analiza en este trabajo.
Tambie´n se debe considerar que el planeamiento de la red de transmisio´n va a ser afectada por los
requerimientos de las nuevas redes de distribucio´n, lo que va a dar origen a nuevos paradigmas en el
problema de planeamiento de la expansio´n del sistema de transmisio´n. El planeamiento del sistema
de generacio´n tambie´n resulta dra´sticamente afectado tanto en el aspecto de localizacio´n de nuevos
proyectos de generacio´n como en la determinacio´n de su capacidad.
Como estrategia de solucio´n se propone el uso de te´cnicas matheur´ısticas [7] que combinen
la exploracio´n del espacio de solucio´n por medio de bu´squedas en vecindarios, y te´cnicas de
clusterizacio´n que nos permitan reducir el espacio de la bu´squeda local y as´ı dar solucio´n a las
instancias modificadas propuestas en [6] que hacen parte de un problema general de ruteo de
veh´ıculos ele´ctricos capacitados con estaciones de intercambio de bater´ıas, el cual presenta un
buen acercamiento a la realidad de los problemas de despacho de mercanc´ıa que usan actualmente
este tipo de veh´ıculos. De esta manera es posible probar que es posible resolver instancias en las
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que fracasan las te´cnicas exactas usando las mismas te´cnicas exactas u otras, combinadas con el
concepto de buenas soluciones iniciales y particio´n del problema. La te´cnica propuesta se basa en la
bu´squeda de la solucio´n global partiendo de la infactibilidad al iniciar desde una solucio´n parcial del
problema de ruteamiento capacitado obtenido por una metaheur´ıstica: un algoritmo de bu´squeda
local especializado y sin considerar todav´ıa la existencia de estaciones de intercambio de bater´ıas.
Al no considerar la carga ele´ctrica del veh´ıculo ni la apertura de las EIBs, se encuentra una solucio´n
infactible para el problema que se resuelve, siendo necesario usar algoritmos de factibilizacio´n. En
nuestro caso usamos una estrategia basada en soluciones obtenidas con el solver comercial CPLEX.
Por otro lado, se plantea una estrategia diferente basada en el concepto de particio´n del problema
en sub-problemas menores, seguido por la solucio´n de los sub-problemas con te´cnicas exactas y
de un proceso de unio´n de las soluciones parciales. Los sub-problemas resultantes son del tipo
BSS-EV-LRP y son ma´s fa´ciles de resolver por su taman˜o. De esta manera es posible llevar a cabo
un algoritmo que se encarge de identificar las variables ma´s y menos atractivas para el problema con
el fin de permitir al me´todo exacto trabajar todo el tiempo dentro de la factibilidad del problema,
permitiendo llegar a soluciones de buena calidad para instancias donde una metodolog´ıa exacta no
alcanza una buena solucio´n en el problema sin dividir.
Bajo estas condiciones, en esta propuesta de trabajo se busca determinar un modelo matema´tico
que describa de forma precisa el BSS-EV-LRP para ser solucionado mediante la implementacio´n de
te´cnicas matheur´ısticas de manera que se cumplan los siguientes objetivos:
1.1. Objetivos
1.1.1. Objetivo general
Desarrollar una metodolog´ıa de solucio´n para resolver el problema de ruteamiento de veh´ıculos
ele´ctricos de transporte de carga, coordinado con la localizacio´n de estaciones de recarga de sus
bater´ıas, basada en la reduccio´n del taman˜o del espacio de bu´squeda, en la identificacio´n de variables
principales y en la combinacio´n de te´cnicas heur´ısticas, metaheur´ısticas y exactas.
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1.1.2. Objetivos espec´ıficos
Determinar el estado del arte del problema de ruteamiento de veh´ıculos ele´ctricos capacitados
con estaciones de intercambio de bater´ıas y de las metodolog´ıas de solucio´n de problemas del
tipo NP-duros donde se presenten estrategias que permitan reducir el espacio de bu´squeda
y/o dividir el problema en subproblemas.
Desarrollar metodolog´ıas que combinen te´cnicas heur´ısticas y metaheur´ısticas que permitan
realizar una divisio´n del problema analizado, en sub-problemas de menor taman˜o que puedan
resolverse eficientemente usando me´todos exactos.
Establecer una correlacio´n entre las variables principales obtenidas con las metodolog´ıas
desarrolladas y su influencia en la solucio´n o´ptima del problema.
Resolver el problema coordinado: ruteamiento de veh´ıculos ele´ctricos capacitados con
localizacio´n de estaciones de intercambio de bater´ıas, de tal forma la metodolog´ıa propuesta
sea eficiente respecto a la calidad de las soluciones y a los tiempos de co´mputo.
Validar la metodolog´ıa con base en diferentes instancias de prueba disponibles en la literatura
especializada.
1.2. Antecedentes
Para este trabajo existen dos l´ıneas de investigacio´n importantes que fueron consideradas para
desarrollar la metodolog´ıa propuesta. La primera l´ınea esta´ enfocada al problema general de
localizacio´n de estaciones de recarga de bater´ıas y ruteamiento de veh´ıculos ele´ctricos capacitados,
que se inicia con un ana´lisis del estado del arte del problema con el fin de observar la evolucio´n
de las propuestas del modelo matema´tico y de las te´cnicas utilizadas para resolver el problema
resultante. La segunda l´ınea de investigacio´n esta´ enfocada en el desarrollo de te´cnicas o estrategias
que permitan reducir el taman˜o del espacio de bu´squeda en problemas de ruteo con muchos nodos
de demanda y gran complejidad y en particular, en el problema de ruteo de veh´ıculos capacitados,
con el fin de definir las mejores estrategias para casos con limitacio´n de autonomı´a, los cuales
presentan mayor complejidad y presentan un mayor espacio de soluciones como consecuencia de la
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introduccio´n de las nuevas variables y restricciones asociadas a la recarga ele´ctrica, la autonomı´a y
la localizacio´n y apertura de estaciones de recarga.
1.2.1. Antecedentes del problema de localizacio´n y ruteo de veh´ıculos ele´ctricos
capacitados con estaciones recarga de bater´ıas
El problema de localizacio´n y ruteo de veh´ıculos ele´ctricos capacitados con estaciones de recarga de
bater´ıas ha evolucionado tanto desde el punto de vista del modelo matema´tico que lo representa,
como de las estrategias de solucio´n implementadas para resolver el problema de optimizacio´n
resultante. El primer planteamiento surge de la necesidad de reducir la generacio´n de gases de
efecto invernadero, reemplazando los veh´ıculos que operan con combustibles fo´siles por veh´ıculos
ele´ctricos. Se destaca el trabajo propuesto por Wang et. al [8] que hace un primer acercamiento
al problema de ruteo de veh´ıculos ele´ctricos, al proponer un modelo exacto para dar una solucio´n
basada en el problema tradicional del agente viajero (TSP: Travel Salesman Problem). En este
trabajo se presenta una funcio´n objetivo que minimiza los costos de apertura de las estaciones de
recarga ra´pida de bater´ıas, y se realiza una bu´squeda exhaustiva del caso de estudio, variando la
autonomı´a de los veh´ıculos y estudiando el comportamiento de los lugares de recarga y las cargas
restantes por recorrido, en un problema aplicado al recorrido de atractivos tur´ısticos y ciudades
[8][9]. Con esta consideracio´n, el problema general de localizacio´n de apertura de estaciones de
recarga, se convierte en un problema lineal relativamente simple de resolver. Tras realizar los
cambios de autonomı´a, se repite el proceso de bu´squeda en el espacio de solucio´n, hasta alcanzar el
nu´mero ma´ximo de estaciones de recarga necesarias para dar continuidad a la ruta trazada. Este
algoritmo logra encontrar la solucio´n o´ptima global de sistemas pequen˜os, pero en sistemas grandes
y complejos, puede llevar a respuestas alejadas de la solucio´n o´ptima global. En general, con este
algoritmo es posible encontrar configuraciones de buena calidad sin la garant´ıa de que se encuentre
el o´ptimo global del sistema estudiado.
Wang y Shen [9] proponen un modelo lineal aplicado al problema de scheduling de veh´ıculos con
restricciones de ruta y tiempo de recarga de bater´ıas (VSPRFTC; Vehicle Scheduling Problem
with Route and Fueling Time Constraints). El algoritmo de solucio´n propuesto se fundamenta en
la lo´gica de los problemas de ruteo tipo VRP para establecer la autonomı´a de la bater´ıa de los
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buses de pasajeros como si fuera la capacidad de carga de un veh´ıculo de transporte de mercanc´ıa,
con el fin de poder establecer una funcio´n objetivo que minimice la distancia del recorrido entre
estaciones de pasajeros a la vez que reduce los periodos de tiempo de recarga de las bater´ıas.
Al basar su representacio´n matema´tica en un problema de ruteo de veh´ıculos, el modelo lineal
propuesto debe seguir unas reglas diferentes con el fin de que el problema de scheduling sea resuelto
satisfactoriamente, por lo que se aplico´ el modelo u´nicamente a un bus, con el propo´sito de reducir
el espacio de solucio´n del problema global. Por otro lado, el autor afirma que au´n con el modelo
lineal aplicado a un bus, cada vez, podr´ıa presentar tiempos computacionales muy altos sin alcanzar
soluciones de buena calidad, dejando la exploracio´n del espacio de solucio´n a un algoritmo de colonia
de hormigas (ACA; Ant Colony Algorithm). Un aspecto muy interesante de este algoritmo es la
subdivisio´n de la colonia en tres tipos de colonias, ACA-INI, ACA-BUS, ACA-TIME, que permiten
encontrar una solucio´n factible al problema de ruteo, minimizar la cantidad de buses implicados
y reducir el tiempo de recarga de bater´ıas del sistema global, respectivamente, para finalmente
apoyar los resultados parciales obtenidos en un grafo bipartito con el fin de establecer la asignacio´n
de los buses por ruta (problema de scheduling). Sin embargo, no existe ninguna garant´ıa de que las
soluciones sean las o´ptimas para ese modelo, principalmente porque esta respuesta proviene de un
algoritmo heur´ıstico constructivo [10].
Hess et al. [11] presentan un algoritmo gene´tico especializado para el problema de localizacio´n
o´ptima de estaciones de recarga en tiempo real. En este algoritmo, se parte del supuesto que un
problema de localizacio´n de las estaciones de recarga de bater´ıas en sistemas de prueba con tra´fico
simulado, pueden ser imposibles de resolver por medio de me´todos exactos dado el gran nu´mero
de variables generadas en cada instante de la simulacio´n. Como objetivo del algoritmo propuesto,
se busca reducir el impacto del cambio de trayecto de veh´ıculos particulares en ciudades con rutas
pre-establecidas, para esto se analizan las distancias de los veh´ıculos a las estaciones de recarga y su
autonomı´a por instantes de tiempo en el escenario de simulacio´n. El algoritmo gene´tico parte de una
poblacio´n de individuos aleatorios, de los cuales son seleccionados los individuos con mejor fitness,
para ser recombinados e ingresados a la poblacio´n final nuevamente, teniendo en cuenta la cantidad
de puntos de recarga por estacio´n y el impacto en distancia entre los veh´ıculos y las estaciones de
recarga de todo el sistema con el fin de minimizar el impacto en el cambio del flujo vehicular de la
simulacio´n computacional del centro de Viena.
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Una propuesta similar a la de Hess [11] es presentada por Bayram et. al en [12] donde propone una
metodolog´ıa de solucio´n heur´ıstica en conjunto con un modelo lineal estoca´stico, para dar solucio´n
a tres tipos de escenarios del problema de ruteo de veh´ıculos ele´ctricos, considerando la distribucio´n
optima de la red a las estaciones, en donde el nivel de complejidad por escenario es progresivo con
el fin de calibrar el modelo y el framework de ruteo propuesto. El primer escenario propuesto por
los autores, es solucionado por medio del modelo lineal estoca´stico para el problema de distribucio´n
o´ptima de la energ´ıa entregada por la red a cada estacio´n de recarga ra´pida, en el cual establecen una
demanda de recarga probabil´ıstica y proponen el uso de bater´ıas de almacenamiento por estacio´n
con el fin de reducir el impacto de la demanda ele´ctrica en la red en horas pico y de soporte a
la red de las estaciones menos frecuentadas. El segundo escenario usa el framework de ruteo de
veh´ıculos, con el fin simular el cambio del flujo vehicular por medio de la recarga de los veh´ıculos
ma´s cercanos por estacio´n. Por otro lado, el tercer escenario combina el primer y segundo escenario
al resolver el problema de ruteo de los veh´ıculos ma´s cercanos por estacio´n, considerando el impacto
en la red y la capacidad de cada estacio´n de recarga, en donde son consideradas variables como, el
porcentaje de recarga por estacio´n, la capacidad de recarga ra´pida simulta´nea y la capacidad de la
red en conjunto con las bater´ıas de respaldo de las estaciones. En los resultados obtenidos se refleja
una reduccio´n importante en el impacto de la red al considerar la demanda estoca´stica de recarga.
Por otro lado, el uso de un algoritmo constructivo encargado del ruteo de los veh´ıculos basado en la
distancia ma´s corta llega a presentar resultados favorables para los escenarios dos y tres, al incluir
el factor de la calidad del servicio por estacio´n (tiempo de espera para recargar el veh´ıculo) y la
autonomı´a ma´xima del veh´ıculo.
Xi et. al [13] y Chen et. al [14] presentan modelos lineales mixtos para la localizacio´n de las estaciones
de recarga de veh´ıculos ele´ctricos en lugares pu´blicos, en donde se hace e´nfasis en las distancias entre
los or´ıgenes y los tiempos de espera en cada establecimiento (centros comerciales, universidades,
lugares de trabajo). Para esto se hace un ana´lisis del flujo vehicular, con el fin de determinar
los lugares con mayor impacto en la demanda de recarga, y los presupuestos necesarios para su
construccio´n y los tipos de cargas que ser´ıan necesarias.
Durante el periodo comprendido entre el 2011 y el 2013, una parte significativa de las investigaciones
relacionadas con el problema de localizacio´n de estaciones de recarga de bater´ıas, estaban enfocadas
en encontrar la solucio´n o´ptima del problema en escenarios simulados en tiempo real o por medio
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del comportamiento perio´dico de un flujo vehicular espec´ıfico, dada la necesidad de minimizar el
impacto en el cambio del flujo vehicular en locaciones con v´ıas ya establecidas.
Por otro lado, el avance en las tecnolog´ıas de recarga de veh´ıculos y su incremento en el sector
de despacho de mercanc´ıa, adema´s de su impacto en el sector ele´ctrico, divide el problema de
localizacio´n o´ptima de estaciones de recarga de bater´ıas en tres subproblemas, uno es el problema
ele´ctrico, correspondiente a la energ´ıa requerida por las estaciones y su influencia en la evolucio´n
de la red [15], otro es el problema de scheduling en las estaciones de recarga, tanto en el orden
de seleccio´n de estaciones por los veh´ıculos [16] como en la maquinaria encargada de la recarga
de las bater´ıas [17]. Finalmente, el problema de ruteo de los veh´ıculos ele´ctricos, que suma las
caracter´ısticas ba´sicas del VRP y el TSP en conjunto con estrategias de problemas con paradas
intermedias, para obtener la reduccio´n en el recorrido del veh´ıculo en conjunto con las estaciones
necesarias para abastecer sus bater´ıas y que presenta ma´s concordancia con el objetivo del problema
tratado en este trabajo.
Con el gran nivel de complejidad de los problemas de transporte resultantes de la inclusio´n de la
autonomı´a de los veh´ıculos ele´ctricos y sus necesidades de recarga en el transcurso del trayecto,
es necesario incluir los factores de descarga de las bater´ıas ma´s el establecimiento de los posibles
lugares de carga en el transcurso del trayecto.
Con base en las limitantes del problema de la localizacio´n y ruteo de veh´ıculos ele´ctricos, es abordado
el problema desde diferentes perspectivas de las variantes cla´sicas del problema de ruteo. En el caso
de Conrad et. al [18] se introduce el problema de ruteo de veh´ıculos capacitados con restricciones de
recarga de bater´ıas y restricciones de ventanas de tiempo (CRVRP-TW: Capacitated Recharging
Vehicle Routing Problem with Time Window contraits), en donde el problema de la minimizacio´n
del ruteo de veh´ıculos pasa a un primer plano al formar parte de la funcio´n objetivo, y en donde se
descarta el uso de simuladores. En esta propuesta, se trabaja un modelo lineal entero mixto, el cual
hace uso de variables de tres ı´ndices tal como en los problemas de ruteo con flota heteroge´nea, con el
fin de aprovechar el tercer ı´ndice para almacenar el cambio en la carga de la bater´ıa de los veh´ıculos
en el transcurso del despacho. En este trabajo, se plantea la minimizacio´n total de las conexiones
que permiten satisfacer las demandas de todos los clientes del problema, en donde cada nodo cliente
hace las veces de estaciones de recarga ra´pida de bater´ıas, por lo que el tiempo de carga pasa a hacer
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parte del tiempo de despacho de mercanc´ıas. Sin embargo, la propuesta del autor, busca calibrar
las variables cr´ıticas del modelo matema´tico con el fin de evaluar el impacto de la autonomı´a del
veh´ıculo, el tiempo de recarga y su rango de funcionalidad con respecto a las ventanas de tiempo
de los clientes.
Aunque el uso de te´cnicas de optimizacio´n combinatorial se ha masificado en la solucio´n de problemas
de optimizacio´n altamente complejos, como lo es el problema de ruteo de veh´ıculos ele´ctricos, en
[19], [20] y [21] se proponen metodolog´ıas que resuelven el problema usando modelos relajados del
planteamiento original mediante metaheur´ısticas y heur´ısticas basadas en algoritmos cla´sicos de
grafos. Esto se debe a que la inclusio´n de la autonomı´a del veh´ıculo y de las estaciones candidatas,
hacen que los modelos empleados para representar al problema sean computacionalmente dif´ıciles
de resolver, dado el gran nu´mero de variables generadas en instancias de taman˜o pequen˜o y bajo
nivel de complejidad [22]. Para aliviar la carga de las te´cnicas de solucio´n exactas, los autores
inicialmente plantean una versio´n modificada del modelo lineal entero mixto de transporte. Una
de los mecanismos que ha mostrado ser de gran utilidad para la solucio´n de problemas de alta
complejidad, en trabajos recientes, es el ana´lisis de las restricciones matema´ticas establecidas para
hacer uso de algoritmos de bu´squeda en vecindad que cumplan con los l´ımites del espacio de solucio´n,
para encontrar soluciones de buena calidad en tiempo computacionales cortos [23]. De esta manera
se reduce considerablemente el nu´mero de variables y a su vez el de soluciones factibles. La estrategia
es aplicada a varios sistemas de prueba con resultados altamente satisfactorios, tanto en calidad de
la respuesta como en esfuerzo computacional.
Schneider [5], propone un problema de ruteo de veh´ıculos ele´ctricos usando restricciones de ventanas
de tiempo, similar a la propuesta de Conrad en [18]. Al modelo matema´tico del problema se adicionan
restricciones construidas a partir de ana´lisis aplicados de los problemas de ruteo de veh´ıculos con
mu´ltiples depo´sitos y el problema de ruteo con paradas intermedias, los cuales permiten que el
modelo matema´tico pueda ser viable con un mı´nimo de dos ı´ndices o menos por variable. Finalmente,
se utiliza un algoritmo h´ıbrido que combina bu´squedas variables en vecindad (VNS, por su siglas
del ingle´s Variable Neighborhood Search) con una bu´squeda tabu´, para aprovechar la bu´squeda
especializada en vecindad y las perturbaciones de las soluciones parciales caracter´ısticos del VNS e
involucra la capacidad de mejor´ıa de las respuestas por parte de los movimientos de profundizacio´n
de la bu´squeda tabu´ a partir de las soluciones encontradas aleatoriamente por el VNS. Esto se lleva
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a cabo con el fin de evitar que el me´todo quede atrapado en o´ptimos locales. El algoritmo h´ıbrido es
aplicado por los autores en instancias de los problemas de ruteo de veh´ıculos con mu´ltiples depo´sitos,
el ruteo de veh´ıculos considerando efectos ambientales (G-VRP: Green Vehicle Routing Problem) y
el problema de ruteo de veh´ıculos ele´ctricos con ventanas de tiempo (E-VRPTW: Electric Vehicle
Routing Problem with Time Windows and recharging stations), obteniendo resultados de muy buena
calidad.
Hiermann en [24] propone un problema de ruteo similar al planteado en Schneider [5], en donde
los autores proponen un aumento en la complejidad del problema al agregar una flota mixta de
veh´ıculos. En dicha propuesta se realiza una comparacio´n interesante del desempen˜o de un modelo
lineal entero mixto resuelto por el solver comercial CPLEX R© contra una metodolog´ıa de solucio´n
heur´ıstica con el fin de observar las limitaciones que pueden presentarse en problemas de gran taman˜o
debido a las numeraciones impl´ıcitas completas. Dentro de las particularidades de esta propuesta se
encuentra, la metodolog´ıa de preprocesamiento propuesta para el modelo matema´tico encargada de
la reduccio´n del espacio de solucio´n global y la presentacio´n de un algoritmo de bu´squeda en grandes
vecindades adaptativo (ALNS, por sus siglas del ingle´s Adaptive Large Neighborhood Search) capaz
de obtener soluciones de muy buena calidad a partir de etapas de penalizacio´n y etiquetamiento,
encargadas de sondar los vecindarios menos atractivos para la configuracio´n global. De manera
general, los autores encuentran un desempen˜o superior por parte del algoritmo heur´ıstico ALNS. Sin
embargo, los resultados no pueden ser considerados concluyentes ya que el problema fue planteado
para sistemas de prueba relativamente pequen˜os.
Una perspectiva orientada a sistemas de ruteo con una aproximacio´n real de carga ele´ctrica de las
bater´ıas por tiempo y su impacto en la red es aplicada en [25]. Se propone plantear el problema de
ruteos de veh´ıculos ele´ctricos con flota heterogenea y ventanas de tiempo como un problema con una
funcio´n objetivo con mu´ltiples factores de decisio´n. El modelo propuesto por los autores es del tipo
lineal entero mixto, en donde se realiza un e´nfasis especial en los factores que representan la realidad
del problema, dado que el modelo pasa de minimizar u´nicamente la configuracio´n de distancias que
satisfacen las restricciones del sistema, a tomar en cuenta factores del problema real como, el costo
de ruteo del sistema, el costo de recarga por tiempo de cada estacio´n, el costo de recarga por veh´ıculo
en el depo´sito de origen, el costo fijo por uso de cada tipo de veh´ıculo en el sistema de prueba y
el costo total por tiempo de espera. El problema resultante esta´ constituido por un problema de
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ruteo dependiente de la capacidad ma´xima de la red ele´ctrica. Adicionalmente, se proponen dos
metodolog´ıas heur´ısticas de solucio´n, una heur´ıstica de ruteo y carga (CRH: Charging Routing
Heuristic) y tres variantes de una rutina de inyeccio´n-eyeccio´n basado en bu´squedas locales (IELS,
por sus siglas del ingle´s Inject-Eject Routine-Based Local). Los resultados obtenidos al aplicar las
metodolog´ıas propuestas en nueve sistemas de prueba con un rango de 300 a 550 nodos no solo
muestra la factibilidad de la propuesta hecha por los autores, sino que presentan la posibilidad de
mejorar tanto la calidad de las soluciones del problema de ruteo de veh´ıculos ele´ctricos heteroge´neos
como el impacto de las estaciones de recarga, dependiente del tiempo carga de las bater´ıas en la red
ele´ctrica.
Una propuesta reciente y de gran importancia para este trabajo es Yang y Sun en [6]. En primera
instancia se plantea un nuevo problema de ruteo de veh´ıculos ele´ctricos, basado en los planteamientos
de los problemas de ruteo de veh´ıculos multi-depo´sito aplicados a sistemas reales de despacho
de mercanc´ıas llevado a cabo a nivel comercial usando estaciones de intercambio de bater´ıas,
denominado problema de ruteo y localizacio´n de estaciones de intecambio de bater´ıas para veh´ıculos
capacitados (BSS-EV-LRP: Battery Swap Station Location-Routing Problem with capacitated
Electric Vehicles). En este planteamiento se considera a cada nodo cliente como una posible estacio´n
de intercambio de bater´ıas, lo cual permite excluir las variables correspondientes a las ventanas de
tiempo del modelo matema´tico y del planteamiento general del problema, dado que el tiempo
que toma el intercambio de una bater´ıa puede ser despreciado. Uno de los factores importantes del
modelo propuesto por los autores, es la inclusio´n del costo de apertura de las estaciones de recarga en
la funcio´n objetivo y el uso de restricciones de revisita de estaciones de recarga, que ocasionan que los
sistemas de prueba presenten un gran espacio de solucio´n aun en instancias de relativamente pequen˜o
taman˜o. Finalmente, se hace un ana´lisis comparativo entre los resultados del modelo matema´tico
resueltos por el solver comercial CPLEX R© contra un algoritmo heur´ıstico de cuatro fases basado en
bu´squedas en vecindad y una metodolog´ıa tabu´ de dos fases. Todas las metodolog´ıas son aplicadas
por los autores al problema con revisita de estaciones de recarga, obteniendo resultados de muy
buena calidad para todos los casos en los problemas pequen˜os. Sin embargo, al realizar las pruebas
en sistemas de mediano y gran taman˜o, se demuestra que el modelo resuelto con el CPLEX R©
no encuentra soluciones factibles y que requiere tiempos de co´mputo muy elevados, mientras
que las dema´s te´cnicas encuentran soluciones de muy buena calidad en tiempos computacionales
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relativamente bajos. En dicha propuesta se llega a resultados prometedores, aunque los autores no
presentan ninguna garant´ıa de que las soluciones sean las o´ptimas para el modelo, principalmente
por que las soluciones encontradas provienen de metodolog´ıas heur´ısticas y metaheur´ısticas [9].
En la propuesta presentada en Goeke et. al [26] se argumenta que en las metodolog´ıas heur´ısticas
para el BSS-EV-LRP no se consideran algunos factores dina´micos de vecindad propios del problema
como el efecto del aumento del espacio solucio´n generado por los mismos clientes que hacen las veces
de posibles estaciones de recarga en conjunto con todas las posibles combinaciones que conectan de
forma factible todos los nodos del problema. Una vez establecidas las modificaciones de un algoritmo
de bu´squeda variable en vecindad adaptativa (AVNS: Adaptative Variable Neighborhood Search)
especializado para el problema de ruteo con paradas intermedias, es probada la nueva metodolog´ıa
modificada en instancias de la literatura especializada. Finalmente, se muestra la viabilidad y
eficiencia del me´todo en comparacio´n al mejor algoritmo heur´ıstico especializado para el problema
propuesto por Yang y Sun [6], en donde son presentadas mejoras en la calidad de las soluciones de
23 de 24 respuestas de los sistemas de prueba.
Bruglieri et. al [27] hacen una extensio´n del modelo matema´tico propuesto por Schneider [5] el
cual resuelven usando una te´cnica matheur´ıstica especializada, con el fin de comprobar la eficiencia
tanto del algoritmo heur´ıstico de ramificacio´n impl´ıcito en una metodolog´ıa exacta, como del modelo
lineal entero mixto propuesto. Debido a que la exploracio´n exhaustiva por medio de una metodolog´ıa
exacta puede llevar a soluciones de baja calidad en altos tiempos de co´mputo, los autores propones
una te´cnica de ramificacio´n heur´ıstica basada en la insercio´n de restricciones lineales al problema
original, para modificar los posibles vecindarios del espacio de solucio´n a partir de un esquema
de bu´squeda en vecindad variable. Con el fin de probar el modelo presentado, fueron realizadas
mu´ltiples ejecuciones en sistemas de prueba de la literatura especializada, en donde los autores
encuentran que el planteamiento general del modelo aplicado supera en calidad de la solucio´n al
modelo propuesto por Schneider [5] adema´s de verificar que la metodolog´ıa matheur´ıstica propuesta
obtiene resultados de mejor calidad en un menor tiempo de co´mputo que una metodolog´ıa exacta
pura.
La propuesta ma´s reciente de la que se tiene conocimiento al momento de hacer la revisio´n del
estado del arte es Gongyuan et. al en [28], en la que propone integrar el problema real de estaciones
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de recarga y el problema de ruteo de veh´ıculos ele´ctricos. Los autores de este trabajo proponen un
modelo lineal entero mixto, donde unen restricciones de consumo, recarga y ventanas de tiempo por
demanda por medio de un representacio´n de una red tridimensional. Con el fin de probar su potencial
en contraste con modelos de la literatura especializada, los autores presentan una metodolog´ıa de
relajacio´n lagrangiana que descompone el problema original en un subproblema de la mochila y un
subproblema de ruteo, que son solucionados por medio de dos algoritmos de programacio´n dina´mica.
Los resultados obtenidos por los autores no resultan ser concluyentes en cuestio´n de la calidad de
las soluciones obtenidas, pero demuestran una prometedora eficiencia de las te´cnicas de relajacio´n
lagrangianas para resolver problemas de gran taman˜o.
1.2.2. Reduccio´n del espacio de bu´squeda
Existe una gran variedad de te´cnicas combinatoriales cuyo fundamento se basa en procesos
observados en la naturaleza. A pesar de que no aparentan tener la rigurosidad matema´tica de
las te´cnicas exactas, todos estos algoritmos esta´n fundamentados en una base matema´tica impl´ıcita
e igual de rigurosa. Te´cnicas como, algoritmos gene´ticos, bu´squeda tabu´, algoritmo de bu´squeda en
vecindad, son algunas de las te´cnicas de optimizacio´n combinatorial ma´s representativas aplicadas
en el problema de ruteo de veh´ıculos. Sin embargo, el principal aspecto complicante de este tipo de
te´cnicas se presenta a la hora de establecer el valor de los para´metros que rigen su comportamiento.
Este es un proceso que puede requerir mucho tiempo y que depende en gran medida del conocimiento
y la experiencia del planeador. Como consecuencia de lo anterior, estas te´cnicas han pasado por un
proceso de maduracio´n y pruebas que han permitido demostrar su buen desempen˜o en la obtencio´n
de soluciones de muy buena calidad en problemas complejos del tipo NP-duro, lo que ha estimulado
la investigacio´n y la profundizacio´n en su implementacio´n.
Este tipo de propuestas resulta interesante tanto para el a´rea de ruteo correspondiente a las
paradas intermedias en el sistema como el a´rea de localizacio´n o´ptima de estaciones de recarga
considerando su impacto en el esquema de despacho general, debido a la gran cantidad de variables
y soluciones factibles que se presentan. Es conocido que la solucio´n de problemas de gran taman˜o
y alta complejidad obtenidas con te´cnicas exactas puede requerir tiempos de co´mputo prohibitivos.
Las te´cnicas heur´ısticas convergen a sub-espacios de buena calidad, pero no garantizan la obtencio´n
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de la solucio´n o´ptima global para el caso de sistemas de gran taman˜o y complejidad. Es importante
anotar que la complejidad del problema esta´ asociada parcialmente al taman˜o del problema pero
que tambie´n depende de la distribucio´n espacial de los nodos o clientes que deben ser atendidos
y de las restricciones involucradas. Por esta razo´n, existen instancias de prueba con pocos clientes
que son dif´ıciles de resolver e instancias con muchos clientes que se resuelven fa´cilmente, inclusive a
trave´s de heur´ısticas. Por otro lado, las te´cnicas metaheur´ısticas entregan soluciones de muy buena
calidad en la mayor´ıa de los casos, con el inconveniente de que el ajuste de para´metros de la te´cnica
aplicada puede demandar mucho tiempo en problemas nuevos.
A partir de esta consideracio´n surge la importancia de desarrollar metodolog´ıas que mejoren la forma
en que se realiza la bu´squeda por el espacio de solucio´n. Se busca suministrar mecanismos que le
permitan a la te´cnica de solucio´n seleccionar sub-espacios de forma inteligente y evitar vecindarios
poco atractivos del espacio de solucio´n, con el fin de encontrar la respuesta o´ptima global o en
su defecto, soluciones de muy buena calidad, en tiempos de co´mputo pequen˜os. A continuacio´n
se presentan las propuestas ma´s relevantes de este tipo encontradas para el problema de ruteo de
veh´ıculos con ventanas de tiempo que es uno de los problemas ma´s representativos en el uso de este
tipo de te´cnicas adema´s de poseer relacio´n con el trabajo presentado en este proyecto.
Algunos algoritmos eficientes enfocados a resolver problemas de ruteo de veh´ıculos usando
heur´ısticas inspiradas en la teor´ıa de grafos, con el fin de dar claridad de los comportamientos de
algunas metodolog´ıas matheur´ısticas y heur´ısticas de la literatura por medio de una metodolog´ıa de
solucio´n heur´ıstica que pueda resolver el SPPRC [29]. La importancia de trabajar el problema de la
ruta ma´s corta con recursos limitado (SPPRC: Shortest Path Problem with Resource Constraints),
radica en el comportamiento del problema, ya que, e´ste puede ser utilizado como un constructor
de caminos, que posteriormente pueden ser aplicado a problemas de transporte y scheduling por
medio del uso de te´cnicas exactas [29],[30], [31],[32] o metaheur´ısticas. Por este motivo, se planteo´ un
algoritmo especializado inspirado en las propuestas y resultados encontrados por algunos autores
que hacen uso de una versio´n relajada del ESPPRC, en donde el camino ma´s corto cumple los
criterios de distancia y factibilidad sin tener en cuenta los recursos dentro de su funcio´n de objetivo,
los cuales fueron construidos para ser aplicados a problemas de ruteo con ventanas de tiempo [31] y
problemas de scheduling [33], en donde fueron realizadas aplicaciones de algoritmos de generacio´n de
columnas junto al SPPRC, obteniendo soluciones o´ptimas de los problemas en tiempos de co´mputo
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razonables. Adema´s del uso de te´cnicas matheur´ısticas, uno de los enfoques ma´s comunes para
resolver el SPPRC es la programacio´n dina´mica, en conjunto con etiquetas asociadas al consumo de
recursos de cada ruta, que facilitan la eliminacio´n de rutas parciales poco atractivas con la ayuda
de reglas de dominancia. Este tipo de enfoque puede ser relacionado con dos tipos de estrategias,
la primera, es la bu´squeda de soluciones por medio de te´cnicas multi-objetivo en donde se busca
encontrar un conjunto de rutas mı´nimas no dominadas o pareto o´ptimas. La segunda, puede ser
relacionada con una extensio´n del algoritmo de Dijkstra [29] que trabaje con la creacio´n permanente
de etiquetas, que hacen las veces de ordenadores basados en el consumo de los recursos.
Por otro lado, existe el ESPPRC que hace parte de la familia de los problemas NP-hard [34] que
a diferencia del SPPRC, es un problema que permite trabajar con costos negativos, comu´nmente
encontrados en me´todos como generacio´n de columnas [35], que han demostrado que la relacio´n
entre el ESPPRC con me´todos exactos como el Branch & Price, presentan una mejora significativa
en los l´ımites inferiores de cada nodo obtenido del a´rbol, alcanzando soluciones o´ptimas de 17
instancias previas de Solomon [31]. Posteriormente, propuestas como el refinamiento de estrategias
de disminucio´n de los l´ımites inferiores del problema, han permitido reducir el tiempo de co´mputo de
los me´todos exactos usando el ESPPRC como problema esclavo [29] y el etiquetamiento bidireccional
enfocado a la relajacio´n de espacio de bu´squeda que mejora de forma significativa el rendimiento
de algoritmos, como puede ser observado en [36], [37], [38]. Como parte de la estrategia para la
solucio´n del SPPRC, se plantea un algoritmo de bu´squeda en profundidad especializado, construido
bajo el extensivo uso de te´cnicas de etiquetamiento, que permiten acotar el espacio de solucio´n por
medio de bu´squedas parciales previas, para permitir la exclusio´n de rutas poco atractivas por medio
de inicios intermedios [39] por cada nodo del problema. Adema´s de esto se propone la inclusio´n del
nu´mero de nodos dentro de los recursos del problema, en conjunto con metodolog´ıas de dominancia
especializadas, para evitar que las rutas que hacen parte de la solucio´n o´ptima no sean excluidas.
Finalmente, la te´cnica de solucio´n es probada por medio de los grupos de las rutas que entrega,
en comparacio´n con las soluciones o´ptimas de instancias de problemas de ruteo de veh´ıculos, para
observar su eficiencia en la bu´squeda de rutas de buena calidad en funcio´n del nu´mero total de rutas
obtenidas.
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1.3. Aportes del proyecto
El desarrollo de esta investigacio´n tiene como aportes los siguientes aspectos:
Generalmente las metodolog´ıas existentes en la literatura, no involucran metodolog´ıas
matheur´ısticas, dado que se basan en estrategias de bu´squeda en vecindario. En este trabajo,
se considera un algoritmo matheur´ıstico como me´todo de solucio´n, el cual esta basado en
algoritmos heur´ısticos y metaheur´ısticos de reduccio´n de espacio de solucio´n y bu´squedas
locales, con lo cual es posible obtener soluciones por medio de me´todos exactos.
Un procedimiento metaheur´ıstico usado para la generacio´n de solucio´n iniciales y para la
divisio´n de las rutas del problema, con la cual se obtienen la soluciones iniciales de buena
calidad y diversas.
Un algoritmo de bu´squeda en profundidad adaptado para el CVRP, para reducir el espacio
de solucio´n entre las conexiones entre nodos del grafo, de manera que sea posible acotar el
espacio del me´todo por medio de resticciones especializadas.
1.4. Estructura del documento
El trabajo esta organizado de la siguiente manera. El cap´ıtulo 2 presenta una descripcio´n de cada
problema implicado y los modelos matema´ticos utilizados (en los casos que sea necesario). La
metodolog´ıa metaheur´ıstica propuesta para resolver el CVRP en el cap´ıtulo 3. Seguido del algoritmo
de acotamiento del espacio de solucio´n en el cap´ıtulo 4. A continuacio´n se presenta la metodolog´ıa
matheur´ıstica propuesta en el cap´ıtulo 5 y los resultados obtenidos en las instancias de prueba se
muestran en el cap´ıtulo 6. Finalmente se presentan las conclusiones y recomendaciones derivadas
de este trabajo en el cap´ıtulo 7.
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Cap´ıtulo 2
Descripcio´n y modelado matema´tico
2.1. Formulacio´n matema´tica CVRP
La formulacio´n del problema de ruteo de veh´ıculos puede ser definida de la siguiente manera. Por
medio de un conjunto G = (V,A) se representa un grafo completo con V = n+ 1 ve´rtices, divididos
en dos grupos V = V DEP ∪ V CST . El u´nico ve´rtice v0 ∈ V DEP representa el depo´sito donde
los productos deben ser distribuidos y donde una flota de m veh´ıculos ide´nticos con capacidad
limitada Q debe salir y retornar. Los ve´rtices vi ∈ V CST representan los clientes indexados con i,
donde i = 1, . . . , n, el cual requiere un servicio que esta´ caracterizado por una demanda no negativa
asociada qi. Los arcos aij ∈ A representan todas las posibles conexiones desde un nodo vi a otro nodo
vj con un costo de servicio igual a cij . El objetivo principal de este problema es definir el conjunto
de rutas que permite despachar la demanda de los clientes sin exceder la capacidad ma´xima de los
veh´ıculos, para que de esta manera la suma de los costos asociados a las conexiones establecidas
representen el camino mı´nimo.
El problema general del VRP consiste en la construccio´n de un grupo ma´ximo de m rutas que
satisfacen los siguientes requerimientos: (i) cada ruta debe iniciar y finalizar en el depo´sito; (ii)
todas las demandas de los clientes deben ser satisfechas; (iii) la capacidad del veh´ıculo no debe
exceder el l´ımite de capacidad Q; (iv) cada cliente debe ser visitado una u´nica vez por un u´nico
veh´ıculo.
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Como representacio´n matema´tica se propone un modelo lineal con variables binarias, para el
problema de ruteo de veh´ıculos capacitado, el cual representa un problema de optimizacio´n. Su
funcio´n objetivo esta´ asociada a la minimizacio´n del costo total de las distancias recorridas por
todos los veh´ıculos, mientras se satisfacen las restricciones asociadas a la visita de cada cliente por
un u´nico veh´ıculo por ruta y las restricciones de capacidad de los veh´ıculos. El modelo presentado
corresponde a una versio´n modificada del modelo propuesto por Toth & Vigo [40]. En este caso
las variables pueden asumir el valor de 1 si el arco (i, j) es parte de la solucio´n final y 0 en caso
contrario.
De esta manera se propone un modelo para el problema VRP con distancias sime´tricas y otro para
el problema VRP con distancias asime´tricas. La formulacio´n presenta las siguientes notaciones:
V Conjunto de clientes indexados por i, j y un u´nico depo´sito indexado por 0
K Conjunto de veh´ıculos indexados por k
S Conjunto de los subconjuntos de todos los vertices
cij Distancia entre el nodo i y el nodo j
qi Demanda del nodo
Q Capacidad ma´xima del veh´ıculo
xij
Variables de decisio´n binarias que toman valor de 1 si el veh´ıculo va
del nodo i al nodo j
ui Carga remanente en el veh´ıculo cuando abandona en nodo i
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mı´n Z =
∑
i∈V
∑
j∈V
cijxij (2.1)
s.a∑
i∈V,j 6=i
xij ≡ 1; ∀i ∈ V (2.2)
∑
i∈V,j 6=i
xij −
∑
i∈V,j 6=i
xji ≡ 0; ∀i ∈ V (2.3)
∑
i∈V
x0j ≡ 1 (2.4)
∑
i∈V
x0j ≡ |K| (2.5)
uj ≤ ui − qixij +Q(1− xij); ∀i, j ∈ V \ {0} , i 6= j (2.6)
u0 ≡ Q (2.7)
ui ≥ 0; ∀i ∈ V \ {0} (2.8)
xij ∈ {0, 1} ; ∀i, j ∈ V (2.9)
La funcio´n objetivo (2.1) minimiza el costo total. Este valor var´ıa dependiendo de las distancias
involucradas, en cada problema particular, a las conexiones entre los clientes y entre los clientes
y el depo´sito. La ecuacio´n (2.2) y (2.3) asegura que cada cliente es visitado una u´nica vez. Las
restricciones (2.3) permiten un flujo continuo entre todos los nodos del problema. Las restricciones
(2.4) y (2.5) permiten que el depo´sito tenga conexiones de salida hacia clientes del problema y
obligan a que el nu´mero de estas conexiones no exceda un nu´mero ma´ximo de veh´ıculos K del
problema. Las restricciones (2.6) hacen seguimiento de la capacidad remanente del veh´ıculo basado
en la secuencia de nodos seguido. Si el veh´ıculo visita el nodo i despue´s del nodo j, el primer
te´rmino en de la parte derecha reduce la capacidad remanente del veh´ıculo despue´s de dejar el nodo
i basado en la demanda del nodo i (si el nodo i es el candidato, la demanda del nodo i es cero). En
caso contrario, la restriccio´n (2.6) es relajada. La restriccio´n (2.7) asegura que la carga ele´ctrica del
veh´ıculo es igual a su capacidad total Q cuando abandona el depo´sito. La capacidad remanente de
carga ele´ctrica en todo momento debe ser no negativa, restriccio´n (2.8). Y la condicio´n (2.9) define
las variables de conexio´n xij como binarias, y por lo tanto so´lo pueden asumir valores de 0 o 1.
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2.2. Formulacio´n matema´tica BSS-EV-LRP
La formulacio´n del problema de ruteamiento de veh´ıculos ele´ctricos capacitados con estaciones de
intercambio de bater´ıas puede ser definido de la siguiente manera. Sea G = (V,A) un grafo completo
con V = n + 1 ve´rtices, divididos en tres grupos V = V DEP ∪ V CST ∪ V BSS . El u´nico ve´rtice
v0 ∈ V DEP representa el depo´sito de donde los productos deben ser distribuidos y de donde parte
y regresa una flota de k veh´ıculos ide´nticos con carga ele´ctrica uk y carga ele´ctrica ma´xima Q. Los
ve´rtices vi ∈ V CST representan los clientes i, donde i = 1, ..., n, los cuales requieren de un servicio
el cual esta´ caracterizado por una demanda no negativa asociada qi y costo fijo del servicio γi. Los
ve´rtices vj ∈ V BSS representan las estaciones de intercambio de bater´ıas candidatas j, donde para
el caso especifico del BSS-EV-LRP j = 1, ..., n ,dado que todos los clientes puede ser habilitados
para la recarga ele´ctrica de los veh´ıculos. Los arcos aghk ∈ A, gh ∈ V representan todas las posibles
conexiones directas desde un nodo vg a vh por medio de un veh´ıculo k. La duracio´n de una ruta
trazada por cada uno de los veh´ıculos es tomada como el total de la sumatoria de costo de servicio
necesario para satisfacer a cada uno de los clientes asociados a la misma ruta. El objetivo principal
del problema es definir un conjunto de rutas que permita despachar cada una de las demandas de
los clientes sin exceder la capacidad ma´xima de los veh´ıculos ni la distancia ma´xima que permite la
carga completa de la bater´ıa, de manera que la sumatoria de los costos asociados a las conexiones
establecidas y los costos fijos de apertura de las BSS representen el costo total mı´nimo.
El BSS-EV-LRP generalizado consiste entonces en construir un grupo de ma´ximo m rutas en donde
se cumpla que: (i) cada ruta debe iniciar y finalizar en el depo´sito; (ii) todas las demandas de
los clientes deben ser satisfechas; (iii) la capacidad del veh´ıculo no debe sobrepasar el l´ımite de
capacidad Uk; (iv) cada cliente debe ser visitado una u´nica vez por un solo veh´ıculo; (v) la distancia
ma´xima Q (autonomı´a) definida por la carga completa de la bater´ıa del veh´ıculo no sea excedida;
(vi) los veh´ıculos pueden abastecerse en una BSS habilitada en un tiempo de carga despreciable
(suponiendo que el intercambio es inmediato).
Se propone un modelo para el problema de ruteamiento de veh´ıculos ele´ctricos capacitado con
localizacio´n de estaciones de intercambio de bater´ıas (BSS-EV-LRP), en donde se determino´ el
uso del modelo extendido propuesto por [6], dada su proximidad a problema´ticas de la vida real,
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al permitir la mu´ltiple visita de las BSS que sean abiertas. La formulacio´n presenta la siguiente
notacio´n:
I Conjunto de clientes indexados i
J Conjunto de BSSs indexados j
K Conjunto de VEs indexados con k ∈ K
R Conjunto de las rutas de los veh´ıculos indexados con r ∈ R
{o} U´nico depo´sito (Admite las conexiones salientes del depo´sito)
{o′} Copia del depo´sito (Admite las conexiones entrantes al depo´sito)
V Conjunto de nodos indexados con v, donde V = I ∪ J ∪ {o} ∪ {o′}
xghk
Variable de decisio´n, toma valor de 1 si el veh´ıculo k va del
nodo g al nodo h y 0 en caso contrario
yj
Variable de decisio´n, toma valor de 1 si una BSS es abierta en
el nodo j y 0 en caso contrario
dgh Distancia entre los nodos g y h
γghk Costo fijo asociado al recorrido por milla desde el nodo g hasta h con el veh´ıculo k
M Un nu´mero muy grande
qi Demanda del nodo i ∈ I ∪ J , donde qi = 0, ∀i ∈ J
Uk Capacidad de carga ma´xima del veh´ıculo k
uik Capacidad restante en el veh´ıculo cuando los veh´ıculos k abandonan el nodo i
Q
Distancia ma´xima que puede recorrer un veh´ıculo con una bater´ıa totalmente
cargada
P 1gk
Distancia ma´xima restante que permite la bater´ıa ele´ctrica cuando el
veh´ıculo k llega al nodo g
P 2gk
Distancia ma´xima restante que permite la bater´ıa ele´ctrica cuando el
veh´ıculo k abandona el nodo g
fj Costo fijo asociado a la construccio´n de un BSS en el nodo j
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Minimizar Z =
∑
j∈J
fjyj +
∑
g∈V
∑
h∈V
∑
k∈K
γghkdghxghk (2.10)
s.a:
∑
g∈V \{o′},g 6=h
∑
k∈K
xghk = 1 ∀h ∈ I (2.11)
∑
g∈V \{o′},g 6=h
∑
k∈K
xghk ≤Myh ∀h ∈ J (2.12)
∑
h∈V \{o},h6=g
xghk −
∑
h∈V \{o′},h6=g
xhgk = 0 ∀g ∈ V \{o, o′}, k ∈ K (2.13)
∑
h∈V \{o}
xohk −
∑
h∈V \{o′}
xho′k = 0 ∀k ∈ K (2.14)
∑
h∈V \{o}
xohk ≤ 1 ∀k ∈ K (2.15)
∑
k∈K
∑
h∈V \{o}
xohk ≤ |K| (2.16)
∑
i∈V \{o′,j}
uijk =
∑
i∈V \{o,j}
ujik ∀j ∈ J, k ∈ K (2.17)
∑
j∈V \{o,i}
uijk ≤
∑
j∈V \{o′,j}
ujik − qi
∑
j∈V \{o′,j}
xjik + Uk
1− ∑
j∈V \{o′,j}
xjik

∀i ∈ I, k ∈ k
(2.18)
0 ≤ uijk ≤ Ukxijk ∀i ∈ V \{o′}, j ∈ V \{o}, i 6= j, k ∈ K (2.19)
P 1hk ≤ P 2gk − dhxghk +Q (1− xghk)
∀g ∈ V \{o′}, h ∈ V \{o}, g 6= h, k ∈ K
(2.20)
P 2ok = Q ∀k ∈ K (2.21)
P 2gk = Qyg ∀g ∈ J (2.22)
P 2hk = P
1
hk ∀h ∈ I (2.23)
P 1hk ≥ 0 ∀h ∈ V (2.24)
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Las ecuaciones que representan el modelo esta´n compuestas por: la funcio´n objetivo (2.10) que
minimiza los costos totales asociados al costo fijo de construccio´n de los BSSs y al costo variable de
las conexiones recorridas por los veh´ıculos ele´ctricos. La restriccio´n (2.11) que asegura que cada
cliente sea visitado por un solo veh´ıculo. La restriccio´n (2.12) que garantiza que los veh´ıculos
ele´ctricos puedan intercambiar sus bater´ıas en BSS habilitados. La restriccio´n (2.13) que realiza
un balance de flujo para cada veh´ıculo en cada nodo. La restriccio´n (2.14) que asegura que cada
veh´ıculo debe regresar al depo´sito. La restriccio´n (2.15) que permite asignar una u´nica ruta a cada
uno de los veh´ıculos que abandona el depo´sito. Se estable una cantidad ma´xima de rutas por medio
de |K| en la restriccio´n (2.16). La restriccio´n (2.17) representa que la suma total de las cargas
restantes en los veh´ıculos ele´ctricos que entran a un BSS qi = 0,∀j ∈ J es igual a la suma de
las cargas restantes en los veh´ıculos ele´ctricos al abandonar un BSS, lo que garantiza que las BSS
puedan ser visitadas mu´ltiples veces por las rutas que componen la solucio´n del problema. Dado
que cada cliente solo puede ser visitado una u´nica vez, en la restriccio´n (2.18) si el valor de la suma
de las conexiones de todos los nodos que pertenezcan al conjunto J de los BSS es visitada por algu´n
veh´ıculo
∑
j∈V \{o′}
xijk = 1, la carga se ve reducida por la demanda del cliente qi, en caso tal que
la sumatoria sea igual a 0 la restriccio´n se relaja. De esta manera las restricciones (2.17) y (2.18)
hacen posible que las BSS puedan ser visitadas mu´ltiples veces cuando se encuentran habilitadas,
y permiten que los nodos clientes so´lo sean visitados una u´nica vez. La restriccio´n (2.19) limita el
rango de carga disponible en los veh´ıculos ele´ctricos. La restriccio´n de carga ele´ctrica (2.20) rastrea
el nivel de la bater´ıa del veh´ıculo basado en la secuencia de los nodos visitados, en dicho caso, en
el que una conexio´n a un nodo xghk = 1, la distancia ma´xima permitida por la bater´ıa, disminuye
segu´n la distancia que exista entre los nodos g y h. Las restricciones (2.21) y (2.22), representan
respectivamente, una recarga total de la bater´ıa cuando el veh´ıculo ele´ctrico deja el depo´sito o deja
un BSS habilitado. La restriccio´n (2.23) permite que la carga del veh´ıculo se mantenga constante
mientras visita un cliente. La restriccio´n (2.24) asegura que el veh´ıculo ele´ctrico tenga carga suficiente
para volver al depo´sito. Finalmente, la restriccio´n (2.24) plantea la inicializacio´n y definicio´n de los
rangos de las variables de decisio´n.
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2.3. Modelo BSS-EV-LRP modificado
Por medio del ana´lisis del modelo extendido del problema de ruteo de veh´ıculos ele´ctricos capacitados
con estaciones de intercambio de bater´ıas, fue posible establecer que varias de las restricciones del
problema pueden llegar a ser modificadas, con el fin de que el modelo recorra el espacio de solucio´n
de manera ma´s eficiente. Basados en las diferentes estrategias con las que puede ser abordado
el problema de ruteamiento, existe la posibilidad de que las restricciones implicadas var´ıen para
mejorar los tiempos de co´mputo o la calidad de las soluciones, dependiendo del planteamiento
propuesto en conjunto con las dema´s restricciones que componen el modelo. Por tal motivo, el
establecimiento de la profundidad de los cortes en el espacio de solucio´n requiere de una etapa
de calibracio´n previa, debido a que su establecimiento depende de factores como, los cortes de las
dema´s restricciones y el gradiente de la funcio´n objetivo. Adema´s de los factores de calibracio´n, se
le suman otros factores externos como, el ana´lisis de restricciones redundantes y el uso extensivo
de variables las complicantes del problema, lo cual puede llegar a tener un impacto negativo en el
modelo resultante.
Partiendo de las restricciones ma´s complicantes del problema, se realizo´ un ana´lisis de las
restricciones candidatas ma´s promisorias para ser mejoradas. Sin embargo, debido al restricto
planteamiento del modelo, se determino´ que las restricciones (2.16), (2.17) y (2.18) no pueden
ser ligeramente manipuladas, dado su alta sensibilidad en el impacto de las soluciones resultantes,
por lo que los cambios aplicados a estas tienen un impacto directo en la totalidad del modelo. De
esta manera, se establecio´ un cambio en la restriccio´n (2.12), que posee un impacto matema´tico
importante en la regulacio´n de los l´ımites inferiores del espacio de bu´squeda.
∑
k∈K
xghk ≤ yh ∀h ∈ J,∀g ∈ V \
{
o′
}
(2.25)
La nueva restriccio´n resultante (2.25) busca reducir los l´ımites inferiores del modelo al evitar el uso
de un gran multiplicador M, esto se debe a que en la posibilidad de presentarse la apertura de una
estacio´n de recarga (yh = 1), los l´ımites de espacio son determinados por el valor establecido para
M. De esta manera el planteamiento de la nueva restriccio´n, no solo reduce los l´ımites inferiores del
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modelo, sino tambie´n puede presentarse como un corte profundo de buena calidad en problemas de
relativamente pequen˜o taman˜o.
2.4. Definicio´n del SPPRC
Con base en la definicio´n presentada en [29] el SPPRC puede ser representado por un grafo G =
(V,A), donde V = v1, . . . , vn es el conjunto de ve´rtices, incluyendo el ve´rtice de origen vs, el ve´rtice
de destino ve y los nodos clientes N . El conjunto A se encuentra establecido como los arcos que
unen a cada uno de los pares de ve´rtices de grafo (vi, vj) en donde cada conexio´n posee un costo
asociado cij . El conjunto L representa el nu´mero de recursos disponibles de modo que r
l
ij sea la
variable que define la cantidad de recursos l asociados a los arcos (vi, vj), en donde se asume que los
valores de rlij satisfacen la desigualdad triangular para cada recurso l. Para cada ve´rtice vi y cada
recurso l, existe dos valores no negativos asociados, ali y b
l
i. De esta manera los recursos l asociados
a la conexio´n de una ruta espec´ıfica desde vs hasta un ve´rtice vi esta´ restringida a los intervalos a
l
i
y [ali, b
l
i], en donde se debe cumplir que, cada vez que una ruta alcance un ve´rtice vi con un recurso
l < ali, el nuevo valor debe ser l = a
l
i. Este tipo de definicio´n tiene una gran relacio´n con problemas
que incluyan ventanas de tiempo, pero tambie´n puede ser aplicado a diferentes tipos de variantes,
como, los problemas con l´ımites de capacidad, que posee un l´ımite de carga Q, haciendo posible
establecer el intervalo de recursos entre [0, Q] y restringir las conexiones de los nodos a la capacidad
acumulada. Sin importar la variante del problema que pueda ser adaptada al SPPRC, el objetivo
principal siempre esta enfocado a la generacio´n de la ruta con costo mı´nimo desde vs hasta ve que
cumpla con todos los l´ımites de recursos.
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Cap´ıtulo 3
Una metaheur´ıstica tipo ILS para el
problema de ruteamiento de veh´ıculos
capacitados
3.1. Generalidades del me´todo ILS
En problemas de optimizacio´n combinatorial, existen una serie de caracter´ısticas que pueden hacer
que el espacio de solucio´n incremente su taman˜o de manera exponencial (en el peor de los casos)
o aumente su complejidad, lo cual implica una alta probabilidad de que los algoritmos poco
especializados queden atrapados fa´cilmente en o´ptimos locales (de buena o mala calidad dependiendo
los criterios de algoritmo). Considerando la dificultad de salir de dichos o´ptimos locales, algunos
me´todos hacen uso de estrategias de reinicio de bu´squeda y cambio de direccio´n en la bu´squeda de
todo el espacio de solucio´n, sin embargo, el uso de dichas estrategias pueden ser poco atractivas en
te´rminos computacionales debido a su alto costo en tiempo de procesamiento y su constante uso de
memoria, suponiendo que estos algoritmos almacenan los caminos ya visitados para sondar estos
espacio. Para este caso, es propuesto un algoritmo metaher´ıstico de bu´squeda local iterativa (ILS) el
cual se apoya en estrategias de mu´ltiple inicio y de perturbacio´n cla´sicas de algoritmos de bu´squeda
en vecindad, con el fin de permitir que el algoritmo pueda concentrar su bu´squeda en pequen˜os
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sub-espacios de bu´squeda (vecindarios) en lugar de considerar todo el espacio de solucio´n completo.
Para implementar un algoritmo ILS se establecen cuatro etapas: (i) Generacio´n de solucio´n inicial,
en donde se encuentra una solucio´n de inicio de buena calidad. (ii) Bu´squeda local, en donde
se busca mejorar la solucio´n inicial obtenida. (iii) Perturbacio´n, para generar nuevos puntos de
arranque por medio del cambio de la solucio´n obtenida en la etapa de bu´squeda local. (iv) Criterio
de aceptacio´n, determina la solucio´n parcial desde donde se debe seguir la bu´squeda. El algoritmo
(3.1) describe como estos componentes pueden ser combinados para construir un ILS.
Algoritmo 3.1 ILS
1: S0 ← GenerateInitialSolution
2: S∗ ← LocalSearch(S0)
3: for i = 0 . . .MaxIter do
4: S′ ← Perturb(S∗, history)
5: S∗′ ← LocalSearch(S′)
6: S∗ ← AcceptanceCriterion(S∗, S∗′ , history)
7: end for
3.2. Metaher´ıstica ILS-RVND
El algoritmo propuesto tipo ILS-RVND, parte del planteamiento presentado en el algoritmo (3.2).
El algoritmo parte de cargar la instancia que va a ser trabajada y descomponer sus atributos
tales como, el nu´mero de clientes, la capacidad del veh´ıculo, las coordenadas de cada nodo y las
respectivas demandas de cada nodo cliente. Es importante dejar claridad en que el ILS-RVND, relaja
el problema de veh´ıculos ele´ctricos al no tomar en cuenta la carga ele´ctrica de cada veh´ıculo ni el
costo de apertura de cada estacio´n de recarga, de manera que el BSS-EV-LRP pasa a convertirse en
un CVRP. Esta relajacio´n del problema se hace con el fin de establecer un conjunto de para´metros
que permitan al algoritmo matheur´ıstico enforcar su bu´squeda en sub-espacios espec´ıficos para
evitar la exploracio´n exhaustiva por parte del me´todo exacto. Despue´s de contar con los atributos del
problema, se establece la mejor solucio´n del RVND como infinito (l´ınea 2). En el ciclo externo (l´ıneas
3-20) representa una bu´squeda en mu´ltiples inicios, de forma tal que cada vez que el RVND termine
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su etapa de intensificacio´n y diversificacio´n se puede tener la posibilidad de ubicar el nuevo punto
de inicio en una etapa diferente de espacio de solucio´n por medio de un algoritmos constructivo
(l´ınea 4). El ciclo principal del me´todo (l´ıneas 7-15) busca mejorar la solucio´n inicial usando un
proceso de bu´squeda local RVND (l´ınea 8) seguido de un proceso de diversificacio´n controlada en
la etapa de perturbacio´n (l´ınea 13) en donde cada uno de los cambio es realizado unicamente en
la mejor solucio´n parcial hasta el momento (S′). De esta manera la constante MaxIterRV ND
define la cantidad de perturbaciones consecutivas que pueden ser realizadas a una configuracio´n sin
mejor´ıa. finalmente se tiene una etapa de aceptacio´n que permite que el me´todo almacene la mejor
configuracio´n obtenida con su respectiva funcio´n objetivo.
3.2.1. Construccio´n de la solucio´n inicial
En la pra´ctica cualquier me´todo capaz de resolver el VRP ra´pidamente puede servir como una
solucio´n inicial para un algoritmo de bu´squeda local. Sin embargo, dos factores juegan un papel
importante en la eficiencia de los vecindarios establecidos para este me´todo, el primer factor es la
diversidad de la respuesta inicial, dado que un constructivo que converja en la misma solucio´n hace
que la estrategia de mu´ltiple inicio pierda su fundamento y pase a consumir tiempo de computo de
forma innecesaria. El segu´n factor es la calidad de la solucio´n, dado que llevar a cabo una bu´squeda
local en configuraciones de mala calidad obliga al me´todo a extender el conjunto de vecindarios
necesarios para recorrer el espacio de solucio´n en tiempos razonables de computo y no quedar
atrapado en o´ptimos locales fa´cilmente.
Teniendo en cuenta los factores mencionados anteriormente, fue propuesto un algoritmo de ahorros
adaptado segu´n el algoritmo (3.3) para el problema de ruteo de veh´ıculos capacitados el cual cuenta
con la metodolog´ıa de intercambio inter-rutas con el fin de mejorar de forma secuencial la funcio´n
objetivo de la configuracio´n inicial. Por otro lado, el algoritmo cuenta con un paso de ca´lculo de
distancia encargado de diversificar cada respuesta final que el me´todo encuentra. Para esto, fue
implementado una seleccio´n de una variable aleatoria uniforme λ, encargada de modificar el valor
del vector de ahorros segu´n la ecuacio´n (3.1), donde las variables dij representan el costo entre los
arcos i y j, siendo el nodo 0 el que representa el u´nico depo´sito del problema y λ un valor variable
entre {0,0, 0,1, 0,2, . . . , 1,4}.
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Algoritmo 3.2 ILS-RVND
1: LoadInstances(FileName)
2: f∗ ←∞
3: for i = 0 . . .MaxIter do
4: S ← GenerateInitialSol()
5: S′ ← S
6: IterRV ND ← 0
7: while IterRV ND ≤MaxIterRV ND do
8: S ← RV ND(S)
9: if f(S) < f(S′) then
10: S′ ← S
11: IterRV ND ← 0
12: end if
13: S ← Perturb(S′)
14: iterRV ND + +
15: end while
16: if f(S′) < f∗ then
17: S∗ ← S′
18: f∗ ← f(S′)
19: end if
20: end for
21: return S∗
SavCostij = d0i + d0j − λdij (3.1)
El pseudoco´digo presentado en el algoritmo (3.3) muestra de forma general la estructura establecida
para definir las mu´ltiples soluciones iniciales. Para hacer esto posible se define las conexiones entre
cada nodo cliente con el depo´sito como un conjunto de rutas iniciales (l´ınea 1). El primer ciclo del
algoritmo de ahorros (l´ıneas 3-11) tiene la finalidada de realizar los calculos correspondientes a los
costos de ahorros correspondientes a las posibles conexiones entre los nodos i y j. Finalmente el
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algoritmo procede a analizar las posibles inserciones de cada nodo cliente en las rutas existentes
(l´ıneas 13-15), basando su inclusio´n en el valor correspondiente al vector de ahorros SavCostij con el
fin de determinar las rutas factibles (dependiendo de la capacidad de carga del veh´ıculo) que pueden
ser construidas a partir de la minimizacio´n de las distancias totales, hasta recorrer la cardinalidad
del vector de ahorros.
Algoritmo 3.3 Savings
1: S ← Assignment()
2: |SavCost| ← 0
3: for i = 1 . . . NumberOfCustomers do
4: for j = i+ 1 . . . NumberOfCustomers do
5: λ← Rand()
6: |SavCost| ← |SavCost|+ 2
7: aux← d0i + d0j − λdij
8: SavCostij ← aux
9: SavCostji ← aux
10: end for
11: end for
12: SavCost← Sort(SavCost, greater)
13: for i = 0 . . . |SavCost| do
14: S ← RouteRepair(SavCost, i)
15: end for
16: return S
3.2.2. Bu´squeda local
La bu´squeda local es llevada a cabo por una bu´squeda en vecindad aleatoria ordenada. Para
esto, es definido un conjunto de estructuras de vecindarios especializados N = {N1, N2, . . . , N r}
definidas como los posibles movimientos de intensificacio´n inter-ruta de la configuracio´n de nodos. El
fundamento del RVND propuesto parte de seleccionar de forma aleatoria alguno de los vecindarios
de N en caso de que el actual vecindario no demuestre una mejora en la solucio´n.
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La estructura del algoritmo de bu´squeda local RVND del pseudoco´digo (3.4) muestra el proceso de
intensificacio´n en la bu´squeda en el espacio de solucio´n, para esto es necesario el uso de un conjunto
auxiliar N ′ que almacene de forma temporal las estructuras de vecindad, seguido del ciclo principal
encargado de seleccionar de forma aleatoria alguno de las estructuras Nx para analizar todos los
movimientos posibles dentro de su vecindario. En caso de encontrar alguna mejora, la configuracio´n
modificada S′ se almacena como la mejor y se continua con la bu´squeda en la siguiente vecindad
aleatoria. En caso de que la vecindad inicial no mejore la calidad de la solucio´n, el vecindario
completo es excluido del conjunto N ′ y se lleva a cabo el ciclo iterativamente hasta que el conjunto
de vecindarios quede vac´ıo.
Algoritmo 3.4 RVND
1: N ′ ← N
2: while N ′ 6= ∅ do
3: RN ← Rand(N ′)
4: S′ ← BestMove(RN)
5: if f(S′) < f(S) then
6: S ← S′
7: S ← RouteRepair()
8: else
9: N ′ ← N ′ − {RN}
10: end if
11: end while
12: return S
3.2.2.1. Estructuras de vecindad inter-ruta
El VND propuesto cuenta con un conjunto de seis estructuras de vecindad especializados altamente
usados en una amplia gama de problemas de ruteo de veh´ıculos, de los cuales cinco de las estrucutras
se encuentran basadas en la movimientos de parejas donde λ = 2 de modo que λ1 represente
el nodo que debe ser insertando en la ruta 2 y λ2 el nodo que debe ser extra´ıdo e incluido
en la ruta de 1, de acuerdo a [41]. Con base en esto, el conjunto de movimientos presentados
tipo (λ1, λ2) son: (1, 0), (1, 1), (2, 0), (2, 1), (2, 2). Para cada uno de los casos, el me´todo recorre de
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forma exhaustiva todo el sub-espacio definido por la vecindad, evitando analizar los movimientos
infactibles y almacenando la mejor solucio´n del mismo. Las seis estructuras de vecindad se describen
a continuacio´n:
Shift(1,0) — Es realizada una insercio´n de una ruta para otra, donde un nodo cliente u es
transferido de la ruta r1 a la ruta r2 en donde previamente debe ser verificado que la menor
demanda de r1 pueda ser incluida en r2 sin afectar la factibilidad, de lo contrario, realizar la
bu´squeda en este vecindario aplicado a las rutas (r1, r2) no encontrar´ıa un solucio´n factible, por
lo tanto el sub-espacio se sonda y se continua con las siguientes rutas hasta encontrar una pareja
factible y poder realizar la bu´squeda exhaustiva del mejor movimiento.
Figura 3.1: Ejemplo de cambio inter-ruta shift (1,0)
Swap(1,1) — Es realizado un intercambio en las posiciones de dos nodos, donde un nodo cliente
u es transferido de la ruta r1 a la posicio´n de un nodo v en la ruta r2 a la vez que el nodo cliente v
de la ruta r2 es transferido a la posicio´n del nodo u en r1. Antes de realizar el intercambio entre
u y v previamente debe ser verificado que al extraer la mayor demanda de r1 y agregar la menor
demanda de r2 junto a las demandas totales de r1 el intercambio sea factible, de la misma forma
para la ruta r2, de lo contrario, realizar la bu´squeda en este vecindario aplicado a las rutas (r1, r2)
no encontrar´ıa un solucio´n factible, por lo tanto el sub-espacio se sonda y se continua con las
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siguientes rutas hasta encontrar una pareja factible y poder realizar la bu´squeda exhaustiva del
mejor movimiento.
Figura 3.2: Ejemplo de cambio inter-ruta swap (1,1)
Shift(2,0) — Similar que la estructura Shift(1,0) se realizar una insercio´n de una ruta a otra, en
este caso una pareja de nodos clientes adyacentes t y u es transferido de la ruta r1 a la ruta r2.
Este movimiento puede ser tomado como una insercio´n de un arco y debido a su adyacencia debe
ser examinada la insercio´n de ambos arcos (t, u) y (u, t). Antes de realizar la insercio´n, previamente
debe ser verificado que la menor demanda de parejas de nodos de r1 pueda ser incluida en r2 sin
afectar la factibilidad, de lo contrario, realizar la bu´squeda en este vecindario aplicado a las rutas
(r1, r2) no encontrar´ıa un solucio´n factible, por lo tanto el sub-espacio se sonda y se continu´a con
las siguientes rutas hasta encontrar una pareja factible y poder realizar la bu´squeda exhaustiva del
mejor movimiento.
Swap(2,1) — Es realizado un intercambio de un arco y un nodo, donde una pareja de nodos
clientes adyacentes t y u es transferido de la ruta r1 a la posicio´n de un nodo v en la ruta r2 a la
vez que el nodo cliente v de la ruta r2 es transferido a la posicio´n del arco (t, u) en r1 y similar a
la estructura Shift(2,0) debido a la adyacencia de los nodos de r1 debe ser examinada la insercio´n
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Figura 3.3: Ejemplo de cambio inter-ruta shift (2,0)
de ambos arcos (t, u) y (u, t). Antes de realizar el intercambio entre el arco (t, u) y v previamente
debe ser verificado que al agregar la menor demanda entre nodos adyacentes de r1 y extraer la
mayor demanda de r2 junto a las demandas totales de r2 el intercambio sea factible de lo contrario
realizar la bu´squeda en este vecindario aplicado a las rutas (r1, r2) no encontrar´ıa un solucio´n
factible, por lo tanto el sub-espacio se sonda y se continu´a con las siguientes rutas hasta encontrar
una pareja factible y poder realizar la bu´squeda exhaustiva del mejor movimiento.
Swap(2,2) — Esta estructura realiza un intercambio en las posiciones de dos arcos de rutas
diferentes, donde una pareja de nodos clientes adyacentes t y u es transferido de la ruta r1 a la
posicio´n de un arco formado por dos nodos adyacentes v y w en la ruta r2 a la vez que el arco
(v, w) de la ruta r2 es transferido a la posicio´n del arco (t, u) en r1. Debido a la adyacencia de los
nodos que deben ser evaluadas las cuatro posibles combinaciones entre los arcos (t, u) y (v, w). Con
el fin de evitar evaluar soluciones infactibles se debe satisfacer que el insertar la menor demanda
de entre nodos adyacentes de r1 y extraer la mayor demanda de r2 junto a las demandas totales
de r2 el intercambio sea factible, de lo contrario, el sub-espacio se sonda y se continu´a con las
siguientes rutas hasta encontrar una pareja factible y poder realizar la bu´squeda exhaustiva del
mejor movimiento.
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Figura 3.4: Ejemplo de cambio inter-ruta swap (2,1)
Cross — Esta estructura realiza un intercambio entre posiciones de rutas diferentes, la cual es
llevada a cabo mediante la eliminacio´n de un arco (t, u) de la ruta r1 y el arco (v, w) de la ruta r2,
las cuales sera´n unidas con otro lazo tipo (t, w) o (t, v), de manera que ambas rutas queden cerradas
de forma diferente a su configuracio´n original.
3.2.2.2. Estructura intra-ruta
Los movimientos inter-ruta pueden presentar mejoras en funcio´n objetivo del problema, sin embargo
son estructuras que u´nicamente exploran los vecindarios que incluyen los movimientos entre rutas
diferentes. Dado que la generacio´n de la solucio´n inicial puede presentar configuraciones intra-ruta
de mala calidad tal como se ilustar en la parte a de la figura (3.2.2.2). Con el fin de evitar la
constante reparacio´n dentro de las rutas, es propuesto el uso del algoritmo Lin-Kernigham, debido
a su gran velocidad de bu´squeda y alta calidad de la solucio´n. Para esto, el algoritmo de reparacio´n
de rutas actu´a en una ruta u´nicamente cuando esta sea modificada.
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Figura 3.5: Ejemplo de cambio inter-ruta swap (2,2)
3.2.2.3. Estructuras de perturbacio´n
Con el fin de evitar que el RVND propuesto quede atrapado en o´ptimos locales por medio de
sus movimientos de intensificacio´n (bu´squeda local), es necesaria una etapa de diversificacio´n
que permita que la configuracio´n parcial pueda alejarse a diferentes vecindarios, aun cuando esto
implique reducir la calidad de la solucio´n de forma temporal (sin afectar la factibilidad). Para esto,
fue necesario el uso de movimientos aleatorios basados en algunas de las estructuras inter-rutas
propuestas en la sub-seccio´n 3.2.2.1, de los cuales fueron propuestos dos movimientos que son
seleccionados aleatoriamente cada vez que inicie la etapa de perturbacio´n.
MultiShift(1,1) — Es llevado a cabo un proceso de insercio´n de forma iterativa aleatoria entre dos
rutas diferentes, en este caso, un nodo cliente u de la ruta r1 es insertado en la ruta r2 mientras un
nodo cliente v de la ruta r2 es insertado en la ruta r1. A diferencia de los movimientos Swap(1, 1),
el Shift(1, 1) no intercambia posiciones entre los nodos, dado que puede ingresarlos en cualquier
lugar diferente de la ruta receptora.
MultiSwap(1,1) — Esta estructura de perturbacio´n lleva a cabo mu´ltiples movimientos
Swap(1, 1) de forma iterativa aleatoria.
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Figura 3.6: Ejemplo de cambio inter-ruta cross
Figura 3.7: Ilustracio´n de una ruta no ordenada (a) y una reparada por LKH (b)
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Cap´ıtulo 4
Teor´ıa de Grafos e Identificacio´n de
Variables Principales aplicada al
Problema de Ruteamiento de
Veh´ıculos Capacitados (CVRP)
4.1. Definicio´n del SPPRC
Con base en la definicio´n presentada en [42] el SPPRC puede ser representado por un grafo
G = (V,A), donde V = v1, ..., vn es el conjunto de ve´rtices, incluyendo el ve´rtice de origen vs, el
ve´rtice de destino ve y los nodos clientes N . El conjunto A se encuentra establecido como los arcos
que unen a cada uno de los pares de ve´rtices de grafo (vi, vj) en donde cada conexio´n posee un
costo asociado cij . El cojunto L representa el nu´mero de recursos disponibles de modo que r
l
ij sea
la variable que define la cantidad de recursos l asociados a los arcos (vi, vj), en donde se asume
que los valores de rlij satisfacen la desigualdad triangular para cada recurso l. Para cada ve´rtice vi
y cada recurso l, existe dos valores no negativos asociados, ali y b
l
i. De esta manera los recursos l
asociados a la conexio´n de una ruta especifica desde vs hasta un ve´rtice vi esta´ restringida a los
intervalos [ali, b
l
i], en donde se debe cumplir que, cada vez que una ruta alcance un ve´rtice vi con
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un recurso l < ali, el nuevo valor debe ser l = a
l
i.
Este tipo de definicio´n tiene una gran relacio´n con problema que incluyan ventanas de tiempo,
pero tambie´n puede ser aplicado a diferentes tipos de variantes, como, los problemas con l´ımites de
capacidad, que posee un l´ımite de carga Q, haciendo posible establecer el intervalo de recursos entre
[0, Q] y restrigir las conexiones de los nodos a la capacidad acumulada. Sin importar la variante
del problema que pueda ser adapato al SPPRC, el objetivo principal siempre estara´ enfocado a
la generacio´n de la ruta con costo elemental mı´nimo desde vs hasta ve que cumpla con todos los
l´ımites de recursos.
4.2. Algoritmo de bu´squeda en profundidad especializado con
te´cnicas de sondaje
La metodolog´ıa propuesta puede ser resumida como un conjunto de te´cnicas cla´sicas de la literatura,
enfocados a la bu´squeda y el recorrido de grafos, los cuales resultan ser bastante eficientes en la
calidad de las soluciones. Para este caso, se han reunido dos algoritmos especializados en grafos,
que son, la bu´squeda en profundidad [43][44] (DFS, del ingle´s Depth First Search) y el algoritmo de
Dijsktra, dadas sus caracter´ısticas particulares que permiten dar soluciones de muy buena calidad
a problemas de conexio´n de grafos con costo en los arcos. La estrategia de solucio´n presentado en
este documento, reune un conjunto de caracter´ısticas de los algoritmos de bu´squeda mencionados,
apoyados en una serie de refinamientos propuestos, enfocados a la reduccio´n del espacio de solucio´n,
la reduccio´n del uso de memoria computacional y la conservacio´n de la calidad de los resultados
[42] [39] .
Con el fin de identificar las te´cnicas impl´ıcitas de cada algoritmo (DFS y Dijsktra) que permitan
aportar una mejora en la bu´squeda del la ruta mı´nima con recursos limitados, fue observado el
comportamiento de varias propuestas como, el uso de matheur´ısticas que usan un conjunto de
heur´ısticas para la construccio´n de rutas por medio de etiquetas, las cuales permiten acotar el
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espacio de solucio´n gracias a una metodolog´ıa de generacio´n de columnas aplicado al problema de
ruteo de veh´ıculos con ventanas de tiempo [45] [30][29][42] [38]. Por otro lado, existen propuestas
que aprovechan las caracter´ıstica de la bu´squeda en anchura, para dar solucio´n al sub-problema
de la ruta ma´s corta con recursos limitados (CSP, del ingle´s constrained shortest path problem),
que permiten definir rutas por medio mu´ltiples caminos de costo mı´nimo, en donde se identifican
una cantidad k de caminos por cada nodo , seguido por la generacio´n de rutas y una bu´squeda
exhaustiva llevada a cabo por una metodolog´ıa de set-partitioning [46], que permite establecer el
conjunto de las mejores rutas que componen la mejor solucio´n posible. En ambas estrategias de
solucio´n se resalta que las propuestas que han presentado mejoras en los tiempos y en la calidad de
las respuestas han sido aquellas que han refinado el uso de te´cnicas de dominio entre rutas. Esto
se debe a que el uso excesivo de etiquetas, puede agotar ra´pidamente la memoria de los equipos de
co´mputo, haciendo que el algoritmo pierda eficiencia en la bu´squeda [39].
Aplicar una te´cnica de etiquetamiento eficiente resulta ser la caracter´ıstica ma´s representativa
capaz de identificar las rutas candidatas ma´s prometedoras, sin embargo, el uso de algoritmos
de bu´squeda en anchura pueden no explotar al ma´ximo el alcance de bu´squeda en el espacio de
solucio´n. Por este motivo, es importante establecer que el uso de una bu´squeda en profundidad
en lugar de una bu´squeda en anchura, puede aprovechar estrategias de sondaje, para mejorar
los tiempos de bu´squeda y el uso de memoria de co´mputo. Esto puede ser observado con ma´s
profundidad en las bu´squedas en grafos con estrategias de sondaje eficaces aplicados a problemas
con l´ımites de recursos [30][42][31][38][47], en donde predomina la importancia del ana´lisis previo
del espacio de bu´squeda con el fin de reducir la posibilidad de recorrer de forma exhaustiva las
posibles conexiones que pueden ser realizadas desde el depo´sito, dado que en problemas de gran
taman˜o puede llegar a tomar el mismo tiempo que una te´cnica exacta.
El algoritmo de bu´squeda en profundidad especializado (ABPE), fue estructurado como un
algortimo de dos etapas: i.) Una etapa de acotamiento que se encarga de establecer las mejores
caracter´ısticas de cada ruta que pueden llegar a pasar por cada uno de los nodos N del problema.
ii.) Una exploracio´n iterativa, que usa las cotas establecidas por la primera etapa para la generacio´n
de rutas con respecto a los recursos limitantes del problema. Como regla principal del problema, se
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encuentra establecido que cada ruta parcial P generada por el algoritmo debe estar compuesto por
un conjunto factible de clientes conectado a un nodo de inicio vs y un nodo final ve, en donde el
recorrido de un veh´ıculo cumpla con los recursos l´ımites establecidos. De forma que cada grupo de
conexiones realizadas de nodo a nodo, constituyan una ruta parcial que se encuentre asociada a una
funcio´n objetivo acumulada C(P ), un nu´mero de nodos visitados V (p) y un consumo acumulado de
recursos R(P ). Para que cada una de las rutas que alcancen el nodo final ve, puedan contener toda
la informacio´n de un camino factible desde vs hasta ve, asegurando que los caminos o´ptimos ∗P
del problema, puedan ser conservados en el conjunto final de soluciones. Para que esto sea posible,
es necesario el uso de acotamientos eficientes similares al usado en otros algoritmos como el branch
& bound, donde un grupo de enumeraciones impl´ıcitas son llevadas a cabo para reducir el espacio
de bu´squeda en el a´rbol, lo cual, en similitud a al ABPE es comparable a las te´cnicas de acote por
dominio, infactibilidad y por acotamiento por ruta mı´nima rollback.
El algoritmo 4.1 presenta el pseudoco´digo del ABPE. Las l´ıneas 2 a la 5 inicializan la ruta parcial
P junto a su funcio´n objetivo acumulado, el nu´mero nodos visitados y la cantidad de recursos
consumidos. La l´ınea 6 esta´ encargada de hacer un llamado a la funcio´n de sondaje de manera
que sea posible encontrar el camino con consumo mı´nimo de recursos que pase por el nodo de
inicio establecido. La l´ınea 7 llama al ABPE para encontrar la ruta de menor consumo de recursos
comenzando desde el nodo de origen global vs. Finalmente la l´ınea 8 retorna el conjunto de rutas
encontradas por el algoritmo.
El algoritmo 4.2, muestra el ABPE estruturado de forma iterativa, en donde la funcio´n Adj(vi) es
el conjunto de los nodos adjacentes al nodo de entrada vi que se encuentran en el inicio de la pila
de los nodos que no han sido visitados. Las l´ıneas 5 a 7 hacen llamado a las estrategias de sondaje,
llamadas, infactibilidad, bounds y rollback, encargadas de sondar rutas parciales infactibles o poco
atractivas (segu´n se definan en el algoritmo 4.3). En caso de que la ruta parcial no pueda ser
sondada por ninguna de las estrategias, la l´ınea 9 a 12 se encargan de marcarla como una ruta
factible del problema, seguido de la actualizacio´n de los recursos disponibles, para la continuidad
de la bu´squeda en los nodos restantes. De las l´ıneas 13 a 15 se continu´a con la propagacio´n de la
bu´squeda por el resto de nodos au´n no visitados. Cada vez que las rutas parciales alcancen el nodo
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final ve, la informacio´n del camino recorrido es almacenado en el grupo de soluciones parciales del
problema maestro. Finalmente se realiza un paso de backtracking para continuar en la bu´squeda
por el resto del grafo.
4.2.1. Pseudoco´digo del ABPE
Algoritmo 4.1 MasterABPE
1: Pset ← {}
2: C(P )← 0
3: V (P )← 0
4: R(P )← 0
5: Bound(G,∆, [a, b])
6: Pset ← ABPE(vs, C(P ), V (P ), R(P ), P )
7: return Pset
4.3. Estrategias de acotamiento
Para la etapa de acotamiento fueron usadas tres estrategias encargadas de sondar las rutas por:
i.) factibilidad, para evitar incluir rutas que no cumplan con los criterios mı´nimos de recursos
utilizados. ii.) Dominancia, como te´cnica de sondaje especializado para excluir rutas poco atractivas,
de modo que no sea analizado todo el espacio de solucio´n. iii) Rollback, que usa mecanismos que
backtraking temporal, para identificar y descartar rutas subo´ptimas parciales.
4.3.1. Acotamiento por factibilidad
En el proceso de bu´squeda del ABPE, existe una alta probabilidad de presentarse casos en donde
una ruta parcial que pase por un nodo cliente vi (diferente de los nodos de inicio vs y final ve) no
cumpla con las limitantes de recursos establecidos para el problema, como, los l´ımites de capacidad
o distancia ma´xima disponible para el veh´ıculo. En cualquiera de los casos, es claro afirmar que
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Algoritmo 4.2 ABPE
1: stack ← ∅
2: stack ← Adj(vs)
3: while stack 6= ∅ do
4: if factible(P, vi, V (P ), R(P )) = T then
5: if cotas(vi, V (P ), R(P )) = T then
6: if rollback(P, vi, V (P ), R(P )) = F then
7: if vi 6= ve then
8: P ← P ∪ vi
9: C(P )← C(P ) ∪ C(vi)
10: V (P )← V (P ) ∪ V (vi)
11: R(P )← R(P ) ∪R(vi)
12: stack ← stack ∪Adj(vi)
13: vi ← top(stack)
14: stack ← stack − top(stack)
15: else
16: vi ← backtrak(stack, P )
17: updateResourses(C(P ), V (P ), R(P ), P )
18: savePath(P,C(P ))
19: end if
20: end if
21: end if
22: end if
23: end while
la ruta puede ser sondada por incumplir con los criterios mı´nimos de factibilidad, tal como es
realizado en algoritmos especializados de etiquetamiento [31][48].
Por otro lado, es fundamental asegurar que las rutas que encuentre el algoritmo cumplan con las
restricciones de continuidad (equivalente a las restricciones de sub-tour del problema de ruteo),
de modo que no se presenten lazos dentro de las conexiones entre cada uno de los nodos. Para
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hacer esto posible, es usado una pila por cada nodo del grafo, basados en la herencia de clases de
la programacio´n orientada a objetos, de modo, que por cada iteracio´n del algoritmo, las pilas sean
actualizadas de forma ordenada y eficiente con los nodos anteriores ya visitados.
La construccio´n de la funcio´n de factibilidad se encuentra enfocada a la velocidad de respuesta de
retorno, en donde sea posible encontrar si el nodo siguiente a ser agregado a la ruta parcial actual
puede ser visitado sin generar sub-tours. De la misma manera, la funcio´n se encarga de revisar si
la capacidad parcial q(P ) compuesta por la sumatoria de las demandas q de todos los clientes que
componen la ruta parcial P no excede la capacidad total Q del veh´ıculo. Por otro lado, el recurso
de distancia es medido por la sumatoria de los costos cij asociados a las conexiones entre nodos,
en donde la distancia parcial R(P ) debe ser menor o igual a la distancia ma´xima D que puede
recorrer el veh´ıculo.
4.3.2. Acotamiento por cotas
El plantear estrategias de sondeo por dominio entre rutas, ha sido una pra´ctica a´ltamente utilizada
por una gran cantidad de autores. Como Baldacci et al. [49] , el cual propuso el uso de una relajacio´n
en los recursos de las rutas, en donde ignora temporalmente la capacidad l´ımite de carga del veh´ıculo
y basa su bu´squeda parcial en lo recursos elementales de un sub-conjunto de nodos, proponiendo
funciones de sondeo adicionales basados en diferentes relajaciones del problema de ruteo. Por otro
lado Leonardo et al. [39], presenta refinamientos en diferentes etapas del ana´lisis de cotas del espacio
de solucio´n en donde se ven combinados diferentes estrategias de comparacio´n de dominio por medio
de los recursos reducidos entregados por algoritmo de generacio´n de columnas. Finalmente Daniel et
al. [30] proponen un esquema de cotas que se encuentra enfocado a la reduccio´n del uso de memoria,
al evitar guardar las etiquetas generadas por cada etapa de bu´squeda, en donde, uno de los mayores
aportes para este trabajo se encuentra en los mu´ltiples arranques intermedios que se realizan como
etapa de pre-procesamiento.
Debido a que el algortimo BPE propuesto no se encuentra planteado como una metodolog´ıa
matheur´ıstica, se debe trabajar con los costos originales del problema en lugar de los pseudo-costos
47
reducidos que se encontrar´ıan en algoritmos como el de generacio´n de columnas, por lo que fue
necesario plantear una estrategia especializada, que permitiera dar solucio´n a un problema de
ruteamiento de veh´ıculos capacitados con l´ımite de distancia. Para esto, fue revisado el estado
del arte de algunas propuestas de solucio´n aplicadas al problema de veh´ıculos con ventanas de
tiempo, en donde se buscaba la aplicacio´n de la teor´ıa de grafos implementado en heur´ısticas
que permitieran mejorar la etapa de acotamiento del ABPE dada la carencia de pseudo-costos
negativos (hacen ma´s o menos atractivos lazos especificados por el problema maestro).
El esquema de acotamiento trabaja de la siguiente manera. Teniendo en cuenta que el problema
posee unos recursos l´ımites establecidos, se parte con el planteamiento de una variable auxiliar
∆ que respresenta un paso no negativo de distancia, el cual hace las veces de condicionador.
El inicio del algoritmo de acotamiento, esta´ basado en una bu´squeda de la profundidad de las
rutas que pueden surgir de cada uno de los nodos clientes vi, de manera que se relaje ma´s el
problema en comparacio´n de una bu´squeda en profundidad comenzada desde el nodo de inicio
vs. Por este motivo, se procede a ejecutar el algoritmo de acotamiento llamando a su vez al
ABPE, de manera que sea posible definir las rutas de menores costos de recursos, dependiendo
de la etapa en la que se encuentre el nodo en este instante. De modo que cada vez que un nodo
alcance una ruta parcial factible con costos menores a la cota actual, implicar´ıa que la ruta
parcial actual P ′ domina a una ruta P (representante de la mejor cota anterior) al presentarse
que V (P ′) ≥ V (P ) y R(P ′) < R(P ), se lleva a cabo un proceso de actualizacio´n de la cota en
el paso en el que se encuentre el nodo, evitando guardar toda informacio´n correspondiente a
la ruta que mejor comportamiento presenta (menor cota). Este proceso es llevado a cabo para
cada uno de los nodos clientes, evitando implicar al nodo de inicio vs, de manera que sea posible
definir cada una de las mejores cotas de cada uno de los nodos en cada paso del proceso de bu´squeda.
Para dar una mayor claridad de la estrategia propuesta se debe tener en cuenta, que los costos
reducidos que pueden calibrarse por medio de una metodolog´ıa exacta, pueden hacer que algunos
lazos tomen valores negativos, dado que el problema maestro usa sus variables duales para generar
y actualizar cada uno de los costos cij , permitiendo que las mateheur´ısticas puedan encontrar
soluciones de buena calidad en tiempos de computo razonables. En este caso, la heur´ıstica ABPE,
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puede llegar a ser usado para resolver un sub-problema esclavo para su posible combinacio´n
con un me´todo exacto, por lo que seguir al pie de la letra propuestas matheur´ısticas como
[31][48][42][30] resultar´ıa en una metodolog´ıa heur´ıstica obsoleta. Basado en esto, fue incluido el
nu´mero de nodos por ruta parcial tal como es presentado en [29], de manera que las conexiones de
un nodo u´nico con el depo´sito no representara´n siempre la cota mı´nima de cada arranque intermedio.
El procedimiento de bu´squeda de cotas parte del establecimiento de cada uno de los nodos como
puntos de inicio, teniendo en cuenta que el objetivo, es simular que cada nodo vi ya puede hacer
parte de una ruta anterior, de la cual no se tiene informacio´n adicional. Para hacer esto posible,
se toma el tiempo ma´ximo capaz de ser recorrido por un veh´ıculo d¯ = D como cota superior
del nodo, la cual es tomado como el punto de referencia inicial en la bu´squeda en profundidad
del nodo. El siguiente paso consiste en realizar mu´ltiples bu´squedas en profundidad, partiendo
desde un inicio R(P ) = d¯ − ∆, lo cual permite relajar el problema original, para hacer posible la
definicio´n de los recursos mı´nimos en ese R(P ) especifico. De esta manera, se realizan bu´squedas en
profundidades en recursos en donde R(P ) debe tomar valores entre [d¯−∆, d¯] para cada uno de los
nodos clientes, hasta encontrar las cotas mı´nimas de cada uno. Posteriormente se lleva a cabo una
nueva bu´squeda en profundidad usando R(P ) = d¯− 2∆. Por la variacio´n del u´ltimo recurso R(P ),
es posible afirmar que el problema es ma´s restricto que su predecesor R(P ) = d¯ −∆, sin embargo
las nuevas cotas obtenidas por el nuevo recurso intermedio ya pasan a formar parte del nuevo
conjunto de cotas. Finalmente, el proceso de bu´squeda es realizado de forma consecutiva para
todos los clientes, variando sus recursos l´ımites, hasta alcanzar un valor de R(P ) = ∆ (problema
original sin relajaciones), teniendo en cuenta que todos las cotas obtenidas en cada bu´squeda
son almacenadas en la matriz de cotas Cotas = [vi, τ ] donde τ es el valor del costo de recursos
intermedios correspondiente.
4.3.3. Acotamiento por rollback
En el proceso de bu´squeda de las rutas, tanto en la etapa de acotamiento como el la bu´squeda
global a partir del nodo de inicio vs, existen caminos de baja calidad que pueden ser visitados
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Algoritmo 4.3 Algoritmo de acotamiento por cotas
1: step← d¯
2: while step ≥ ∆ do
3: step← step−∆
4: for vi ∈ N do
5: P ←
6: C(P )← ∅
7: V (P )← ∅
8: R(P )← ∅
9: ABPE(P, vi, C(P ), V (P ), R(P ))
10: if P = then
11: Cotas[vi, step]←∞
12: else
13: Cotas[vi, step]← V (P ) ∧R(P )
14: end if
15: end for
16: end while
17: return s∗
constantemente, dado que las bu´squedas en profundidad carecen de un criterio de seleccio´n de
recorrido especializado. Con base en esta caracter´ıstica, fue necesario el uso de una funcio´n que
pudiera identificar ra´pidamente, cuando una ruta parcial podr´ıa ser menos atractiva que una ruta
parcial predecesora au´n no analizada. Permitiendo que el camino actual pueda ser sondado y se
proceda con un backtraking en busca de otra cota menor, para que se sonde una ruta parcial y en
el mejor de los casos, se encuentre una cota de buena calidad que sonde gran parte del espacio de
bu´squeda.
Para dar claridad al funcionamiento del acotamiento por rollback, se tiene el siguiente ejemplo (ver
figura (4.3.3)). Sea Psi un camino parcial factible, que contenga la informacio´n correspondiente a las
conexiones entre el nodo de inicio vs y vi, y que se extiende con el nodo vj y llega finalmente al nodo
vk. Una vez que el camino parcial Psk = Psi ∪ vj ∪ vk alcanza el nodo vk, la estrategia de rollback
se encarga de reevaluar la u´ltima conexio´n realizada, de modo que sea posible comprobar que el
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paso parcial Psk no sea dominado por un posible camino parcial anterior P
′
sk. Para que esto sea
posible, se usa una estrategia similar al acotamiendo por cotas, en donde se revisa que P ′sk ⊆ Psk,
R(P ′) ≤ R(P ′), V (P ′) ≤ V (P ′) y en donde al menos P ′sk ⊂ Psk y R(P ′) < R(P ′) sean cumplidos.
Esto implica, que al final de la revisio´n rollback, el paso anterior revisado al presentar una mejor
calidad de solucio´n, permite sondar la ruta parcial Psk y finalmente continuar con la bu´squeda en
la porcio´n del grafo restante.
Figura 4.1: Ejemplo de un paso de acotamiento por rollback
4.4. Generacio´n de una poblacio´n de individuos
Dado que el ABPE propuesto, carece de un algoritmo maestro que se encargue de orientar la
bu´squeda en profundidad, hacia una solucio´n de buena calidad, fue necesario, plantear el uso de
una poblacio´n de individuos que permitiera que los resultados obtenidos por la metodolog´ıa, puedan
ser usados en etapas posteriores. Para este caso, a diferencia de los algoritmos basados en poblacio´n
como los algoritmo gene´ticos, el ABPE no posee un criterio de aceptacio´n por funcio´n objetivo,
pero si por diversidad de la configuracio´n. Esto fue planteado de esta manera, dado que en caso del
uso de una te´cnica de bu´squeda como un set-partitioning, la poblacio´n reducir´ıa su taman˜o total,
facilitando la bu´squeda de buenas soluciones en espacios relativamente menores a los originales.
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4.4.1. Estrategia de reduccio´n del espacio de solucio´n mediante variables
principales
Por la estructura con la que ha sido planteado el algoritmo BPE, puede ser fa´cilmente combinado con
metaheur´ısticas o exactas para dar solucio´n a problemas de la literatura especializada, en donde
la unio´n de las rutas parciales encontradas por el ABPE puede llevar a encontrar soluciones de
buena calidad. Sin embargo, la aplicacio´n a la que fue enfocado el ABPE ma´s que una estrategia
para la solucio´n, fue la identificacio´n de variables principales del problema [50], de manera que el
algoritmo sea capaz de acotar espacios globales de bu´squeda por medio del ana´lisis de variables poco
utilizadas. Para esto, una estrategia de identificacio´n de variables, es llevado a cabo por medio del
conteo de las diferentes conexiones en las rutas con mejores funciones objetivo. El algoritmo parte
de un rango, en el cual se encuentran las rutas de mejor calidad, formando un sub-conjunto de rutas
parciales independiente. Con un sub-conjunto de buena calidad reducido, se realiza el conteo de las
conexiones con ma´s y menos repeticiones, para definir que arcos no necesitan ser incluidos en el
espacio de solucio´n y a cuales se les debe dar prioridad.
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Cap´ıtulo 5
Metodolog´ıa matheur´ıstica para el
BSS-EV-LRP
5.1. Generalidades del me´todo
En el ana´lisis de espacios de solucio´n es claro que el uso de me´todos exactos aplicados a modelos
de problemas de alto nivel de complejidad (generacio´n de un gran nu´mero de restricciones) puede
resultar en bu´squedas profundizadas que pueden llevar a los me´todos a converger en incumbentes
de baja calidad a cambio de un gran tiempo de co´mputo, y si a esto es agregado adema´s un
aumento en la cantidad de variables que pueda poseer un instancia espec´ıfica, las metodolog´ıas no
alcanzar´ıan incumbentes factibles, en un costo de co´mputo bastante alto (uso de memoria y tiempo
de co´mputo). En el caso del BSS-EV-LRP, se presenta esta limitante en el modelo aplicado, dado
que las instancias de la literatura de relativamente mediano taman˜o, generan una gran cantidad de
restricciones, provocando una numeracio´n impl´ıcita completa de los me´todos exactos, por lo que
e´stos no son capaces de encontrar resultados factibles en problemas de mediano y pequen˜o taman˜o.
Con base en la alta complejidad del modelo matema´tico y a la falta de vecindarios heur´ısticos
especializados para el BSS-EV-LRP capaces de salir de o´ptimos locales, se planteo´ el uso de te´cnicas
heur´ısticas y metaheur´ısticas de manera que fuera posible acotar el espacio de solucio´n del problema,
para determinar la efectividad de las mejoras que se pueden alcanzar al realizar una bu´squeda del
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espacio de solucio´n a partir de un punto de arranque en tibio (warm start para CPLEX R©) con el
fin de obtener buenos resultados. Por lo que fue necesario realizar un algoritmo con mu´ltiples etapas
que permitiera reducir el espacio de solucio´n con el fin de encontrar soluciones de buena calidad.
Las etapas que componen la metodolog´ıa propuestas fueron: (i) Divisio´n del BSS-EV-LRP, donde
el problema tipo BSS-EV-LRP es dividido en problemas de menor taman˜o. (ii) Identificacio´n de
variables principales, la cual busca excluir la mayor cantidad de variables poco atractivas del
problema para reducir el espacio de solucio´n del problema general. (iii) Adicio´n de restricciones
de corte especializadas, que tiene como finalidad tomar los datos recolectados en las etapas (i) y (ii)
para ingresarlos al modelo en forma de restricciones que acoten el espacio de solucio´n.
5.1.1. Divisio´n del BSS-EV-LRP
El algoritmo planteado inicia en la determinacio´n de una solucio´n tipo CVRP por medio del
ILS-RVND, con el fin de hacer posible la manipulacio´n de la configuracio´n de las rutas R generadas,
donde R = r1, r2, . . . , rm. Para hacer posible el uso de las rutas tipo CVRP se lleva a cabo una
divisio´n de la instancia original en un conjunto C de pequen˜os sub-problemas (problemas con ocho
clientes o menos) a partir de las ruta finales establecidas por las configuraciones de la solucio´n
inicial. En caso de que las rutas no cumplan con la cantidad ma´xima de clientes, el cliente final
de la configuracio´n de la ruta es asignado aleatoriamente a otro sub-grupo ci ∈ C del problema
original.
Partiendo de las configuraciones resultantes del CVRP, se procede con la bu´squeda semi-exhaustiva
de las conexiones menos atractivas por medio del DFS especializado presentado en la seccio´n (4), el
cual recorre el grafo en su totalidad y almacena las conexiones poco atractivas, con el fin de reducir
el espacio de solucio´n tipo CVRP.
El paso final en la identificacio´n de variables principales, es una etapa de bu´squeda intensiva llevada
a cabo por un me´todo exacto con el modelo completo del BSS-EV-LRP junto a la restriccio´n (2.25).
Con base en la eficiencia en tiempo de co´mputo en problemas tipo BSS-EV-LRP en problemas
pequen˜os tipo θ donde representa el nu´mero total de nodos por instancia (θ ≤ 8), se realiza la
bu´squeda exhaustiva del espacio de solucio´n de cada uno de los sub-problemas tipo ci esta vez
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enfocado a la identificacio´n de las estaciones de carga poco atractivas. Sin embargo, el me´todo debe
evitar identificar u´nicamente las mejores estaciones de recarga para las rutas establecidas por el
ILS-RVND, dado que las estaciones intermedias entre rutas pueden no ser incluidas como variable
principal. Por esta razo´n, fue llevado a cabo una estrategia de insercio´n y extraccio´n de clientes
a cada ruta analizada, de esta manera cada ruta ri del conjunto total de rutas R puede llegar a
incluir tantos clientes cercanos como lo permita la capacidad ma´xima del veh´ıculo, sin embargo
estos clientes insertados no necesariamente pueden estar incluidos en la solucio´n del problema
general. Una ilustracio´n sobre el comportamiento del me´todo de insercio´n es presentado en la
figura 5.1.1 donde la ruta original presentada en la figura 5.1.1.a es analizada segu´n la capacidad
de carga ma´xima del veh´ıculo Q en donde los nodos ma´s cercanos son identificados por su menor
distancia y son insertados en orden a su demanda qi para despue´s realizar un proceso de balance de
taman˜o por configuracio´n establecida por el taman˜o de θ, respetando que θ ≤ 8. En este caso los
nodos 3, 10 y 11 son insertados por factibilidad y el nodo 5 es extra´ıdo para mantener el taman˜o
ma´ximo del problema. Como parte del me´todo es necesario aclarar que la reduccio´n del taman˜o
de las instancias no necesariamente disminuyen su complejidad, por lo que es necesario tener en
cuenta que las configuraciones obtenidas deben ser almacenadas de manera que el algoritmo no
presente problemas con el manejo de la memoria usada en su ejecucio´n.
Figura 5.1: Movimiento de insercio´n de rutas
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5.1.2. Insercio´n de variables principales por medio de restricciones
Como etapa final, es propuesto la solucio´n del modelo completo tipo BSS-EV-LRP presentado en
la subseccio´n (2.2) para encontrar soluciones factibles de buena calidad en tiempos de co´mputo
poco prohibitivos. Para hacer esto posible el me´todo se encarga de acotar el espacio de solucio´n
por medio del conjunto de variables principales obtenido en el paso anterior (ver figura (5.1.2)), las
cuales son insertadas por medio de la construccio´n de restricciones de corte. Sin embargo, por la
gran cantidad de variables de cada problema, es necesario que el me´todo pueda iniciar su bu´squeda
en un punto factible dado que esto reduce las bu´squedas infactibles iniciales que pueden resultar
en una gran cantidad de nodos del a´rbol branch & bound. Como solucio´n inicial factible, es tomada
la solucio´n tipo CVRP generada por el ILS-RVND y dividida nuevamente en sub-problemas tipo
ci para ser resueltos por medio del modelo modificado propuesto y as´ı obtener una configuracio´n
de buena calidad que asigne un valor inicial a las variables del problema. Finalmente, el me´todo se
encarga de recorrer de forma exhaustiva todo el espacio de solucio´n posible en el intervalo de tiempo
asignado para encontrar la solucio´n o´ptima parcial de cada una de las instancias de la literatura
especializada.
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Figura 5.2: Ilustracio´n general de la metodolog´ıa matheur´ıstica
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Cap´ıtulo 6
Resultados
6.1. Pruebas y resultados
Como etapa final, se realizan pruebas computacionales de todas la metodolog´ıas propuestas, que
componen la solucio´n general del problema de ruteamiento de veh´ıculos ele´ctricos capacitado con
localizacio´n de estaciones de intercambio de bater´ıas (BSS-EV-LRP), con el fin de analizar el
rendimiento, comportamiento y la contribucio´n del algoritmo gene´tico modificado con el me´todo
de bu´squeda local especializada (ILS-RVND) propuesto como te´cnica general de solucio´n para el
problema CVRP con flota homoge´nea. El algoritmo de bu´squeda en profundidad especializado,
encargado de acotar el espacio de solucio´n por medio de la identificacio´n de variables poco atractivas.
Finalmente, el algoritmo matheur´ıstico que reu´ne las propuestas anteriores es probado con instancias
de la literatura especializada a los cuales se les conoce la mejor respuesta hallada por otros autores
usando diferentes algoritmos propuestos para el mismo problema.
6.1.1. Resultados ILS-RVND aplicado al CVRP
La tabla 6.1 resume los resultados del algoritmo ILS-RVND probado con 20 instancias propuestas
por Augerat et al. (disponible en [51]) y comparados con sus respectivos BKS (Best Know Solutions)
para medir su rendimiento y efectividad en la bu´squeda de una respuesta o´ptima. En las primeras
dos columnas de la tabla 6.1, se encuetra el nombre de la instancia seguido por el nu´mero de
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clientes (n), el nu´mero de rutas final, el valor de la solucio´n o´ptima y los resultados obtenidos con el
ILS-RVND, acompan˜ado del GAP (denotado por la ecuacio´n (6.1)) entre el BKS y la mejor solucio´n
encontrada por la metodolog´ıa, el promedio de sus respuestas, sus respectivas diferencias con los
valores o´ptimos y el tiempo de ejecucio´n.
La implementacio´n de la metodolog´ıa propuesta fue realizada en lenguaje C++ bajo el compilador
G++ que hace parte de un conjunto de compiladores de licencia libre, derivado de la coleccio´n de
compiladores GNU (GCC). El sistema operativo utilizado fue macintosh OSX Yosemite 10.10.5, en
un computador con procesador Intel Core i5 a 5.2 GHz y memoria de 16 GB.
gap = ((BestSol −BKS)/BKS) ∗ 100 (6.1)
Los resultados muestran que la aplicacio´n de un algoritmo ILS-RVND permite llegar a algunas
soluciones o´ptimas de referencia y se acerca a gran parte de las instancias de gran taman˜o, para
los sistemas de prueba propuestos de la literatura especializada en un tiempo no prohibitivo en
comparacio´n a una solucio´n exacta exhaustiva. Por otro lado, el gap de las respuestas promedio
son un factor atractivo para el me´todo dado que permite que el matheur´ıstico propuesto pueda
comportarse como un algoritmo con multiples inicios.
6.1.2. Resultados problema de identificacio´n de variables principales
Los experimientos computaciones fueron llevados a cabo con el fin de medir la eficiencia del algoritmo
en terminos del tiempo de co´mputo y la memoria utilizada. Para poder hacer esto posible, se llevaron
a cabo dos tipos de pruebas. El primer tipo de prueba se encuentra enfocado a determinar la
diferencia en memoria usada por el ABPE en comparacio´n con una ABPE usando almacenamiento
de etiquetas en la etapa de acotamiento. El segundo tipo de pruebas es llevado a cabo por medio de
un ana´lisis de la inclusio´n de rutas de buena calidad, con respecto a las mejores soluciones otorgadas
por un algoritmo de bu´squeda en vecindad especializado. Las pruebas fueron llevadas a cabo con el
uso de instancias propuestas por Augerat et al. (disponible en [51]) para el problema de ruteo de
veh´ıculos capacitados.
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INPUT ILS-RVND
Instance n k BKS k Best Average Gap Avg. Gap Time (s)
P-n16-k8 16 8 450 8 450 450 0 0 1,2
P-n19-k2 19 2 212 2 213 213,43 0,472 0,675 1,8
P-n20-k2 20 2 216 2 219 219 1,389 1,389 1,6
P-n21-k2 21 2 211 2 211 211 0 0 2,2
P-n22-k2 22 2 216 2 216 217,8521 0 0,857 2,32
P-n22-k8 22 8 590 8 590 600,7045 0 1,814 2,31
P-n23-k8 23 8 529 8 529 529 0 0 2,43
P-n40-k5 40 5 458 5 465 468,728 1,092 2,342 6,12
P-n45-k5 45 5 510 5 515 530,256 0,98 3,972 6,54
P-n50-k7 50 7 554 7 555 558,0648 0,181 0,734 6,62
P-n50-k8 50 8 629 8 629 650,4045 0 3,403 7,28
P-n50-k10 50 10 696 10 696 729,2954 0 4,784 7,69
P-n51-k10 51 10 741 10 745 750,2591 0,54 1,25 7,856
P-n55-k7 55 7 568 7 571 571,9141 0,528 0,689 8,59
P-n55-k10 55 10 694 10 694 700,7739 0 0,976 9,08
P-n55-k15 55 15 945 15 945 950,20621 0 0,551 8,58
P-n60-k10 60 10 744 10 744 750,9359 0 0,932 9,107
P-n60-k15 60 15 968 15 969 974,598 0,103 0,682 8,01
P-n65-k10 65 10 792 10 801 812,67 1,136 2,61 9,22
P-n70-k10 70 10 827 10 850,0228 855,74 2,784 3,475 12,094
Tabla 6.1: Resultados de las pruebas en instancias de Augerat et. al con el ILS-RVND
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La implementacio´n de la metodolog´ıa propuesta fue realizada en lenguaje C++ bajo el compilador
G++ que hace parte de un conjunto de compiladores de licencia libre, derivado de la coleccio´n de
compiladores GNU (GCC). El sistema operativo utilizado fue macintosh OSX Yosemite 10.10.5, en
un computador con procesador Intel Core i5 a 5.2 GHz y memoria de 16 GB.
6.1.2.1. Pruebas de uso de memoria
Para poder conocer el impacto parcial en memoria del algoritmo, fueron usadas instancias del CVRP
con el fin de medir las diferencias entre ambos. Para esto no se toma en cuenta el tiempo de co´mputo,
dado que el almacenamiento de etiquetas hace que la bu´squeda en profundidad tome cada vez ma´s
tiempo en encontrar soluciones en cada iteracio´n del algoritmo.
En la tabla 6.2 se presentan los resultados obtenidos por la pruebas del ABPE en comparacio´n a un
ABPE que posee un procedimiento de almacenamiento de etiquetas, en lugar del uso de cotas por
nodo. Las pruebas fueron llevadas a cabo con instancias de pequen˜o y mediano taman˜o del CVRP
propouestas por Augerat et al. (disponible en [51]) en donde se tiene el nombre de las instancia
utilizada, el nu´mero de nodos por problema n, el nu´mero de rutas obtenidas en la solucio´n final
k, las unidades almacenadas en memoria U.A.M para ambos algoritmos y la diferencia porcentual
que existe entre cada una de las U.A.M usando la ecuacio´n 6.2.
gap = ((U.A.M2 − U.A.M1)/U.A.M1) ∗ 100 (6.2)
6.1.2.2. Pruebas de calidad de solucio´n
Las pruebas de calidad de solucio´n se encuentran enfocadas a revisar, la cantidad de soluciones de
buena calidad (rutas que hacen parte de la solucio´n o´ptima del CVRP) que son generadas por el
ABPE y la cantidad de arcos que pueden ser excluidos del espacio de solucio´n. Con estas medidas
se pretende mostrar como la metodolog´ıa propuesta pueden llegar a acotar el espacio de solucio´n
de un problema maestro (CVRP) a partir de un sub-problema esclavo.
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ABPE ABPED
Instancia n k U.A.M1 (Mb) U.A.M2 (Mb) Gap
Pn6k2 6 2 1 3.4 0.24
Pn7k3 7 3 1.4 4.8 0.24
Pn8k3 8 3 1.4 3.0 1.14
Pn16k8 16 8 5 107 2.04
Pn19k2 19 2 5 58 0.91
Pn21k2 21 2 6 62 0.90
Pn23k8 23 8 5 253 0.98
Gap total 5.69
Tabla 6.2: Tabla de resultados en uso de memoria de co´mputo
Los resultados de las pruebas realizadas mostradas en la tabla 6.3, fueron llevadas a cabo por
medio de instancias de pequen˜o y mediano taman˜o del CVRP propouestas por Augerat et al.
en donde se tiene el nombre de las instancia utilizada, el nu´mero de nodos por problema n, el
nu´mero de rutas obtenidas en la solucio´n final k, el taman˜o de la poblacio´n final generada T.P ,
las rutas generadas por el ABPE que se encuentran en el conjunto de rutas que componen las
mejores soluciones del problema (BKS, del ingle´s Best Know Solution) obtenidas por medio de
un ILS-RVND especializado. Las rutas que fueron excluidas del espacio de solucio´n del problema
R.T.E.S y el tiempo total en segundos que fue usado por el ABPE para entregar las rutas parciales
atractivas.
6.1.3. Resultados BSS-EV-LRP
Finalmente se realizan pruebas computacionales para analizar el rendimiento, comportamiento y la
contribucio´n de las metodolog´ıas metaheur´ısticas propuestas aplicadas al problema de ruteamiento
de veh´ıculos ele´ctricos capacitado con localizacio´n de estaciones de intercambio de bater´ıas
(BSS-EV-LRP). Para esto se han utilizado dos conjuntos de instancias del CVRP modificadas de la
literatura, ambas propuestas por [6] (Disponible en (neo vrp, 2015)). El primer conjunto, corresponde
a seis instancias de prueba con problemas pequen˜os basadas en instancias de Augerat et al. (1995),
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ABPE
Instance n k T.P R.B R.T.E.S Tiempo (s)
Pn6k2 6 2 8 2 10 0.82
Pn7k3 7 3 15 3 13 0.67
Pn8k3 8 3 18 3 13 0.55
Pn16k8 16 8 900 8 200 3.5
Pn19k2 19 2 220 2 120 4.2
Pn21k2 21 2 350 1 80 3.3
Pn23k8 23 8 1300 6 340 9.2
Tabla 6.3: Resultados de la calidad de la solucio´n del ABPE
que posee estructuras de 16 a 70 clientes y dos a diez veh´ıculos, y una instancia de (Rinaldi y Yarrow
,1985) con 48 clientes, usados para medir el comportamiento de las te´cnicas exactas aplicadas al
modelo BSS-EV-LRP ecuaciones (3.13) a (3.27). El segundo conjunto se compone de un sub-conjunto
de instancias basadas en Augerat et al. (1995) a las cuales los me´todos exactos solos no son capaces
de alcanzar respuestas factibles en tiempos computacionales razonables.
Para poder ser coherentes con los resultados obtenidos por [6], se uso la siguiente informacio´n
obtenida del art´ıculo, informacio´n adicional del autor e informacio´n de reportes te´cnicos que trabajan
el problema BSS-EV-LRP que en la actualidad no se encuentras publicados:
Del primer conjunto de instancias, se tienen dos sub-conjuntos de instancias. El primero son
tres problemas de muy pequen˜o taman˜o que fueron realizados con base en la instancia P-n16-k8
de Augerat et al. (1995) en donde se usan los u´ltimos n = 6, 7, 8 clientes y se eliminan los
clientes sobrantes. El otro son tres problemas basados en la instancia RY-att48 de Rinaldi y
Yarrow (1985) seleccionando los ultimos n = 12, 15, 20 clientes de la instancia.
Las instancias basadas en Augerat et al. (1995) y Rinaldi y Yarrow (1985), poseen una
localizacio´n del depo´sito en (1, -1).
La capacidad de la bater´ıa B es determinada por B = d1,2 ∗ dmaxe, donde dmax es la distancia
ma´s grande que conecte dos nodos del problema.
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El costo de construccio´n del todas las BSSs es d0,5 ∗Be.
En el primer conjunto de instancias se tiene una capacidad de carga de 40, para las instancias
basadas en Augerat et al. (1995) y 8 para las instancias de Rinaldi y Yarrow (1985). El segundo
conjunto usa las capacidades de carga originales de cada instancia.
La implementacio´n de la metodolog´ıa propuesta fue realizada en lenguaje C++ bajo el compilador
G++ que hace parte de un conjunto de compiladores de licencia libre, derivado de la coleccio´n de
compiladores GNU (GCC). El sistema operativo utilizado fue macintosh OSX Yosemite 10.10.5, en
un computador con procesador Intel Core i5 a 5.2 GHz y memoria de 16 GB.
6.1.3.1. Resultados modelo completo BSS-EV-LRP contra modelo modificado
propuesto
La tabla 6.4 resume los resultados los dos modelos matema´ticos: el modelo matema´tico extendido
(MME) y el mismo modelo extendido modificado (MMEM), el cual usa el grupo de restricciones
(2.25) en lugar de (2.12). Ambos modelos lo algoritmos fueron probados con 4 instancias propuestas
por Yang y Sun [6] y comparados con sus BKS (Best Know Solutions) para medir su rendimiento
y efectividad en la bu´squeda de una respuesta o´ptima o sub-o´ptima de buena calidad, con el fin
de determinar que modelo puede ser usado segu´n las necesidades de la metodolog´ıa global. En
las primeras dos columnas de la tabla 6.4, se encuentra en nombre de la instancia seguido por el
nu´mero de clientes (n), nu´mero de rutas en la solucio´n o´ptima y los resultados obtenidos con el
MME y MMEM, acompan˜ado del GAP (denotado por la ecuacio´n 6.1) entre el BKS y la mejor
solucio´n encontrada por cada metodolog´ıa y el tiempo de ejecucio´n.
A pesar de que la respuesta obtenida para el modelo modificado propuesto, sea de menor calidad
en problemas de mayor taman˜o, resulta poseer una ventaja provechosa en problemas de pequen˜o
taman˜o debido a que el nuevo conjunto de restricciones reduce el l´ımite inferior del espacio
de solucio´n permitiendo converger en soluciones o´ptimas en tiempos de co´mputo notablemente
menores. Este comportamiento, permite que las metodolog´ıas basadas en la sub-divisio´n del
problema alcancen soluciones de cada fraccio´n correspondiente en tiempos de co´mputo mucho
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Input MME MMEM
Instance n k BKS Best Time (s) GAP Best Time (s) GAP
P-n6-k2 6 2 421.83 421.83 9.3 0 421.83 5.27 0
P-n7-k3 7 3 428.25 428.25 137.36 0 428.25 52.98 0
P-n8-k3 8 3 428.59 428.59 140.29 0 428.59 96.69 0
RY-n12-k2 12 2 857.79 53117,67 1200 76.84 53117,67 1300 78.87
Tabla 6.4: Resultados entre el modelo modificado (MMEM) y el modelo no modificado (MME)
menores asegurando siempre el o´ptimo global tal como se aprecia en las figuras 6.1.3.1 y 6.1.3.1.
Figura 6.1: Solucio´n del RY-n12-k2 con el modelo no modificado
6.1.3.2. Resultados instancias BSS-EV-LRP
Los modelos matema´ticos propuestos fueron probados en conjunto con el algoritmo gene´tico
como etapa inicial y la metodolog´ıa de identificacio´n de variables principales en las instancias
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Figura 6.2: Solucio´n del RY-n12-k2 con el modelo modificado
de la literatura especializada propuestas por Yang y Sun [6]. En la tabla 6.5 se presenta una
comparacio´n del algoritmo propuesto contra el mejor algoritmo oficial de la literatura especializada
a la fecha propuesto SIGALNS, de esta manera, la tabla se compone de una primera columna que
contiene el nombre de la instancia probada, seguido del nu´mero de clientes por instancia n y el
nu´mero de rutas finales k. La cuarta columna presenta las mejores soluciones obtenidas para el
BSS-EV-LRP. Las columnas cinco a la nueve, presentan los resultados obtenidos con el algoritmo
SIGALNS, compuesto por el nu´mero de estaciones abiertas, el mejor resultado obtenido, los
resultados promedios encontrados por la metodolog´ıa, su diferencia con la mejor respuesta usando
la fo´rmula (6.1) y el tiempo total de co´mputo promedio que le tomo´ a la metodolog´ıa encontrar
la solucio´n. Finalmente las columnas diez a catorce, presentan los resultados obtenidos con el
algoritmo propuesto compuesto por un algoritmo de bu´squeda local especializada (ILS-RVND) en
conjunto con un algoritmo de identificacio´n de variables principales (IVP) y los modelos exactos
(ME). Al igual que en las columnas cinco a nueve las respectivas columnas esta´n compuestas por,
el nu´mero de estaciones abiertas, el mejor resultado obtenido, los resultados promedios encontrados
por la metodolog´ıa, su diferencia con la mejor respuesta usando la fo´rmula (6.1) y el tiempo total
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de co´mputo promedio que le tomo´ a la metodolog´ıa encontrar la solucio´n, que para este caso, fue
establecido como un l´ımite de 20000 segundos.
INPUT SIGALNS ILSRVND + IVP + MME
Instance n k BKS BSS Best Average Gap Time (s) BSS Best Average Gap
Pn16k8 16 8 1281,95 2 1281,95 1299,47 0 2,58 2 1281,95 1309,2 0,42
Pn19k2 19 2 471,39 1 471,39 483,95 0 2,78 1 490,25 495,64 4,001
Pn21k2 21 2 478,64 1 478,64 478,95 0 3,13 1 507,89 509,76 6,111
Pn23k8 23 8 1360,51 2 1360,51 1436,2 0 3,14 2 1356,02 1430,35 -0,33
Pn40k5 40 5 893,23 2 893,23 908,05 0 6,18 2 893,23 912,67 0
Pn45k5 45 5 939,63 2 939,63 950,39 0 7,69 2 939,63 964,97 0
Pn50k7 50 7 1196,48 2 1196,48 1221,07 0 8,52 2 1180,34 1211,41 -1,349
Pn55k8 55 8 1247,1 4 1247,1 1268,3 0 20,13 4 1233,85 1263,3 -1,062
Pn60k10 60 10 1648,24 4 1648,24 1687,65 0 24,5 4 1690,24 1702,8 2,548
Pn70k10 70 10 1738,98 5 1738,98 1738,98 0 35,93 5 1830,48 1848,35 5,262
tai75a 75 10 1924,32 5 1924,32 1967,9 0 53,69 5 1956,42 1979,09 1,668
Tabla 6.5: Resultados de comparacio´n entre SIGALNS y la metodolog´ıa matheur´ıtica propuesta en
las instancias modificadas propuestas por Yang & Sun [6].
La solucio´n de los sistemas de prueba para el problema problema de ruteamiento de veh´ıculos
ele´ctricos capacitado con localizacio´n de estaciones de intercambio de bater´ıas (BSS-EV-LRP) por
medio la metodolog´ıa de tres etapas, usando un modelo modificado y el solver CPLEX R© no fue
posible en 8 de los casos debido a los inconveniente de tiempo en la bu´squeda de soluciones iniciales
tipo CVRP y en la calibracio´n del acotamiento por medio de identificacio´n de variables principales,
lo que demuestra el elevado grado de complejidad de estos sistemas de prueba. Sin embargo, fueron
superadas 3 de las mejores soluciones de la literatura especializada. De manera general, los resultados
obtenidos en todas las pruebas no so´lo muestran la viabilidad y utilidad de usar los modelos y
sistemas de prueba propuestos, sino que adema´s indican la necesidad de crear mecanismos que
permitan reducir el espacio de solucio´n para permitir a las te´cnicas de solucio´n resolver problemas
complejos en sistemas de gran taman˜o y complejidad de manera eficaz y eficiente.
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Cap´ıtulo 7
Conclusiones, recomendaciones y
trabajos futuros
7.1. Conclusiones
Se logro´ desarrollar un conjunto de metodolog´ıas que permiten identificar de forma eficiente
elementos que influyen en la solucio´n final en el problema de ruteo de veh´ıculos capacitados.
Esto permitio´ reducir el espacio de solucio´n del problema de ruteo de veh´ıculos ele´ctricos
capacitados con estaciones de intercambio de bater´ıas.
Con respecto a los tiempos de co´mputo es importante resaltar que las estrategias propuestas
muestran una mejora considerable con relacio´n a las te´cnicas exactas solas. Con base en esto,
es posible afirmar que la aplicacio´n de varias te´cnicas de particio´n diferentes y el uso de
granularidad pueden ser enfoques interesantes ya que pueden permitirle a la te´cnica exacta
reducir au´n ma´s el espacio de solucio´n del problema.
El algoritmo ILS-RVND es una metodolog´ıa que entrega buenos resultados en el caso del
problema CVRP.
El uso de cotas por nodo en lugar del almacenamiento de etiquetas por cada una de las rutas
parciales, demuestra ser una ventaja significativa al reducir el uso de memoria, tal como se
68
presenta en la tabla 6.2. Lo cual, implica una ventaja en la posible aplicacio´n del algoritmo
en problemas de gran taman˜o y complejidad.
La te´cnica de acotamiento previa, presenta un buen comportamiento en relacio´n al nu´mero
de rutas que excluye del conjunto de soluciones finales. Incluir el nu´mero de nodos V(P)
como parte de los recursos principales de una ruta parcial P, ha permitido acotar el espacio
de bu´squeda de forma eficiente. Sin embargo, hace falta calibrar la manera en la que puede
ser usado, dado que en los resultados obtenidos en la tabla 6.3, demuestran que cuando los
problemas presentan un aumento en su complejidad y taman˜o, el algoritmo puede acotar rutas
que hacen parte de la solucio´n o´ptima del problema global.
Los problemas que pueden presentar resultados con menor cantidad de rutas sondadas, son los
menos restrictos. Esto significa que las conexiones entre nodos permiten un gran nu´mero de
permutaciones entre los nodos del problema, dado que la capacidad del veh´ıculo lo permite.
El uso de estrategias de acotamiento del espacio de solucio´n en conjunto con te´cnicas exactas
demuestra un muy buen comportamiento en la calidad de las soluciones en tiempos no
prohibitivos. Sin embargo, en los casos en los que no se alcanza la mejor solucio´n de una
instancia, es posible deducir que el comportamiento generalizado del algoritmo de acotamiento
puede llegar a sondar configuraciones que hacen parte de la solucio´n sub-o´ptima mejor. Por
este motivo, ser´ıa necesario establecer una serie de para´metros que permitan calibrar el me´todo
para poder ser variado segu´n el problema que se presente.
7.2. Recomendaciones y trabajos futuros
Se recomienda combinar las estrategias de bu´squeda local presentadas en este trabajo con
algoritmos metaheur´ısticos basados en trayectoria, como Bu´squeda Tabu´, con el fin de realizar
comparaciones que permitan determinar que tipos de algoritmos resultan ser ma´s adecuados
a la hora de resolver este tipo de problemas.
Nuevas estrategias de bu´squeda local pueden ser incluidas, con el fin de explorar nuevas
regiones en el espacio de solucio´n, de tal forma que se encuentren mejores soluciones de manera
eficiente.
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Pueden proponerse nuevos objetivos como el impacto en costos de la red de distribucio´n
ele´ctrica y efectos ambientales y resolver el problema usando te´cnicas de optimizacio´n
multiobjetivos.
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