Artificial Neural Network seem very promising for regression and classification, especially for large covariate spaces. These methods approximate a non-linear function by a composition of low dimensional ridge functions, and therefore appear to be less sensitive to the dimensionality of the covariate space. However, due to non uniqueness of a global minimum and the existence of (possibly) many local minima, the model revealed by the network is non-stable. We introduce a method to interpret neural network results which uses novel robustification techniques. This results in a robust interpretation of the model employed by the network. Simulated data from known models are used to demonstrate the interpretability results. Graphical tools are used for studying the interpretation results, and for detecting interaction between covariates. The effects of different regularization methods on the robustness of the interpretation are discussed. We conclude that neural networks estimated with sufficient regularization can be reliably interpreted using the method presented in this paper.
Introduction
Interpretability of statistical models is a desirable property in applied research. For health outcome data, interpretation of model results becomes acutely important, as the intent of such studies is to gain knowledge about the underlying mechanisms. Commonly used models, such as the logistic regression model, are interpretable, but often do not provide adequate prediction, thus making interpretation questionable. Recently, statistical aspects of Artificial Neural Networks (ANN) have been discussed, and compared with properties of more "classical" methods (Barron and Barron, 1988; Geman et al., 1992; Ripley, 1993) . ANN have proven to produce good prediction results in classification and regression problems (e.g. Ripley, 1996) . This has motivated the use of ANN on data that relates to health outcomes such as death or diagnosis. One such example is the use of ANN for the diagnosis of Acute Coronary Occlusion (Baxt, 1990) . In such studies, the dependent variable of interest is a class label, and the set of possible explanatory predictor variables -the inputs to the ANN -may be binary or continuous.
Neural networks become useful in high dimensional regression by looking for low dimensional decompositions or projections (Barron, 1991) and are thus good candidate methods for analysis of multivariate data. Feed-forward neural networks with simple architecture (one or two hidden layers) can approximate any L 2 function and its derivatives with any desired accuracy (Cybenko, 1989; Hornik et al., 1990; Hornik et al., 1993) . These two properties of ANN make them natural candidates for modeling data.
The large flexibility provided by neural network models results in prediction with a relatively small bias, but a large variance. Careful methods for variance control (Barron, 1991; Breiman, 1996; Raviv and Intrator, 1996) can lead to a smaller prediction error and are required to robustify the prediction. While artificial neural networks have been extensively studied and used in classification and regression problems, their interpretability still remains vague. The aim of this paper is to present a method for interpreting ANN models.
Interpretability of common statistical models is usually done through an understanding of the effect of the independent variables on the prediction of the model. One approach to interpretation of ANN models is through the study of the effect of each input individually on each neuron in the network. We argue that a method for interpretation must combine the effect of the input on all units in the network. It should also allow for combining effects of different network architectures. Since substantial interest usually focuses on the effect of covariates on prediction, it is natural to study the derivative of the prediction p with respect to each predictor. For binary response outcomes it is natural to study the derivative of the log-odds (log p 1−p ) with respect to each input.
We calculate the derivative of the log odds of the ANN prediction with respect to each of the explanatory variables (inputs) while taking various measures for achieving robust results. The method allows to determine which variables have a linear effect, no effect, or nonlinear effect on the predictors. Graphical tools useful for identifying interactions, and for examination of the prediction results are presented. Using simulated data we demonstrate the importance of using different regularization methods on robustification and interpretation.
A preliminary version of this paper appeared in (Intrator and Intrator, 1997).
Methods

Regularization of neural networks
The use of derivatives of the prediction with respect to the input data, sometimes called sensitivity analysis, is not new (Deif, 1986; Davis, 1989) . Since a neural network model is parametric (with possibly a large parameter space), a discussion of the derivatives of the function is meaningful (Hornik et al., 1990; Hornik et al., 1993) . However, there are several factors which degrade the reliability of the interpretation that need to be addressed.
First, the solution to a fixed ANN architecture and learning rule is not unique. In other words, for any given training set and any given model (architecture, i.e. the number of hidden units), the weight matrix is not uniquely determined. This means that ANN models are not identifiable. Second, gradient descent, which is usually used for finding the estimates, may get stuck at local minima. This means that based on the random sequence in which the inputs are presented to the network and based on the initial values of the input parameters different solutions may be found. Third, there is the problem of optimal network architecture selection (number of hidden layers, number of hidden units, weight constraints, etc.) This problem can be addressed to some degree by cross validatory choice of architecture (Breiman, 1996) , or by averaging the predictors of several network with different architecture (Wolpert, 1992) .
The non-identifiability of neural network solutions caused by the (possible) non uniqueness of a global minima, and the existence of (possibly) many local minima, leads to a large prediction variance. The large variance of each single network in the ensemble can be tempered with a regularization such as weight decay (Krogh and Hertz, 1992; Ripley, 1996, provide a review). Weight decay regularization imposes a constraint on the minimization of the squared prediction error of the form:
where t p is the target (observation) and y p the output (prediction) for the p'th example pattern. w i,j are the weights and γ is a parameter that controls the amount of weight decay regularization. There is some compelling empirical evidence for the importance of weight decay as a single network stabilizer (Breiman, 1996; Ripley, 1996) .
The success of ensemble averaging of neural networks is due to the fact that neural networks, in general, find many local minima; even with the same training set, different local minima are found when starting from different random initial conditions. These different local minima lead to somewhat independent predictors, and thus, the averaging can reduce the variance. (Hansen and Salamon, 1990; Wolpert, 1992; Perrone and Cooper, 1993; Breiman, 1996; Raviv and Intrator, 1996) When a larger set of independent networks is needed, but only little data is available, data reuse methods can be helpful for robustifying the results. Re-sampling (with return) from the training data improves the independence of the training sets, and hence, the independence of the estimators, leading to improved ensemble results (Breiman, 1996) . Smoothed bootstrap (Efron and Tibshirani, 1993 ) is potentially more useful since larger sets of independent training samples can be generated. The smoothed bootstrap approach amounts to generating larger datasets by simulating the true noise in the data.
Noise added to the input during training can also be viewed as a regularizing parameter that controls, in conjunction with ensemble averaging, the capacity and the smoothness of the estimator (Raviv and Intrator, 1996) . Adding noise results in different estimators pushed to to different local minima, thus producing a more independent set of estimators.
Best performance is then achieved by averaging over the estimators. For this regularization, the level of the noise may be larger than the 'true' level which can be indirectly estimated.
Interpretability of single hidden-layer Neural Networks
The most common feed-forward neural network for classification has the following form:
where l is the number of hidden units, σ is the sigmoidal function given by σ(x) = 1/(1 + exp(−x)), x are the inputs (covariates) and w are the weights (parameter) attached to each neuron. The design of the input includes an intercept term (often called "bias" in Neural
In terms of log odds, the common feed-forward network can be written as
This is a nonlinear model for the effect of the inputs on the log odds, as each projection x · w i has a nonlinear effect on the output mediated through the sigmoidal function.
In a manner similar to the interpretation of logistic regression, we study the effect of an infinitesimal change in variable x j on the logit transform of the probability. Since p(x) is a smooth function of x, it is meaningful to examine the derivative
In logistic regression, the effect of each covariate x j on the log odds is given by the individual weights w j since the odds are expressed as a linear combination of the inputs. The effect of each covariate x j for the neural network model is given by what we term a generalized weight:w
Thus, in neural network modeling, the generalized weights have the same interpretation as weights have in logistic regression, i.e., the contribution to the log odds. However, unlike logistic regression, this contribution is local at each specific point x. The dependence on any specific point focuses our attention to the fact that at different points of the covariate space the effect can be different. For example, it is possible that the same variable may have a positive effect for some of the observations and a negative effect for others and its average effect may be close to zero. The distribution of the generalized weights, over all the data shows whether a certain variable has an overall strong effect, and determines if the effect is linear or not. A small variance of the distribution suggests that the effect is linear. A large variance suggests that the effect is nonlinear as it varies over the observation space. In contrast, in logistic regression the respective distribution is concentrated at one value.
A generalization of the common feed-forward neural network is one with skip layer connections. In this case the inputs are also directly connected with the outputs, so that the model is
where the additional term permits the estimation of a simple logistic regression model. The definition of the generalized weights can easily be extended to include this model. 
Simulation studies
We simulate binomial data using the logit link function to assess the quality of interpretation.
Of particular interest to us was the sensitivity of the interpretation to the regularization methods.
For continuous covariates x 1 and x 2 we simulate the following models:
1. A deterministic model: I{x 2 > 0}, where I is the indicator function;
3. logit(p) = ax 1 x 2 with a = 1;
In order to minimize boundary effects, a uniform distribution of the covariates was used.
Each simulation contains 800 data points and uses ensembles of six hidden units single layer nets. Ripley's S-Plus 'nnet' implementation of a feed-forward network was used (Ripley, 1996) together with our implementation of the RGWs The minimization criterion is mean squared error with weight decay. We tested weight decay parameter values γ between 5e-5 and 0.1. Noise values added to the inputs are normally distributed with zero mean and standard deviation up to 20% of the standard deviation of the input. We used the skip layer connections option of Ripley's code (namely a model that includes logistic regression). Robustification of the generalized weights was based on network ensembles of 5 to 11 networks.
Results
In all figures the left hand panel is a scatter plot of each individual observation's generalized weight at its observed data point. This is presented twice: the top figure is for x 1 and the bottom figure is for x 2 . These plots present a rough picture of the RGWs and suggest nonlinearity as discussed above. A more detailed examination of the results are the quintile level plots of the RGWs (right panels) which are averages of the RGWs of one variable within quintiles of values of another variable, plotted at different levels of each of the variables.
This trivial model demonstrates a fundamental problem with model interpretation when the true link function is not finitely approximated well by a mixture of sigmoidal functions ( Figure 1 ). We used a step link function which corresponds to an infinite slope of the sigmoidal. The anticipated RGW is null everywhere except at zero where it is infinite. The stronger the weight decay the smoother the RGW, with a tamer effect at zero, and a slower decay to zero elsewhere. Weight decay reduced the level of the RGW at zero from those in the order of hundreds at γ < 0.1 to less than 10 at γ =.
Model 2: logit(p) = ax 1 + bx 2 where a = 1, b = 2.
In this model we expect the interpretation to be a constant function fixed at 1 for the derivative of the logit with respect to x 1 , and a constant function fixed at 2 for the derivative with respect to x 2 . In the scatter plots in Figure 2 In this model we expect to see parallel level plots of the RGWs of x 1 by x 1 (since the derivative is ax 2 ), and parallel level plots for the RGWs of x 2 by x 2 (since the derivative is ax 1 ). The level plots of the RGW of x 2 versus x 1 are expected to be a single increasing line, with no difference between the quintile level plots. Likewise, the level plots of the RGW of
Figure 4 depicts interpretation result using minimal regularization, i.e. small weight decay (γ = 0.05), no noise injection and no averaging. We first note that the scale of the result is between -10 and 10, and the slope in the lower panels is around 5, way beyond the model parameter a = 1. We see that the level plots of generalized weight of x 1 by x 1 (and those of x 2 ) are not always parallel, and are not evenly spaced. They exhibit heavy shrinkage at the data points with large absolute values.
The regularization needed to produce robust plots involves a large weight decay (γ = 0.5) a high level of noise (at least 0.3 SD), and averaging. Figure 6 presents the robustified generalized weights with satisfactory levels of regularization. As expected, both variables exhibit a nonlinear effect in the left panels. The level plots aid in detecting that the nonlinearity is due to an interaction between the two variables.
The interaction is apparent from the middle panel which displays the (almost) single straight line corresponding to x 1 and its RGW, at the 5 quintile levels of x 2 , and from the parallel horizontal lines of the RGWs of x 1 versus x 2 , at the various quintiles of x 1 . The boundaries display some deviations from the expected values.
Model 4: logit(p) = x 2 1 + x 2 For this model we chose to restrict the inputs to the range [-1.5, 1.5] due to the quadratic effect. The nonlinearity displayed in this model is in the quadratic effect of x 1 (Figure 7) .
We expect to detect it in the left panel displaying the RGW of x 1 versus its levels. We also expect to see a single straight line of the RGW of x 1 versus its levels, at all quintiles of x 2 (top middle panel). In the bottom middle panel we expect to see parallel lines of twice the average levels of the quintiles of x 1 , for the RGW of x 1 versus x 2 . The right panels display the RGW of x 2 which should always be 1.
We used a 7 hidden unit neural network architecture with noise injection, and averaged over an ensemble of 15 networks. We see that the results for x 
Discussion
We presented a method for interpreting results of neural networks. Using simulated data we demonstrated that the method provides an appropriate model description. An important contribution of this method is its ability to directly identify multiplicative interactions. Since neural networks provide estimation for general approximations, there is no need to specifically model interactions. What one needs instead is a graphical method to examine and detect them. Such a method is provided in this paper: a graphical examination of the level plots of the generalized weights averaged over quintiles of the data by the values of the inputs.
We stress that the interpretation results rely heavily on appropriate use of neural network regularization and that the usage of skip layer architecture is essential. Furthermore, weight decay and noise injection along with ensemble averaging, should be applied. These "tweaking" parameters are also important in order to obtain better (cross validated) prediction results. Thus, cross validated prediction should direct a better choice of these regularization parameters, which would lead to valid interpretation. . When these methods are not appropriately used, one may easily arrive at false model interpretation.
An example of the effect on interpretation of the nonlinearity of the RGWs concerns their shrinkage at larger values of the inputs. Weight decay (Equation 1) results in shrunken parameter estimates, i.e., weights w ij smaller than the true model parameters. These smaller weights propagate to the RGWs (Equation 2) in a non-linear way, emphasized at higher levels of the RGWs. This is seen in the simulations as a stronger reduction of effect size in the tails, where the absolute value of the RGWs are highest.
Since the interpretation method presented here produces unbiased estimates of the underlying model parameters, it is now possible to begin to examine inferential methods for testing hypotheses regarding the effect of inputs. does not decay rapidly to zero elsewhere. Notice that there is no effect of x 1 . Figure 2: Interpretation of Model (2); Simple linear model gives a correct effects of the covariates when using skip layer connection architecture. to levels which might incorrectly indicate a nonlinear model. -- 
