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ABSTRACT
Competing demands for scarce water resources have led to conflict in semi-arid and arid
regions. Such conflicts often involve the need to restrict the use of groundwater pumping in
irrigated agriculture in order to leave adequate quantities of water for fish species in nearby
streams. Groundwater pumping can lead to a reduction in instream flows of nearby streams
in a process known as stream depletion. From an economic standpoint, policies intended
to leave adequate quantities of water instream for any purpose should aim to minimize the
welfare losses accrued by irrigated agriculture due to reduced pumping. To this effect, prior
studies have utilized spatial characterization of the hydrologic systems in question to spa-
tially target water allocation between groundwater irrigators and instream demands (Young
et al. 1986, Keplinger et al. 1998, McCarl et al. 1999, Kuwayama and Brozovic´ 2011). How-
ever, the policies developed or analyzed in these studies usually focus on meeting aggregate
instream flow goals on a seasonal or yearly basis rather than meeting them on a continuous
basis. In this thesis, I present a dynamic optimization framework that solves for optimal
groundwater pumping allocations in a stream-aquifer system with instream flow goals that
need to be met on a daily basis. An analytical hydrology model is integrated into the frame-
work to constrain stream depletion impacts on a daily basis to ensure that minimum instream
flow requirements for ecological needs are met on a daily basis. I apply this framework to
the Scott River Basin in northern California, which is a region where extensive irrigation by
farmers has harmed the local coho salmon species by reducing the natural flows of stream
habitats. The coho salmon have been listed as Threatened under the state and federal Endan-
gered Species Acts, and therefore must be protected. The results indicate that wells located
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farther from the stream should generally be allocated more water in most hydrologic sce-
narios. A counterintuitive exception to this general finding is that wells located closer to
the stream should be allocated more water when there is a period of extreme scarcity in the
instream water supply during the year. This result is driven by the fact that there is a time
lag associated with the stream depletion externality following pumping, and this time lag
varies with location relative to the stream. Thus, any period of time during the year with
extreme water scarcity requires a cessation of pumping in advance of that period so that
stream depletion impacts can adequately dissipate before the start of the period. Wells that
are farther away from the stream cause higher stream depletion impacts following the ces-
sation of pumping, so they would need to cease pumping earlier in advance of the period of
extreme water scarcity. Finally, my analysis suggests that in the Scott River Basin, targeted
daily groundwater pumping limits tailored to individual irrigators may lead to welfare costs
that are over 30% less than that of the corresponding uniform reduction policy in which all
irrigators are restricted equally. The relative welfare gains of the targeted policy over the
uniform reduction policy increase as the scarcity of the instream water supply increases.
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1.0 INTRODUCTION AND MOTIVATION
In semi-arid and arid regions, water scarcity has often led to conflicts over how to al-
locate this resource amongst competing uses that are all valued by society. One particular
conflict that has been well studied is the negative impact on fish species due to irrigated agri-
culture (Jaeger and Mikesell 2002). The use of irrigation water for agricultural purposes can
cause negative externalities on nearby stream ecosystems from which the water is drawn.
This externality is clear and visible for irrigation water diverted directly from surface water
bodies. Less obviously, however, this externality can also be induced when irrigation wa-
ter is extracted from aquifers through groundwater pumping. In stream-aquifer systems in
which aquifers are hydrologically connected to nearby streams, pumping groundwater out
of aquifers can lead to reductions in instream flow in a process called stream depletion. Ad-
equate instream flow is crucial for the survival of fish species, and methodologies have been
developed for determining minimum instream flow requirements (Vadas 2000, USGS 1998).
Generally speaking, these requirements are the instream flow rates that ecologists have de-
termined are needed to accommodate the life cycle needs of the fish species in question.
Damages to the stream ecosystem caused by stream depletion can take many forms,
but the harm done to ecologically sensitive fish species has been the focus of many studies
due to enforcement actions taken by federal and state agencies to protect these fish species
(Keplinger et al. 1998, McCarl et al. 1999, Jaeger and Mikesell 2002, Boehlert 2006). Under
the state and federal Endangered Species Acts, there is a legal requirement to protect species
that are listed as threatened or endangered. With respect to fish species and stream deple-
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tion, economic studies have evaluated real or hypothetical policies that attempt to increase
instream flow without regard to a specific target instream flow that needs to be attained
(Keplinger et al. 1998). Other studies find the costs of meeting minimum instream flow
requirements (Young et al. 1986, Boehlert 2006) that have been determined by regulatory
agencies or experts. These requirements are accepted as being sufficiently protective of the
fish species in question for compliance with all regulations. The objective then becomes
managing water use such that stream depletion impacts will not violate these standards.
In this thesis, I develop a modeling framework that determines targeted daily pumping
allocations for irrigators drawing water from an aquifer that is hydrologically connected to
a nearby stream. The social planner’s objective in regulating groundwater pumping is to
maximize the total welfare of all irrigators in the system, given that instream flows cannot
fall below pre-defined levels set by the social planner to ensure the viability of a fish species
living in the stream. Any day of non-compliance of the minimum instream flow requirement
is considered an unacceptable violation of the law that protects the fish species. The ecologic
rationale for this daily compliance requirement is that insufficient quantities of water have
the potential to prevent the species from meeting basic life cycle needs. A complicating fac-
tor is that the minimum instream flow requirement varies throughout the year based on the
life cycle stages of the species. As a result, regulating pumping on a yearly, seasonal, or even
monthly basis proves inadequate to the task at hand, which is to manage pumping-induced
stream depletion to meet variable instream flow goals on every single day of the year. Prior
studies have not focused on regulating on a time-scale less than a seasonal or yearly basis, so
a new approach is required for the problem at hand. In this thesis, regulations are targeted on
a daily basis by setting a pumping limit for each irrigator on each day of the irrigation season.
My model requires the quantification of the stream depletion response due to a well
pumping groundwater from an aquifer. The spatial and temporal aspects of the stream de-
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pletion externality are delineated with the use of an analytical model from the hydrology lit-
erature called the Glover-Balmer model (Glover and Balmer 1954). This hydrologic model
can quantify the stream depletion impact caused by an individual well on each day of the
year, which allows for it to be integrated into the dynamic optimization framework and serve
its purpose of constraining daily stream depletion. The model relates the stream depletion
rate at any given point in time to the pumping rate of the well, distance of the well from
the stream (distance-to-stream), the time duration of pumping, and two aquifer properties
(transmissivity and storativity). The distance-to-stream variable accounts for the spatial de-
pendence of the stream depletion externality. The time duration of pumping variable, on the
other hand, accounts for the dynamic behavior of the stream depletion externality caused by
pumping, which includes characterizing the time lag between the start of pumping and real-
ization of the externality. An important point to note here is that the Glover-Balmer model
assumes that the stream depletion impact caused by a well is linearly additive to that caused
by other wells. In other words, each well causes a stream depletion impact that is completely
unaffected by any other nearby well.
The empirical analysis of this thesis concerns irrigated agriculture and salmon popula-
tions in the Scott River Basin (Basin), which is a sub-basin of the Klamath Basin in Siskiyou
County, California, near the Oregon border. There are more than 30,000 acres of irrigated
farmland in the Basin, with much of it devoted to the water-intensive crop, alfalfa. Sur-
face water irrigation here is legally adjudicated by water rights, but groundwater irrigation is
mostly unregulated. Some of the streams in the Basin go completely dry during the summer
months due in part to irrigation withdrawals. Against this backdrop, the salmon population
in this region has declined significantly during the past century, and studies have found that
human activities have been a major contributor to the decline (NRC 2008). Agricultural
practices such as the extensive extraction of stream water for irrigation have been cited as
major sources of harm to the salmon population. Amongst all the salmon species in this re-
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gion, the coho salmon (Oncorhynchus kisutch) have been among the most affected by human
activity due to their rigid life cycles (CADFG 2009). The coho salmon native to the Basin
have been listed as Threatened under the state and federal Endangered Species Acts.
In my analysis, I begin by performing simulations of a hypothetical stream-aquifer sys-
tem in order to develop a better understanding of the model’s characteristics. First, an analy-
sis of the Glover-Balmer model indicates that the aquifer properties transmissivity and stora-
tivity can magnify or diminish spatial differences in stream depletion impacts depending on
their magnitudes. Second, simulations of various hypothetical stream-aquifer scenarios us-
ing my dynamic optimization framework indicate that wells located farther from the stream
will generally be allocated more water than wells located closer to the stream. Although this
is intuitive, the results also indicate that there is a counterintuitive exception to this general
rule when there is extreme water scarcity during the summer months. When summer water
availability is especially scarce, the far well needs to cease pumping earlier in advance of the
dry summer months to allow for sufficient dissipation of the higher stream depletion impact
it causes after it ceases pumping. Policy comparisons indicate that the relative welfare costs
of the targeted policy over the corresponding uniform reduction policy varies depending on
the scarcity of the water supply, but can be over 15% more cost effective if there is extreme
water scarcity during the summer.
The general results from the hypothetical analysis were tested by applying the frame-
work to data from the Scott River Basin. The empirical analysis made use of a geospatial
dataset of the Basin containing field-level crop and irrigation source information, stream
flow data collected at a federal gauging station, and minimum instream flow requirements
provided by the California Department of Fish and Game (CADFG). In conjunction with
the geospatial data, economic data on agricultural profits in the Basin were used to formu-
late value of the marginal product (VMP) curves for irrigation water, which constituted the
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objective function of the optimization framework. The stream flow data and minimum in-
stream flow requirements were used to formulate the daily stream depletion constraint that
restricts pumping on each day of the year. Similar to the hypothetical analysis, the results
from the empirical analysis indicate that wells located farther from the stream should gener-
ally be allocated more water throughout the year. However, the same exception to this rule is
found to apply when there is extreme water scarcity during either the irrigation season in the
summer months or after the end of the irrigation season during November and December. In
this case, wells located farther from the stream should be allocated less water because they
need to stop pumping earlier in advance of the dry months since they cause higher stream
depletion impacts after they stop pumping. Finally, the relative welfare costs of the targeted
policy over the corresponding uniform reduction policy varies depending on the scarcity of
the water supply, but can be over 30% more cost effective if there is extreme water scarcity
during the summer months.
This thesis contributes to the economics literature on targeted environmental policies
and instream flow management. The contribution of this thesis is two-fold. First, I develop
a conceptual framework that can be used to derive daily pumping limits for each irrigator in
the Basin. To the best of my knowledge, my analysis is the first to devise regulations that are
not only spatially targeted, but temporally targeted as well on the scale of a single day. Prior
studies do not tailor policy on such a fine time scale. The second contribution is that this
thesis demonstrates the integration of a tractable, spatially and temporally explicit hydrology
model into an economic optimization framework. The Glover-Balmer model has been used
by economists in one other study (Kuwayama and Brozovic´ 2011), but this thesis is the first
to exploit the time variable in this model to derive pumping limits that are fine-tuned on a
daily basis.
The thesis is laid out as follows. First, I review existing studies related to targeted en-
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vironmental policies and instream flow management. Second, I review the specific issues
concerning irrigated agriculture and coho salmon in the Scott River Basin, including the his-
tory of institutional involvement in the water conflict between the two. Third, I present the
dynamic optimization model I developed to use as a framework for both a hypothetical and
empirical analysis on optimally allocating water when there are binding minimum instream
flow requirements. Fourth, I describe the data used for the empirical analysis. Fifth, I present
the results of the analyses and suggest policy implications that arise from these results. Fi-
nally, I conclude with a summary of the thesis and possible extensions of the research.
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2.0 REVIEW OF EXISTING STUDIES
Competing demands for scarce water resources between agricultural and environmental
uses often require a policy solution that allocates the water. A policy to restrict the irrigation
of farmers is needed given that society has signaled its valuing of the environmental uses
by passing legislation to protect environmental interests. My thesis focuses on developing
targeted environmental policies aimed at regulating groundwater use in order to provide ad-
equate instream flows for the coho salmon cost-effectively. In this section, I review previous
studies that established the cost advantages of targeted environmental policies relative to
uniform policies, as well as instream flow management studies that are more related to the
specific environmental and ecological scenario encountered in my study area.
2.1 Targeted Environmental Policies
The problem of providing adequate instream flows for fish can be viewed as a matter
of regulating the source of the externality (groundwater pumping in this case) to achieve a
desired level of externality reduction. To this end, economists have advanced the notion that
such regulations can be more cost-effective if the relation between the source of the exter-
nality and externality reduction (i.e. environmental benefits) is well-characterized spatially.
For example, if an irrigator with a groundwater well located close to a stream is known to
cause more stream depletion than an irrigator located farther from the stream, then all else
being equal it would be more cost-effective to restrict the closer irrigator more rather than
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restrict them both uniformly. In other words, the cost-effective policy here would be to target
irrigation pumping restrictions based on distance from the stream.
Formulating a targeted irrigation policy would require highly disaggregated spatial data
about the irrigators being regulated. The benefits of highly disaggregated data in environ-
mental policymaking are well understood (Just and Antle 1990, Sunding 1996), and the
importance of spatially disaggregated data in particular has been well studied, especially for
land retirement programs such as the Conservation Reserve Program (CRP) and Conserva-
tion Reserve Enhancement Program (CREP). Under these programs, public funds are allo-
cated to lease land that may produce environmental benefits if retired. Using an optimization
model that maximizes environmental benefits subject to a budget constraint, Babcock et al.
(1996, 1997) test various targeting strategies for a CRP manager selecting land parcels for
retirement. The studies find that targeting land parcels with high benefit-cost ratios is more
efficient than targeting based on environmental benefits or land costs alone. The authors
caution though that the relative welfare gains may not be significant without sufficient het-
erogeneity across land parcels. Wu and Boggess (1999) extend the findings of Babcock et al.
(1996, 1997) by refining the use of environmental benefit functions to account for multiple
environmental benefits associated with a particular policy action, linkages among these ben-
efits, and/or benefit thresholds. The environmental benefit functions are used to model the
welfare impacts of not spatially targeting conservation funds. Results of previous studies in-
dicate that conservation funds may be spread too broadly geographically if spatial targeting
is not employed. Empirical applications (Wu et al. 2000, Wu and Skelton-Groth 2002) con-
firm the relative welfare gains associated with targeting stream restoration efforts based on
well-defined environmental benefit functions. These empirical studies make use of extensive
field-collected, spatially disaggregated ecological data to derive benefit functions economet-
rically.
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Instead of maximizing environmental benefits subject to a budget constraint, a social
planner’s objective could also be to minimize the welfare costs of attaining a desired level
of externality reduction (or environmental benefits). Previous such studies have made the
critical point that targeting efforts should ultimately be based on externality reduction (or
environmental benefits) rather than the externality source. Many of these previous studies
(Ribaudo 1986, Braden et al. 1989, Khanna et al. 2003, Yang et al. 2003) consider conser-
vation programs aimed at reducing sedimentation of water bodies caused by soil erosion
on agricultural lands. Simply stated, a land parcel with higher soil erosion rates does not
necessarily cause more sedimentation impact on a water body than a parcel with lower ero-
sion rates. The studies make use of the observation that there is a complicated transport
mechanism through which soil erosion from a land parcel gets deposited in water bodies
as sediment. The proportion of eroded soil that ends up getting deposited depends on indi-
vidual characteristics of the parcel, including the location of the parcel in space relative to
the water body. Scientific models of the transport mechanism are needed to link the exter-
nality source (soil erosion on land) to the externality (sedimentation of water bodies). It is
worth noting that the scientific modeling of the later studies in this group is more detailed
and sophisticated due to improved access to extensive, spatially disaggregated datasets that
can be processed more powerfully using geospatial software. Regardless of the level of
spatial detail, the studies demonstrate that sediment reduction goals can be achieved more
cost-effectively by spatially targeting parcels with the highest sedimentation impacts instead
of the highest erosion rates. However, the studies also cite concerns that targeted policies
can be subject to equity concerns, higher transaction costs, inadequate data availability, and
implementation difficulties. An important implication that stems from these concerns is that
the preferability of targeted policies over corresponding uniform policies should be assessed
based on the magnitude of relative cost savings or benefit gains realized.
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2.2 Instream Flow Management
Extracting groundwater from an aquifer can affect instream flows if the aquifer is hydro-
logically connected to a nearby stream. In such stream-aquifer systems, pumping from an
aquifer can reduce instream flows in a process called stream depletion. The hydrologic con-
nection between streams and aquifers has significant implications for the administration of
water rights for irrigated agriculture and, more generally, for the efficient management of wa-
ter use and allocation. Mitigation of negative impacts on instream flows cannot be achieved
optimally without regulating groundwater use and without understanding the mechanism
through which groundwater pumping affects streams.
This thesis focuses on reducing the damage caused by groundwater irrigation on stream
ecosystems and minimizing the economic impacts to irrigators of reducing their water use.
The benefits of targeted policies that exploit spatial differences in each irrigator’s capacity
to induce stream depletion have been explored in previous studies. Keplinger et al. (1998)
evaluate an irrigation suspension program in which irrigators are paid not to pump ground-
water during dry years in order to increase instream flows in a nearby spring where water
is valued for its benefit to endangered fish species. The authors find that it is more cost
effective to suspend pumping in areas closer to the spring since groundwater there makes a
greater contribution to instream flows and groundwater flow farther away is impeded by a
physical barrier in the aquifer. A follow-up to this study offers a clear comparison to a uni-
form policy. Using an optimization framework, McCarl et al. (1999) simulate the welfare
impacts of state-mandated uniform pumping restrictions to increase spring flows for endan-
gered fish. Uniform pumping restrictions are found to improve instream flows significantly,
but do so at significant welfare losses to irrigators. The study also demonstrates that in the
absence of targeted policies, allowing water trading can reduce welfare losses by reconciling
differences in water use benefits amongst the affected irrigators.
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Others in the literature have considered stream depletion impacts in the context of sce-
narios in which certain minimum stream flow requirements need to be met as opposed to
merely increasing instream flows. In Young and Bredehoeft (1972) and Young et al. (1986),
flow requirements exist because of the senior water rights of surface water irrigators, who
have priority over groundwater irrigators. In these studies, stream depletion modeling is inte-
grated into an optimization framework that seeks to allocate water between groundwater and
surface water irrigators. The authors find that welfare can be maximized during dry years
if groundwater users contribute a portion of their water to senior surface water irrigators af-
fected by their pumping. Thus, the seniority of surface water right holders can be preserved
if some of their water can come from groundwater. The extremes of allowing completely
unrestricted groundwater pumping or prohibiting pumping altogether are never found to be
optimal. In other studies, flow requirements are needed to support the healthy livelihood of
vulnerable fish species. Boehlert (2006) evaluates the costs of maintaining court-mandated
instream flows for endangered salmon species and finds that these costs can be minimized
through water trading and timely replacement of surface water supplies with groundwater
pumping. In each of these studies, integrated management of groundwater and surface wa-
ter resources is welfare-improving for regions where freshwater supplies from either source
alone are insufficient to meet the demand.
As with the sediment transport models mentioned earlier, instream flow management
studies have incorporated scientific modeling that relates groundwater pumping to the exter-
nality it causes. The mechanism that links groundwater pumping to stream depletion is the
water diffusion process that occurs in the aquifer. Stream depletion models that characterize
this link have appeared in varying degrees of complexity in the economics literature. Some
have derived regression equations from detailed numerical hydrologic models of their study
areas produced by hydrologists (Keplinger et al. 1998, McCarl et al. 1999), whereas other
studies have directly integrated the detailed numerical models into their work (Young and
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Bredehoeft 1972, Young et al. 1986). However, detailed numerical models are not always
available for a study area, and the computational, data, labor, and expertise requirements
can be prohibitively high for economists to construct these types of models themselves.
Therefore, some economists have relied instead on analytical models, which are typically
in the form of equations that have been derived by making simplifying assumptions about
the hydrologic system. Thus, the inherent advantages in using an analytical model are its
transparency and tractability and the ability to apply the generic model to different study
areas. The trade-off, however, is that for any given study area, a detailed numerical model
tailored to that area would likely be more accurate and precise. Kuwayama and Brozovic
(2011) incorporate the well-known analytical model of Glover and Balmer (1954) into an
optimization framework. The model allows for the characterization of the spatial effects and
time lags associated with the stream depletion response to pumping. The study argues that
despite its simplifying assumptions, the Glover-Balmer model can be used for comparing the
relative costs of policy alternatives. In fact, several states have used this model to estimate
stream depletion for administering water rights (Sophocleous et al. 1995).
2.3 Contribution to the Literature
The contribution of this thesis to the literature is two-fold. First, my analysis proposes
a conceptual framework to allocate groundwater use optimally such that minimum instream
flow requirements for vulnerable coho salmon are met on a daily basis. The groundwater
pumping allocation solved for by this framework is the basis for a targeted environmental
policy that regulates each individual irrigator differently on every day of the year. This is
where my analysis departs from prior studies on targeted policies described in this section.
Prior studies seek either to reduce externalities as much as possible under budget or program
constraints (Babcock et al. 1996, Babcock et al. 1997, Wu et al. 2000, Wu and Skelton-
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Groth 2002, Keplinger et al. 1998) or to reach an aggregate externality reduction goal at the
end of a defined time period cost-effectively (Ribaudo 1986, Braden et al. 1989, Khanna et
al. 2003, Yang et al. 2003, Kuwayama and Brozovic´ 2011, Young et al. 1986, Boehlert 2006).
In my analysis, the externality reduction needs to be managed on a daily basis since not
attaining minimum instream flow requirements on even a single day is considered an un-
acceptable violation of environmental regulations protecting ecological needs. Under my
dynamic framework, an irrigator is allocated a specified quantity of groundwater pumping
on each day of the irrigation season. Allocation on such a fine (daily) time scale is needed
to manage the externality reduction on a daily basis. Simply put, this thesis proposes policy
that targets spatially and temporally, whereas the focus of prior studies has been primarily
on spatial targeting alone. To the best of my knowledge, no prior study has looked at fine-
tuning environmental policy at such a precise and disaggregated time scale.
The second contribution of this thesis is that it shows the utility of integrating an analyt-
ical stream depletion model into an economic optimization framework. The primary advan-
tage of using the Glover-Balmer model is that it can capture spatial and temporal relations
between groundwater pumping and stream depletion. What it lacks in detail, it makes up
for in transparency and tractability. Although my analysis is not the first to use the Glover-
Balmer model in an economic context (Kuwayama and Brozovic´ 2011), to the best of my
knowledge it is the first to incorporate it into a dynamic framework.
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3.0 OVERVIEW OF THE WATER CONFLICT IN
THE SCOTT RIVER BASIN
The study area for this thesis is the Scott River Basin (Basin), which is a sub-basin of the
Klamath River Basin in Siskiyou County, California, near the border with Oregon (Figure 1).
According to the California Department of Fish and Game (CADFG), the Basin covers 812
square miles and is drained by the mainstem Scott River and its tributaries. The higher eleva-
tions of the Basin are primarily forest wilderness and timberlands, whereas lower-elevation
lands near the streams are primarily used for agricultural purposes (CADFG 2009). Agri-
culture in the Basin is heavily dependent on irrigation water due to a climate that is dry for
most of the growing season. Experts and stakeholders have cited irrigation as a contribut-
ing factor behind the low stream flows and high stream water temperatures that have led
to significant declines in salmon populations in the region (NRC 2008, Orloff 1998). One
particular species, called the coho salmon, has been listed as threatened by the state and
federal Endangered Species Acts. In this section, I present an overview of the water conflict
in this region by describing the setting as it relates to irrigated agriculture, coho salmon, and
institutional history and involvement.
3.1 Irrigated Agriculture in the Region
Extensive irrigated agriculture in the Scott River Basin began in the mid 1800s following
settling of the region by gold miners. By the middle of the 20th century, farmers had firmly
established an agricultural economy in the Basin, with alfalfa, pasture, and grains as the
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primary crops. Since most of the precipitation in the Basin falls during the winter months,
crops could not be grown without irrigation during the dry growing season. As recently
as the year 2000, these crops still made up the vast majority of the crops in production,
accounting for approximately 41%, 52%, and 6% of irrigated acreage in the Basin, respec-
tively (CADFG 2009). The grain crops are typically planted as rotation crops for the alfalfa
fields and are not a significant source of revenue in the area. Pasture is used for livestock
grazing during the non-winter months of the year, while alfalfa hay is harvested in 3-4 cut-
tings during the growing season and used as livestock forage during the winter months when
the pasture grasses stop growing (Orloff 1998). A portion of the alfalfa hay produced in the
Basin is sold to livestock operations elsewhere in California and Oregon (UCDANR 1997).
Compared to pasture, alfalfa is generally the higher value crop grown on higher quality
farmland in the Basin. In 2000, the total irrigated acreage of alfalfa in the Basin had in-
creased by nearly 4,000 acres from 9,850 acres in 1958. Pasture acreage, in comparison,
only increased by about 1,000 acres from 16,000 acres in 1958 (Table 1). Alfalfa is a rela-
tively water intensive crop, and as a result the increase in its irrigated acreage coincided with
an increase in the drilling of groundwater wells in the Basin. Based on year 2000 data from
the California Department of Water Resources, alfalfa fields in the Basin are mostly irrigated
by wheel line or center pivot sprinklers with water pumped from groundwater wells. Pasture
fields, on the other hand, are mostly irrigated by flood irrigation with water drawn from sur-
face water diversions (Table 2). Groundwater supplies are generally more stable than surface
water supplies and are therefore preferred for the higher value alfalfa crops (CADFG 2009).
In addition, the distinction in irrigation source between alfalfa and pasture has an insti-
tutional basis. The stability of groundwater supplies can also be attributed to groundwater
use being largely unregulated in the Basin. All surface water diversions, in contrast, have
been legally allocated by water rights issued by one of three decrees. The Shackleford Creek
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Decree of 1950 was the first of these adjudications, and it allotted 69.55 cubic feet per sec-
ond (cfs) of water to 25 diversions drawing from Shackleford and Mill Creeks, which are
two tributaries to the Scott River. The French Creek Judgment of 1958 allotted 36.51 cfs of
water to 48 diversions drawing from French Creek and several other tributaries. Finally, the
Scott River Decree of 1980 allotted 894.29 cfs of water to 548 diversions drawing from the
mainstem Scott River and dozens of its tributaries (CADFG 2009). The water rights issued
by these decrees specify the quantity of water each individual user is entitled to, confine
the user to a specific area and purpose of use, and define the priority of each user’s right
relative to other users with a right to the same water body. Since stream flows are highly
variable from year to year, surface water supplies are over-appropriated in some years, lead-
ing to insufficient or zero allotment for users with lower priority rights. Some tributaries, in
fact, are completely devoid of water during either the summer or fall months in some years
(Yokel 2006).
Not surprisingly, groundwater use in the Basin has dramatically increased over the years
alongside the growth in alfalfa production, going from approximately 900 acre-feet in 1958
to nearly 30,000 acre-feet in 2000. Surface water use, in contrast, has decreased from nearly
39,000 acre-feet to approximately 31,000 acre-feet during the same time span (CADFG
2009). These numbers, however, are imprecise estimates given that precise statistics are
unavailable. Most groundwater pumping in the Basin is neither measured nor regulated, and
most surface water allotments are not overseen for compliance by appointed watermasters.
In 2006, the Scott River Watershed Council indicated that watermaster service was available
for only 102 water right holders at the time (CADFG 2009).
In dry years, a surface water right holder taking more than his allotted amount can di-
minish the water supply of those with a higher priority to the water. Moreover, irrigators
pumping groundwater in the Basin can infringe on the priority of surface water rights hold-
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ers through the effects of stream depletion. To the extent that groundwater pumping reduces
surface water supplies, groundwater users can reduce the water supply available to surface
water rights holders. The effect of groundwater pumping on surface water bodies in the
Basin is not well understood,1 but the hydrologic connection between groundwater and sur-
face water in the Basin has been acknowledged institutionally by one of the decrees. The
Scott River Decree of 1980 includes 74 groundwater wells that are considered to be located
in the ‘interconnected zone’ (CADFG 2009). The water pumped from these wells is regarded
by the decree as part of the adjudicated surface water supply since the wells are located in
places where pumping is believed to reduce surface water flows. The allotments to these
wells are not quantified; instead, the decree states that the irrigator can use a quantity of
water that is “reasonably required to irrigate the acreage” associated with the water right
(CADFG 2009). The hydrologic connection has also been acknowledged by scientists who
refer to certain streams in the Basin as gaining streams during the dry summer months when
groundwater inflows contribute base flow to the streams (CADFG 2009).
In summary, the production of water-intensive crops in the dry Scott River Basin has
been made possible by an extensive irrigation system. Surface water rights have been adju-
dicated, but these rights are not consistently enforced which leads to over-appropriation in
drier years. Unregulated groundwater pumping further compounds water availability issues
since pumping can lead to further reductions in instream flows.
1As of this writing, hydrologists at the University of California, Davis are working on developing a hydro-
logical model of the Scott River Basin. The objectives of the study include characterizing the stream-aquifer
interface in the region and the effect of pumping on stream depletion.
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3.2 Coho Salmon in the Region
The 58-mile long Scott River is one of four major tributaries to the Klamath River, which
is the second largest river in California. The coho, chinook, and steelhead are among the
more prominent salmon species that use the Klamath River as a migration corridor between
the Pacific Ocean and their historic breeding grounds in stream basins such as the Scott River
Basin. The overall salmon population has declined significantly during the past century, and
the National Research Council has concluded that human activities have been a major con-
tributing factor to the decline (NRC 2008). Salmon habitats have been drastically altered by
migration barriers and agricultural practices. The Scott River Basin does not have any major
migration barriers, but there are several large dams impeding the flow of the Klamath River.
Among other adverse effects, these dams affect the migrating conditions for the salmon by
changing the timing, magnitude, and temperature of the river flow that they are adapted to.
The damaging agricultural practices include irrigation water use that depletes instream flows
and livestock grazing near stream banks that leads to erosion, sedimentation, and loss of
riparian vegetation. Stream depletion and the loss of riparian vegetation, in particular, also
have the effect of increasing stream temperatures above levels suitable for cold-water fish
such as salmon (Bettelheim 2002, Yokel 2006).
Amongst all the salmon species in the region, the coho salmon (Oncorhynchus kisutch)
have been one of the most affected by human activity. Like many other salmonid species,
the coho are anadromous, which means they are born in freshwater, migrate to seawater
where they mature, and return to their natal breeding grounds to reproduce. However, the
coho tend to adhere to a more rigid and narrow timeline for this basic life cycle than other
salmon species. In the Basin, the coho spend approximately a year in rearing following birth,
migrate to the ocean in March or April to mature fully, and migrate back to their breeding
grounds two years later in September and October. The spawning season ensues immedi-
ately following migration in November and December, and their lives end immediately after
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reproduction (Yokel 2006). Due to the inflexibility of this 3-year life cycle, experts have sug-
gested that the coho have been more vulnerable to human activity than other salmon species
(CADFG 2009, NMFS 2006).
The scale of the coho’s decline in the Basin has been quite dramatic. Comprehensive
yearly population data going back decades are not available, but the CADFG has conducted
trapping surveys to estimate the coho population in the Basin from 2003 to 2007 (CADFG
2009). The results of these surveys indicate that one brood year lineage (2004..2007..2010..)
maintained a population of over 30,000 fish, whereas the other two brood year lineages
(2003..2006..2009.. and 2005..2008..2011) had alarmingly low populations of below 2,000
fish.2 The coho salmon native to the Basin are a part of the Southern Oregon Northern Cali-
fornia Coast (SONCC) Evolutionarily Significant Unit (ESU)3 that was listed as Threatened
under the federal Endangered Species Act (federal ESA) in 1997 (NMFS 2006). The ESU
was subsequently listed under the California Endangered Species Act (state ESA) in 2002
(CADFG 2009). The Threatened designation indicates a strong possibility of the species be-
coming endangered in the foreseeable future. The coho are the only species from the Basin
listed under these statutes.
3.3 Institutional History and Involvement in the Region
The National Marines Fisheries Service (NMFS) and the California Department of Fish
and Game (CADFG) have been tasked with ensuring the future viability of the coho under
the federal and state ESAs, respectively (NMFS 2006, CADFG 2009). Both statutes require
substantive actions to ensure the survival and viability of this species, which includes des-
2A brood year lineage refers to the cohort of fish that are born in the same year and go through their 3-year
life cycle together as a group.
3The Evolutionarily Significant Unit is a unit of classification for salmon based on evolutionary divergence
and lineage within a species (NMFS 2006).
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ignating and protecting ‘critical habitats’4 where the coho are found. A stark example of an
enforcement action taken by NMFS occurred in the Upper Klamath Basin (UKB)5 in 2001.
The United States Bureau of Reclamation (USBR) is the federal agency that administers the
Klamath Project, which is the operation that serves the irrigation needs of farmers in the
UKB. In April of 2001, a federal court found USBR to be in violation of the federal ESA
for not consulting with NMFS in regards to whether the Klamath Project jeopardizes the
survival of the listed coho. Following the court ruling, NMFS offered its biological opin-
ion that the Klamath Project did indeed threaten the coho’s survival by adversely affecting
their critical habitat. In response to significant drought conditions that very year, USBR was
forced to withhold irrigation water to approximately 1,000 farms covering 200,000 acres
in California and Oregon from April to July. Due to public outcry from farmers and local
residents, Secretary of the Interior Gale Norton intervened in August of 2001, and 75,000
acre-feet of surplus water stored in the Upper Klamath Lake were made available to farmers
(Bettelheim 2002). The court ruling was eventually overturned in 2002, but an estimated
$35 million in farm income had already been lost (Boehlert 2006).
With respect to the state ESA, the CADFG took a very different approach to enforce-
ment action. In 2010, the CADFG instituted the Scott and Shasta River Watershed-Wide
Permitting Programs (CADFG 2009). These programs were created in the spirit of an ESA
amendment that permits “incidental takes” of listed species under approved conditions and
circumstances. In other words, individuals and entities who obtain these permits would not
be held liable for accidental harming or killing of the listed species. CADFG’s intention
with these programs was to bring irrigators in the Scott and nearby Shasta River Basins un-
der compliance with the state ESA in exchange for coho-benefitting actions such as installing
fish screens on diversions and fencing off riparian buffers. In response to a lawsuit filed by
4In the context of salmon, critical habitat generally refers to stream reaches that the fish have access to. In
the Scott River Basin, these consist of the mainstem Scott River and mostly the tributaries on the west side of
the Basin.
5The Scott River Basin is part of the Lower Klamath Basin.
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conservationists, fishermen, and local Native American tribes, a California state court ruled
in April of 2011 that these permitting programs were not adequately protective of the coho
and thus violated the state ESA (Hearden 2011). In addition, as of this writing, there is
another lawsuit pending in the California state courts concerning water management in the
Basin (Bacher 2010). Three fishermen and conservation groups are suing the State Water
Resources Control Board and Siskiyou County for their lack of regulation of groundwater
use in the Basin. The plaintiffs argue that the same Public Trust Doctrine6 that gives author-
ity to the state to regulate surface water use should also apply to groundwater use given the
hydrologic connection between the two resources. Along with the CADFG case, a ruling in
their favor may pave the way for state management of groundwater pumping in the Basin.
6The Public Trust Doctrine gives authority to the state to protect common public resources from private
damage or depletion. In California, the courts ruled in 1983 that the doctrine is applicable for state regulation
of surface water bodies.
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4.0 MODEL DESCRIPTION
In this section, I present a model that solves for the optimal water allocation amongst
groundwater irrigators in a stream-aquifer system. The model consists of a dynamic op-
timization framework that combines an agricultural benefit function relating water inputs
to profits with a hydrologic model relating groundwater pumping to stream depletion. The
main objective of the modeling analysis is to determine daily groundwater pumping limits
for each irrigator in a stream-aquifer system such that daily minimum instream flow require-
ments are met at minimum welfare losses.
I begin by introducing the hydrologic model that I use to characterize stream depletion
and show the stream depletion response it predicts for pumping in various stream-aquifer
scenarios. Next, I describe the components of the objective function and the constraints
restricting the decision variables. Finally, I explain how this framework can be used to com-
pare the welfare effects of the targeted allocation scheme determined by the model to that of
corresponding uniform policies.
4.1 The Stream Depletion Response
4.1.1 Glover-Balmer Model
Groundwater aquifers are often hydrologically connected to nearby surface water bod-
ies such as streams. Where this is the case, a portion of the irrigation water derived from
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‘groundwater’ pumping may actually be surface water from a nearby stream. In other
words, drawing water from an aquifer can deplete the instream flow of a nearby stream.
In this thesis, the effect of groundwater pumping on stream depletion is characterized with a
well-known analytical model from the hydrology literature called the Glover-Balmer model
(Glover and Balmer 1954). The Glover-Balmer model relates the pumping rate of a well,
distance of the well from a nearby stream, pumping time, and two aquifer properties to the
stream depletion rate:
Di =
2W i√
pi
∫ ∞√
d2i S
4τiT
e−z
2
dz (1)
where Di is the stream depletion rate caused by well i pumping at a rate of Wi. di is the
perpendicular distance of well i from the stream, and τ i is the pumping time for well i. The
distance and time variables allow for a spatial and temporal accounting of the stream de-
pletion response caused by each irrigator. Figure 2 shows stream depletion trajectories for
wells of varying distances from the stream. The stream depletion trajectory leading up to the
point of peak stream depletion impact (i.e. highest point on the trajectory) is known as the
drawdown period since aquifer levels and instream flow are decreasing during this period.
When pumping ceases, the stream depletion rate begins to decrease from its peak, and this
period is known as the recovery period since aquifer levels and instream flow start to recover
during this period.
The aquifer that well i is pumping from is characterized by its storativity, S, and trans-
missivity, T . Storativity is a measure of the capacity of the aquifer to hold water per unit
of volume, and transmissivity is a measure of the ease with which water is able to move
in the aquifer. These aquifer properties are assumed to be constant throughout the aquifer,
even though this is not likely to be true in actuality. The Glover-Balmer model, in fact,
makes additional assumptions that are unlikely to be true in many real hydrologic systems.7
7The Glover-Balmer model assumes linear and infinitely long streams, infinite areal extent of the aquifer,
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Nonetheless, the model still offers a spatially and temporally explicit model that economists
can use without the need for intensive modeling assistance from hydrologists to determine
generally applicable policy implications.
Finally, an important characteristic of Equation (1) is the linear relation between the
pumping rate, W i, and the stream depletion rate, Di. The linear relation implies that the
stream depletion rate caused by multiple wells in a system at any given point in time is
simply the linear sum of the stream depletion rates caused by each well. In other words,
the externality caused by pumping from each well is not affected by the externality caused
by pumping from any other wells. This assumption of the Glover-Balmer model allows the
stream depletion caused by pumping of any number of wells in a system to be accounted for
with relative ease.
4.1.2 First-Order Partial Derivatives of the Glover-Balmer Model
Analyzing the first-order partial derivatives of the Glover-Balmer model allows the ef-
fects of pumping by a single well in a stream-aquifer system to be isolated. There is no
competition for water amongst irrigators, and so the stream depletion response predicted by
the Glover-Balmer model can be characterized at the individual well level.
Transmissivity and storativity are the two aquifer parameters that characterize the aquifer.
The first-order partial derivatives of the Glover-Balmer equation with respect to these aquifer
parameters are as follows:
∂Di
∂T
=
Qidi
2T
e−z
2
i
√
S
piτ iT
(2)
no streambed impediments, and uniform properties across the aquifer.
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where zi =
√
d2i S
4τ iT . Since the sign of the partial derivative with respect to transmissivity is
positive, as transmissivity increases stream depletion rates will also increase. This is intuitive
since transmissivity is a measure of the ease of groundwater flow in the aquifer. A higher
flowing aquifer would naturally be depleted more quickly, which leads to the stream being
depleted more quickly for any given level of pumping. In contrast, since the sign of the par-
tial derivative with respect to storativity is negative, as storativity increases stream depletion
rates will decrease. This is also intuitive since storativity is a measure of the capacity of
the aquifer to store water per unit of volume. Thus, a higher storage-capacity aquifer would
naturally be depleted less quickly, which leads to the stream being depleted less quickly for
any given level of pumping.
4.2 Conceptual Framework
In the conceptual framework described below, a social planner allocates groundwater
pumping on each day of the growing season for each irrigator in the system such that mini-
mum instream flow requirements are attained on all days. Consider profit-maximizing farm-
ers (i.e. irrigators) who are restricted in their ability to pump irrigation water due to an
environmental mandate to maintain pre-defined levels of instream flows. There are i = 1. . . I
agricultural parcels, each of which is assumed to represent a field with a single well used to
pump all the irrigation water for the crops on that parcel. The total quantity of groundwater
pumped in the irrigation season is represented by Ωi(G) = ∑Gτ=1W iτ , where W iτ denotes the
quantity of irrigation water applied on parcel i on day τ of an irrigation season that stretches
G days. Each irrigator earns profit f i(Ωi(G),Ai) during the irrigation season, where Ai is the
land area of parcel i. It will be assumed that ∂ f
i
∂Ωi ≥ 0 and that
∂ 2 f i
∂ (Ωi)2 ≤ 0. In other words,
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applying more irrigation water during the season increases profits, but there are diminishing
returns with each additional unit of water (i.e. concave production function for water inputs).
This assumption is consistent with what has been found about the marginal productivity of
water for alfalfa, which is the primary crop in my study area (UCDANR 1997). All other
inputs and factors that may affect crop yield (e.g. soil quality, fertilizer use, temperature,
etc) are not considered in this model.
4.2.1 Case 1: Timing of water application does not affect crop yield
In the first version of the conceptual framework, the water input is assumed to be time-
independent, which means that it does not matter when irrigation water is applied during
the season. A quantity of water will produce the same yield (and therefore the same profit)
regardless of how it is distributed over time. In this time-independent scenario, the optimal
water allocation preferred by the social planner can be determined by maximizing the sum
of the profits for each farm in the stream-aquifer system:
Max pi =
I
∑
i=1
f i(Ωi(G),Ai) (4)
The decision variable in this objective function is W iτ , and the time index, τ , indicates
that each irrigator’s water use is subject to daily adjustment by the social planner. The
profit function, f i(·), assumes that there is a maximum yearly profit that can be attained if
the irrigator is unconstrained and can apply the amount U i over the course of the irrigation
season. Since the irrigator cannot apply a non-negative quantity and any quantity above
U i would constitute wasteful or detrimental water use, a yearly pumping constraint for the
decision variable can be defined:
0≤Ωi(G)≤U i (5)
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In addition, a daily pumping limit needs to be set to reflect the reality that the capacity,
Ci, of a well limits how much water it can pump on any given day:
0≤W iτ ≤Ci (6)
4.2.2 Case 2: Timing of water application affects crop yield
The profit function described above may be too simple for many types of crops. Under
the assumption of time-independent water productivity, a certain quantity of water results in
the same yield whether all of it is applied early in the season, late in the season, or evenly
throughout the season. For many crops, however, over-watering or under-watering at any
point in the growing season could be counterproductive. Over-watering at any point in the
season can have a neutral or negative impact on yield. For instance, the effect could be neu-
tral if the extra water simply percolates past the root zone and is not absorbed by the crop,
and negative if the extra water leaches nutrients from the soil. In either case, over-watering
is not a productive use of water. Under-watering at any point in the season can also have
a negative impact on yield since the crop may become stressed due to water deficit. Thus,
the timing of water application can be an important factor that warrants consideration in the
profit function.
To account for the timing of water application, the term Γi is added to the objective
function:
Max pi =
I
∑
i=1
Γi f i(Ωi(G),Ai) (7)
where Γi represents the proportion by which yield is reduced due to the stress caused by
restricted irrigation. This proportion has been formulated to quantify the crop damage that
accumulates during the season if the crop is continually under-watered:
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g
τ=1W
i
τ
∑Gg=1∑
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τ=1
U i
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(8)
where the denominator represents the cumulative density function of the irrigator’s uncon-
strained water application trajectory. The U
i
G term in the denominator assumes that if the
irrigator is unconstrained in his pumping, he would pump his unconstrained amount U i uni-
formly over the course of the irrigation season.8 The numerator, on the other hand, represents
the cumulative density function of the actual pumping trajectory determined by the solution
to the optimization problem. A greater deviation of the actual trajectory from the uncon-
strained trajectory results in a lower Γi, which means that profits are reduced more (Figure 3).
Finally, as in Case 1, daily pumping is assumed to be restricted by a constraint:
0≤W iτ ≤
U i
G
(9)
The daily pumping limit is more stringent than in Case 1 since excessive application on
any given day is considered unhelpful to the crop (and therefore a wasteful use of water)
since the crop can only absorb a certain quantity of water per irrigation session. The daily
pumping limit here is set at U
i
G , which uniformly spreads the unconstrained yearly water use
for irrigator i over the course of the irrigation season. This constraint assumes that due to
physical limitations (e.g. absorptive capacity of the crop or soil), there is a limit to how much
water can be beneficially utilized by the crop on a given day. One important implication of
this constraint is that the irrigator cannot simply reverse the damage done to his crops from
under-watering early in the season by over-watering later in the season. Thus, the crop dam-
age tracked by the Γi term in the objective function is irreversible, and maximum potential
crop yield cannot be fully or partially restored by over-watering.
8In actuality, a rational irrigator would apply the unconstrained amount according to the daily evapotran-
spiration (ET) needs of the crops, but deriving an optimal pumping trajectory based on daily crop ET needs
is beyond the scope of this study. This assumption likely would not materially affect the major analyses and
qualitative results of the thesis, but future work could model daily ET needs explicitly.
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4.2.3 The Stream Depletion Constraint
The dynamic optimization model for both Case 1 and Case 2 must also include a con-
straint that ensures attaining the policy goal of providing sufficient instream flows for coho
salmon survival. For this goal to be met, the irrigators in the stream-aquifer system cannot
pump water such that the total stream depletion rate, ∑Ii=1 Diτ , that they cause on day τ to
the nearest stream, reduces the instream flow rate, F iτ , on that day to below the minimum
instream flow requirement, F iτ , for that day:
I
∑
i=1
Diτ ≤ F iτ −F iτ (10)
The left-hand side term is determined by the Glover-Balmer equation described in Sec-
tion 4.1.1. The minimum instream flow requirement, F iτ , is a standard specified by salmon
ecologists or some other social planner. As a hypothetical example, if the flow rate in a
nearby stream on a certain day is 10 cubic feet per second (cfs) and the minimum instream
flow requirement needed to sustain healthy coho salmon populations on that day is 4 cfs, the
irrigators can deplete no more than 6 cfs altogether from that stream on that day.
The index, τ , in the total daily stream depletion rate term, ∑Ii=1 Diτ , warrants special
emphasis since the main contribution of this thesis is that the policy recommendations deter-
mined by the model are fine-tuned to the scale of one day. In the Glover-Balmer equation,
the τ is not a mere time index, but represents the time duration of pumping at a given pump-
ing rate. The implications of τ representing the time duration of pumping are significant. It
means that the stream depletion rate caused by an irrigator on a given day is dependent on
pumping that occurred on all previous days by the irrigator. Furthermore, since Equation
10 sums the stream depletion rate over all irrigators in the system, this implies that the total
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stream depletion rate on a given day is dependent on pumping that occurred on all previous
days by all irrigators in the system. This concept serves as the underpinning for why it is
important for an optimal groundwater regulation policy to target not just on a fine spatial
scale, but also on a fine temporal scale. If stream depletion is to be managed so that mini-
mum instream flow requirements need to be met every day, then it follows that pumping for
each irrigator needs to be regulated every day as well.
4.3 Analyses Performed with the Model
There are three components to the analysis performed with this model. The first com-
ponent can be considered the hypothetical stage in which certain variables are varied in a
hypothetical stream-aquifer system in order to observe their effects in isolation and develop
intuition for the empirical application. These variables include the number of groundwater
wells depleting the stream, the spatial distribution of the wells, the stream flow, minimum
flow requirements, and aquifer properties. For the hypothetical analyses for both Case 1
and Case 2, the instream flow rate throughout the year was chosen to mimic the relative
abundance of water in the spring, late fall, and winter and water scarcity during the summer
found in the Basin. The degree of water scarcity during the summer months was varied by
gradually increasing the minimum instream flow requirement. The second component of the
analysis involves applying the model to a geospatial dataset in the study area. The model
inputs used to simulate the Scott River Basin will be described in the next section.
Finally, for both the hypothetical and empirical analyses, comparisons are made between
the welfare costs of the targeted water allocation scheme determined by the model and its
corresponding uniform reduction policy. This alternative policy option is considered in light
of the fact that the targeted water allocation scheme may not be politically feasible due to
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equity concerns. For instance, some irrigators may not want to abide by any regulation that
restricts their pumping more than their neighbors based on stream depletion impacts that
are difficult to measure accurately and precisely. Thus, I compare the welfare costs of the
targeted policy to a uniform reduction policy that stipulates that every irrigator needs to be al-
located the same quantity of water each day, such that minimum instream flow requirements
are still met. The uniform reduction policy would eliminate the equity considerations inher-
ent in targeted regulations. Policy comparisons of this sort are common in the environmental
policy literature since targeted policies are often characterized by higher transaction costs,
inadequate data availability, and implementation difficulties. The relative welfare gains from
choosing a targeted policy over a uniform policy must be significant enough to justify dealing
with these additional issues.
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5.0 DATA
In this section, I present the data used to perform the empirical portion of the analysis.
Various agricultural, hydrologic, and economic data are used as inputs to the model. These
include a geospatial dataset of the Scott River Basin that contains field-level crop and irriga-
tion information, stream flow data measured at a gauging station in the Scott River, and net
profits for various yields and prices for relevant crops. I made modifications to the data and
used analytical tools to generate additional information when necessary. The data collection
and generation process is documented in the following paragraphs.
5.1 Agricultural Data
Field-level data for agriculture are a crucial input to the empirical portion of this anal-
ysis given the targeted policies to be implemented on a field-level basis. The California
Department of Water Resources (CADWR) has compiled geospatial datasets for counties in
California, including Siskiyou County in 2001.9 The geospatial dataset for Siskiyou County,
which is projected in the North American Datum 1983 UTM Zone 10N coordinate sys-
tem, contains information on the acreage, crop, and irrigation source (i.e. surface water or
groundwater) for each parcel in the Basin. A parcel was assumed to represent a field used
for farming if its record indicated that crops were being grown on it. There are 2,287 parcels
9This geospatial dataset was accessed at http://www.water.ca.gov/landwateruse/lusrvymain.cfm. I would
also like to acknowledge Tito Cervantes of the CADWR for providing additional geospatial data used in the
analysis.
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in the Basin, of which 1,569 are used for agricultural purposes. 163 parcels are irrigated by
surface water, 616 by groundwater, and 33 by both.10
The geospatial dataset from CADWR contained information about the irrigation source
of each parcel, but it did not contain any information about the location of the groundwater
wells within the parcel. Therefore, I assume for the purposes of the analysis that the wells
are located in the centroid of each parcel irrigated by groundwater. The centroids of each
parcel were found using tools in ESRI’s ArcGIS software.11
In addition, simplifications were made to make the empirical analysis more tractable.
First, all groundwater irrigated parcels in the Basin were assumed to grow alfalfa even though
the crop is grown on approximately 44% of the groundwater irrigated parcels in the Basin
according to the CADWR dataset. Pasture is grown on approximately 30% of these parcels,
and the remainder of the parcels are mostly grains. This simplification was made since de-
riving crop-specific production functions for each of these crops is beyond the scope of this
analysis and complicates the analysis without adding significantly to the understanding of
groundwater management. Second, the 616 groundwater parcels in the Basin were sorted
into five pumping zones based on their distance from the stream. The zones were delineated
so that each zone had approximately the same total acreage (4000 acres). Area-weighted
average distances from the stream were calculated to represent a typical distance for a well
in this zone. This simplification had to be made due to computational limitations of running
my dynamic optimization model with more than five wells. The scale of the problem had to
be reduced for computational convenience.12
10I made a minor adjustment to this geospatial dataset from CADWR. The original GIS layer for this dataset
included latitude and longitude lines that were erroneously subdividing parcels. In 177 instances, I merged
these erroneously divided parcels to make them whole again for the analysis to be performed. In addition, I
merged 152 pairs of parcels that were erroneously divided due to digitizing errors.
11During a visit to the Scott River Basin, I observed that many groundwater wells in the area are located close
to field boundaries and close to streams. However, given the spatial aggregation used in the numerical analysis,
errors in locating individual wells are unlikely to have a meaningful effect on qualitative or quantitative results.
12Assuming that pumping is uniformly distributed across the region, spatial aggregation of individual wells
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Lastly, I needed an estimate of the quantity of irrigation water applied for alfalfa in
the study area. A report from the University of California Cooperative Extension office
(UCCE 2007b), indicated that 2.5 feet of irrigation water can be considered typical for alfalfa
in the Scott River Basin. This value is in the range of values cited for alfalfa by other studies
in the region (UCCE 2007a, Hanson et al. 2008). In the modeling analysis, this quantity of
water is applied over the course of the irrigation season, which runs from April 1 to October
15 (around 200 days) every year in the Basin.
5.2 Hydrologic Data
Several types of hydrologic data are required as inputs to the empirical model. First,
minimum instream flow requirements are needed. Ecologists at the California Department
of Fish and Game and the National Marine Fisheries Service provided unpublished estimates
of minimum instream flow requirements for general salmon species in some of the streams
in the Basin that serve as habitat for the coho salmon (Table 3).13 These estimates include
a separate flow requirement for the juvenile rearing stage and for the spawning stage of the
salmon’s life cycle. Based on the life cycle of the coho in the Basin, the juvenile rearing
stage was taken to span the entire year, whereas the spawning stage was taken to last from
November to January (CADFG 2009).
Stream flow data for the Scott River near Fort Jones were obtained from the United States
into a smaller number of pumping zones will lead to an underestimate of the stream depletion externality. This
follows from the curvature of the Glover-Balmer equation and Jensen’s inequality. Given current computational
limitations, I leave analysis of potential biases to future work.
13In a personal conversation with ecologists involved in producing these estimates, I was told that these
estimates of minimum instream flow requirements are conservative in the sense that they likely overestimate
the actual instream flow needs of fish and are likely to be contested by other experts based on varying objectives
and methods. Nonetheless, these estimates are still used in my modeling with the understanding that the main
purpose of this thesis is to demonstrate the viability of my model for policy development and comparisons.
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Geological Survey’s (USGS) online database for the years 1942-2009.14 Stream flow data
could not be obtained for the tributaries of the Scott River in the Basin. Such a data defi-
ciency would need to be addressed for actual implementations of this type of modeling when
used for policy formation. For the purposes of this analysis, however, the USGS dataset for
the Scott River are assumed to account for the flow of the entire tributary network in the
Basin since the gauging station is located on the mainstem, downstream of all the tributaries
in the Basin.
In addition, it was recognized that the USGS dataset for the Scott River does not repre-
sent exogenous data since it measures stream flow that has been reduced by surface water
diversions and groundwater pumping. Instead of trying to derive exogenous stream flow
from this irrigation-impacted stream flow data, I used only the data from 1942-1958 since
groundwater irrigation only accounted for approximately 2% of all irrigation in the Basin
in 1958 (CADFG 2009). The focus of this study is on groundwater management, so the
decision was made to assume that the USGS dataset during this period was still exogenous
with respect to groundwater irrigation withdrawals. The 2-week moving average daily flow
rates from the four years (1952, 1953, 1956, 1958) with the highest and the four years (1944,
1947, 1949, 1955) with the lowest total stream flows during this period are used to represent
high stream flow and low stream flow years.
Finally, data for several variables were needed as inputs to the Glover-Balmer model.
First, the distance of each groundwater well to its closest stream was required. Using anal-
ysis tools in ESRI’s ArcGIS software, the closest stream to each groundwater well (i.e. the
centroid of each groundwater-irrigated parcel) was identified and the well-to-stream distance
data were generated. Secondly, representative values for the aquifer properties, transmis-
sivity and storativity, were required but unavailable for the study area. Thus, I conducted
14This USGS dataset was accessed at http://waterdata.usgs.gov/usa/nwis/
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sensitivity analyses for a range of values for both parameters. I let transmissivity vary from
10,000 f t2/day to 50,000 f t2/day and let storativity vary from 0.15 to 0.2. These values are
within the range of values that are typically found in many aquifers.
5.3 Economic Data
Economic data were required to calibrate the benefit function for irrigation water in the
study area to be used in the objective function. These economic data were drawn from a
report prepared by the University of California Cooperative Extension office (UCCE 2007b).
The report was intended to serve as a guide for making production decisions in the Basin
based on what the authors described as “production practices considered typical for this
crop [alfalfa] and region.” A hypothetical alfalfa plot of 443 acres is used as the basis for the
report’s estimates of operating costs and net returns to be expected for various crop yield and
price combinations. The report indicates that annual yields in the region are in the range of 4
to 8 tons/acre, justifying the authors’ use of 6 tons/acre as their basis for calculating returns.
In addition, the authors use a crop price of $125/ton of alfalfa hay “based on current markets
for premium to rain damaged hay” and state that this yield and price combination would lead
to $95/acre in net returns. Given that this report is the most specific source I have been able
to find on alfalfa production in my study area, I used these values to derive a benefit function
for irrigation water. More specifically, the benefit function is a value of the marginal product
(VMP) curve for irrigation water. The VMP curve was assumed to be downward sloping and
linear, with intercepts defined so that the area under the curve was equal to the maximum
net returns to an irrigator, $95/acre, when 2.5 feet of water was applied. Constant returns to
scale were assumed and data from individual irrigated fields were aggregated up for each of
the spatial pumping zones used in the analysis. Finally, it should be noted that changes in
pumping costs related to cones of depression or pumping externalities between wells were
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ignored. Given that the analysis considers only one pumping season and groundwater is
close to the surface throughout the study area, this assumption is not likely to change the
results meaningfully, and so accounting for pumping costs in the objective function will be
left to be considered in future work.
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6.0 RESULTS
In this section, I begin by discussing the effect of the aquifer properties, transmissivity
and storativity, on stream depletion response. Second, I discuss the results of simulations
that determine the optimal allocation of water in various hypothetical scenarios of stream-
aquifer systems. Third, I discuss the results of the empirical simulations that determine the
optimal allocation of water in the Scott River Basin. Finally, I discuss a comparison of the
relative welfare costs of the targeted policies determined by the model to their corresponding
uniform reduction policies.
6.1 Hypothetical Analysis Results
Result 1: Stream depletion impacts increase as transmissivity increases and storativity de-
creases.
In this analysis, sensitivity analyses were performed on the transmissivity and storativity
parameters in the Glover-Balmer model to evaluate their effects. The results indicate that
as transmissivity increases and storativity decreases in an aquifer, the peak stream deple-
tion impact due to pumping becomes higher and the time lag until this peak is reached is
shortened. Figure 4 and Figure 5 show the stream depletion trajectories caused by wells of
varying distances from the stream when the transmissivity is very high and storativity is very
low, respectively. Figure 2, in comparison, shows the stream depletion trajectory for more
typical aquifer property values. A comparison of these figures reveals the changes in stream
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depletion trajectory that varying these aquifer properties induce. Pumping in a high trans-
missivity aquifer depletes the aquifer (and any hydrologically connected nearby streams)
faster than pumping in a low transmissivity aquifer would since the groundwater flows with
more ease in high transmissivity aquifers. Likewise, pumping in a low storativity aquifer
depletes the aquifer (and any hydrologically connected nearby streams) faster than pumping
in a high storativity aquifer would since there is less groundwater released per unit volume
in low storativity aquifers. The effect caused by high transmissivity and low storativity can
be characterized as an increase in the magnitude of the peak stream depletion impact and
a shortening of the time lag between pumping and this peak stream depletion impact being
realized.
This effect can also be viewed from a spatial perspective by noting that the stream deple-
tion trajectory induced by wells close to the stream and that by wells far from the stream be-
come more similar, or converge, as transmissivity increases and storativity decreases. Simply
put, high transmissivity and low storativity have the effect of reducing the effective distance
between a well and a stream. The buffering effect of distance is reduced in such aquifers,
which means that the stream depletion impact of a far well becomes more similar to that of
a close well. Consequently, this result predicts that from a policy perspective, differences in
water allocation amongst wells of varying distances from the stream would be less signifi-
cant when the aquifer is characterized by high transmissivity or low storativity.
Result 2: If the timing of water application does not affect crop yield (Case 1), then the
irrigation season will be effectively subdivided based on distance from the stream and wells
located farther from the stream will be allocated more water.
In this analysis, I performed simulations of a hypothetical stream-aquifer system with two
wells pumping irrigation water in a season with scarce water supplies only during the sum-
mer months. The summer water scarcity was varied by gradually increasing the minimum
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instream flow requirements. Each well was assumed to irrigate the same size field containing
the same crop but their distances from the stream were varied. The results indicate that if the
timing of water application does not affect crop yield, the optimal allocation will allocate
more water to the far well than the close well since the far well induces a smaller stream
depletion impact for the same quantity of pumping. The more interesting finding from the
Case 1 analyses, however, concerns the temporal allocation of water rather than the differ-
ences in the quantities allocated between the two wells. As shown in Figure 6, it is generally
more optimal for the close well to pump more or less exclusively earlier in the irrigation
season, and the far well to pump exclusively later in the season. This subdivision of the
irrigation season occurs because of the differences in the stream depletion impact caused by
the two wells after pumping cessation, or differences in what is referred to as the ‘residual
impact’. The basic principle is that even after pumping ceases, the stream continues to lose
water to fill up the void created in the aquifer by the pumping. During this post-pumping
period, the far well induces a higher stream depletion impact than the close well since the
close well has already drawn much of its water from the stream. Any ‘residual impact’ that
occurs during the irrigation season is wasteful since it limits the amount of stream depletion
the other well can cause while pumping during the season. Thus, shutting down the close
well in the middle of the growing season is preferable since a smaller residual impact occurs
in-season. By the same reasoning, shutting down the far well at the end of the season is
preferable since the larger residual impact can be made to occur after the irrigation season
ends when nobody has to pump anymore. It should be noted that these results hold when 3,
4, or 5 wells are simulated. Due to computing limitations, more wells could not be simulated.
Result 3: If the timing of water application does affect crop yield (Case 2), then the pumping
of close wells is generally reduced relative to far wells during the dry summer months, except
under conditions in which the water scarcity during the summer months is extremely severe.
The Case 2 analysis simulated the same stream-aquifer scenario as in the Case 1 analysis,
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but accounted for the impact of the temporal distribution of water application. The results
indicate that all things being equal, accounting for the timing of water application leads to
less total welfare even if the same total quantity of water is pumped in the Basin for the
2-well scenarios simulated. In this case, both wells are allocated pumping at the beginning
of the season so that yield-reducing water deficits do not accumulate in either irrigator’s
crops; unlike Case 1, there is no subdivision of the irrigation season into two. As shown
in Figure 7, however, the far well is allocated a higher pumping limit for more days of the
irrigation season when the summer water is scarce. This is because it is preferable for the far
well to pump more because it causes less in-season stream depletion for the same quantity
of pumping. In other words, the far well’s stream depletion impact is more lagged, so the
brunt of its impact is felt later in the season or after the season.
There is one noteworthy exception to this general finding that the far well is allocated
more water. Counterintuitive as it may be, the close well is allocated more water during the
year when the summer water is extremely scarce due to low stream flows, high minimum in-
stream flow requirements, or a combination of both. Figure 8 depicts this scenario of extreme
water scarcity, and it shows that the far well will have to cease pumping much sooner before
the start of the water scarce summer months. This is because the far well causes a higher
residual impact, and so it needs to stop pumping sufficiently in advance of the dry summer
months so that the residual stream depletion impact it causes from early season pumping will
dissipate sufficiently before the minimum instream flow requirements bind. The close well,
on the other hand, is allowed to pump for longer before the water-scarce summer months
since its residual impact is smaller and dissipates much more immediately.
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6.2 Empirical Analysis Results
The results from the hypothetical analyses discussed above serve as testable hypotheses
for the empirical analysis of the Scott River Basin. As described in the Data section, the
616 groundwater wells in the Basin were idealized as a system of five wells in five spatial
pumping zones due to computational limitations of solving the model for more wells.15 The
optimization framework for Case 2 was used here for the empirical analysis since alfalfa
is a crop subject to stress from water deficits. The objective function was characterized by
the profit function (VMP curve) described in Section 5.3 used in conjunction with the water
stress correction term Γ described in Section 4.2.2. Total daily stream depletion was con-
strained using the difference between the USGS stream flow data and the minimum instream
flow requirements discussed in Section 5.2. The main variation from the Case 2 hypothetical
analyses was that in addition to summer water scarcity, post-irrigation season water scarcity
was also simulated since peak spawning season for the coho starts soon after the irrigation
season ends on October 15 during November and December. During the spawning season, a
more stringent minimum instream flow requirement has to be met, as indicated in Table 3.
The optimal allocations found by the model are consistent with those found for the Case
2 hypothetical analyses. Generally, wells are allocated more water as they get farther away
from the stream (as shown in Figure 9), but as with the hypothetical analyses, there are ex-
ceptions to this general rule of thumb. The first exception occurs when the summer water
supply is extremely scarce due to a stringent juvenile stream flow requirement (i.e. summer
flow requirement). In this scenario, the farthest wells have to cease their pumping ahead of
this period of extreme summer water scarcity so that their residual impacts are sufficiently
reduced (as shown in Figure 10). The second exception occurs when the spawning season
flow requirement (i.e. post-irrigation season flow requirement) is sufficiently stringent to be
15I also performed simulations assuming 2, 3, and 4 spatial pumping zones, and the general results on relative
allocation based on distance from the stream did not change.
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binding. This is just the same phenomenon taking place at the end of the irrigation season;
farther wells need to cease pumping earlier than closer wells so that their higher residual
impacts do not cause a violation of the spawning flow requirement two weeks after the irri-
gation season ends.
6.3 Policy Comparison Analysis Results
For the hypothetical (Case 2) and empirical analyses, the targeted water allocation de-
termined by solving the dynamic optimization problem was compared to the second-best
policy option of reducing the pumping of all irrigators uniformly to meet the minimum in-
stream flow requirements. In the hypothetical analysis, the differences in welfare losses
between the two policy options can be over 15%, with the differences increasing as daily
summer water supplies become more and more scarce due to more stringent summer flow
requirements. In the empirical analysis, the differences in welfare losses between the two
policy options can be over 30%. Likewise, the highest disparity between the targeted and
uniform policy occurs when summer water supplies are the most scarce due to more strin-
gent juvenile (summer) flow requirements (Table 4 and Figure 12).
In Figure 13, the welfare results of the empirical analysis are presented as contour lines
showing combinations of summer (juvenile) and post-irrigation season (spawning season)
flow requirements that lead to the same total welfare. Two points are evident from the con-
tours in this figure. The first point is that the more stringent the summer flow requirement is,
the less likely it is that the post-irrigation season flow requirement is going to impact water
allocation. This is because a stringent summer flow requirement reduces pumping alloca-
tions towards the end of the irrigation season, and reduced pumping during the irrigation
season will naturally lead to less residual stream depletion impact during the post-irrigation
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season months. In other words, if the summer flow requirement is sufficiently stringent,
the post-irrigation season requirement will not be binding. This accounts for the horizontal
portions of the contour. The vertical portions of the contour, on the other hand, account
for the combinations of the summer and post-irrigation season requirements where only the
post-irrigation season requirement is binding. This occurs when summer water is relatively
abundant, and the irrigators can be allocated enough pumping to cause an unacceptably high
residual stream depletion impact for the spawning season after pumping ceases. These con-
tours should not be viewed however as trade-off frontiers between the summer flow and
post-irrigation season requirements. Both requirements would need to be met to be in com-
pliance.
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7.0 CONCLUSION AND POLICY
IMPLICATIONS
Increasing recognition that groundwater extraction can lead to stream depletion creates
a demand for policies that cost effectively manage instream flow for ecological needs. The
stream depletion externality is spatially heterogeneous and temporally lagged and the eco-
logical demand for water can vary with time, so any optimal policy should reflect these
realities. In this thesis, I use a dynamic optimization framework to determine targeted daily
pumping limits for all irrigators in a stream-aquifer system if stream depletion has to be
managed to not exceed predefined daily limits. To model the stream depletion response, I
use the Glover-Balmer model, which is well-known in the hydrology literature, due to its
tractability and its spatial and temporal variables. With this modeling framework, I conduct
analyses of hypothetical scenarios in a stream-aquifer system, as well as empirical analyses
using a geospatial dataset that contains crop, acreage, and irrigation source information for
agricultural parcels in the Scott River Basin, California and a hydrologic dataset of instream
flow and minimum flow requirements. The results of the analyses suggest that given certain
stream depletion constraints, there are general ways to optimally allocate water on a daily
basis amongst irrigators who own wells of varying distances from the stream.
As intuition would suggest, an optimally targeted policy would generally allocate less
water to a well close to the stream. The close well would cause a larger stream depletion
impact for the same quantity of pumping during the irrigation season. However, the results
also indicate the counterintuitive finding that wells located farther from the stream may be
allocated less water if either in-season or post-irrigation season water supplies become ex-
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tremely scarce. This is because extreme water scarcity at any period during the year requires
a cessation of pumping ahead of that period. Wells located farther from the stream need
to cease pumping earlier so that their residual impacts can dissipate sufficiently before the
period of extreme water scarcity begins. Finally, the empirical analysis of the Scott River
Basin showed that differences in welfare costs between the targeted and uniform reduction
policies can be over 30%, with greater water scarcity leading to greater differences in relative
welfare costs. The relatively high welfare differences suggest that targeting may be worth
the additional transaction costs associated with it.
The results from this thesis may have policy implications for not just the study area, but
other water scarce regions where anthropogenic water use is causing harm to nearby stream
ecosystems. First, the analyses I conducted indicate that regulators should be cognizant of
the effects of aquifer properties such as transmissivity and storativity on the stream deple-
tion response since depletion caused by wells can be effectively magnified or diminished
based on these properties. Second, water management agencies in the Scott River Basin
would benefit from using predictions about the wetness or dryness of the hydrologic year
from the winter precipitation to anticipate the optimal allocation. In years in which water is
relatively abundant, targeted policies may not be cost effective enough relative to uniform
policies to justify their use. A standard uniform daily pumping limit for all irrigators may
be sufficient for providing adequate instream flows for the coho salmon. On the other hand,
targeted policies based on location and time may be worth the additional transaction costs
during years in which water is relatively scarce. If enforcing varying daily pumping limits
on farmers proves difficult, an alternative may be to build storage reservoirs to be filled by
wells located in the more advantageous locations relative to the stream. Irrigators with wells
located in less advantageous locations would draw their water from these reservoirs instead
of pumping their own water. This would allow more direct control over stream depletion
impacts for the water management agency.
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This thesis can be extended in various ways in future work. First, my model does not ac-
count for pumping costs in the objective function. In actuality, an irrigator who is allocated
more water may incur higher pumping costs because he is pumping a greater quantity of wa-
ter and pumping it from increasing depths. Moreover, variable pumping amongst irrigators
will lead to variable drawdown of the water table across space, which means that pumping
costs would likely vary spatially for each irrigator. If pumping costs are to be considered
in the objective function, an additional hydrologic model accounting for aquifer drawdown
would need to be incorporated into the modeling. Intuition suggests that differences in wel-
fare impacts between a targeted and uniform reduction policy may be widened if pumping
costs are considered given that the heterogeneity of an additional variable is being exploited
by the targeted policy.
Secondly, the production function for water inputs used in my model can be updated to
be more accurate for the crops in the study area. I assumed that all parcels in the Basin grow
the same crop, and so an interesting extension of this work would be to use the actual crops
grown in the area, with different production function parameters for each. Furthermore, the
production function itself can be improved by accounting for the daily evapotranspiration
(ET) requirements of the crop. In my analysis, it was assumed that crops require the same
quantity of water every day of the irrigation season. However, actual daily ET values are the
true measure of the daily water needs of crops. ET varies over the course of the irrigation
season and is likely highest during the hot, water-scarce summer months. Using actual ET
values may change the water allocation scheme found in this thesis by requiring irrigators
to reduce or cease pumping even earlier ahead of the summer months since summer water
availability would need to be increased to meet higher summer demand.
Finally, the hydrologic modeling employed in the framework can be improved on several
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fronts. First, the Glover-Balmer model has several limiting assumptions that may not be
accurate for atypical aquifers. There are other analytical models in the hydrology literature
that have relaxed some of the assumptions in the Glover-Balmer model (e.g. accounting
for streambed clogging, non-infinite areal extent, non-uniformity of aquifer properties), and
these models may produce more accurate and precise estimates of welfare costs. Aside from
finding a different hydrologic model, the use of the Glover-Balmer model can be improved
if data from current hydrologic studies of the Scott River become available. These data may
include transmissivity and storativity values for different parts of the aquifer. In this thesis,
these properties are assumed to be constant throughout the aquifer. Actual empirical data
would allow a more precise assessment of the stream depletion impact caused by pumping
from each well. Lastly, the modeling used in this thesis assumes no rainfall during the
irrigation season and a deterministic instream flow throughout the year. Rain events do occur
occasionally during the irrigation season, and they do reduce the ET requirements of crops
and replenish the void in the aquifer caused by pumping. Less water may need to be allocated
in the Basin than what has been suggested by my results. Modeling stochastic instream
flow would change the objective of the modeling given that meeting minimum instream
flows can no longer be guaranteed if future instream flows are not known in advance. The
objective would change to aiming for certain probabilities of meeting minimum instream
flow requirements. Intuition suggests that less water would be allocated overall since the
social planner is not as well-informed about future instream flows. Wells located closer to
the stream may be allocated more water relative to farther wells since their stream depletion
impacts can be controlled more directly in a shorter time frame.
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TABLES AND FIGURES
Table 1: Irrigated Crop Acreage in the Scott River Basin (1958 and 2000)
Crop Acreage in 1958 Percent Acreage in 2000 Percent
Alfalfa 9,850 30% 13,520 41%
Pasture 16,000 50% 17,049 52%
Grain 3,570 11% 2,040 6%
Other 2,803 9% 422 1%
Total 32,223 33,031
Notes: The data in this table was compiled by the California Department of Water Resources (2006) and
presented in CADFG (2009).
Table 2: Irrigation Water Source in the Scott River Basin (2000)
Groundwater Surface Water Conjunctive Use
Irrigated Irrigated Irrigated
Crop Acreage Acreage Acreage
Alfalfa 11,147 1,426 947
Pasture 1,405 14,562 1,082
Grain 1,816 102 122
Other 370 10 42
Total 14,738 16,100 2,193
Notes: The data in this table was compiled by the California Department of Water Resources (2006) and
presented in CADFG (2009).
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Table 3: Interim Minimum Instream Flow Recommendations for Streams in the Scott River
Basin
Mean Annual Discharge Juvenile Flow Spawning Flow
River and Tributary (cfs) (cfs) (cfs)
Scott River 630.50 129 217
South Fork Scott River 57.68 25 44
Wildcat Creek 9.64 7 14
Sugar Creek 18.21 12 21
French Creek 34.13 18 31
East Fork Scott River 109.91 39 68
Noyes Valley Creek 25.14 14 26
McConaughy Gulch 2.24 3 5
Moffett Creek 14.27 10 18
Notes: These interim flow recommendations are personal communications from staff of the California Depart-
ment of Fish and Game. Figures are conservative estimates of instream flows that may be required by general
salmonid populations.
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Table 4: Total Welfare in Scott River Basin Empirical Analysis
Summer Flow Post-irrigation Season Total Welfare of Total Welfare of
Requirement Flow Requirement Targeted Policy Uniform Policy
(cfs) (cfs) ($) ($)
0 0 1,894,379 1,891,350
0 40 1,775,728 1,742,269
0 80 1,269,339 1,154,945
0 93 0 0
80 0 1,894,379 1,891,350
80 40 1,775,728 1,742,269
80 80 1,269,339 1,154,945
80 93 0 0
160 0 1,053,613 775,074
160 40 1,053,613 775,074
160 80 1,053,699 775,074
160 93 0 0
Notes: This table shows the total welfare (net returns) associated with different combinations of summer and
post-irrigation season flow requirements in the Scott River Basin. The total welfare for both the targeted
allocation policy determined by the dynamic optimization framework and the uniform reduction policy are
shown for comparison (transmissivity = 30,000 f t2/day; storativity = 0.175).
51
Figure 1: Scott River Basin, California
Notes: This figure shows the Scott River Basin of northern California. Agricultural parcels are centrally located
within the Basin, primarily alongside the the mainstem Scott River. The Scott River and its major tributaries
are indicated by the bold lines in this figure.
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Figure 2: Time Lags for Stream Depletion Due to 100 Days of Well Pumping
Notes: This figure shows how the stream depletion proportion changes over time as a result of constant pump-
ing for 100 days by wells at various distances from the stream. The stream depletion proportion refers to
the proportion of the pumped water that is being contributed by the nearby stream (transmissivity = 20,000
f t2/day; storativity = 0.175).
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Figure 3: Cumulative Distribution of Daily Pumping
Notes: This figure shows the cumulative distribution of daily pumping for an optimal pumping trajectory
(Γi=1), early-season over-watering trajectory (Γi<1), and late-season over-watering trajectory (Γi1). The Γi
value is smallest for the late-season over-watering trajectory due to the accumulated damage done by under-
watering early in the season. Day 0 represents the beginning of the irrigation season.
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Figure 4: Time Lags for Stream Depletion Due to 100 Days of Well Pumping (High
Transmissivity Aquifer)
Notes: This figure shows how the stream depletion trajectories converge for wells of varying distances from the
stream when transmissivity is relatively high (transmissivity = 200,000 f t2/day; storativity = 0.175). Compare
with Figure 2 and note how the differences in stream depletion profiles between the 3 wells is more similar in
the figure above due to the converging effects of high transmissivity.
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Figure 5: Time Lags for Stream Depletion Due to 100 Days of Well Pumping (Low
Storativity Aquifer)
Notes: This figure shows how the stream depletion trajectories converge for wells of varying distances from
the stream when storativity is relatively low (transmissivity = 20,000 f t2/day; storativity = 0.01). Compare
with Figure 2 and note how the differences in stream depletion profiles between the 3 wells is more similar in
the figure above due to the converging effects of low storativiy.
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Figure 6: Case 1: Hypothetical Simulation with Water Scarcity
Notes: This figure shows the optimal water allocation between two wells when summer constraints are stringent
enough such that unconstrained use cannot be met for either irrigator. This scenario represents the case where
the timing of water application has no effect on crop yield (transmissivity = 30,000 f t2/day; storativity =
0.175).
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Figure 7: Case 2: Hypothetical Simulation with Moderate Summer Water Scarcity
Notes: This figure shows the optimal water allocation between two wells when summer constraints are stringent
enough such that unconstrained use cannot be met for either irrigator. This scenario represents the case where
the timing of water application does have an effect on crop yield (transmissivity = 30,000 f t2/day; storativity
= 0.175).
58
Figure 8: Case 2: Hypothetical Simulation with Extreme Summer Water Scarcity
Notes: This figure shows the optimal water allocation between two wells when water is extremely scarce during
the summer months. This scenario represents the case where the timing of water application does have an effect
on crop yield (transmissivity = 30,000 f t2/day; storativity = 0.175).
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Figure 9: Empirical Simulation with Moderate Water Scarcity
Notes: This figure shows the optimal water allocation for the five representative wells in the Scott River Basin
when the summer and post-irrigation season flow requirements are not stringent enough to lead to extreme
water scarcity (transmissivity = 30,000 f t2/day; storativity = 0.175).
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Figure 10: Empirical Simulation Results with Extreme Water Scarcity
Notes: This figure shows the optimal water allocation for the five representative wells in the Scott River Basin
when the summer flow requirements are stringent enough to cause extreme water scarcity (transmissivity =
30,000 f t2/day; storativity = 0.175).
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Figure 11: Comparison of Targeted Policy to Uniform Reduction Policy (Empirical
Analysis)
Notes: This figure shows that welfare losses relative to unconstrained pumping are greater for the uniform
reduction policy than for the targeted policy determined by the optimization model. The summer flow require-
ment is varied while the post-irrigation season flow requirement is assumed to be non-binding (transmissivity
= 30,000 f t2/day; storativity = 0.175).
62
Figure 12: Welfare Differences Between Targeted and Uniform Reduction Policies
(Empirical Analysis)
Notes: This figure quantifies the differences in welfare losses between the targeted policy and the uniform
reduction policy in percent terms. As in Figure 11, the summer flow requirement is varied while the post-
irrigation season flow requirement is assumed to be non-binding (transmissivity = 30,000 f t2/day; storativity
= 0.175).
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Figure 13: Total Welfare Contours for Juvenile and Spawning Flow Requirement
Combinations
Notes: This figure shows contours indicating combinations of summer flow and post-irrigation season flow
requirements that result in the same total welfare (transmissivity = 30,000 f t2/day; storativity = 0.175).
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APPENDIX A: SUPPLEMENTAL TABLES AND
FIGURES
Figure A-1: First-Order Partial Derivative of Stream Depletion Rate With Respect to
Transmissivity for a 100m well
Notes: This figure shows the behavior of the change in stream depletion rate as the transmissivity of the aquifer
is varied for a well that is located 100m from the stream. Each curve represents a different day after constant
pumping begins.
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Figure A-2: First-Order Partial Derivative of Stream Depletion Rate With Respect to
Transmissivity for a 1000m well
Notes: This figure shows the behavior of the change in stream depletion rate as the transmissivity of the aquifer
is varied for a well that is located 1000m from the stream. Each curve represents a different day after constant
pumping begins.
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Figure A-3: First-Order Partial Derivative of Stream Depletion Rate With Respect to
Storativity for a 100m well
Notes: This figure shows the behavior of the change in stream depletion rate as the storativity of the aquifer
is varied for a well that is located 100m from the stream. Each curve represents a different day after constant
pumping begins.
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Figure A-4: First-Order Partial Derivative of Stream Depletion Rate With Respect to
Storativity for a 1000m well
Notes: This figure shows the behavior of the change in stream depletion rate as the storativity of the aquifer is
varied for a well that is located 1000m from the stream. Each curve represents a different day after constant
pumping begins.
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Figure A-5: Scott River Basin Agricultural Parcels
Notes: This figure shows distinct agricultural parcels for the northwestern area of the Scott River Basin. The
dots represent the location of wells in parcels that are irrigated by groundwater, and the bold lines represent the
streams in the Basin.
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Figure A-6: Comparison of Targeted Policy to Uniform Reduction Policy (Hypothetical
Analysis)
Notes: This figure shows that welfare losses relative to unconstrained pumping are greater for the uniform
reduction policy than for the targeted policy determined by the optimization model for the hypothetical stream-
aquifer system that was simulated (transmissivity = 30,000 f t2/day; storativity = 0.175).
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Figure A-7: Welfare Differences Between Targeted and Uniform Reduction Policies
(Hypothetical Analysis)
Notes: This figure quantifies the differences in welfare losses between the targeted policy and the uniform
reduction policy in percent terms for the hypothetical stream-aquifer system that was simulated (transmissivity
= 30,000 f t2/day; storativity = 0.175).
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APPENDIX B: MATLAB CODE
Hypothetical Analysis - Main File
1 t i c % S t a r t t i m e r
2 c l e a r
3
4 % SET PARAMETER VALUES %%%%%%%%%
5 % Time p a r a m e t e r s
6 s e a s o n = 200 ; % Number o f days i n growing s e a s o n
7 n s e a s o n s = 1 ; % Number o f s e a s o n s t o s i m u l a t e
8 p e r i o d = 365 ; % Number o f days i n growing and non−growing
s e a s o n
9
10 % A q u i f e r p a r a m e t e r s
11 t r a n s = 30000 ; % T r a n s m i s s i v i t y c o e f f i c i e n t ( f t ^ 2 / day )
12 t r a n s = t r a n s ∗0 . 0 9 2 9 0 3 0 4 ; % Conver t t r a n s m i s s i v i t y
13 . . . v a l u e t o m^ 2 / day
14 s t o r = 0 . 1 7 5 ; % S t o r a t i v i t y c o e f f i c e n t ( d i m e n s i o n l e s s )
15
16
17 % LOAD WELL, STREAMFLOW, AND ECONOMIC DATA %
18 % Well d a t a
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19 w e l l { 1 } . d a t a ( 1 ) . w e l l _ i d = 1 ; % Well IDs
20 w e l l { 1 } . d a t a ( 1 ) . d i s t s t r e a m = 100 ; % D i s t a n c e o f w e l l t o
s t r e a m (m)
21 w e l l { 1 } . d a t a ( 1 ) . p e r c e n t _ r e d = 1 ; % P e r c e n t r e d u c t i o n o f
a l l o c a t i o n f o r each w e l l ; s h o u l d e q u a l 1 i f t h e r e i s no
r e s t r i c t i o n
22 w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t _ u n r e g = 100 ; % Y ea r l y u n r e g u l a t e d
use o f w a t e r f o r each w e l l ( ac re−f e e t / y e a r )
23 w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t = w e l l { 1 } . d a t a ( 1 ) . p e r c e n t _ r e d ∗
w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t _ u n r e g ; % Y ea r l y a l l o t m e n t o f
w a t e r f o r each w e l l ( ac re−f e e t / y e a r )
24 w e l l { 1 } . d a t a ( 1 ) . mrp = 5 0 ; % shutdown p r i c e o f w a t e r
25 w e l l { 1 } . d a t a ( 1 ) . pump_ra t e_unreg = w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t /
s e a s o n ;
26
27 w e l l { 2 } . d a t a ( 1 ) . w e l l _ i d = 2 ;
28 w e l l { 2 } . d a t a ( 1 ) . d i s t s t r e a m = 500 ;
29 w e l l { 2 } . d a t a ( 1 ) . p e r c e n t _ r e d = 1 ;
30 w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t _ u n r e g = 100 ;
31 w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t = w e l l { 2 } . d a t a ( 1 ) . p e r c e n t _ r e d ∗
w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t _ u n r e g ;
32 w e l l { 2 } . d a t a ( 1 ) . mrp = 5 0 ;
33 w e l l { 2 } . d a t a ( 1 ) . pump_ra t e_unreg = w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t /
s e a s o n ;
34
35
36 w e l l _ c o u n t = s i z e ( wel l , 2 ) ; % Counts number o f w e l l s
73
37
38 p e r _ d a y _ a l l o t = 2000 ; % Per−day a l l o t m e n t o f w a t e r f o r each
w e l l ( gpm )
39 p e r _ d a y _ a l l o t = p e r _ d a y _ a l l o t / 3 2 5 8 5 1 . 4 2 9∗6 0∗2 4 ; % Conver t per
−day a l l o t m e n t t o ac re−f e e t / day
40
41
42 % St reamf low d a t a
43 s t r e a m f l o w = 3 ∗ ones ( p e r i o d ∗ nseasons , 1 ) ; % N a t u r a l
s t r e a m f l o w ( ac re− f t / y e a r )
44
45 m i n _ f l o w _ e a r l y _ s e a s o n = 2 . 5 ; % Minimum s t r e a m f l o w s t a n d a r d
f o r growing s e a s o n ( j u v e n i l e r e a r i n g )
46 min_flow_summer = 2 . 5 ; % Minimum s t r e a m f l o w s t a n d a r d f o r
summer months
47 m i n _ f l o w _ p o s t s e a s o n = 2 . 9 ; % Minimum s t r e a m f l o w s t a n d a r d f o r
non−growing s e a s o n ( spawning )
48
49 min_flow = z e r o s ( p e r i o d , 1 ) ;
50 min_flow ( 1 : 1 0 5 , 1 ) = m i n _ f l o w _ e a r l y _ s e a s o n ; % Flow r a t e f o r
e a r l y i n t h e growing s e a s o n
51 min_flow ( 1 0 6 : season , 1 ) = min_flow_summer ; % Flow r a t e f o r
summer t o e a r l y f a l l
52 min_flow ( s e a s o n +1: p e r i o d , 1 ) = m i n _ f l o w _ p o s t s e a s o n ; % Flow
r a t e f o r a f t e r t h e growing s e a s o n
53 min_flow = repmat ( min_flow , nsea sons , 1 ) ;
54
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55
56 % CALCULATE OPTIMIZED STREAM DEPLETION PATHS%
57 pump_ra te = z e r o s ( p e r i o d ∗w e l l _ c o u n t ∗ nseasons , 1 ) ; % C r e a t e
m a t r i x o f d e c i s i o n v a r i a b l e s ( d a i l y pump r a t e )
58
59 % I n i t i a l g u e s s
60 i n _ g u e s s = z e r o s ( p e r i o d ∗ nseasons , w e l l _ c o u n t ) ; % Pre−a l l o c a t e
m a t r i x o f i n i t i a l g u e s s e s
61 f o r i = 1 : w e l l _ c o u n t
62 f o r j = 1 : n s e a s o n s
63 i n _ g u e s s ( ( ( j −1)∗ p e r i o d ) + 1 : ( ( j −1)∗ p e r i o d ) + season , i ) = . . .
64 w e l l { i } . d a t a . pump_ra t e_unreg / 5 ;
65 end
66 end
67 i n _ g u e s s = r e s h a p e ( i n _ g u e s s , p e r i o d ∗w e l l _ c o u n t ∗ nseasons , 1 ) ;
68
69
70 % ’A’ m a t r i x f o r i n e q u a l i t y c o n s t r a i n t
71 A = z e r o s ( p e r i o d ∗ nseasons , w e l l _ c o u n t ∗ p e r i o d ∗ n s e a s o n s ) ; %
Pre−a l l o c a t e ’A’ v e c t o r
72
73 f o r w = 1 : w e l l _ c o u n t % C o n s t r u c t c o e f f i c i e n t ’A’ m a t r i x f o r
i n e q u a l i t y c o n s t r a i n t f o r each w e l l
74
75 A_0 = z e r o s ( p e r i o d ∗ nseasons , p e r i o d ∗ n s e a s o n s ) ;
76
77 f o r s = 1 : n s e a s o n s % C o n s t r u c t c o e f f i c i e n t ’A’ m a t r i x f o r
75
i n e q u a l i t y c o n s t r a i n t f o r each s e a s o n
78
79 f o r i = 1 : p e r i o d ∗ n s e a s o n s % i i s t h e row i n d e x f o r ’A’
m a t r i x
80
81 f o r j = 1 : p e r i o d ∗ n s e a s o n s % j i s t h e column i n d e x f o r ’A
’ m a t r i x
82
83 i f ( i > ( s−1)∗ p e r i o d ) && ( i <= s e a s o n + ( ( s−1)∗ p e r i o d
) ) && ( j > ( s−1)∗ p e r i o d ) && ( j <= s e a s o n + ( ( s−1)∗
p e r i o d ) )
84 i f i == j
85 A_0 ( i , j ) = w e l l _ f n ( i , j , w e l l {w} . da t a , s t o r ,
t r a n s ) ;
86
87 e l s e
88 i f i > j
89 A_0 ( i , j ) = w e l l _ f n ( i , j , w e l l {w} . da t a , s t o r ,
t r a n s ) − w e l l _ f n ( i , j +1 , w e l l {w} . da t a ,
s t o r , t r a n s ) ;
90 end
91 end
92
93 e l s e i f ( i > s e a s o n + ( ( s−1)∗ p e r i o d ) ) && ( j > ( s−1)∗
p e r i o d ) && ( j <= s e a s o n + ( ( s−1)∗ p e r i o d ) )
94 A_0 ( i , j ) = w e l l _ f n ( i , j , w e l l {w} . da t a , s t o r ,
t r a n s ) − w e l l _ f n ( i , j +1 , w e l l {w} . da t a , s t o r ,
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t r a n s ) ;
95 end
96
97 end % End ’ j ’ l oop
98
99 end % End ’ i ’ l oop
100
101 end % End ’ s ’ l oop
102
103 A( 1 : p e r i o d ∗ nseasons , ( ( w−1) ∗ ( p e r i o d ∗ n s e a s o n s ) ) + 1 : ( (w−1) ∗ (
p e r i o d ∗ n s e a s o n s ) ) +( p e r i o d ∗ n s e a s o n s ) ) = A_0 ;
104
105 end
106
107 % ’b ’ m a t r i x f o r i n e q u a l i t y c o n s t r a i n t
108 b = s t r e a m f l o w − min_flow ;
109
110 % Adds c o n s t r a i n t f o r r e s t r i c t i n g each w e l l t o i t s
u n c o n s t r a i n e d use
111 addA = z e r o s ( w e l l _ c o u n t ∗ nsea sons , s i z e (A, 2 ) ) ;
112 f o r i = 1 : w e l l _ c o u n t ∗ n s e a s o n s
113 addA ( i , ( ( i −1)∗ p e r i o d ) + 1 : ( ( i −1)∗ p e r i o d ) + p e r i o d ) = 1 ;
114 end
115 A = [A; addA ] ;
116
117 f o r i = 1 : w e l l _ c o u n t
118 f o r j = 1 : n s e a s o n s
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119 b = [ b ; w e l l { i } . d a t a . a l l o t m e n t ] ;
120 end
121 end
122
123
124 % Lower and uppe r bound m a t r i c e s
125 l b = z e r o s ( p e r i o d ∗w e l l _ c o u n t ∗ nseasons , 1 ) ; % lower bound
m a t r i x
126 ub = z e r o s ( p e r i o d ∗w e l l _ c o u n t ∗ nseasons , 1 ) ; % upper bound
m a t r i x ; r e s t r i c t s d a i l y pumping
127 f o r i = 0 : ( w e l l _ c o u n t ∗ n s e a s o n s )−1
128 ub ( ( i ∗ p e r i o d ) + 1 : ( i ∗ p e r i o d ) + season , 1 ) = ub ( ( i ∗ p e r i o d ) + 1 : ( i ∗
p e r i o d ) + season , 1 ) + p e r _ d a y _ a l l o t ;
129 end
130
131 % O p t i m i z a t i o n command
132 o p t i o n s = o p t i m s e t ( ’ Di sp lay ’ , ’ i t e r ’ , ’ Algor i thm ’ , ’ a c t i v e−
s e t ’ , ’ MaxFunEvals ’ , 250000 , ’ TolFun ’ , 0 . 0 0 1 ) ;
133 [ pump_ra te_reg , n e t _ b e n ] = fmincon (@( pump_ra te ) −o b j _ f u n c (
pump_rate , p e r i o d , w e l l _ c o u n t , n sea sons , season , w e l l ) ,
. . .
134 i n _ g u e s s , A, b , [ ] , [ ] , lb , ub , [ ] , o p t i o n s ) ;
135
136 % D i s p l a y r e s u l t s
137 d i s p ( [ ’ T o t a l n e t b e n e f i t s = $ ’ num2s t r (− n e t _ b e n ) ’ . ’ ] ) ;
138
139 [ DEP_reg ] = d e p l e t i o n _ r a t e _ r e g ( pump_ra te_reg , A, w e l l _ c o u n t ,
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nseasons , p e r i o d ) ;
140 TOTAL_DEP_WELL_reg = sum ( DEP_reg , 1 ) ; % T o t a l s t r e a m
d e p l e t i o n ca u se d by each w e l l
141 TOTAL_DEP_DAY_reg = sum ( DEP_reg , 2 ) ; % C a l c u l a t e t o t a l
s t r e a m d e p l e t i o n f o r each day
142
143 pump_ra t e_ reg_0 = z e r o s ( p e r i o d ∗ nseasons , w e l l _ c o u n t ) ; % J u s t
re−a r r a n g i n g d e c i s i o n v a r i a b l e m a t r i x
144 f o r i = 1 : w e l l _ c o u n t
145 pump_ra t e_ reg_0 ( 1 : p e r i o d ∗ nseasons , i ) = pump_ra t e_ reg ( ( p e r i o d
∗ ( i −1)∗ n s e a s o n s ) +1: p e r i o d ∗ i ∗ nseasons , 1 ) ;
146 end
147 pump_ra t e_ reg = pump_ra t e_ reg_0 ;
148
149 TOTAL_PUMP_WELL_reg = sum ( pump_ra te_reg , 1 ) ; % T o t a l pumping
of each w e l l
150 TOTAL_PUMPED_WATER_reg = sum ( TOTAL_PUMP_WELL_reg ) ;
151
152 % PLOT REGULATED STREAM DEPLETION %
153 f i g u r e ( 2 ) ; c l f ;
154
155 s u b p l o t ( 2 , 1 , 1 ) ;
156 % P l o t s t r e a m d e p l e t i o n due t o a l l w e l l s
157 p l o t ( TOTAL_DEP_DAY_reg , ’k ’ ) ;
158 a x i s ( [ 0 366 0 4 ] ) ;
159 s e t ( gca , ’ XTick ’ , 0 : 3 0 . 4 : 3 6 6 , ’ XTickLabel ’ , { ’ A p r i l ’ , ’ May ’ , ’ June
’ , ’ Ju ly ’ , ’ Aug ’ , ’ Sept ’ , ’ Oct ’ , ’ Nov ’ , ’ Dec ’ , ’ Jan ’ , ’ Feb ’ , ’ Mar
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’ , ’ A p r i l ’ } )
160 t i t l e ( ’ S t ream D e p l e t i o n f o r R e g u l a t e d Case ’ , ’ FontWeight ’ , ’
bold ’ )
161 x l a b e l ( ’ Days ’ , ’ FontWeight ’ , ’ bold ’ ) ; y l a b e l ( ’ Acre−f e e t / year ’ , ’
FontWeight ’ , ’ bold ’ ) ;
162
163 % P l o t s t r e a m d e p l e t i o n due t o i n d i v i d u a l w e l l s
164 f o r i = 1 : w e l l _ c o u n t
165 s e t ( gca , ’ ColorOrder ’ , ’ d e f a u l t ’ ) ;
166 ho ld a l l
167 p l o t ( DEP_reg ( : , i ) ) ;
168 end
169
170 % P l o t s t r e a m f l o w and minimum flow
171 p l o t ( 1 : p e r i o d , s t r e amf low , ’−−k ’ ) ;
172 p l o t ( 1 : p e r i o d , min_flow , ’−−k ’ ) ;
173 ho ld o f f
174
175 s u b p l o t ( 2 , 1 , 2 ) ;
176 % P l o t combined pumping r a t e s f o r a l l w e l l s
177 p l o t ( 1 : p e r i o d , sum ( pump_ra te_reg , 2 ) , ’k ’ ) ;
178 a x i s ( [ 0 366 0 4 ] ) ;
179 s e t ( gca , ’ XTick ’ , 0 : 3 0 . 4 : 3 6 6 , ’ XTickLabel ’ , { ’ A p r i l ’ , ’ May ’ , ’
June ’ , ’ Ju ly ’ , ’ Aug ’ , ’ Sept ’ , ’ Oct ’ , ’ Nov ’ , ’ Dec ’ , ’ Jan ’ , ’ Feb ’ , ’
Mar ’ , ’ A p r i l ’ } )
180
181 t i t l e ( ’ Pumping r a t e s f o r R e g u l a t e d Case ’ , ’ FontWeight ’ , ’ bold
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’ )
182 x l a b e l ( ’ Days ’ , ’ FontWeight ’ , ’ bold ’ ) ; y l a b e l ( ’ Acre−f e e t / year ’ , ’
FontWeight ’ , ’ bold ’ ) ;
183
184 % P l o t pumping r a t e s f o r i n d i v i d u a l w e l l s
185 f o r i = 1 : w e l l _ c o u n t
186 s e t ( gca , ’ ColorOrder ’ , ’ d e f a u l t ’ ) ;
187 ho ld a l l
188 p l o t ( 1 : p e r i o d , pump_ra t e_ reg ( : , i ) )
189 end
190
191
192 % END OF SIMULATION %%%%%%%%%%%%
193 % D e l e t e dummy and u n n e c c e s s a r y m a t r i c e s t o e l i m i n a t e
c o n f u s i o n
194 c l e a r pump_ra t e_ reg_0 ; c l e a r pump_ra te ; c l e a r A_0 ; c l e a r
t o t a l _ p u m p _ r a t e ; c l e a r addA ;
195 c l e a r i ; c l e a r j ; c l e a r s ; c l e a r w; c l e a r y e a r _ a x i s _ 0 ;
196 save A _ r e s u l t s . mat % Save r e s u l t s i n t a b l e s i f r u n n i n g
r e m o t e l y
197
198 t o c % Stop t i m e r
Hypothetical Analysis - Objective Function
1 f u n c t i o n [ N B _ t o t a l ] = A_obj_func ( pump_rate , p e r i o d ,
w e l l _ c o u n t , n sea sons , season , w e l l )
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2 %OBJ_FUNC O b j e c t i v e f u n c t i o n t o be o p t i m i z e d
3 % Maximizing n e t b e n e f i t s s u b j e c t t o c o n s t r a i n t s
4
5 NB_indiv = z e r o s ( w e l l _ c o u n t , n s e a s o n s ) ; % Pre−a l l o c a t e s
v e c t o r o f n e t b e n e f i t s f o r each w e l l
6 k =0;
7
8 f o r i = 1 : w e l l _ c o u n t % Begins loop f o r each w e l l
9
10 f o r j = 1 : n s e a s o n s % Begins loop f o r each s e a s o n
11 k = k +1; s t e p = ( k−1)∗ p e r i o d ;
12 w e l l { i } . d a t a . t o t a l _ a p p l i e d _ w a t e r = sum ( pump_ra te ( s t e p +1:
s t e p + p e r i o d , 1 ) ) ;
13
14 NB_indiv ( i , j ) = ( w e l l { i } . d a t a . mrp∗w e l l { i } . d a t a .
t o t a l _ a p p l i e d _ w a t e r ) − ( 0 . 5 ∗ ( w e l l { i } . d a t a . mrp . / w e l l { i
} . d a t a . a l l o t m e n t _ u n r e g ) ∗w e l l { i } . d a t a .
t o t a l _ a p p l i e d _ w a t e r ^2 ) ;
15
16 end
17
18 end
19
20 N B _ t o t a l = sum ( sum ( NB_indiv , 2 ) ) ;
21
22 end
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Empirical Analysis - Main File
1 t i c % S t a r t t i m e r
2 c l e a r
3
4 %%%%%%%%%%%% INITIALIZE SENSITIVITY ANALYSIS
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
5 c o u n t e r = 1 ;
6 SA_ to t a l_pump_we l l_ r eg = [ ] ;
7 SA_pump_rate_reg = [ ] ;
8
9
10 f o r SA_s tor = [ 0 . 1 7 5 ]
11 %f o r S A _ d i s t s t r e a m = [ 1 0 0 , 300]
12
13 f o r SA_stream = 2 . 0 2 5 : 0 . 0 5 : 2 . 9 7 5
14
15 f o r SA_t rans = [10000 , 20000 , 30000 , 40000 , 50000]
16
17 %%%%%%%%%%%% SET PARAMETER VALUES
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
18 % Time p a r a m e t e r s
19 s e a s o n = 200 ; % Number o f days i n growing s e a s o n
20 n s e a s o n s = 1 ; % Number o f s e a s o n s t o s i m u l a t e
21 p e r i o d = 365 ; % Number o f days i n growing and non−growing
s e a s o n
22
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23 % A q u i f e r p a r a m e t e r s
24 t r a n s = SA_t rans ; % T r a n s m i s s i v i t y c o e f f i c i e n t ( f t ^ 2 / day )
f o r s e n s i t i v i t y a n a l y s i s
25 %t r a n s = 50000 ; % T r a n s m i s s i v i t y c o e f f i c i e n t ( f t ^ 2 / day )
26 t r a n s = t r a n s ∗0 . 0 9 2 9 0 3 0 4 ; % Conver t t r a n s m i s s i v i t y v a l u e t o
m^ 2 / day
27 s t o r = SA_s tor ; % S t o r a t i v i t y c o e f f i c e n t ( d i m e n s i o n l e s s ) f o r
s e n s i t i v i t y a n a l y s i s
28 %s t o r = 0 . 1 7 5 ; % S t o r a t i v i t y c o e f f i c e n t ( d i m e n s i o n l e s s )
29
30
31 %%%%%%%%%%%% LOAD WELL, STREAMFLOW, AND ECONOMIC DATA
%%%%%%%%%%%%%%%%%%%%
32 % Well d a t a
33 w e l l { 1 } . d a t a ( 1 ) . w e l l _ i d = 1 ; % Well IDs
34 w e l l { 1 } . d a t a ( 1 ) . d i s t s t r e a m = 100 ; % D i s t a n c e o f w e l l t o
s t r e a m (m)
35 w e l l { 1 } . d a t a ( 1 ) . p e r c e n t _ r e d = 1 ; % P e r c e n t r e d u c t i o n o f
a l l o c a t i o n f o r each w e l l ; s h o u l d e q u a l 1 i f t h e r e i s no
r e s t r i c t i o n
36 w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t _ p e r _ a c r e _ u n r e g = 2 . 5 ; % F e e t o f
w a t e r a p p l i e d p e r y e a r
37 w e l l { 1 } . d a t a ( 1 ) . a c r e s = 6 0 ; % Acres o f i r r i g a t e d f a r m l a n d
38 w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t _ u n r e g = w e l l { 1 } . d a t a ( 1 ) .
a l l o t m e n t _ p e r _ a c r e _ u n r e g ∗ w e l l { 1 } . d a t a ( 1 ) . a c r e s ; %
Y ea r l y u n c o n s t r a i n e d d a i l y use o f w a t e r f o r each w e l l (
ac re−f e e t / y e a r )
84
39 w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t = w e l l { 1 } . d a t a ( 1 ) . p e r c e n t _ r e d ∗
w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t _ u n r e g ; % Y ea r l y a l l o t m e n t o f
w a t e r f o r each w e l l ( ac re−f e e t / y e a r )
40 w e l l { 1 } . d a t a ( 1 ) . mrp = 7 6 ; % y− i n t e r c e p t o f demand c u r v e
41 w e l l { 1 } . d a t a ( 1 ) . pump_ra t e_unreg = w e l l { 1 } . d a t a ( 1 ) . a l l o t m e n t /
s e a s o n ; %u n c o n s t r a i n e d d a i l y pump r a t e
42
43 w e l l { 2 } . d a t a ( 1 ) . w e l l _ i d = 2 ;
44 w e l l { 2 } . d a t a ( 1 ) . d i s t s t r e a m = 500 ;
45 w e l l { 2 } . d a t a ( 1 ) . p e r c e n t _ r e d = 1 ;
46 w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t _ p e r _ a c r e _ u n r e g = 2 . 5 ;
47 w e l l { 2 } . d a t a ( 1 ) . a c r e s = 6 0 ;
48 w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t _ u n r e g = w e l l { 2 } . d a t a ( 1 ) .
a l l o t m e n t _ p e r _ a c r e _ u n r e g ∗ w e l l { 2 } . d a t a ( 1 ) . a c r e s ;
49 w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t = w e l l { 2 } . d a t a ( 1 ) . p e r c e n t _ r e d ∗
w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t _ u n r e g ;
50 w e l l { 2 } . d a t a ( 1 ) . mrp = 7 6 ;
51 w e l l { 2 } . d a t a ( 1 ) . pump_ra t e_unreg = w e l l { 2 } . d a t a ( 1 ) . a l l o t m e n t /
s e a s o n ;
52
53
54 w e l l _ c o u n t = s i z e ( wel l , 2 ) ; % Counts number o f w e l l s
55
56 % St reamf low d a t a
57 s t r e a m f l o w = 3 ∗ ones ( p e r i o d ∗ nseasons , 1 ) ; % N a t u r a l
s t r e a m f l o w ( ac re− f t / y e a r )
58
85
59 m i n _ f l o w _ e a r l y _ s e a s o n = 2 . 0 ; % Minimum s t r e a m f l o w s t a n d a r d
f o r growing s e a s o n ( j u v e n i l e r e a r i n g )
60 %min_flow_summer = 2 . 5 ; % Minimum s t r e a m f l o w s t a n d a r d f o r
summer months
61 min_flow_summer = SA_stream ; % Minimum s t r e a m f l o w s t a n d a r d
f o r summer months
62 m i n _ f l o w _ p o s t s e a s o n = 2 . 0 ; % Minimum s t r e a m f l o w s t a n d a r d f o r
non−growing s e a s o n ( spawning )
63
64
65 % Use t h i s s e t o f commands f o r smooth c o n s t r a i n t t r a n s i t i o n s
( use e i t h e r
66 % t h i s s e t o r t h e above )
67 min_flow = z e r o s ( p e r i o d , 1 ) ;
68 s t a r t _ o f _ s u m m e r = 6 1 ; % F i r s t day of summer c o n s t r a i n t
69
70 min_flow ( 1 : s t a r t _ o f _ s u m m e r , 1 ) = m i n _ f l o w _ e a r l y _ s e a s o n ;
71
72 drop_days = 6 0 ; % Number o f days ove r which s t r e a m f l o w
c o n s t r a i n t d r o p s h e a d i n g i n t o summer
73 f o r i = 1 : d rop_days
74 min_flow ( s t a r t _ o f _ s u m m e r + i , 1 ) = m i n _ f l o w _ e a r l y _ s e a s o n +( i
∗ ( min_flow_summer−m i n _ f l o w _ e a r l y _ s e a s o n ) / d rop_days ) ;
75 end
76
77 min_flow ( s t a r t _ o f _ s u m m e r + drop_days +1: season , 1 ) =
min_flow_summer ;
86
78
79 r i s e _ d a y s = 6 0 ; % Number o f days ove r which s t r e a m f l o w
c o n s t r a i n t r i s e s f o l l o w i n g summer
80 f o r i = 1 : r i s e _ d a y s
81 min_flow ( s e a s o n + i , 1 ) = min_flow_summer−( i ∗ (
min_flow_summer−m i n _ f l o w _ p o s t s e a s o n ) / r i s e _ d a y s ) ;
82 end
83
84 min_flow ( s e a s o n + r i s e _ d a y s +1 :365 , 1 ) = m i n _ f l o w _ p o s t s e a s o n ;
85
86
87 %%%%%%%%%%%% CALCULATE OPTIMIZED STREAM DEPLETION PATHS
%%%%%%%%%%%%%%%%%%%
88 pump_ra te = z e r o s ( p e r i o d ∗w e l l _ c o u n t ∗ nseasons , 1 ) ; % C r e a t e
m a t r i x o f d e c i s i o n v a r i a b l e s ( d a i l y pump r a t e )
89
90 % I n i t i a l g u e s s
91 i n _ g u e s s = z e r o s ( p e r i o d ∗ nseasons , w e l l _ c o u n t ) ; % Pre−a l l o c a t e
m a t r i x o f i n i t i a l g u e s s e s
92 f o r i = 1 : w e l l _ c o u n t
93 f o r j = 1 : n s e a s o n s
94 i n _ g u e s s ( ( ( j −1)∗ p e r i o d ) + 1 : ( ( j −1)∗ p e r i o d ) + season , i ) =
w e l l { i } . d a t a . pump_ra t e_unreg / 5 ;
95 end
96 end
97 i n _ g u e s s = r e s h a p e ( i n _ g u e s s , p e r i o d ∗w e l l _ c o u n t ∗ nseasons , 1 ) ;
98
87
99
100 % ’A’ m a t r i x f o r i n e q u a l i t y c o n s t r a i n t
101 A = z e r o s ( p e r i o d ∗ nseasons , w e l l _ c o u n t ∗ p e r i o d ∗ n s e a s o n s ) ; %
Pre−a l l o c a t e ’A’ v e c t o r
102
103 f o r w = 1 : w e l l _ c o u n t % C o n s t r u c t c o e f f i c i e n t ’A’ m a t r i x f o r
i n e q u a l i t y c o n s t r a i n t f o r each w e l l
104
105 A_0 = z e r o s ( p e r i o d ∗ nseasons , p e r i o d ∗ n s e a s o n s ) ;
106
107 f o r s = 1 : n s e a s o n s % C o n s t r u c t c o e f f i c i e n t ’A’ m a t r i x f o r
i n e q u a l i t y c o n s t r a i n t f o r each s e a s o n
108
109 f o r i = 1 : p e r i o d ∗ n s e a s o n s % i i s t h e row i n d e x f o r ’A’
m a t r i x
110
111 f o r j = 1 : p e r i o d ∗ n s e a s o n s % j i s t h e column i n d e x f o r ’A
’ m a t r i x
112
113 i f ( i > ( s−1)∗ p e r i o d ) && ( i <= s e a s o n + ( ( s−1)∗ p e r i o d
) ) && ( j > ( s−1)∗ p e r i o d ) && ( j <= s e a s o n + ( ( s−1)∗
p e r i o d ) ) % f i l l s i n rows 1 t h r o u g h f i r s t s e a s o n
114 i f i == j
115 A_0 ( i , j ) = w e l l _ f n ( i , j , w e l l {w} . da t a , s t o r ,
t r a n s ) ;
116
117 e l s e
88
118 i f i > j
119 A_0 ( i , j ) = w e l l _ f n ( i , j , w e l l {w} . da t a , s t o r ,
t r a n s ) − w e l l _ f n ( i , j +1 , w e l l {w} . da t a ,
s t o r , t r a n s ) ;
120 end
121 end
122
123 e l s e i f ( i > s e a s o n + ( ( s−1)∗ p e r i o d ) ) && ( j > ( s−1)∗
p e r i o d ) && ( j <= s e a s o n + ( ( s−1)∗ p e r i o d ) ) %
f i l l s i n rows f i r s t s e a s o n +1 t h r o u g h end of p e r i o d
124 A_0 ( i , j ) = w e l l _ f n ( i , j , w e l l {w} . da t a , s t o r ,
t r a n s ) − w e l l _ f n ( i , j +1 , w e l l {w} . da t a , s t o r ,
t r a n s ) ;
125 end
126
127 end % End ’ j ’ l oop
128
129 end % End ’ i ’ l oop
130
131 end % End ’ s ’ l oop
132
133 A( 1 : p e r i o d ∗ nseasons , ( ( w−1) ∗ ( p e r i o d ∗ n s e a s o n s ) ) + 1 : ( (w−1) ∗ (
p e r i o d ∗ n s e a s o n s ) ) +( p e r i o d ∗ n s e a s o n s ) ) = A_0 ;
134
135 end
136
137 % ’b ’ m a t r i x f o r i n e q u a l i t y c o n s t r a i n t
89
138 b = s t r e a m f l o w − min_flow ;
139 %b = b / 2 ;
140
141 % Adds c o n s t r a i n t f o r r e s t r i c t i n g each w e l l t o i t s
u n c o n s t r a i n e d use
142 addA = z e r o s ( w e l l _ c o u n t ∗ nsea sons , s i z e (A, 2 ) ) ;
143 f o r i = 1 : w e l l _ c o u n t ∗ n s e a s o n s
144 addA ( i , ( ( i −1)∗ p e r i o d ) + 1 : ( ( i −1)∗ p e r i o d ) + p e r i o d ) = 1 ;
145 end
146 A = [A; addA ] ;
147
148 f o r i = 1 : w e l l _ c o u n t
149 f o r j = 1 : n s e a s o n s
150 b = [ b ; w e l l { i } . d a t a . a l l o t m e n t ] ;
151 end
152 end
153
154
155 % Lower and uppe r bound m a t r i c e s
156 l b = z e r o s ( p e r i o d ∗w e l l _ c o u n t ∗ nseasons , 1 ) ; % lower bound
m a t r i x
157
158 ub = z e r o s ( p e r i o d ∗ nseasons , w e l l _ c o u n t ) ; % upper bound m a t r i x
; r e s t r i c t s d a i l y pumping
159 f o r i = 1 : w e l l _ c o u n t
160 f o r j = 1 : n s e a s o n s
161 ub ( ( ( j −1)∗ p e r i o d ) + 1 : ( ( j −1)∗ p e r i o d ) + season , i ) = w e l l { i } .
90
d a t a . pump_ra t e_unreg ;
162 end
163 end
164 ub = r e s h a p e ( ub , p e r i o d ∗w e l l _ c o u n t ∗ nseasons , 1 ) ;
165
166 % O p t i m i z a t i o n command
167 o p t i o n s = o p t i m s e t ( ’ Di sp lay ’ , ’ i t e r ’ , ’ Algor i thm ’ , ’ a c t i v e−
s e t ’ , ’ MaxFunEvals ’ , 250000 , ’ TolFun ’ , 0 . 0 0 1 ) ;
168 [ pump_ra te_reg , n e t _ b e n ] = fmincon (@( pump_ra te ) −C_obj_func (
pump_rate , p e r i o d , w e l l _ c o u n t , n sea sons , season , w e l l ) ,
i n _ g u e s s , A, b , [ ] , [ ] , lb , ub , [ ] , o p t i o n s ) ;
169
170 % D i s p l a y r e s u l t s
171 d i s p ( [ ’ T o t a l n e t b e n e f i t s = $ ’ num2s t r (− n e t _ b e n ) ’ . ’ ] ) ;
172
173 [ DEP_reg ] = d e p l e t i o n _ r a t e _ r e g ( pump_ra te_reg , A, w e l l _ c o u n t ,
n sea sons , p e r i o d ) ;
174 TOTAL_DEP_WELL_reg = sum ( DEP_reg , 1 ) ; % T o t a l s t r e a m
d e p l e t i o n ca u se d by each w e l l
175 TOTAL_DEP_DAY_reg = sum ( DEP_reg , 2 ) ; % C a l c u l a t e t o t a l
s t r e a m d e p l e t i o n f o r each day
176
177 pump_ra t e_ reg_0 = z e r o s ( p e r i o d ∗ nseasons , w e l l _ c o u n t ) ; % J u s t
re−a r r a n g i n g d e c i s i o n v a r i a b l e m a t r i x
178 f o r i = 1 : w e l l _ c o u n t
179 pump_ra t e_ reg_0 ( 1 : p e r i o d ∗ nseasons , i ) = pump_ra t e_ reg ( ( p e r i o d
∗ ( i −1)∗ n s e a s o n s ) +1: p e r i o d ∗ i ∗ nseasons , 1 ) ;
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180 end
181 pump_ra t e_ reg = pump_ra t e_ reg_0 ;
182
183 TOTAL_PUMP_WELL_reg = sum ( pump_ra te_reg , 1 ) ; % T o t a l pumping
of each w e l l
184 TOTAL_PUMPED_WATER_reg = sum ( TOTAL_PUMP_WELL_reg ) ;
185
186
187 %%%%%%%%%%%% ACCUMULATE SENSITIVITY ANALYSIS RESULTS
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
188 SA_net_ben ( c o u n t e r , 1 ) = −n e t _ b e n ;
189 SA_to t a l_pumped_wa te r_ reg ( c o u n t e r , 1 ) =
TOTAL_PUMPED_WATER_reg ;
190 SA_to t a l_pump_we l l_ r eg = [ SA_ to t a l_pump_we l l_ r eg ;
TOTAL_PUMP_WELL_reg ] ;
191 SA_pump_rate_reg = [ SA_pump_rate_reg , pump_ra t e_ reg ] ;
192
193 S A _ t r a c k _ s t r e a m ( c o u n t e r , 1 ) = SA_stream ;
194 S A _ t r a c k _ s t o r ( c o u n t e r , 1 ) = SA_s tor ;
195 S A _ t r a c k _ t r a n s ( c o u n t e r , 1 ) = SA_t rans ;
196
197 save A _ r e s u l t s . mat % Save r e s u l t s i n t a b l e s i f r u n n i n g
r e m o t e l y
198
199 c o u n t e r = c o u n t e r + 1 ;
200 d i s p ( c o u n t e r ) ;
201 end
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202
203 %end
204 end
205 end
206
207
208 %%%%%%%%%%%% END OF SIMULATION
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
209 % D e l e t e dummy and u n n e c c e s s a r y m a t r i c e s t o e l i m i n a t e
c o n f u s i o n
210 c l e a r pump_ra t e_ reg_0 ; c l e a r pump_ra te ; c l e a r A_0 ; c l e a r
t o t a l _ p u m p _ r a t e ; c l e a r addA ;
211 c l e a r i ; c l e a r j ; c l e a r s ; c l e a r w; c l e a r y e a r _ a x i s _ 0 ; c l e a r
SA_s to r ; c l e a r SA_stream ; c l e a r SA_t rans ;
212
213 t o c % Stop t i m e r
Empirical Analysis - Objective Function
1 f u n c t i o n [ N B _ t o t a l ] = C_obj_func ( pump_rate , p e r i o d ,
w e l l _ c o u n t , n sea sons , season , w e l l )
2 %OBJ_FUNC O b j e c t i v e f u n c t i o n t o be o p t i m i z e d
3 % Maximizing n e t b e n e f i t s s u b j e c t t o c o n s t r a i n t s
4
5 NB_indiv = z e r o s ( w e l l _ c o u n t , n s e a s o n s ) ; % Pre−a l l o c a t e s
v e c t o r o f n e t b e n e f i t s f o r each w e l l
6 k =0;
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78 f o r i = 1 : w e l l _ c o u n t % Begins loop f o r each w e l l
9 t o t _ c u m _ w a t e r = sum ( cumsum ( w e l l { i } . d a t a . pump_ra t e_unreg ∗
ones ( season , 1 ) ) ) ;
10
11 f o r j = 1 : n s e a s o n s % Begins loop f o r each s e a s o n
12 k = k +1; s t e p = ( k−1)∗ p e r i o d ;
13 w e l l { i } . d a t a . t o t a l _ a p p l i e d _ w a t e r = sum ( pump_ra te ( s t e p +1:
s t e p + p e r i o d , 1 ) ) ;
14
15 NB_indiv ( i , j ) = ( sum ( cumsum ( pump_ra te ( s t e p +1: s t e p + season
, 1 ) ) ) / t o t _ c u m _ w a t e r ) ∗ ( ( w e l l { i } . d a t a . mrp∗w e l l { i } .
d a t a . t o t a l _ a p p l i e d _ w a t e r ) − ( 0 . 5 ∗ ( w e l l { i } . d a t a . mrp . /
w e l l { i } . d a t a . a l l o t m e n t _ u n r e g ) ∗w e l l { i } . d a t a .
t o t a l _ a p p l i e d _ w a t e r ^2 ) ) ;
16
17 end
18
19 end
20
21 N B _ t o t a l = sum ( sum ( NB_indiv , 2 ) ) ;
22
23 end
Glover-Balmer Equation Files
1 f u n c t i o n [DEP] = d e p l e t i o n _ r a t e _ r e g ( pump_ra te_reg , A,
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w e l l _ c o u n t , n sea sons , p e r i o d )
2 %DEPLETION_RATE Computes d a i l y s t r e a m d e p l e t i o n r a t e u s i n g
Glover−Balmer eq
3
4 DEP = z e r o s ( p e r i o d ∗ nseasons , w e l l _ c o u n t ) ; % Pre−a l l o c a t e
m a t r i x f o r d e p l e t i o n p a t h s
5
6 f o r i = 1 : w e l l _ c o u n t % C a l c u l a t e d e p l e t i o n p a t h f o r each
w e l l
7
8 f o r j = 1 : n s e a s o n s % C a l c u l a t e d e p l e t i o n p a t h f o r each
s e a s o n
9
10 DEP ( ( p e r i o d ∗ ( j −1) ) +1 : p e r i o d ∗ j , i ) = A( 1 : p e r i o d , ( p e r i o d ∗ ( i −1)
) +( p e r i o d ∗ ( j −1) ) +1 : p e r i o d ∗ i ∗ j ) ∗ pump_ra t e_ reg ( ( p e r i o d ∗ ( i
−1) ) +( p e r i o d ∗ ( j −1) ) +1 : p e r i o d ∗ i ∗ j , 1 ) ;
11
12 end
13
14 end
15
16 end
17
18 f u n c t i o n d e p _ f r a c t i o n = w e l l _ f n ( i , j , da t a , s t o r , t r a n s )
19 %WELL_FN Glover−Balmer e q u a t i o n
20
21 d e p _ f r a c t i o n = e r f c ( s q r t ( ( ( d a t a . d i s t s t r e a m ^2) ∗ s t o r ) . / ( 4 ∗ t r a n s
95
∗ ( i −( j −1) ) ) ) ) ;
22
23 end
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