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Dissipation through localised loss in bosonic systems with long–range interactions
Ivana Vidanovic´, Daniel Cocks, and Walter Hofstetter
Institut fu¨r Theoretische Physik, Johann Wolfgang Goethe–Universita¨t,
Max–von–Laue–Str. 1, 60438 Frankfurt am Main, Germany
In recent years, controlled dissipation has proven to be a useful tool for probing of a quantum
system in the ultracold setup. In this paper we consider dynamics of bosons induced by a dissipative
local defect. We address superfluid and supersolid phases close to half–filling that are ground
states of an extended Bose–Hubbard Hamiltonian. To this end, we solve the master equation using
the Gutzwiller approximation and find that in the superfluid phase repulsive nearest neighbour
interactions can lead to enhanced dissipation processes. On the other hand, our mean–field approach
indicates that the effective loss rates are significantly suppressed deep in the supersolid phase where
repulsive nearest neighbour interactions play a dominant role. Our numerical results are explained
by analytical arguments and in particular, in the limit of strong dissipation we recover the quantum
Zeno effect.
PACS numbers: 03.75.Kk, 03.65.Yz, 67.85.De
I. INTRODUCTION
Dissipation arises in condensed matter systems
through a variety of effects. Heating, impurities and cur-
rents can often only be included into these open systems
via dissipative processes. These can then contribute to
the stabilization or destruction of particular equilibrium
phases or produce relevant non–equilibrium physics such
as resistive currents through materials. For many years in
the field of ultracold atoms dissipation has been consid-
ered as one of the main obstacles in the preparation and
manipulation of macroscopic quantum states. This point
of view has changed recently, since it was realized that
dissipation enables an additional way of tuning properties
of the system. It has been predicted that the competi-
tion of unitary and dissipative dynamics leads to steady–
state quantum phases [1–7] whose features have been
compared to their equilibrium counterparts. Dissipation
can be either engineered on purpose [1], or be naturally
present as, for example, heating processes via two–body
loss [8–10], spontaneous decay of Rydberg atoms [11], or
cavity loss [7].
Another beneficial aspect of controlled dissipation is
that it can be exploited as a measurement tool. In this
article, we choose to focus on the realisation of dissipation
via an electron beam [12–15] although our system can
also be realised with an optical quantum gas microscope
[16, 17]. In all these experiments [12, 16, 17], application
of a controlled loss process has opened the door to mea-
surement of atoms in an optical lattice with single–site
resolution. The electron beam experiment [15] operates
in the following way: an electron source is focused into a
very tight beam, such that electrons collide with atoms,
imparting a very large amount of kinetic energy and ex-
pelling them from the trap. Both elastic and inelastic
(i.e. ionizing) collisions occur and by capturing the ions,
the number of atoms in the focus of the beam can be
determined. When applied in the presence of an optical
lattice the loss can be made truly localised, i. e. acting
on a single site, and then the effective loss rate reflects
the initial local density per site in the system.
Although this measurement procedure is not described
by the standard paradigm of projective measurement in
quantum mechanics, it has still been shown to exhibit
the quantum Zeno effect [18]. In a broader context [19],
the quantum Zeno effect can be defined as a suppression
of the unitary time evolution by an interaction with the
external environment. Typically, in cold atomic systems
the effect is observed as a non–monotonic behaviour of
the effective loss rate in the presence of an external peri-
odic optical potential as a function of the bare loss (dissi-
pation) strength: for weak dissipation, the effective loss
rate is proportional to the dissipation strength, but in
the regime of strong dissipation, the number of expelled
particles decays as the dissipation gets stronger. The ba-
sic explanation of this non–intuitive phenomenon lies in
the fact that the system protects itself from strong dis-
sipation by approaching very closely a “dark” state that
is unaffected by a loss process. The phenomenon has
been theoretically addressed [20] and experimentally ob-
served in three other set–ups in the cold atom context
[21–23]. In the case of a two–body or three–body loss,
it was shown that strong dissipation introduces effective
hard–core repulsion into the physical system [20–22, 24]
precisely via the mentioned quantum Zeno effect. In re-
cent experiments on polar molecules in three dimensional
optical lattices [23, 25] the effect has been used to sup-
press molecular chemical reactions and to measure the
density of the system.
Previous theoretical investigations of localised single–
particle dissipation in bosonic systems have considered
few–site Bose–Hubbard systems with large filling frac-
tions [26–31]. It has been shown that the dynamics in-
duced by local dissipation depends strongly on the ini-
tial state: a mean–field Gross–Pitaevskii–like description
works well for initial states that are conventional homo-
geneous Bose-Einstein condensates. On the other hand, a
beyond–mean–field treatment is necessary when the ini-
tial state is a Bose-Einstein condensate with a macro-
scopic occupation of the single–particle state correspond-
2ing to a non–zero momentum vector [27, 30]. In that case,
states with macroscopic entanglement naturally describe
the long–time dynamics of the system. Localised dissi-
pation of a one–dimensional strongly correlated system
has also been addressed in a DMRG study [32], where
excitations created by dissipation as well as the quantum
Zeno effect have been considered in detail.
In this paper we consider the dynamics induced by lo-
calised dissipation for bosons in a two–dimensional lattice
at low–filling fractions. To address the problem we ap-
ply the Gutzwiller (GW) mean–field approximation for
the density matrix, which is expected to reasonably cap-
ture properties of the system in higher dimensions. In
our study we also include repulsive nearest–neighbour
interactions, expected in systems of dipolar or Rydberg–
dressed quantum gases [33] and polar molecules [23, 25].
Usually in this context the main features of the quantum
Zeno effect are explained by the balance of dissipation
and hopping and it is interesting to understand whether
and how repulsive nearest–neighbour interactions can af-
fect it. With long–range interactions, the model hosts
not only Mott insulator and superfluid phases, but also
density wave and supersolid ground states. In the follow-
ing we choose the initial state as the ground state and
then compare and contrast the response of superfluid and
supersolid phases when exposed to localised dissipation.
While the supersolid phase requires strong nearest neigh-
bour repulsion that is still difficult to reach experimen-
tally, it is certainly important to find the fingerprints of
weaker repulsive interaction in how a uniform superfluid
responds to dissipation.
This paper has the following structure: in Sec. II we
first briefly describe the zero–temperature phase diagram
of the extended Hubbard model and introduce the quan-
tum master equation that allows us to treat continuous
dissipation. Our method of choice for solving the full
problem is the Gutzwiller mean–field approximation, we
discuss its advantages and shortcomings. However, be-
fore solving the full mean–field master equation, we con-
sider in Sec. III two simpler, but closely related, quench–
type processes that introduce local defects into the sys-
tem. From these we learn about intrinsic time–scales and
about the dark state of the system. We then turn to con-
tinuous dissipation in Sec. IV and numerically study the
response of different phases in the full range of dissipation
strengths. Conveniently, our numerical results fit well
into the analytical framework of Drummond and Walls
[34] for a single dissipative cavity, and this enables an
analytical insight into our problem. In particular, from
the analytical solution we can directly obtain results in
the limit of weak and strong dissipation. Furthermore,
the analytical formula yields a very reasonable approxi-
mation of the numerical data for the whole range of the
dissipation strength for the uniform superfluid. This is
an important simplification that will allow for an easy
and direct comparison of the theoretical prediction with
experimental data, once they are availble. We conclude
with a discussion of our results.
II. MODEL AND METHOD
We consider a 2D bosonic gas, trapped in a signif-
icantly deep optical lattice described by a single–band
Bose–Hubbard model, with local (U) and nearest neigh-
bour (W ) interactions:
H = − J
∑
〈ij〉
(
a†iaj + h. c.
)
+
U
2
∑
i
ni(ni − 1)
−
∑
i
µni +W
∑
〈ij〉
ninj (1)
where 〈ij〉 enumerates pairs of nearest neighbours i and
j, J is the hopping integral, and µ the chemical potential.
The ground state |ψ0〉 of the system without long–
range interaction (W = 0) is the well–known superfluid
phase away from integer filling, or for strong enough hop-
ping. At integer filling and beneath a critical hopping
value, a phase transition into the Mott insulator state
occurs [35–37]. The inclusion of long–range interaction
has already been investigated in the context of dipolar
gases [38–41] and new phases have been shown to appear:
charge–density–wave (CDW) order for half–integer filling
as well as supersolid (SS) order, which is characterised by
both non–zero CDW order and a finite condensate order
parameter. The CDW order parameter in this system is
given by
CDW =
1
N/2
∣∣∣∣∣
∑
i
(−1)i〈ni〉
∣∣∣∣∣ (2)
and the condensate order parameter is defined locally on
each site by φi = 〈ai〉.
To study the ground states and unitary dynamics of
this model we use a Gutzwiller ansatz [35, 42]:
|ψGW 〉 =
∏
⊗i
∑
n
cin(t)|n〉i,
which captures exactly the physics of the system in both
the non–interacting and atomic limit. The energy func-
tional and time evolution of the Gutzwiller ansatz treats
the hopping at the mean–field level, while the long–range
interaction provides a mean–field correction to the local
chemical potential. Explicitly we solve:
i
d|ψGW 〉
dt
= H˜ |ψGW 〉, H˜ =
∑
i
H˜i
with the non–linear effective “Hamiltonian”
H˜i = − J
∑
j∈〈ij〉
(
φ∗jai + a
†
iφj
)
+
U
2
ni(ni − 1)
− (µ−W
∑
j∈〈ij〉
〈nj〉)ni
where φj = 〈aj〉 is the local condensate order parameter.
This ansatz restricts the validity of our dynamical simu-
lations to phases with condensate order. One of its main
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FIG. 1. (Color online) The ground state phase diagram close
to half–filling within the Gutzwiller approximation for the
extended Bose–Hubbard model (1) on the square lattice for
W/U = 0.25. We plot the value of the CDW order parameter
CDW , equation (2). This quantity takes the following values:
CDW = 1 in the density wave phase, CDW = 0 in the uniform
superfluid phase, and an intermediate value in the SS phase.
A line of constant density n = 0.52 is also shown.
recent applications has been in understanding properties
of the amplitude mode. The description has been proven
to be able to capture and explain the main experimental
findings [43, 44].
The ground state phase diagram for varying chemi-
cal potential around half–filling is shown in Fig. 1, for
W = 0.25U . Numerically exact quantum Monte Carlo
studies [40, 41] have shown that mean–field calculations
[39, 45, 46] overestimate the size of the supersolid region,
yet the supersolid phase remains stable at fillings >∼ 0.5
for zW >∼ U (z is the coordination number of the lattice)
in the close vicinity of the density wave regime. There-
fore, in the following, we will consider parameter regimes
within the uniform superfluid phase with and without
long–range interaction and regimes deep within the su-
persolid phase, close to the density wave lobe, where we
expect that quantitatively correct predictions can be ob-
tained based on mean–field GW considerations. For this
to hold true, we are also limited to the zero temperature
case. Our units are set by the choice U = 1, unless oth-
erwise stated. For the presentation of numerical data we
chose a fixed non–integer density n = 0.52, and either
W = 0 or W = U/4, although we have also tested a
range of other parameters.
The final ingredient in our simulation is a loss term
that acts on a single site to remove individual parti-
cles. This has been considered before and can be shown,
through a variety of representations of the loss process,
to result [5, 6, 11] in the following Lindblad equation:
∂ρ
∂t
= −i [H, ρ] +
Γ
2
(2alρa
†
l − {nl, ρ}) (3)
where in our case a single site l is affected by the loss and
we also apply the Gutzwiller ansatz to the density matrix
ρ ≡
∏
⊗i
∑
nm cinm|n〉i〈m|i. The constant Γ describes
the strength of dissipation and can be experimentally
tuned by changing the strength of the applied electron
beam [15].
To simulate the time evolution numerically, we will
consider several different regimes of parameters J , U ,
W , and Γ for a finite system with open boundaries but
without a trap. We first determine the ground state |ψ0〉
of H˜ using imaginary time propagation. Finally, starting
from ρ(t = 0) = |ψ0〉〈ψ0| we solve the master equation
by propagating it in real time using standard differential
equation solvers.
The accuracy of the above mean–field approximation
improves as the coordination number of the lattice in-
creases. For this reason, we would expect our final results
for the uniform superfluid state to be even more accurate
on the 3D lattice. On the other hand, the supersolid re-
gion in the phase diagram is expected to shrink as the
dimension changes from two to three [41].
III. WITHOUT DISSIPATION
Before discussing the solution of the master equation
in its entirety, we first probe the unitary dynamics of the
system due to the presence of a defect originating on the
lossy site. To this end, we prepare the system in the
ground state |ψ0〉 and either a) completely depopulate
the site l or b) turn off the couplings to the neighbouring
sites and completely depopulate the site l. These are
quench type processes that give us an insight into the
intrinsic relevant time scales of different phases.
In the first protocol we monitor the time dependence of
the density of the central site after complete depopulation
at t = 0, Fig. 2. In the SF phase (Fig. 2a) we observe per-
sisting oscillations with the period 1/J . The oscillation
amplitude decays faster when there are no long–range
interactions in the system. From the data presented in
Fig. 2 we may conclude that the system recovers from
the initial defect on the time scale approximately pro-
portional to the inverse hopping rate. On the contrary,
the healing time of the typical SS phase is much longer,
see Fig. 2b, on the order of ∼ 10/J . These time scales
will have direct implications on the dynamics in the limit
of weak dissipation strength.
In the second protocol we suddenly remove the four
central links of the lattice at the same time as depopu-
lating the central lattice site, Fig. 3. The recovery of the
system with this type of defect is much more rapid than
the sudden depopulation alone that we studied above,
as can be seen in Fig. 4a. In this figure, we show the
change in the particle density on the sites next to the
decoupled site (nl+1(t)) as a function of time. As we see,
without any nearest neighbour repulsion, sites next to
the defect lose some of their initial density, while strong
enough nearest neighbour repulsion leads to the opposite
effect. The reason for the quick response is visible in the
long–term behaviour: the system approaches the ground
state with the four links removed (which we will refer to
40
0.5
1
1.5
0 5 10 15 20
t J
Bulk density
nl(t), W/U=0.25, J/U=0.12
nl(t), W/U=0, J/U=0.06
0 10 20 30 40
t J
nl(t), W/U=0.25, J/U=0.06
nl+1(t), W/U=0.25, J/U=0.06
t=0 t J=36
FIG. 2. (Color online) Time dependence of the density of
the central site after it has been completely depopulated at
t = 0 for the uniform SF state (a) and SS state (b). The
insets in b) show the densities immediately after the defect
has been introduced and at later moment when the system
has recovered.
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FIG. 3. (Color online) Density distributions realized by the
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suddenly removed and the central site is completely depopu-
lated. The system is initially in the ground state in the SS
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FIG. 4. (Color online) Left: Time–dependence of the den-
sity on the nearest–neighbour site nl+1(t) induced by the
second quench protocol. Right: Saturated averaged values
limt→∞ nl+1(t) and limt→∞ |φl+1(t)| as a function of J with
and without repulsive nearest neighbour interactions.
as |ψimp〉). For non–zeroW this state exhibits a “screen-
ing” effect (see Fig 3c). Simply, the density can become
much larger at these neighbouring sites, due to the lack of
long–range repulsion from the central site and the bulk of
the system is only weakly affected by the quench process.
We will show in the next section, that the process of re-
moving of the central links is directly related to the limit
of strong dissipation. For this reason it is important to
understand in more detail how the saturated values of
density and condensate order parameter of these nearest
neighbours depend on J , U and W . As can be seen in
Fig 4b, in the case ofW = 0 the condensate shows mono-
tonic increase in the order parameter on the neighbour-
ing sites with increasing J , but there is only a very weak
dependence on J throughout the studied range. More
complicated behaviour is found for W = U/4. For the
total initial density fixed at n = 0.52 and J less than
≈ 0.103U , the ground state is a supersolid and we al-
ways choose to remove links around the site of higher
initial density. First we notice that saturated values of
nl+1 are always higher than the initial values, see Fig 4a,
a result of the above–mentioned “screening”. Now, we
compare what happens for J = 0.06U to J = 0.07U .
Initial values of nl+1 are of the same order, but stronger
effective repulsion in the first case yields higher saturated
value of nimpl+1 . In our simulations, the local condensate
fractions f = |φl+1|
2/nl+1 of neighbouring sites are very
high, i.e. close to 1, and the change in the density is
followed by the related change in φl+1. This explains
the decrease of nimpl+1 and φ
imp
l+1 with J observed for weak
J . On the other hand, the initial value of nl+1 is signif-
icantly higher for J = 0.09U compared to J = 0.06U ,
corresponding to a smaller density wave order parameter
CDW, and this leads also to the higher saturated value.
Hence, the decrease in the initial value of the density
wave order parameter leads to the increasing saturated
values for J = 0.08U − 0.1U . Finally, for strong enough
J , the initial state is a uniform superfluid and exhibits
similar qualitative behaviour as found for W = 0.
IV. CONTINUOUS LOSS PROCESS
We now introduce dissipation by the use of the master
equation (3). Similar to the above scenarios, we choose to
affect only the central site of the lattice. This localised
impurity produces several effects: a continuous loss of
particles from the system, a disturbance of the bulk and a
restructuring of the density profile around the lossy site.
In our finite sized systems the disturbance in the bulk
will eventually be reflected from the boundary but, as
we are interested in the properties of an infinitely large
system we only consider time scales smaller than this
limit. Achieving larger times in our simulation hence
requires larger systems. Although we consider a finite
system and the only true “steady–state” solution is that
of zero particle density, the solutions we obtain can be
considered to be quasi–steady state, as long as the loss
rates are much smaller than the total number of particles.
A. Numerical results
We first present results for parameter regimes with and
without long–range interaction, whose ground state is a
homogeneous superfluid. Two examples, with snapshots
of their time–dependent density profiles, are shown in
Fig. 5, where we immediately see that the effect of long–
range interaction is to enhance the charge–density wave
order in the bulk disturbance. To estimate the speed of
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FIG. 5. (Color online) Real–space density profiles after time
propagation showing the bulk properties, starting from an
initial homogeneous superfluid. Parameters used are J/U =
0.12, Γ = 0.2U , W = 0 (on the left) and W = 0.25U (on the
right). Although the profiles share many similarities, note the
enhancement of the charge–density–wave pattern in the bulk
disturbance with the inclusion of long–range interactions.
propagation of this perturbation, we monitor the density
of an arbitrary bulk site as a function of time as shown in
Fig. 6. We choose a site which is 10 sites away from the
center, and observe that it has a nearly constant density
for initial times and then exhibits weak oscillations. The
defect propagation velocity is obviously set by J , but it
seems to be slightly higher in the presence of repulsive
W .
Quantitatively, it is more useful to look at the den-
sity on both the lossy site and its neighbours, as shown
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FIG. 6. (Color online) Density of a site in the bulk (ten
sites away from the central lossy site) in the presence of the
continuous local dissipation, Γ = 0.2U .
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, which is
reached for strong Γ.
in Fig. 7a and 7b. We see here that these sites very
quickly reach their steady–state values within a few hop-
ping time–scales, and that the steady–state particle den-
sity on the lossy site itself monotonically decreases with
increasing Γ, approaching zero in the large Γ limit. This
means that strong loss prevents hopping to the lossy site
and is evidenced in our results in the limit Γ≫ 1, where
we see that the steady–state density of neighbouring sites
approaches that of the ground state with central links
removed, |ψimp〉, as discussed in section III. As to be ex-
pected, in the opposite limit Γ → 0 the saturated value
of both lossy site and neighbouring sites are close to their
initial values.
We now turn to the supersolid phase, for which den-
sity profiles of lossy site and neighbours are presented in
Fig. 7c and 7d. We fix the lossy site to be an initially high
density site of the checkerboard distribution. The most
striking point that we observe here is the behaviour for
weak loss. Even for loss rates of Γ = 0.02U , we see that
the steady–state values are significantly altered compared
to the initial values. This behaviour can be related to the
time scales considered in section III, where we found that
complete recovery of a supersolid state requires many
hopping times. Instead, for the shorter time scales con-
sidered here, a steady state with different density dis-
tribution becomes the relevant one. For all values of Γ
we observe an increase of the density on the neighbour-
ing site. This behaviour reflects the “screening” effect
that was found for the ground state with central links re-
moved, |ψimp〉, as discussed in section III, which we again
obtain in the limit Γ≫ 1.
We must also mention that our results for weak loss
6may not truly reflect the limit of Γ → 0. While in the
superfluid the relaxation rate at which the density pro-
files return to equilibrium is related to J , yielding the
criterion Γ < J which is satisfied in our simulations, re-
laxation rates in the supersolid phase are slower and may
also depend on higher order processes in perturbation
theory (e.g. J2/W ). Unfortunately the rigorous investi-
gation of even weaker loss rates requires accessing very
large simulation times and consequently infeasibly large
lattice sizes in order to neglect finite size effects.
B. Analytical insight
1. Density profiles
Within our approach, the study of local dissipation re-
duces to a set of coupled single-site Hamiltonians. In
particular, the Hamiltonian of the central site that is di-
rectly exposed to the dissipation has an effective pumping
term F (t):
Hl = −(µ−4Wnl+1)a
†
l al+
U
2
a†la
†
l alal+F (t)a
†
l +F
∗(t)al,
(4)
where F (t) = −4Jφl+1(t) represents the incoming par-
ticles from the neighbouring sites, obtained in the com-
plete Gutzwiller simulation. From the numerical data
presented in the previous subsection, we find that af-
ter an initial transient regime both nl+1(t) and |φl+1(t)|
reach nearly constant values. Weak oscillations around
averaged values are present even at later times, but this
turns out to be a sub–leading effect and we may safely
approximate nl+1(t) and |φl+1(t)| by constants. The lo-
cal Hamiltonian (4) for constant F in the presence of
dissipation has been explored in the context of isolated
driven photonic cavities [34]. In that other context, the
F terms represent the incident laser field, the dissipa-
tion Γ is a cavity dissipation rate, and a balance between
unitary and dissipative dynamics leads to a local steady
state. The exact solution for the single cavity is known
[7, 34] and it gives a steady state density on the lossy site
through:
nl = 〈a
†
l al〉 =
∣∣∣∣2FU
∣∣∣∣
2
1
|c|2
×
F(1 + c, 1 + c∗, 8|F/U |2)
F(c, c∗, 8|F/U |2)
,
(5)
where c = 2(−(µ− 4Wnl+1)− iΓ/2)/U ,
F(c, d, z) =
∞∑
n
Γ(c)Γ(d)
Γ(c+ n)Γ(d+ n)
×
zn
n!
is the generalized hyper–geometric function and Γ(x) is
the gamma function. Given the a posteriori numerical
values of φl+1 an nl+1, the analytical formula (5) matches
very well with our numerical results for nl. Equation (5)
can be used to directly determine the particle number on
the lossy site, given the condensate order parameter and
density on the nearest neighbors.
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FIG. 8. (Color online) Time dependence of the total number
of particles lost in the a) superfluid (W = 0, J = 0.1U) and
b) supersolid phase (W = 0.25U , J = 0.06U). After a brief
transient of strong loss as the central site is depleted, the
system quickly reaches a quasi–steady state, from which an
approximately constant loss rate can be extracted.
To employ this analytical solution, we must, however,
fix the chemical potential µ. Although the value of µ only
affects the propagation of the Hamiltonian by a global
phase factor, the analytical derivation of (5) relies on
a time–independent value of F , which in turn requires
φi(t) = φi. If we assume that our numerical results have
reached a steady–state, then it is clear that |φi| must be
time independent, however, the choice of µ affects the
time–dependence of the phase of φi. Fortunately, the
value of µ obtained by fixing the required particle num-
ber in the ground state, has exactly this property, which
one can see through d〈aˆi〉|ψ0〉/dt = i〈[Hˆ, aˆi]〉|ψ0〉 = 0. As
this value of µ reproduces the steady–state density pro-
files in both the limit of Γ → 0 (corresponding to the
homogeneous ground state) and the limit of Γ≫ 1 (cor-
responding to the ground state with central site and links
removed), we can assume it is a good approximation for
all values of Γ between these limits. Note that this value
of µ is independent of the description of the “bath” to
which the master equation is coupled – any relative off-
set between the system and bath, e. g. a chemical po-
tential difference, which would appear in the derivation
of the master equation, has already been assumed to be
absorbed into the parameter Γ.
2. Effective loss rates
The experimentally accessible quantity relevant to our
simulations is the total number of expelled atoms N(t) =
Ntot(t = 0)−Ntot(t) per time. We determine this through
dN(t)
dt
= −Tr
(
Nˆtot
dρ
dt
)
= Γnl(t) (6)
where Nˆtot =
∑
i nˆi is the total number of parti-
cles and we have made use of the vanishing trace
Tr
([
Nˆtot, H˜
]
ρ
)
= 〈
[
Nˆtot, H˜
]
〉 = 0. Hence, we see that
the global loss rate is determined by nl(t).
We show plots of the total number of particles lost
in Fig. 8 and of the loss rate dN/dt in Fig. 9 for both
the superfluid and supersolid phases. In all cases, ini-
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FIG. 9. (Color online) Off–site density and condensate or-
der parameter (left column) and decay rate, dN/dt (right col-
umn), as a function of dissipation strength for a homogeneous
superfluid with a), b) W = 0, J = 0.1U c), d) W = 0.25U ,
J = 0.12U and e), f) supersolid with W = 0.25U , J = 0.06U .
The quantum Zeno effect is apparent as the decay rate van-
ishes in the limit of strong dissipation in all cases. Using
analytical arguments and the given off–site condensate order
parameter, we can obtain near exact agreement with the nu-
merical loss rate. For weak loss, there is a linear dependence
on Γ (dotted line; for clarity, only shown in (b)) whereas for
strong loss we observe the asymptotic form (7) (continuous
line). The dashed blue line represents the full equation (5)
used in (6), with off–site parameters taken directly from nu-
merical simulations, as shown in the left column. The dot–
dashed line gives a simplification – large Γ values for off site
parameters are used throughout the whole range of Γ in equa-
tion (5).
tially number of expelled particles grows rapidly as the
lossy site is emptied. In the quasi–steady state, when
the dissipation is balanced by hopping, a constant cur-
rent of expelled particles develops, and therefore constant
loss rates dN/dt can be directly extracted from numerical
data.
To prove that our system has indeed reached the lo-
cal quasi–steady state, we compare numerical results for
effective loss rates with results obtained by plugging nu-
merical values for off–site parameters, Fig. 9 left, in equa-
tions (5) and (6). We find complete agreement as shown
in Fig. 9 right, except for very weak dissipation in the
supersolid phase. In this case, the dynamics is very slow
and the system has not yet reached the steady state dur-
ing the monitored time interval. But, although this map-
ping works perfectly, it still requires complete knowledge
of the off–site expectation values. We can obtain a more
applicable approximation through some further simpli-
fications. In the case of uniform superfluid phases, we
obtain nearly perfect agreement between analytical esti-
mates and the numerical simulations by using a constant
φl+1 in the whole range of Γ, which is shown in Fig. 9
as the green (dot–dashed) line. The analytical estimate
(5) has only one problem: we must know the value of
φl+1 exactly. This is often not available a priori in ex-
periment and is of course modified by the presence of
the dissipation. However, we can easily perform a non–
dissipative Gutzwiller calculation for given experimental
parameters, to determine the value of φl+1 in the ground
state, and use this as an approximate value of φl+1 to es-
timate the steady–state loss rate. Similarly, we may also
calculate the ground state with central links removed,
which is relevant in the limit Γ ≫ 1. In the case of the
supersolid phase, we find stronger dependence of φl+1
and nl+1 on Γ that cannot be simply replaced by a con-
stant value.
When describing the regime of strong dissipation, the
analytical result (5) turns out to be very useful. Simply,
by taking the limit Γ→∞ in equation (5) and using (6)
we obtain:
dN
dt
≈ 4z2|φimpl+1 |
2 J
2
Γ
(
1 +
4(µ− zWnl+1)
2
Γ2
)−1
(7)
where we have explicitly indicated that the condensate
order parameter is to be taken from the ground state
solution with central links removed, φimpl+1 and z is the
lattice coordination number. This limit can be seen in
Fig. 9 where it agrees well with the full numerics for
Γ > 1. In the opposite limit of Γ → 0, the expected
behaviour is a linear dependence in Γ and this is clearly
a good approximation, as can also been seen in Fig. 9.
The result captured in equation (7) describes the quan-
tum Zeno regime and is to some extent general. The lead-
ing J2/Γ dependence has been previously derived using
an extended perturbative approach [20] and by consid-
ering simplified few site Bose–Hubbard systems [27, 29].
The essence of the formalism in [20] is to consider the
dark state of the system which is, in our case, |ψimp〉.
The non–zero decay rate of this state stems from the
hopping events that couple it to states with finite den-
sity on the lossy site. This effect is captured, within the
Gutzwiller ansatz, by equation (7). In the formalism of
[20], however, the coupling is not the Gutzwiller mean–
field hopping term but the original full hopping term.
This leads us to conjecture that the loss rates beyond
mean–field theory would depend also on the particle den-
sity of the neighbouring sites, not only on the condensate
density, and hence be larger than our results. Unfortu-
nately, explicit calculations cannot be performed without
knowledge of the exact state.
When considering local dissipation as a measurement
tool, the main question is which properties of the ob-
served system we can extract from the measured effective
loss rates. The straightforward answer is given by equa-
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FIG. 10. (Color online) Loss rates dN/dt for large dissipa-
tion (Γ/U = 6) for varying J obtained by numerical calcula-
tions within Gutzwiller and the analytical result in equation
(7), which requires the knowledge of the condensate order
parameter at the neighbouring sites, taken directly from the
numerical calculations of section III. Dashed lines show the
J2 dependence, while the vertical line marks the supersolid–
superfluid transition.
tion (6) – effective loss rates are directly related to the
density of the lossy site. In the limit of weak dissipation,
this density closely corresponds to the initial bulk density.
However, our results indicate that this limit is not always
easy to reach, as for example in the case of the supersolid
phase. On the other hand, in the large Γ limit the effec-
tive loss rate is proportional to J2/Γ and related to the
corresponding dark state. Within our description, fur-
ther dependence on microscopic parameters of the model
is contained in the proportionality constant |φimpl+1 | and in
the leading correction term (µ− 4Wnl+1)
2. At approxi-
mately half–filling, as considered throughout our paper,
the correction term does not play a major role, yet at
higher filling fractions it can become more pronounced.
The influence of a similar term has been denoted as the
non–linear Zeno effect [27], since the dissipation rate is
reduced by interactions. We again emphasize that the
full interplay of U and Γ is captured by equation (5).
We now turn to further implications of equation (7)
to understand how the effective loss rate in the large Γ
limit is modified by the presence of interactions. The an-
swer is directly based on the results for φimpl+1 presented
in Fig. 4b which we now use in combination with equa-
tion (7). Semi–analytical results are in good agreement
with full numerical calculations throughout the entire su-
persolid regime and through the transition to the super-
fluid phase with and without long–range interaction, as
shown in Fig. 10. Here we take a fixed value of Γ/U = 6
and vary J to show that the form of equation (7) fits
the numerical data well. The trend of J2 is clearly vis-
ible for W = 0 through the whole range of J . This is a
direct consequence of the fact that we are close to half–
filling. Without long– range interactions, no quantum
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FIG. 11. (Color online) Loss rates dN/dt for large dissipa-
tion (Γ/U = 6) for varying J and W , obtained by numerical
Gutzwiller calculations.
phase transition occurs at this filling, hence the conden-
sate fraction is only weakly dependent on J . Close to
unity filling for example, the condensate fraction would
depend more strongly on J and affect the J2 behaviour.
The J2 dependence is also apparent in the presence of
repulsive interactions in the superfluid, where we find
that effective loss rates are enhanced by W . On the con-
trary, deep in the supersolid phase the J2 dependence
is strongly suppressed and effective loss rates are much
weaker.
Based on the previous considerations, for a fixed value
of J and Γ we expect an increase of the effective loss
rate with increasing W , as shown in Fig. 11. However,
eventually for strong enoughW , in our mean–field calcu-
lations we reach the supersolid regime that finally leads
to a suppression of the dissipative loss.
V. CONCLUSIONS
In this paper, we have addressed the dynamics of the
extended Bose–Hubbard model induced by localised dis-
sipation. We have solved the master equation using
the mean–field Gutzwiller approximation and comple-
mented our numerical study by the analytical description
of Drummond and Walls. We have observed a regime of
weak dissipation where effective loss rates are almost lin-
early proportional to the initial density and a regime of
strong dissipation which exhibits the quantum Zeno ef-
fect, where stronger dissipation leads to smaller effective
loss rates.
We have demonstrated that at the mean–field level,
reasonably accurate loss rates in the quantum Zeno
regime can be calculated without the need for explicit
numerical solutions of the full dissipative problem. This
can be achieved by taking a single result from the simpler
non-lossy Hermitian calculation (regarding a quench–
type process) as an input parameter for the analytical
9theory of Drummond and Walls [34]. In particular, in
the case of a superfluid, this approximation turns out to
be a very good description of the effective loss rates for
the full regime of applied dissipation.
Based on these considerations, we have then estimated
effects of nearest–neighbour repulsive interactions in the
regime of strong dissipation: in the superfluid these in-
teractions lead to enhanced effective loss rates due to
a mechanism of “screening” of the local defect. On
the other hand, when nearest neighbour interactions are
dominant over the hopping, and induce a supersolid
phase, the process of dissipation is strongly suppressed
and effective loss rates decrease.
We expect our mean–field results to be even more
quantitatively accurate for the three–dimensional opti-
cal lattice and uniform superfluid phase. From compar-
ison to [20] which introduces an effective model in the
limit of strong dissipation, we expect that corrections
to the mean–field theory would produce increased loss
rates. Finally, we need to mention that time–dependent
non–equilibrium calculations within mean–field theory
are more accurate for superfluid rather than supersolid
systems, due to the contribution of higher order hopping
processes.
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