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Abstract
We consider a class of lattice polyhedra introduced by Ho+man and Schwartz. The polyhedra
are de0ned in terms of a kind of submodular function de0ned on the set of antichains of a poset.
Recently, Kr3uger (Discrete Appl. Math. 99 (2000) 125–148) showed the validity of a greedy
algorithm for this class of lattice polyhedra, which had been proved by Faigle and Kern to be
valid for a less general class of polyhedra. In this paper, we investigate submodular functions in
Kr3uger’s sense and associated polyhedra. We show that the Lov!asz extension of a submodular
function in Kr3uger’s sense is convex, and vice versa. Furthermore, we show a polynomial-time
algorithm to test whether or not a vector is an extreme point of the associated polyhedron. ?
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1. Introduction
Let P = (E;4) be a partially ordered set with a 0nite set E. A subset I ⊆ E is
called an ideal of P if e 4 e′ ∈ I implies e∈ I . A subset A ⊆ E is called an antichain
of P if e; e′ ∈A and e 4 e′ imply e= e′. We denote by I(P) and A(P), respectively,
the set of all the ideals and of the antichains of P.
For each A∈A(P) de0ne
id(A) = {e | e∈E;∃e′ ∈A: e 4 e′}:
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We call id(A) the ideal generated by A. Conversely, given an ideal I of P de0ne I+
by
I+ = {e | e∈ I;@e′ ∈ I : e ≺ e′};
i.e., I+ is the set of maximal elements of the induced poset P(I). It is straightforward
to see that the mappings id : A(P) → I(P) and (·)+ :I(P) → A(P) are one-to-one
correspondences, and indeed, (·)+ is the inverse of id.
Since I(P) is a distributive lattice under set-union and intersection as lattice oper-
ations, the isomorphism (·)+ :I(P)→A(P) induces lattice operations ∨ and ∧ given
by
A ∨ B= (id(A) ∪ id(B))+;
A ∧ B= (id(A) ∩ id(B))+:
Also, this isomorphism induces the associated partial order 4 on A(P): we have for
A; B∈A(P) A 4 B if and only if id(A) ⊆ id(B).
We call a function f :A(P)→ R submodular if for each A; B∈A(P) we have
f(A) + f(B)¿f(A ∨ B) + f(A ∧ B); (1.1)
where we denote by R the set of reals. Analogously to the submodular function on
ideals, we may de0ne a polyhedron P(f) associated with f :A(P)→ R as
P(f) = {x | x∈RE;∀A∈A(P): x(A)6f(A)}; (1.2)
where RE is the set of real-valued functions E and x(X )=
∑
e∈X x(e) for each X ⊆ E.
The polyhedra de0ned in this way form a class of the lattice polyhedra introduced by
Ho+man and Schwartz [7]. The box-total dual integrality of such polyhedra as de0ned
in (1.2) follows from the general theorem for lattice polyhedra [7, Theorem 2:1].
For a poset P = (E;4), we call e′ an upper neighbor of e and denote by e≺ · e′ if
e ≺ e′ and there is no e′′ ∈E such that e ≺ e′′ ≺ e′. A poset P = (E;4) is called a
rooted forest if for each e∈E there exists at most one upper neighbor. Faigle and Kern
[1] designed a greedy algorithm for the linear programming problem over polyhedra
de0ned by (1.2) and showed that the greedy algorithm works for P(f) if P = (E;4)
is a rooted forest and f is submodular.
Generalizing their result, Faigle and Kern [3] showed that the same algorithm works
for P(f) if f is submodular and weakly increasing, where a function f :A(P) → R
is called weakly increasing if for every e∈E with at least two upper neighbors the
following holds:
A ∪ e being an antichain implies f(A ∪ e)¿f(A):
Note that if P is a rooted forest, then trivially, any function f :A(P)→ R is weakly
increasing.
On the other hand, there is another class of lattice polyhedra just slightly di+erent
from those de0ned above. Ho+man and Schwartz [7] considered functions which satisfy
f(A) + f(B)¿f(A ∨ B) + f(A  B); (1.3)
for each A; B∈A(P), where
A  B= (A ∧ B) ∩ (A ∪ B):
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Fig. 1. Binary operations ∨ and  on A(P).
Kr3uger [8] showed that the same greedy algorithm as that of Faigle and Kern [1,3]
is valid for the polyhedron associated with such a function. Let us call a function
satisfying (1.3) K-submodular. Note that for each A; B∈A(P) we have
A ∨ B= (A ∪ B)− ((id(A)− A) ∪ (id(B)− B));
A  B= (A ∩ id(B)) ∪ (B ∩ id(A))
(see Fig. 1).
If P is a rooted forest, we have A ∧ B = A  B for each A; B∈A(P). Hence,
K-submodular functions are a generalization of submodular functions on rooted forests
indeed. Moreover, this notion of K-submodularity generalizes the submodular functions
with the weakly increasing property as the following theorem shows.
Theorem 1.1. Suppose that f :A(P)→ R is submodular and weakly increasing. Then
f is K-submodular.
Proof. Let e∈ (A ∧ B) − (A  B) = (A ∧ B) − (A ∪ B). Then; there exists a∈A and
b∈B such that e ≺ a and e ≺ b. We want to show that there exist at least two upper
neighbors of e. We know that there exists at least one upper neighbor of e. Suppose;
on the contrary; that e has the unique upper neighbor e′. If e′ = a; we must have that
a 4 b and this contradicts the maximality of e. Hence; we can assume that neither a
nor b is the upper neighbor. Then; we have e′ 4 a and e′ 4 b; and hence; we have
e′ ∈ id(A) ∩ id(B). This again contradicts the maximality of e.
Let {e1; : : : ; ek} = (A ∧ B) − (A  B). It follows from the weak increasing property
that
f(A  B)6f((A  B) ∪ {e1})
6f((A  B) ∪ {e1; e2})
...
...
6f((A  B) ∪ {e1; e2; : : : ; ek})
= f(A ∧ B): (1.4)
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Now, we have by the submodularity of f and inequality (1.4) that
f(A) + f(B)¿f(A ∨ B) + f(A ∧ B)¿f(A ∨ B) + f(A  B):
This completes the proof of the present theorem.
It follows from Theorem 1.1 that polyhedra associated with K-submodular func-
tions give a general framework as a class of polyhedra for which Faigle and Kern’s
greedy algorithm works. The aims of the present paper are: (i) to review results con-
cerning the greedy algorithm over polyhedra associated with K-submodular functions
obtained by Faigle and Kern [1,3] and Kr3uger [8]; and (ii) to show some new results
on K-submodular functions and associated polyhedra. We will introduce the Lov!asz
extension of a function f :A(P) → R, which is analogous to but di+erent from the
Lov!asz extension in the ordinary sense, and show that f is K-submodular if and only
if its Lov!asz extension is convex. Furthermore, we will give an algorithm to determine
whether a given vector is an extreme point of P(f) or not.
This paper is organized as follows. In Section 2, we review the greedy algorithm of
Faigle and Kern and its implications. In Section 3, we will present a polynomial-time
algorithm to test whether a given vector is an extreme point of P(f) or not. In Section
4, we will introduce the Lov!asz extension of a function f :A(P)→ R and characterize
K-submodular functions by the convexity of their extension. Finally, we will give
remarks in Section 5.
Let us denote by R+(R−) the set of nonnegative (nonpositive) reals. We close this
section with the following proposition.
Proposition 1.2 (Kr3uger [8]). Let f :A(P)→ R be an arbitrary function de2ned on
the set A(P) of antichains of a poset P=(E;4) with f(∅)=0. Then; the polyhedron
P(f) is nonempty and pointed. Also; its characteristic cone is given as
char:cone(P(f)) = RE−: (1.5)
2. A greedy algorithm
Let P=(E;4) be a 0nite poset with |E|= n and f :A(P)→ R be a K-submodular
function with f(∅) = 0. In this section, we review the greedy algorithm of Faigle and
Kern [1] which solves the following primal–dual pair of linear programs:
(LP)
Maximize
∑
e∈E
c(e)x(e)
subject to x(A)6f(A) (A∈A(P));
(2.1)
(DLP)
Minimize
∑
A∈A(P)
f(A)y(A)
subject to
∑
{y(A) | e∈A∈A(P)}= c(e) (e∈E);
y(A)¿ 0 (A∈A(P)):
(2.2)
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We have from Proposition 1.2 that (LP) is always feasible and that (LP) and (DLP)
has an optimal solution if and only if c∈RE+. We assume c is nonnegative.
Let = (e1; : : : ; en) be a linear extension of P, i.e.,  is an ordering of E such that
ei ≺ ej implies i¡ j. De0ne Ai = {e1; : : : ; ei}+ for i = 1; : : : ; n. It is easy to see that
for each i = 1; : : : ; n there exists i6 l(i)6 n such that
ei ∈Aj ⇔ i6 j6 l(i):
De0ne x : E → R as the unique solution of the following system of equations:
x(Ai) = f(Ai) (i = 1; : : : ; n): (2.3)
Also, de0ne y : A(P) → R as the unique solution of the following system of equa-
tions:
y(Ai) + y(Ai+1) + · · ·+ y(Al(i)) = c(ei) (i = n; n− 1; : : : ; 1); (2.4)
y(A) = 0 (A∈A(P)− {A1; : : : ; An}): (2.5)
We call x and y, respectively, the greedy vector and the dual greedy vector with
respect to . Then, we have∑
e∈E
c(e)x(e) =
∑
{f(A)y(A) |A∈A(P)}: (2.6)
Lemma 2.1 (Kr3uger [8]). Suppose that f :A(P) → R is a K-submodular function
with f(∅) = 0. Let x ∈RE be the greedy vector of P(f) with respect to a linear
extension = (e1; : : : ; en) of P = (E;4). Then; we have x ∈P(f).
The following algorithm for (LP) and (DLP) was designed by Faigle and Kern [1].
Algorithm 1: Greedy.
Input: c: E → R+.
Output: Optimal solutions x and y for (LP) and (DLP), respectively.
1: c′ ← c.
2: for j = n downto 1 do
3: Let ej ∈E+ be a minimizer of min{c′(e) | e∈E+}.
4: j ← c′(ej).
5: c′(e)← c′(e)− j (e∈E+): {c′(e) is kept nonnegative.}
6: E ← E − {ej}.
7: end for{We have a linear extension = (e1; : : : ; en) of P:}
8: Compute x and y by (2:3) and (2.4)–(2.5), respectively.
Lemma 2.2. Let y be the dual greedy vector produced by Algorithm 1. Then; we
have
y(Ai) = i (i = 1; : : : ; n):
In particular; y is nonnegative.
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Proof. We proceed by induction on i = n; : : : ; 1. The case when i = n is clear. Let
i¡n.
During the execution of the algorithm, ei appears in E+ at the iteration when j=l(i)
and it is deleted at the iteration when j = i. The cost c′(ei) of ei is decreased at Step
5 in each iteration as follows.
j c′(ei)
l(i) c(ei)
l(i)− 1 c(ei)− l(i)
l(i)− 2 c(ei)− l(i)−1 − l(i)
...
...
i c(ei)− i+1 − i+2 − · · · − l(i)
Therefore, it follows from the induction hypothesis and de0nition (2.4)–(2.5) of y
that
i = c(ei)− i+1 − · · · − l(i)
= c(ei)− y(Ai+1)− · · · − y(Al(i))
= y(Ai):
Theorem 2.3 (Kr3uger [8]). Vectors x and y produced by Algorithm 1 are optimal
solutions for (LP) and (DLP); respectively.
Proof. The vectors x and y are feasible respectively for Problems (LP) and (DLP)
by Lemmas 2.1 and 2.2. It follows from (2.6) that these vectors are also optimal.
Corollary 2.4 (Kr3uger [8]). A vector x∈P(f) is an extreme point if and only if it is
greedy.
The validity of the greedy algorithm gives a characterization of the K-submodular
functions as the following corollary shows.
Corollary 2.5. Let f :A(P) → R be an arbitrary function on the set A(P) of the
antichain of a poset P = (E;4) with f(∅) = 0. De2ne
P(f) = {x | x∈RE;∀A∈A(P): x(A)6f(A)}: (2.7)
Then; the greedy algorithm works for P(f) in (2:7) if and only if f is K-submodular.
Proof. It suOces to prove the “only if” part. Suppose that the greedy algorithm works
for P(f) in (2.7). Let us consider arbitrary A; B∈A(P). Since we have AB 4 A∨B;
there exists a maximal chain
C : ∅= A0 ≺ Ai ≺ · · · ≺ An = E+ (2.8)
of antichains of P=(E;4) such that Ak=AB and Al=A∨B for some 06 k6 l6 n.
For each j = 1; : : : ; n let
{ej}= id(Aj)− id(Aj−1):
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Then; = (e1; : : : ; en) is a linear extension of P = (E;4). Since we have x(A ∨ B) =
f(A ∨ B); x(A  B) = f(A  B) and x ∈P(f); it follows that
f(A ∨ B) + f(A  B) = x(A ∨ B) + x(A  B)
= x(A) + x(B)
6f(A) + f(B):
3. Testing a vector for being an extreme point
Let P = (E;4) be a poset and f :A(P) → R be a K-submodular function with
f(∅)= 0. In this section, we give a polynomial-time algorithm to test whether a given
vector is an extreme point of P(f).
For X ⊆ E de0ne X− by
X− = {e | e∈X;@e′ ∈X : e′ ≺ e}:
Lemma 3.1. Let A∈A(P)− {E+}. Then; A≺ ·A∨ e if and only if e∈ (E − id(A))−.
Proof. If e∈ (E − id(A))−; then
id(A)⊂ · id(A) ∪ e∈I(P):
This implies
A≺ · (id(A) ∪ e)+ = A ∨ e∈A(P):
On the other hand; if e ∈ (E−id(A))−; then either e∈ id(A) or there exists e′ ∈E−id(A)
such that e′ ≺ e. If e∈ id(A); we have A= A ∨ e. Otherwise; we have
id(A) ⊂ id(A) ∪ id(e′) ⊂ id(A) ∪ id(e);
that is;
A ≺ A ∨ e′ ≺ A ∨ e:
This completes the proof of the present lemma.
Lemma 3.2. Suppose that x is an extreme point of P(f). For each A∈A(P)−{E+}
with x(A) = f(A) there exists an e∈ (E − id(A))− such that x(A ∨ e) = f(A ∨ e).
Proof. Since x is an extreme point; it follows from Corollary 2.4 that x is a greedy
vector with respect to some linear extension = (e1; : : : ; en) of P = (E;4). De0ne
i∗ =min{i | i = 1; : : : ; n; ei ∈ id(A)}:
We have ei∗ ∈ (E − id(A))−. Indeed; we have ei∗ ∈E − id(A) and if ej ≺ ei∗ ; then
by de0nition of i∗; we have ej ∈ id(A). Since x is a greedy vector; we have x(Ai∗) =
f(Ai∗); and hence; x(Ai∗ ∨A)=f(Ai∗ ∨A). However; by de0nition of i∗ we must have
Ai∗ ∨ A= ei∗ ∨ A.
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The following Algorithm 2 solves the problem of determining whether a vector is
an extreme point of P(f) or not.
Algorithm 2: Extreme.
Input: poset P = (E;4); K-submodular function f :A(P)→ R; and x∈RE .
Output: YES if x is an extreme point of P(f), NO otherwise.
1: A← ∅.
2: I ← ∅.
3: while I =E do
4: for e∈E − I do
5: if for each e′ ∈E with e′ ≺ e we have e′ ∈ I then
6: if x(A ∨ e) = f(A ∨ e) then
7: A← A ∨ e.
8: I ← I ∪ e.
9: Goto 3.
10: end if
11: end if
12: end for
13: Return NO and Stop.
14: end while
15: Return YES.
Theorem 3.3. Algorithm 2 is correct and its running time is O(|E|3); where we assume
a function evaluation oracle for f.
Proof. The validity of the algorithm follows immediately from Lemmas 3:1 and 3:2.
Here; note that the if-condition in line 5 checks whether e∈ (E − id(A))−.
The number of iterations of the while-loop is at most n. The for-loop iterates at
most n times. The evaluation of the if-condition in line 5 takes O(n) time and so do
the computations of A ∨ e and that of x(A ∨ e) in line 6. Hence, the overall running
time of the algorithm is O(n3).
4. The Lov&asz extension
In this section, we introduce an extension of a function de0ned on the set A(P) of
the antichains of a poset P = (E;4). We will see that the extension is convex if and
only if the original set function is K-submodular. This result is quite analogous to the
case of ordinary submodular function (see [9]).
For X ⊆ E de0ne the characteristic vector X : E → {0; 1} of X by X (e) = 1 if
e∈X and X (e) = 0 otherwise.
Lemma 4.1. For each c :E → R+ there uniquely exist a chain
C :A1 ≺ A2 ≺ · · · ≺ Ak
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of nonempty antichains of P and i ¿ 0 (i = 1; : : : ; k) such that
c = 1A1 + 2A2 + · · ·+ kAk ; (4.1)
where k¿ 0 and if k = 0; the empty sum is de2ned to be 0.
Proof. The existence of such a chain is clear by the validity of the greedy algorithm
(Theorem 2.3). We shall show the uniqueness of the representation. Given a vector
c :E → R+; let X be the support of c; i.e.; X = {e∈E | c(e)¿ 0}. If X = ∅; then c= 0
and the uniqueness follows trivially. Hence; we assume X = ∅. Let X+ be the set of
the maximal elements of the subposet P(X ) induced by X and let
c∗ =min{c(e) | e∈X+}:
Suppose that c :E → R+ is represented as (4.1).
Claim A. Ak = X+.
Proof. Suppose e∈X+. Since c(e)¿ 0; there exists an index j∈{1; : : : ; k} such that
e∈Aj. Let j be the largest among such j’s. If j¡k; then there exists an e′ ∈Ak such
that e ≺ e′ since Aj ≺ Ak and e ∈ Ak . However; since c(e′)¿ 0; this contradicts
the maximality of e in X . Conversely; suppose e∈Ak . Then; we have e∈X . Suppose
further that e 4 e′ ∈X . Then; there exists j∈{1; : : : ; k} such that e′ ∈Aj. Since Aj 4
Ak; there exists an e′′ ∈Ak such that e′ 4 e′′. Since Ak is an antichain; we must have
e = e′ = e′′: Therefore; e is maximal in X ; i.e.; e∈X+.
Claim B. k = c∗.
Proof. Since Ak−1 ≺ Ak; we must have Ak−1 + Ak; and hence; there exists e∈Ak −
Ak−1. We have e ∈ Aj for 16 j6 k−1. (If e∈Aj for some 16 j6 k−1; there exists
e′ ∈Ak−1 such that e ≺ e′; and then; there exists e′′ ∈Ak such that e′ 4 e′′. We have
e ≺ e′′ and e; e′′ ∈Ak contradicting the assumption that Ak is an antichain.) Hence;
c(e) = k holds for each e∈Ak − Ak−1. On the other hand; for each e′ ∈Ak ∩ Ak−1 we
have
c(e′)¿ k−1 + k ¿k = c(e):
It follows from the previous claim that c∗ = k .
We conclude that if c :E → R+ has a representation (4.1), Ak and k are uniquely
determined by c. Since c − kAk ¿ 0 and the support of c − kAk is a proper subset
of that of c, it follows by induction of the cardinality of the support of c that the
representation (4.1) is unique.
Let us consider an arbitrary function f: A(P)→ R such that f(∅) = 0. For c∈RE+
de0ne
fˆ(c) =
k∑
i=1
if(Ai); (4.2)
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where c has the unique representation as (4.1). The function fˆ: RE+ → R thus de0ned
is an extension of f:A(P)→ R. The de0nition of fˆ is analogous to that of the Lov!asz
extension for a submodular function (see [9]) on the ideals of a poset. We shall call
fˆ the Lov8asz extension of f:A(P)→ R.
Lemma 4.2. The extension fˆ is positively homogeneous; i.e.; for each ¿ 0 we have
fˆ(c) = fˆ(c):
Proof. Given c∈RE+ and ¿ 0; suppose that c is represented as (4.1). Then we have
c = 1A1 + 2A2 + · · ·+ kAk :
Since this representation for c is unique; we have fˆ(c)= fˆ(c) by the de0nition of
the extension.
Theorem 4.3. For a function f :A(P) → R with f(∅) = 0; the Lov8asz extension
fˆ :RE+ → R de2ned by (4:2) is convex if and only if f is K-submodular.
Proof. Suppose f is K-submodular. Then; we have
fˆ(c) = max
{∑
e∈E
c(e)x(e) | x∈P(f)
}
:
Hence; fˆ is convex. Conversely; suppose that the extension fˆ :RE+ → R is convex.
Then; since fˆ is positively homogeneous; we have
1
2 (fˆ(A + fˆ(B))¿ fˆ(
1
2 (A + B)) =
1
2 (fˆ(A + B)):
Therefore; we have
f(A) + f(B) = fˆ(A) + fˆ(B)
¿ fˆ(A + B)
= fˆ(A∨B + AB)
= f(A ∨ B) + f(A  B):
Let C(A(P)) be the convex hull of the characteristic vectors {A |A∈A(P)} of
the antichains A(P) of P. We have from Lemma 4.2 and Theorem 4.3 the following
corollary.
Corollary 4.4. For a K-submodular function f :A(P)→ R with f(∅) = 0 we have
min{fˆ(x) | x∈C(A(P))}=min{f(A) |A∈A(P)}: (4.3)
We do not know any polynomial-time algorithm which is combinatorial one for solv-
ing problem in the right-hand side of (4.3). However, when function f is K-modular,
i.e., for each A; B∈A(P) inequality (1.3) holds with equality, the problem is to 0nd
an antichain with the minimum weight as the following proposition shows.
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Proposition 4.5. Suppose that f :A(P)→ R is a K-modular function with f(∅) = 0.
Then; there uniquely exists a vector y∈RE such that for each A∈A(P) we have
f(A) =
∑
e∈A
y(e):
Proof. Since for each e∈E singleton set {e} is an antichain; we may de0ne y :E → R
as
y(e) = f({e}) (e∈E) (4.4)
and we thus have f(A) =
∑
e∈A y(e) for each A∈A(P). The uniqueness of such a
vector y is obvious.
Note that the problem of 0nding an minimum-weight antichain is reduced to the
maximum dicut problem in acyclic directed graphs (see [10]), and hence, is solved by
any maximum Tow algorithm (see [6]).
We close this section by showing a property of polyhedra associated with K-modular
functions.
Proposition 4.6. If f :A(P) → R is K-modular; then the polyhedron P(f) has the
unique extreme point.
Proof. Let x be an extreme point of P(f). Then; it follows from Corollary 2.4 that x
is the greedy vector with respect to some linear extension  = (e1; : : : ; en). Therefore;
x is the unique solution for the system
x(Ai) = f(Ai) (i = 1; : : : ; n) (4.5)
of equations. However; since y∈RE de0ned by (4.4) is a solution for the system (4.5);
we must have x = y.
5. Concluding remarks
Recently, Fujishige [5] showed that the polyhedra associated with K-submodular
functions are represented as submodular Tow polyhedra (see [4]). In the meanwhile,
Faigle and Kern [2] developed a theory of greedy algorithm in the context of lattice
polyhedra. By combining these results, it may be possible to determine a class of lattice
polyhedra which are represented as submodular Tow polyhedra.
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