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Abstract
Current mobile networking support in urban environments is mostly achieved through wide-area cellular
systems, resulting in expensive, limited access that must be shared among many users. While cellular access
may be appropriate for smartphones, modern cars are built with abundant resources, compared to the small
devices that mobile networks are generally identified with, which can generate data at rates that push the
limits of the cellular infrastructure. These resource rich platforms also have the potential to enable city-wide
distributed networks of services. Since most current research in vehicular networks focuses on user-to-user
communication, new solutions are needed to support this large-scale, dynamic environment, which not only
best supports service-based communication, but also introduces new service-based communication patterns.
Networking challenges in vehicular networks stem from the dynamics of vehicles’ movements, resulting
in a lack of structure in the network and short duration of contact opportunities. However, by exploiting the
specific properties of vehicular networks these challenges can be mitigated. In our research, we explore the
effect of the specific characteristics of vehicular networks, in shaping the services and their demands. We
leverage the natural phenomenon of clustering and the abundance of parked cars to design a network that
supports a variety of services. We also take into account the challenge of energy management, especially
important for parked vehicles, and that of quickly changing channel conditions that requires fast adaptation
algorithms.
Given that all of these solutions are targeted at real-world problems, the strength of our research lies in
the fact that we designed and built a prototype device based on customized hardware for use in vehicular
networks. This prototype provides the necessary capabilities to practically demonstrate the validity of the
design of our solution and confirms our results in a real-world scenario.
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Chapter 1
Introduction
With the constant technology improvements, the diffusion of mobile networking has gone well beyond the
boundaries of our homes or workplaces and has reached our sidewalks, parks, and roads. Today’s life depends
ever more on the ability to access ubiquitous services, even when on the move. Similarly, tomorrow’s car
will depend on network connectivity to support both assisted and autonomous driving systems. Prototypes
of self-driving vehicles are improving every day, but they represent only the first step of a revolution that
requires networking support not only for how they operate, but more importantly for how they interact
with each other. Car manufacturer are designing and developing prototypes such as Volvo’s City Safety, or
Mercedes’ DICE, which require real-time map updates and car-to-car coordination. Maps as they are today
are simply not sufficient, and complex and accurate 3D models of the world are becoming a necessity. The
hundreds of sensors that cars are equipped with already have the potential to provide this accurate view of
the world at a very limited cost.
To enable a future where every vehicle will be autonomous, communication and cooperation among
cars must be continuous and efficient. However, current mobile networking support in urban environments
is mostly achieved through wide-area cellular systems, resulting in expensive, limited access that must be
shared among many users. While cellular access may be appropriate for smartphones, modern cars are built
with advanced electronics and powerful CPUs. These abundant resources, compared to the small devices
that mobile networks are generally identified with, result in a promising platform for city-wide distributed
networks of services that push the limit of the existing infrastructure.
Although most current research in vehicular networks focuses on user-to-user communication, this large-
scale, dynamic environment best supports service-based communication, and introduces new service-based
communication patterns. However, the very specific mobility that characterizes vehicular networks has a
strong influence on the types of services that can be supported, and defines their demands as well. Unfortu-
nately, this same characteristic is also the cause of a lack of structure in the network. The short duration of
contact opportunities due to high speeds has a negative influence on the stability and quality of car-to-car
links. In this dissertation, we claim that two particular properties of vehicular networks can help mitigate
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the challenges of mobility and the lack of structure. First, clustering can be exploited to establish local
structure in a vehicular network, which in turn can define the communication patterns that we expect to see
both between cars in the same cluster and cars in different clusters. Second, including stationary cars in
a vehicular network has the potential to improve local stability by thickening the mesh of the network and
creating more robust links.
1.1 Research contribution
The foundation of our research lies in the definition of new classes of services, based on the communication
patterns that characterize them. With this in mind, we study the design of an architecture that can enable
seamless integration of many different services into the same system, with special attention to providing
each service with a fair share of the limited available resources.
Our system is built around a novel classification of services based on the networking patterns they require.
It includes specifically designed components on many layers, from contact discovery and opportunistic inter-
net access, to power management. Our research does not focus only on system design and simulation, but
extends to the design and implementation of a custom-made hardware prototype that is of invaluable help
in determining the feasibility and real performance of many of our solutions. The following is a description
of the contributions as they are presented in the rest of this thesis.
1.1.1 Communication paradigms
The services that can be offered on a vehicular network are diverse, spanning from those that enable transfor-
mation of our streets in a network of autonomous vehicles, to those that entertain the users in the cars. The
communication patterns of these services are very different and call for tailored solutions. Essentially, since
mobility is constrained by the road topology, the resulting network includes extremely short-lived contacts
when vehicles are driving in different directions, which could support high level, data-centric communication,
and more stable links when vehicles share paths for relatively long intervals, which could support localized
exchanges between users. We define three communication paradigms that can be used to classify these
services:
• node-centric: services that rely on a communication channel between two specific nodes, where knowl-
edge of the identity of the two ends of communication is required;
• content-centric: services whose ultimate goal is to transfer data from one group of nodes to another,
where the emphasis lies in the type and location of data and not on the source or destination;
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• internet-based: services that require access to the Internet, although they can tolerate intermittent
connectivity.
The diversity of vehicular networks creates scenarios in which each of these classes is applicable, and
very often multiple services of different classes must coexist. While our research looks into solutions for each
of these classes of services, we also focus on efficient ways of coordinating resource allocation across all of
them.
1.1.2 Distributed opportunistic clustering
Clustering is a natural phenomenon in mobile networks, defined by the constrained mobility of vehicles that
must stay on the road and follow traffic rules. Long-lived links within a cluster can support node-centric
services. On the other hand, the brief, unpredictable contacts between vehicles belonging to different clusters
are more suitable for opportunistic content-centric services. To support these communication patterns we
have designed a novel, completely distributed cluster management algorithm, QuickSilver, which supports
concurrent node-centric, intra-cluster and data-centric, inter-cluster connectivity.
1.1.3 Leveraging parked cars for opportunistic connectivity
For internet-based services, connecting to the Internet using the existing infrastructure (the 3G/4G net-
work) is often challenged by overloaded networks and monetary costs. For those services that can tolerate
intermittent connectivity and the consequent delays, we demonstrate the benefits of opportunistic Internet
connections through LoadingZones, a service that extends Internet access from open indoor access points by
leveraging the stable placement and connectivity of parked cars, reinforcing the mesh of the network.
1.1.4 Governing energy in parked cars
While energy is generally regarded as a widely available resource in vehicular networks, the introduction of
an active role for parked vehicles raises a new challenge given the limited capacity of a vehicle’s battery.
During long stops, this energy might not be enough to provide continuous services. Therefore, it is vital
to determine an active-sleep schedule that saves energy, but keeps the services active when most needed.
To address this challenge we designed an adaptive energy governor, ParkingMeter, capable of maximizing
service utility while respecting the energy constraints of a service-oriented system architecture.
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1.1.5 Channel state estimation for rate selection
One of the discoveries brought to light by our experimental evaluation of LoadingZones is that the automatic
rate selection algorithms used in modern wireless protocols fail to adapt to the sudden channel condition
changes during the short contacts between vehicles. To address this challenge, and enable a more efficient
use of the links in general, we designed a channel estimation protocol for MIMO systems, CSI-SF, that sig-
nificantly reduces the time required to estimate channel state information (CSI), and could be an interesting
response to the highly dynamic nature of the channel state in vehicular networks.
1.2 Thesis structure
The remainder of this thesis is structured as follows: in Chapter 2, we describe the phenomenon of clustering
in vehicular networks, its effects on communication patterns, and present the design and evaluation of
QuickSilver. In Chapter 3, we present LoadingZones, a service that leverages parked vehicles to enhance
the performance of opportunistic Internet connectivity. In Chapter 4, we present ParkingMeter, our flexible
solution to the problem of energy-constrained scheduling of multiple services in parked cars, and in Chapter 5,
we present the design and evaluation of CSI-SF, an algorithm that enables fast and accurate channel state
estimation for MIMO devices with reduced overhead. Finally, Chapter 6 concludes this thesis and presents
potential future direction for our research.
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Chapter 2
Clustering and car-to-car
communication
The distinct mobility patterns and sheer scale of VANETs result in geographically wide-spread networks
with unique contact opportunities between the diverse nodes. Essentially, related and non-related clusters of
vehicles may travel together for long periods of time, briefly encountering other random nodes and clusters
that are traveling in different directions. This clustered mobility pattern results in interesting data exchange
patterns in VANETs. Although the people in the vehicles inside a cluster may not actually know each other,
they may still want to share music, videos, or even just chat with each other because they are going in the
same direction, like CB users did before the era of digital communications. Since clusters are somewhat
stable, intra-cluster communication should support these node-centric applications with relatively stable,
good quality links to specific vehicles. However, such support is no longer necessary, nor even possible,
beyond the border of a cluster. Therefore, the focus of inter-cluster communication should not be on the
endpoints of the communication but instead on supporting content-centric applications that aim to distribute
shared data, such as dynamic maps and participatory sensor data, with many unknown nodes across the
network.
To cover the whole scope of VANETs, many researchers have classified them as Delay Tolerant Networks
(DTNs) with dynamic mobility models, network partitioning and the natural formation of clusters. Since
energy is not a severe constraint in moving vehicles, DTN-based VANET routing solutions have focused on
supporting node-to-node communication that is robust to network partitioning and intermittent connectivity.
On a large scale, it is not clear that such node-centric support is needed when nodes are far apart. Instead,
support for geographically distant nodes may be better off relying on 3G- or hot-spot-based solutions.
However, content-centric applications, which rely on probabilistic dissemination of data between clusters,
match well with existing DTN-based communication. While probabilistic replication mechanism can be used,
the main challenge comes from establishing efficient inter-cluster communication due to the short connection
times and contention for the channel caused by the clustering of vehicles. On the local scale, clustered nodes
within a smaller geographic area may want to communicate with each other. However, in this case, simpler
ad hoc-based routing solutions may be sufficient. While some existing solutions have leveraged the natural
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clustering in VANETs to optimize message delivery, they have not considered the important impact that
such clustering has on the application space.
While intra- and inter-cluster communication have very diverse requirements, a complete VANET solution
must support both. The system architecture proposed in this chapter, QuickSilver, is built around a novel,
passive cluster management mechanism that does not require the use of cluster ids or other explicit clustering
mechanisms. This clustering mechanism enables both intra-cluster networking support for node-centric
applications, as well as inter-cluster networking support for content-based applications. For the latter, nodes
within a cluster implicitly cooperate to establish many contention-free inter-cluster communication channels,
without requiring explicit channel allocation mechanisms. The goal of QuickSilver is the efficient use of the
available resources while eliminating harmful competition over the limited channel bandwidth is engaged.
Our evaluation shows that QuickSilver’s clustering mechanism can maintain good consistency for cluster
memberships, despite high mobility and its distributed nature. Additionally, we show that QuickSilver
is able to establish multi-link inter-cluster connections that perform significantly better than the existing
hierarchical approaches, and in some scenarios, can reach 95% of the performance of an optimal, centralized
solution, without incurring any control overhead.
2.1 VANET eco-systems
The formation of clusters in vehicular networks has been observed in different scenarios. For example, the
analysis of mobility traces from 600 taxis over an 8 hour period on a working day in San Francisco [60],
showed that while 40% of the cabs were sparsely connected, the remaining 60% were part of clusters of more
than 20 vehicles whose routes periodically intersect generating inter-cluster contacts. Using short to mid-
range transceivers, vehicles can communicate with each other at distances up to 200m [55]. This distance,
which is certainly larger than the average distance between vehicles in a cluster, is also likely to be shorter
than the length of the cluster itself. This implies that from a networking point of view, clusters can be seen
as partitions of the network with a number of stable, multi-path links among their nodes. The duration of a
vehicle’s membership to a specific cluster is influenced by the speed at which vehicles move and the number
of different routes available. In urban environments, low speed ensures a certain duration of the average
membership duration, while on highways, the same property is a consequence of the distance between exits.
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  ?   ?
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Figure 2.1: The types of communication that characterize a VANET: intra-cluster (a), inter-cluster (b),
cluster-to-cluster (c)
2.1.1 Cluster-aware communication
Given the presence of clustering and the diversity of applications in VANETs, many different kinds of
applications may coexist, each characterized by different requirements and goals. However, these applications
can be divided into two categories: node-centric and content-centric. Node-centric applications focus on
providing a distinct communication channel between two or more end hosts. For example, nodes A and
B in Figure 2.1(a) are participating in a voice conversation, while nodes X and Y are using a real-time
instant messaging application. To support node-centric applications, each node must be able to learn about
each other’s existence and establish a good quality and long lived link for bounded-delay communication.
Both properties limit node-centric communication to within a cluster. Essentially, except for scenarios where
nodes follow predetermined routes (i.e., DieselNet [11]), it is extremely unlikely to meet a specific user during
an inter-cluster contact, and even when this happens, the contacts are too rare and short-lived to support
node-centric networking.
On the other hand, content-centric applications focus on data that lives in the network [70, 54, 36], where
nodes are the relays that spread the data through the network. In content-centric applications, information
is typically selected and transferred based on nodes’ interests in a particular type or class of data. For
7
v
a
v
b
2R
(a)
v
a
v
b
L
a
L
b
L
a 
+L
b 
+2R
(b)
Figure 2.2: Duration of a car-to-car (a) and of a cluster-to-cluster (b) contact at speeds va and vb. The dark
blue cars represent the moment the contact begins, the contact ends when the vehicles are in the position
marked by the light blue cars.
example, two nodes in one cluster in Figure 2.1(b) are expressing interest in some type of music, while one
node in the other cluster is sharing songs. If a path exists between the content provider and the consumers,
the data can be shared among the nodes. In this case, the identity of the nodes is completely irrelevant, only
the interests they express matter. This kind of communication can cross the boundaries of a cluster. Even
with short-lived inter-cluster connections, applications can benefit from receiving as much data as possible
from the other cluster.
Content-centric applications can also be used to collect and disseminate information about the environ-
ment [70]. The vehicles in Figure 2.1(c) are equipped with a large number of sensors to collect environmental
information. This information can be used to augment a map with live data, useful for example for route
planning. In this type of application, the data is shared among vehicles that have been traveling together,
and each of them is part of a distributed storage. When a cluster traveling in the opposite direction is
encountered, it is irrelevant which nodes share the information as long as it is transferred from one cluster
to the other where it can be distributed to all nodes even when the cluster contact has expired.
2.1.2 Cluster contacts
Contact opportunities between nodes that belong to different clusters are generally short. Given two vehicles
traveling on an highway in opposite directions and approaching each other at speeds va and vb, contact is
possible only while their relative distance is smaller than the wireless coverage range R (Figure 2.2a). The
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contact duration in this case is:
Tcont =
2R
va + vb
. (2.1)
Assuming a coverage range of 150m and a speed of 15m/s (approximately 35mph) for both cars, a contact
between two vehicles can last approximately 10s , a very short time for any significant data exchange.
However, cluster contact opportunities last from when the first contact between two vehicles is possible,
until the distance between the last pair of cars becomes larger than R. For two clusters traveling in opposite
directions, with average velocities va and vb, and cluster lengths La and Lb, both larger than R (i.e., multi-
hop clusters, (Figure 2.2b), the overall duration of the cluster contact is:
Tc cont =
La + Lb + 2R
va + vb
, (2.2)
which could allow a significant amount of data exchange among the two clusters if the communication
channels are managed wisely.
2.1.3 Cluster management
Understanding the network topology and its organization in clusters is necessary to define the boundaries
of intra-cluster connectivity and determine which links belong to an inter-cluster contact. Traditional clus-
ter management approaches are the basis of communications systems such as Bluetooth or ZigBee, where
clustering enables coordinated, hierarchical communication to save energy and increase security. A similar
hierarchical structure, based on the election of a cluster head (CH), has been considered in previous research
work for VANETs [75, 21, 49]. For example, clustering can be used to coordinate medium access to avoid
collisions [30] by allowing the CH to acquire information about the cluster members and then coordinate their
accesses to the shared medium using a TDMA approach. These approaches consider clusters in VANETs as
single-hop sub-networks concentrated around the cluster head. Since membership may change rapidly due to
the nodes’ independent mobility patterns in mobile networks like VANETs, multi-hop clusters are typically
dismissed due to the amount of overhead required for electing a cluster head and maintaining cluster mem-
bership information. However, the use of multi-hop links has been proposed in VANETs without explicit
clustering. For example, CASCADE [38] is an access point based approach where vehicles traveling in the
same direction forward data from one to the other, ignoring the data coming from the opposite direction,
until finally the data reaches an access point. However, approaches like CASCADE are not able to leverage
inter-cluster contacts since in their design the concept of a cluster is not considered.
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2.1.4 Inter- and Intra-cluster routing
Given the diversity of application requirements and the dynamic mobility in the network, routing solutions
for VANETs must be able to integrate both intra-cluster node-based routing with bounded delays and
inter-cluster content-based routing with quick and efficient data dissemination. Traditional ad hoc routing
protocols (i.e., DSR [39], AODV[59]) only need slight modifications to provide the bounded delays for
intra-cluster communication, but fail dramatically to to support the opportunistic inter-cluster networking.
On the other hand, store-carry-and-forward DTN protocols (i.e., Prophet [50], Spray and Focus [68]) as
well as protocols specifically designed for data-centric VANET applications (i.e., Locus [70]) are resilient to
partitioning, but cannot effectively support node-centric applications because they fail to guarantee bounded
delays. Essentially, a one-size-fit-all protocol cannot satisfy the requirements of both intra- and inter-cluster
networking. Although protocols have been designed with one or the other pattern in mind, it is unclear
how they would or should interact in the same system. If the two protocols compete in an uncoordinated
manner to access the shared resources (i.e., available channels and bandwidth) on a node, their combined
performance might be severely degraded. Only with a careful system design that is aware of the network
topology and cluster structure and coordinates the use of resources can the full potential of VANETs be
achieved.
2.2 QuickSilver
While node-centric and content-centric communication in VANETs have very different network requirements,
the key feature of clusters enables a symbiotic solution. This section introduces QuickSilver, a system
architecture that leverages the clustered topology for supporting the different types of communications in
VANETs. Cluster detection is pivotal to tracking the boundaries inside which node-centric communications
can happen. When nodes know the identity of the other nodes that belong in their cluster, they can cooperate
to route intra-cluster traffic, and at the same time concentrate their effort on detecting inter-cluster contacts
and maximize the amount of data that is exchanged between two clusters.
To enable effective and efficient communication in VANETs, the QuickSilver design is inspired by the
following principles. First, QuickSilver is completely distributed. No infrastructure is needed for communica-
tion. Second, QuickSilver employs lightweight clustering, where clusters form and behave in an uncoordinated
manner without requiring a cluster ID. There are no cluster coordinators in QuickSilver. Therefore, each
node builds its own view of the cluster, which might be partial and differ from node to node. Finally,
QuickSilver supports cluster-aware communication, where intra-cluster networking leverages the fast deliv-
10
ery guaranteed by stable paths inside a cluster and inter-cluster networking manages the cluster-to-cluster
channels to opportunistically support content-centric communication.
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Figure 2.3: QuickSilver system architecture
2.2.1 System architecture
The general architecture of QuickSilver is shown in Figure 2.3. Similarly to [79], QuickSilver utilizes two
radio interfaces to support concurrent communication using orthogonal channels. QuickSilver is not tied
to a specific wireless standard. It can use generic 802.11a/g/n, or the 802.11p standard designed for Dig-
ital Short Range Communications (DSRC). This dual radio setup allows the vehicles to maintain their
intra-cluster connectivity, and at the same time look for inter-cluster contact opportunities. However, the
resource allocation policy in QuickSilver is different from that of other clustering based approaches such
as [78], that prioritize intra-cluster communications by assigning more channels for it and reserving only one
channel for data exchange between clusters. Since intra-cluster communication is typically for longer-lived
connections, QuickSilver uses one radio and a fixed channel for all intra-cluster communication. Therefore
intra-cluster communication is easier to manage and requires no coordination, enabling better support for
node-centric communication. Additionally, it leaves more channels available for the short-lived inter-cluster
communication, increasing the bandwidth achievable during an inter-cluster contact.
The management layer, which includes Cluster Management and Cluster Contact components, is the
heart of QuickSilver’s clustering. The goal of the cluster management component of QuickSilver is to
discover neighbors with stable links, and build Cluster Membership Lists (CML) in each node. Cluster
formation is based on the rationale that nodes traveling together in the same direction and at similar speeds
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share links that are long-lived enough to support multi-hop path-based intra-cluster routing. Therefore, only
nodes connected through such stable links are considered members of the same cluster.
Cluster membership is very dynamic, with continuous joins and leaves. Keeping a consistent view of the
cluster requires a mechanism to maintain an up-to-date CML in each node, and of course this property can
be satisfied only with a certain amount of overhead. To minimize cluster-wide negotiation and overhead,
QuickSilver does not try to enforce a globally consistent view on the cluster. Rather, each node forms its
own view of its cluster and maintains a CML of those it believes to be members of its cluster.
Using the inter-cluster radio interface, the cluster contact component looks for the short-lived contacts
with other clusters traveling in different directions. The ultimate goal of QuickSilver in this respect is to build
links across the two clusters to support the formation of a fat pipe between the two clusters. This pipe is
opportunistically established to maximize the data exchanged between the two clusters. Independently from
which nodes are transmitting, the goal is to establish the largest pipe between the clusters and maximize its
utilization, using non-interfering ad hoc links between pairs of nodes belonging to the two clusters.
Finally, the networking layer implements the multi-hop delivery for both intra-cluster and the inter-
cluster communication. The former only uses links established through one of the radio interfaces, on a
single channel, while the latter uses both radios in the data path between content providers and consumers.
2.2.2 Cluster management
The construction and maintenance of CMLs in QuickSilver is a two-step procedure: first, a node identifies its
stable neighbors, then this local topology is distributed so that each node can update its CML with cluster
members that are more than one hop apart. A downside of this approach is that nodes in the same cluster
might temporarily have different views of the cluster memberships (i.e., incomplete lists or stale information,
caused by recent changes in the cluster topology), and the system must be robust to such inconsistencies.
However, given the opportunistic nature of communication in VANETs, such inconsistencies have little or
no effect.
Identifying stable neighbors
Neighbor discovery in opportunistic networks is generally supported by beacons and simple keep-alive mes-
sage. QuickSilver takes advantage of these existing neighbor discovery mechanisms for evaluating the stability
of a connection to a given neighbor. Each node periodically broadcasts hello messages with a fixed period
Th. These messages contain the source node ID, and a sequence number, incremented for each new message.
If a node receives thjoin sequential hello messages from a neighbor, it marks that neighbor as stable. If
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thleave periods expire without receiving a hello message from a neighbor, the neighbor is removed from
the neighborhood table. The identification of these one-hop stable links is central to the notion of clusters
in QuickSilver. To compensate for a certain amount of packet loss which is inevitable in mobile wireless
networks, the counter of hello messages is reset for a node only when two or more consecutive messages
are lost.
Building the Cluster Membership List (CML)
When a node identifies a new stable link with another node, it immediately adds the information to its
own CML. To identify cluster members that are multiple hops away, each node periodically broadcasts a
cluster hello message to all stable neighbors. The period Tc is larger than Th. Relaying nodes attach
their IDs to the message and forward it over all stable links. Any node receiving a cluster hello message
immediately puts the original sender of the message and all the nodes that relayed the message in their
CML.
Since intra-cluster routing requires the use of broadcast messages, which will be described in Section 2.2.4,
QuickSilver leverages these broadcast messages to enable better and more up-to-date cluster management.
When a node initiates one of these broadcasts, the message is also used as a cluster hello. The relaying
nodes piggyback their IDs onto the control message. It is important to note that adding node IDs to every
broadcast message can be expensive in large networks. However, these techniques are only used within
clusters, which are expected to be relatively small in size, and so will not incur as much overhead as if they
were used network-wide.
While stable neighbors are always part of the CML, destabilization of a stable neighbor does not imme-
diately lead to its removal from the list. The reason is that the node does not know if the single-hop link,
which has now become unstable, was the only stable path to that node. A node is removed from the CML
only if more than thc leave cluster advertisement periods Tc pass after its latest insertion in the set (using
either cluster hello or any cluster-wide broadcast message). To avoid the problem of outdated CMLs
erroneously re-inserting a node that has left, a list of recently deleted nodes is kept at each node, and each
entry in the CML is timestamped so that a node can decide if an entry is just pending deletion or it should
be considered valid. Time synchronization in vehicular networks can be easily achieved by means of a simple
GPS receiver.
A simple analysis gives us an upper bound for the time it takes for nodes in a cluster to reach a consistent
view on cluster membership (i.e., the CML on each node is identical). When a node joins a cluster, that node
must have at least one stable link with a neighbor in the cluster, resulting in the insertion of the new node in
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the CML of its one-hop neighbors. When the proper timer on the node expires, a cluster hello message
containing the new node ID is propagated throughout the cluster and each cluster member updates their
CML accordingly. Assuming that MAC retransmission policies and the redundancy introduced by multiple
routes cancels the impact of packet loss and that the packet transmission time including queueing delay is
Ttx, the time required for a new node to be present in all cluster members’ CMLs, Tcons join, is:
(thjoin · Th) ≤ Tcons join ≤ (thjoin · Th) + (Tc + Ttx) ·max (nhops) . (2.3)
The lowest bound is valid for one-hop clusters, while the upper bound happens in a pessimistic multi-hop
scenario, in which the first term captures the time necessary to stabilize the local link, the second is the
maximum time necessary for the updated cluster hellomessage to travel to the farthest node in the cluster.
This happens if all nodes receive the update right after having sent out their cluster hello message and
must wait until the next one is sent out to relay the updated information. Fortunately, when data is present
in the network, a node’s identity is also propagated with every data message it generates, which significantly
reduces Tcons join even in the more pessimistic scenario.
Similarly, the maximum time necessary to reach a consistent view after a node leaves the cluster is dictated
by the worst case scenario in which a node leaves right after its neighbor sent the last cluster hellomessage,
and each of the members of the cluster receive the updated CML right after having sent their update:
Tc · thleave ≤ Tcons leave ≤ Tc · thleave · (nhops + 1) . (2.4)
Given these limits, to achieve a consistent view of the cluster, Tc, Th, thjoin and thleave must be chosen
according to the cluster dynamics. The right tradeoff between system responsiveness and overhead must
be found. Additionally, it should be noted that a too short Th or a too low thjoin would cause short-
lived links such as those between cars traveling in opposite directions to be erroneously considered stable.
Remembering (2.1), to avoid this scenario Th, thjoin must be chosen so that:
(thjoin · Th) ≤ 2R
va + vb
. (2.5)
When two vehicles are traveling at 35mph, and assuming a radio coverage range of 150m, this time is
approximately 10s. This is a worst case analysis, and in most cases a consistent view might be reached with
less strict requirements. However, although QuickSilver’s performance would benefit from a consistent view,
the system design is robust to inconsistencies, and the timer values and thresholds should also be chosen
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Figure 2.4: Single-channel connection for inter-cluster contacts.
trying to limit the control overhead they generate.
2.2.3 Cluster contacts
As previously described, QuickSilver uses most of the available channels to discover possible cluster contacts,
and when one is detected, to establish a fat pipe made of multiple contention-free links between pairs of nodes
belonging to different clusters. Although there are mechanisms that can be used to establish contention free
communication over shared channels, such as TDMA, they incur significant overhead due to synchronization
and coordination, generally performed by a central authority. Additionally, the mobility of clusters poses
another obstacle to centralized, coordinated solutions: the connection between clusters can be maintained
for the whole period defined in 2.2, but the single links that keep it alive change constantly as nodes move
and change neighbors. For this reason, QuickSilver adopts a technique that is completely distributed and
opportunistic, an alternative that does not require any control overhead.
The fat pipe between two clusters is built using Nc orthogonal channels, excluding the one used for
intra-cluster communication. Each link is locally used by a single pair of nodes, one per contention area in
a cluster, so that nodes do not contend for the channel and the channel utilization is maximized, as long as
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the nodes’ queues are not empty. Channels can be reused if the distance between the links is larger than the
interference range. The nodes that setup a link are gateways through which the traffic from their cluster
members can be forwarded to the other cluster. Once they reserve the channel, they are the only nodes
authorized to transmit on that channel in their coverage range. The number of links that compose the fat
pipe, NL becomes the only factor that influences the throughput between the two clusters. If Nc = 1 (i.e.,
only one channel is assigned to inter-cluster communication), when two clusters are traveling in opposite
directions, such as on an highway, at time t a number of links:
⌈
d
2 ·R
⌉
≤ NSL (t) ≤
⌈
d
R
⌉
(2.6)
can be established, where d is the length of the portions of clusters that overlap, as shown in Figure 2.4a.
The worst case, in which the minimum number of links is established, happens when each node establishes a
link with a node that is at a distance R from it in the direction along which the nodes are traveling, since in
this case the interference range from the two nodes is maximum, and increases the distance necessary for the
channel reuse. The upper bound instead identifies a situation in which each node establishes a connection
with the closest peer. When two clusters aligned along orthogonal directions meet, such as at a crossing, as
shown in Figure 2.4(b), d < R, and consequently only one contention free link can be established. This is
equivalent to having single hop clusters where only the cluster head is authorized to perform inter-cluster
communication [79, 21]. If many orthogonal channels are used (Nc > 1), the number of links that can
compose the fat pipe becomes:
NL(t) = Nc ·NSL (t) (2.7)
for the highway scenario and
NL = Nc (2.8)
in the crossing scenario. Building the individual links presents two challenges: first, nodes must detect a
contact opportunity, then they must select an available channel and claim it as their own.
In most mobile scenarios, where contacts can be short lived, delay in discovery reduces the contact
utilization enough to degrade the performance. In general, two factors influence the delay in discovering a
contact. The first one is energy savings mechanisms that force the radio to sleep for long periods of time.
In this case, even if two nodes are in communication range, they must wait until both radios are on at the
same time to initiate discovery. Generally, this is accomplished using signaling-based MAC protocols such
as [61]. Fortunately, QuickSilver does not require an aggressive power-saving policy, given that the energy
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Figure 2.5: Channel hopping sequence for two nodes, as long as s is different the nodes will meet on every
channel after N2c hops.
consumed by the radio is negligible compared to the rest of the system when the vehicle is running. However,
QuickSilver suffers from another source of delay in contact discovery: the presence of multiple channels. For
a successful discovery, two nodes must be tuned on the same channel at the same time. One approach to
meet this requirement is the agreement on a specific inter-cluster control channel as in [79], where all nodes
not currently part of an active link are advertising their presence. When two nodes meet on the control
channel, they exchange control packets to agree on a different channel on which they should both switch to
and communicate. This approach causes the waste of one channel for control packets. Additionally, unless
an omniscient cluster head has full knowledge of which nodes are using which channels, as well as their
interference range, there can be no guarantee that the negotiation phase brings the two nodes to a free
channel. This challenge is amplified by the multi-hop nature of clusters in QuickSilver.
QuickSilver takes a completely distributed approach that avoids wasting one channel for control traffic.
The principle on which QuickSilver is based is very simple: each node hops between channels following a
randomized permutation of the Nc channels, sending a discovery message (disc) if the channel is free. The
message contains the node’s CML. If a node from a different cluster is on the same channel, it responds to
the message and the two nodes form a inter-cluster link. Since consistent cluster IDs are not possible in
QuickSilver’s lightweight clustering, nodes determine if they belong to different clusters by comparing their
CMLs and verifying if they differ for a fraction larger than a threshold thCML, such that 0 < thCML < 1.
The threshold must be higher than 0 to account for the inconsistencies among nodes in the same cluster.
The randomized channel hopping sequence must be carefully chosen to guarantee that two nodes will
meet on the same channel at least once within a bounded time, and that they will meet on a free channel,
if any is available. QuickSilver’s sequence generation algorithm is inspired by SSCH [8], where each node
selects a seed s ∈ [1, Nc] and a starting channel x0. When Nc is a prime, the i-th element of the hopping
sequence is:
xi = (xi−1 + s) mod Nc
. Two nodes with a different s are guaranteed to meet on one of the channels in at most Nc hops. However,
if the channel is busy the nodes stay silent, thus they do not discover each other despite being on the same
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channel. QuickSilver introduces a novel sequence algorithm:
xi = ((xj−1 + s) mod Nc) + k mod Nc, (2.9)
where j = i mod Nc and k =
⌊
i
Nc
⌋
. This algorithm guarantees that two nodes with a different s will meet
at least once on each channel after N2c hops, as shown in Figure 2.5, so that they can establish a link unless
all channels are busy. If Nc is not prime, the same property can be achieved by choosing a prime number
M > Nc and modifying the hopping sequence using a modulus reduction:
xi = ((xj + s) modM) mod Nc + k mod Nc, (2.10)
where j = (i − 1) modM , k = ⌊ i
M
⌋
, and the number of hops required for a pair of nodes to meet on each
channel becomes M ·Nc.
If two nodes have the same seed, and they start from a different channel, they will follow each other
without ever meeting. To prevent this from happening, SSCH introduces parity slots, but unfortunately this
requires synchronization among nodes to guarantee that the parity slots happen at the same time, which
would be impractical in a large distributed vehicular network. Since the goal during an inter-cluster contact
is just to build a link with any node from the other cluster, missing a contact with a specific node would
not harm QuickSilver’s performance as long as there are other nodes available in the same coverage range.
Nonetheless, if after 2M · Nc (2N2c when Nc is prime) hops no contact is detected although at least one
channel was found free, the node randomly selects a new s, and continues the discovery procedure.
2.2.4 Networking
The Networking layer of QuickSilver includes two components. The first one manages intra-cluster unicast
or broadcast communication with peers in the same cluster (see Figure 2.3). The second component manages
the inter-cluster communication and relies on both Cluster management and Cluster Contact.
Intra-cluster networking
Since a node’s knowledge of the cluster is locally defined by its CML, intra-cluster unicast packets can only
be sent to nodes that are currently in the CML of the sender node. The delivery happens using a traditional
source routing approach, such as DSR. When a node generates a new message, it initiates an attempt to
discover a route to the destination by flooding a RREQ message within its cluster. Relaying nodes attach
their IDs to the message and propagate the broadcast. When the destination receives the message and
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Figure 2.6: Different channels for intra and inter-cluster communication mitigate the delay for multi-hop
inter-cluster delivery.
unicasts a RREP back to the source following the reverse path through which the first RREQ reached it.
The source node can then unicast the data message to the destination also using source routing. If the
source node does not receive a reply in a sufficient amount of time, it assumes that the destination is not
part of its cluster. To reduce the overhead of issuing a RREQ message after the creation of every new
message, QuickSilver aggressively uses a route cache. To facilitate building up this cache, all messages, both
control and data, are expected to contain the list of nodes traversed. Therefore, whenever a node receives
any message, it can use the path contained in that message to build up routes to all of the nodes that the
message has traversed. To ensure freshness, routes are timed out from the cache after Troute seconds. The
scalability issues of this approach are mitigated by the limited scope of this type of communication, which
never leaves the boundaries of the cluster.
The scope of intra-cluster broadcast messages is also limited to cluster members. The broadcast is
best-effort and follows a simple flooding algorithm, with the only difference that a message is accepted and
rebroadcast only if it comes from a node that has been marked as a stable neighbor. To avoid congestion,
each node retransmits a broadcast packet exactly once, even if the same message is received from multiple
links. A log of the broadcast messages that the node most recently relayed enables this behavior.
Inter-cluster networking
When any two nodes from different clusters meet, inter-cluster communication can be initiated by setting
up the fat pipe described in Section 2.2.2. All inter-cluster communication is multicast based on a publish-
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subscribe mechanism. Nodes that are interested in receiving a certain type of data (e.g., map updates,
music) advertise in the c hello messages. A node stores information about its cluster member’s interests in
a list similar to the CML. When two nodes establish an inter-cluster link, they exchange their interest lists
and flood them in their cluster.
In this way, each node is informed of which cluster members are gateways, and what kind of data they are
trying to relay to the other cluster. When the inter-cluster link stops working due to mobility, the gateway
informs the cluster, so that the multicast stream is stopped or rerouted to a different gateway. It could be
argued that if the links are between nodes that are not storing information but simply act as gateways for
other nodes, the inter-cluster links might be underutilized while the gateways receive the data for the other
cluster. The choice of using a separate channel for intra-cluster communication, as shown in Figure 2.6,
mitigates this problem. Consider a single link between two clusters. As shown in the single channel scenario,
in order to send a packet from node A to node Y, the packet has to traverse three links, and only one of
them can be active at the same time to avoid collision. If instead the channels are different, as in the dual
channel scenario, node B can initiate transmitting the data as soon as it receives the first packet. Of course,
node X might still have to wait to deliver the inter-cluster traffic to the destination, but since they are in
the same cluster, this can be done at a later time. The only link that is short lived in this scenario is that
between nodes B and X and QuickSilver focuses its efforts on ensuring that that link is never underutilized.
2.3 Evaluation
The two main components of QuickSilver are its distributed, light-weight clustering protocol and its inter-
cluster multi-link connections. These two components coexist and cooperate to efficiently support intra-
cluster and inter-cluster traffic. Since the multi-radio architecture and the choice of using separate channels
for the two paradigms implies that there is no harmful interaction between the two components, the evalu-
ation focuses on each of them individually.
The goal of cluster management is to locally build a CML without the need for a cluster coordinator.
However, the fully distributed nature of QuickSilver comes at a price: when clusters are very dynamic, a
node’s CML might not be accurate and the CMLs might differ from one node to another. When a node
enters a cluster, the lack of an explicit join mechanism implies that for some time the cluster members are
not aware of the new node and cannot communicate with it. This situation is referred to as a false negative.
In the same way, when a node leaves a cluster for a transitory time its ID remains in the CML of the other
nodes, which might still try to communicate with it, wasting resources. This is a false positive.
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The most unclustered environment is used to evaluate the effectiveness of QuickSilver’s cluster manage-
ment: mobile nodes following a random way point model. Essentially, the RWP mobility model causes a very
unstable clustering compared to that expected when mobility is constrained to road configurations. These
evaluations show the worst-case performance of QuickSilver. However, QuickSilver can take advantage of
existing traffic to improve its accuracy (i.e., when a RREQ to a node currently in the CML fails, the node can
be removed even if the timeout for its entry did not expire yet). The evaluation of the clustering mechanism
is based on two metrics: the ratio between false positives and the total number of nodes in the CML per
each node (FPr), and the ratio between false negatives and the total number of nodes in the cluster (FNr).
The two metrics are computed per node at intervals equal to the minimum duration of a stable link, and
for each run the result is an average of the metrics for all nodes over the total simulation time. A high FPr
wastes resources trying to reach nodes that are no longer in the cluster. However, when real traffic is present,
the lack of response to a route request can help to limit this problem. An high FNr means an increased
delay after a node joins a cluster before every other node can initiate a peer-to-peer connection to it. All
evaluations were performed using the ONE simulator [42] in a random mobility scenario in a 3 × 0.2Km
area with two levels of density (60 and 100 nodes) and different average speeds.
FPr and FNr respond differently to changes in node speed (see Figure 2.7): FNr increases with increased
speed while FPr is lower at higher speeds. A higher node density always reduces the value of both metrics,
because nodes are on average closer and partitioning is less frequent. The reason for this behavior can
be explained with a simple example: consider a stable cluster with 10 nodes that suddenly splits in half.
Each node will have a false positive ratio of 0.5, which is also the cluster’s average FPr until the cluster
stabilizes. If instead 8 of the nodes stay together and two generate a smaller cluster, the average FPr becomes(
2 · 8
9
+ 8 · 2
9
)
= 0, 35. At higher speeds, in the RWP mobility model, this second scenario is more likely to
happen due to the high mobility. The tendency of the lower mobility scenario to have smaller clusters instead
of a single large cluster and a few outliers also affects FPr. When two clusters merge in the high mobility
scenario, most of the network is affected, while when the network is partitioned in small clusters, only a
few nodes must update their CMLs. The RWP scenario is more representative of an urban environment, in
which low speed and high density are common factors, and in this case the low FNr is desirable, while the
RREQ mechanism mitigates the effect of a high FPr. In high mobility scenarios, which for VANETs generally
means in highways in which the duration of a cluster membership is longer, the large initial delay caused by
a high FNr has less influence.
On the second radio, nodes hop through the available orthogonal channels trying to establish a link with
a node from a different cluster. For this component, QuickSilver’s approach is also completely distributed,
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and the number of contention free links that can be established affects the total amount of data that can be
transferred over an inter-cluster connection. Solutions such as [79], in which single-hop clusters are formed
around a cluster coordinator, which is also the only node entitled to inter-cluster communication on a single
channel, represent a lower bound for QuickSilver. Ideally, an omniscient protocol with perfect knowledge of
the position of each node, can determine an optimal configuration that maximizes the number of contention
free links as specified by (2.7) and (2.8), but at a cost in terms of computation and control overhead that
cannot be sustained in dynamic environments such as VANETs. The fully distributed, headless solution
is compared with these two extremes, to evaluate its efficiency. It is important to note that QuickSilver is
completely opportunistic and requires minimal control overhead. For these evaluations, we implemented the
inter-cluster gateway management protocols in MATLAB.
To capture an interesting scenario, Figure 2.8 plots the number of contention free channels found by
QuickSilver, the single-channel and the optimal approaches during a contact between two clusters traveling
in opposite directions, as time passes and the overlap between the two clusters changes. The clusters are
both 1000 meters long, each composed of 30 nodes. The relative distance between a consecutive pair of
nodes is modeled with a normal distribution centered around 33 meters, the speed of both clusters is 15m/s.
In this particular example, 5 orthogonal channels were available. At t = 0s, only the edges of the two
clusters overlap. In this configuration, there is only one pair of nodes in the reciprocal coverage range, and
the three algorithms cannot establish more than one link. As the clusters keep moving and the overlapping
region increases with time, the gap between the optimal solution and the single channel increases. The two
extremes solutions respect the bounds defined by 2.6. QuickSilver’s performance sits in between the two
lines. QuickSilver always takes advantage of the multiple orthogonal channels, performing in some cases
as well as the optimal solution, and in no situation less than 70% of it. The sub-optimal performance of
QuickSilver can be explained with two factors. First, of course, QuickSilver is a completely randomized
solution, and does not have enough information to try to compute the optimal configuration. Additionally,
once a link is established, QuickSilver does not drop it until the distance between the two nodes is larger
than the radio coverage range. This means that even when QuickSilver reaches a configuration close to the
optimal, the continued mobility soon brings the nodes to a different geographic distribution for which the
current channel assignment is not optimal anymore. The optimal approach we compare against is computed
for each instant, without trying to preserve the existing links.
More orthogonal channels increase the possibility of having multiple concurrent links in the same collision
domain. The number of available orthogonal channels is defined by the different technologies and range from
3 for 802.11g to 16 or more for 802.11a or 802.15.4. However, this is not the only factor that influences the
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performance of QuickSilver. We studied the effect of channel assignment and node density by repeating the
simulations for the inter-cluster contacts with low, medium and high density clusters (i.e., nodes are spaced
by 65, 50 and 33 meters respectively). The ratio between the number of links established by QuickSilver and
by the optimal solution is shown in Figure 2.9 as a function of the number of available channels. Interestingly,
in the low density scenarios, a larger number of channels improves QuickSilver’s performance, bringing it
from 84% of the optimal solution when two channels are available, up to 95% with 9 channels. For the high
density scenario, QuickSilver’s performance does not keep up with the optimal scenario between 2 and 6
channels, where QuickSilver tendency to preserve existing links causes a sub-optimal configuration, in which
more nodes are available but cannot establish a link because they would cause interference with the existing
ones. This is a measure of the relative performance of QuickSilver to the optimal solutions in term of number
of links established, and does not reflect the behavior of the bandwidth achievable, which depends on the
number of links that are used, and also on the control overhead that a coordinated solution would require.
The results simply show that the randomized approach is less close to optimal. When the number of
available channels increases again, the larger number of options helps QuickSilver to recover and approach
again to the optimal solution. Although QuickSilver always uses all but one available channels for inter-
cluster links, this results suggests that better resource allocation is possible if the system is aware of nodes’
density and speed.
2.4 Conclusion
The characteristics and requirements of applications in vehicular networks are unique and so need specifically
designed protocols to unleash their potential. In this chapter, we presented QuickSilver, a framework that
leverages clustering and data patterns typical of vehicular networks to enhance the quality of communication.
In particular, QuickSilver uses a lightweight distributed clustering protocol to integrate a traditional source
routing protocol for intra-cluster node-centric communication and the construction of a multi-channel link
for contention-free inter-cluster data-centric communication. The limited bandwidth and short contacts
typical of VANETs call for careful resource allocation between the two communication paradigms to prevent
harmful contention and wasted resources.
Although simulations cannot capture every detail of a system’s behavior and performance, our evaluation
of QuickSilver is based on simulations because its implementation in real hardware would be far from trivial.
The quality with which wireless channels can be simulated depends on the accuracy of the models and
on the computational power that can be used. Thus, a simulation is necessarily an approximation of real
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world. Nonetheless, a simulation environment lets us control better the parameters of the scenario being
evaluated, and the number of vehicles that participate in the simulation. We used particular care in making
the simulation code as close as possible to what a real implementation code would be. In particular, the
same clustering mechanism and the intra-cluster routing we used, can be ported with relative simplicity in a
real deployment with code that runs in user space. On the contrary, the construction of the fat pipe requires
changes at the kernel level to implement the channel hopping sequence and the contention-free links directly
in the wireless device driver. Obviously, this effort would be repaid by a better understanding of the real HW
limitations, such as the impact of the channel switching time and the variable channel quality. Additionally,
implementing the system in a real hardware prototype would create a platform on which communication
services could be tested and their demands be better understood, and is therefore a very interesting direction
for this project.
The benefits of using QuickSilver come from the use of a common framework for an uncoordinated set
of protocols. First, both the inter-cluster and the intra-cluster benefit from the same cluster detection
mechanism and avoid redundant control overhead. Second, the framework can coordinate the utilization of
the available resources, preventing starvation or harmful competition. Finally, the system can react to the
network dynamics and coordinate its various parts to maximize the service provided to the single node and
the whole cluster. For example, when a cluster contact happens, each node running QuickSilver makes local
decisions but is aware of its neighbors’ behavior to establish the largest possible number of contention-free
channels between the two clusters.
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Chapter 3
Internet connectivity
Car-to-car communication is helpful in a large number of applications, in which keeping the data in the
network, confined in the area where it belongs and where it is more likely to be consumed, is an efficient
choice, as proposed in Locus [70]. However, inter- and intra-cluster connectivity are not the only form of
networking that services for vehicular networks might require. For some of them, Internet access is still
a necessity. Sending emails, internet browsing, social networking and many other services do indeed need
access to the global network.
In today’s connected world, users are accustomed to having ubiquitous Internet access and in fact,
wherever we are, we assume that we will be able to access the network to read our email, visit a website or
download our favorite music from the cloud. With their mobile devices in our hands, users expect network
access to be an ubiquitous service, and when they are on the move, they almost exclusively rely on the
cellular infrastructure to gain access to their content online.
However, Internet access in a moving vehicle is much different than the home experience, or in a public
place which offers WiFi access. On the road, Internet access is limited by high cost and low bandwidth.
Personal content, such as email and short messages, can be accessed with long latency using mobile phones,
enabling a somewhat limited but acceptable web browsing experience. However, the potential benefits of
more efficient data transfer are lost in a world where data availability has exploded. Fast and reliable access
to data is the necessary foundation for the real-time sharing of each vehicle’s up-to-date, detailed map of
the world, which in turn is the key to enable vehicles to drive themselves. Additionally, as the role of the
drivers become more passive, their need to be entertained or do work while in the car will grow. The current
infrastructure is not ready to support this large demand of throughput and the deployment of an ever more
expensive infrastructure is a solution which has shown its flaws in the past.
Essentially, although cellular networks at first glance offer an attractive backhaul medium, the reality
is that the load that mobile users currently put on it already pushes the limits of the infrastructure. If
the delay-tolerant communication, such as sensed data, sending and retrieving emails and other personal
communications, and prefetching web content for off-line browsing, were supported by other means, the 3G
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network could operate far more effectively for those tasks that require reliable, real-time connectivity. One
step in this direction is to extend the in-building model of mobile handoffs to cars on the street [35, 80, 77],
allowing these cars to connect to any in-building access point (AP) they can reach. While this seems to
be a natural extension to mobile communications, a number of problems arise in a vehicular setting that
have only partially been identified and addressed in the past. There are three major obstacles to such an
approach:
• connecting to an AP is slow and even slower with secured networks, which are becoming increasingly
prevalent;
• the signal that an AP leaks onto the street is generally of poor quality, resulting in a similarly low
data rate;
• the link lifespan is very short, due to the high mobility of the vehicles and limited Wi-Fi footprint of
the in-building APs on the street.
Combined, these three factors have a deadly effect on the potential data transfer between cars and in-
building APs. While researchers have tackled the first challenge [35, 24], the only real solution to the other
two problems requires bringing the APs closer to the cars. Researchers and companies have tried to deploy
outdoor APs [27, 6] and have failed simply due to the high cost of deployment. While these outdoor AP
approaches have merit, a novel approach that leverages inter-vehicle communications and enables individual
cars to relay APs’ signal to extend their range could be the real solution that vehicular networks need.
LoadingZones [17], is a system designed with this principle in mind. It uses parked cars as relay agents
between moving vehicles and APs. The key to LoadingZones is a divide-and-conquer approach to the
connectivity challenge. By separating a single connection into two, from moving vehicle to parked car and
from parked car to AP, LoadingZones isolates the detrimental effects of slow connection times and poor
throughput to the car. A parked car still suffers from slow connection times and a poor channel, but the
contact duration with an AP is very long. A moving vehicle instead can only communicate with a parked
vehicle for a short time, but the channel setup is quicker and channel quality higher.
This work is an effort to understand the potential benefits of parked cars and their limitations using a
real implementation. In terms of throughput, the experimental results show that LoadingZones enables the
transfer of several megabytes of data during a brief contact between a moving and a parked car. When the
parked car is used as a relay, LoadingZones enables an increase in throughput of more than 100% compared
to a direct connection to indoor APs even when the channel setup overhead is not considered. In the end,
LoadingZones improves throughput, reduces user cost and results in a less loaded cellular infrastructure,
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ready to better serve users that require real-time access.
3.1 Opportunistic internet access for moving vehicles
While ubiquitous connectivity has come to users in cars in the form of 3G and 4G networks, such connectivity
is extremely unpredictable and has limited reliability and bandwidth. For example, in Chicago there are on
average 2500 vehicles per km2. If only 10% of the users in those vehicles are generating data, the network
must be able to support 250 data streams per km2. With this density, a typical urban 3G basestation covers
approximately 100 users. Given an upload capacity of around 500Kbps per basestation, that leaves only
5Kbps per device if all users access the network concurrently. In areas where population density is more
sparse, typically fewer basestations are installed and each covers a larger area in an effort to minimize the
cost of the infrastructure, thus incurring the same low available bandwidth per user. Users of such systems
must tolerate long delays even before a simple webpage is fully loaded and, in the end, they limit Internet
access to the strictly necessary tasks.
However, today’s cars provide more than user transportation. They enable diverse options for connec-
tivity and the ability to generate and store vast amounts of sensory data that can expose an unprecedented
dynamic and timely view of the world. If made available, this data could serve many applications, enabling
dynamic map updates, traffic information, environmental data, parking availability logs, as well as multi-
media content for personal communication or targeted ads. However, current networking paradigms are not
ready to support this data explosion, with the consequence that the data is confined within the vehicles
themselves or only available after the extremely long delays caused by nightly uploads. When updates are
necessary for autonomous driving purposes, such delay is simply unacceptable.
To unleash the full potential of cars as mobile devices, a network must support predictable, reliable and
high capacity communication. However, it is important to note that each of these requirements, despite
all being necessary, may not always be needed at the same time. A predictable and reliable connection is
required to enable time-sensitive operations such as credit card purchases, while a high bandwidth connection
is necessary to transfer data generated by the car’s sensors, and other large chunks of data that can tolerate
some delays and unpredictability. 3G networks were designed to satisfy part of this picture: predictability and
reliability, but an excessive demand can overload the limited bandwidth and adversely affects the original
design goals. If more delay-tolerant communication, such as sensed data, sending and retrieving emails,
delay-tolerant personal communications and prefetching web content for off-line browsing, were supported
by other means, the 3G network could operate far more effectively.
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Although the problem of high latency can be addressed with proactive approaches such as caching [25] or
prefetching [33], these solutions do not reduce the load on the network. In fact, they might instead increase
it. Several systems tried to address the problem of limited bandwidth by using a traditional 802.11 approach
instead of 3G or equivalent networks. Some solutions [27, 6], rely on a specifically deployed infrastructure
to service the vehicles on the road. These networks provide high capacity, but demand an unacceptable cost
to deploy the required infrastructure [44]. On the other hand, solutions such as Cartel [35] or FON [3] used
a completely opportunistic approach by locating and associating with open access points. The result is an
extremely cheap solution, since it does not require any additional infrastructure. However, such solutions
only tackle part of the problem. Essentially, Cartel and the other approaches [80, 77] that propose a single-
hop link to available access points provide the means for obtaining a cheap connection, but fail to satisfy
the high bandwidth requirement. This is due to the effect of three challenges:
Delay. Setting up an 802.11 link requires several steps: scanning available channels for AP beacons,
associating to an AP, which often requires authentication, and finally running a DHCP request to configure
the network parameters. In particular, the authentication in networks that implement enterprise security
requires multiple exchanges with a remote server, resulting in long delays, which can account for more than
33% of the total connection time.
Quality. The connection between a vehicle and an indoor AP is impaired by several factors: the signal
has to pass through thick walls, the AP location is not designed to cover the street, and contention happens
with regular indoor users.
Duration. The coverage range of a wireless AP depends on obstacles and transmit power. The former
are inevitable, the latter limited by regulation. A car driving on the street passes through the area in which
the indoor AP’s signal is strong enough in just a few seconds.
Together, these challenges can only be solved by deploying a more expensive infrastructure. However, if
tackled separately, it is possible to provide the desired predictability, reliability and high capacity. For exam-
ple, Cartel addressed part of the delay problem with the design of more efficient scanning, QuickWiFi [24].
Further but necessary delay improvements would require changing server-side configuration protocols or es-
tablishing an overlay infrastructure [26], which network administrators are not likely to support since their
networks are not primarily intended to service vehicular networks. Additionally, Cartel focuses on open APs
and does not address the problem of authentication, which is a significant source of delay. Unfortunately,
the constant increase of authentication systems, even in publicly available networks, forces us to deal with
this issue. The other two challenges, quality and duration, are inherent properties of the channel and can
only be solved by moving the connection points closer to each other.
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Figure 3.1: The two-hop approach of LoadingZones separates the challenges that make a direct link to an
AP almost unusable.
While further reducing authentication delay and adding more fixed infrastructure are not options, it
is interesting to consider the extended role of parked vehicles in addressing this problem. Although these
vehicles certainly act as data sources, they are also fully functional networking nodes that support vehicle-to-
vehicle communication. And, incidentally, they are typically closer to the moving cars on the street. While
ad-hoc connectivity between cars has been proposed to avoid overloading the infrastructure [37, 52, 54, 62],
most solutions have focused ad-hoc or DTN systems for inter-vehicular communication. Some of these
solutions do support communication between the moving vehicles and the Internet [35, 12, 81, 26], but they
try to achieve the best of a connection to an AP by either proposing proper AP deployment techniques [81],
or optimizing the connectivity time and reducing the overhead at the client side [24]. To extend the coverage
range even further, multi-hop communication between vehicles to reach the AP has been proposed [76],
which however does not address the connectivity issues from the last hop and the AP. Finally, the role of
parked cars has been recognized as very useful in maintaining the DTN fabric of vehicular networks [51], but
none of the existing solutions identified the primary role that parked vehicles can have in alleviating most
of the issues that limit Internet connectivity for vehicular networks. Despite being stationary, they see both
the vehicular network and the Internet from a vantage point and can act as bridges between them. When
parked in front of a building equipped with Wi-Fi, a vehicle can connect with the building for a long time.
The still long setup delay can be amortized over a much longer connection that may last several minutes
if not many hours. The channel between the parked car and the AP still suffers from low quality, but the
steady nature of the link helps alleviate this issue as well. The long life of this link, despite the poor quality
and the setup overhead enables uploading and downloading large volumes of data to and from the Internet.
The final piece of the puzzle is changing the search target of a moving car from an available AP to a
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parked car instead that acts as a relay (see Figure 3.1). Such a dedicated connection to the relay vehicle can
be designed to significantly reduce setup delay. The channel quality between the moving car and the parked
car is also better and the contact duration is longer between two vehicles due to a better position compared
to that of an indoor AP and lack of obstacles.
LoadingZones (LZ) is a system that can work as a companion to the cellular infrastructure with a dual
benefit. It is a system that can support the increasing demand of an emerging scenario such as vehicular
networks, and at the same time allows a cheap alternative to subscriber services for delay-tolerant data. This,
in turn, releases the load on the current infrastructure, potentially providing a better service for everyone.
3.2 LoadingZones
LoadingZones (LZ) provides Internet connectivity to moving cars in short bursts as they pass by cooperat-
ing parked cars. Since applications may have diverse requirements, LZ’s design enables two communication
paradigms: interactive communication that supports short-lived, real-time connections, and bulk communi-
cation. The former addresses the demands of activities like web browsing or small data transfers such as
sending and receiving email, which require bidirectional communication with a remote server. The latter
instead enables unidirectional transfer of large data from the moving car to a remote server even when the
connection with the AP is weak. Bulk communication can also support delivery to the moving car of data
that if the parked vehicle enables prefetching of this content. While the application determines the specific
style of desired communication, LoadingZones is designed to manage the entire networking stack so that the
challenging task of establishing and managing internet connectivity is hidden from the application designers.
3.2.1 System design
The key design feature of LZ is a clear distinction between the role of a moving vehicle and that of a parked
one. In both roles, a system can participate in the LoadingZones operations, being in an active state, or in
an inactive state (see Figure 3.2).
In a moving car, LoadingZones implements a local queueing system that any application can access
without worrying about the current status of Internet connectivity. When an application requires access to
the bulk data transmission service, it can, at anytime, enqueue the data to the LoadingZones queue and
delegate the responsibility of delivering the data to the Internet to the LoadingZones service. If instead
the application requires interactive connectivity, it can simply try to establish the connection to the remote
service, or register a request with LoadingZones to be notified when a connection is available. When the
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Figure 3.2: LoadingZones states and transitions.
local queue is not empty, or there’s a pending connection request to a remote server, the status of the moving
system switches from idle to client.
When LoadingZones detects that a vehicle is parked, it attempts instead to locate an available AP signal.
If none can be found, the system switches to the off state to save energy. If an AP is present within range,
LoadingZones attempts a connection, switches to the relay state, and starts advertising the availability of
the service to moving cars. The problem of energy management, which is not trivial for parked vehicles, will
be addressed in Chapter 4.
When a moving car enters the transmission range of a parked car that advertises the LoadingZones service
availability, it establishes a connection, notifies the applications that have pending connection requests, and
at the same time, starts flushing the queue to the new peer. A scheduler enforces fairness among any
applications that could have requested access to the service.
Experimental evaluation shows that the channel between the vehicles generally has higher throughput
than the channel between the parked car and the indoor AP. In the case of systems like FON, this narrow
channel is also an artifact of the AP implementation, which reserves a limited bandwidth for external users.
Thus, while bulk and interactive traffic is delivered concurrently to the parked car, the latter has higher
priority in accessing the narrow channel between the parked car and the AP. Bulk data is stored locally
in the parked car queue and is delivered using the AP channel when available (i.e., no interactive traffic
is present or the moving car has gone out of range). Prefetching can be enabled at the parked car for
delivering bulk data in a similar way to the moving car (e.g., local map updates, news, or information about
the neighborhood). System designs such as [33] or [25] could be adapted to the two-hop architecture of
LoadingZones.
Since the connection between moving and parked cars is short, large messages, such as HD pics or
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videos, might never get a chance of being fully transferred to the parked car during a contact. For this reason,
LoadingZones’ queue implements a fragmentation protocol, with data being reduced to the necessary number
of small packets, which are then transferred individually during a contact and delivered to a central server,
that reassembles the original message. Each message is tagged by LoadingZones when initially enqueued.
Different tags can identify packets generated by different applications, or different types of packets from the
same application. Based on this meta-data, the original destination of the message can be identified and the
message delivered. In the current LoadingZones design this reassembling and delivery is done at a central
server, but for scalability purposes the same procedure could be distributed to geographically distributed
workers.
3.2.2 Implementation
The strength of LodingZones comes from the implementation of the system on the prototype hardware in
the Illinois Vehicular Project (IVP) [18]. The hardware is based on a low-power AMD Geode processor, runs
a customized Linux OS, is powered by the car generator when the car is moving, and a lead-acid battery
when it is parked. Communication is managed via two 802.11 a/g/n interfaces, one handles the car-to-car
connection, while the other, in the parked car, connects to the indoor APs. The hardware includes a GPS
receiver and USB connectivity that enables system expansions.
In our experiments, the devices operated on the University of Illinois campus. Similar to many other
campuses worldwide, good Wi-Fi coverage is provided in all university-owned buildings, and extends to a
large portion of the outdoor campus area. To verify the feasibility of LoadingZones, we collected the signal
strength (RSSI) values from the campus network while driving on campus streets by repeatedly scanning all
frequencies. The data includes several thousands readings at different locations (see Figure 3.4) that covers
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the majority of the UIUC campus roads. In almost 60% of the measured locations, the signal is higher
than -90dBm. Generally a signal as low as -90dBm is enough to establish a connection, although its quality
would be very poor. The locations that are not covered by APs, 30% of our data set, are all on the campus
boundaries, and are however serviced by a number of APs which provide WiFi service to the customers of
the various restaurants or stores in the areas. These APs are not included in this study, but could be used
to extend the coverage in a real implementation. There are commercial solutions already, such as FON [3],
which would easily enable association and authentication between the parked car and the indoor APs.
The GPS receiver measures location and current speed to determine whether the vehicle is parked or
moving. The device is also monitoring the status of the engine to discriminate between the moving and
parked states. It would make sense to use the parking state even for those vehicles that are temporarily at
a traffic light, if the AP signal is strong enough. However, there is a high chance that these vehicles will
move again before being able to deliver the data that was handed by other moving cars. In absence of a
communication protocol with the lights that could help estimate how long the stop is going to be, we treat
all cars that are on the road as moving cars.
When a vehicle is parked, a background process tries to locate the campus network and associate with
it. Once associated, the parked vehicle broadcasts a beacon over the car-to-car interface. Moving cars are
always listening for these beacon, and when they receive one, they establish a connection with the parked
car. Interactive connectivity is supported using NAT at the parked car. For this communication, the default
gateway address on the moving car is configured on the fly every time a connection with a new parked car
is established. The local queue is also flushed from the moving car as soon as a connection is established,
with the packets being removed from the queue only after a successful delivery to the parked car. Although
there is no end-to-end delivery notification, this approach guarantees that packets are not lost due to broken
pipes. Our implementation also offers a dynamic library that applications can incorporate to interact with
the queue. Using the interface we provide, it is trivial for any application to make use of LoadingZones’s
queueing system. Upon registration, each application is assign an individual queue, and packets are delivered
from each queue in a round-robin fashion.
Packets are tagged before being fragmented and enqueued. Applications can specify their own tag if
they so wish. When the fragments are delivered to the central server, a LoadingZones process reassembles
them. Packets are then delivered to their destination. The tagging system can also be used by the system to
deliver packets to a script plugged into the central LoadingZones server. This script enables post-processing
of packets at the server with minimal effort for the developers who write the applications that run on the
cars, leaving the complexity of delivering the packets to LoadingZones. For example, in our experiments,
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Figure 3.4: Map of CDF of received signal strength (RSSI) from APs scanned on UIUC campus roads. A
link can be established with as little as -90dBm.
packets marked with the “experimental” tag are generated by a simple script running in the moving cars,
and are processed on the server by a script that extracts useful statistics and then stores them in a database
for future reference.
Similarly to all DTN networks, packet delivery has no delay bound, but it is guaranteed. If there are
still packets in the queue of a parked vehicle when it moves and exits the coverage range of the AP it was
connected to, the car switches to the moving role and starts looking for other parked cars that can receive
and deliver those packets.
3.2.3 Parked car selection
In a realistic scenario, multiple cars may be parked along the street at a distance much shorter than the
coverage range of their wireless radios. In this case, a moving car would receive beacons from multiple parked
cars and must choose which one to connect to. Connecting to the right peer at the right time is of primary
importance for a good throughput.
In LoadingZones, moving cars are constantly monitoring for beacons from parked cars, even when al-
ready connected to one. When the measured RSSI from a new parked car becomes stronger, LoadingZones
automatically switches to the new peer and seamlessly continues the data transfer through it.
In our current implementation, all parked cars are operating on the same channel. This approach makes
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it extremely easy for a moving car to locate and switch to the associated parked car, but it can incur two
problems that are likely to have a negative impact on the system:
• the chosen channel might be the same one on which the indoor AP is transmitting, which is not under
LoadingZones’ control;
• cars that are parked close to each other transmitting on the same channel might experience a high
level of interference.
The energy management system that is presented in Chapter 4 helps to mitigate the second problem
by alternating activity of neighboring cars, which limits at least the level of car-to-car interference, but the
use of different channels would have a strong positive influence on performance. However, when multiple
channels are used, the scanning procedure incurs a larger delay. This improvement and the tradeoff between
interference avoidance and discovery delay is currently under study.
3.3 Evaluation
The evaluation of LZ investigates the benefit of the two-hop design of LZ compared to single-hop approaches
(i.e., direct connection to an AP). For measurements, a vehicle with the hardware prototype was driven on
the UofI campus. Channel quality, connection setup delay, and contact duration were monitored with an
instrumented version of the LoadingZones code. LoadingZones’ performance is compared to that of a direct
connection to an indoor AP. In both cases, the experiments are repeated with the moving car driving at 15
and 30mph to evaluate the impact of speed on system performance. In high mobility scenarios, automatic
rate adaptation algorithms are known to perform poorly due to slow reactivity, which keeps them in a less-
than-optimal state all of the time [71, 62]. For this reason, fixed bit rates were preferred to automatic rate
adaptation. Chapter 5 presents a possible way to improve rate adaptation.
3.3.1 Delay
Connection setup time is the composition of three operations: scanning, association and authentication,
and IP setup. Scanning time depends on several factors, such as the channel switching period, the beacon
interval, and the channel order. However, the majority of the setup time is spent performing the last two
operations. Timeouts during association and authentication or the IP setup process have a significant impact
on delay. Generally, timeouts happen when the signal quality is very low. Association and authentication
time depends on the network configuration. Table 3.1 shows the results of experiments between the moving
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None WEP WPA WPA2
t¯a 1.97s 2.55s 3.41s 3.10s
σ 0.38s 3.02s 3.03s 0.74s
Table 3.1: Average association time (t¯) and standard deviation (σ) using different security mechanisms.
car and APs configured with different security policies. For these results, we did not consider the effect of
timeouts (i.e., only connections that were successful at the first attempt are included).
The impact of security is substantial due to the additional overhead required to create the secure channel.
Our experiments show that the use of WPA2 accounts for more than 33% of the total connection time. Even
the use of optimizations such as those introduced in [35] would not help this overhead. In the experimental
setup, the use of WPA2-EAP on the campus network implies a remote handshake with the authentication
server, which can be several hops from the AP and it is not designed to handle time-sensitive connections.
A fair comparison between traditional passphrase-based mechanisms and WPA2-EAP was not possible since
access to the configuration of the APs on the UofI network is restricted for obvious reasons, and it is hard
to replicate. Another possible source of delay, also ignored by Cartel, comes from open networks that may
require extra actions such as accepting service terms.
DHCP servers are also a source of significant delays for different reasons. First, in very complex struc-
tured networks, the DHCP server can be several hops away and, in this case, the round trip time to the
server dominates. The experiments show that the average time of a successful connection setup, including
association, authentication and DHCP, is not significantly influenced by mobility. Regardless of whether
the car was parked or moving, the average time is 8.8s, with a variance of less than 2s. However, these
values are computed only for successful connections, ignoring those attempts that experienced one or more
timeouts while waiting for the DHCP response. During the experiments with a stationary node, only 54%
of the connection attempts worked on the first try. This is mainly due to the poor channel quality. 18%
succeeded after the first timeout, 11% after two timeouts, and the remaining required even more retries.
While a stationary node, such as a parked vehicle, has enough time to establish a connection, timeouts
take away a very large fraction, if not all, of the connection opportunity for a moving vehicle. A successful
connection was eventually established in 100% of tries with a parked car. A moving vehicle, on the other
hand, has a limited time to connect to an AP before leaving its coverage range. As a result, for vehicles
moving at 15mph, the success rate was approximately 90% and decreased to 57.14% for 30mph.
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Figure 3.5: Average PER during a contact. Higher values are index of a bad channel weather.
3.3.2 Quality
To measure the quality and contact duration of a connection, we isolated the effects of association by
establishing an ad-hoc link between two prototype devices, so that data transfer could initiate as soon as the
radios were within transmission range. One of the devices was installed in a car, which was then driven at
different speeds. The packet error rate was evaluated placing the other device inside a building, to emulate
the channel to an infrastructure AP. Next, the same device was placed outdoors, on a parking spot on the
curb to emulate the channel with a parked vehicle. The packet error rate (PER) for both experiments with
the moving car driving at different speeds is plotted in Figure 3.5. At low data rates, the robustness of
the modulation scheme and coding dominates the effect of mobility or AP placement, and both indoor and
outdoor configurations have a similar PER. However, as data rate increases, more aggressive modulation
schemes are required, and the robustness of the modulation scheme is sacrificed to improve the bandwidth. In
these configurations, speed has a severe impact on the channel quality. This impact is higher for connections
to an indoor AP, which also suffer from a non-optimal channel. In comparison, connections to a parked car,
which in most cases is almost line-of-sight with the moving vehicle, mitigates the effect of velocity with a
better channel. The average PER at different data rates for the same speed and placement does not vary
significantly when the receiver is parked on the side of the street, while it increases to very high levels when
the receiver is indoors.
3.3.3 Duration
Channel quality considered alone is not representative of contact performance, since it does not indicate how
long the contact can be. We define contact duration as the time interval between the moment the success
rate is higher than 0.3 for the first time and the moment it reaches the same value for the last time before the
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Bit Rate AP LoadingZones
6 Mbps 137m 204m
12 Mbps 117m 147m
18 Mbps 50m 124m
24 Mbps 40m 100m
36 Mbps 36m 53m
48 Mbps 8m 40m
54 Mbps 0m 30m
Table 3.2: Avg. distance traveled by a vehicle while
in communication range of an AP or a parked car.
connection fades out completely. The average duration of contacts in our experiments, plotted in Figure 3.6,
highlights the importance of placement of the stationary device. As expected, faster speeds result in shorter
contacts, and the line-of-sight channel with a parked vehicle enables contacts that can last more than twice
as long as those with an indoor AP at the same data rate. Table 3.2 lists the different distances that a car
can travel while being in range of an indoor AP or of a parked car. Even at high rates, the range traveled
while in range of a parked car is larger than the average distance between two vehicles parked on the road.
In a scenario in which multiple cars are parked on the street, a moving car could keep using the highest rates
for much longer by switching its connection to the closest one. It is possible that some of these cars have a
weak connection to the indoor AP, but as explained already, they have a lot more time to deliver the data
to the network, even after the contact with the parked car is over.
3.3.4 Throughput
Combining the results about contact duration time and throughput, the benefits of LoadingZones over a
direct connection to an AP is clear. But as always, throughput must be the deciding metric. Essentially,
by using LZ, not only are contact durations longer, but the channel is also more predictable between a
moving and a parked car, thus resulting in higher throughput. To understand the total amount of data
that can ideally be transferred using LZ compared to the single-hop approach, we evaluated the aggregate
effects of quality and duration on the data transferable during a connection with a single parked car at fixed
data rates (see Figure 3.7). At low bit rates, the higher throughput to the parked vehicles is a consequence
of comparable PER and longer contact durations. At higher data rates, where the channel quality is also
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Figure 3.7: Total traffic delivered to an AP versus a parked vehicle per contact.
affected by recipient location, the gap between the two approaches is even larger.
In the measurements, connection setup time, which would take a substantial fraction of the overall contact
time for AP-based solutions, is ignored. Even when all possible optimizations are applied, the setup phase
would have a strong impact on the performance of the direct approach. However, channel setup between a
moving and a parked vehicle can be made more efficient. Authentication and IP configuration servers can
reside on the car, and they are not required to be compliant with networking standards. In the experiments,
we used fixed IP addresses. The design of secure authentication protocols is an orthogonal problem which
is out of the scope of this project.
Interestingly, the throughput achieved by the automatic rate selection is lower than that achieved by
the best fixed rate. This is counter intuitive, since automatic rate selection is designed to improve the
performance of fixed rates. An analysis of our experimental traces shows (see Figure 3.8) that an ideal
automatic rate selection algorithm, which always uses the best choice, has the potential of significantly
improving the throughput of fixed rates, as expected. However, the channel quality changes too quickly
for the current implementation to react with an optimal choice. Chapter 5 describes CSI-SF, a possible
solution to this problem that can unlock the potential benefits of automatic rate selection even in challenging
environments.
3.4 Conclusion
LoadingZones is an opportunistic system that oﬄoads short interactive communication and large bulk data
from the cellular network by enabling moving vehicles to use parked cars as relays. The benefits of LZ come
for the complementary nature of the characteristics of the moving car’s connection to a parked car compared
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Figure 3.8: Best throughput achieved by a fix data rate compared to the performance of the existing
automatic rate selection, and that of an ideal protocol.
with the parked car’s connection to indoor APs. Direct connections to an indoor AP from a moving vehicle,
as proposed in many existing solutions, are challenged by a combination of three factors: setup delay, channel
quality and contact duration. In comparison, LZ’s two-hop solution separates the effect of these challenges.
LZ moves the low-quality link problem to the link between the parked vehicle and the AP, on which setup
time can be amortized over a longer contact lifetime, and creates a better quality link between the parked
and moving vehicles, resulting in shorter setup times and longer contact durations. Our experimental results
show that LZ enables opportunistic delivery of large volumes of data over a single contact and unleashes the
potential role of vehicular networks as an ubiquitous opportunistic mobile network.
LoadingZones is a first effort in understanding the potential of these new networking paradigms and
reveals the need for future research on efficient ways to discover and establish links between moving and
parked vehicles to minimize the effect of connection setup delays. While deploying LoadingZones in a campus-
wide scenario such as our intended testbed is simply a technical challenge, a more wide use of LoadingZones
requires an appropriate incentive system for both the car owners and the network administrators that must
be willing to share their AP signal.
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Chapter 4
Governing energy in parked cars
When parked vehicles participate in a network, the entire system can benefit from their unique properties.
However, these improvements do not come for free. Parked vehicles are actually energy-constrained, espe-
cially when parked for long periods of time. Although energy management is a well-researched field and
effective energy management technologies and algorithms are commonly implemented in existing systems,
optimizing energy across multiple distributed services supported on many mobile and non-mobile vehicles
faces new and difficult challenges. The major challenge is raised when the goal is to provide services for
a distributed system, which requires different optimizations than those for a single user using their own
device. Additionally, when a car is parked for a long time, the energy stored in the battery might not be
enough to run the desired services every time there’s a request. To enable the use of parked cars despite
their energy constraints and enable the deployment of services like LoadingZones, it is necessary to devise an
energy-efficient schedule that manages when a service should be turned on so that its utility is maximized.
ParkingMeter is an energy management system based on the principle that ”a service is only as good as
the benefits it provides to the users and the system itself“. The basic idea is to control the energy-saving
modes of the device (i.e., when it is active or sleeping) using information about a service’s costs and its utility
functions to determine when the system should be activated. Unpredictable of the network configuration
and the service demands require flexible and dynamic energy management strategies. Additionally, multiple
services may be offered at the same time by the same vehicle and the diverse nature of these services
may require conflicting schedules. Without perfect knowledge of stop duration and future service usage, a
system must estimate how much energy is available, how long until the battery can be recharged, as well as
have an understanding of how to measure the utility of the services provided. Consider a system in which
LoadingZones runs concurrently with a data collection service for participatory sensing applications [47].
For the former, a good schedule would activate the service when the traffic flow is high, while the sensing
application requires a periodic scheduling. As hard as it is to measure the utility of either service, the real
challenge comes from combining two completely uncorrelated utility metrics to enable an energy efficient
schedule. And of course, the more services added, the more complex this problem becomes. Finally, all of
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these decisions must be made with limited input from the service designers, who have no knowledge of which
other services will be offered concurrently with the one they are designing.
ParkingMeter is an energy management framework that, with minimal input from the service, enables
effective shared use of the available energy based on estimates of vehicle stop duration, available energy
and demand for each service. ParkingMeter autonomously determines a schedule that indicates when the
system should be active based on monitored system metrics (i.e., time or battery level) and service specific
metrics (i.e., density of cars or interval between activations) that determine the utility of each service. The
key novelty of the system design is that it is not based on exact times at which the system should be active,
but rather on the conditions that should trigger the activation. Additionally, since the scheduler bases its
decisions on predictions that may be imprecise, its behavior is adaptive, to adjust when expectation and
reality do not match. While this chapter focuses on services offered on vehicular networks, the ParkingMeter
framework is general, and can be applied to any distributed system with limited available energy that needs
to manage multiple services.
To provide energy efficiency, ParkingMeter decides when the system, and so all resident services, should
be activated or deactivated based on the utility of each service. Although utility functions are often used to
hide the complexity of a system, a service need only provide a system metric that approximates the utility
of the service (i.e., density of cars for LoadingZones) and ParkingMeter applies a linear utility function to
that metric. For more energy-aware services, ParkingMeter also integrates more complex utility functions
and utility functions based on multiple metrics. Given the dynamic nature of any monitored metric and the
challenge of accurately estimating stop duration, ParkingMeter takes an adaptive approach that recomputes
the schedule as the system evolves.
4.1 Energy management in distributed networks of services
Mobile systems were originally designed for application-oriented devices that focused on responding to user
input and requests. However, as mobile devices became more powerful, they have been used to build service-
oriented distributed systems, such as wireless mesh, sensor or vehicular networks, where nodes cooperate
to provide network-wide services to monitor the environment [38, 47], react to specific events, or create a
distributed network for users to access the Internet or each other [48, 16, 17, 70, 35].
Most vehicular network systems have focused on moving cars, and energy consumption is typically
considered a secondary issue, since it is true that a moving car can generate more than enough energy to
power the communication hardware. However, any service provided on top of a vehicular network must
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overcome the intermittent and short connectivity created by the high mobility of cars. System performance
and stability can be improved by leveraging parked cars, as described in LoadingZones, or in PVA [51].
Although services in parked cars do have access to the car battery, that battery is not an unlimited source,
and must always provide the power to start the engine when required. The danger of depleting the battery
to a point that affects its primary goal is a likely deterrent for car owners.
To ensure no chance of interfering with the car’s ability to start, and thus increase the incentive to use
such a system, a dedicated battery could be used to exclusively power the networking and other service
equipment. Due to space constraints, it is reasonable to expect independent batteries to be smaller than the
vehicle’s primary battery, limiting the amount of time any services can be active. Depending on the type of
battery, the energy that can be stored in the same volume varies, but to keep it to a reasonable size, a good
approximation is between 3 and 7Ah. When a device does not have enough energy to provide continuous
service, it is necessary to plan a schedule and alternate periods of activity with periods of sleeping to save
energy. Careful planning can mean the difference between beneficial use of energy to provide services that
are actually used, or a waste of it when requests for the service are low. Even if the networking hardware
is powered by the larger car battery, the energy constraints remain, since it must be guaranteed that this
secondary hardware never interferes with the primary functions of the car.
Energy management for application-oriented systems is a well-researched area, but generally the focus is
on improving the efficiency of the system when it is running and consequently extend its lifetime. However,
the solutions proposed tend to react to any request of activation, not on deciding whether or not an activation
is appropriate at a specific time to maximize the service payback for the system. While not quite as well
fleshed out, energy management for service-oriented systems has also been investigated with the main focus
on supporting one specific service [19]. While saving energy is a complex task when a system is specifically
designed for a single service, the presence of multiple, diverse services on the same system makes things
even harder to manage. These application-oriented systems are designed to respond to user requests and
commands for as long as the battery lasts. When the battery is out of energy, the system must be recharged
before it can be used again. The duration for which the system can be powered generally depends on the
amount of interaction that the user requests. For example, a smartphone can function continuously for the
whole day, or last only a few hours, based on the amount of calling time and display time.
Design improvements such as Ultra Low Voltage [23], or Dynamic Frequency and Voltage Scaling [63],
can significantly reduce the power required to perform the same activity. Additionally, selectively disabling
hardware components when the system is not used (e.g., shutting down the screen and the WiFi radio of
smartphones) increases the lifetime of the devices even more. Usually, the trigger to re-activate the device
44
comes from a user’s action, such as pressing a key or opening the lid of a laptop. An interesting extension
of this paradigm is the hierarchical architecture used in Turducken [67], which enables the activation of
different hardware stages, each capable of providing a different set of functionality at a different energy cost.
In Turducken, this feature is exploited to activate more capable (and power-demanding) hardware only when
required. Turkducken’s decision strategy is very straightforward: when the user needs more resources, the
necessary hardware is activated as long as the energy lasts.
The main goal of service-oriented systems is instead to provide a service until a specific deadline. For
example, a monitoring system may be needed for a week after its deployment before batteries can be replaced,
or should guarantee a service overnight while waiting for the sun to rise and recharge its batteries if solar
panels are installed. If the devices are active until there is no energy available, the service will work at full
potential initially and eventually be completely silent. If there is not enough energy to last until the next
recharge, devices should instead alternate periods of activity and periods of sleeping to save energy and
spread service availability over time.
In many mobile service-oriented systems, such as sensor networks, the main source of energy consumption
is the wireless network interface. Synchronization mechanisms such as PSM, or signaling-based protocols
such as B-Mac [61], X-Mac [10], or NPM [7] save energy by enabling long periods of sleep during idle
times. Such solutions significantly extend battery lifetime, but have a negative effect on throughput and
latency [32]. If the network is dense enough and cooperation can be exploited, more aggressive approaches,
such as temporarily shutting down entire nodes [65], can be applied without disrupting the service [22].
When it is necessary to wake up a sleeping node, a trigger is used to turn the system back on (i.e., Wake
on Lan [72], Wake on Wireless [66] or passive RFID-like technologies [29]), significantly reducing energy
consumption of the wireless component.
While existing techniques can be used to reduce network energy consumption, they might not be as
effective in vehicular networks since the nodes are large vehicles equipped with powerful and expensive
hardware capable of providing multiple, complex services. For example, consider the embedded system we
designed and deployed for LoadingZones (see Figure 4.1): the energy required by the network interface is
just a fraction of the overall energy consumption. Additionally, while signaling-based methods reduce idle
energy consumption, they assume that the switching time is almost immediate, so that a trigger signal
can wake up the radio in a matter of milliseconds. Vehicular networks introduce two complications to the
application of such solutions. First, when dealing with a complex hardware architecture capable of providing
a variety of powerful services to a vehicular network, most of the components must be off at the same time
to effectively save energy. Switching from an energy saving state to an active state implies booting up or
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Figure 4.1: Power consumption values for an embedded system based on the AMD Geode CPU, which used
for building the IVP prototype. The networking components account for less than 25% of the total power
consumption
resuming a complex operating system, establishing network connections and activating one or more services.
This transition could take at least a few seconds. Second, the average contact duration between two cars is
also only a few seconds [17]. Essentially, if the system waits until two cars come in contact with each other
to take the system out of sleep mode and enable an interaction between the two, by the time the system is
finally active and ready to provide the services, the contact is almost at its end.
However, as difficult as it is to optimize energy consumption for a single service, the ultimate challenge
comes when trying to support multiple services in an energy constrained system. While a solution tailored
to one specific service might achieve the highest performance in terms of service offered per unit of energy
spent, this approach has limitations. First of all, it would add the burden of designing and implementing
energy management for every new service. Additionally, while it is generally safe to assume that a wireless
sensor network is providing only one service, or a small number of strongly correlated services, the hardware
that can be supported in a vehicular network scenario is capable of supporting multiple distinct services
at the same time, each with their own specific requirements. An uncoordinated implementation of energy
management algorithms might result in poor combined performance or, even worse, in conflicts between the
different strategies. ParkingMeter is a framework that abstracts energy management so that any service
can interface with it and, with a minimal exchange of information, the system can provide fair and efficient
resource usage across the offered services.
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4.2 Service-dependent scheduling
The benefits of activating a service can be measured by introducing the concept of utility of a service, which
depends on the particular use or performance of a given service. For example, the utility of a routing service
can be quantified by the number of messages being routed, while the utility of a sampling service can be
quantified by the distribution of samples during the stop. When knowledge of the amount of energy available
for a specific time period, as well as which services must be available and their associated utility, the goal
of an optimal energy management strategy for multiple services is to determine an active-sleep schedule for
the system that satisfies the following two properties:
1. all available energy should be used during the specified period (i.e., no available energy is left unused);
2. the active times chosen for each service should maximize the utility of the system.
Before discussing the optimization of the utility of an entire system, it is necessary to understand the
utility of a given service. One of the biggest challenges is that it is often very difficult to come up with
a perfect utility function for a service. However, given the dynamics of our target systems, perfection is
not needed. Instead, it is beneficial just to have an approximation of the utility of a service. Therefore,
ParkingMeter defines three classes of services and associates utility functions to each. The first two classes
are based on measurable properties of the system, while the third requires a customized utility function
provided by the service. For each class, a service that belongs to the class is used in this chapter as an
example to understand the system, without loss of generality.
The three services discussed below have been proposed or implemented for vehicular networks. Despite
the benefits that parked vehicles can provide, none of these approaches actually included an energy man-
agement policy, but instead they either focus on non energy-constrained environments or proposed it as a
future work. Therefore, for each service, an energy model and an associated utility metric are proposed and
the discussion focuses on how these can be used to optimize energy consumption for the specific service.
4.2.1 System and energy model for services
To design and build an efficient and flexible energy management system, it is important to have a clear
energy model. The following is a generic model, inspired by the IVP Hardware [19], on which ParkingMeter
is based. The model is however very general and can be adapted to any similar hardware architecture.
The vehicles are either moving, in which case no energy management is needed, or parked for time Tstop
and have available energy Eav. Since the stop duration in a deployed system must be estimated, in the
rest of this chapter, the duration of the stop is considered a random variable with normal distribution,
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Figure 4.2: State machine model and transition triggers in ParkingMeter.
Tstop ∈ N (µs, σs). Although it might seem difficult to accurately estimate the duration of a stop for a
parked vehicle, it has been shown that it is strongly correlated to the parking location and time of day. For
example, if a car is parked close to a restaurant area at dinner time, the stop is most likely going to last
between one and two hours, while if it is parked at its home address at night, it is more than likely that it
will be parked until the next morning. An even more accurate estimate can be made if historical data stored
on a specific vehicle can be queried to locate previous stops in the same area at similar times. However,
an analysis of how statistical data can improve the accuracy of this estimate is not within the scope of this
research.
The base system model for ParkingMeter includes three states, Active, Idle and Deep Sleep (see Fig-
ure 4.2). However, the design of ParkingMeter is not limited to these states and can be expanded as needed.
These states are differentiated by their energy consumption, and each offers a different set of functionality.
In Active mode, all hardware components are active and all services are enabled and available. In this
state, the system power consumption is Pa. For the sake of simplicity, only one active state and one power
level are considered. In more complex architectures, different sets of hardware could be activated based on
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what service must be provided, thus creating multiple active states with different power profiles. This is a
trivial extension of ParkingMeter.
In Idle mode, only low-power hardware is active, which reduces the energy of the system to Pi << Pa but
limits its functionality. In this mode, the system can monitor a number of primitives. Essentially, primitives
are based on system parameters such as time, enabling the system to track elapsed time since the beginning
of the stop or time left until departure, or battery levels, enabling the system to determine available energy
for a given stop. Other simple metrics can be added using low-power hardware, such as acoustic sensors
that expose environmental noise levels. In the prototype built for this project [9], a low-power ZigBee radio
is used to monitor traffic density. It is important to note that metrics that require powerful hardware, such
as a value stored on a server accessible through WiFi, cannot be used as primitives.
The third state is Deep Sleep, which is the most energy saving state, requiring Pds ≈ 0. In this state,
no functionality is provided. The system can only wake up when a previously set timer expires.
ParkingMeter integrates knowledge of the system model to ultimately determine a schedule that alter-
nates between the different states. Since state transitions are not instantaneous, it is important to consider
state transition times [64], which may not only be a significant source of energy consumption, but also
indicate that every time a state change happens, the system consumes precious energy without providing
any service.
To determine an optimal schedule for an individual service, it is first necessary to determine for which
fraction of the stop the service can be active, and then select a schedule of active and idle times. This data,
although difficult to retrieve in literature, would be very easy to collect in anonymous form when cars are
connected to the internet. The total time the system can spend in the active state is a function of Eav,
Pa, Pi and Tstop. The total energy spent during a stop, E, is given by: E = Ta · Pa + Ti · Pi + Tds · Pds,
where Ta, Ti, and Tds are the times spent in the active,idle or deep sleep states, and Ts = Ta + Ti + Tds. In
ParkingMeter, only one of the two low power states, idle or deep sleep, is used during a stop, based on the
algorithms described in detail in the following sections. The maximum length of Ta can then be calculated
using the maximum amount of energy that can be spent, E = Eav as:
Ta =
Eav − Tstop · Pi
(Pa − Pi) (4.1)
if the low power state used is idle or
Ta =
Eav − Tstop · Pds
(Pa − Pds) (4.2)
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if the low power state is deep sleep. This time represents a fraction
f =
Ta
Tstop
(4.3)
of the total estimated duration of the stop, Tstop. Each service must be scheduled so that its benefits are
maximized, despite the limited duration of activity allowed by the battery.
4.2.2 Periodic services
The first category of services groups all those services that provide maximum utility when they are scheduled
at regularly spaced intervals throughout the entire desired lifetime.
An example of this category is MobEyes [47], a participatory sensing system that leverages the perva-
siveness of cars on the road in an effort to extend the scope of sensing to an urban environment without the
necessity of deploying a new infrastructure. Such a system is useful when the area to be covered is too large
and the occurrence of events is too sparse to justify the cost of sensing infrastructure. In a future dominated
by assisted driving, if not even autonomous driving, the importance of precise and detailed collection of data
about the world is even higher than today, and a service like MobEyes would be even more necessary. How-
ever, the networking required to upload the samples, which can include video, sound recordings or similar
complex samples, requires a high bandwidth, energy-expensive connection. Additionally, complex sensors,
such as those for air quality, might require energy demanding hardware and it would be prohibitive to keep
them active when new samples are not required.
For sensing applications, the utility of specifically sensed samples is application-specific since knowing
what quantity is being sensed and its characteristics is necessary to understand precisely what defines the
utility. However, without this knowledge, the utility of a sensing service is based solely on the frequency
at which the samples are taken (i.e., more frequent samples represent higher utility). Based on how long it
takes to take one sample δsample, which must include with the non-negligible time to switch to the active
state, the service can be scheduled at regular intervals, τ , so that the sum of the active time stays within
the constraints dictated by the limited energy:
τ =
Tstop
Ta
δsample
. (4.4)
When only this kind of service must be scheduled, only one timer is necessary and the low-power state can
be deep sleep, thus Ta is computed using (4.2). The optimal schedule in this case is when the system is
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Figure 4.3: Traffic density averaged over a year of monitoring for a road in Hampshire county, MT. The gray
area represents the interval during which the density exceeds the threshold, and the system is active.
activated at times {t0, . . . , tn} such that their average µt = τ and σt = 0. The more energy available, the
more frequently samples can be generated.
4.2.3 Primitive-based services
This second class of services is characterized by an utility function that can be directly mapped to the value
of a measurable quantity, or primitive. In ParkingMeter, a primitive is any value that can be monitored
continuously with low-energy hardware (with the system in idle state), such as time, temperature, noise,
traffic density to cite a few.
An example of this class of services is LoadingZones. The service offered by LoadingZones has a constant
energy cost for the parked vehicle which is necessary to keep one radio interface active and connected to the
AP and another radio that maintains connectivity with the moving vehicles. The power consumption of a
high rate radio interface does not change significantly when it is idle or transmitting [64], and due to the
very short nature of contacts, it would be harmful to the system performance to use a duty-cycle approach
to save energy when the service is on.
The utility of running LoadingZones is determined by the number of passing cars that need connectivity
and the amount of data they need to transfer. While it is impossible to predict which cars will need the
service and how much bandwidth will be required, one way to approximate this is to use a utility function
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that is proportional to the density of vehicles driving nearby (Figure 4.3 shows as an example of hourly
average density at a specific location, downloaded from a publicly available database [4]). Essentially, the
best strategy is to provide the service when the largest number of moving vehicles can use it. For example,
if rush hour is known to be between 4pm and 6pm, a car parked between 10pm and 8pm should save energy
until 3pm to make sure that LoadingZones can be provided during the most demanding time. LoadingZones
is just one of many examples where the traffic density can be used as a measure of the potential benefit of
the service. A similar service is PVA [51] that uses parked cars as relays between moving vehicles to enhance
the delivery of messages in a DTN fashion. While PVA has a different goal than LoadingZones, car density
is a good metric for its utility as well.
If the amount of available energy cannot sustain running LoadingZones for the entire stop, the goal is
to select periods of activity so that the sum of them is equal to Ta calculated using 4.1 (i.e., the system
is active for as long as possible), and the service is provided when its utility is maximum (i.e., when more
moving vehicles are present to use it). Given an estimate of the traffic density, the system should identify
a threshold Th such that when the density is above this value, it is activated and will be active for a total
of Ta during the stop, thus optimizing the utility of the service and using all of the available energy. This
behavior is depicted in Figure 4.3.
4.2.4 Custom services
The third category includes those services whose utility is computed as a non monotonic function of a single
primitive or as a combination of two or more primitives.
For example, GPS navigators offer frequent updates to keep track of temporary or permanent map
changes. Updates are generally released from the GPS unit manufacturer and uploaded via a hard-line
connection (e.g., USB). TomTom’s MapShare [5] is a service for disseminating more frequent map updates
using a sharing technology among users, who can update their maps and share these updates with other
users in their “network”. However, this only happens off-line using the internet to upload and download
the updates with a USB cable. Obtaining real-time road information currently requires a subscription to
digital broadcast services that are costly, have limited bandwidth and more importantly are unidirectional.
Essentially, cars cannot contribute to these map updates and each vehicle receives the same report with no
space for customization or fine local filtering. Access to the Internet using a smartphone enables specific
queries, but it depends on the availability of the cellular network and comes at a cost. With a WiFi-radio
embedded in the navigation unit, not only could updates be downloaded several times a day when they
are parked within range of an open access point, but each vehicle could also cooperate in pushing new
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Figure 4.4: Optimal energy allocation strategy for MapShare.
information for other vehicles to use. As per MobEyes, this feature is of extreme importance in a world of
assisted or autonomous driving.
Utility for this type of service is more complex and requires a customized utility function. In general,
the utility of uploading data for other vehicles decreases with the age of the data, while that of downloading
data that can improve the navigation decision for the upcoming trip increases as the departure time is
approaching. In this example, we recommend a utility function of MapShare that splits the available energy
for uploading the collected information right at the beginning of the stop, and downloading the updates when
the departure time is close. An arbitrary constant β can be used to direct more energy to the upload or the
download part. Therefore, the system should be active for Ta · β to upload information at the beginning of
a stop, and Ta · (1 − β) to download the latest update in an interval centered around µs − σs, as shown in
Figure 4.4. This approach provides a reasonable trade-off between downloading the latest information and
ensuring that a car has updates even if it leaves earlier than expected.
4.2.5 Supporting multiple services
Once the utility of the service that must be scheduled is identified, an appropriate energy management
strategy can be easily identified as shown in these examples. However, the design and implementation of
a specific scheduler for each service is a major overhead for the service designers, and indeed most if not
all of the services defined for vehicular networks have simply ignored the problem. But this is not the only
challenge that could be solved by a general-purpose energy manager. In a powerful device like a car many
services can be provided simultaneously, introducing the challenge of resource sharing. Essentially, it is
important to balance the use of the available energy fairly across the multiple services. However, given the
dynamics of the systems and the environment it is deployed in, this fair share must be scheduled according
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Figure 4.5: When neighboring parked cars communicate, they can choose different regions to operate, so
that the overall active time is larger.
to the individual utility of each service, without harming the performance of the other ones.
The flexibility of the system, which is designed to support new services with minimal overhead, is however
an obstacle to cooperation among them. Without knowledge of which other services may be running at
the same time, and knowing nothing about their associated utilities, if each service determines a schedule
independently, the solution is likely to be suboptimal, leaving unused energy that could have improved the
performance of the system. For example, if LoadingZones and MapShare are offered at the same time, and
both are allowed to use only half of the available energy, they could under-utilize the resources, since the
active times of two services may overlap, thus reducing the actual cost for each service. If the services try
to account for some overlap, they might end up in the opposite scenario, in which LoadingZones could use
all of the available energy before MapShare has a chance of being activated for downloading a new map.
4.2.6 Neighboring cars cooperation
As observed in Chapter 3, parked cars density is often high on the road. For some services, such as
LoadingZones, when multiple neighboring vehicles are running the same services, if they can coordinate
their effort the entire network can benefit from it. Using a short-range, low-power radio which can also be
used to monitor traffic density when the system is idle, this sort of cooperation is easily enabled. When the
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Figure 4.6: ParkingMeter Architecture
same primitive-based or custom services are running on two different cars, they can, instead of choosing the
same thresholds and then be always active at the same time, pick different thresholds to use as triggers, as
shown in Figure 4.5 for the traffic density example. When two cars are parked next to each other, the first
one chooses threshold Th1 and activates the service when the primitive assume the highest values. When
a second vehicle parks, it can select a second threshold Th2 so that the amount of time during which the
traffic density is between Th1 and Th2 is exactly Ta, as desired. In this way the combined operations of the
two vehicles make sure that LoadingZones is provided for longer, even when the traffic density is lower. Of
course, if the first vehicle leaves, the second one must change its policy and select the highest threshold.
The next section provides a detailed description of Parking Meter, which abstracts the energy man-
agement policies and enables a seamless integration of many services with minimum effort for the service
designers. It is important to note that while the description uses the three example services presented so
far, ParkingMeter is designed to manage any type of service that can be associated to a utility function.
4.3 ParkingMeter
The main logic of ParkingMeter sits between the Hardware controller, which controls the system state
transitions, and the services that need to be scheduled (see Figure 4.6). ParkingMeter includes an energy
meter to monitor the level of the battery and a stop duration estimator, as well as access to a number of
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primitives, all of which are accessible when the system is in the active or idle states. In the prototype built
for experiments, the monitored primitives are battery voltage, traffic density, time from the beginning of the
stop, and time remaining to the estimated departure.
The stop duration estimator uses local history, GPS position, and statistics collected from other vehicles
parked at the same locations to predict an estimate for the duration of a new stop, Tstop. The habits of
a driver are known to be a determining factor in the duration of a stop, especially when visiting regular
locations. In addition, many studies in urban planning research have shown a high correlation between
location, time of the day and duration of a stop even across different vehicles. While fine grained statistics
are hard to obtain, although some promising efforts are being pursued, the complexity of estimation and the
verification of its accuracy are out of the scope of this work. In the rest of this chapter, the stop duration is
considered a random truncated Gaussian variable N (µs, σs) where µs and σs are computed from historical
data. The stop duration estimator uses a conservative approach by estimating the duration of a stop as:
Tstop = µs + σs. (4.5)
Under the normal distribution assumption this estimate is longer than 80% of stop durations. Intuitively, it
is better to provide a continuous service until the end of the stop, even if this means that not all energy may
be used when the stop is shorter than expected. If a better estimate is available, the efficiency of Parking
meter will simply increase.
For its scheduling algorithm, ParkingMeter also needs an estimate of the cumulative distribution function
(CDF) of the values that a metric is expected to assume during the estimated duration of the stop. For
some metrics, such as time passed since the beginning of the stop or until departure, this metric is easily
computed and solely based on the duration of the stop. Other primitives, such as traffic density, have more
complex behavior and their distribution is a function of location, time of day and duration of the stop. For
such primitives, ParkingMeter implements the necessary procedures to compute or obtain the CDF. In the
traffic density example used in this chapter, the information about average values for specific times of day
and specific days of the week is available online from several public sources. When the vehicle is stopped,
ParkingMeter connects to a central server that stores these traffic logs, such as those described in Figure 4.3.
This information is enough to estimated the CDF of traffic density during the estimated duration of the stop.
The level of detail of this information can be enriched over time, especially for the most popular locations,
by using the logs collected by the parked cars to update the data on the servers, as well as using a cache of
the vehicle’s history on the system itself, which can also help in the case there’s no internet connectivity.
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The main component of ParkingMeter is the scheduler, which uses the stop duration estimation, accesses
the values of the primitives and allows the services that need to be be scheduled to register and specify what
type of schedule they need. To better accommodate the needs of the largest possible number of services,
ParkingMeter offers three scheduling alternatives to any registered service based on the three classes defined
in Section 4.2: periodic, primitive-based, and custom. Each of these schedulers is first described individually.
Then we describe how ParkingMeter addresses the complexity of running multiple services with different
scheduling requirements at the same time.
Periodic scheduler
Services whose utility is based on the frequency of their activation, like a participatory sensing service such
as MobEyes, must collect as many samples as allowed by the limited available energy Eav. These samples
must be equally distributed over the total duration of the stop at intervals τ defined by (4.4). The periodic
scheduler defines the optimal (i.e., smallest) interval at which the service should be activated autonomously.
The registered service only needs to specify the minimum active time required to take the minimum number
of samples. For example, a sensing service should specify how long it takes to boot up the system, warm up
the sensors, collect the samples and process them (e.g. δsample for MobEyes).
With this information, the scheduler computes an optimal interval using (4.4), and then activates the
system at intervals τ , for a time δsample before going back to sleep, until the car moves or all available energy
is consumed (which can happen if the stop is longer than the estimated duration). When the system is not
active, since a simple timer is enough in this case to trigger the system activation, the deep sleep mode can
be used to maximize energy savings during periods of inactivity, using (4.2) to compute Ta. The behavior
of the periodic scheduler is described in Algorithm 1.
Primitive-based scheduler
For primitive-based services, the utility of the service, Us is a monotonic function which depends on the value
of a primitive that can be monitored when the system is in the idle state. For example, for LoadingZones, this
metric is traffic density. To use the primitive-based scheduler, a service need only specify which primitive to
use when it registers. The service can also specify a minimum continuous active time, δactive. ParkingMeter
can then implement all necessary logic to schedule services of this kind with no more effort on their part.
As described in Section 4.2, an optimal schedule for primitive-based services is achieved when the sum
of the duration of all active times is equal to Ta, as defined in (4.1), and when it is guaranteed that if the
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Algorithm 1: Periodic scheduler for service s
/* Collect service properties */
δactive : s→get minimum active time();
E : available energy();
Tstop : stopEstimator→get Stop Duration();
/* Compute sampling period using (4.4) */
τ : computeInterval(E,Tstop,δactive);
while parked do
Switchstatus(active);
/* stay active for δactive */
wait δactive;
Switchstatus(deepsleep);
/* complete the period */
wait τ − δactive;
end
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device is active at time t0, it is also active at any time t1 in the future such that:
Us(t1) > Us(t0). (4.6)
This is equivalent to defining a threshold Th and activating the service every time Us(t) > Th. The
identification of the correct threshold that satisfies the properties of an optimal schedule is easier if we
leverage the characteristics of the CDF of the metric. The CDF is a monotonic function and is much less
susceptible to the noise that perturbs metrics such as traffic density. After determining what fraction f of
the stop the service can be active, using (4.3), the threshold is found as:
Th = CDF−1(f), (4.7)
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Algorithm 2: Primitive scheduler for service s
δactive : s→get minimum active time();
E : available energy();
Tstop : stopEstimator→get Stop Duration();
p: s→get primitive();
CDF : get CDF(p);
/* compute f using (4.3) */
f : get active fraction(E,Tstop);
/* compute threshold using (4.7) */
Th: get threshold(CDF ,f);
while parked do
u: get primitive value(p);
if u > Th then
Switchstatus(active);
wait(δactive);
else
Switchstatus(idle);
end
end
where CDF−1 is the inverse of the CDF , or quantile function. Algorithm 2 describes the steps followed by
the primitive-based scheduler. In this case, since the utility of the service is based on a primitive natively
supported by ParkingMeter, which is responsible for monitoring its value and obtaining the expected CDF.
To better understand the use of the primitive scheduler, consider a system running LoadingZones where
a car is parked for Tstop ≈ 9 hours starting at 7am (see Figure 4.7 and Figure 4.8 for the traffic density and
its CDF). For this example, the battery can provide up to 3.5Ah, which, with Pa = 6W and Pm = 0.5W ,
can sustain up to 2 hours active (a fraction f = 0.295 of Tstop) plus 7 hours idle. ParkingMeter uses the CDF
based on the average values plotted in Figure 4.3 (see Figure 4.7) to compute a threshold for f = 0.295.
Despite the randomness in the duration of the stop and in the traffic density compared to the expected
average, which cause the actual CDF to be different from the one ParkingMeter estimated, at the end of the
stop, the system uses ≈ 100% of the total available energy.
Custom scheduler
This scheduler addresses services whose utility is defined as a non-monotonic function of one primitive or an
aggregate of multiple primitives, like the utility of MapShare that depends on the freshness of uploaded data
that the car collected before parking, but also on that of downloaded data. For MapShare, we can quantify
the benefits of keeping the system active at a given time by combining two primitives: “time since stop”, and
“time to departure”. Ideally, if the duration of the stop, Tstop, is known, the utility for MapShare, displayed
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in Figure 4.9, could be defined as:
Us(t) =


− 1
Tstop · β · ts + 1, if t < Tstop · β
− 1
Tstop · (1− β) · (t− Tstop) + 1, if t ≥ Tstop · β
, (4.8)
where β is a service-defined parameter used to define the desired unbalance between upload and download
time.
Since the duration Ts is only an estimate, and there is the risk that a car will depart earlier, before
the new maps can be downloaded, the utility must be defined with a tradeoff between the freshness of the
downloaded data and the likelihood that the download happens, as described in section 4.2 (Figure 4.10):
Us(t) =


− t
Tstop · β + 1, if t < Tstop · β
t− βTStop
Tstop · (1− β)− σ , if Tstop · β ≤ t < Tstop − σ
max
(
0, 1− t− (Tstop − σ)
Tstop · (1− β)− σ
)
, if t ≥ Tstop − σ
(4.9)
For such services, ParkingMeter provides the custom scheduler. The procedure for these services is
similar to the one described for the primitive-based scheduler. However, since in this case the utility is not
monotonically linked to the value of one primitive, ParkingMeter requires the service to plug-in a function
that returns the value of U for the service and the respective CDF. The procedure is described in Algorithm 3.
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Algorithm 3: Custom scheduler for service s
δactive : s→get minimum active time();
E : available energy();
Tstop : stopEstimator→get Stop Duration();
/* get the function that returns the metric value */
serviceU : s→plugin metric function();
/* the CDF is also provided by the service */
CDF : s→get CDF();
/* compute f using (4.3) */
f : get active fraction(E,Tstop);
/* compute threshold using (4.7) */
Th: get threshold(CDF ,f);
while parked do
u: serviceU ();
if u > Th then
Switchstatus(active);
wait(δactive);
else
Switchstatus(idle);
end
/* repeat test after intmin */
end
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Figure 4.11: Two periodic services share the same schedule, and are always active at the same time. If this
is not taken into consideration they end up using only half energy (a), and providing half of the service they
could have provided otherwise (b).
While the scheduler in this case requires some effort for the service designers who provide the metric U∫
and its CDF, the overhead is lower than that required to implement an independent power management
system. Additionally, the real benefit of centralizing the scheduling of each service in ParkingMeter becomes
clear when the goal is to achieve an efficient distribution of the limited energy across multiple non-related
services with different requirements. This is the subject of the next section.
4.3.1 Combining multiple services
When a set S of services are provided on the same system, they must share the limited available energy. An
optimal energy manager must manage the schedule of all services to guarantee that:
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• each service has access to a fair share of the available energy;
• each service is scheduled according to its utility metric, to maximize the individual benefits to the
system, without hurting the other services.
In our system model, when the system is active all the services are active at the same energy cost, regardless
of whether they had been scheduled at this time or not. Additionally, each service is assigned a priority ̺s
enabling priority-based distribution of the available energy.
The simplest scheduling algorithm could evenly divide the energy between the services and then use the
utility metrics to determine when each service should be scheduled individually. However, it is likely that
two or more of the services could be scheduled at the same time (e.g., their utility function is higher than
the activation threshold). Since the energy cost is shared when multiple services request to be activated at
the same time, energy is underutilized. For example, Figure 4.11a shows what happens when scheduling two
periodic services. For fairness, each one is assigned only half of the available energy, so when the activity
interval is computed using (4.4), the resulting interval is twice as long as the one that would be used if
only one service was scheduled. However, since both services independently chose the same interval and are
therefore activated at the same time throughout the entire stop, they share the entire cost of operations
and end up spending only half of the assigned energy. In this case, they could have been scheduled twice
as often, (Figure 4.11b). A similar problem happens when two primitive-based services base their utility on
the same primitive, in which case their activation trigger would always happen concurrently, incurring the
same energy underutilization and sub-optimal performance.
This underutilaztion stems from the overlapping schedules of multiple services. Two types of overlapping
scenarios can occur:
• predictable overlapping happens when two or more services share the same scheduling policy, as in the
case of two periodic services or two services based on the same primitive;
• unpredictable overlapping happens instead when two unrelated services, like a periodic service and one
based on traffic density, are activated by independent scheduling rules at the same time (i.e., traffic
density was above threshold when the periodic timer expired).
When the system is active, even the services that were not activated by their rules are functioning at
no extra cost, but they are not sharing the energy cost of the activation since they did not request it (e.g.,
LoadingZones might be activated due to a request from a periodic service in a moment in which traffic
density is very low).
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Predictable overlaps are avoidable simply by grouping services whose scheduling decision are correlated.
When multiple periodic services sper
1
, . . . , spernper are registered, ParkingMeter groups all of them in a set Sper
and inserts it in the pool of services to be scheduled, with priority ̺per =
∑
∀s∈Sper
̺s. Similarly, all primitive-
based services that use the same primitive p ∈ P to measure their utility are grouped in subsets Sprip , where
P is the set of all primitives monitored by ParkingMeter. The priority of each subset Sprip is the sum of all
priorities of services in that subset ̺prip =
∑
∀s∈S
pri
i
̺s. All priorities are then normalized.
After this initial grouping, ParkingMeter can schedule:
• the periodic services, Sper, with normalized priority ˆ̺per;
• the primitive-based services, Spri grouped in sets Sprip based on the primitive they rely on, each with
normalized priority ˆ̺prip ;
• the custom services scusts ∈ Scust, each scheduled individually with normalized priority ˆ̺custs .
Based on the priorities, ParkingMeter assigns a budget of active time to each service. If Spri = ∅ and
Scust = ∅ (i.e., only periodic services must be scheduled), the system does not need to monitor any primitive.
In this case, when the system is not active it can be in the deep sleep mode, and Ta can be estimated
using (4.2). Otherwise, the low power state must be idle, (4.1) must be used, and Ta will be shorter. Each
service is assigned a share of Ta according to its priority; periodic services receive Γ
per = Ta · ˆ̺per, each subset
of primitive based services Sprip receives Γprip = Ta · ˆ̺pri; and each custom service is assigned Γcusts = Ta · ˆ̺custs .
Based on these values, the interval τ for periodic services is computed using (4.4) and the threshold for each
primitive and for the custom services are computed using Algorithms 2 and 3, where Ta must be replaced
by Γper, Γprip , and Γ
cust
s , respectively.
However, this first step does not consider unpredictable overlaps, which result in some energy underuti-
lization. To compensate, ParkingMeter reassesses the schedule for each service, to make sure that this extra
energy is distributed among all services according to their priorities. To achieve this goal, ParkingMeter
keeps a counter of the time for the system activity time tsysa , which at the end of the stop should be equal to
Ta if all energy has been used. Additionally, a counter of the virtual activity time requested by each service
or group of services:
• one counter for all periodic services, γper;
• one for each primitive p, γprip ;
• and one for each custom service s, γcusts .
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Algorithm 4: Find scheduler triggers
Ta: initial budget;
tsysa : system active time;
γper: periodic services active time;
γprip : active time for services ∈ Sprip ;
γcusts : active time for custom services;
Tleft = Ta − tsysa ;
Tvirtual = Tleft + γ
per +
∑
p∈P
γprip +
∑
s∈Scust
γcusts ;
/* assign time budgets based on normalized priorities, using Tvirtual instead of Ta */
assignBudgets(Tvirtual,Sper, Spri, Scust);
/* compute new interval for periodic services */
τ = computeInterval(Sper);
/* compute new threshold for primitive-based services */
foreach p in P do
Thp = computePrimitiveThres(Sprip );
end
/* compute new threshold for custom services */
foreach s in Scust do
Ths = computeCustomThres(s);
end
These counters are incremented only if the service or group they refer to is requesting an activation. If there’s
no unpredictable overlapping, the sum of these virtual counters would also be Ta, while in case of overlapping
the sum will be larger. To ensure fairness, at the end of the stop the values of the virtual counters must be
proportional to the normalized priority of each service or group. Therefore, when two or more services are
requesting to be active at the same time, the energy budgets are reassigned using Algorithm 4.
Overlapping of requests is not the only factor that requires a reassessment of the available times. Since
often the CDF is just an estimate, it is possible that the actual values are different than expected, and
consequently the threshold value is inaccurate. In this situation two possible situations can happen:
1. the threshold is too low, thus the service triggers system activation for longer than necessary, and if
the threshold is not adjusted the services based on this primitive may capture the entire energy;
2. the threshold is too high, thus the service might end up using less energy than what it could have used.
To avoid this negative outcomes, even when the services are not overlapping, ParkingMeter periodically
runs Algorithm 4 to adjust its parameters. The complex behavior of the adaptive multi-service scheduler is
summarized in Algorithm 5.
In the next section, ParkingMeter’s strategy is evaluated, first when applied to individual services, and
next when multiple services must share resources.
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Algorithm 5: Multi service schedule
Tstop: stopEstimator→get Stop Duration();
tperlast: last time the periodic services where activated;
δactive: longer minimum activity time among all periodic services;
if then(Spri == ∅ ∧ (Scust == ∅LPstate = deep sleepelse LPstate = idleTa = find active
time(Eav,LPstate) ; /* find Ta according to (4.1) or (4.2) */
(Sper,Spri,Scust) = group and assign Priorities (S) ; /* split S and normalize priorities */
setParams: Find schedule triggers(Sper,Spri,Scust) ; /* find τ, Thprip and Thcusts using
Algorithm 4 */
while parked do
activate = 0;
count = 0;
/* check if periodic services must be active or if it should still be active */
if (t− tprilast > τ) ∨ (t− tprilast < τ + intmin) then
if t− tprilast > τ then tprilast = t activate = 1;
count ++;
γper++ ; /* increase virtual time counter for periodic services */
end
/* check if primitive-based services must be active */
foreach p in P do
u: get primitive value(p);
if u > Thp then
activate = 1;
count ++;
γprip ++ ; /* increase virtual time counter for priority p */
end
end
/* check if custom services must be active */
foreach s in Scust do
u: s→serviceU ();
if u > Ths then
activate = 1;
count++;
γcusts ++ ; /* increase virtual time counter for service s */
end
end
/* Activate or deactivate system if needed */
if activate ∧ (systemStatus 6= active then
Switchstatus(active);
else if !activate ∧ (systemStatus == active then
Switchstatus(LPstate);
end
if count > 1 then
goto setParams; /* Service overlap, recompute triggers */
end
end
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Figure 4.12: Normalized score of the three scheduling algorithms for MobEyes (a), LoadingZones(b) and
MapShare(c) when the stop duration µ is known (σ = 0). A score of 1 indicate that the schedule is optimal.
4.4 Evaluation
To evaluate the performance of ParkingMeter, we compare it to two non-adaptive strategies. The first and
most simple one, FrontLoad, activates the system at the beginning of the parking period and runs until the
battery is completely discharged, after which the system is off. The DutyCycle approach alternates between
active and sleep periods at regular intervals to guarantee an even distribution of the active time over the
estimated duration of the stop.
We implemented the three example services, the ParkingMeter framework and the two other strategies
(FrontLoad and DutyCycle) in a MATLAB simulator. The simulator includes traces for the traffic density
metric collected over five months of logs. The first four months are used to compute the average hourly values,
while the last month is reproduced in each simulation run by randomly selecting a date at the beginning
of the simulation. As described in our system architecture, in an effort to guarantee service availability
throughout the whole stop, ParkingMeter uses a conservative estimate for stop duration, Tstop = µs + σs.
The same heuristic is used for DutyCycle, while FrontLoad does not need an estimate of the stop duration
since it keeps using all energy at the beginning of the stop.
At the end of each run, a score for each service is computed and normalized by comparing it with the
score of the optimal strategy described for each service in Section 4.2. For MobEyes, an optimal schedule has
average sampling interval µˆ = τ , as computed in (4.4), and σˆ = 0. The score of a schedule is a function of
the average µˆ and standard deviation σˆ of the intervals between samples resulting from the specific schedule
used. For LoadingZones, the score is computed as the sum of the cars serviced at any time the service is
active, normalized to the optimal value of cars that could be serviced within the given energy constraints.
For MapShare, the score is assigned based on the proximity of the active times to the beginning of the stop
(for uploading fresh data) and to the end of the stop (for downloading). A penalty is also applied if the
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balance between this two times is not β as requested by the service.
4.4.1 Individual service scheduling
The results of individual scheduling (i.e., only one service is scheduled) are displayed in Figure 4.12. For
this first evaluation, the stop duration is known with absolute precision (σ = 0). Simulations are run for
various lengths of the stop, between 4 and 20 hours, and starting at different times of the day. The initial
energy in the battery is sufficient for about 3 hours of activity.
For a periodic service such as MobEyes, FrontLoad clearly fails to provide evenly spaced samples since it
spends all of the energy at the beginning of the stop, leaving the service inactive for a time that becomes larger
as the stop duration increases. DutyCycle performs perfectly, since for periodic services it is the optimal
schedule. In this case, ParkingMeter applies the very same strategy as DutyCycle, with equal (optimal)
results. However, when the scheduled service is primitive-based (LoadingZones) or custom (MapShare),
DutyCycle is not capable of matching the optimal score, while ParkingMeter is capable of adapting to the
service’s needs and stays close to optimal. The gap between ParkingMeter and its competitors increases as
the stop duration increases since the total activity time does not change and the chances of partially matching
an optimal approach with a non-adaptive solution are small. When ParkingMeter is not scheduling a periodic
service, it must keep the system in the idle state, for which it consumes a limited amount of energy that
cannot be spent to provide the service. For this reason, even when the stop duration is known, ParkingMeter
does not exactly match the optimal solution. The schedule of LoadingZones can have different outcomes
depending on when the stop starts and the difference between average traffic density and the traces used
during the simulation. The narrow error bars for ParkingMeter indicate how the adaptive approach of
ParkingMeter significantly mitigates the effect of these factors compared to the two non-adaptive approaches.
4.4.2 Uncertainty of stop duration
To investigate the negative impact of an incorrect estimation of the stop duration on the performance
of the various scheduling strategies, we ran several iteration of the single-service simulations described
above with the stop duration generated as a normal random variable N (µs, σs). We repeated the tests for
σs ∈ {µs · 0.05, µs · 0.1, µs · 0.2}. The results are plotted in Figure 4.13.
The average results confirm the benefits of the adaptive approach used by ParkingMeter in all situations.
Our adaptive system matches the DutyCycle performance for the periodic service and performs consistently
better for the other ones. FrontLoad has a slight advantage because it always uses all energy, but there
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Figure 4.13: Normalized score of the three scheduling algorithms for MobEyes (a), LoadingZones(b) and
MapShare(c) when the stop duration is a random variable N (µs, σs)
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Figure 4.14: Normalized score of the three scheduling algorithms for MobEyes, LoadingZones and MapShare
scheduled concurrently when the stop duration is a random variable N (µs, σs).
is no guarantee that the services will be active at the right time. The conservative approaches taken by
ParkingMeter and DutyCycle do not consume all available energy due to the overestimation of the duration
of the stop to ensure that the energy will last until the end of the stop. Running out of energy before the
stop ends would penalize all services, especially those services such as MapShare that must be active as close
as possible to the time of the departure.
4.4.3 Combining services
The evaluation of individual services validates ParkingMeter’s ability to provide near optimal schedules.
However, the hardest challenge is when multiple services with different requirements must be scheduled
during the same stop and share resources without capturing more energy than that they are assigned. We
evaluated the ability of the three schedulers to perform this task by comparing the score that each service
obtains with the optimal score that it would obtain in the single-service scenario described previously. The
results for stops of average duration equal to 8 and 20 hours and different standard deviations are displayed
in Figure 4.14. ParkingMeter is capable of improving the performance of each service without affecting
the others. Its adaptive algorithm results, as seen for the single services, in more predictable results as
highlighted by the smaller standard deviation of the results.
4.5 Prototype
While simulations enable an evaluation under various conditions in a controlled environment it is also
important to understand how ParkingMeter works in a real system. Therefore, we implemented a prototype
of ParkingMeter and tested it as part of the Illinois Vehicular Project testing different scheduling policies
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Figure 4.15: From right to left, the main prototype board, our custom-made microcontroller board, and the
low-power ZigBee radio for traffic density monitoring during the idle state.
for LoadingZones.
An evaluation of the efficiency of ParkingMeter in a real deployment is challenging due to the long
time that each experiment would require and the large number of devices that would be required to test
the scheduler for services like LoadingZones. Additionally, it would be very hard to monitor the power
consumption with a fine granularity in an actual deployment. For these reasons, we ran the experiments in
our lab, using a remotely controlled power supply as energy source and meter, as described in Figure 4.16.
We chose our implementation of LoadingZones to test the effectiveness of ParkingMeter, by connecting one
IVP device to an Agilent 66319D power supply, remotely controlled by a laptop that measured the consumed
energy during the experiment. This device is configured as a parked car and is running the LoadingZones
service, offering a Internet gateway for other vehicles.
A second system was used to emulate passing vehicles that connect to the parked car using the Load-
ingZones client. To modulate the number of flows generated by this second system using the same traffic
density traces used in the simulations. During our experiments, we emulated stops at different times of the
day. We tested our system with a low data rate (≈ 40Kbps per simulated car) and a high rate (≈ 500Kbps
per simulated car).
The hardware platform is the same used for the LoadingZones experiment, described in Chapter 3. In
the active state, when the device is fully powered, it requires 6W. To enable the energy saving states idle and
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Figure 4.16: Experimental system configuration
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Figure 4.17: Energy efficiency of ParkingMeter compared to FrontLoad and DutyCycle schedulers in our
experiments.
deep sleep, we designed and built a circuit board based on the low power Atmel atmega328 microcontroller
(Figure 4.15). This board, also equipped with a low-power Zigbee radio to monitor traffic density, implements
the core of ParkingMeter, and has access to the timers and primitives required by ParkingMeter(≈ 0.4W ).
A safety mechanism is embedded in the board so that when the battery level is below an adjustable thresh-
old, the entire system is deactivated to prevent battery deep discharge. Finally, if during the stop the
access to primitives is not required (i.e., all services are scheduled using the interval-based scheduler), our
microcontroller can switch to the deep sleep mode where the consumption is only 0.08W .
To be able to repeat the experiments several times and using different schedulers, we limit the energy
available on the battery and run each experiment for one hour. We used two different values for the
available energy: 10KJ and 5KJ , capable of powering the system for ≈ 30 or 15 minutes. We implemented
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and tested the three schedulers used in our evaluation: FrontLoad, DutyCycle, and of course ParkingMeter.
For DutyCycle, we studied the impact of a long activity period (30 minutes) and a shorter one (10 minutes).
The energy efficiency, measured as the ratio between successfully received bits and energy used for each
experiment is displayed in Figure 4.17. We report the results of two different initial stop times, with different
traffic characteristics. The results highlight how the density-aware ParkingMeter is making better use of the
available energy, since it always keeps the service active when the density is higher and it can serve more
clients. More importantly, the performance of FrontLoad and DutyCycle are heavily affected by the traffic
distribution as shown by the large differences between the results for different initial parking times. On
the contrary, ParkingMeter is aware of the expected density and then adjusts the active times accordingly,
constantly achieving the largest number of bits per joule. Since ParkingMeter always activates LoadingZones
when the density is higher, and in our experiments each vehicle generates a constant traffic rate, the energy
efficiency results higher when the available energy is less, since the active times are concentrated in this case
during the density peaks.
In real hardware, switching among states always comes at a cost: energy and a finite time must be spent
in doing so. This is a well known issue in wireless devices [64] and even more so in a complex system that can
provide multiple services like the ones described in this Chapter. A schedule that requires frequent switches,
although theoretically optimal, might end up with a dramatic performance degrade. For this reason, the
performance of the dutycycle scheduler with a shorter period, which requires more switches among the idle
and active states, has a worse energy efficiency. This suggests that even in ParkingMeter, it is better to
enforce a minimum time of activity.
It is important to note that this prototype is useful not only to confirm the effectiveness of ParkingMeter.
The biggest contribution of ParkingMeter is that of providing a general framework that can schedule services
with minimal effort on their part. In fact, the implementation of our experiments did not require any
change of our existing code for LoadingZones but the function call required to register the service with
ParkingMeter.
4.6 Conclusion
The successful deployment of distributed networks of services is a promising opportunity that vehicular
networks, and in particular parked vehicles, can contribute to, and a necessary premise to enabling assisted
and autonomous driving on a global scale. However, a number of challenges must be addressed to make
this vision a reality. One of the most important is to manage the challenging task of maximizing service
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availability even when limited energy and long stop durations make it necessary to enforce a sleep-active
schedule. The co-existence of several diverse services sharing the same resources makes this task even harder.
With ParkingMeter, we introduce a system that is capable of providing near-optimal scheduling for
multiple services with a minimal effort for the service designers. ParkingMeter offers three scheduling
strategies, which are capable of automatically scheduling services that rely on a number of primitives that the
framework can measure, but it also allows the service to provide more specific details about its requirements
through the custom scheduler.
We demonstrate that the adaptive strategy of ParkingMeter achieves near-optimal solutions in an ideal
scenario with perfect estimates of the stop duration. We also verified that the system is able to react to
random errors with less performance loss with respect to its non-adaptive competitors. Finally, we provide
the results of our prototype-based experiments, which not only confirm the performance of ParkingMeter,
but also its ability to schedule our prototype service without requiring any change to its code.
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Chapter 5
Enhancing channel state estimation
LoadingZones and QuickSilver focus on establishing links with decent capacity, if only for short durations,
between moving cars, or between a moving and a parked one. However, it is a well known problem in wireless
communications that a link must be used properly to reach a throughput that approaches link capacity.
Based on a definition of the link quality, the choice of modulation and coding schemes makes the difference
between good or poor channel utilization. The new IEEE 802.11n [2] and the emerging IEEE 802.11ac [1]
standards aim at very high throughput WLANs by improving the existing 802.11 standards. Some of the
key enhancements used for increasing the PHY throughput are using wider, bonded channels (40 MHz in
802.11n and up to 160 MHz in 802.11ac) and MIMO (Multiple Input Multiple Output) antennas [57, 28].
Currently available 802.11n devices support up to three MIMO spatial streams. In MIMO systems, choosing
the right set of antennas among those available adds one more degree of freedom in the channel utilization
and can have an important impact on the communication quality.
The experimental evaluation of LoadingZones (Section 3.3) highlights the very short duration of contacts
between a moving and a parked car, even at slow speeds, but it also shows that, during this short contact,
there is the opportunity for using some of the fast data rates offered by the 802.11 standard, if only for
brief moments. Surprisingly, when the automatic data rate selection was enabled in the experiments, the
throughput achieved was lower than that achievable with the best fixed data rate. The source of this
inefficiency is in the nature of the rate adaptation protocol currently implemented in the wireless drivers.
Essentially, optimal WLAN performance requires detailed knowledge of the wireless link, while a commonly
used metric such as SNR has limited accuracy. A more accurate and reliable metric can be extracted from
the Channel State Information (CSI) matrix, which describes the current condition of the channel, and
consists of the attenuation and phase shift experienced by each spatial stream to each receive antenna in
each of the OFDM subcarriers.
CSI is determined in the 802.11n hardware by analyzing received packets using training sequences in
the packet headers. For network algorithms such as rate selection, AP association and channel assignment,
timely optimal decisions require accurate CSI estimates under various settings (e.g., different number of
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spatial streams, transmission antennas used, transmission powers, etc.). However, the channel quality for
some of these settings might not have been acquired recently requiring additional frame transmissions to
obtain a complete and fresh CSI. These extra transmissions consume bandwidth and increase latency and,
ultimately, degrade system performance if over-used. In a highly mobile scenario such as vehicular networks,
the channel coherence time can be very short and a given channel rate optimal only for a very short time. If
the rate selection procedure takes too long due to excessive overhead, when the decision is made, a channel
most likely has changed again and the new rate might not be supported anymore, if the channel deteriorated,
or might not be optimal, if the channel quality is improving.
Traditional adaptation protocols generally rely on probe packets sent using every configuration to identify
the best one. A more sophisticated approach [31], based on the analysis of the Channel State Information,
enables faster and more effective decisions, but still requires a certain amount of probing. To further enhance
the responsiveness of these approaches, this chapter describes CSI Sample and Fusion (CSI-SF), that can
be used to dramatically reduce the overhead required to analyze the channel by estimating the complete
Channel State Information using a minimal number of samples.
In the rest of this chapter, first the CSI metric and its importance for efficient wireless communication
are introduced, followed by the detailed description of CSI-SF. The chapter ends with the the evaluation
and example applications, with a particular focus on the benefits CSI-SF may bring to adaptive protocols
in mobile vehicular networks.
5.1 Channel quality metric
Wireless network algorithms maximize network performance by using channel quality information to fine
tune protocol configurations (e.g., modulation, coding rate, number of streams, set of transmit antennas,
transmission power, etc.). For example, many rate adaptation algorithms such as ARF [41], AARF [45]
and SARA [40] probe the channels to collect statistical information at different bitrates. These approaches
take long to converge, especially when the gap between the rate of the probed packets and the optimal
rate is large. Moreover, optimal bitrate selection requires the differentiation of losses from wireless errors
and losses from collisions/congestion [14, 43, 74] These probing-based schemes incur excessive messaging
overhead when there is a large number of configurations to probe. Excessive overhead is never advisable,
to avoid under-utilization of the scarcely available resources, but in the vehicular scenario its impact is
even more detrimental, since the response time might become larger than the channel coherence time, thus
making the adaptation useless.
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Many algorithms take an alternative approach and use Signal to Noise Ratio (SNR) as the channel
quality metric (e.g., RBAR [34]). SNR is easy to compute and is already provided by current 802.11
hardware. However, it was shown that wireless networks have complex error distributions and SNR does
not well-represent channel quality [46, 73]. In particular, the authors of [31] show that SNR is not the right
metric to determine achievable throughput, in large part due to the fact that the frequency selectivity of the
wideband 802.11 channel is not captured by SNR. Moreover, in OFDM modulation, subcarriers with a low
SNR have a stronger effect on the overall probability of error.
Recent standards such as IEEE 802.11n [2] and 802.11ac [1] utilize MIMO transceivers [57, 28], which
increase the degrees of freedom and so the complexity of rate selection. Essentially, along with selecting
modulation and coding schemes, rate selection algorithms must now choose the correct number of concurrent
data streams and what antennas should be used. Optimizations can be based on the CSI read from the 802.11
hardware. In [53, 31, 69], the detailed information in the CSI report is used to determine the SNR value
for each subcarrier (̺s), as opposed to a single average value as in the general SNR metric. The subcarrier-
specific SNR is then aggregated into a global metric, effectiveSNR (eSNR), which better characterizes channel
performance. This approach improves significantly the precision of adaptation protocols, but it still requires
a certain overhead that can be impractical in mobile networks. The following section is a brief introduction
to CSI.
5.1.1 Channel State Information
Wireless signals experience transformations such as amplitude and phase changes while traveling over the
air from the transmitter to the receiver. For example, a simple model is
y[t] = h · x[t] + z[t], (5.1)
where t is a time index, y is the received signal, x is the transmitted signal, h is the channel gain, or
more often a complex value representing both channel gain and phase component, and z is additive noise.
More complex models incorporate multipath fading, time-varying channels, multiple antennas, etc. Coherent
receivers require knowledge of CSI (h in the simple model (5.1) above) for successful demodulation. CSI
can also be used for data rate selection, antenna selection, power control and allocation across transmit
antennas, etc.
One method of obtaining CSI is to use pilot sequences within the data packet. These sequences are
predetermined sequences (i.e., they do not carry information) that are sent within the data packet to help
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the receiver estimate CSI. For example, in the channel model (5.1), setting x = 1 in the first k symbols of
the data packet allows the receiver to compute
hˆ =
α
k
k∑
t=1
y[t] = α · h+ α
k
k∑
t=1
z[t], (5.2)
where the constant α is chosen appropriately depending on the SNR.
The 802.11n protocol allows the use of MIMO to obtain improvements in data rate and reliability. In
addition, 802.11n uses OFDM modulation to convert a wideband channel into multiple narrowband channels
to avoid inter-symbol interference (ISI). The simple model (5.1) can be extended for a MIMO OFDM system
as follows:
y[w, t] = H[w]x[w, t] + z[w, t] (5.3)
where for n transmit and m receive antennas, x is an n-dimensional vector, y and z are m-dimensional
vectors, H is an m×n matrix, and w is an index specifying the OFDM frequency channel. In MIMO OFDM
systems, the CSI H is an m×n×W data structure, where W is the number of OFDM channels used in the
system (W = 56 in 802.11n for 20 MHz bandwidth, and W = 114 in 802.11n for 40 MHz bandwidth with
channel bonding). Note that in (5.3) the column index of H[w] indicates the transmit antenna index, while
the row index of H[w] corresponds to the receive antenna index.
5.1.2 CSI estimation in 802.11n
Many implementations of 802.11n require successful decoding of a data packet to obtain CSI. In addition,
it is required to send a packet using n transmit antennas over a bandwidth W , and receive it over m
receive antennas to obtain the complete m × n ×W CSI data structure. A communication scheme that
involves n transmit antennas, m receive antennas, and spans a bandwidth W is referred to as an m×n×W
configuration.
In current CSI estimation approaches, obtaining CSI for all possible configurations of a 3 × 3 system
requires seven samples: 1-stream Modulation and Coding Schemes (MCS) require three probes, one per TX
antenna. Similarly, 2-stream MCSs require three probes to collect CSI for each combination of two antennas.
Finally, 3-stream MCSs require a single probe using a transmission from all three transmit antennas. The
number of required samples increases dramatically when the system supports 4× 4 communication or larger
channel widths. Moreover, common hardware only provides CSI reports for unicast packets, thus limiting
the possibility of opportunistically collecting CSI matrices by eavesdropping; a node must be connected to
an access point to actively send or receive probing packets. While these limitations in a static network only
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have the effect of increasing the delay with which a wireless device adapts to a change in channel conditions,
their impact on networks characterized by an highly dynamic topology is far more negative. If a system
takes too much time to adapt to the new channel conditions, by the time the best configuration is selected,
the channel might have changed again, and the new configuration would be sub-optimal, or worse, unusable.
Thus, it is important to reduce the overhead to a minimum, while maintaining full knowledge of the channel.
In the rest of this chapter, we discuss the problem of estimating p × q × R CSI data structures using
packets encoded with mi × ni ×Wi schemes, where p ≥ mi, q ≥ ni, R ≥ Wi, and (p, q, R) 6= (mi, ni,Wi),
where i is the packet index. The CSI data structures obtained from multiple packet transmissions can be
used in this way to to estimate larger CSI data structures. Although this problem is described in the context
of an 802.11n system, the same approach can be applied to CSI estimation in other MIMO OFDM systems
(e.g. WiMAX).
5.2 CSI-SF
The problem of reducing the overhead required to select the best transmission rate based on the current
channel status has generally been regarded to as an efficiency problem. The less probing we must do, the
more useful data can be sent on the channel. This is because it is assumed that the coherence time of the
channel is significantly longer than the time required to assess its conditions.
In VANET scenarios, however, this is not necessarily true. A car can travel at very high speed, even
at 30mph the time required to travel a distance equal to the wavelength λ of a 2.4GHz signal is 10ms. At
this speed, channel changes rapidly. Consequently, as shown in our experiments with LoadingZones, it is
extremely hard for a rate adaptation protocol based on probe packets to quickly determine the fastest rate
achievable.
CSI-SF reduces the overhead of channel probing by aggregating the CSIs obtained from multiple packets
from a smaller channel to derive the CSI corresponding to a larger channel. For example, CSI-SF enables
the determination of a 2 × 2 × 56 CSI matrix by combining the CSI information derived from two packets
transmitted using a 2× 1× 56 configuration, as long as different transmit antennas are used to send the two
packets. Combining the CSI from multiple packets can be used to:
• estimate a larger multi-antenna m × q × W CSI matrix using packets sent/received with a smaller
multi-antenna m× n×W configuration (i.e., q > n);
• estimate a larger bandwidth m × n × R CSI matrix using packets sent/received with an smaller
bandwidth m× n×W configuration (i.e., R > W );
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• estimate a CSI matrix combining the above two cases (i.e. enlarge the number of antennas and
bandwidth in the combined CSI).
5.2.1 Enlarging the number of antennas or bandwidth in the CSI Matrix
The key benefit of CSI-SF is in combining CSI from multiple packets to create a CSI matrix corresponding
to more transmit antennas than those used in the given packets. To capture the space of this combination,
let Ni be the set of antennas used in packet i, of size |Ni|, and let N be the set of transmit antennas in the
combined CSI matrix. CSI-SF assumes that |N | > |Ni| for all i ∈ I, where I is the set of packets used to
combine the CSI. CSI-SF also requires N ⊂ ∪iNi so that we have CSI for all transmit antennas in N .
Combining CSI from a smaller set of transmit antennas to infer CSI matrix for a larger set of antennas
requires that the transmitter changes the set of transmit antennas used in each packet. In addition, the set
Ni of transmit antennas used in packet i needs to be identified within the packet. This can be done, for
example, by adding metadata about Ni to the header or payload of the packet. Similarly, CSI combining
used to enlarge the number of frequency subchannels in the CSI matrix (e.g., to go from 20 MHz to 40 MHz
bandwidth) needs different packets transmitted in different channels (e.g., channels 36 and 40 of the 5 GHz
band) so that CSI derived from those packets can be combined to estimate the CSI matrix of the bonded
channel 36+40.
5.2.2 Power scaling
The CSI estimates produced by the receivers are dependent on the transmission power used for the packet.
However, if transmission power is constant, CSI combining does not depend on transmission power. Essen-
tially, if the channel gains remain constant during the transmission of the two packets and P2 = γP1, where
Pi is the transmission power of packet i, i = {1, 2} and γ is a scale factor, then CSI2 = √γCSI1, where CSIi
is the CSI estimate produced for packet i.
Due to regulations and practical limitations, transmitted signals have a total power constraint. When
the transmission spans multiple transmit antennas, assuming that the signals in the different antennas and
OFDM sub-channels are statistically independent, the total transmitted power is given by
P =
W∑
w=1
n∑
i=1
Pi[w], (5.4)
where Pi[w] is the power in the signal transmitted in antenna i ∈ {1, . . . , n} and frequency sub-channel
w ∈ {1, . . . ,W}. In order to satisfy the total power constraint, Pi[w] may vary for different configurations
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Figure 5.1: MIMO channel with precoding matrix Q. The dependency on time or frequency is omitted.
with different bandwidths or number of transmit antennas, even when the power settings specified by the
driver is the same.
These power considerations have important implications for CSI combining. Since the transmission pow-
ers may not be known at the receiver (see Model (5.3)), the CSI estimate for entry (i, j) in sub-channel w
of the channel matrix H may be an estimate of Hi,j [w]
√
Pj [w]. Since Pj [w] may vary for communication
schemes involving different numbers of transmit antennas and different transmission bandwidths, CSI esti-
mates must be appropriately scaled during CSI combining. If the total power setting is not changed between
packets, this scaling is based only on the number of streams, and no information about the power settings
at the transmitter is required.
5.2.3 Precoding
Spatial multiplexing is achieved by sending different data streams in the different entries of x (see Model (5.3)).
The 802.11n standard allows the use of a precoding matrix Q to map x into the channel. Typically, Q is a
unitary matrix (i.e. Q ·Q† = Q† ·Q = I, where † denotes conjugate transpose and I is the identity matrix).
Equation (5.3) represents the so-called direct mapping mode, in which Q = I and each data stream is sent
in a different transmit antenna. More generally, the received signal vector can be written as (see Fig. 5.1)
y[w, t] = H[w]Qx[w, t] + z[w, t]. (5.5)
Typically, the precoding matrix Q does not need to be known at the receiver, and the channel estimation
algorithm provides an estimate of H[w]Q. The CSI-SF combining technique requires the receiver to know Q
and post-multiply the channel estimates Hˆ[w] by Q† or Q−1 if Q is not unitary (i.e., Hˆ ′ = Hˆ ·Q†). However,
Q varies based on the chipset used, and may also be changed adaptively. In the rest of this section, Q will be
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Figure 5.2: Schematic representations of the operations used to combine CSI from multiple packets.
assumed to be known. In Section 5.3, we investigate the loss in performance of implementing a Q-agnostic
estimator.
5.2.4 Combining CSI
To understand the combining process, consider the following example illustrating how to combine CSI from
two packets sent/received with an 3× 2× 56 configuration and precoding matrix Q2 to form a CSI estimate
for a 3 × 3 × 56 configuration (see Fig. 5.2). Without loss of generality, let’s assume that N1 = {1, 2},
N2 = {2, 3} and N3 = {1, 2, 3}. In the figure, the procedure is illustrated for a fixed OFDM subchannel w0
Similar operations are performed for the remaining 55 sub-channels. After successful reception of packet i,
i ∈ {1, 2}, the receiver generates a CSI estimate for sub-channel w0, Hˆi[w0], which may be dependent on the
transmission power in each antenna and frequency sub-channel. Next, the receiver post-multiplies Hˆi[w0]
by Q†
2
obtaining Hˆ ′i[w0] = Hˆi[w0] · Q†2 = [hˆ1,i[w0], hˆ2,i[w0]], where hˆi,j [w0] ∈ C2, i, j ∈ 1, 2. The combined
CSI for sub-channel w0, after power scaling, is given by
Hˆ3[w0] =
√
2
3
· [hˆ1,1[w0], hˆ1,2[w0], hˆ2,2[w0]] ·Q3.
Note that both hˆ2,1[w0] and hˆ1,2[w0] contain CSI that can be used to generate Hˆ3[w0]. CSI-SF only used
hˆ1,2[w0] in the combined CSI estimate because wireless channels often experience variations over time and
the most recent CSI is often the most suitable to make future estimates. However, more general combining
81
functions can be used to balance the effects of channel variations and channel estimation errors due to, for
example, noise. One such example is
Hˆ3[w0] =
√
2
3
· [hˆ1,1[w0], (β · hˆ1,2[w0] + (1− β) · hˆ2,1[w0]), hˆ2,2[w0]] ·Q3,
where β ∈ [0, 1]is some constant chosen appropriately.
5.2.5 Transmission power compensation
In most WLAN deployments, dynamic transmission power is used in combination with rate control to
reduce energy consumption. Commodity hardware allows the user to choose a transmission power level. If
the transmitted power closely follows the level chosen by the user, a scale factor can be applied to the CSI
of a packet transmitted at a specific power level to estimate the CSI of a different power level. For example,
if a receiver receives a packet sent at 7 dBm and is interested in the estimated CSI for a transmission with
the same antenna configuration at 5 dBm, it is enough to subtract 2 dB from the magnitude of the original
CSI to obtain the new one.
However, practical limitations influence the power control capabilities of real transceivers. Power am-
plifiers’ response is not perfectly linear, introducing increasing distortion as they are driven closer to their
maximum rated power. Every modulation scheme defines a constellation in the I-Q diagram, in which each
point is one of the possible symbols to transmit. Due to these non-linear behavior of amplifiers, the actual
transmitted symbol might appear in a slightly different location. The error vector (EV) is the vector between
the expected symbol to be transmitted and the real transmitted one in the I-Q constellation, as depicted
in Fig. 5.3 for the QPSK modulation. EVM is the average power of the error vector EV normalized to the
signal power.
The distortion introduced by the transmitter amplifiers has a bigger impact on MCSs with larger coding
rates and higher order modulations, in which the symbols are closer to each other. As a result, to keep the
EVM below a specific threshold, many transceivers limit the output power used for high rate MCSs through
various power caps. Figure 5.4 shows these power caps for QAM-64 transmissions with different coding rates
which we measured in our lab. The same behavior is present for 2- and 3-stream MCSs, but the linear region
extends to higher power settings. This is a result of the fact that, in order to comply with FCC regulations,
for multiple stream packets the power is split among the multiple streams, reducing the power that each
amplifier is required to output individually.
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Figure 5.3: I-Q diagram for a QPSK modulation with expected symbol position and one symbol being
transmitted with a phase offset. The EVM is the average power of the error vector EV.
An accurate power profiling can prevent two erroneous outcomes in the CSI estimation procedure. First,
when using the CSI derived from a packet with a specific MCS to estimate the CSI of a different MCS, not
being aware of the power caps might introduce estimation errors. This happens not only when combining
CSI to produce estimates for a different number of streams, but also when using the CSI from a given MCS
to estimate the CSI for some other MCS with the same number of streams. Additionally, this information
must be considered when estimating the effect of power adaptation. For example, as shown in the figure, a
protocol that tries to enhance the reception success rate by scaling the nominal transmission power while
using MCS7 from 10 dBm to 15 dBm would have no effect on the actual transmitted power.
Correct power scaling requires two pieces of information:
• The power profile for the specific hardware installed in the transmitter. This information can be hard
coded in the receiver or sent on demand by the transmitter.
• The power level at which each packet is sent. This information can be specified explicitly by the
transmitter with a control packet or attaching it to data packets, or inferred from the packet type
(e.g., beacons are generally transmitted at the lowest data rate and the highest power level).
The 802.11n standard provides an optional feature called staggered sounding by which the training
sequence in the packet header is transmitted over more streams than those used in the payload of the
packet. This feature would enable learning a larger CSI structure without risking a decoding error in the
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Figure 5.4: SNR for different tx power settings for four 1-stream MCSs.
payload of the packet. While this feature would solve the same problem that CSI-SF is addressing, it
presents a number of drawbacks and practical limitations. First, being an optional feature, it may not be
supported across different chipset vendors. In addition, it does not allow estimating CSI structures for larger
bandwidth than that used for the given packet. Finally, it is not supported during beacon transmissions,
hence it cannot be used in applications such as AP selection during association. When staggered sounding
is supported, it can be used jointly with CSI-SF to further reduce the number of samples required to obtain
complete knowledge of the MIMO channel.
In the following section the performance of CSI-SF is evaluated, and also the impact of approximations
that may be necessary due to the lack of knowledge of the hardware-specific Q matrix and power profile.
5.3 Evaluation
We evaluated the performance of CSI-SF using CSI information collected on our 802.11n testbed. We
deployed five nodes, equipped with an Intel 5300 chipset that supports up to 3 × 3 MIMO configurations.
A modified chipset firmware and kernel [20] were used to obtain the CSI matrices of successfully received
802.11n data frames and transfer the matrices to userspace for further analysis. We deployed the nodes in
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a cubicle office environment. At different times, each node took turns to serve as an AP on a free channel
in the 5 GHz spectrum and sent packets at various MCS rates and transmission powers, while the other
nodes, associated to the AP, collected the CSI for received packets. We performed the tests multiple times
with different placements of nodes thus collected data from 30 different links in total. For each power level
and transmission antenna combination, we changed the MCS after each packet, and collected CSI for 1,000
packets at each MCS, with an average inter packet arrival time of 1 ms, which is the time necessary for the
driver to change the hardware settings (MCS and power level). We performed the same experiments in the
2.4 GHz band, and obtained similar results, thus we present only those for the 5 GHz band which was free
of interference from the infrastructure APs.
To limit the overhead, the Intel hardware only reports CSI for a subset of the OFDM subcarriers, as
defined by the grouping option in the 802.11n standard. More specifically, it reports CSI for 30 subcarriers
in either the 20 MHz or the 40 MHz bonded channel (grouping 2 and 4, respectively).
5.3.1 Single-stream to multi-stream combining
CSI-SF’s main goal is to predict the CSI of channel configurations that have not been sampled, by using
a proper combination of packets sent with a smaller number of spatial streams. First, the CSI obtained
from combining the CSI of two 1-stream packets sent over two different transmission antennas is compared
with the actual CSI of the 2-stream configuration, sampled immediately after the two 1-stream samples were
collected. For a 1-stream packet, the Intel 5300’s CSI structure is a 1 × 3 × 30 matrix, and for a 2-stream
packet it is a 2× 3× 30 matrix. In Figure 5.5, the magnitude of each element of the CSI matrices of the two
1-stream packet is displayed on the top, while the resulting combined CSI produced by CSI-SF is compared
with the actual 2-stream CSI (bottom). The combined and actual CSI are only slightly different. The most
likely cause of this distance is the small channel variations between the time at which the three packets
were sampled. However, the difference is small, and when CSI is used to compute aggregate metrics such as
eSNR, it becomes negligible. More details are provided in the following subsections.
The accuracy of a combined estimate depends on the freshness of samples used in the combining algo-
rithm. The office environment in which we collected the samples does not show significant channel variations
over time, and therefore an estimate from aged packets could be used. In a more dynamic environment,
such as that represented by moving vehicles, the accuracy of the CSI-SF estimates would quickly degrade,
and thus more frequent sampling is required but the same would happen to the accuracy of any probing
mechanism. CSI-SF would still require a much smaller amount of samples, thus keeping a low overhead.
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Figure 5.5: Magnitude of each CSI element for two 1-stream packets (top) and their 2-stream combination,
compared with an actual 2-stream packet (bottom).
5.3.2 e2SNR: estimated effectiveSNR
While a complete characterization of a given channel by looking at every element of its CSI matrix might be
useful at times, in most applications (e.g., bitrate adaptation) an aggregate metric obtained from the CSI
is sufficient. Hence the effective SNR (eSNR) metric, as described in [31], is used to evaluate the accuracy
of CSI-SF. eSNR first computes the SNR and bit-error rate (BER) of each OFDM subcarrier. From the
subcarrier-specific information, a channel-wide BER is computed and translated into eSNR. The accuracy
of eSNR in terms of describing the quality of OFDM MIMO channel compared with the per-packet SNR
metric that 802.11 drivers usually provide in the form of Received (or Relative) Signal Strength Indicator
(RSSI) is shown in [31]. In the rest of this section, the term SNR is used to indicate the per-packet SNR
directly given by drivers.
The main goal of CSI-SF is to reduce the probing overhead without sacrificing the accuracy of the esti-
mated CSI of un-sampled configurations. For this reason, the accuracy of CSI-SF is evaluated by comparing
the eSNR obtained from the real CSI information against eSNR obtained using CSI-SF, which we call esti-
mated effective SNR (e2SNR). Figures 5.6 and 5.7 show the relation between each metric (SNR, eSNR and
e2SNR) and the maximum supported rate on 2×3 links we tested on various environments and configurations
for a 20 MHz channel and a bonded 40 MHz channel. A bitrate is “supported” by a given link when the
packet error rate at that bitrate is measured to be smaller than 10%. “Link rate” is defined as the maximum
supported bitrate for a link. For rate adaptation algorithms and similar applications, it is imperative that
the link quality metric shows a predictable behavior so that the metric can be used to predict what is the
like rate. However, for each metric, it happens that links with the same metric value support different link
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Figure 5.6: Link rates (Mbps, y-axis) for the best and the worst links as a function of various metrics (SNR,
eSNRand e2SNR) for 2-stream MCSs using a 20 MHz channel.
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Figure 5.7: Link rates (Mbps, y-axis) for the best and the worst links as a function of various metrics (SNR,
eSNRand e2SNR) for 2-stream MCSs using a 40 MHz channel.
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rates. For each value of SNR, eSNR and e2SNR the link with the highest and the lowest link rate are the
best and the worst links, respectively. For each metric the link rate for the best and the worst link are shown
in the figures. A good metric should exhibit two properties:
• a small gap between the best and the worst links (ideally the two lines should overlap) to enable an
accurate prediction of the best supported link rate;
• a monotonic relation between the metric value and the link rate, so that we can always consider a
higher metric value as an indicator of a better link quality.
In both Figures 5.6 and 5.7, the use of packet SNR (the top graphs) results in significant gaps between
the bitrates supported by the best and the worst links with the same SNR value. A rate selection algorithm
based on SNR could choose to be conservative and select a low bitrate, and then increase the rate until
the link rate is reached, or be optimistic and start from the bitrate supported by the best link with the
same SNR value and then fallback to a lower rate if the selected one is not supported. In both cases the
algorithm takes time to converge to the optimal rate, and this is the cause of the inefficiency experienced
by the automatic rate selection in the experimental results presented in Chapter 3. The bottom part of the
figures show the results of using eSNR and e2SNR metrics. For the most part, the best and the worst link
overlap or show a small gap limited to one MCS difference, which suggests that an accurate estimate of the
supported bitrate for a link is possible. Additionally, e2SNR from combined CSI exhibits a promising bitrate
predictability, which is comparable to that of eSNR from actual CSI probes.
5.3.3 Effect of unknown Q matrix
For the hardware used in the experiments, we had complete knowledge of the spatial mapping matrix (Q) for
the 2-stream settings. In Section 5.2, the role of the Q matrix for computing the correct CSI was described.
However, hardware vendors might not always disclose this information and even when it is known at the
transmitter, informing the receiver would require additional overhead. The effect of using inaccurate Q
matrix was investigated through MATLAB simulations with the goal of evaluating the effect of applying an
inaccurate Q to the received CSI on the final metric (e2SNR). 10, 000 random H matrices were generated,
with 30 subcarriers each. The elements of the matrices were generated with a circularly symmetric complex
Gaussian distribution with variance 1, CN (0, 1). For each of these channels we computed the CSI applying a
TX power ranging from 10 dB to 40 dB (this value is normalized with the noise level) and using the identity
matrix as a spatial mapping matrix (i.e., each data stream is independently transmitted by each antenna).
We also generated 500 random Q matrices (unitary) and for each of the CSI matrices we computed the
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Figure 5.8: Link rates (Mbps, y-axis) for the best and the worst links as a function of various metrics (SNR,
eSNRand e2SNR) for 3-stream MCSs using a 20 MHz channel.
eSNR using all the different Q matrices. The standard deviation of the eSNR values obtained using the 500
different values of Q, averaged over 10, 000 H is smaller than 1 dB. Considering that 1 dB is the granularity
that all the metrics assume, and that, as shown in the figures, a difference of 1 dB means at most an error of
one MCS, the metric without knowledge of Q can still be used, although the precision of the fine granularity
estimation shown in Figure 5.5 is lost.
The effect of using a wrong Q matrix was measured with the testbed traces, using four different values
of Q (i.e., the correct one, the identity matrix, and two randomly generated matrices). The results, showed
none or very small differences compared with those in Figures 5.6 and 5.7.
In contrast to 2-stream cases, the exact Q matrix for the 3-stream MCSs is not known for the hardware
used in the testbed, and thus the identity matrix was used instead. The results using the identity matrix
for 3-stream are shown in Figure 5.8. The same remarks made for the 2-stream experiments can be applied
to this experiment as well, with the addition that in this case not only the gap between the worst and the
best link for the packet SNR metric is very large, but in some cases (e.g., between 12 dB and 16 dB) the
relation between SNR and the supported rate is even non-monotonic. The results for eSNR and e2SNR are
once again very similar. The supported rate is monotonically increasing and the gap between the best and
the worst link is never larger than 2 MCS steps (in fact, a two MCS gap is shown only for values of eSNR
and e2SNR ≥ 17 dB). There is no significant difference in the performance of the two metrics. These results
show that CSI-SF achieves high accuracy while reducing the probing overhead.
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Figure 5.9: Relation between e2SNR link rate for the best and the worst links, when applying power
compensation (top) or ignoring it (bottom).
5.3.4 Channel width expansion
CSI-SF not only can be used for estimating a MIMO configuration with a larger number of antennas, but
also for a channel that is bonding two or more narrower channel which have been sampled independently.
Bonding of two adjacent channel is used in 802.11n to increase the bandwidth, and the new 802.11ac standard
allows bonding of non-adjacent channels up to a bandwidth of 160MHz. The accuracy of CSI-SF on bonded
channels was tested by comparing the e2SNR obtained from combining two 20MHz link sent on different
channels, and the actual eSNR of packets sent on the bonded channel, on several different links. The
maximum value for the standard deviation is lower than 2 dB. This larger distance between the synthetic
e2SNR and the real eSNR is explained with the large time between the arrival of packets on the different
channels in the experiments, due to hardware configuration constraints.
Note that the reported CSI has only a subset of the OFDM frequencies. For the 40MHz channel, three
out of four subcarrier are not reported from the Intel hardware. This lack of information causes the eSNR
itself to be imprecise.
5.3.5 Power compensation
Section 5.2 also describes the relation between the non-linear relation between the power settings and the
transmitted power at different MCSs. When the hardware-specific power profile is known, the receiver can
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compensate it when applying CSI-SF. For example, when combining two 1-stream packets sent at MCS 7
with a power setting of 15 dBm, we must consider that the real transmitted power is 11 dBm (Figure 5.4). If
the combined CSI is used to compute the e2SNR of a 2-stream MCS with no power cap, for example MCS 8,
we must compensate for a 4 dB offset or the quality of the combined CSI will be underestimated.
However, as the power profile is a property of the hardware, there might be situations in which the receiver
does not know what is the proper compensation to apply. In Figure 5.9 the e2SNR performance with the
proper power compensation (top) against the same metric, computed ignoring the power profile (bottom)
are compared. All packets were sent with MCS6, using transmission power settings between 10 dBm and
15 dBm, to see the difference more clearly. The most visible effect of the lack of power compensation is the
compression of the values in the x-axis, due to the fact that the combining algorithm tends to overestimate
the power at which the original packets are sent, which in reality is lower than the level specified by the
driver.
The power compensation algorithm adds the offset to the CSI before using it in the combining algorithm,
to correct this behavior. However, even when power compensation is not applied, although e2SNR and eSNR
curves differ, e2SNR still shows the two desirable characteristics of a good channel quality metric and can
still be used in mobile environments to detect with high precision a shift in channel quality. To create a
precise map between an e2SNRvalue and the supported MCS, when power compensation cannot be applied,
a training phase is required to identify the shifted metric-to-MCS mapping. Fortunately, even in this case,
the relation between e2SNR and the supported rate depends on the hardware but not on individual link.
Thus, in case of downlink MCS adaptation, a receiver must train only once when it associates with an AP
based on a specific hardware, and use that information for any other link as long as the AP uses the same
hardware. Once the training is performed and the mapping is stored, no additional overhead is required.
5.4 CSI-SF application
CSI-SF can be used to obtain a complete characterization of the channel, without incurring the same overhead
of traditional probing. Having a good and quick estimation of the channel facilitates the development of
algorithms that can adapt to channel changes in a timely and efficient manner. The estimated CSI can be
used to improve network performance in many ways. The following are possible uses of CSI-SF in common
WLAN protocol applications that are indubitably useful to the vehicular scenario, but are certainly not
limited to it.
91
5.4.1 Optimal MCS and antenna selection
Bitrate adaptation is necessary to maximize the achievable throughput in a dynamic wireless link. In legacy
SISO channels, the space to search for the best bitrate is limited to the number of modulation and coding
schemes, which is eight in the case of 802.11a/g systems. The use of multiple antennas and MIMO channel
coding adds one more dimension. With the conventional probing-based approach that relies on packet error
statistics for every possible bitrate, the probing overhead (or the search space size) is asymptotically O(n2ck),
where n is the number of possible streams (usually equal to the number of TX antennas), c is the number
of modulation and coding schemes for each stream (8 in 802.11 systems) and k is the number of required
probings for each rate to obtain enough statistics. The n2 overhead stems from the number of possible TX
antenna combinations. If the optimal antenna selection is not supported, the asymptotic overhead becomes
O(nck) but the chance of finding the best bitrate decreases.
Rate adaptation in highly mobile systems such as QuickSilver or LoadingZones is extremely challenged
by the short coherence time of the channel, as shown by the experimental results in Chapter 3. The use of
CSI for MCS adaptation, as shown in [31, 69] by using the eSNR metric, greatly reduces probing overhead
and also convergence time because a single CSI matrix can directly indicate the best MCS supported by
the channel from the MCSs using the same number of MIMO streams, thus removing the c and k factors.
Hence, the overhead of eSNRbased adaptation schemes is O(n2). Furthermore, CSI-SF does not need to
probe all possible TX antenna combinations to compute e2SNR for all MCSs. It only needs n 1-stream CSI
samples, with each sample from the n TX antennas.
Figure 5.10 illustrates the probing overhead of three different approaches: a probing-based MIMO link
adaptation scheme (e.g., MiRA [58]), an eSNR-based scheme and CSI-SF. Since [31] does not describe an
adaptation mechanism for changing MCS over different numbers of streams and antennas over a time-varying
channel, the best possible behavior of an eSNR-based adaptation scheme is simulated instead. Figure 5.10(a)
shows the best MCSs for all TX antenna combinations that we observed from one example 3× 3 link of our
testbed. The 2-stream MCS 14 on two TX antennas ‘ab’ (out of three antennas ‘a’, ‘b’ and ‘c’) exhibited the
best throughput performance on that link. Next, consider a change in the environment where channel quality
has improved from the case when MCS 1 was the best MCS. Figure 5.10(b) shows that the probing-based
scheme probes all 1-stream MCSs above the current rate and all the 2-stream MCSs that provide higher
rates than MCS 7. For simplicity of illustration, assume that this probing-based scheme does not select
antennas optimally but uses antenna combinations a, ab, and abc, which favor this example since the best
MCS is from ‘ab’. MCS 15 fails because this channel can only support up to MCS 14. MCS 21 is also probed
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Figure 5.10: Probing overhead comparison on an example 3× 3 link.
because this is the lowest 3-stream MCS that could provide a higher rate than MCS 14 but this MCS also
fails since MCS 18 is the highest 3-stream MCS supported by this link. As a result, a total of 11 probes
are required and the actual probing overhead would be much larger for a statistically meaningful outcome.
As mentioned in [58], 802.11n AMPDU aggregation can be used to mitigate the probing message overhead
but the overhead is still much larger than the CSI-based schemes, and as the measurements presented in
chapter 3 highlight, these approaches perform poorly in the dynamic vehicular environment. Unlike MiRA,
where the payload size impacts the packet error rates, the probing packets to obtain CSI matrices do not
need any data payload. 802.11n’s optional null data packet sounding can be used to obtain CSI samples
with minimal message overhead.
Figure 5.10(b) clearly illustrates that the eSNR-based scheme and CSI-SF incur much smaller probing
overhead and quickly find the best MCS. We hence expect them to perform even better in mobile environ-
ments. In this example, the eSNR-based scheme must probe all three TX antenna combinations of 2-streams
to discover MCS 14 transmitted over ab is the best one. The 3-stream MCS 16 is also probed to check if
there is any 3-stream MCS that provides a better bitrate than MCS 14; thus four probings are used in total.
In contrast, CSI-SF uses only two probings and combines their CSI matrices with the one from the 1-stream
data packet and decides the best MCS and the antenna combination. If we expand this example to 4 × 4
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Figure 5.11: Average standard deviation of eSNR value for different sizes of a sliding window. We compare
two different links measured at different times of the day.
MIMO, the probing overhead reduction of CSI-SF from eSNR is from 11 to 3.
5.4.2 Channel bonding in 802.11ac
The new IEEE 802.11ac standard, currently being defined, is exploring the option of using up to eight
20 MHz channels for the bonding feature. Similar to 802.11n, the proposed scheme defines one of the
20 MHz channel as the primary channel, while the others are secondary channels, and can be dynamically
used if necessary. A station can choose to operate (i) using only the primary channel, (ii) leveraging the
whole 160 MHz bandwidth or (iii) selecting one or three secondary channels to be used in conjunction with
the primary channel. Note that the secondary channels are not required to be adjacent. Based on the
bonding scheme currently discussed in the standard group [56, 13], there are a total of 44 possible channel
combinations that a probing-based mechanism should examine. Using the channel expansion mechanism in
CSI-SF, only eight samples are necessary, one per 20 MHz channel, to compute a complete characterization
of all the possible bonding combinations.
5.4.3 Link selection
Another case where CSI-SF is useful is when a client must decide which peer or AP to associate with. In
QuickSilver, while establishing the inter-cluster links, vehicles could benefit significantly from selecting the
peer with the best link quality at the time of discovery. Similarly, when a car is driving past multiple parked
cars which offer LoadingZones, it should connect and transfer data from its queue to the vehicle with which
the channel is best. The experiments confirm that the link with the strongest SNR might not be the one
with the highest supported rate. CSI and eSNR for the MIMO configurations would be a better metric, but
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2- and 3-stream packets can only be received after associating with a peer. However, n 1-stream beacons,
sent from a device on each of its n antennas, would suffice for CSI-SF to compute the e2SNR of all MIMO
configurations for each node. To support this application, a device must simply switch the antenna from
which the beacons are sent, an easy variation on traditional behavior which would have no effect on clients
that do not implement CSI-SF.
Of course measurements are only valid as long as the channel quality is stable, but this limitation applies
to all peer selection algorithms. The coherence time of the experimental scenario used in the evaluation of
CSI-SF is studied in Fig. 5.11 by looking at the average standard deviation of the eSNR of packets received in
temporal windows of various sizes for the links that were used in the experiments. The traces were collected
in the same office environment, one of them during daytime with no node mobility but people freely moving
in the space surrounding the two nodes, and the other during the night when the office was empty. The
night environment is quite steady, although interestingly it shows a certain amount of variation independent
from the length of the window. However, in both cases, the average standard deviation is below 1dB for up
to 500ms, and does not exceed 2dB even for the largest window tested. This is an indication that even in a
busy office environment, at least when nodes are not mobile, the link rate estimated before the association
is likely to remain constant for a long period.
5.5 Conclusion
The contribution of this work is the design of CSI-SF [15], a method for estimating CSI using a small number
of frame transmissions and extrapolating data to settings that have not been sampled. CSI-SF has been
implemented and evaluated on a 802.11n network testbed and its practical challenges are also discussed and
analyzed. CSI-SF showed high efficiency and effectiveness by achieving high accuracy in CSI estimation
with reduced sampling overhead. CSI-SF can be utilized not only for estimating CSI for larger number of
streams, but also for wider channels and different transmission power levels. CSI-SF can help developers to
create faster and more precise algorithms for rate adaptation, beamforming, association control not only in
vehicular networks but in any wireless scenario.
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Chapter 6
Conclusion
The future of our roads is that of being a strongly connected, inter-dependent system made of vehicles
that drive themselve assisted by a vision of the world augmented by a continous stream of shared sensed
data, map updates and safety information. Meanwhile users inside the cars are connected to the cloud to
work or be entertained. Car manifacturers are already building prototypes that generally rely on a cellular
connection as the only networking solution. In a scenario in which every vehicle is connected, it is clear that
the infrastructure would collapse under the excessive load.
Vehicular networks are a promising alternative to build the platform on which a large variety of distributed
services can finally be offered to mobile users in a cheap and efficient way. The successful deployment of such
a system is a promising opportunity that can be achieved by leveraging the unique characteristics of vehicular
networks, such as clustering and the availability of parked vehicles. However, a number of challenges must
be addressed to make this vision a reality. The characteristics and requirements of applications in vehicular
networks are unique and they need specifically designed communication protocols to unleash their potential.
In this thesis, we present a classification of services based on the communication patterns that they rely
on and show how clustering can be leveraged to support them using our system architecture, QuickSilver.
Additionally, we designed and implemented LoadingZones, a system that provides opportunistic connectivity
for those services that need Internet access by leveraging parked cars. We proved the feasibility of Loading-
Zones by building a fully functional prototype with which we evaluated the effectiveness of LoadingZones’
design. The use of parked vehicles to concurrently provide a large number of independent services introduces
the challenge of energy management, which we addressed with the design of ParkingMeter, so that service
designers do not have to deal with the complexity of this problem. Finally, the highly dynamic topology,
consequence of the high speeds of moving cars, raise the demand for fast channel adaptation protocols, which
we addressed with CSI-SF.
The system design that we propose in this thesis is a promising step towards the dramatic transformation
that our road system is undergoing, and opens a number of interesting questions. Interaction between
parked vehicles is certainly one of the most important research directions: as discussed for LoadingZones
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and ParkingMeter, parked car should avoid an excessive overlap of the service, especially when this might
cause harmful interference. Neighboring vehicles should instead distribute the load to extend even more
the service availability. However, the impredictability of the behavior of each vehicle, and of the services
that each is running, pose an interesting challenge which demands attention. Additionally, although our
experimental evaluation of CSI-SF shows the potential benefits of the approach, including it in an actual
rate adaptation or AP selection protocol is a non-trivial problem that demands attention. Finally, with a
medium- to long-term deployment of the prototype hardware we developed, it would be possible to collect
important data about vehicles movements and parkings, which in turn would be useful to improve even more
the efficiency of our proposed solutions.
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