Abstract. The Nevanlinna-Pick interpolation problem is studied in the class of functions defined on the unit disk without a discrete set, with the property that all their Pick matrices have not more than a prescribed number of negative eigenvalues. It is shown, in particular, that the degenerate problem always has a unique solution, not necessarily meromorphic. A related extension problem to a maximal function in the class is also studied.
Introduction
Let D be the open unit disk. We say that a set Λ ⊂ D is discrete (in D) if Λ is at most countable, with accumulation points (if any) only on the boundary of D. Throughout the paper, Dom (f ) denotes the domain of definition of a function f . Definition 1.1. Given a nonnegative integer κ, the class S κ consists of (complexvalued) functions f defined on Dom (f ) = D \ Λ, where Λ = Λ(f ) is a discrete set, and such that all Pick matrices (which are clearly Hermitian) ( 
1.1)
P n (f ; z 1 , . . . , z n ) :
, z 1 , . . . , z n ∈ D \ Λ, have at most κ negative eigenvalues (counted with multiplicities), and at least one such Pick matrix has exactly κ negative eigenvalues.
It is well known that every function f in S 0 admits an extension to a Schur function, i.e., a function that is analytic in D and maps D into the closed unit disk. Here and elsewhere, we say that a function g is an extension of a function f if Dom (g) ⊇ Dom (f ) and g(z) = f (z) for every z ∈ Dom (f ). Slightly abusing notation, in the sequel we use S 0 to denote the class of Schur functions.
Meromorphic functions in the class S κ have been studied before in various contexts: spectral theory of unitary operators in Pontryagin spaces [14] , model theory [5] , and factorizations [14] . Interpolation has been considered in the class of meromorphic functions in S κ : Schur-Takagi problem [1] , Nevanlinna-Pick problem [17] , [13] , [8] . However, not all functions in S κ are meromorphic. Non-meromorphic functions in S κ appear as almost multipliers (or pseudomultipliers) of the Hardy H 2 space; see [4] for a general theory of pseudomultipliers in reproducing kernel Hilbert spaces. Connections between the pseudomultiplier theory and the structure of functions in the class S κ (see, in particular, Theorem 1.3 below) were discussed in detail in [10] .
In what follows, we denote by Z(f ) the zero set for f : Z(f ) = {z ∈ Dom (f ) : f (z) = 0}. Recall that a (finite) Blaschke product is a rational function B(z) that is analytic on D and unimodular on the unit circle T : |B(z)| = 1 for |z| = 1; the degree of B(z) is the number of zeros (counted with multiplicities) of B(z) in D.
Definition 1.2.
A function f is said to be a standard function if it has the form
for some complex numbers γ 1 , . . . , γ , where:
is a Blaschke product of degree q ≥ 0 and S(z) is a Schur function with the zero sets Z(B) and Z(S), respectively, such that
For the standard function f of the form (1.2), Dom (f ) = D \ W. The meromorphic function S(z)/B(z) will be called the meromorphic part of f . More informally, Z is the set of points z 0 at which f is defined and f (z 0 ) = lim z→z0 f (z). The case when lim z→z0 |f (z)| = ∞ is not excluded here; in this case f (z 0 ) is defined nevertheless. The set W consists of those poles of S(z)/B(z) at which f is not defined. In reference to the properties (1)-(3) in Definition 1.2 we will say that f (z) has q poles (the zeros of B(z)), where each pole is counted according to its multiplicity as a zero of B(z), and jumps z 1 , . . . , z . Note that the poles and jumps need not be disjoint. [4] , and also in [10] using a different approach than that found in [4] .
In this paper we consider the Nevanlinna-Pick interpolation problem for (not necessarily meromorphic) functions F ∈ S κ : NP κ : 
If F is a solution of the NP κ problem, then the Pick matrix P k (F ; z 1 , . . . , z k ) takes the form
.
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This matrix is the same for every solution F of the problem and depends only on the interpolation data. It is called the Pick matrix of the NP κ problem. It is easily seen that P is a unique solution to the Stein equation
It is clear that if F ∈ S κ satisfies conditions (1.3), then sq − (P ) ≤ κ, which is therefore a necessary condition for the NP κ problem to have a solution. (Here and elsewhere we denote by sq − (X) the number of negative eigenvalues, counted with multiplicities, of a Hermitian matrix X.) On the other hand, if
(1.7) sq − (P ) = κ and det P = 0, then the NP κ problem has infinitely many solutions, which are parametrized by a linear fractional transformation. Let Θ(z) be the C 2×2 -valued function defined by
It turns out that Θ is J-unitary on T with respect to the signature matrix
where
holds for every choice of points z and w at which Θ is analytic. (The above calculation can be found in many sources, in various forms.) We note also that 
where the parameter E runs through the set of those Schur functions that satisfy
It can be shown that if P is not singular, there are infinitely many Schur functions E satisfying (1.12) and therefore the NP κ problem indeed has infinitely many solutions.
The solution of the NP κ problem in the nondegenerate case (when (1.7) is satisfied) is given by the following theorem, which is one of the main results of this paper. In view of Theorem 1.3, we need only to describe the standard solutions of NP κ , i.e., those solutions that are standard functions in the sense of Definition 1.2. 
where the parameter E runs through the class of Schur functions S 0 .
Note that conditions (1.12) are absent in Theorem 1.5. The difference between Theorems 1.4 and 1.5 is that in Theorem 1.5 we consider all parameters E ∈ S 0 including those that do not satisfy at least one of inequalities (1.12). In the context of meromorphic interpolation, these parameters are called excluded [13] , [12] , since they do not lead, via (1.11), to meromorphic solutions of NP κ .
A problem similar (but not equivalent) to NP κ , namely, the following Sarason formulation of the interpolation conditions, was studied in [7] using the negative squares version of commutant lifting: Given h ∈ H ∞ that satisfies h(z i ) = F i , i = 1, . . . , k, and an inner function θ (which we take to be the finite Blaschke product with zeros at the points z 1 , . . . , z k ), describe functions f with the properties that the multiplication operator M f maps BH 2 into H 2 for some Blaschke product B of degree κ such that f B = (h + θq)B for some q ∈ H ∞ and M f ≤ 1. The proof of Theorem 1.5 is given in the next section. In Section 3 we study the degenerate NP κ problem, i.e., such that the pick matrix is singular, and prove that the solution is unique. As an application of the results on the NP κ problem, we prove in Section 4 that every function in the class S κ relative to its domain of definition can be extended to a standard function in S κ . In the same section we give an example showing that this statement is generally false if only meromorphic functions in S κ are considered.
Proof of Theorem 1.5
We need some results from [9] , which will now be recalled. In what follows, we use the notation
A Schur function E is said to be a 
k).
With every multi-index m = (m 1 , . . . , m k ) we associate the nonnegative integer 
Theorem 2.1 ([9]). Let P be invertible with sq − P = κ, and let E ∈ S 0 be a parameter of multi-order m. Then the meromorphic function S = T Θ [E] belongs to the class S κ−γm . The function S has poles of multiplicities m i − 1 at z i (if m i > 1) and can be extended analytically to all other interpolating points z i . Moreover, S(z i ) = F i if m i = 0, and S(z
. . , r. The formula for Ψ i can be written in terms of (1.6) as
r).
Since F ∈ S κ , the matrix P k+r in (2.3) has not more than κ negative eigenvalues. Since its principal submatrix P has κ negative eigenvalues, it follows that
Therefore the Schur complement P r (F ; ζ 1 , . . . , ζ r ) − ΨP −1 Ψ * ≥ 0 of P in P k+r is positive semidefinite, or, more explicitly,
≥ 0. 
which allows us to rewrite (2.5) as
Making use of the block decomposition (1.8) of Θ into four scalar blocks, note that
which contradicts (2.7), unless det Θ(ζ) = 0. But, as follows from (1.10), Θ(z) is invertible at each point ζ ∈ {z 1 , . . . , z k }. Thus, the function
and thus inequality (2.7) can be written in terms of E as
Since the integer r and the points ζ 1 , . . . , ζ r are arbitrary, the latter inequality means that E(z) is a Schur function. It follows from (2.9) that (2.10)
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Conversely, let F be defined via (1.13) for some E ∈ S 0 . Then it satisfies the interpolation conditions (1.3) , by definition. It remains to show that F is a standard function from the class S κ . Let E be a parameter of multi-order m. Then by Theorem 2.1, the function T Θ [E] (the meromorphic part of F ) belongs to the class S κ−γm and satisfies
Thus, the function F is obtained via ( 
Degenerate problem
In this section we consider the case when the Pick matrix P of the NP κ problem is singular and show that it has a unique solution. Let the NP κ problem be given with n interpolation conditions
such that the rank of the associated Pick matrix
equals k < n, whereas sq − ( P ) = κ. Without loss of generality, we can assume that the top k × k principal submatrix P of P is invertible. Thus,
and sq − (P ) = κ.
Since the (i, j)-th entry in P 2 equals (1 − F k+i F * k+j )/(1 − z k+i z * k+j ) and since the q-th row of
(this follows from (2.3) and (2.4) with ζ q replaced by z k+q ), we conclude upon comparing the corresponding entries in the equality Proof. First we describe the set of all functions F ∈ S κ that satisfy the first k interpolation conditions in (3.1). The Pick matrix of this reduced interpolation problem is P , which is not singular and has κ negative eigenvalues. By Theorem 1.5, all functions F ∈ S κ subject to F (z i ) = F i (i = 1, . . . , k) are parametrized by formula (1.13), where Θ is given by (1.8) and E is a free parameter from S 0 . It remains to find all parameters E such that the function F of the form (1.13) satisfies the remaining n − k interpolation conditions in (3.1).
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Note that the meromorphic part T Θ [E] of F must satisfy these conditions:
Otherwise, a jump is added to F and, by Theorem 1.3, the maximal number of negative eigenvalues of Pick matrices is bigger than κ, a contradiction. Now we show that every parameter E such that V E (z i ) = 0 for at least one i ∈ {k +1, . . . , n}, does not lead to a solution. If V E and U E have a common zero at z, it follows from (2.1) that Θ(z) is singular, which may happen only for z ∈ {z 1 , . . . , z k }, in view of (1.10). Therefore, if V E (z i ) = 0 for some i ∈ {k + 1, . . . , n}, then U E (z i ) = 0 and T Θ [E] has a pole at z i and cannot satisfy the corresponding condition in (3.5). Thus, we are staying with parameters E for which T Θ [E] is analytic at z k+1 , . . . , z n ; these are exactly the parameters for which
For these parameters, conditions (3.5) are equivalent to The latter equality can be written as
which coincides with (3.7), on account of (3.6). Making use of (3.4), along with (3.8) and (1.9), we get (for j, i = k + 1, . . . , n)
Thus, the Pick matrix of the interpolation problem (3.7) is the zero matrix. Note also that a j = 0 for j = k + 1, . . . , n; otherwise, in view of |a j | = |c j | (j = k + 1, . . . , n), we would have a j = c j = 0 for some j = k + 1, . . . , n. Hence (by (3.8)) Θ(z j ) is singular, a contradiction with (1.10).
