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resumo Nos dias que correm, e´ t´ıpico uma fam´ılia possuir acesso a` internet. Um
acesso partilhado por todos os residentes, de forma transparente. Um Gate-
way/Router residencial estabelece a ponte entre mundo e a fam´ılia, atrave´s
de tecnologias como NATs, Firewall, LAN, Wireless Lan, partilha de im-
pressora e/ou de dados, e em alguns casos, servidores de multime´dia.
Neste contexto, expandiu-se as funcionalidades de um Gateway/Router res-
idencial ate´ aos limites f´ısicos do mesmo. Nesta tese demonstra-se como
criar um pacote de software de monitorizac¸a˜o e controlo de tra´fego para um
router a correr firmware de co´digo livre.

abstract Nowadays, typically there is an Internet access at every home. An ac-
cess shared by all residents, in a transparent manner. A residential Gate-
way/Router provides the bridge between the world and the home, through
technologies such as NATs, Firewall, LAN, Wireless Lan, data and/or printer
sharing, and in some cases, media server.
In this context, the functionality of a residential Gateway/Router was ex-
panded till its hardware limits. In this thesis, it is demonstrated how to cre-
ate a software package traffic monitoring for a router running Open Source
firmware.

Conteu´do
1 Introduc¸a˜o 1
1.1 Objectivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Routers: hardware e software 3
2.1 O que e´ um Router? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Hardware e Software de um Gateway . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Software/Firmware Alternativo: Histo´ria . . . . . . . . . . . . . . . . . . . . . 4
2.4 Software/Firmware Alternativo: Opc¸o˜es . . . . . . . . . . . . . . . . . . . . . 5
2.5 Porqueˆ o OpenWRT? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 O sistema desenvolvido 9
3.1 O Problema/Soluc¸a˜o em mais detalhe . . . . . . . . . . . . . . . . . . . . . . 9
3.1.1 Unix Networking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1.2 Sockets: O que sa˜o, para que servem e como funcionam . . . . . . . . 12
3.1.3 Sockets, Packet Sockets e libpcap . . . . . . . . . . . . . . . . . . . . . 13
3.1.4 Interface Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.5 Estrutura do Graba . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Classificac¸a˜o do tra´fego . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Dimensa˜o temporal: Happy Hours . . . . . . . . . . . . . . . . . . . . 19
3.2.2 Dimensa˜o espacial: Nacional/Internacional . . . . . . . . . . . . . . . 20
3.3 Algoritmos do Graba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.1 Principais func¸o˜es do Packet Sockets . . . . . . . . . . . . . . . . . . . 22
3.3.2 Estruturas de dados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.3 Criac¸a˜o e Manutenc¸a˜o da Socket de captura - Graba.c . . . . . . . . . 24
3.3.4 Tratamento de um pacote - sniffer.c sniffer.h . . . . . . . . . . . . . . 27
3.3.5 Histo´rico - statsDatabase.c statsDatabase.h . . . . . . . . . . . . . . . 27
3.3.6 Estat´ısticas - stats.c stats.h . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Interface do Graba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4.1 o CGI do graba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5 Desempenho . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4 Concluso˜es 35
4.1 Poss´ıveis evoluc¸o˜es do projecto . . . . . . . . . . . . . . . . . . . . . . . . . . 36
i
A Ferramentas de Desenvolvimento 37
A.1 BuildRoot: O que e´? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
A.2 BuildRoot: Como funciona? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
A.3 A uClibc toolchain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
A.4 O ambiente de programac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
B Tutoriais 41
B.1 Como instalar o firmware no router Asus WL-500gP . . . . . . . . . . . . . . 41
B.2 Como criar um pacote para o OpenWRT . . . . . . . . . . . . . . . . . . . . 42
B.2.1 Preparar a Makefile do co´digo fonte . . . . . . . . . . . . . . . . . . . 42
B.2.2 Preparar o pacote Graba . . . . . . . . . . . . . . . . . . . . . . . . . 43
B.2.3 Obter e instalar o SDK - toolchain . . . . . . . . . . . . . . . . . . . . 44
B.2.4 Criar os directo´rios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
B.2.5 Criar os ficheiros obrigato´rios . . . . . . . . . . . . . . . . . . . . . . . 44
B.2.6 Preparar a toolchain para compilar o novo pacote - A Makefile . . . . 45
B.2.7 Gerar o pacote final . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
B.2.8 Instalar o pacote Graba no Router/Gateway ASUS W500gP . . . . . . 48
C Manual de utilizac¸a˜o do Graba 49
ii
Lista de Figuras
2.1 Router Asus WL-500gP e funcionalidades . . . . . . . . . . . . . . . . . . . . 4
2.2 Interface do firmware da Sveasoft (Alchemy) . . . . . . . . . . . . . . . . . . . 6
2.3 Interface do firmware DD-WRT . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Interface do firmware OpenWRT . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.1 Camada OSI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Pilha protocolar segundo o modelo da actual . . . . . . . . . . . . . . . . . . 11
3.3 Encapsulamento de um datagrama . . . . . . . . . . . . . . . . . . . . . . . . 12
3.4 Treˆs PC ligados em rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.5 Uma placa de rede . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.6 Ficheiro de estat´ısticas simples . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.7 Ficheiro de estat´ısticas detalhado . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.8 Pa´gina de estat´ısticas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.9 Modelo estrutural do Graba . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.10 Pa´gina de apresentac¸a˜o do Graba . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.11 Exemplo de filtro de IPs nacionais . . . . . . . . . . . . . . . . . . . . . . . . 19
3.12 Pesquisa bina´ria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.13 Tabela de dispersa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.14 Filtro LPF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.15 Pa´gina de configurac¸a˜o do graba . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.16 Pa´gina de confirmac¸a˜o dos paraˆmetros do graba . . . . . . . . . . . . . . . . . 29
3.17 Pa´gina de estat´ısticas do graba . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.18 Testbed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.19 Uma amostra da carga computacional no router . . . . . . . . . . . . . . . . . 32
A.1 Ecplise SDK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
iii

Cap´ıtulo 1
Introduc¸a˜o
Hoje em dia muitas pessoas teˆm em casa um acesso de banda larga a` internet, tipica-
mente via ADSL ou via cabo. Muitas vezes pretende-se partilhar esse acesso por va´rios
computadores numa rede local cablada (ethernet) ou sem fios (wireless). Para possibilitar o
encaminhamento, traduc¸a˜o de enderec¸os (NAT) e outras func¸o˜es indispensa´veis a essa par-
tilha, pode utilizar-se um router ou gateway, que e´ um pequeno equipamento dedicado a essa
func¸a˜o. Alguns destes dispositivos correm um sistema operativo aberto (uma variante de
Linux) e sa˜o bastante versa´teis, suportando frequentemente funcionalidades avanc¸adas como
a partilha de impressoras ou de armazenamento na rede e ate´ a partilha de v´ıdeo ou de a´udio.
A utilizac¸a˜o de um sistema aberto tambe´m tem facilitado a sua modificac¸a˜o e extensa˜o com
novas funcionalidades que na˜o foram previstas pelos seus fabricantes.
Alguns utilizadores de routers gostariam de poder monitorizar, contabilizar e ate´ restringir o
tra´fego de internet gerado por cada um dos computadores na sua rede local, por necessidade
de imputac¸a˜o e/ou contenc¸a˜o dos custos do acesso.
1.1 Objectivos
Neste projecto pretendeu-se estender o software de um router t´ıpico com mo´dulos que
possibilitem a contabilizac¸a˜o e monitorizac¸a˜o do tra´fego de internet gerado pelos va´rios
clientes (computadores) da rede local gerida pelo sistema. A informac¸a˜o recolhida devera´
estar acess´ıvel aos va´rios clientes do sistema com informac¸a˜o resumida, por exemplo
• megabytes de downloads e uploads desde o in´ıcio do meˆs;
• megabytes transferidos em per´ıodos sem custos (happy hours);
• distinguir tra´fego nacional do internacional, se necessa´rio;
• custo total imputado a esse cliente.
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Firmware e ferramentas de desenvolvimento em formato aberto (Open Source) forneceram
as bases para construir um sistema de captura e ana´lise de pacotes de tra´fego de internet a
correr num router residencial de uma forma modular. O pacote de software foi criado em
linguagem C, HTML e tecnologia CGI, para ale´m de ferramentas de criac¸a˜o de pacotes.
Gesta˜o de Base da dados, algoritmos de pesquisa, detalhes de usabilidade, tecnologia de rede
informa´tica, foram alguns das mate´rias abordadas no aˆmbito deste projecto.
2
Cap´ıtulo 2
Routers: hardware e software
2.1 O que e´ um Router?
Sucintamente, um router e´ um aparelho que assegura o encaminhamento (routing) cor-
recto de pacotes entre diferentes redes e fica localizado na fronteira entre duas redes (Gateway)
[1]. A n´ıvel dome´stico, tipicamente encontramos um router que faz muito mais que simples
encaminhamento. Permite ligar redes WAN (Wide Area Network) e LAN (Local Area Net-
work) para aceder a` internet atrave´s de NAT (Network Address Translation), traduzindo IPs
privados num IP pu´blico, ou seja, va´rios utilizadores da mesma rede com IPs privados co-
municam com o exterior partilhando o mesmo IP pu´blico (atribu´ıdo pelo ISP). Um servidor
de DHCP (Dynamic Host Configuration Protocol) permite atribuir IPs privados automatica-
mente, e em alguns routers podemos encontrar servidores de ficheiros, partilha de impressoras,
servic¸os VOIP (Voice Over IP), etc.
Em suma, um router residencial (ou Gateway), e´ um router, um switch, um servidor, (por
vezes) um modem, num u´nico aparelho.
2.2 Hardware e Software de um Gateway
Um Gateway liga uma rede ethernet a uma ligac¸a˜o de banda larga (ADSL ou cabo). Estes
routers sa˜o tipicamente constitu´ıdos por processador, RAM, memo´ria flash, entradas RJ45
para receber/enviar dados, antena ra´dio (Wireless) e em alguns casos modem (RJ11). Estes
u´ltimos sa˜o frequentemente encontrados em routers ADSL. A n´ıvel de software, cada marca e
cada modelo possui um firmware espec´ıfico que permite configurar as componentes do router
de forma a criar e manter um rede, ou seja, tipicamente encontra-se uma interface web que
permite configurar o servidor DHCP, seguranc¸a, logging, etc.
No caso do router Asus WL-500g Premium (ver figura 2.1), este e´ composto por um CPU
de 266Mhz com arquitectura MIPS, com 32MB de RAM, memo´ria flash de 8MB, uma porta
Ethernet para ligac¸a˜o com a rede externa, 4 portas para ligac¸o˜es a` rede local, uma interface
wireless e ainda uma porta USB que permite partilhar impressoras, discos externos, ca˜maras
web, entre outros dispositivos. Em termos de velocidade e capacidade e´ superior a` me´dia
(100Mhz a 150Mhz) [14].
A tabela 2.1 representam os Gateways que foram considerados para este projecto.
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Tabela 2.1: Caracter´ısticas te´cnicas de algumas marcas e modelos de Gatways
Marca/Modelo Processador Flash RAM Wireless chipset USB HDD
ASUS WL-500gP 266Mhz 8MB 32MB Broadcom 4704 Yes (2x 2.0) No
ASUS WL-500g 125Mhz 4MB 16MB Broadcom 4710 Yes (1x 1.1) No
LINKSYS WRT54G 125Mhz 4MB 16MB Broadcom 4710 No No
LINKSYS WRTSL54GS 266Mhz 8MB 32MB Broadcom 4704 Yes (1x 2.0) No
Procurou-se um modelo capaz de suportar uma distribuic¸a˜o linux para “embedded de-
vides” e o resultado foram as duas marcas mais populares neste contexto com os modelos
ASUS WL-500gP e LINKSYS WRTSL54GS. Uma vez que o WL-500gP tem a vantagem de
uma porta USB extra a escolha recaiu sobre o mesmo. Na figura 2.1 o modelo do router em
questa˜o.
Figura 2.1: Router Asus WL-500gP e funcionalidades
2.3 Software/Firmware Alternativo: Histo´ria
Em termos de firmware alternativo para Gateways, considera-se dois tipos: Closed Source
e Open Source. O primeiro esta´ associado a empresas que criam firmwares alternativos, muitas
vezes em parceria com as empresas detentoras dos produtos, para melhorar a performance do
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router ou expandir funcionalidades. Muitas vezes estas parcerias resultam em verso˜es novas
do firmware original para o utilizador final. No caso do Firmware Open Source, este esta´
associado a projectos, na maioria, relacionados com Linux (GNU General Public License) que
pretendem, em termos gerais, tornar o firmware mais flex´ıvel, mais esta´vel, livre, explorando
ao ma´ximo o hardware do router.
O “Movimento” Firmware Open Source teve o seu in´ıcio em 2003, com o lanc¸amento do
router residencial Linksys WRT54G em antecipac¸a˜o da norma 802.11g, que permite, teorica-
mente, largura de banda ma´xima de 54Mbps comparada aos 11Mbps da norma 802.11b. O
WRT54G e´ um t´ıpico router wireless - aceita uma ligac¸a˜o de banda larga por cabo ou DSL
e partilha-a entre os clientes do switch de 4 portas embutido e faz o broadcast do sinal para
os clientes wireless.
Em Junho de 2003 membros da Linux Kernel Mailing List descobriram que o firmware do
WRT54G baseava-se em componentes Linux. Uma vez que o Linux esta´ sob a GNU General
Public License (GPL) a Linksys foi forc¸ada a disponibilizar o co´digo de fonte do firmware do
WRT54G.
Com o co´digo fonte, os programadores aprenderam a lidar com o hardware do WRT54G
e a programar novas funcionalidades suportadas pelo mesmo. Foi o in´ıcio de va´rios projectos
Firmware Open Source para o WRT54G que permitiram estenderam as suas capacidades e
fiabilidade. Num pequeno passo outros routers como o Asus WL-500g Premium passaram a
ser suportados por estes projectos, tornado este software alternativo muito popular nos dias
de hoje.
2.4 Software/Firmware Alternativo: Opc¸o˜es
Entre os va´rios projectos Open Source que surgiram destacam-se 3: Sveasoft [18], DD-
WRT [17] e Open-WRT [16].
• Sveasoft Devido ao entusiasmo gerado pela disponibilizac¸a˜o do firmware do Linksys
WRT54G, a Sveasoft optou por criar um modelo de nego´cio nas releases consequentes
do seu firmware, no entanto, devido a`s ra´ızes GPL do firmware original, a Sveasoft na˜o
poˆde impedir a distribuic¸a˜o dos mesmos. De forma a dar volta a` situac¸a˜o, a Sveasoft
criou uma comunidade que disponibiliza, gratuitamente, o seu firmware e suporte, mas
a adesa˜o a` mesma esta´ associada a um valor moneta´rio anual ($20). Esta atitude gerou
alguma controve´rsia na comunidade open source [21].
• DD-WRT
Este projecto nasceu como resposta a` pole´mica gerada pela Sveasoft, no que respeita a`s
violac¸o˜es da GPL, implementando muitas das funcionalidades dispon´ıveis no firmware
da Sveasoft, tornando-se muito popular pelas inu´meras potencialidades, simplicidade
de utilizac¸a˜o atrave´s de uma interface web atraente e pelo grande nu´mero de gateways
suportados.
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Figura 2.2: Interface do firmware da Sveasoft (Alchemy)
Figura 2.3: Interface do firmware DD-WRT
• Open-WRT
Este projecto iniciou-se em Janeiro de 2004 e, mais uma vez, a primeira versa˜o foi
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baseada no co´digo fonte do Linksys WRT54G e numa ferramenta de desenvolvimento
do uclibc project. Esta versa˜o ficou conhecida como “stable release” e foi largamente
utilizada. No in´ıcio de 2005, foi lanc¸ada a primeira versa˜o “experimental” do OpenWRT
com o nome de co´digo White Russian. Utiliza uma distribuic¸a˜o linux, desenvolvida de
raiz para implementar todo o tipo de funcionalidades, num sistema operativo facilmente
altera´vel orientado para routers, utilizando um gestor de pacotes. Em Julho de 2008, foi
lanc¸ada a versa˜o 0.9 (RC7) do White Russian, e o nu´mero de pacotes dispon´ıveis eviden-
cia a popularidade do OpenWRT bem como a robustez do sistema criado. Atrave´s da
ferramenta de desenvolvimento, qualquer pessoa pode criar pacotes para o OpenWRT,
ou alterar o firmware permitindo verso˜es personalizadas [7]. Na figura 2.4 a interface
do OpenWRT.
Figura 2.4: Interface do firmware OpenWRT
2.5 Porqueˆ o OpenWRT?
De acordo com os requisitos do projecto, as escolhas via´veis eram DD-WRT ou OpenWRT.
Ambos Firmwares Open Source sob a GPL, baseados em Linux, com alguma maturidade, ou
seja, as verso˜es actuais sa˜o fia´veis, flex´ıveis, altera´veis, poderosas e suportam o router Asus
WL-500g Premium. No entanto, a grande vantagem do OpenWRT e´ o sistema de gesta˜o
de pacotes e a toolchain que disponibiliza para a criac¸a˜o dos mesmos. Na˜o e´ necessa´rio ter
grandes cuidados ao programar para o OpenWRT uma vez que a base do sistema e´ Linux e a
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toolchain utiliza uma biblioteca em C standard, a GNU uClibc que e´ uma versa˜o compactada
da GNU Libc e o gcc como compilador. Na pra´tica, o OpenWRT na˜o e´ mais que uma nova
distribuic¸a˜o Linux orientada para routers. Desta forma, podemos criar e testar um pacote
na arquitectura x86, e o resultado no router (processador MIPS) sera´ o mesmo. A principal
desvantagem do DD-WRT e´ na˜o possuir uma toolchain, sendo necessa´rio compilar toda a
buildroot sempre que for adicionado um novo pacote. 1
1Os termos toolchain e buildroot sa˜o definidos nas cap´ıtulo seguinte
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Cap´ıtulo 3
O sistema desenvolvido
3.1 O Problema/Soluc¸a˜o em mais detalhe
De forma a alcanc¸ar os objectivos propostos foi necessa´rio estudar as limitac¸o˜es do router
Asus de forma a gerir a quantidade de informac¸a˜o gerada. Os paraˆmetros de entrada/sa´ıda
do programa foram estruturados de forma a maximizar o numero de funcionalidades sem adi-
cionar complexidade excessiva. De mesma forma, a informac¸a˜o disponibilizada ao utilizador
foi estudada para ser de fa´cil leitura em sintonia com a interface gra´fica. A distinc¸a˜o de IPs
nacionais e internacionais e interface gra´fica do OpenWRT sao outras mate´rias abordadas
neste capitulo.
A n´ıvel mais te´cnico foi necessa´rio estudar protocolos de comunicac¸a˜o de rede em UNIX,
nomeadamente, protocolo IP e compreender em detalhe os diferentes campos de um data-
grama IP. Estudar APIs (Application Programming Interface) como a libpcap[10] que disponi-
biliza uma interface para criar e gerir comunicac¸o˜es de rede em alto n´ıvel (sockets) ou GNU
C Library que disponibiliza func¸o˜es para fazer o mesmo em baixo n´ıvel. Em relac¸a˜o a` in-
terface Web, foi necessa´rio ver as potencialidades e limitac¸o˜es da interface Web presente no
WhiteRussian, e como integrar com a interface do projecto em questa˜o. Finalmente, outro
aspecto importante foi compreender o processo de compilac¸a˜o, criac¸a˜o e instalac¸a˜o de um
pacote de software no router.
3.1.1 Unix Networking
Antes de avanc¸ar para o cerne do projecto, uma explicac¸a˜o simples de como funciona uma
rede IP. Fundamentalmente, a rede esta´ dividida em 7 camadas [9], ver figura 3.1 onde as
principais func¸o˜es sa˜o:
• Aplicac¸a˜o (Telnet, Ftp ..)
– login & password
– forma de representar informac¸a˜o comum
– assegurar o in´ıcio, desenvolvimento e fim das aplicac¸o˜es
– transfereˆncia de ficheiros, acesso e manutenc¸a˜o
– formas de representac¸a˜o padra˜o
– tratamento de mensagens
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– transfereˆncia de documentos
– Acesso a bases de dados
– SVA (videotex, E-mail, EDI, etc.)
– manutenc¸a˜o de sistemas
• Apresentac¸a˜o
– transfereˆncia de dados para tipos de dados comuns (ASCII)
• Sessa˜o
– estabelece e termina ligac¸o˜es
– transfere os dados
– controla o dia´logo
• Transporte (TCP, UDP)
– passagem de informac¸a˜o do in´ıcio ate´ ao destino
– multiplexagem
– controlo de fluxo
• Rede (IP)
– direcciona pacotes de informac¸a˜o
– estabelece a rota mais adequada
– providencia os enderec¸os
– controla o tra´fego de rede
– envia informac¸a˜o na ordem correcta
• Ligac¸a˜o Lo´gica (Ethernet, ATM,...)
– transporta os enderec¸os MAC (Media Access Control)
– garante a integridade dos dados
– adiciona marcas de fim e in´ıcio de mensagens
– e´ responsa´vel pela transpareˆncia dos dados
– fornece me´todos de acesso a` rede
• F´ısico
– trata tenso˜es e impulsos ele´ctricos
– especifica cabos, conectores e interfaces
– providencia o cont´ınuo fluxo de bits atrave´s do meio de transmissa˜o
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Figura 3.1: Camada OSI
Figura 3.2: Pilha protocolar segundo o modelo da actual
Na figura 3.2 observa-se a pilha protocolar segundo a visa˜o actual da internet. Uma vez
que que a aplicac¸a˜o e´ responsa´vel pela sessa˜o e apresentac¸a˜o de dados, va´rios autores optam
por usar este modelo adaptado.
Em cada computador ligado a uma rede IP existe um placa de rede responsa´vel por
receber, processar e enviar pacotes, que funcionam nas duas primeiras camadas OSI, canada
f´ısica e ligac¸a˜o lo´gica.
Em termos gerais, quando um pacote e´ gerado, este e´ encapsulado num primeiro protocolo
associado a uma determinada aplicac¸a˜o, (por exemplo TFTP) e descrito por um cabec¸alho.
De seguida, todo o conjunto volta a ser encapsulado pelo pro´ximo protocolo associado ao
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transporte (por exemplo, UDP), e mais uma vez, todo o conjunto volta a ser encapsulado
pelo protocolo IP e, finalmente, encapsulado pelo protocolo associado a` tecnologia de acesso,
por exemplo Ethernet, como se pode verificar na figura 3.3
Figura 3.3: Encapsulamento de um datagrama
Quando outro computador recebe este pacote, a placa de rede remove o cabec¸alho Eth-
ernet, o kernel remove o cabec¸alho IP e UDP, e finalmente a aplicac¸a˜o remove o cabec¸alho
TFTP, e obte´m a informac¸a˜o. Neste exemplo, foi descrita a passagem pelas va´rias camadas
OSI que um pacote atravessa desde da sua gerac¸a˜o ate´ ao destino final.
Este modelo liberta o programador de saber qual e´ a tecnologia associada ao hardware de
rede e a topologia da mesma. Estes factores sa˜o transparentes para o programador.
3.1.2 Sockets: O que sa˜o, para que servem e como funcionam
A estrutura Berkeley Socket e´ uma API (Application Programming Interface) de baixo
n´ıvel desenvolvida na Universidade da California, Berkeley nos Estados Unidos da Ame´rica,
que permite comunicac¸a˜o entre dois computadores [2]. Funciona com um grande nu´mero de
placas de rede, e respectivos Drivers apesar de depender da implementac¸a˜o do sistema opera-
tivo. A interface de implementac¸a˜o utiliza TCP/IP e por isso, e´ uma tecnologia fundamental
por tra´s da Internet. Todos os sistemas operativos actuais suportam a interface Berkeley
Socket, e tornou-se na tecnologia padra˜o para comunicac¸o˜es na internet[2].
Figura 3.4: Treˆs PC ligados em rede
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Atrave´s de um socket podemos realizar va´rias operac¸o˜es, como exemplo:
• Estabelecer ligac¸o˜es entre ma´quinas
• Enviar e receber dados
• Encerrar ligac¸o˜es
• Esperar por ligac¸o˜es em determinada porta
3.1.3 Sockets, Packet Sockets e libpcap
Em Linux, quando e´ criada uma socket, e´ necessa´rio especificar qual o domı´nio da mesma.
Os domı´nios mais comuns sa˜o PF UNIX, para comunicac¸o˜es limitadas a` ma´quina local, e
PF INET, para as comunicac¸o˜es baseadas nos protocolos IPv4. Ale´m disso, e´ necessa´rio es-
pecificar o tipo de socket e os valores poss´ıveis dependem do domı´nio especificado. Os valores
comuns para o tipo, no caso de PF INET, incluem SOCK STREAM (associado tipicamente
com o TCP) e SOCK DGRAM (associado com o UDP). Os tipos de socket influenciam como
os pacotes sa˜o tratados pelo kernel antes de os passar a` aplicac¸a˜o.
Em verso˜es recentes do Kernel Linux (post-2.0) um novo domı´nio foi introduzido, o
PF PACKET (Packet Sockets). Este domı´nio permite que uma aplicac¸a˜o envie e receba
os pacotes que lidam directamente com o controlador da placa de rede evitando, assim o
processamento da pilha protocolar (por exemplo, processamento TCP/IP ou UDP/IP). Isto
e´, um pacote enviado atrave´s do socket sera´ passado directamente para a interface Ethernet,
e qualquer pacote recebido atrave´s da interface e´ passado directamente para a aplicac¸a˜o.
Figura 3.5: Uma placa de rede
O domı´nio PF PACKET suporta dois tipos diferentes de socket, SOCK DGRAM e SOCK -
RAW. A primeira remete para o kernel a func¸a˜o de adicionar e remover cabec¸alhos Ethernet
(MAC), a segunda da´ a` aplicac¸a˜o o controlo total sobre os cabec¸alhos Ethernet.
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Uma vez que a programac¸a˜o em sockets Linux e´ em baixo n´ıvel, foram desenvolvidas APIs
de alto n´ıvel como a libpcap[10], que permitem fazer captura de pacotes, simplificando o tra-
balho do programador para criac¸a˜o, gesta˜o de sockets e controlo de erros. No entanto, duas
verso˜es do mesmo programa, um programado utilizando Packet Sockets, e o outro libpcap teˆm
performances ligeiramente diferentes. Em Packets sockets, e´ o programador que tem de asse-
gurar que todas as situac¸o˜es de erro esta˜o controladas e por consequeˆncia, e´ o programador
que tem controlo total sobre o programa. No que respeita a` libpcap, os processos de criac¸a˜o
e gesta˜o de sockets, esta˜o automatizados e muitas vezes abrangem a´reas sem relevaˆncia para
o programa, mas que o programador na˜o pode controlar, tornando o programa mais pesado.
Optou-se por criar o programa de captura, monitorizac¸a˜o e controlo de tra´fego num router
residencial (com o nome Graba) utilizando Packets Sockets por razo˜es de performance e
recursos limitados.
3.1.4 Interface Web
Uma vez feitas as capturas e processamento dos pacotes, e´ necessa´rio trabalhar a in-
formac¸a˜o obtida e disponibiliza´-la para ser consultada. Para o projecto Graba, toda a in-
formac¸a˜o e´ armazenada em ficheiros. O detalhe da informac¸a˜o recolhida e´ varia´vel de acordo
com as especificac¸o˜es do utilizador (e/ou administrador do router). Outra forma de fazer este
tipo de armazenamento seria a utilizac¸a˜o de bases de dados relacionais, como por exemplo,
mySql no entanto, toda a gesta˜o da base de dados seria mais pesado em relac¸a˜o a ficheiros
(pior performance) apesar de facilitar operac¸o˜es estat´ısticas ao programador.
Com a informac¸a˜o em ficheiros (figura 3.6 e figura 3.7), e´ necessa´rio transporta´-la para for-
mato Web (HTML), e para tal, ler os ficheiros, processa´-los, criar a pa´gina com as estat´ısticas
e integra´-la com o WhiteRussian. A melhor forma para obter esse resultado e´ utilizando
CGI, Common Gateway Interface. Consiste numa importante tecnologia que permite gerar
pa´ginas dinamicamente, no momento que sa˜o solicitadas, permitindo a um navegador passar
paraˆmetros para um programa alojado num servidor web. Assim, designam-se por scripts
CGI os pequenos programas que interpretam esses paraˆmetros e geram a pa´gina depois de os
processar.
Embora a linguagem tipicamente associada aos CGI seja o PERL, o CGI foi concebido
por forma a ser independente da linguagem utilizada. No Graba, sempre que o utilizador
pretende visualizar as estat´ısticas geradas pela monitorizac¸a˜o do seu router, acede ao enderec¸o
apropriado atrave´s de um web browser, e a pa´gina e´ gerada em tempo real de acordo com
o conteu´do dos ficheiros, de forma transparente para o utilizador. Python foi a linguagem
escolhida para integrar com o CGI. Na figura 3.8 mostra-se um exemplo de uma pa´gina de
estat´ısticas geradas pelo Graba atrave´s dos scripts CGI.
3.1.5 Estrutura do Graba
Graba e´ nome de co´digo deste projecto e nasceu da junc¸a˜o das palavras inglesas Grab e
All, que significam capturar tudo/todos.
Foi adoptada uma abordagem modular sobre a estrutura dos ficheiros, para possibilitar
actualizac¸o˜es da soluc¸a˜o actual e permitir estender as funcionalidades do projecto no futuro.
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Figura 3.6: Ficheiro de estat´ısticas simples
O co´digo fonte do Graba esta´ dividido nos ficheiros necessa´rios para a compilac¸a˜o do
mesmo:
• graba.c
Func¸a˜o Main do programa, responsa´vel pela leitura dos para˜metros de configuranc¸a˜o,
criac¸a˜o e gesta˜o da socket de captura e das varia´veis globais.
• sniffer.c sniffer.h
Responsa´vel pela captura e processamento dos pacotes para outros mo´dulos. Este e´ o
mo´dulo nuclear do graba, onde e´ feita a “magia”.
• statsDatabase.c statsDatabase.h
Mo´dulo responsa´vel pela base de dados. Recebe a informac¸a˜o dos pacotes e classifica-os
com base nos campos, IP origem, IP destino, tamanho, tipo, etc.
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Figura 3.7: Ficheiro de estat´ısticas detalhado
Figura 3.8: Pa´gina de estat´ısticas
• stats.c stats.h
Mo´dulo responsa´vel por criar e actualizar os ficheiros com a informac¸a˜o estat´ıstica. Na
pra´tica sa˜o as func¸o˜es responsa´veis pela transfereˆncia da informac¸a˜o da base de dados
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para os ficheiros.
• Makefile
Script para automatizar o processo de compilac¸a˜o do co´digo-fonte e criac¸a˜o dos ficheiros
e pastas que va˜o integrar o pacote final.
• configure
Ficheiro necessa´rio para criac¸a˜o do pacote, mas sem conteu´do. Faz parte do processo
de criac¸a˜o do pacote estabelecido pela uClibc toolchain do OpenWRT.
• ptfilter.c
Modulo responsa´vel por gerar o ficheiro com filtro de IP’s com o formato adequado.
Nos ficheiros necessa´rios para executar o Graba:
• Graba Ficheiro bina´rio (executa´vel) do Graba
• config.cgi save.cgi showstats.cgi
Ficheiros fonte responsa´veis pela gerac¸a˜o dos dados estat´ısticos para a interface gra´fica
e opc¸o˜es do Graba escritos em C
• graba.sh
Script de inicializac¸a˜o (init script) do Graba como daemon (em background), ou seja,
responsa´vel por iniciar, reiniciar e terminar o programa Graba no router.
• graba.conf
Ficheiro com os paraˆmetros de inicializac¸a˜o do Graba que va˜o ser passados ao daemon.
Na figura 3.9 o modelo estrutural do Graba.
Figura 3.9: Modelo estrutural do Graba
• index.html
Pa´gina de apresentac¸a˜o do Graba. Ver figura 3.10.
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Figura 3.10: Pa´gina de apresentac¸a˜o do Graba
Nos ficheiros gerados:
• SimpleStats
Ficheiro de estat´ısticas contabilizando a quantidade de tra´fego hora a hora.
• FullStats
Ficheiro de estat´ısticas contabilizando a quantidade de tra´fego de cada comunicac¸a˜o
(entre IP origem e IP destino), hora a hora.
3.2 Classificac¸a˜o do tra´fego
O graba captura todos os pacotes enviados e recebidos pela interface de rede que liga ao
ISP ou a` rede exterior. Por cada pacote e´ testado um conjunto determinado de regras que
determinam que tipo de pacotes se trata, classificando-o. Numa fase inicial, e´ verificado se o
pacote corresponde a um datagrama IP completo e se corresponde a tra´fego externo, ou seja,
tra´fego onde o IP origem ou destino na˜o correspondam a IPs privados, como por exemplo
192.168.0.0/16, ou IPs reservados, tais como, 127.0.0.1 e 223.0.0.X que representam, respec-
tivamente, a pro´pria maquina ou enderec¸os multicast.
Na fase seguinte, e´ verificado se o IP origem ou IP destino corresponde a uma gama de IPs
associados a ISPs (Internet Service Provider) nacionais classificando o pacote como nacional
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se pertencer a essa gama, ou em caso contra´rio, internacional.
Na fase final, de acordo com a hora de chegada do pacote, este e´ enquadrado no per´ıodo
Happy Hour, ou seja, no per´ıodo de tempo onde a contabilizac¸a˜o do tra´fego e´ ou na˜o con-
tabilizada a` parte. A figura 3.11 mostra um exemplo de um filtro de IPs portugueses.
Figura 3.11: Exemplo de filtro de IPs nacionais
3.2.1 Dimensa˜o temporal: Happy Hours
A implementac¸a˜o desta funcionalidade utiliza o hora´rio do sistema onde o Graba esta´
a correr, e supo˜e que o mesmo se encontra correcto. Como o tra´fego e´ contabilizado hora
a hora, o Graba limita-se a despejar os contadores para o ficheiro de estat´ısticas. Sera´ da
responsabilidade do gerador da pa´gina de estat´ısticas (CGI) verificar qual o per´ıodo Happy
Hour definido pelo utilizador e fazer a devida contabilizac¸a˜o.
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3.2.2 Dimensa˜o espacial: Nacional/Internacional
O grande desafio por tra´s de classificar um IP como nacional ou como internacional e´
a rapidez do processo. Pode chegar ao router um nu´mero elevado de pacotes, e para cada
um deles e´ necessa´rio determinar o mais ra´pido poss´ıvel a sua dimensa˜o espacial. Sabendo
a` partida a gama de IPs nacionais poss´ıveis, enta˜o e´ necessa´rio verificar se o IP em questa˜o
esta´ enquadrado nessa lista. Assim, para optimizar o processo e´ necessa´rio organizar a lista
de alguma forma e utilizar um algoritmo de pesquisa eficiente.
Lista Ordenada e Pesquisa Bina´ria
Uma forma simples de organizar a lista de IPs, e´ por ordem crescente dos enderec¸os. De
seguida aplicando o algoritmo de pesquisa bina´ria (ver figura 3.12) e´ obtida uma soluc¸a˜o. O
princ´ıpio de funcionamento do algoritmo de pesquisa bina´ria e´ dividir o espac¸o de procura
em metades. Numa primeira iterac¸a˜o compara a chave (IP) com o elemento no meio da lista
e aplica, no ma´ximo, treˆs regras [20].
1. Caso a chave coincida (IP pertence a` gama de IPs nacionais espec´ıficos) com o elemento
do meio da lista, enta˜o o algoritmo termina e o IP e´ classificado como Nacional.
2. Caso a chave (IP) seja inferior ao elemento central, enta˜o o algoritmo avanc¸a para o
in´ıcio de todo o processo, mas aplicado so´ a` primeira parte da lista.
3. Por outro lado, se a chave (IP) for superior ao elemento central, enta˜o o algoritmo e´
repetido para segunda parte da lista.
Figura 3.12: Pesquisa bina´ria
A complexidade desse algoritmo e´ da ordem de log2(n), onde n e´ o nu´mero de elementos
da lista, o que significa que, por exemplo, se o nu´mero de elementos for 255, enta˜o no ma´ximo,
sa˜o necessa´rias 8 iterac¸o˜es para pesquisar toda a lista.
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Hash Table e Hash Function
Um processo complementar a` pesquisa bina´ria e´ a utilizac¸a˜o de Hash Table, que e´ uma
estrutura de dados especial, que associa chaves de pesquisa (hash) a valores (lookup). Atrave´s
de uma Hash Function, uma palavra chave (por exemplo, um enderec¸o IP) e´ transformada
num nu´mero (idealmente) u´nico que representa um ı´ndice na tabela. Sempre que chega um
novo IP servidor ao router, este e´ transformado e verificado se ja´ existe na tabela (ver figura
3.13). Se sim, significa que o IP ja´ foi previamente classificado (ou seja, na˜o e´ a primeira vez
aquele IP foi visitado). Caso contra´rio e´ necessa´rio classifica´-lo (recorrendo a` pesquisa bina´ria)
e adiciona´-lo a` tabela. Na pra´tica, a Hash Table funciona como uma cache, que regista os IP
servidor visitados e a respectiva classificac¸a˜o. A medida que o nu´mero de entradas na tabela
cresce, diminui a probabilidade de se recorrer a` pesquisa bina´ria aumentando a performance
do programa.
Figura 3.13: Tabela de dispersa˜o
Hash Tables permitem facilmente adicionar novos elementos, e o tempo gasto na procura
de informac¸a˜o e´ independente do nu´mero de elementos.
A principal desvantagem deste algoritmo e´ a Hash Function. Quanto mais simples for
maior a probabilidade de gerar o mesmo Hash para palavras chaves diferentes. Por outro
lado, quanto mais complexo, maior o tempo consumido para determinar o Hash. Caso o
ca´lculo seja mais lento que a pesquisa bina´ria, enta˜o a Hash Table perde a sua utilidade.
Sendo assim e´ necessa´rio chegar a um compromisso, e escolher uma boa Hash Function que
reduza a probabilidade de coliso˜es e ao mesmo tempo seja computacionalmente ra´pida [19].
Em caso de coliso˜es existem va´rias te´cnicas para resolver as mesmas, nomeadamente,
chaining e open-addressing. A primeira implementa uma lista ligada que cresce proporcional-
mente em relac¸a˜o ao nu´mero de coliso˜es, evitando a perda de informac¸a˜o e associando a cada
Key um ou mais registos. Na segunda te´cnica, na ocorreˆncia de uma colisa˜o, o novo registo eh
armazenado numa posic¸a˜o livre da tabela de dispersa˜o de acordo com algoritmos adequados,
evitando a reserva dinaˆmica de memo´ria[19].
Uma outra te´cnica mais simplista recorre a` substituic¸a˜o do registo em caso de colisa˜o,
descartando a informac¸a˜o anterior. Esta u´ltima te´cnica, favorece a performance e e´ adequada
para caches de curta durac¸a˜o de informac¸a˜o va´lida.
Em suma, para o Graba espera-se que a nu´mero de hits (nu´mero de resultados ja´ classi-
ficados seja elevado) e que nu´mero de novas entradas por hora na˜o ultrapasse a ordem dos
milhares para uma me´dia de 4 clientes. Em caso extremo, se os 4 utilizadores utilizarem
programas de carga elevada na rede como peer-to-peer espera-se, mesmo assim, cerca de
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uma dezena de milhar de servidores (IPs diferentes visitados) no global. Tendo em conta
estes nu´meros e a complexidade de implementac¸a˜o de cada algoritmo, optamos pela pesquisa
bina´ria pela simplicidade de implementac¸a˜o e pelo nu´mero de comparac¸o˜es esperado no pior
caso (entre 10 a 14 dependendo do numero de clientes entre 1 e 4).
3.3 Algoritmos do Graba
Nesta secc¸a˜o vai ser explicado o co´digo fonte do Graba, com especial atenc¸a˜o a` linha de
racioc´ınio utilizada para produzir o co´digo. Informac¸a˜o mais detalhada sobre o co´digo pode
ser encontrada nos ficheiros “.h” e nos comenta´rios ao longo do co´digo.
3.3.1 Principais func¸o˜es do Packet Sockets
Uma vez que toda a documentac¸a˜o sobre as func¸o˜es do Packets Sockets encontra-se nas
Linux Man pages, limitamo-nos a enumerar as func¸o˜es utilizadas no Graba com uma breve
descric¸a˜o.
Para criar uma socket de captura 1 utiliza-se,
packet_socket = socket(PF_PACKET, int socket_type, int protocol);
Para obter as propriedades de uma interface de rede2 utiliza-se,
int ioctl(int d, int request, struct ifreq *ethreq);
Para anexar a socket a um interface de rede, utiliza-se a func¸a˜o bind()3
int bind(int sockfd, const struct sockaddr *my_addr, socklen_t addrlen);
Para aplicar filtros a uma socket utiliza-se a func¸a˜o setsockopt()4
int setsockopt(int s, int level, int optname, const void *optval, socklen_t optlen);
Para monitorizar a socket usa-se a func¸a˜o select()5
int select(int nfds, fd_set *readfds, fd_set *writefds, fd_set *exceptfds, struct timeval *timeout);
Para capturar os pacotes e´ utilizada a func¸a˜o recvfrom()6
ssize_t recvfrom(int s, void *buf, size_t len, int flags, struct sockaddr *from, socklen_t *fromlen);
1packet(7) - Man page
2ioctl(2) - Man page
3bind(2) - Man page
4setsockopt(2) - Man page
5select(2) - Man page
6recvfrom(2) - Man page
22
3.3.2 Estruturas de dados
Em relac¸a˜o a estruturas de dados, o Graba e´ composto por 6 estruturas que mapeiam
toda a informac¸a˜o:
• Dados da Socket mapeando o identificador da mesma, uma estrutura interna com in-
formac¸o˜es da mesma e um marcador de tempo
typedef struct {
int sock;
struct sockaddr_ll addr;
long tv;
} sock_struct;
• Dados de configurac¸a˜o do Graba, com todas as configurac¸o˜es que manipulam os resul-
tados finais do Graba
typedef struct {
char* interface;
unsigned trafficDistin;
unsigned localCounter;
unsigned nationalCounter;
unsigned hhCounter;
unsigned hhEnable;
unsigned hhStart;
unsigned hhEnd;
unsigned history;
unsigned verbose;
unsigned error;
char* pathPtr;
} options;
• Mapeamento dos contadores de tra´fego segundo va´rias perspectivas
typedef struct {
unsigned ip; //Client ID
unsigned download;
unsigned upload;
unsigned localUp;
unsigned localDown;
unsigned hhUp;
unsigned hhDown;
unsigned nationalUp;
unsigned nationalDown;
} counters;
• Estrutura de um registo na Base de dados detalhada, com informac¸a˜o sobre servidores
visitados (IP e classificac¸a˜o e respectivos contadores)
typedef struct {
uint32 server;
uint8 national;
counters stats;
} entry;
• Estrutura da Base de Dados mapeado com informac¸o˜es sobre nu´mero de registos, filtro
de classificac¸a˜o de IPs e clientes do Graba
typedef struct {
entry* dbptr;
unsigned* numElemPtr;
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range* filter;
unsigned filterSize;
unsigned* nClientsPtr;
} db_struct;
A estrutura range representa uma gama de IPs.
typedef struct {
unsigned start;
unsigned end;
} range;
3.3.3 Criac¸a˜o e Manutenc¸a˜o da Socket de captura - Graba.c
Antes de iniciarmos qualquer operac¸a˜o com sockets, e´ necessa´rio obter os paraˆmetros de
entrada. Estes sa˜o:
• a interface de rede a monitorizar(por exemplo, eth0)
• opc¸a˜o de distinc¸a˜o de tra´fego (associado a contadores de tra´fego internacional e na-
cionais)
• opc¸a˜o de contabilizac¸a˜o de tra´fego local
• opc¸a˜o de histo´rico de visitas por cliente
• opc¸a˜o para um per´ıodo de Happy Hours
• opc¸a˜o de modo verbose
O seguinte texto representa o usage do Graba, ou seja, a interface com utilizador atrave´s
da consola.
‘‘Graba is a network sniffer that does accounting and monitoring. It is designed for portuguese internet policies where ’’
‘‘internacional traffic is limited\n’’
‘‘Usage: %s -i <interface> [-n] [-l] [-b] [-p start-end] [-v]\n’’
‘‘ -i\tspecify which interface to listen on\n’’
‘‘ -n\tenable distinction between nacional/internacional traffic (default: Disable)\n’’
‘‘ -l\tcount local traffic (default: Disable)\n’’
‘‘ -b\tenable history of visited sites (default: Disable)\n’’
‘‘ -p\tenable happy hours at ’hstart’ till ’hend’ (default: Disable)\n’’
‘‘ -v\tenable verbose mode (default: Disable)\n’’
‘‘ -h\thelp (what you’re looking at now)\n\n’’,
Uma vez obtidos os paraˆmetros de entrada enta˜o estamos em condic¸o˜es de criar uma
socket, obter a informac¸a˜o necessa´ria sobre a interface de rede, anexar a interface a` socket e
aplicar um filtro para pacotes IP. Isto na pra´tica significa utilizar as func¸o˜es do packet sockets
na seguinte ordem: socket(), ioctl(), bind(), setsockopt() e select().
A func¸a˜o socket()
sock = socket(PF_PACKET,SOCK_DGRAM,htons(ETH_P_ALL))
Cria uma socket para receber e enviar pacotes no n´ıvel 2 da camada OSI (PF PACKET),
com o cabec¸alho Ethernet removido (socket tipo SOCK DGRAM). O u´ltimo paraˆmetro, aplica
um filtro a` socket a um determinado protocolo (por exemplo, pacotes ARP - ETH P ARP).
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No Graba, e´ necessa´rio capturar todos os pacotes, logo e´ utilizado um paraˆmetro especial,
ETH P ALL que desactiva o filtro. A func¸a˜o devolve um identificador para a socket criada
(file descriptor) que na˜o e´ nada mais que um ficheiro associado a um nu´mero inteiro.
Uma vez que a informac¸a˜o que circula na rede esta´ disposta de acordo com um determinado
formato (Network Byte Order), e a informac¸a˜o num computador pode estar disposta noutro
(Host Byte Order), e´ necessa´rio converter a informac¸a˜o que vem do exterior com a func¸a˜o
htons()7 (existem outros tipos de converso˜es - consultar a man page).
Depois da socket criada e´ necessa´rio atribu´ı-la a uma interface de rede definida pelo
utilizador mas antes e´ preciso obter o ı´ndice da mesma, ou seja, informac¸a˜o da interface do
ponto de vista do Kernel Linux. Para tal e´ utilizada a func¸a˜o ioctl() que tem como principal
func¸a˜o aceder e manipular controladores de dispositivos, como por exemplo, o controlador
da placa de rede (driver network device). Finalmente, atrave´s da func¸a˜o bind() associamos a
interface de rede a` socket criada.
/* bind socket to interface defined in addr */
if(bind (sock, (struct sockaddr *) &addr, sizeof(struct sockaddr_ll))
Depois da criac¸a˜o da socket, e da anexac¸a˜o da interface de rede, foi adicionado um outro
filtro a` socket. O LPF (Linux Packet Filter) e´ um programa que corre na camada logo por
cima do driver da placa de rede (ver figura 3.14), nas rotinas de recepc¸a˜o de um pacote, e per-
mite adicionar filtros de pacotes a esse n´ıvel atrave´s do BPF (Berkeley Packet Filter). BPF
assemelha-se a linguagem ma´quina e para facilitar o trabalho ao programador o tcpdump8
disponibiliza uma ferramenta para gerar co´digo C automaticamente de acordo com uma de-
terminada expressa˜o regular. O princ´ıpio de funcionamento do filtro e´ atrave´s de ma´scaras
aplicadas ao datagrama, que va˜o fazer comparac¸o˜es byte a byte de acordo com um conjunto
de regras definido pelo utilizador.
Com o LPF e´ poss´ıvel descartar pacotes antes de chegarem a` aplicac¸a˜o, reduzindo tempos
de processamento, melhorando a performance do programa. No bloco de co´digo em baixo,
foi criado um filtro para pacotes IP, ou seja, so´ datagramas IP e´ que va˜o ser capturados pelo
Graba.
/* BPF code of IP protocol filter :)
(000) ldh [12]
(001) jeq #0x800 jt 2 jf 3
(002) ret #96
(003) ret #0
*/
//tcpdump -dd ip
struct sock_filter BPF_code[]= {
{ 0x28, 0, 0, 0x0000000c },
{ 0x15, 0, 1, 0x00000800 },
{ 0x6, 0, 0, 0x00000060 },
{ 0x6, 0, 0, 0x00000000 }
};
struct sock_fprog Filter;
Filter.len = 4;
Filter.filter = BPF_code;
}
7htnos(3) - Man page
8tcpdump(1) - Man Page
25
Figura 3.14: Filtro LPF
Este filtro e´ aplicado a` socket atrave´s da func¸a˜o setsockopt().
Neste ponto esta´ configurada uma socket com os para˜metros e opc¸o˜es necessa´rias para
efectuar capturas associadas a uma interface de rede. O pro´ximo passo antes de o processo
de captura e´ programar um mecanismo de gesta˜o da socket, que permita contar o tempo de
forma a definir um intervalo de uma hora para gerir os contadores de tra´fego e a base da
dados, ou seja, um mecanismo que de hora em hora reinicie as varia´veis estat´ısticas.
A func¸a˜o select() permite exactamente isso e muito mais.
int select (int numfds, fd_set *readfds, fd_set *writefds, fd_set *exceptfds, struct timeval *timeout);
Tem capacidade de monitorizar va´rias sockets ao mesmo tempo, indicando quando e´ que
uma socket esta´ pronta para ser lida, escrita ou ainda se recebeu alguma excepc¸a˜o, sem
bloquear atrave´s de um timeout. Isto significa que o CPU na˜o fica bloqueado a` espera que
algo acontec¸a na socket. A func¸a˜o retorna ao final de um determinado tempo, timeout caso
na˜o haja actividade na socket (non blocking) ou retorna assim que detecta actividade.
1 while(run) {
2 if ((retval = select(sock+1, &rfds, NULL, NULL, &tv)) == -1) {
3 if (errno == EINTR)
4 printf("Caught Ctrl+C\n");
5 } else if (retval) { // Packet sniffed! Process it
6 socket.tv = tv.tv_sec;
7 if(readpacket(socket,db,client,opt) == EXIT_NOK ) {
8 if (opt.verbose) printf("\nThis shouldn’t happen\n");
9 /* The cycle should go on */
10 }
11 } else { /* One hour has passed. Clean counters. Reset loop */
12 .
13 .
14 .
15 }
26
Ao chegar um pacote ao Graba, o select() retorna o valor correspondente ao identificador
da socket. Como so´ existe uma, enta˜o significa que e´ necessa´rio iniciar a rotina de tratamento
do pacote (linha 5). Um vez que o select() se encontra num ciclo infinito (linha 1), o tempo
vai sendo decrementado pela func¸a˜o. Ao fim de uma hora, retorna 0 (termina por timeout)
e o algoritmo reinicia os contadores de tra´fego, despeja o conteu´do da base de dados para
ficheiros e reinicia a monitorizac¸a˜o da socket com as configurac¸o˜es iniciais.
3.3.4 Tratamento de um pacote - sniffer.c sniffer.h
A rotina de recepc¸a˜o do pacote esta´ implementada no mo´dulo sniffer. Neste mo´dulo cada
pacote que entra no router e´ replicado para o Graba, ou seja, na˜o afecta o comportamento da
aplicac¸a˜o para a qual o pacote e´ enviado.
A func¸a˜o readpacket() captura e processa a informac¸a˜o de cada pacote e posteriormente
e´ enviada para os outros mo´dulos.
int readpacket(sock_struct socket, db_struct db, counters* client, options opt);
A recepc¸a˜o dos pacotes e´ assegurada pela func¸a˜o recvfrom() que preenche um buffer com
o datagrama IP, bit a bit e uma estrutura struct sockaddr com informac¸o˜es do pacote (por
exemplo, tipo de pacote, tipo de socket associada, sentido da comunicac¸a˜o, etc).
n = recvfrom(socket.sock, buffer, BUFFER_SIZE, 0, (struct sockaddr *) &socket.addr, &addrSize);
Esta func¸a˜o retorna o nu´mero de bytes recebidos, ou seja, o tamanho total do pacote, in-
cluindo cabec¸alhos e dados. Com o buffer e a estrutura addr preenchidos, temos a informac¸a˜o
necessa´ria para obter o IP origem, IP destino, tamanho do pacote IP e sentido da comunicac¸a˜o
(download ou upload).
Assim, resta classificar os IPs (nacionais ou internacionais ou interno), e inserir a in-
formac¸a˜o na base de dados.
A classificac¸a˜o dos IPs e´ efectuada com base numa lista de gamas de IPs nacionais. Essa
lista e´ processada de forma a filtrar todos os IP nacionais, criando uma lista ordenado por
ordem crescente. Desta forma de cada vez que o Graba receber ou enviar um pacote, o
IP origem ou destino e´ pesquisado na lista e caso seja encontrado enta˜o e´ classificado como
nacional, caso contra´rio, internacional.
O pro´ximo passo sera´ enviar esta informac¸a˜o para a base de dados.
3.3.5 Histo´rico - statsDatabase.c statsDatabase.h
O histo´rico do Graba, corresponde a va´rias entradas de estruturas do tipo entry e sera´
gerado caso o administrador do router opte por activar o modo history. A outra hipo´tese e´
simplesmente fazer a contagem dos downloads e uploads por tipos (nacional, internacional,
local e happy hour).
Para o caso do histo´rico activo, a inserc¸a˜o de um novo registo (cliente - servidor) e´ efec-
tuada em ordem, ou seja, e´ necessa´rio determinar qual a posic¸a˜o onde inserir a nova entrada.
A procura da nova entrada utiliza pesquisa bina´ria, e em caso, da entrada ja´ existir actualiza
a mesma, ou seja, os contadores sa˜o incrementados de acordo com o tamanho de pacote e o
sentido (download ou upload).
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De seguida, as func¸o˜es responsa´veis por manipular o histo´rico. Caso o registo ja´ exista,
enta˜o actualiza-se os contadores
int handleEntry(entry *linkPtr, entry *DBPtr, unsigned * numElem, int type, int verbose);
Caso contra´rio, e´ inserido uma nova entrada no histo´rico
int insertEntry(entry *linkPtr, entry *DBPtr, unsigned *numElem, int index, int verbose);
3.3.6 Estat´ısticas - stats.c stats.h
Finalmente, ao fim de cada hora, o histo´rico ou os contadores sa˜o “despejados” para
ficheiros, verifica-se o per´ıodo de happy hour e reinicia-se os contadores para a pro´xima
hora. O sniffer na˜o e´ afectado pelo execuc¸a˜o destes func¸o˜es uma vez que a func¸a˜o select
implementa um mecanismo que impede a perda de pacotes atrave´s de buffers. (O tamanho
do buffer compensa largamente o tempo necessa´rio para o processamentos dos contadores).
int dump_stats(entry *DBPtr, unsigned numELem, options opt);
int dump_counters(counters* client, unsigned nClients, options opt);
3.4 Interface do Graba
A interface do Graba permite configurar os paraˆmetros de entrada (utilizando o ficheiro
graba.conf ) e consultar as estat´ısticas. A secc¸a˜o de estat´ısticas e´ gerada dinamicamente sem-
pre que o administrador e/ou cliente do router aceder a` pa´gina com recurso ao CGI. Atrave´s
de um servidor Apache, alojamos a nossa pa´gina inicial do Graba (pasta /www/graba/) e
para a acedermos por um qualquer browser utiliza-se o enderec¸o http://ip-do-router/graba/ .
O CGI esta´ directamente ligado ao servidor web onde o programa e´ executada, logo pre-
cisamos de um servidor capaz de suportar a tecnologia CGI. A WhiteRussian disponibiliza
um servidor Apache sendo o mais bem sucedido servidor web livre (Open Source).
Foi criado em 1995 por Rob McCool, na altura funciona´rio do NCSA (National Center
for Supercomputing Applications), Universidade Independente. Numa pesquisa realizada em
Dezembro de 2005, foi constatado que a utilizac¸ao do Apache superava 60% nos servidores
activos no mundo. E´ a principal tecnologia da Apache Software Foundation, responsa´vel
por mais de uma dezena de projectos envolvendo tecnologias de transmissao via web, pro-
cessamento de dados e execuc¸ao de aplicac¸o˜es distribu´ıdas. O servidor e´ compat´ıvel com
o protocolo HTTP versao 1.1 e as diferentes funcionalidades sao mantidas atraves de uma
estrutura modular, podendo inclusive o utilizador escrever seus pro´prios mo´dulos utilizando
a API do software.
Atrave´s de ficheiro executa´vel colocado na pasta cgi-bin do servidor Apache (/www/cgi-
bin/graba/ ), sempre que o utilizador do router acede a`s estat´ısticas, automaticamente o
Apache executa o ficheiro correspondente gerando a pa´gina HTML vis´ıvel no browser web. Em
suma, a tecnologia CGI na˜o e´ mais que um sistema que fornecidos determinados paraˆmetros,
produz uma sa´ıda.
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3.4.1 o CGI do graba
Na framework do graba a tecnologia CGI e´ usada para configurar os paraˆmetros de ex-
ecuc¸a˜o com happy hours ou opc¸o˜es de captura e para contabilizar e disponibilizar a quanti-
dade de tra´fego gerado por cada cliente. Estes scripts CGI foram programados em C e esta˜o
divididos em:
• config.cgi. Responsa´vel por ler o ficheiro de configurac¸a˜o do graba (graba.conf) e
mostrar o seu conteu´do.
• save.cgi Responsa´vel por gravas os novos paraˆmetros de execuc¸a˜o (em graba.conf) e
mostrar os novos parametros.
• showstats.cgi Responsa´vel por contabilizar e mostrar a quantidade de tra´fego dispon´ıvel
no ficheiro de estat´ısticas (Stats).
Na figura 3.15 mostra-se a pa´gina gerada atrave´s da invocac¸a˜o do config.cgi, enquanto que
na figura 3.16 mostra-se a pa´gina gerada pelo save.cgi. Finalmente na figura 3.17 um outro
exemplo de uma pa´gina de estat´ısticas.
Figura 3.15: Pa´gina de configurac¸a˜o do graba
Figura 3.16: Pa´gina de confirmac¸a˜o dos paraˆmetros do graba
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Figura 3.17: Pa´gina de estat´ısticas do graba
A obtenc¸a˜o de dados e gerac¸a˜o de HTML nos ficheiros config.cgi e showstats.cgi significa ler
dados de um ficheiro, processa´-los e imprimir o co´digo HTML correspondente. Enquanto que
no caso do script config.cgi o processo foi trivial, o script showstats.cgi teve alguns cuidados
acrescidos. A linguagem C nao e´ adequada para fazer este tipo de operac¸oes (processamento
de ficheiros). Python ou Perl, linguagens suportadas pele WhiteRussian, possuem bibliotecas
que facilitam a leitura e processamento de ficheiros de configurac¸a˜o, no entanto, o elevado
nu´mero de dependeˆncias entre diferentes bibliotecas e a quantidade de recursos consumidos do
router ASUS (6MB de espac¸o na memo´ria flash no caso de Python) inviabilizou o uso destas
linguagens. Em C, o programador na˜o tem acesso a tais bibliotecas e tem de programar
atrave´s de func¸o˜es de baixo n´ıvel o processamento de ficheiros. Em relac¸a˜o ao script save.cgi,
foi necessa´rio capturar os paraˆmetros que o utilizador submete o formula´rio com os paraˆmetros
do Graba, a tecnologia CGI captura os mesmos e envia-os para o script em questa˜o. Os dados
submetidos atrave´s do me´todo GET (me´todo HTML para submissa˜o de formula´rios) sao
passados pelo CGI para o save.cgi em formato de string como mostrado no texto seguinte.
http://openwrt/graba/cgi-bin/save.cgi?Interface=br0&TrafficDistinction=1&
LocalTraffic=1&HappyTraffic=1&History=0&HappyHour=1&HHStart=1&HHEnd=8
A string e´ convertida e processada de forma a extrair os paraˆmetros para de seguida serem
guardado no ficheiro de configurac¸a˜o.
3.5 Desempenho
Para avaliar o desempenho, foram usadas as seguintes ferramentas:
• iperf para efectuar testes de throughput
• top para verificar a carga computacional de processos no router
• ethstats para verificar estat´ısticas das interfaces de rede
• gettimeofday() para obter o tempo de processamento de pacotes em micro segundos
Foi montada a seguinte testbed:
Para os testes de throughput, utilizou-se o iperf entre os dois terminais. O teste consistiu
numa sessa˜o UDP com pacotes de 1280bytes, simulando tra´fego internacional, enviados a`
capacidade ma´xima das interfaces de rede da testbed, ou seja, no limite (teo´rico) a 100Mbit/s.
O terminal 2 (T2) gerou o tra´fego em direcc¸a˜o ao terminal 1 (T1) atravessando o router
ASUS e por conseguinte, o Graba. Utilizando o protocolo UDP pretendeu-se testar os limites
de transfereˆncia de dados da testbed com e sem o Graba atrave´s do router WL-500gP com o
OpenWRT WhiteRussian 0.9.
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Figura 3.18: Testbed
Ao mesmo tempo, foi medido, a cada segundo, o tempo de processamento dos pacotes no
Graba, ou seja, foi medida uma amostra de 10 pacotes entre os milhares que atravessaram o
executa´vel.
Finalmente, usando o comando top mediu-se a carga do Graba no CPU e na de Memo´ria
gerada com per´ıodos de amostragem tambe´m de 1 segundo. O teste teve durac¸a˜o de 10
segundos e foi repetido 10 vezes. Os resultados de throughput foram gerados no T2, enquanto
que os tempos de processamento de cada pacote no router foram gerados pelo Graba atrave´s
da func¸a˜o gettimeofday(). Na tabela 3.1 os resultados.
Tabela 3.1: Resultados de throughtput entre T1 e T2 e tempos de processamento
-
Largura
de Banda
(Mbits/s)
Nu´mero
de pacotes
Pacotes
perdidos
Percentagem
de pacotes
perdidos
Tempo
Proces-
samento
(µs)
Me´dia 91,8 90058 276 0,25% 73
Desvio Padra˜o (%) 1,69 1,78 na˜o aplica´vel na˜o aplica´vel 2,6
Verifica-se que a largura de banda esteve em me´dia perto do limite teo´rico e foram gerados
cerca de 90000 pacotes por cada teste. A percentagem de perda de pacotes foi sempre inferior
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a 0,5% e com um valor me´dio de 0,25%. O tempo de processamento de cada pacote no Graba
rondou os 73 micro segundos. De notar que os valores do desvio padra˜o para todos os valores
medidos sa˜o bastante baixos.
Outro aspecto importante e´ o facto do nu´mero de pacotes perdidos estar relacionado com
o procolo de transporte usado (UDP) e com a carga de saturac¸a˜o na rede. A valor me´dio de
pacotes perdidos manteve-se inalterado para testes de carga sem utilizar o Graba.
Na figura 3.19 mostra-se os processos a correr no router incluindo carga de CPU e Memo´ria.
No que respeita ao graba, durantes os testes, a carga ma´xima de CPU obtida foi de 3,9% e
valor me´dio inferior a 2%. A carga de memo´ria obtida foi um valor constante de 1,9%9.
Figura 3.19: Uma amostra da carga computacional no router
De forma a dar significado ao tempo me´dio de processamento obtido por um pacote (cerca
de 73µs), experimentou-se correr o Graba noutras plataformas computacionais. Na tabela 3.2
mostra-se os resultados.
9Memo´ria Total do Router: 14308kB
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Tabela 3.2: Comparac¸a˜o de tempos de processamentos em diferentes sistemas computacionais
Processador Tempo me´dio de processamento (µs)
Broadcom 4704 - 266MHz 73
Intel Centrino Duo T2300 - 1.66GHz 10
Intel Atom N270 - 1.60GHz 22
Em suma, demonstrou-se que o programa desenvolvido ao longo deste projecto e´ extrema-
mente ra´pido e eficiente. Consome poucos recursos computacionais e na˜o e´ responsa´vel por
perda de pacotes num cena´rio de saturac¸a˜o de rede como provocado durantes os testes. Ao
mesmo tempo, verificou-se que o desempenho do Graba esta´ directamente relacionado com a
velocidade do processador e no limite o Graba tem capacidade para processar cerca de 13700
pacotes/sec quando executado num router ASUS WL-500gP a correr OpenWRT WhiteRus-
sian 0.9.
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Cap´ıtulo 4
Concluso˜es
O WhiteRussian uma distribuic¸a˜o bastante versa´til, com um gestor de pacotes poderoso
(baseado em Debian) e com uma interface Web intuitiva que facilita a interacc¸a˜o do utilizador
com o router. A possibilidade de instalar qualquer pacote da vasta lista dispon´ıvel para o
WhiteRussian torna este firmware o mais versa´til no mercado para o Asus WL-500gPremium.
Por ser Open Source e baseado em Linux tornou o projecto Graba mais atractivo e com
possibilidades de crescer no futuro.
As maiores dificuldades deste projecto foram compreender as tecnologias, conceitos rela-
cionados com o router e a gesta˜o do tempo, e na˜o tanto a implementac¸a˜o em si. A programac¸a˜o
com Packet Sockets na˜o foi intuitiva mas um verdadeiro desafio, uma vez, que resultou na
melhor compreensa˜o de como funcionam as comunicac¸o˜es nas redes IP actuais, e como sao
gerados nas nossas ma´quinas.
O projecto teve uma forte vertente de pesquisa e investigac¸a˜o de tecnologias dispon´ıveis
para o router Asus WL-500gP. No fim, foi conseguido colocar uma versa˜o do Graba a correr no
router e todas as funcionalidades previstas como a classificac¸a˜o do tra´fego (nacional/internacional),
o per´ıodo happy hours e identificac¸a˜o dos utilizadores. Outras poss´ıveis funcionalidades como
Qualidade de Servic¸o atrave´s de um sistema de filas de prioridade de pacotes nunca chegou a
ser devidamente estudado e implementado. O estudo e implementac¸a˜o de uma base de dados
que refletisse os dados recolhidos pelo Graba representou um desafio devido a` diversidade de
tecnologias dispon´ıveis e formas diferentes de implementar a mesma.
Este projecto permitiu fortalecer largamente os conhecimentos em Linux, mais concre-
tamente, na a´rea de unix networking, lanc¸amento de processos (tecnologia daemon), shell
scripting, tecnologias associadas a reposito´rios de pacotes e conhecer os standards de pro-
gramac¸a˜o GNU. Permitiu tambe´m melhorar os conhecimentos de linguagem de programac¸a˜o
C, nomeadamente a poderosa biblioteca GNU, e mesmo aprofundar conhecimentos ba´sicos.
Outra matria interessante foi o estudo e manipulac¸a˜o de algoritmos de pesquisa para melhorar
a performance do Graba.
Em suma, o projecto Graba cumpriu todos os objectivos iniciais, fornecendo uma interface
gra´fica permitindo ao utilizador manipular o programa de acordo com filtros customiza´veis
para classificar e quantificar o tra´fego.
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4.1 Poss´ıveis evoluc¸o˜es do projecto
Em projectos futuros seria interessante manipular o tra´fego, com possibilidade de o blo-
quear a partir de determinadas quotas, ou entao implementar um sistema de prioridades de
tra´fego. Na pra´tica seria estender as capacidades para algo semelhante a uma firewall.
Mais fora do aˆmbito do Projecto Graba original, seria explorar o hardware dispon´ıvel no
router. As portas USB abrem inu´meros “horizontes”, como por exemplo, programar drivers
de uma webcam e a partir da´ı partilhar v´ıdeo em tempo real pelos clientes do router e/ou
acesso a` webcam pela Internet. Outro exemplo interessante seria ligar um disco externo
e criar um servidor de media. A ligac¸a˜o destes dispositivos ao router, em si na˜o e´ nada
de novo (funcionalidades ja´ dispon´ıveis no firmware original), no entanto, a possibilidade
de configurar a webcam para reconhecer quando uma pessoa entra em casa e iniciar um
determinado processo automaticamente significa algo novo, e um desafio digno para um novo
projecto com o router Asus WL-500gP.
36
Apeˆndice A
Ferramentas de Desenvolvimento
Para desenvolver o projecto Graba foram utilizadas as ferramentas disponibilizadas pelos
criadores do OpenWRT (BuildRoot e gerador de pacotes) e o co´digo-fonte foi escrito num
editor largamente utilizado nos dias de hoje. Nesta secc¸a˜o vamos explicar com mais detalhe
essas ferramentas.
A.1 BuildRoot: O que e´?
OpenWRT Buildroot e´ um conjunto dos Makefiles e dos Patches que permite gerar facil-
mente uma toolchain para compilac¸a˜o-cruzada, ou seja, uma ferramenta para gerar os bina´rios
e estruturas de ficheiros necessa´rios para criar um pacote compat´ıvel com o sistema Open-
WRT. A toolchain usa o uClibc (http://www.uclibc.org/), uma pequena biblioteca padra˜o
de C optimizada para embedded systems (sistemas embutidos).
E´ poss´ıvel compilar o GCC, os binutils, o uClibc e as todas as ferramentas a` ma˜o mas tal
processo e´ complicado, demorado e pouco interessante. O Buildroot OpenWRT automatiza
este processo com o uso de Makefiles, e tem uma colecc¸a˜o de Patches para cada versa˜o do
GCC e binutils de forma que funcionem na arquitectura MIPS da maioria dos Routers Wire-
less.
A toolchain de compilac¸a˜o e´ composta por conjunto de ferramentas que permite compilar
o co´digo num determinado sistema. Consiste num compilador (GCC), assembler e linker
(binutils) e biblioteca padra˜o C (por exemplo GNU Libc, no uClibc ou dietlibc). Num t´ıpico
PC com linux existe uma toolchain de compilac¸a˜o para um processador x86 e gera o co´digo
para um processador x86. Na maioria de sistemas Linux, a toolchain de compilac¸a˜o usa o
GNU Libc como a biblioteca padra˜o de C. Esta toolchain e´ chamada de “host compilation
toolchain” e, mais geralmente, a ma´quina onde corre e´ chamada de “host system”. A toolchain
de compilac¸a˜o e´ fornecida pela distribuic¸a˜o, e o Buildroot do OpenWRT e´ completamente
independente.
Como a arquitectura dos routers e´, em geral, diferente do “host system”, e´ necessa´rio uma
toolchain para fazer compilac¸a˜o-cruzada, ou seja, uma toolchain de compilac¸a˜o que corra
no “host system” e gere co´digo para um sistema alvo (processador alvo). No nosso caso, a
toolchain e´ executada em x86 e o co´digo e´ gerado para processadores MIPS.
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A.2 BuildRoot: Como funciona?
Ha´ basicamente uma Makefile por ferramenta, com o nome Makefile. As Makefiles esta˜o
divididas em treˆs secc¸o˜es:
Package (no directo´rio package/) - conte´m as Makefiles e ferramentas associadas ao user-
space que o BuilRoot compila e ao target. Ha´ um sub-directo´rio por cada ferramenta.
Toolchain (no directo´rio toolchain/) - conte´m os Makefiles e todos os ficheiros/ferramentas
relacionados com a toolchain: binutils, ccache, GCC, gdb, kernel-headers e uClibc.
Target (no directo´rio target/) - conte´m os Makefiles e todos os ficheiros/ferramentas rela-
cionados para gerar a imagem da raiz do sistema de ficheiros alvo e o Kernel Linux
para as diferentes arquitecturas usadas nos Routers Wireless. Dois tipos de sistema de
ficheiros sa˜o suportados: jffs2 e squashfs.
Cada directo´rio conte´m pelo menos 2 ficheiros:
Makefile e´ o Makefile que faz o download, configura, compila e instala um qualquer soft-
ware/pacote.
Config.in faz parte da ferramenta de configurac¸a˜o para a descric¸a˜o do software (pacote).
Descreve as opc¸o˜es relacionadas com o software/pacote em questa˜o.
A Makefile principal, na raiz do buildroot, faz o trabalho com as seguintes etapas:
1. Cria o directo´rio download (dl/) para onde os tarballs (pacotes) va˜o ser descarregados
(downloaded).
2. Cria o directo´rio da configurac¸a˜o do toolchain (toolchain build ARCH/ onde ARCH e´ a
arquitectura do sistema alvo). Local onde a uClibc toolchain para compilac¸a˜o cruzada
vai ser compilada.
3. Configura o directo´rio da toolchain (staging dir ARCH/). Local onde a uClibc toolchain
para compilac¸a˜o cruzada sera´ instalada.
4. Cria o directo´rio alvo (build ARCH/root/) com o esqueleto do sistema de ficheiros alvo.
Este directo´rio conte´m a raiz do sistema. Inicialmente, elimina e depois copia o esqueleto
dispon´ıvel em target/default/target skeleton e remove os directo´rios SVN/.
5. Invoca prepare, compile e install para os sub-directo´rios toolchain, package e target.
A.3 A uClibc toolchain
A uClibc toolchain, como foi mencionado em cima, e´ gerada pela buildroot e e´ utilizada
para compilar programas que na˜o fac¸am parte do OpenWRT. Foi atrave´s desta ferramenta,
que o projecto para o router Asus foi desenvolvido. A buildroot, como SDK (ferramenta de
desenvolvimento) para obter imagem do OpenWRT na˜o foi utilizada uma vez que se recorreu
a uma imagem pre´-compilada e instalada no router.
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A.4 O ambiente de programac¸a˜o
De acordo com a uClibc toolchain, que utiliza bibliotecas C, enta˜o a linguagem de pro-
gramac¸a˜o adoptada foi, naturalmente, C. Foi utilizado o Ambiente Integrado de Desenvolvi-
mento (IDE - Integrated Development Environment) Ecplise SDK com mo´dulo/plug-in para
C/C++, um IDE de co´digo aberto. A A.1 ilustra o ambiente de desenvolvimento.
Figura A.1: Ecplise SDK
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Apeˆndice B
Tutoriais
Para facilitar o processo de instalac¸a˜o do firmware OpenWRT e a gerac¸a˜o do pacote de
software, foram criados um conjunto de tutoriais.
B.1 Como instalar o firmware no router Asus WL-500gP
O primeiro passo e´ descarregar a imagem do firmware em
http://downloads.openwrt.org/whiterussian/newest/default/openwrt-brcm-2.4-squashfs.
trx
De seguida e´ necessa´rio colocar o router em modo diag, ou seja, preparado para receber uma
imagem por TFTP. Para activar o modo diag, seguir os seguintes passos:
1. Ligar a porta LAN1 directamente ao PC com um cabo RJ45 directo.
2. Remover o cabo de alimentac¸a˜o.
3. Pressionar o bota˜o preto que diz RESTORE utilizando a ponta de uma caneta ou um
clip, durante uns segundos.
4. Com o bota˜o RESTORE pressionado, voltar a ligar o cabo de alimentac¸a˜o.
5. Se o power led ficar a piscar lentamente, enta˜o o diag mode foi activado.
Agora, com um TFTP client (por exemplo, Netkit-tftp) executar os seguintes comandos
dentro do directo´rio com a imagem do firmware1.
tftp 192.168.1.1
tftp> binary
tftp> trace
tftp> put openwrt-brcm-2.4-squashfs.trx
Logo que a transfereˆncia da imagem terminar, esperar pelo menos 6 minutos para garantir
que a instalac¸a˜o seja conclu´ıda2.
Uma vez que este router, aparentemente, na˜o reinicia automaticamente, e´ necessa´rio desli-
gar e voltar a ligar o cabo de alimentac¸a˜o para voltar ao modo normal.
1Caso o programa Netkit-tftp na˜o funcione, experimentar o aftp.
2Assim que terminar a transfereˆncia da imagem, NA˜O REINICIAR o router demasiado cedo (desligar e
voltar ligar o cabo de alimentac¸a˜o) caso contra´rio e´ prova´vel que fique avariado.
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Neste ponto, devera´ ter instalado com sucesso o OpenWRT no router. Pode comec¸ar
por configurar o router por SSH (enderec¸o IP: 192.168.1.1) ou atrave´s da interface web
(http://192.168.1.1).
B.2 Como criar um pacote para o OpenWRT
Este tutorial e´ uma explicac¸a˜o passo a passo, de como para criar o pacote Graba. Deve
ser usado como refereˆncia para qualquer outro pacote.
B.2.1 Preparar a Makefile do co´digo fonte
Antes de comec¸armos por usar a toolchain e´ necessa´rio preparar o co´digo fonte e as Make-
files para serem usadas na toolchain. E´ necessa´rio criar uma estrutura de directo´rios que
coincida com o sistema de ficheiros do WhiteRussian, isto e´:
• Ficheiros executa´veis para a pasta
/usr/sbin
• Ficheiros de configurac¸a˜o para a pasta
/etc\graba
• Scripts de inicializac¸a˜o para a pasta
/etc/init.d
• Ficheiros executa´veis CGI para a pasta
/www/cgi-bin/graba
• Ficheiros relacionados com a interface web para a pasta
/www/graba
Como exemplo, a Makefile principal do Graba.
#CC = gcc
CC = ~/OpenWrt-SDK-Linux-i686-1/staging_dir_mipsel/bin/mipsel-linux-gcc
CFLAGS = -Wall -W Werror
OBJCFLAGS = $(CFLAFGS) -c
OBJRAW = sniffer.o stats.o statsDatabase.o
EXEC = graba
CEXEC = $(EXEC).c
CONF = graba.conf
SH = S80graba
#ALL_IPS=ipfilter.ADSL
ALL_IPS=ptfilter.dat
CGI = config.cgi save.cgi showstats.cgi
all: sniffer stats statsDatabase graba ptfilter cgi
graba: $(OBJRAW) $(CEXEC)
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$(CC) $(CEXEC) $(OBJRAW) -o $(EXEC)
#criacao do OBJ sniffer
sniffer: sniffer.c sniffer.h
$(CC) $(OBJCFLAGS) sniffer.c
#criacao do OBJ stats
stats: stats.c stats.h
$(CC) $(OBJCFLAGS) stats.c
#criacao do OBJ statsDatabase
statsDatabase: statsDatabase.c statsDatabase.h
$(CC) $(OBJCFLAGS) statsDatabase.c
ptfilter: ptfilter.c ptfilter.h
$(CC) $(OBJCFLAGS) ptfilter.c -o ptfilter
cgi: config.c save.c showstats.c
$(CC) $(OBJCFLAGS) config.c -o config.cgi
$(CC) $(OBJCFLAGS) save.c -o save.cgi
$(CC) $(OBJCFLAGS) showstats.c -o showstats.cgi
#Criar o esqueleto de pastas coincidente com o sistema de ficheiros no router
install:
install -d $(install_prefix)/usr/sbin/
cp ptfilter $(EXEC) $(install_prefix)/usr/sbin/
cp $(EXEC) $(install_prefix)/usr/sbin/
install -d $(install_prefix)/etc/init.d/
install -d $(install_prefix)/etc/graba/
cp $(CONF) $(install_prefix)/etc/graba/
cp $(ALL_IPS) $(install_prefix)/etc/graba/
cp $(SH) $(install_prefix)/etc/init.d/
install -d $(install_prefix)/www/cgi-bin/graba/
install -d $(install_prefix)/www/graba/
cp $(CGI) $(install_prefix)/www/cgi-bin/graba/
cp index.html $(install_prefix)/www/graba/
cp ac_activex.js $(install_prefix)/www/graba/
cp -r images $(install_prefix)/www/graba/
clean:
rm *.o
rm $(EXEC)
rm ptfilter
rm $(CGI)
cleanall: clean
rm $(EXEC)
Esta Makefile vai ser executada pela toolchain, gerando assim o esqueleto necessa´rio para
obter o pacote final.
B.2.2 Preparar o pacote Graba
Todos os ficheiros necessa´rios para o Graba funcionar devem ser colocados num directo´rio
para serem compactados, por exemplo, a pasta graba-0.2/ possui o co´digo-fonte, ficheiros de
configurac¸a˜o e a Makefile.
tar -czf graba-0.2.tar.gz graba-0.2/
Obtida o arquivo compactado, e´ necessa´rio disponibiliza´-lo num servidor, isto e´, por ex-
emplo, no servidor Apache do “host system”.
cp graba-0.2.tar.gz /var/www/graba/
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Finalmente so´ resta determinar o MD5 (assinatura u´nica) do arquivo criado atrave´s do
comando,
md5sum graba-0.2.tar.gz
Sempre que o arquivo e´ descarregado para o router, o comando md5sum vai ser repetido
e o co´digo obtido tera´ de coincidir garantido a integridade do arquivo, ou seja, e´ verificado se
na˜o houve corrupc¸a˜o de dados.
B.2.3 Obter e instalar o SDK - toolchain
Descarregar a ferramenta de desenvolvimento, a uClib toolchain (OpenWRT SDK) em
http://downloads.openwrt.org/whiterussian/newest/
De seguida, descompactar a ferramenta de desenvolvimento, e entrar no novo directo´rio
(evitar estar em modo root).
cd ~
wget http://downloads.openwrt.org/whiterussian/newest/OpenWrt-SDK-Linux-i686-1.tar.bz2
bzcat OpenWrt-SDK-Linux-i686-1.tar.bz2 | tar -xvf -
cd ~/OpenWrt-SDK-Linux-i686-1
B.2.4 Criar os directo´rios
Criar os seguintes directo´rios:
cd ~/OpenWrt-SDK-Linux-i686-1
mkdir -p package/graba/ipkg
mkdir -p package/graba/patches
Os directo´rios e respectivo conteu´do significam:
Directo´rio Descric¸a˜o
ipkg Directo´rio de controlo com informac¸a˜o sobre o pacote
patches Directo´rio com Patches para o pacote (actualizac¸o˜es)
B.2.5 Criar os ficheiros obrigato´rios
E´ necessa´rio criar o ficheiro Config.in em:
package/graba/Config.in
Este ficheiro conte´m a informac¸a˜o do pacote, por exemplo:
config BR2_PACKAGE_GRABA
prompt "Welcome to Graba"
tristate "graba - Packet Sniffer using Packet Sockets"
default m if CONFIG_DEVEL
help
This is a comment that will explain what graba is (eventually).
comment "Networking"
source "package/graba/Config.in"
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A descric¸a˜o do pacote depois e´ utilizada no reposito´rio.
De seguida, e´ necessa´rio criar o ficheiro graba.control:
package/graba/ipkg/graba.control
Este ficheiro controla a informac¸a˜o reportada ao ipkg. Para quem esta´ familiarizada com
Debian deve reconhecer o formato.
Package: graba
Priority: optional
Section: net
Maintainer: Universidade de Aveiro - Projecto 5 Ano
Description: Packet Sniffer and accounting using Packet Sockets
O campo Package deve ser o nome do projecto. O campo Priority representa a pri-
oridade do pacote (e´ recomendado utilizar sempre a opc¸a˜o optional). O campo Section
representa o tipo de pacote. No caso do Graba, deve ser colocado o tipo net, por razo˜es
obvias. Finalmente, no campo Description e´ feita uma breve descric¸a˜o do pacote e das de-
pendeˆncias (por exemplo, openssh-client). No caso do Graba, na˜o ha´ dependeˆncias. A versa˜o
oficial do WhiteRussian conte´m todas os pacotes e bibliotecas necessa´rias para executar o
Graba no mesmo.
B.2.6 Preparar a toolchain para compilar o novo pacote - A Makefile
Finalmente, a Makefile responsa´vel por gerar o pacote encontra-se em:
package/graba/Makefile
Conte´m as rotinas e regras encarregues de descarregar, configurar, compilar e instalar o
pacote de software. Em baixo, temos a Makefile para o pacote Graba,que vai ser descrita mais
adiante.
1 include $(TOPDIR)/rules.mk
2
3 PKG_NAME:=graba
4 PKG_VERSION:=0.2
5 PKG_RELEASE:=2
6 PKG_MD5SUM:=77ae20fb850c828502e722c853e2e85c
7 PKG_SOURCE_URL:=http://localhost/graba
8 PKG_SOURCE:=$(PKG_NAME)-$(PKG_VERSION).tar.gz
9 PKG_CAT:=zcat
10 PKG_BUILD_DIR:=$(BUILD_DIR)/$(PKG_NAME)-$(PKG_VERSION)
11 PKG_INSTALL_DIR:=$(PKG_BUILD_DIR)/ipkg-install
12
13 include $(TOPDIR)/package/rules.mk
14
15 $(eval $(call PKG_template,GRABA,$(PKG_NAME),$(PKG_VERSION)-$(PKG_RELEASE),$(ARCH)))
16
17 $(PKG_BUILD_DIR)/.configured: $(PKG_BUILD_DIR)/.prepared
18 (cd $(PKG_BUILD_DIR); \
19 $(TARGET_CONFIGURE_OPTS) \
20 CFLAGS="$(TARGET_CFLAGS)" \
21 ./configure \
22 --target=$(GNU_TARGET_NAME) \
23 --host=$(GNU_TARGET_NAME) \
24 --build=$(GNU_HOST_NAME) \
25 --prefix=/usr \
26 --sysconfdir=/etc \
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27 --with-bar="$(STAGING_DIR)/usr" \
28 );
29 touch $@
30
31 # Cria o directorio temporario onde vai executar a Makefile do #
32 # codigo-fonte (gera o eskeleto do pacote) #
33 $(PKG_BUILD_DIR)/.built:
34 rm -rf $(PKG_INSTALL_DIR)
35 mkdir -p $(PKG_INSTALL_DIR)
36 $(MAKE) -C $(PKG_BUILD_DIR) \
37 $(TARGET_CONFIGURE_OPTS) \
38 install_prefix="$(PKG_INSTALL_DIR)" \
39 all install
40 touch $@
41
42 # Copia o eskelelo do directorio temporario para gerar o pacote #
43 # final #
44 $(IPKG_GRABA):
45 install -d -m0755 $(IDIR_GRABA)/usr
46 cp -fpR $(PKG_INSTALL_DIR)/usr/sbin $(IDIR_GRABA)/usr
47 install -d -m0755 $(IDIR_GRABA)/etc/init.d
48 cp -fpR $(PKG_INSTALL_DIR)/etc $(IDIR_GRABA)
49 cp -fpR $(PKG_INSTALL_DIR)/www $(IDIR_GRABA)
50 #
51 $(RSTRIP) $(IDIR_GRABA)
52 #Construir o pacote final :)
53 $(IPKG_BUILD) $(IDIR_GRABA) $(PACKAGE_DIR)
54
55 mostlyclean:
56 make -C $(PKG_BUILD_DIR) clean
57 rm $(PKG_BUILD_DIR)/.built
Da linha 3-11, um conjunto de varia´veis sa˜o definidas:
PKG NAME : O nome do pacote (Graba)
PKG VERSION : A versa˜o do pacote a ser descarregado
PKG RELEASE : O nu´mero da release associada a` versa˜o
PKG MD5SUM : O md5sum do arquivo compactado
PKG SOURCE URL : O caminho completo para descarregar o pacote de por HTTP ou
FTP
PKG SOURCE : O nome do pacote completo (tarball) no servidor. (Sa˜o usadas a versa˜o
e a release number)
PKG CAT : A ferramenta necessa´ria para descompactar o arquivo.
PKG BUILD DIR : O directo´rio para o qual o software vai ser configurado e compilado.
Na pra´tica e´ um sub-directo´rio do BUILD DIR que e´ criado quando o arquivo e´ de-
scompactado
PKG INSTALL DIR : O directo´rio para o qual o software vai ser instalado. E´ um sub-
directo´rio do PKG BUILD DIR.
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Nas linhas 1 e 13, sa˜o inclu´ıdas va´rias regras e rotinas para simplificar a criac¸a˜o do ipkg
(pacote final).
A linha 15 e´ responsa´vel pela criac¸a˜o do ipgk. E´ nesta linha que a “magia” acontece.
Linhas 17-29 definem uma regra para a configurac¸a˜o do software. Depende do alvo an-
terior (ficheiro oculto .prepared) para garantir que o software foi descompactado, ou seja,
quando o arquivo e´ descompactado e´ criado um ficheiro vazio .prepared, que funciona como
uma flag. A configurac¸a˜o e´ assegurada pelo ficheiro ./configure, que no caso do Graba esta´
vazio, pois na˜o ha´ necessidade de realizar rotinas de configurac¸a˜o. Uma vez que vamos fazer
compilac¸a˜o cruzada, sa˜o passados como para˜metros a arquitectura alvo (target), arquitectura
origem (host) e argumentos de configurac¸a˜o (build). O prefix esta´ programado para /usr, que
representa a raiz do sistema de ficheiros alvo (router). Finalmente, assim que a configurac¸a˜o
e´ conclu´ıda, e´ criado o ficheiro .configured, funcionando como outra flag.
Linhas 33-40 definem uma regra para compilac¸a˜o do Graba. Esta rotina cria um ficheiro
bina´rio (executa´vel) no directo´rio de compilac¸a˜o, e copia-o para PKG INSTALL DIR. Na
pra´tica executa make install dentro do directo´rio origem (onde esta´ localizado o co´digo-fonte).
Linhas 44-53 definem uma regra para criar o pacote ipkg. Manualmente instala todos
os ficheiros integrantes do Graba. A rotina RSTRIP vai, recursivamente, retirar (strip) os
bina´rios e bibliotecas usadas para criar o pacote. Finalmente, e´ invocada a rotina IPKG BUILD
para criar o pacote.
Em suma, criar um pacote de software para o OpenWRT resume-se a escrever uma Make-
file. E´ necessa´rio ter em atenc¸a˜o o esqueleto de um ipkg, e como funcionam os processos
automa´ticos da toolchain.
B.2.7 Gerar o pacote final
Uma vez configurada a toolchain, o passo final e´ gerar o pacote. Para tal, volte a` raiz da
toolchain:
cd ~/OpenWrt-SDK-Linux-i686-1
E execute o comando:
make V=99
Onde V=99 activa o modo debug. A toolchain de seguida vai navegar para a pasta packages
e construir os pacotes associadas a cada pasta presente, sendo pelo menos uma delas, a pasta
graba. Ira´ descarregar o pacote da localizac¸a˜o que indicamos na Makefile em B.2.6 e executar
a mesma.
O pacote final sera´ criado em:
cd ~/OpenWrt-SDK-Linux-i686-1/bin/packages/
E´ poss´ıvel verificar a estrutura directo´rios e respectivo conteu´do do pacote em:
cd ~/OpenWrt-SDK-Linux-i686-1/build_mipsel/<package>/ipkg-install
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A pasta OpenWrt-SDK-Linux-i686-1/build/mipsel/¡package¿ conteˆm todos os ficheiros e
respectiva Makefile do pacote Graba necessa´rios para a compilac¸a˜o e construc¸a˜o do pacote.
Resulta da descompressa˜o do ficheiro com co´digo fonte e ficheiros de configurac¸a˜o referentes
a B.2.2 durante a instalac¸a˜o do mesmo.
B.2.8 Instalar o pacote Graba no Router/Gateway ASUS W500gP
O sistema de pacotes do OpenWRT funciona com reposito´rios de pacotes semelhantes
ao formato usando pela distribuic¸a˜o Debian, ou seja, basta um servidor Apache a correr e
configurar o reposito´rio no OpenWRT do router ASUS (WhiteRussian).
Para configurar o reposito´rio no WhiteRussian, basta:
1. Estabelecer um ligac¸a˜o por ssh ou telnet ao router atrave´s
ssh 192.168.1.1 -l root
2. Adicionar o reposito´rio ao ficheiro de configurac¸a˜o em /etc/ipkg.conf, por exemplo,
src own http://192.168.1.1/graba/packages/
Atrave´s da interface gra´fica do WhiteRussian ja´ e´ poss´ıvel actualizar a lista de pacotes
incluindo os pacotes no seu reposito´rio. No entanto, falta gerar o ficheiro Packages contendo
a informac¸a˜o dos pacotes no reposito´rio, como por exemplo:
Package: graba
Priority: optional
Section: net
Maintainer: Universidade de Aveiro - Projecto 5¿Ano
Filename: graba_0.2-2_mipsel.ipk
Size: 69881
MD5Sum: 297c187e6d1cb4e6ac1fefe676cfe977
Description: Packet Sniffer and accounting using Packet Sockets
Source: http://svn.openwrt.org/openwrt/trunk/openwrt/package/graba
Version: 0.2-2
Architecture: mipsel
Este ficheiro deve estar na pasta em http://192.168.1.1/graba/packages/ e um script que
facilita criac¸a˜o do mesmo e´ disponibilizado pelo Buildroot. Encontra-se em,
~/home/gentoo/Projecto/OpenWrt-SDK-Linux-i686-1/scripts/make-ipkg-dir.sh
Este script deve ser copiado para o directo´rio http://192.168.1.1/graba/packages/ e quando
executado gera a informac¸a˜o sobre todos os pacotes *.ipkg presentes no directo´rio.
./make-ipkg-dir.sh . > Packages
Neste momento, o pacote encontra-se referenciado no reposito´rio local e pronto a ser
instalado atrave´s da interface do WhiteRussian.
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Apeˆndice C
Manual de utilizac¸a˜o do Graba
1. O primeiro passo e´ procurar na lista de software dispon´ıvel na interface do WhiteRussian
o pacote Graba.
2. Instalar o pacote clicando na opc¸a˜o install (a verde).
3. Logo que o pacote seja instalado, e´ colocado a correr no router, com os paraˆmetros por
default. Para configurar o graba, aceder ao enderec¸o http://ip-do-router/graba, e
uma pa´gina HTML (pa´gina inicial do Graba) com campos edita´veis permite alterar os
paraˆmetros do Graba.
4. Ao salvar, o programa e´ reiniciado, e pode consultar as estat´ısticas geradas pelo Graba
na pa´gina inicial do mesmo.
5. Para desinstalar o Graba, e´ so´ voltar a` lista de pacotes instalados na interface do
WhiteRussian e clicar em Uninstall.
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