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Preface 
 
Chemical kinetics, also known as reaction kinetics, is the study of rates of chemical 
processes and mechanism of chemical reactions as well, effect of various variables, 
including from re-arrangement of atoms, formation of intermediates, etc. Students, 
researchers, research scholars, scientists, chemists and industry fraternity needs to 
understand chemical kinetics so that industrial reactions can be controlled, and their 
mechanisms understood. Chemical kinetics also provide an idea to make predictions 
about important reactions such as those that occur between gases in the atmosphere. It 
is a huge field that encompasses many aspects of physical chemistry.  
The book is designed to help the reader, particularly students, researchers, research 
scholars, scientists, chemists and industry fraternity of chemistry and allied fields; 
understand the mechanics and reactions rates. The selection of topics addressed and 
the examples, tables and graphs used to illustrate them are governed, to a large extent, 
by the fact that this book is aimed primarily at chemistry and allied science and 
engineering technologist. 
The objective of this book is to give academia, research scientists, research scholars, 
science and engineering students and industry professionals an overview of the 
kinetics quantities such as rates, rate constants, enthalpies, entropies, and volume of 
activation. This book also emphasizes how these factors are used in interpretation of 
the mechanism of a reaction.  
This book is based on the series of chapters written by different authors and divided 
into 15 chapters, each one succinctly dealing with a specific chemical kinetics and 
reaction mechanisms. The contents are widely encompassing as possible for chemical 
kinetic research field.  
The book critically compares the chemical kinetics and reaction mechanisms so that 
the most attractive options for chemistry (physical, organic and inorganic) research 
can be identified for academia, research scientists, research scholars, science and 
engineering students and industry professionals. 
 
Dr. Vivek Patel, SKO 
Centre for Knowledge Management of Nanoscience & Technology (CKMNT), 
Vijayapuri Colony, Tarnaka, Secunderabad, 
India 
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Introduction to Chemical Kinetics 
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Chemical Kinetics, an Historical Introduction 
 Stefano Zambelli 
University of Padova, 
Italy 
1. Introduction 
This Chapter would provide a methodological analysis of the historical developments of 
chemical kinetics from the beginnings to the achievements of Transition state theory and 
Kramers-Christiansen approach. Chemical kinetics is often treated as a side issue of the 
most important disciplines of chemical science. Students in most of the cases gain 
knowledge of Kinetics as part of Physical Chemistry introductory courses and find it again 
applied in many other contests. 
Despite that, it would necessitate a fundamental and main teaching course as we will see in 
the course of this chapter. This didactical and academic approach could have many reasons. 
A general one may be the philosophical and psychological disposition to put our attention 
more on objects rather than concepts, matter over processes. 
In Science History there are many examples of this tendency: the transmission of heat and 
electromagnetic waves are good examples. Phlogiston and Luminiferous Aether represents 
a materialization of processes that processes themselves do not need to be studied, however 
our mind need this primitive objectivization to grasp the concept in a simpler way.  
This represents a fundamental issue of scientific method: to do Science we need to go 
beyond banality and perception. The development of Chemical Kinetics is deeply involved 
in the counterfactual approach that brought from Alchemy to Chemistry as for Physics form 
Aristotelic Natural Philosophy to Galilean Science.  
2. Origins of chemical kinetics: The declinations of affinity 
The chemical affinity principle, developed during the seventeenth century, derives from the 
alchemical concept of chemical wedding: similar substances will interact so we can 
categorize them. The real innovation at the end of 17th and during the 18th centuries was the 
application of that concept not only as a taxonomic principle but also for the comprehension 
of chemical reactivity. 
The interaction of bodies is simpler when there is a similitude between them, this is the base 
idea of Chemical Affinities and come from ancient and medieval alchemy and naturalism 
doctrine. At the end of 17th century this intuitive principle become a theory, although 
qualitative, that justify and classify interactions between different substances.  
In the same period also the observation of time become important for the determination of 
the nature of chemical reactions. Time of decurrence was clearly contemplated for the 
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preparation of substances with long reactions but it was seen as an ordinary technical factor. 
The Opera of Alchemy, for example in the transmutations of metals, was considered as a 
means for the acceleration of the millenary gestation of precious metals in the bowels of 
Earth Mother. The underestimate of real times in the alchemists conceptions resulted so 
natural in an activity that already theoretically reduced geological times. The paradox was 
that time, a fundamental principle for alchemic theory, resulted of little importance in the 
alchemical praxis.  
Probably the first scholar that introduced a dynamical vision of the chemical phenomena 
was Wilhelm Homberg (1652-1715). Homberg, a German scholar, worked in Magdeburg 
with Von Guericke, in Italy and later in England with Boyle. He introduced the first 
principles of quantitative measurement for chemical action: the strength of an acid towards 
a series of alkali depends on the time of neutralization of the various alkali.  
2.1 Tabulae affinitatum 
The lists of strength of alkali and the concept of chemical affinity brought Etienne Francois 
Geoffroy (1672-1731), a French scholar initiated to chemistry by Homberg himself, to the 
compilation of the Tables of Affinity, (or Tables of Rapports) that could be considered as the 
first ancestor of the periodic table. The first one was done by Geffroy (Geoffroy, 1718). You 
can see the Encyclopédie version  in the following figure. 
 
 
 
Fig. 1. Recueil de Planches, sur les Sciences, les Arts Libéraux, et les Arts Méchaniques, 1772 
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In the first row you can see the primary substances then going down along the columns the 
similar substances in order of affinity with the first one. 
The development of Affinity tables was inevitably considered in the light of the main 
scientific discussion of the 18th century: the debate between plenistic Cartesian vision and 
the Newtonian distance action principle. Important chemisters of this period took parts in 
that debate: Boerhaave and later Buffon among Newtonian side identified affinities as a 
special form of gravitational attraction, Stahl on the other side negated the distance action 
invoking the medium of Phlogiston. 
Guyton de Morveau (1737-1816), a French scholar, sustained initially phlogiston theory, but 
leaved it after in favor of a distance action between the different elementary particles of 
substances bringing the chemical affinities to a microscopic level, a similar position was 
taken by Berthollet and Lavoisier. De Morveau classified the kind of affinities: simple or by 
aggregation, composed, decomposed, double, reciprocal, intermediate, dispositional. He 
listed also the laws of affinity: 
- Molecules have to be in fluid state to respond to affinities influence. 
- Affinities acts between the elementary particles of bodies. 
- Affinities between two different substances may be different from that between their 
composites. 
- Affinity of substances acts only if it is bigger than the aggregation affinity of 
themselves. 
- Two or more bodies united by affinity form a new body with different properties from 
precursors. 
- Affinities action and velocity depends on temperature. 
Basilar principles of Chemical Kinetics and Chemistry are going to take form. Of particular 
importance the last law: temperature and so ambient conditions have influence on chemical 
reactivity. 
The position of Torben Olof Bergman (1735-1784), a Swedish scholar, about the influence of 
temperature is particularly interesting. He assumed the affinity constant at constant 
temperature and suggested to compile different affinity tables depending on conditions: the 
affinities of dry phase is different from that in liquid phase. 
Bergman closed elegantly the debate on the nature of the affinities assuming a very wise 
position: it is not useful debating about the last nature of interacting forces between 
chemical particles because it will remain unknown until quantitative experiments will be 
done on affinities. Bergman so is the first scholar that made some hypothesis about a 
measure of the affinities, but their mathematical expressions and measures will be a duty for 
future researchers. Bergman compiled also affinity diagrams in his major opera, the 
Opuscula. They are an interesting representation of chemical reactions done with alchemical 
symbols: the ancestors of stoichiometric equations (although the very first one appeared 
even in 1615, but not systematically, in the famous Tyrocinium Chymicum, the first 
Textbook of Chemistry written by Jean Beguin). You can see an example in the figure 2. The 
diagram represents the reactions of sulfuric and hydrochloric acid with calcium carbonate 
and potassium hydroxide (Vitriolic and Marine for acids, Pure calcareous earth and Pure 
fixed vegetable alkali for the basis). 
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Fig. 2. This Affinity Diagram schematize two acid-base reactions 
3. Chemical equilibrium conception: The law of mass action 
The end of 18th Century and the first half of 19th added other essential pieces to the puzzle of 
Chemical Kinetics and Chemistry in general. There is a surprising absent actor in the debate 
on Chemical Affinities, the father of modern Chemistry: Antoine-Laurent de Lavoisier 
(1743-1794). The Lavoisier Revolution brought quantitative measurements to Chemistry and 
so to Affinity Diagrams. We can see one of the first examples of stoichiometric equation 
from Lavoisier works in the following figure (Lavoisier 1782).  
 
 
Fig. 3. Stoichimetric Equations with Lavoisier’s symbols  
Those symbolic equations represent one of the passages of the oxidation of iron in nitric acid 
where Mars symbolize iron, the nabla water, the crossed circle oxygen, the triangle and 
cross nitrogen oxide. In this passage iron gains the same part of oxygen that nitric acid loses, 
an example of the Law of Mass Conservation. 
Why Lavoisier did not play a role in the debate about Affinities if he applied quantitative 
methods also for affinity diagrams? The causes may be many, for example the fact that he 
was outside main academic circles, (he was member of the French Academy of Sciences 
from the age of 25, but never gained an academic position). The reasons are explained by 
Lavoisier himself in the Traité élémentaire de chimie, and follow Bergan recommendations: 
In this writing I followed the principle of not arguing beyond experimentations, not taking over the 
silence of facts. So I cannot consider those parts of Chemistry that would probably become Exact 
Science before the others. Scholars as Bergman, Scheele, de Morveau and many others are conducting 
numerous studies about Chemical Affinities and Attractions, but basic, precise and general data are 
lacking at the moment. Affinities theory respect to ordinary Chemistry is as Transcendent Geometry 
respect to Elementary one and goes over the scope of this introductory book. Mr de Morveau is 
writing the voice Affinity in the Encyclopédie and I am worried to compete with him. 
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3.1 Characterising of chemical reactions 
With the development of Lavoisier’s methods in the second half of the 18th Century new 
definitions and properties are established. A concept that for today scientists results obvious 
was defined: the concentration of substances. The fist timid attempts to distinguish 
reactivity and equilibrium was made, for example sulphuric acid was considered the most 
powerful because it shifted other acids from their salts, the most strong because it absorbs 
most water, the least active because Oleum needs water or hydrated compounds to take 
effect. The researches about the reactions between acids and metals are of particular interest 
in this period. For example many scholars did not consider more metals as primary 
substances thinking they was compounds with an alkaline parts (it will need nearly a 
Century for the comprehension of redox reactions). 
In the work of Carl Friedrich Wenzel (1740-1793), a dresden metallurgist, we can find the 
first link between reaction velocity and quantity of the reactants. He investigated the 
reactions between metals considering the time of dissolution of little metal cylinders inside 
dilute acid solutions. Using Buffon theories Wenzel considered the affinity of the acids 
inversely proportional to the time of dissolution but considered also the role of the solvent 
(water). The velocity of reaction results proportional to the affinity or the strength of the 
acid while inversely proportional to the resistance of the solvent. In modern terms reaction 
velocity is proportional to concentration. Wenzel made also interesting considerations about 
thermal conditions, imposing the same temperature for all the dissolutions to compare them 
correctly. Some scholars, Wilhelm Ostwald between the most famous, awarded Wenzel for 
the first qualitative definition of the Law of Mass Action, although the primacy is commonly 
given to Berthollet. 
Count Claude Louis Berthollet (1748-1822), member of Academy of France and founder of 
the Ecole Polytechnique, collaborated with Lavoisier but was more lucky than him. He had 
no problems during the revolution and got in the good books of Napoleonic government. 
He followed Bonaparte’s expedition to Egypt. Visiting the Natron Lakes, Berthollet 
observed soda deposits on the surrounding limestone hills. He supposed a chemical reaction 
occurring between salt (sodium chloride) and the limestone (calcium carbonate) in the hills 
to produce soda (sodium carbonate) and an accompanying product, calcium chloride, which 
seeped away into the ground. The reaction was the reverse of the one that chemists knew 
under laboratory conditions, and this indicated to Berthollet that physical conditions, such 
as heat and pressure, and quantities of reactants could affect the course of a chemical 
reaction. 
From these and other considerations he exposed the first qualitative form of the Law of 
Mass Action during 1803 in two famous publications:  “Essai de statique chimique” (fig. 4) e 
“Recherches sur les lois des affinités chimiques”. The progress of a chemical reaction depends on 
the quantity and conditions of reacting substances. Berthollet’s essays do not relate only on 
the velocity of the reaction but also on its equilibrium. Today these considerations may 
appear obvious but at the time they received fierce critics.  
These theories and the embryonic conception of equilibrium was favourably considered by 
some important Chemists as Berzelius, Davy and Gay-Lussac, but most of the scientific 
community did not considered them being incompatible with Proust’s and Dalton’s Laws 
that monopolized the attention of the scientific community in the period. 
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Fig. 4. Title and first page of Berthollet Essay 
Berthollet made other significant considerations, for example the fact that for solids the 
Affinity remain costant. So Affinities are not absolute but become dependant on the 
quantities of reactants (except solids), but how those quantities was defined? In the Essai he 
defined the Affinity A=a/E , where a is a constant dependant on the substance and E its 
equivalent weight. Multiplying the mass of the substance for unit of volume w by the 
precedent expression he defined the Active Mass of the reactant equal to the concentration , 
(numbers of equivalent per unit volume: w/E). 
The reasons of this rejection depended also by the fact that most of the conclusions of 
Berthollet  and his predecessors was qualitative and not supported by adequate analytical 
data. To get the first quantitative observations and thermodynamic interpretations of 
reacting systems we have to wait the second half of 19th Century thanks to the development 
of analytical chemistry.   
3.2 Time: A new quantitative observable 
It is difficult today arguing about Chemical Kinetics without Thermodynamic but this 
branch of our science was established originally by simple chronological measurements of 
chemical processes (King 1981).  
The development of quantitative relations and laws derived from the use of advanced 
analytical techniques but these did not give real contributions until the end of 19th Century 
thanks to a suitable mathematical construct.  
Initially analytical observations was used to collect a multitude of data from many different 
systems thinking in this way to get universal laws in the optic of Natural Philosophy. It is 
the passage from the many experiments to the good experiment that made the true change. 
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The intense experimental phase around the half of 19th Century may be efficiently described 
by Wilhelmy and Gladstone works. 
Ludwig Ferdinand Wilhelmy (1812-1864), a German physicist published in 1850 an 
important paper on the kinetic on the inversion of sugar with acids (Wilhelmy, 1850, Fig. 5).  
 
Fig. 5. Wilhelmy paper Title page 
He used a new technique, Polarimetry, for evaluating the dependence of reaction velocity 
on the quantity of reactants and temperature. In this paper probably appeared the first 
differential equation used in chemistry: 
 dZ MZS
dt
   (1) 
Reaction velocity is the negative derivative of the sugar quantity Z in time t, S the acid 
quantity and M the quantity of inverted sugar in the infinitesimal time dt. Considering an 
excess of acid S is constant and supposing also M constant the solution results: 
 0
MStZ Z e  (2) 
Wilhelmy verified that M remains almost constant in time and observed the dependance of 
that constant with temperature.  
Wilhemly’s paper results impressive for its anticipations, it was written forty years before 
Arrhenius work on the same topic. Unfortunately, although written in a prestigious Journal, 
(the Poggendorffs Annalen der Physik und Chemie, later Annalen der Physik), the paper passed 
unnoticed by contemporary scholars. It will be rediscovered only in 1884 by Ostwald. 
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Not only Polarimetry but also other techniques useful for kinetic studies was developed in 
this period. Colorimetric titrations was used by John Hall Gladstone (1827-1902), Fullerian 
Professor of Chemistry in London, to get precise measurements of equilibrium and to 
investigate the effect of salts on reaction dynamic.    
We will quote the conclusions of Gladstone about the action of thiocyanate on iron salts to 
notice the evolution of the language and concepts on the topic (Gladstone, 1855): 
1. Where two or more binary compounds are mixed under such circumstances that all the 
resulting bodies are free to act and react, each electro-positive element arrang-es itself in 
combination with each electro-negative element in certain constant proportions.  
2. These proportions are independent of the manner in which the different elements were 
originally combined.  
3. These proportions are not merely the resultant of the various strengths of affinity of the 
several substances for one another, but are dependent also on the mass of each of tie 
substances in the fixture.  
4. An alteration in the mass of any one of the binary compounds present alters the amount 
of every one of the other binary compounds, and that in a regularly pro- gressive ratio; 
sudden transitions only occurring where a substance is present which is capable of 
combining with another in more than one proportion.  
5. This equilibrium of affinities arranges itself in most cases in an inappreciably short 
space of time, but in certain instances the elements do not attain their final state of 
combination for hours, or even days.  
6. The phenomena that present themselves where precipitation, volatilization, 
crystallization, and perhaps other actions occur, are of an opposite character, simply 
because one of the substances is thus removed from the field of action, and the equi- 
librium that was first established is thus destroyed.  
7. There is consequently a fundamental error in all attempts to determine the relative 
strength of affinity by precipitation; in all methods of quantitative analysis founded on 
the colour of a solution in which colourless salts are also present; and in all conclusions 
as to what compounds exist in a solution drawn from such empirical rules as that " the 
strongest base combines with the strongest acid." 
From Gladstone experiments Chemists on the field begun to use extensively optical 
methods verifying Berthollet’s statements and two facts emerged clearly: the presence of the 
equilibrium conditions in contrast with Proust’s Law, the hypothetical achieving of a 
complete reaction after an infinite time. 
4. Clockwork stoichiometry 
We will see that many exemplary experiments survived the second half of 19th Century and 
results still dominating in chemical didactics. The acid esterification of alcohols is 
emblematic in this sense: it is difficult nowadays to find an introductory textbook that does 
not explain this reaction as basic example. 
In most of cases nevertheless the origin of that example is not cited. It comes from a series of 
experiments done by a couple of Parisian chemists around the 1860: Pierre Eugene Marcelin 
Berthelot (1827-1907) and Leon Peon de Saint-Gilles (1832-1863), the first one full professor 
of chemistry at the Ecole de Pharmacie, the second a wealthy dilettante. 
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Their work (Berthelot & Saint Gilles, 1862) will be extensively used by other two important 
couples of scholars: Guldberg and Waage, Harcourt and Esson. We will speak of them later 
in the chapter. In the title they referred to etherification but in the paper they speak about 
esterification, probably a misprint.  
Arising from his interest in esterification, Berthelot studied the kinetics of reversible 
reactions. Working with Saint Gilles, he produced an equation for the reaction velocity 
depending on reactants concentrations. This was incorrect because they did not considered 
in the expression the inverse reaction. Other interesting considerations was the hypothesis 
of an exponential dependence on temperature and the fact that equilibrium position is 
independent from the kind of alcohols and acids used.  
The conclusions of Berthelot and Sait Gilles was not particularly new compared to those of 
Wilhelmy. They found similar expressions and both esterification and sugar inversion are 
good systems for the study of kinetic and equilibrium. May be that the use of differential 
equations was not usual for the chemists at the time. Significantly Guldberg and Esson was 
mathematicians that helped later the chemists Waage and Harcourt.   
The fact that chemists used mathematics so late after decades of data collections may 
surprise the actual reader, but we have to consider that a systematic study of mathematics 
was not considered in chemistry courses until after the second world war. This delay did 
not regarded only Chemical Kinetics but chemistry in general. We have to wait Physical 
Chemistry, other developments in Analytical Chemistry and a general evolution of 
Chemistry equipment and instruments to free chemists from very difficult and hard-
working experimental praxis for the development of theoretical reflections and laws.   
4.1 The law of mass action again 
The first quantitative expression of the law of mass action was presented by Cato 
Maximilian Guldberg (1833-1902) and Peter Waage (1839-1900) two years later (Guldberg 
& Waage, 1864). They was Norwegian Professors of Mathematics and Chemistry at the 
Christiania University of Oslo and brothers in law (fig. 6).  
It is interesting to consider the blessed situation of chemistry in Scandinavia coming from 
the necessities of mining industry and from the large number of eminent chemists like 
Scheele, Bergman, Berzelius, the same Guldberg and Waage, Arrhenius and Nobel later. 
Scandinavian insulation and advanced knowledge promoted many autonomous researches 
and caused often independent contemporary discoveries with other European groups.  
Despite being isolated as the use of the Laurent-Gherard notation demonstrate, (that 
notation was diffused more than ten years before ), from 1862 and 1864 they repeated and 
examined experiments and results of Berthelot and Saint Gilles on esterification, Rose’s 
work on Barium salts and that of Scherer on heterogeneous reaction between silica and 
soda. The study of so different processes derived from the will of the authors to get a new 
law, universal for all chemical processes. The style of the 1864 paper was polemical 
against the precedent theories of affinity that the authors considered inconclusive or 
erroneous. 
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Fig. 6. Guldberg & Waage 
Guldberg and Waage preferred a less speculative and more direct approach simply 
enunciating the formula for the definition of action of mass and volume: 
 
a b
chem
M NF
V V
           
 (3) 
Where Fchem represents the chemical force, M and N the quantity of the reacting substances, 
V the volume, α, a and b constants wich, other conditions being equal, depends only from 
the nature of the substances. If one begins with a general system containing four active 
substances pairwise interacting,  (direct and opposite reactions between two reactants and 
two products), and considering the balance of chemical forces Guldberg and Waage 
obtained the expression for chemical equilibrium: 
        ' '' ' 'a b a bp x q x p x q x       (4) 
where p, q, p’, q’ are the initial concentrations of reactants and products, x  the amount of 
transformed reactants at equilibrium reaching, α, a, b, α’, a’, b’, constants with the previous 
meaning that can be calculated from the initial concentrations, the amount x and 
experimental data. 
We can quote a passage of the 1864 paper because it resolves the apparent contradiction 
between affinities and equilibrium theories towards Proust’s and Dalton’s Laws. 
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That a chemical process, as so often is the case in chemistry, seems to occur in only one 
direction, so that either complete or no substitution takes place, arises easily from our 
formula. Since the active forces do not increase proportionally to the masses, but according 
to a power of the same, the relationship of the exponent does not have to be particularly 
large before the unchanged or changed amount becomes so small that it does not let itself be 
revealed by our usual analytical methods.  
Timidly in this paper and in the following works of the two scientists there is the 
consciousness that the expressions derives from microscopic processes between atoms and 
molecules. They present a progressive clarification and distinction of the concept of 
chemical forces, initially considered in a Newtonian way to get the balance-equilibrium 
expression and in their last paper (Guldberg & Waage, 1879) assimilated to bond strength 
and reaction velocity, the macroscopic kinetic observable. 
In this last work are present many interesting intuitions, there is an hypothesis of the 
microscopic interaction mechanism and from that and the stoichiometric coefficients a try to 
explain theoretically the exponential coefficients, previously arbitrary or purely 
phenomenological and there is a mild use of thermodynamic data.   
Guldberg and Waage went a step further in the correct direction introducing suitable 
formulas for equilibrium and velocity expressions but do not have the theoretical 
instruments to justify and interpret it correctly. They examined a huge number of different 
chemical systems falling in the old trap of getting general laws from the many experiments 
rather than the good experiment.  
5. Thermodynamics revolution 
The first non systematic introduction of thermodynamics in Chemical Kinetics is due to the 
second couple of scientists previously cited: Augustus George Vernon Harcourt (1834-1919) 
and William Esson (1839-1916). Harcourt was an important chemist, member of the Royal 
society and president of Chemical society, Esson a mathematician and Savilian professor of 
Geometry. They worked at University of Oxford in a period particularly fruitful for Sciences 
in Britain. It is the peak of positivism and at the time different sciences, included chemistry, 
got clearly distinct university courses. Their activity covered a period of fifty years and 
represented the main passage from natural philosophy speculations to modern scientific 
reasoning. Influenced by Van’t Hoff they will definitively abandon ambiguous terms like 
Affinity and Chemical Forces.  
In 1864 Harcourt presented his first publications contemporary to Guldberg and Waage 
paper. In this work only the name of Harcourt appears but Esson asked the collaboration of 
a chemist around six years before to applying his mathematical methods to experimental 
chemistry. In 1865 it was Harcourt that asked Esson to collaborate and their partnership will 
continue for the rest of their lives (Harcourt & Esson 1865). 
In the first part of their studies they searched chemical processes suitable for kinetics 
measurements. Harcourt found an initial valid system: the oxidation of oxalic acid with 
potassium permanganate. He supposed a two step mechanism:  
1. K2Mn2O8+3MnSO4+H2O=K2SO4+2H2SO4+5MnO2 
2. MnO2+ H2SO4+ H2C2O4= MnSO4+2CO2+2H2O 
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Verifying it, like today, by the presence of the intermediate manganese oxide and by the 
acceleration of reaction if manganese sulphate was present at the beginning of the reaction. 
Examining again the data around 1866 with Esson they plotted a curve of time vs quantity 
of reactants verifying a logarithmic trend.  
To get a better plot they needed to interrupt the reaction at will and to analyze the quantity 
of substances reacted at time of interruption. So they considered another reaction: the 
oxidation of hydroiodic acid with hydrogen peroxide in presence of definite quantities of 
thiosulfate and a starch indicator. They measured the time passed before the appearance of 
blue solutions after the consumption of thiosulfate. In this way they confirmed precisely the 
logarithmic trend and published their results (Harcourt & Esson, 1867).   
They extended also an interesting comparison about the energetic of chemical processes. A 
chemical reaction is like the fall of bodies: the initial activity of reactants is converted in 
reaction transformation as the potential energy of a falling body in kinetic energy. Reaction 
velocity so does not remain constant depending on reactants activity. To get a function of 
velocity they need to consider an infinitesimal time interval introducing, again in analogy 
with Mechanics, an instantaneous reaction velocity. 
The velocity of change, equal to the negative time derivative of reactants quantity, is 
assumed to be proportional to their original quantity y and a constant a depending on the 
considered system: 
 dy ay
dt
   (5) 
Results and methods of this system was published again and better described in other two 
important papers: the Bakerian Lecture (Harcourt & Esson, 1895) and the last paper written 
by the authors Harcourt & Esson, 1912, fig. 7). 
These publications represents probably the most important works for the beginning of 
modern Chemical Kinetics. They introduced the today common symbol for reaction rate 
constant k and evaluated formally its dependence on temperature. 
There is a clear conception of the microscopic nature of chemical processes, they supposed 
for example that rate constant nullifies at absolute zero, considering that inert atoms and 
molecules could not encounter and interact each other. 
To describe temperature dependence of rate constant we will consider the theoretical 
explanation done by Esson from the experimental ratio between two rate constants at 
different temperatures found by Harcourt: 
 
' '
mk T
k T
      (6) 
Where k, k’ are the rate constants, T, T’ the absolute temperatures and m an experimental 
pure number. Expressing the equation (6) in differential form m becomes a proportionality 
constant of infinitesimal changes of the temperatures and rate constants: 
 dk dTm
k T
  (7) 
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Fig. 7. Front page of the Phil. Trans. volume with the last paper of Harcourt and Esson 
The value of m resulted constant for all temperatures, depending only on the chemical 
system considered. Considering a big excess of one reactant its chemical activity, (Esson 
used the term potential but we will use activity to avoid confusion with chemical potential 
µ), may be supposed constant during reaction course because its quantity remain nearly the 
same, so the variation in rate constant may be caused only by temperature variation (the 
precedent argumentation for equation (5)  is difficult to use in this case). 
In this conditions Esson talk about stable conversion of thermal energy to chemical energy 
with m a constant of proportionality between the different energies. Reconsidering equation 
(5) and integrating we can obtain an expression for chemical potential energy, (in Esson’s 
terms), whose variation remain constant for the same variation of reactant concentration at 
different temperatures: 
 2 1 2 1( ) ( ) '( ) '( ) ' 'f y f y f y f y kt k t      (8) 
Where the terms with asterisk derives from a reaction at temperature T’. From (6), (7) and 
(8) equations we can obtain the following expression: 
 '
' '
mk t T
k t T
       (9) 
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Contrary to rate constant the reaction times and temperatures are measurable directly, and 
from the equation (9) we can obtain the value of the exponent m. 
Once found this relationship from the careful examination of suitable reaction systems 
Harcourt and Esson checked its validity for a vast number of different reactions: organic, 
inorganic, biological, in gas phase and so on. In all cases they obtained the value of m 
different from case to case but constant for different temperatures intervals. 
Many experiment of Harcourt and Esson was also considered by Van’t Hoff and they 
correlated their law with his thermodynamic hypothesis. They found confirmation also of 
Van’t Hoff parametric formula for m: 
 1m bT a cT    (10) 
The dependence of m with temperature is for example m=a for dissolution of metals with 
acids or the action of drugs in muscles, m=cT for decomposition of dibromosuccinic acid, 
m=bT-1 for ethyl acetate hydrolysis with sodium hydroxide. In most of the cases m results 
constant, but Harcourt and Esson admitted that in some cases this does not happen, 
contradicting their hypothesis.  
For the resolution of this and other problems we have to wait Van’t Hoff and Arrhenius but 
thermodynamics got his entrance into Chemical Kinetics thanks to Harcourt and Esson 
extensive work, even if it is less famous than that of Guldberg and Waage. 
5.1 The birth of physical chemistry 
The fundamental passage for the development of modern Chemical Kinetics was done when 
stages of reaction was associated to definite thermodynamic states. This passage was done 
by a tern of important names: Svante August Arrhenius (1859-1927), Jacobus Hendricus 
Van’t Hoff (1852-1911) and Wilhelm Ostwald (1853-1932), fig. 8. 
 
       
Fig. 8. From left to right: Arrhenius, Van’t Hoff and Ostwald 
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In the first years of its construction Physical Chemistry practically corresponded to 
Chemical Kinetics. We will see before the contributions of Van’t Hoff and Ostwald the 
“founders” of Physical chemistry and creators of its first journal: the “Zeitschrift fur 
Physikalische Chemie”, published for the first time in 1887 at Liepzig, fig. 9. 
 
 Fig. 9. Title page of the first number of the Zeitschrift 
5.2 Ostwald and catalysis 
Ostwald contributed directly on Chemical Kinetics less than Van’t Hoff and Arrhenius, 
indeed he is more known for his position in the debate about atoms and for his 
contributions for the comprehension of Catalysis. 
His main activity was done at Liepzig, where he became professor of Phisical Chemistry in 
1887, after an important academic career at Riga Polytechnic where he wrote his major 
Opera: “Lehrbuch der Allgemainen Chemie”, Treatise on General Chemistry, a reference book 
for chemistry for many years later. In 1909 he won the Nobel Price for Chemistry thanks to 
his work on Catalysis. In this period he partially accepted the existence of atoms after the 
results of Perrin and Einstein on Brownian motion.      
Even if his direct contribution on Chemical Kinetics was limited it was a field that interested 
him for all his academic career. His first publications regarded the verification of the Law of 
Mass Action on different salts hydrolysis reactions (Ostwald, 1879-1884). He later 
rediscovered also the work of Wilhelmy on the inversion of sugar supposing erroneously 
that the acids do not  react directly but act as accelerator (Ostwald, 1884). That erroneous 
interpretation was the origin of his interest on catalytic phenomena that we will treat briefly 
being only partially related at the scope of the chapter. 
Catalysis was discovered in the first half of 19th Century and initially was considered only as 
a physical action. After Berzelius studies in this field the phenomenon was considered as a 
chemical one and its action extended for all chemical reactions.   
Liebig, a pupil of Berzelius, viewed the phenomenon in terms of the radical theory: 
Catalysis manifests when the forces of attraction between radicals, (activated species in 
modern terms), are changed due to the contact with a third body that does not combine with 
the original reacting species. 
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The explanations of Catalysis was also considered from an energetic point of view: 
Mitschelich, Mayer and others thought it as a sort of trigger that discharged an hidden 
chemical energy by physical contact. 
Ostwald merged the two approaches: there is not a direct physical catalytic force or action 
nor a direct modification of the chemical bonds but the thermodynamic of the whole system 
is changed with new ways of lower free energy in the chemical transformation (Ostwald, 
1902). Substantially the actual conception of the phenomena. 
He pointed out that the development of the new theory of Catalysis was not possible 
without the development of Chemical Kinetics because it was deeply involved with the 
velocity of reaction (Ostwald, 1909). The correct interpretation of Catalysis was one of the 
first big success and confirmation of the Kinetic Theory. We are in debt with Ostwald also 
for the popularization of Gibbs work, not very known until the end of the 19th Century.    
5.3 The link between K and k: Van’t Hoff 
Jacobus Hendricus Van’t Hoff (1852-1911), was a Dutch Chemist that worked in Holland 
and France before joining Ostwald in Germany. He gave essential contribution to many 
fields of chemistry and physics: from the conception of Stereochemistry (Van’t Hoff, 1875), 
to the thermodynamic explanations of Osmosis and solutions dynamics (Van’t Hoff. 1885). 
For his studies on solutions he won the Nobel Prize for Chemistry in 1901.  
His essential contributions to Chemical Kinetics, besides the part previously cited in the first 
part of this chapter, culminated in the discovery of the relation between the rate constant 
and the equilibrium constant (Van’t Hoff, 1884). He interpreted the Chemical Equilibrium as 
the balance between opposite reactions so he related equilibrium constant to the ratio of the 
rate constants of the direct and reverse reaction. From an application of Clausius-Clapeyron 
equation Van’t Hoff found the dependence of the equilibrium constant K from the absolute 
temperature T: 
 ln QK C
RT
    (11) 
Where Q represents the isochoric heat of reaction, C an arbitrary integration constant and R 
the gas constant. 
Equilibrium constant dependence on temperature is different for exothermic and 
endothermic reactions, Van’t Hoff called this conclusion mobile equilibrium, a principle that 
Le Chatelier generalized in the same period. From the equation (11) and the relation of K 
with the rate constants he obtained the phenomenological equation for the dependence of 
the rate constant k with temperature: 
 2
lnd k A B
dT T
   (12) 
Where A is related to some not specified heat and B remain indeterminate. In his later works 
he determined experimentally the values of these constants for many reactions but did not 
obtain a theoretical interpretation of them. 
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Van’t Hoff classified chemical reactions at microscopic level as mono-bi and poly molecular 
processes, interpreting the polymolecular processes from their  stoichiometry as a sequence 
of mono and/or bimolecular steps. From these conclusions and the equation (12) Arrhenius 
will get the basis for his studies. 
5.4 The Arrhenius equation 
The first hypothesis on the conductibility of ions in electrolytic  solutions and on the 
electrolyte dissociation of acid and basis of the young Swedish chemist Svante August 
Arrhenius (1859-1927) was not well accepted in his own country. He searched abroad a 
support for his studies and obtained it from Ostwald and Van’t Hoff. He worked with them 
for six years between 1885 and 1891 and wrote an important paper in 1887 (Arrhenius, 
1887). From thereafter his theories on ionic mobility received attention and acceptance and 
he won the Nobel Prize for chemistry in 1903. After the german period he returned to 
Sweden and studied the application of Physical chemistry to biology processes giving the 
basis for Biochemistry (Arrhenius, 1915). 
With Ostwald and Van’t Hoff he worked also on the Kinetics of electrolyte solutions and 
exposed his most important conclusions in a fundamental paper (Arrhenius, 1989) where he 
reconsidered the classical case of inversion of sugar with acids. 
Arrhenius wanted to obtain the phenomenological coefficients of the precedent formulas 
from the number of ions in solution but found discrepancies between excepted and 
experimental data at high temperatures. Considering also the contributions due to more 
frequent collisions with the help of kinetic theory of gases applied to liquid phase he 
estimated a variation of 2% but the discrepancies was higher, around 15%. Moreover the 
acidity of the solution, or the number of H+ ions, vary very slowly with temperature (around 
0.05% for K°).   
What really react therefore to justify a so big dependence with temperature? Arrhenius 
assumed the existence of a new specimen in the reaction: the active sugar. It is the number 
of molecules of active sugar that determine the velocity of reaction, they are the true reacting 
species. There is another subordinate equilibrium inside the reaction between sugar and 
active sugar that determinate its kinetic.    
He reinterpreted the rate constant as the ratio between the quantities of active and total 
sugar and evaluated its dependence in function of the temperature: 
 2
ln
2
qd k
dT T
  (13) 
It is no more necessary to define the constant B from (12) and A is now q/2 the half heat of 
activation of sugar. Arrhenius valuated also successfully the question of the activated part of 
the acid adding different electrolytes to solution. 
The equation for the dependence of velocity of reaction with temperature results: 
 
1 0
1 01 0
1 1( )
2
1 0 0
q T T q
T TT Te v e 
         (14) 
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Where v1 and v0 are the velocities at temperatures T1 and T0. From equations (13) and (14) he 
obtained directly his famous formula for the rate constant: 
 
E
RTk Ae
  (15) 
Where A is a frequency factor and E the energy of activation. The essential is the 
introduction of the concept of activation, but the physical explanation of the constants 
remained vague. 
6. Genesis and development of transition state theory 
Van’t Hoff, Arrhenius and Ostwald put the foundation for a formal systematization of 
Chemical Kinetics but did not achieve a self-consistent theory. Thermodynamics alone was 
able to treat the reactions from a macroscopic point of view, but results insufficient to fully 
interpret the microscopic processes.  
To get a exhaustive picture of the mechanisms from at atomic or molecular scale we will 
need the application of Statistical Mechanics and the development of Quantum Physics. 
This is the mainly reason why we have to wait around forty years before a new for a new 
breakthrough in Chemical Kinetics. 
Anyway this forty years are characterized by many debates and other discoveries in this 
field (Laidler & King 1983). First of all the Arrhenius equation, mainly welcomed, created 
some perplexities in the researchers that studied particular class of reactions where its use 
was really problematic. 
Max Bodenstein (1871-1942), a German physical chemist from Heidelberg that collaborated 
with Walter Nernst in Gottingen and took his chair at the Berlin University after his 
retirement, was one of these researchers.   
Bodenstein worked on gas reactions dynamics at the end of 19th Century (Bodenstein, 1899). 
Reactions in gas phase presents more difficulties and peculiar behaviors respect to liquid 
ones. Bodenstein accepted the hypothesis of activated species but supposed apparent or 
false equilibria between them and stable reactants especially for the particular systems he 
examined. Bodenstein intuited a fully new class of phenomena, what we now call non- 
equilibrium processes, and initially provoked some interest, but this concept was too early 
to get a development at the time. Theoretical basis for Transition State Theory, (hereafter 
called TST), needed a true equilibrium state and this approach become dominant. Other 
important contributions due to Bodenstein was in clarifying mechanisms of many 
heterogeneous and catalyzed reactions and the discovery of the mechanism of Chain 
Reactions around 1920, a field that we will reconsider later analyzing Christiansen work. 
In this period there was a great attention about the molecularity of mechanisms and of 
particularly interest was a debate about unimolecular reactions. The debate was that about 
the so called Radiative Theory (King & Laidler, 1984), proposed mainly by Jean Baptiste 
Perrin (1870-1942), around 1917. Perrin proposed that unimolecular processes was activated 
only by blackbody radiation. The hypothesis, fallacious, continued for nearly ten years 
involving many and important figures as Einstein for example. Even being wrong Radiative 
Theory represents an interesting case study and boosted the research on different activation 
causes other than thermal collisions.  
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Between 1920 and 1930 many scholars like Wigner, Pelzer, Polanyi and Eyring at the Haber 
Laboratory of the Kaiser Wilhelm Institut of Berlin established a rigorous statistical 
approach to Chemical Kinetics (Polanyi & Wigner, 1928; Wigner & Pelzer, 1932). Important 
contributions in this sense was done also by Marcelin, that introduced the modern 
terminology and the Gibbs standard energy of activation, and Kramers & Christiansen 
(Kramers & Christiansen, 1923). 
6.1 Quantum mechanical interpretation 
After the achievement of the wave equation for the hydrogen molecule due to Heitler and 
London the Hungarian Michael Polanyi (1891-1976), director of the Haber Laboratory in 
Berlin, and his host, the young Mexican American, Henry Eyring (1901-1981) wanted to 
apply it to the quantum mechanical description of the reaction of atom exchange between 
ortho and para hydrogen molecules: H + H2(orto) = H2(para) + H. 
They generalized that description for others bimolecular gas reactions between trhee atoms 
in a fundamental paper in 1931 (Eyiring & Polanyi 1931). The energy of the molecular and 
atom states during reactions was eventually exactly calculated thanks to Quantum 
Mechanics. They obtained the bond and activation energies plotting the energy in function 
of the distance between the atoms and molecules involved in the process and built the first 
diagrams of potential surfaces vs reaction coordinates. You can see an example in fig. 10. 
 
Fig. 10. Potential surface for the reaction H + HBr  H2 + Br 
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6.2 TST presentation 
The energetic description of all the configuration states of a chemical system was applied to 
Chemical Kinetics independently by the two researchers four years later, Polanyi from 
Manchester (Polanyi & Evans 1935) and Eyring from Princeton (Eyring 1935). The primacy 
is traditionally given to the most famous of the two, Eyring: the publications had some 
month of difference but the work was contemporary and a natural consequence of their 
previous joint work. 
Absolute reaction rates are obtained statistically from the probability of rising of the 
reactants molecules from their fundamental state to the saddle of the maximum of the 
potential surface diagram (the activated complex). Evaluating the ratio of the partition 
functions of the activated and fundamental state of the reactants and the limitation of the 
degrees of freedom due to the particular geometry of the reaction surface (the saddle point 
of the activated complex reduce the degrees of freedom to one) Eyring obtained an 
Arrhenius type equation with a clear and definite value of the pre-exponential and exponent 
factors:  
 
G
b RTk Tk e
h
    

 (16) 
where ΔG‡ is the Gibbs energy of activation, kB is Boltzmann's constant, and h is Planck's 
constant. Eyring considered also the possible variations of the equation (16) due to the 
molecularity of the reaction. 
The paper of Evans and Polanyi (Polanyi & Evans 1935) presented similar conclusions to 
that of Eyring but moreover tried to evaluate the interactions and energy exchanges between 
the reactants and the other actors of the chemical system (the solvent for example). 
The investigations of Evans and Polanyi are not a simple detail, because they make evident 
the limits of the TST. The most known of them are the appearance of unexpected products 
due to particular form of the saddle surface, the tunnel effect through low energy barriers, 
the population of higher energy states rather than the only saddle state for high temperature 
reactions. A methodological limit is the vision of the process as a “big” isolated molecule 
where all the actors: reactants, activated complexes and products are contemporary presents 
and in equilibrium. This picture is valid when the main process is the establishment of the 
equilibrium between fundamental and activated states but results fallacious when other 
processes, as the interaction with solvent in diffusion controlled reactions for example 
become dominant. The other picture, less known, that sees the reaction as a process of 
diffusion will be examined in the next and last part of the chapter. 
7. Genesis and development of diffusive-stochastic theories 
The diffusion description, elaborated by Christiansen around 1935 (Christiansen 1936) and 
fully systematised in 1940 by Kramers (Kramers 1940), was an interesting and successful 
method complementary to transition state theory (TST). It received, however, little or no 
attention in chemistry circles for a long time (Zambelli 2010). 
Hendrik Anthony Kramers  (1894 –1952) was a Dutch physicist. He worked mainly in 
Germany and Denmark and was one of the most important collaborator of Bohr in the 
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famous Copenhagen Institute of Theoretical Physics. His interest in Chemical Kinetics 
derived from the collaboration with Jens Anton Christiansen (1888–1969), later full 
professor of Physical Chemistry at the Copenhagen University, around 1922. 
Christiansen visited the Bohr Institute after his PhD graduation for a period of nearly one 
year. It is possible that he already came to Copenhagen with the hope of finding some 
mathematical-physical assistance for his studies of chemical reactions. Christiansen’s studies 
treated the dynamics of specific chemical reactions: in this PhD Thesis he introduced for the 
first time the term chain reactions (ketten reaction in Danish). His developments in this field 
together with that of Bodenstein previously cited resulted fundamental for the work of 
Nikolay Semenov (1896-1986) and Cyril Norman Hinshelwood (1897-1967) that will 
produce a definitive theory on chain reactions around 1950. 
7.1 Christiansen’s approach 
Christiansen tried to apply the description and the model of chain reactions to different 
mechanisms (Christiansen 1922) and wrote a paper with Kramers in 1923, cited previously, 
about unimolecular reactions confronting the activation mechanism due to thermal 
collisions and radiation absorption. They treated the radiation mechanism with the 
fundamental Einstein’s quantum theory about matter-radiation interaction (Einstein 1917). 
Other work of Einstein and Smoluchowski will be necessary later for Christiansen-Kramers 
approach. After the paper the collaboration probably ended and the two researchers will 
reconsider separately these arguments around fifteen years later.   
Christiansen developed the model of a chemical reaction as an intra-molecular diffusion 
process in the half of the thirties. He published two papers in 1935 (Christiansen 1935) and 
1936 (Christiansen 1936) on this research. The paper of 1936 is particularly significant. 
Christiansen confronted Arrhenius’s theory of activated states with a little known theory 
(Nernst 1893) of Walther Hermann Nernst (1864–1941). In Nernst’s theory, the reaction 
velocity is obtained, by analogy with Ohm’s law, as the ratio between a chemical potential 
and a chemical resistance. Christiansen intended the chemical potential as the difference of 
the chemical activities of the beginning and the final states and the chemical resistance was 
represented by a particular integral depending on temperature and diffusion constant. The 
purpose of Christiansen was to demonstrate, extending Arrhenius’s conception, that the 
methods of Nernst and Arrhenius are analogous. The generalization of Arrhenius’s theory is 
obtained by supposing an open, possibly infinite, sequence of many consecutive steps, thus 
gaining an expression consistent with that of Nernst. Christiansen discretized a chemical 
reaction considering not only one activated state, as in Arrhenius’s model, but a series of 
consecutive n stages which result in reciprocal virtual equilibrium. The equilibria between 
reactants, products and intermediates are supposed to be valid because Christiansen 
considered the quantity of intermediates constant during the slow stages of reaction, so the 
process is stationary or quasi-stationary. These are a group of assumptions similar to those 
made in the theory of diffusion. In fact, according to Christiansen’s hypothesis, the 
equilibrium quantity of the activated complexes may be put in relationship to the 
concentrations of a diffusing substance along the sections of a column. From this diffusive 
description, he obtained an expression for the reciprocal reaction rate which was consistent 
with that obtained on a thermodynamic basis. Christiansen expressed the velocity of 
reaction v in the form of a diffusion equation: 
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 D cv
x


       (17) 
Where D and φ are the diffusion and activity coefficients, c the concentration and x a 
reaction coordinate. This expression implies that the transport of molecules is produced by 
the concentration gradient and by molecular forces (their contribution represented by the 
activities φ). From (17) and other assumptions about the activity coefficient Christiansen 
obtained another equation analogous to that of Einstein and Smoluchowski about Brownian 
motion:    
 c Dv D cK
x RT
    (18) 
The generalization of the Arrhenius conception brings us naturally to consider the 
transformation of a molecule during a reaction as an intra-molecular diffusion. To 
demonstrate this generalization Christiansen made some fundamental assumptions. He 
considered the case of a simple potential barrier, a symmetrical bi-stable one as shown in 
Fig. 11. This case will be examined better thanks to Kramers work of 1940. 
 
Fig. 11. Bi-stable  potential barrier, the figure is taken from Christiansen’s paper 
7.2 The application of Klein-Kramers equation to chemical kinetics 
The main biographers of Kramers, in particular Dirk ter Haar, claim that his interest in 
Chemical kinetics is a simple mathematical exercise of style. This may be partially true but 
Kramers’s work would be impossible without Christiansen’s previous contribution and his 
collaboration with Oskar Benjamin Klein (1894–1977) a Swedish theoretical physicist 
student of Arrhenius that during the years from 1917 to 1921  travelled many times back and 
forth between Copenhagen and Stockholm to complete his PhD thesis in which he examined 
the forces between ions in strong electrolyte solutions. The result was a generalized 
description of liquid dynamics and the formulation of what we call today the Klein–
Kramers equation (Klein 1922).  
Kramers paper of 1940 presents what today we call the “Kramers problem”: the dynamics of 
a particle moving in a bi-stable external field of force, subject to the irregular forces of a 
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surrounding medium in thermal equilibrium. The particle, originally caught in a potential 
well, may escape by passing over a potential barrier. Constructing a diffusion equation for 
the density distribution of particles in phase space it is possible to calculate the probability 
and the escape rate as a function of the temperature and viscosity of the medium. Kramers 
considered the one dimensional motion of a particle of unit mass starting from a Langevin 
equation of the system for the time derivative of the velocity v:  
 ( )( )dv dV xv f t
dt dx
     (19)  
where V(x) is the potential field,  the friction and f(t) a time dependent stochastic force. 
Searching for the distribution law of the particle in phase space on the basis of a given 
distribution of the random forces he obtained the diffusion equation for the particle 
distribution from the statistical moments of the random force:  
 0 0 0 0
( , , , , ) ( , , , , )P x x v v t P x x v v t
t
    (20) 
Where the operator Γ is defined as: 
 ( ) B
dV xv v k T
x dx v v v
               (21)  
This express the Klein-Kramers equation of the system. Kramers found solutions of equation 
(21) in the stationary cases in a good range of viscosity. We remark that the stationarity 
condition is not strictly an approximation, but rather the simplest case of a non-equilibrium 
state of a system. If we consider the potential surface of a chemical system and assume the 
role of the solvent in the viscosity coefficient Kramers approach describes efficiently the 
course of chemical reactions. 
8. Conclusions 
Kramers found the Eyring-Polanyi equation (16) as a particular case of medium-small 
viscosity. It may seem impressive to see that the results of TST, based on quantum 
mechanics, come out as a particular case of Kramers pure classical method. But there are 
precise limitations to the use of Kramers method.  
Methodologically, even if the diffusive stochastic approach has some theoretical advantages, 
it is more difficult to adapt and apply to the description of chemical reactions than TST. It 
requires notable mathematical knowledge and physical concepts that are not so familiar in 
chemistry. TST on the other hand, relying on the powerful means of quantum mechanics, 
produces more predictive results, although we have to apply phenomenological coefficients 
in some cases and make some arbitrary assumptions. 
Diffusion approach, although less known, and TST represents the basic theories for 
contemporary studies on Chemical Kinetics, a disciple that now is a part of Physical 
Chemistry but that before Quantum Mechanics corresponded practically to it and that 
contributed so deeply, as we have seen, to the whole construction of Chemical Science. 
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1. Introduction 
Existence of close and obligatory relations between kinetics and thermodynamics is the 
truth well known to experts. It is clear that propositions of the science based on the most 
general regularities of the macroscopic world (thermodynamics) should be used in the 
theories of macroscopic processes running over time (chemical and macroscopic kinetics). 
Application of general principles in solving specific kinetic problems in the majority of cases 
turns out to be related to specificity of their use. Observance of one or another principle or 
rule can require search for original both physicochemical statement of the problem, and 
mathematical model, and computational method. The art of thermodynamic analysis of 
kinetic equations was demonstrated in (Feinberg, 1972, 1999; Horn and Jackson, 1972; 
Gorban, 1984; Yablonsky et al., 1991) and works by other researchers. The character of 
relations between the theories of trajectories and theories of states changed qualitatively in 
the second half of the 20th century due to rapid development of computers and numerical 
methods of mathematical programming (MP). It became possible to considerably simplify 
formalized descriptions of problems owing to the transition from their analytical solutions 
to iterative, stepwise search processes. Analysis of possibilities to simplify the kinetic 
models and unfolding the methods to implement these possibilities on the basis of 
equilibrium thermodynamic principles constitute the aim of the chapter. 
The main idea of the research being described is the refusal to use an equation of trajectory and 
construction of stepwise methods to analyse processes on the basis of the model of extreme 
intermediate states (MEIS) that was created by B.M.Kaganovich, S.P.Filippov and 
E.G.Antsiferov (Antsiferov et al., 1988; Kaganovich, 1991; Kaganovich et al., 1989). The features 
that make MEIS different from the traditional thermodynamic models are: 1) statement of the 
problem to be solved (instead of search for a sole point of final equilibrium eqx  the entire set 
of thermodynamic attainability t( )D y  from the given initial state y  is considered and the 
states extx  with extreme values of modeled system characteristics of interest to a researcher are 
found); 2) dual interpretation of the equilibrium notion, i.e. both as a state of rest and as an 
instant of motion in which the equality of action and counteraction is observed; and 3) dual 
interpretation of dynamic quantities (work  , heat q , rate w , flow of substance x , etc.) both 
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as functions of state and as functions of a trajectory. The last modifications of MEIS (Gorban et 
al., 2006; Kaganovich et al., 2007, 2010) include constraints on the rates of limiting stages of 
transformations, transfer and exchange of mass, energy and charges. 
For these rates we set dependences on constants that have dimension of time (for example 
the total duration of chemical reaction or its certain stages). However, since it is possible to 
make an assumption about stationarity of motion when dividing the studied process into 
sufficiently small time periods the need for the use of time functions does not arise. 
Increasing the number of steps (segments) for choosing the solutions makes it possible to 
determine the trajectory of motion on the basis of these solutions with any required accuracy 
of calculations. The methods of affine scaling (Dikin, 1967, 2010; Dikin and Zorkaltsev, 1980) 
and dynamic programming (DP) (Bellman, 2003; Wentzel, 1964) are considered as numerical 
methods to be used to implement the MEIS capabilities. 
The authors substantiated the validity of the entire methodological approach, mathematical 
models and computational methods on the basis of: 1) the historical analysis of developing 
interactions between the theories of trajectories and the theories of states; 2) the experience 
gained in the use of MEIS to study the processes of fuel combustion and processing, 
atmospheric pollution with anthropogenic emissions and motion of viscous liquids in multi-
loop hydraulic systems; and 3) the establishment of mathematical relations between the 
applied dependences and thermodynamic principles. 
Theoretical and applied efficiency of the equilibrium thermodynamic modeling in kinetic 
studies is illustrated by conditional and real examples: izomerization, formation of nitrogen 
oxides at fuel combustion, distribution of viscous liquid flows in multi-loop cirquits and 
optimization of schemes and parameters of these networks, analysis of mechanisms of 
physicochemical processes. 
2. Remarks on the history of interactions between the theories of motion and 
the theories of rest 
The authors believe that the joint development of statics and dynamics, theories of states 
and trajectories can be divided into five stages. 
The first stage is related to the names of Galileo and Newton. Galileo was the first to 
consider the notions of equilibria as an obligatory component in the study of natural 
regularities. The principle of relativity that was discovered by Galileo revealed that the state 
of a body (a particle) subject to the action of forces that are in equilibrium can be described 
with the model of rest and the model of uniform rectilinear motion. The last formalized 
analysis made by D’Alamber showed that the dual interpretations can be extended to any 
instant of any nonuniform mechanical motion. The third law of Newton that should 
undoubtedly be observed in stationary and non-stationary, in reversible and irreversible 
processes helped greatly to better understand the relations between static and dynamic 
interpretations of equilibria. Newton used the equilibrium principles not only to establish 
the laws of nature but also to create a computational instrument intended to solve certain 
problems on the basis of these laws. The most important notion of infinitesimal calculus (the 
key Newton computational instrument) is the notion of differential – an infinitesimal linear 
increment in the function of state. But fixing the value of function is related to the 
assumption about equilibrium of the forces tending to change this value. 
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At the second stage of the considered historical process after Galileo and Newton a greater 
step in the development of equilibrium principles and their application to the analysis of 
trajectories and states was made by Lagrange. In (Lagrange, 1788) he gave the first 
systematic description of mechanics (which in the 18th century was equivalent to the 
description of physics) in terms of mathematics1. This book contains physical-mathematical 
explanation of the laws of nature and relations among them; the single theory of statics and 
dynamics, states and trajectories; choice of the methods to solve specific problems and 
substantiation of their physical (interpretational) and computational efficiencies; deductive 
derivation of partial regularities obtained by Newton in (Newton, 1999). 
The initial equation chosen by Lagrange to build the structure of the Newton mechanics was 
the equation for equilibrium of a mechanical system 
 ( ) ( ) 0j j i i
j i
c x dx d     , (1) 
where ,c  ,x    and   are a motive force, a coordinate, an uncertain multiplier (resistance 
force of bonds) and bond deformation, respectively; j  – index of motive forces and 
respective coordinates; i  – index of resistances and bonds. The first sum in the left-hand 
side of equation (1) represents a differential of work of motive forces tending to change the 
system state and the second sum – a differential of work of resistance forces that hinder any 
changes. 
Formulation of equation (1) was based on two remarkable ideas. The first of them belongs to 
Newton who, according to Einstein, was the first to understand that physics can describe the 
laws of nature only in differential form. Integral relationships are often true only in certain 
ranges of values of variables and are less universal than differential ones used by Lagrange. 
The second idea implies division of potential forces applied to system into two groups: 
motive forces and resistances. Tendency of the difference between the works of these forces 
(taking into account the signs) to zero when nearing the point eqx  makes it possible to find 
the state of final equilibrium by solving the one-criterion extreme problem: 
find extr ( ) ( )j j i i
j i
L c x x          , (2) 
where L  – the function that was later called the function of Lagrange. 
The uniqueness of criterion (2) is explained by the uniqueness of division of forces into 
motive and “resisting” ones. Solving problem (2) as compared to solving the closed system 
of equations makes it also possible to easily vary statements of the problems by changing 
the set of variables, adding different equalities and inequalities to the system of constraints 
(bonds) or excluding them. Based on (1) we reveal physical and mathematical relations 
between the principles of equilibrium and principles of conservation. Since all the members 
in this equality have the dimension of work (energy) it can be interpreted as the principle of 
                                                 
1 Newton in (Newton, 1999) used mathematics exclusively as a calculation tool, i.e. as a means for 
solving certain problems. The laws were stated by him only in verbal formulations. 
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zero work, i.e. zero energy consumption (conservation) at an infinitesimal deviation of a 
system from equilibrium. This interpretation of (1) represents the principle of virtual work 
(PVW). 
The identification of relations between statics and dynamics became a constituting part in 
the explanation of unity of the laws of mechanics in (Lagrange, 1788). Deriving the 
equations of trajectories from the equation of state (1) turned out to be possible owing to the 
assumptions made about observance of the relativity principle of Galileo and the third law 
of Newton and, hence, about representability of any trajectory in the form of a continuous 
sequence of equilibrium states. From the representability, in turn, follow the most important 
properties of the Lagrange motion curves: existence of the functions of states (independent 
of attainability path) at each point; possibility to describe the curves by autonomous 
differential equations that have the form ( )x f x ; dependence of the optimal configuration 
of any part of the curve upon its initial point only. These properties correspond to the 
extreme principles of the optimal control theory. 
The single description of statics and dynamics made it also possible to extend the 
interpretations of the notions of state and trajectory functions. The work in an infinitesimal 
period of time in the vicinity of equilibrium point was interpreted by Lagrange as a function 
of state. Representation of the trajectory in the form of a continuous sequence of equilibrium 
states makes it possible to interpret the work as a virtual (possible) function of rest during 
the entire modeled process.  
Based on the dual (dynamic and static) interpretations of equilibria and PVW (equations (1)) 
Lagrange formulated the integral extreme principle, i.e. the principle of the least action 
(PLA): 
  2 2
1 1
0J Ld T d
 
 
         , (3) 
where   is variation of function; J  – action;   – time; T  and   – kinetic and potential 
energy of the system, respectively. The possibility to replace the Lagrange integrand L  by 
the difference  T   is obvious, since the work of motive forces (the first sum in (1) and 
(2)) is performed by consuming kinetic energy and the work of resistance forces (the second 
sum) is a result of change in potential energy. 
The equation of extreme trajectory that meets condition (3) 
 0L d L
x d x
        (4) 
was derived by Euler (for one point) and by Lagrange (for a system of points). 
Along with many-sided and rigorous description of physical regularities the book by 
Lagrange (Lagrange, 1788) represents an invaluable contribution to the development of 
mathematical methods for analysis of states and trajectories. Specifically, the ideas of “The 
analytical mechanics” are related to the creation and application of the method of 
multipliers, mathematical programming and calculus of variations. The method of 
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multipliers which became the primary tool for Lagrange to derive and interpret the 
principles of statics and dynamics of mechanical systems also became a key tool for solving 
the problems of search for conditional extrema. Lagrange’s analysis of the method of 
multipliers and conditions for equilibrium of mechanical systems laid foundation to 
construct in the second half of the 20th century the modern mathematical theory called 
mathematical programming (MP). The theory deals with search for extrema and equilibria. 
The work of motive forces started to play the role of objective function in the problems of 
mathematical programming and expressions for the work of bond deformation made up the 
system of constraints. The above physical interpretations of these works elucidated the 
possibility to divide the MP problems into direct (maximization) and dual (minimization), 
and clarified the term “dual estimates” which is used by mathematicians as applied to the 
Lagrange multiplier  . Generally speaking, the unified physical-mathematical description of 
classical mechanics, that was made by Lagrange on the basis of equilibrium principles, i.e. 
his “Analytical mechanics” can be considered to be the first general theory of equilibrium 
states and equilibrium trajectories. 
At the third stage the equilibrium thermodynamics was created by Clausius, Helmholtz, 
Boltzmann and Gibbs. Since that time the equilibrium principles started to develop as 
applied to macroscopic systems of any physical nature. The main, second law of 
thermodynamics was discovered by Clausius (Clausius, 2008). He found out the existence of 
the state function, entropy ( )S , that can change in the isolated systems exclusively towards 
increase. The inequality that shows such monotonicity of change 
 0dS   (5) 
is one of the mathematical formulations of this law and determines irreversibility of natural 
processes, i.e. their compliance with “an arrow of time”. They approach the point of global 
maximum of entropy, i.e. the state of final equilibrium eqx . Thus, the second law is 
simultaneously the principle of both extremality and equilibrium. It can be applied to the 
analysis of trajectories ( 0dS  ) and states ( maxS ), reversible ( 0dS  ) and irreversible 
( 0dS  ) processes. Motion towards point maxS  according to Clausius is an equilibrium 
motion since entropy was assumed by him as the function of state and its value can be fixed 
at any time instant only when respective forces are in equilibrium. 
However, the practical application of the second law in the analysis of equilibrium 
irreversible trajectories faced great difficulties. Clausius and then Helmholtz, Boltzmann, J. 
Thomson, Planck and other researchers tried to harmonize the second law of 
thermodynamics with the principle of the least action and derive the equation that meets 
this principle similar to the equations (3) or (4) for dissipative macroscopic systems (in 
which the organized energy forms turn into a non-organized form, i.e. heat, due to friction). 
As is known their attempts were unsuccessful and resulted in understanding the necessity 
to statistically substantiate thermodynamics (Polak, 2010). 
Such a substantiation was given by Boltzmann (Boltzmann, 1877), who chose the probability 
of attaining a state as its basic property that determines all other properties of 
thermodynamic system. Equilibrium transition from the least to the most probable states is 
at once irreversible since the reverse motion towards decrease in probabilities is 
immeasurably more difficult. Boltzmann’s determination of a non-decreasing function 
(entropy) on the basis of equation 
 
Chemical Kinetics 
 
36
 lnS k w  (6) 
seems also natural, where k  is the Boltzmann constant and w  – thermodynamic probability 
(a statistical weight). 
Similar to Lagrange, Boltzmann harmonized equilibrium theories of states and trajectories 
but in terms of probabilities. The transition from representation of entropy by a function of 
heat based on 
 /dS dq T  (7) 
( q  is heat; T  – absolute temperature) to the representation by a function of probability (6) 
interrelates deterministic and statistical descriptions. It also facilitates representability of 
heat as well as work as functions of state at infinitesimal time intervals. Indeed, according to 
Boltzmann the probability of a state does not depend on the path of its destination and, 
correspondingly, is a function of solely that state. Therefore, the entropy and heat, that are 
single-valued functions of probability, are logically to be considered as functions of state. 
Therefore, any trajectory related to both reversible and irreversible dynamics can be 
described by a continuous sequence of equilibrium states. In this case if variable w  is used 
the modeled processes are interpreted as random ones, and if variable q  – as deterministic 
ones. The mathematical macroscopic explanation of the applicability of differential 
equations to thermodynamic problems was given by Caratheodory (Caratheodory, 1909) 
and Born (Born, 1921). 
The Boltzmann integro-differential kinetic equation written in terms of statistical physics 
became the foundation for construction of the structure of physical kinetics that included 
derivation of equations for transfer of matter, energy and charges, and determination of 
kinetic coefficients that entered into them, i.e. the coefficients of viscosity, heat conductivity, 
diffusion, electric conductivity, etc. Though the interpretations of physical kinetics as 
description of non-equilibrium processes of relaxation towards the state of equilibrium are 
widespread, the Boltzmann interpretations of the probability and entropy notions as 
functions of state allow us to consider physical kinetics as a theory of equilibrium 
trajectories. These trajectories as well as the trajectories of Euler–Lagrange have the 
properties of extremality (any infinitesimal part of a trajectory has this property) and 
representability in the form of a continuous sequence of states of rest. These trajectories can 
be used to describe the behavior of (a) isolated systems that spontaneously proceed to final 
equilibrium; (b) the systems for which the differences of potentials with the environment are 
fixed; (c) and non-homogeneous systems in which different parts have different values of 
the same intensive parameters. 
Despite the creation of physical kinetics at the third stage of the history of interactions 
between statics and dynamics substantiated admissibility of equilibrium modeling of 
macroscopic processes of any physical nature at the forth stage the relations between 
macroscopic theories of motion and rest have sharply weakened. According to some 
scientists this was greatly due to the known discussion about the Boltzmann paradox (a 
seeming contradiction between the assumptions about a reversible character of interaction 
among separate particles and an irreversible result of these interactions aggregate). With 
development of the theory of dynamic systems (Arnold, 1989, Katok and Hasselblat, 2005), 
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non-equilibrium thermodynamics’ emerged from the classical thermodynamics (Prigogine, 
1967; Glansdorf and Prigogine, 1971; Jou et.al., 2001), and synergetics (Haken, 1983, 2006) 
the equilibrium approach relating the models of states and trajectories became widely 
deemed to be principally unsuitable in modeling of irreversible processes, degradation and 
self-organization. The experience gained in equilibrium analysis of various non-equilibria 
and irreversibilities (for example, emission of heat by electric current, diffusion, radiation, 
superfluidity and superconductivity, formation of stars, phase transitions of the second 
kind) by the classics of physics: Kirchhoff, Maxwell, Plank, Einstein, Landau, et al. discussed 
in (Gorban et al., 2006; Kaganovich, 2011; Kaganovich et al., 2007, 2010) was mostly ignored. 
Such an attitude to equilibrium thermodynamics – the science which revealed irreversibility 
of the evolution of isolated systems and asymmetry of natural processes with respect to time 
– is related to some circumstances that require a thorough analysis. Here we will emphasize 
only one of them which is the most important for understanding further text. It lies in the 
fact that the most important notion of thermodynamics, i.e. equilibrium, became interpreted 
exclusively as the state of rest (absence of any forces and flows in the thermodynamic 
system) and equilibrium processes – as those identical to reversible ones. These one-sided 
interpretations ignored the Galileo principle of relativity, the third law of Newton and the 
Boltzmann probabilistic interpretations of entropy that allow dynamic interpretations of 
equilibria and irreversible interpretations of equilibrium processes. 
An incomplete one-sided definition of the main notions resulted in an erroneous assessment 
of equilibrium thermodynamics capabilities and some misunderstandings with respect to 
applicability of equilibrium modeling in different areas. A vivid misconception was the 
opinion that self-organization can occur only in non-equilibrium systems. The opinion was 
undoubtedly caused by great success of non-equilibrium thermodynamics (Glansdorff and 
Prigogine, 1971; Jou et al., 2001) and synergetics (Haken, 1983) in explanation of the ordering 
processes. These disciplines helped to reveal the mechanisms of laser radiation, the Benard 
phenomenon and formation of turbulent vortexes in fluid, self-organizing chemical 
reactions and many other phenomena. We can say that the single theory of self-organization 
in the inanimate nature started to take shape. However, the abovementioned results, that 
were obtained on the basis of the propositions of equilibrium thermodynamics and were 
required for integrity and versatile applicability of this theory turned out to be in no 
demand. 
The relations between the theories of trajectories and states, kinetics and thermodynamics 
that were lost started to recover at the fifth stage (the last third of the 20th century) owing to 
the works by M.Feinberg (Feinberg, 1972, 1999; Feinberg and Hildebrant, 1997; Feinberg and 
Horn, 1974); F.Horn (Horn, 1964; Horn and Jackson, 1972); A.N.Gorban (Gorban, 1984, 
Gorban et al., 2001, 2006, 2007); G.S.Yablonsky (Yablonsky et al., 1991) and other experts in 
thermodynamic analysis of chemical kinetics equations that were used to assess 
thermodynamically attainable results of chemical processes that correspond to attainable 
partial or complete (final eqx ) equilibria. 
Two remarkable ideas put forward by A.N.Gorban should be emphasized in the studies 
related to thermodynamic analysis of kinetics. The first of them is the idea of a 
thermodynamic tree (Gorban, 1984) – a one-dimension graph, whose branches are related by 
one-to-one correspondence to the components of arcwise connectivity (regions on the 
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material balance polyhedron of a thermodynamic system, in which two any points can be 
connected by thermodynamically admissible paths), and a point of the branch reflects a set 
of equilibrium states on the respective component, in which the characteristic 
thermodynamic function has the same value. “The Gorban tree” can also be defined as a 
mapping of the entire thermodynamically admissible set of kinetic trajectories of the 
modeled system in the one-dimensional space. The presented definitions suggest high 
efficiency of applying the notion of a tree in geometrical explanations of relations between 
kinetics and thermodynamics. 
The second and, apparently, the more general idea is the idea of formation of a new 
scientific discipline – “Model Engineering” (Gorban and Karlin, 2005; Gorban et al., 2007). 
The subject of the discipline is the choice of an outset statement of the solved problem which 
is the most suitable (optimal) both for conceptual analysis and for computations. The 
transfer of kinetic description into the space of thermodynamic variables became a main 
method for this discipline. In the method the solved problem can be represented as one-
criterion problem of search for extremum of the function that has the properties of the 
Lyapunov functions (monotonously moving to fixed points). 
3. Models of extreme intermediate states and construction of trajectories 
The idea of MEIS creation first arose in analysis of synthetic liquid fuels production out of 
coal. The first modifications of this model were intended for estimation of the maximum 
yields of products in the chemical reactions (for example the maximum attainable 
concentration of light hydrocarbons in the process of hydrogenation of solid organic 
substances). The study on physical-mathematical features of MEIS that accompanied its 
application led to better understanding of the model capabilities and directions in its 
improvement. The capabilities were revealed largely owing to the specification of properties 
of a set of thermodynamically attainable states t( )D y  from a given initial state y . Today we 
consider four specific features of this set to be the most important: 1) on the whole it belongs 
to the class of invariant manifolds in which any trajectory passing through any point of the 
considered manifold belongs entirely to it; 2) all the points of partial (intermediate) 
equilibria that belong to the manifold can be interpreted both as a state of rest (which is 
related to a supposition on the possibility of complete deceleration of all processes running 
through it) and as an instant of motion along one of the admissible trajectories; 3) dynamic 
variables: work, heat, flow, velocity, kinetic coefficients (including those the Onsager ones) 
that are applied to the description of a modeled system have the properties of the functions 
of states making up the set; 4) computational procedures related to the consequent 
monotonous change of the system’s characteristic function on the set of values show one of 
the admissible trajectories in the space of chosen variables. The fourth feature is the 
sequence of the first one. 
In accord with the described features the MEIS modifications gradually improved. Whereas 
in their first variants the admissible values of objective functions were limited only by the 
conditions of material and energy balances, monotonicity of entropy and thermodynamic 
potentials, yet in the first years of their application they started to include the constraints on 
possible values and limiting change of certain intensive parameters, quantities of reaction 
mix components and energy. The capabilities of MEIS increased sharply after the modules 
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of macroscopic kinetics had been added to them. The modules allow one to take account of 
the impact the rates of the limiting stages of a modeled process have on the attainable 
results. The variants of formalization of constraints on macrokinetics were discussed in 
detail in (Gorban et al., 2006; Kaganovich, 2011; Kaganovich et al., 2007, 2010). Now a new 
direction in development of the models of extreme intermediate states is taking shape. It is 
related to their application not only in thermodynamic analysis of possible results of the 
processes but also in determination of the trajectories along which these results can be 
attained. 
Setting about developing the latter direction, the authors relied on the historical experience 
that was briefly presented in the previous section (the experience in joint equilibrium 
modeling of states and trajectories), capabilities of modern computers and computational 
mathematics, and on their own experience acquired in the course of MEIS development and 
analysis of various physicochemical and technical-economic problems on its basis. The main 
idea in solution of the stated problem was refusal to use the equation of the sought extreme 
trajectory and its determination in the stepwise decision making process. During the 
stepwise process the assumptions about the observance of the above characteristics of t ( )D y  
turn out to be admissible on each negligibly small section (of space or time). 
To explain the suggested approach to construction of trajectories a brief description of the 
MEISs underlying it is necessary. Unlike the descriptions presented in (Kaganovich et al., 
1993, 1995, 2007, 2010) here a new classification attribute (a form of extremality criterion 
which can be objective and subjective) will be added to the MEIS classification. The objective 
criterion is the one the system itself tends to observe under the set conditions of its change. 
The subjective criterion corresponds to the interest expressed by a researcher during the 
study2. An example of the objective criterion is the minimum Gibbs energy ( minG ) of a 
system in which temperature T  and pressure P  are held constant. The examples of 
subjective criterion can be the maximum yield of methanol (
4CH Omaxx ) at its synthesis from 
the mixture of СО and Н2, or the minimum formation of nitrogen oxide ( NOmin x ) at coal 
combustion. According to the old classification features here we will consider three types of 
MEIS: MEIS with variable parameters, MEIS of the mechanisms of physicochemical 
processes and MEIS of hydraulic circuits. 
At fixed T , P  and initial composition of components y  of the physicochemical system the 
MEIS with variable parameters and subjective extremality criterion (the maximum 
concentration of a set of useful or harmful products of the process) has the form: 
find 
  
ext
extmax ( ) j j
j J
F x c x F x

     
  (8) 
subject to 
                                                 
2 The idea of such a classification was  suggested to authors by the works by Yu.L.Klimontovish who 
used the notions of objective and subjective criteria of order (Klimontovich, 1995) 
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 Ax b , (9) 
 t lim
,
( ) :
( ) , ,r r r
x y
D y x
x r R 
       
 
(10)
(11)
 
 ( ) ( )j j
j
G x G x x , (12) 
 0jx  , (13) 
where 1( ,  ...,  )
T
nx x x  is vector of composition; y x  – vector of initial composition; jc  – 
coefficient ranking the property of the j -th component x  of interest to a researcher; extx  – 
vector of composition in the desired extreme state; extJ  – set of indices of components with 
the extreme concentration of their mix to be determined; ( )A m n   – matrix of contents of 
the elements in the system components; b  – vector of mole quantities of components of 
dimension m ; r  – limiting kinetic function of the r -th component x , r  – its limiting 
value which depends on admissible values of variables that enter into the equation of 
limiting stage of the modeled process and on constants that determine its duration; limR  – a 
set of indices of constraints on macroscopic kinetics; G  and jG  – Gibbs energies of the 
system and its j -th component. The sign "  " in expression (10) is understood in 
thermodynamic sense: x y , if it is possible to pass from y  to x along a continuous 
trajectory along which ( )G x  monotonously does not increase. 
The equalities (9) and (13) represent a material balance. Expressions (10) and (11) determine 
the region of thermodynamic attainability from the point y . Equation (11) is used to specify 
constraints on macroscopic kinetics. The choice of equations for calculation of certain terms 
under the sign of sum in the right-hand side of equality (12) depends on the properties of 
the considered system. 
The MEIS of a system described by the model (8)-(13) when choosing the objective 
extremality criterion has the form: 
find 
 
subject  to 
 eq
lim
r
min ( ) ( )
,
( ) , ,
0.
j j
j
r r
j
G x G x x G x
Ax b
x   r R
x

             

 (14) 
Analysis of the model (14) shows that fulfillment of the condition of the minimum Gibbs 
energy (extremality criterion) is in line with the Lagrange PVW if to assume that the 
fundamental equation written for the state of equilibrium (Gibbs, 1876, 1878) 
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1
0
n
j j
j
dG SdT VdP dx

      (15) 
(V  is volume;   – chemical potential) is an extension of equation (1) to thermodynamic 
systems with independent T , P  and x . Following the formalism of Lagrange it can be 
conditionally considered that dG  equals differential of the work of motive forces, whereas 
the terms in the right-hand side of the first equality (15) – differentials of the work of 
resistance forces, which in this case may have different signs. 
Taking account of stationary process on the negligibly small trajectory section we can make 
sure that the product G   (  – time) is minimum, i.e. the principle of the least action is 
observed. Relations between the principles of conservative and dissipative systems were 
considered by the authors in (Kaganovich, 2011; Kaganovich et al., 2007, 2010). Below they 
will be additionally discussed in brief on the example of the models of hydraulic circuits. 
By the analogy with parametric models it is also possible to represent the MEIS of 
mechanisms of physicochemical processes that are mapped on a conditional graph 
(Kaganovich, 2011; Kaganovich et al., 1993, 1995, 2007, 2010; Gorban et al., 2006) as those 
meeting the subjective and objective criteria. Each i-th branch of the conditional graph 
corresponds to the flows of matter, energy, charges that take part in the i-th stage of the 
overall process. The MEIS of the mechanism of chemical system with fixed T , P  and y  
and subjective extremality criterion, similar to (8), is written in the form: 
find 
 
 
ext
extmax ( ( )) ( ) ( ( ))j j
j J
F x c x F x  

     
  (16)
subject  to 
 j j ij i
j
x y    ,   1,...,j n ,   1,...,i m , (17) 
 t lim
( ) ,
( ) :
( ( )) ,      ,r r
x y
D y
x r R
  
        
 
(18)
(19)
 
 ( ( )) ( ( ))j j
j
G x G x x  , (20) 
 0jx  ,   i0 1  , (21) 
where 1( ,  ...,  )
T
m   ; i  is degree of completeness (coordinate) of the i -th reaction; ij  
are stoichiometric coefficients. Equation (17) describes material balance of the j -th system 
component transformations. Inequalities (18) and (19) are similar to (10) and (11). 
By the analogy with transition from model (8)-(13) to (14) it is possible to proceed from (16)-
(20) to MEIS with the objective extremality criterion: 
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find 
 
 
 
 
subject  to 
 
eq eq
lim
min ( ( )) ( ( ) ) ( ( ))
, 1,  ...,  , 1,  ...,  ,  
( ( )) ,  
0, 0 1.
j j
j
j j ij i
i
r r r
j i
G x G x x G x
x y j n j m
x Ψ , r R
x
  
 
 

                 

  (22)
Analysis of relations between the principles of extremality of characteristic thermodynamic 
functions and other physical principles of extremality on the basis of models of mechanisms 
methodologically coincides completely with the analysis of these relations with the help of 
MEIS of type (8)-(13) and (14). 
Possibilities to use the above presented MEIS modifications to determine both attainable 
results of macroscopic processes and admissible trajectories of motion towards these results 
are illustrated with two examples that were already used in (Kaganovich et al, 2007, 2010) to 
find the states extx , i.e. those meeting the subjective criteria of extremality. 
The first example is a system of three isomers with constant T , P  and (1,0,0)y  . 
Idealizing the problem statement, let us assume that isomers are ideal gases with standard 
Gibbs energies 01 421.034G   , 02 424.620G    and 03 420.255G    kJ/mole, the mechanism 
of the process that occurs in the system includes two stages: 1 2x x  and 2 3x x . Also we 
assume that the first stage lasts for an instant and the constant of the rate of the second 2k  
equals 0.2 s-1; the total duration of the chemical reactions b =1.6 s. Unlike the earlier 
proposed MEIS (Kaganovich et al., 2007, 2010) the model with subjective criterion 3maxx  is 
replaced by the model: 
find 
 
3
eq
1
min ( ) ( ) ( )j jG x G x x G x
      (23) 
subject to 
 1 2 3 1x x x   , (24) 
 1 13 3 2 2
l l l lx x k x    , (25) 
 0jx  , (26) 
where index l  is the number of the next calculation step that corresponds to one of the 
stages into which b  is split. 
When determining the attainable state of the system on the basis of model (23-26) we did not 
divide b  into separate time segments and inequality (25) was represented as 
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0
3 2 2 bx k x  , 
where 02x  is an instantaneously emerging (before formation of isomer 3x ) concentration 2x . 
The process of transition from the state (1,0,0)y   to the state 0 01 2( , )x x   is shown on the 
triangle of material balance 1 2 3A A A  (Fig. 1, a) through the motion along the edge 1 2A A  
from vertex 1A  ( )x y  towards point  . Point   is the equilibrium point, i.e. the point of 
min ( )G x . At this point the edge 1 2A A  touches the curve ( )G G  . 
For construction of the trajectory the process duration b  was initially divided into 5 
segments. For the considered elementary example the composition of reaction mix and 
Gibbs energy at the final point of the process coincided with the same characteristics of eqx , 
that were obtained from a one-stage calculation with an accuracy to the fraction of percent. 
Increase in the number of calculation periods did not change anyhow the calculation results. 
 
 
                            (a)                              (b) 
 
Fig. 1. Representation of the isomerization process results and trajectory on the triangle of 
material balance (a) and in the spaces ( , )x   and ( , )G   (b). 
Lines 1–5 in Fig.1,а, that are parallel to the edge 1 2A A  are the lines of constant 
concentrations 3x , that are attained by the end of the first, second, third, fourth and fifth 
calculation periods, respectively. Intersection points of these lines with the trajectory leading 
from   to point eqx , for the chosen problem statement, turned out to be located on one 
straight line, i.e. the trajectory of motion towards equilibrium in the space of compositions 
( x ) turned out to be rectilinear. A conditional extension of this line from eqx  to the purely 
thermodynamic (without regard to constraint (25)) equilibrium eqtx  and further to the 
thermodynamically forbidden region of Gibbs energy rise (Fig.1 a, shown by a dashed line) 
leads to vertex 3A  (the point of the value 3x , equal to unity, maximum possible under the 
condition of material balance). The revealed linearity of the trajectory is suggested by the 
linearity of equality (24) and inequality (25). Physicochemical explanation of the obtained 
result, at least partially was already given in (Kaganovich et al, 2007, 2010). Point 3А  is a 
solution to the system of differential equations of chemical kinetics that was made up 
without regard to thermodynamic constraints for the assumed mechanism of the process 
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with an infinitely large time interval. The revealed, though for the partial and simplest case, 
coincidence on the section  - eqx  of the lines of “the shortest kinetic and thermodynamic 
distances” (the fastest change in kinetic ( 3x ) and thermodynamic ( G ) functions on set time 
intervals) emphasizes the unity of kinetics and thermodynamics and the unity of 
descriptions of natural phenomena on the basis of their principles. 
The analysis of the second example – formation of nitrogen oxides at coal combustion in 
torch furnace at constant T  and P  was made on the basis of MEIS with subjective criterion 
of extremality: 
find 
 NOmaxx  (27) 
subject  to 
 Ax b , (28) 
 t lim
,
( ) :
, ,r r
x y
D y x
x r R
        
 
(29)
(30)
 
 j j
j
G G x , (31) 
 0jx  . (32) 
The condition for observance of macrokinetics requirements (30) was written as a system of 
inequalities (Kaganovich et al., 2007, 2010): 
    2 2NO N 1 2 O 3 0 N2  OH f b fx x k x k y k x y        , (33) 
  2 2dafN N (coal) 3 0 N 4 CH NNf Dx k K k x y k x y    ,  (34) 
 
2
0.5
1( )OH H Ox K y ,  2 0.52( )O Ox K y , (35) 
 dafCH CH (coal)Hfx k K , (36) 
where b , f  and D  are times of passing the reaction mixture through the furnace volume, 
combustion of volatiles, and diffusion of pyrolysis components from the surface of coal 
particle into turbulent reaction region; 1k , 2k , 3k  and 4k  – constants of reaction rates: 
N+ОH→NО+H, N+ 2O →NО+O, О+ 2N →NО+N, CH+ 2N →HCN+N; fK  is coefficient 
determining the share of volatile substances that pass from a coal particle to the gas phase 
during D ; 1K  and 2K  are equilibrium constants for reactions H OH  2H O  and 
O O  2O ; (coal)N  and (coal)H  – amounts of nitrogen and hydrogen in coal; dafCHk  and dafNk  
– coefficients depending on the composition of volatiles. 
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For comparison of efficiencies of thermodynamic and purely kinetic descriptions of coal 
combustion it should be noted that for kinetic description the whole mechanism of each 
stage forming the overall process (pyrolysis, combustion of volatiles and coke) and the 
values of kinetic coefficients of elementary stages should be known. Pyrolysis can be 
described based on the information about diffusion coefficients on the surface of coal 
particle and inside the surface layer.  Measurement or theoretical description of these 
coefficients is very complex and unreliable because of inhomogeneity of coal particle surface 
and its change during combustion. A formalized representation of elementary kinetics of 
volatile combustion turns out unfeasible due to unavailability of exact knowledge about the 
composition of reaction mixture components and parameters of evaporation processes from 
particle surface and diffusion. The theoretical kinetic analysis of coke burning that supposes 
to apply the equations for molecule adsorption on the surface, surface reactions, desorption 
of reaction products, diffusion through pores and on particle surface is associated with 
insurmountable difficulties. Major portion of these processes for coke is poorly investigated. 
Inclusion of conditions (30), i.e. the system of inequalities (33)–(36), in MEIS requires only 
thermodynamic description of limiting stages. In this case the thermodynamic quantities can 
be determined with a sufficiently high degree of accuracy, which was shown in (Kaganovich 
et al., 2007, 2010). 
The thermodynamic analysis of NO formation during fuel combustion is additionally 
improved by inclusion of trajectory construction problem in it, which is illustrated in Fig. 2,а 
and b. The Fig. 2 presents the calculation results for the Kansk-Achinsky coal pulverized 
combustion. Residence time b  for the reacting agent in combustion zone is taken equal to a 
second. Fig. 2,а shows solutions to the problem of determining attainable states: the state 
with maximum possible concentration of nitrogen oxide extNOx  and the state of final 
equilibrium eqtx . The latter was calculated not at the complete system of conditions (29), (30) 
that determine the region t( )D y , but with an account of the condition for monotony (29) 
only. Application of the notion of equilibrium that is not related to kinetics in this case  
 
 
(a)           (b) 
Fig. 2. Attainable equilibrium and extreme concentrations of NO as a function of 
temperature (a) and trajectory of attainment of extNOx  (b). 
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proved to be interesting, since extNOx  at not very high temperatures (below 1200 К) were 
much higher than concentrations eqNOx  even at such equilibria. The value 
ext
NOx , with which 
we compared the value eqNOx  determined by the stepwise computation of trajectory, was 
certainly found subject to the entire system of model constraints (27)-(32). 
When constructing the trajectories the total process duration b was divided at first into ten 
stages each equal to 0.1 s. As in the first example, increase in the number of stages was not 
needed to enhance calculation accuracy. Fig. 2,b presents two of the constructed trajectories. 
One of them (line 1) is determined on the basis of assumptions about ideal mixing of reagents 
and constant temperature (1700 К) in the whole furnace volume. The value of NOx  at the final 
point of this trajectory turned out equal to the value of the ordinate of line extNOx  in Fig. 2,a at 
point Т=1700 К. The other (line 2) was constructed considering poor mixing of the initial air-
fuel mixture and combustion products at the initial stages of process and temperature equality: 
at the first time stage – 600 K, at the second – 1200 K and at the remaining eight stages – 1700 
K. The final point of this trajectory was naturally situated on the ordinate much lower than 
those of the first trajectory. The multistage calculation of motion in time for the second 
considered case illustrates the most important advantage of the stepwise process of decision 
making. It implies the possibility to take into account individual properties of separate time 
stages forming a modeled process. In the considered analysis of NO formation, for example, 
when passing from one step of calculations to another account can be taken of change in both 
the temperature and the initial composition of components that was determined at the 
previous step. Such a change may be caused by recirculation of flue gases, secondary blast or 
steam injection into the gas flow. Many other factors can also be taken into consideration. 
Versatile study on the change in process course in time should obviously contribute to 
development of justified recommendations on the process control. 
Relations between the theories of states and trajectories and capabilities of equilibrium 
thermodynamic analysis to study reversible and irreversible kinetics can be more fully 
revealed by considering another type of models of extreme intermediate states, namely 
MEIS of hydraulic circuits (Gorban et al., 2001, 2006; Kaganovich et al., 1997, 2007, 2010). 
Convenience and clearness of using these models to describe the considered problems 
are determined by the fact that they are intended to study an essentially irreversible 
process, i.e. motion of a viscous fluid. Besides, they can be treated as models of the 
mechanism of fluid transportation from the specified source nodes of a hydraulic system 
to the specified consumption nodes. The major variable of the hydraulic circuit theory 
(Khasilev, 1957, 1964; Merenkov and Khasilev, 1985), i.e. continuous medium flow, has an 
obvious kinetic sense. 
As opposed to the described MEIS with variable parameters and the mechanisms of 
physicochemical processes in this case we will try to determine the objective function of 
applied model for a dissipative system based on the equilibrium principle of conservative 
systems, i.e. the Lagrange principle of virtual works. Derivation will be given on the 
example of the closed (not exchanging the fluid flows with the environment) active (with 
sources of motive pressures) circuit. The simplest scheme of such a circuit is presented in Fig. 
3,a. A common character of the chosen example is explained by the easiness of passing to 
other possible schemes. For example, if at the modeled network nodes there are external  
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                               (a)      (b) 
Fig. 3. Closed active circuit (a) and its transformation into a tree (b). 1–4(4´, 4´´), 5(5´, 5´´) – 
numbers of nodes; arrow in the circle – source of the motive pressure; arrows – specified 
directions of flows in branches. 
sources and sinks, i.e. the circuit is open, it can be transformed to a closed scheme by adding 
conditional branches that connect nodes of the external sources (sinks) with the node 
representing environment. The motive pressures equal to the difference of pressures 
between the source node and environment are specified for the branches, along which the 
external flows move to the initial circuit. Transition to the analysis of open passive circuits 
(that do not contain motive pressures) is performed by removal from the initial scheme of 
branches with such pressures and addition of corresponding sources (sinks) to the nodes 
adjacent to removed branches. 
Let us determine the principle of virtual works for the hydraulic circuit as follows: for every 
branch in any infinitesimal period of time an equilibrium of all forces (pressure, friction, 
gravity, etc.) acting on the fluid is observed and the work expended for infinitesimal 
deviation of flow on the branch from its equilibrium value is equal to zero. If only three 
forces are available on the i -th branch: the force caused by the difference in pressures 
between the initial and final cross-sections iP , the force of motive pressure (created by 
pump) moviP  and the force of friction, the following equation corresponds to the Lagrange 
principle 
 βmov 0i i i i i iiP dx P dx x dx    , (37) 
where ix  is volumetric flow in a branch; i  and   are constant coefficient and exponent in 
the formula relating the pressure loss because of friction to the flow 
 βbri i iP x . (38) 
For the whole circuit the Lagrange equation (1) will have the form 
 mov 0, 1,  ...,  i i i ii
i i
dL P dx x dx i n     , (39) 
where L  is the Lagrange function. The term containing summands i iP dx  is not included in 
equation (39), since the sum iP  for each closed loop and for the entire circuit is equal to 
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zero according to the second Kirchhoff law. Products β bri iix P  , i.e. resistance forces of 
bonds, act as multipliers i  in (39). According to equation (39) changes of coordinates under 
motive forces and resistance (friction) forces are of the same sense (increase or decrease of 
the volumetric flow ix ) and value. 
Equation (39) makes it possible to determine the objective function of MEIS and 
correspondingly the objective extremality criterion for stationary isothermal flow 
distribution of incompressible fluid in a closed active circuit. Account will be taken of the 
fact that because of equilibrium point stationarity the integrals corresponding to both sums 
in (39) take equal extreme values. For further analysis it is more convenient to make use of 
the latter and MEIS can be written in the form: 
find 
 1
1
extr(1 / )
n
i i
i
T x 

  (40) 
subject to 
 0Ax  , (41) 
 mov 1
1 1
0
n n
i i i i
i i
P x x 
 
   , (42) 
 1 env
1
( ) 0
n
i i
i
x k T T 

   , (43) 
where T  and envT  are temperatures of fluid and environment; [ ]ijA a  is ( 1)m n  -
matrix of independent nodes and branches incidence; m  – number of nodes; k  – coefficient 
in formula env( )q k T T  . Equalities (41) and (42) describe material and energy balances of 
the circuit and equality (43) – balance of heat exchange between the circuit and 
environment. It is clear that multiplication of the sum in formula (40) for the objective 
function by multiplier (1 / )T  that provides the function dimension and value of entropy, 
does not shift the extreme point along axis x  at constant temperature. 
The Lagrange function for problem (40)–(43) has the form: 
1
1 1 mov 1
1 env
1 1 1 1 1
(1 / ) ( )
j
n m n n n
i j ij j m i i i m ii i i
i j i I i i i
L T x a x x P x k T T x         
     
                     , (44) 
where jI  is subset of branches incident to node j . 
It can be shown that the second partial derivatives are 
 2 2/ 0iL x     and   2 2/ 0L T   , (45) 
i.e. at point eqx  that corresponds to the steady stationary flow distribution in the circuit, the 
objective function has the maximum with respect to coordinates ix  and the minimum with 
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respect to T . Hence, the second law of thermodynamics holds true in the isolated system 
(circuit plus environment). In this case it is derived from the principle of virtual works 
assumed by Lagrange as initial in the analysis of conservative systems. The minimum of T  
that results from (45) does not contradict the second law, since when approaching the global 
equilibrium point the energy dissipation (entropy production) and the difference of thermal 
potentials (in the considered case ( envT T )) that directly provokes it, decrease. Therefore, in 
a way the second law may be called “an economy law”. Energy dissipation that is not 
needed for complete degradation of the isolated system does not take place. 
In the circuit the stationary action principle is observed. (Note that for the stationary 
processes the work can be multiplied by any given time without change of optimization 
result and for negligibly small time periods applied in our analysis the processes are always 
stationary). At the imposed constraints the maximum work of motive forces is done most 
economically. Since the fluid temperature takes a minimal value, the heat that is not caused 
by the work performed does not appear and the extra energy is not dissipated as well as in 
the case of isolated system degradation. 
In the analysis of behavior of passive circuits they can be considered as “fragments” of 
active ones. Thus, the passive scheme that includes independent loops 2342, 2352 and 24152 
can be obtained by removing from the scheme of Fig. 3,a the branch 1–2 with motive 
pressure and setting the source at node 2 and the sink at node 1, each being equal to the flow 
in the removed branch. The flow distribution for such a scheme will be determined from the 
model: 
find 
 
subject  to 
1
1
extr(1 / )
, 1,  ...,  .
n
i i
i
T x
Ax Q i n
 

  
  (46)
where Q  is vector of independent external sources and sinks. Condition similar to (43) is 
excluded from model (46) upon the assumption that the temperature can be determined in 
calculation of the active circuit that includes a modeled one. The second derivatives of the 
Lagrange function 
1
1
1 1 j
n m
i j j ij ii
i j i I
L x Q a x 
  
      
    
of the model (46) have the form 
2 2 1/ ( 1) 0i i iL x x
        , 
i.e. the extremum of L  is the point of minimum. Hence, it is clear that for passive circuits 
the least action principle and the Onsager-Prigogine theorem hold true. This is easy to 
explain physically, since in the passive circuits there are no work performers and exchange 
of flows with the environment should be fulfilled most economically. 
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The technique to reveal relations between different principles of extremality and 
equilibrium for infinitesimal time spans that is developed on the basis of thermodynamic 
circuit theory will be undoubtedly useful for devising methods for construction of 
trajectories representing continuous sequences of such spans. 
4. Solution of computational problems in the analysis of trajectories 
There is an appreciable groundwork for development of methods for construction and 
analysis of trajectories on the MEIS base. It resulted from extensive studies on the search 
for results of processes possible in the region of thermodynamic attainability t( )D y . A key 
component of these studies is an extension of the experience gained in the convex analysis 
of ideal systems (Van der Waals and Konstamm, 1936; Zeldovich, 1938; Gorban, 1984) to 
modeling of real ones (Antsiferov, 1991; Kaganovich et al., 1989, 1993, 1995, 2007, 2010). 
They may include: an ideal (or real) gas phase, plasma, condensed substances, solutions 
and other components. The components of this analysis are determination of 
particularities of the objective function and study on the properties of set t( )D y . For MEIS 
with variable parameters solution of the first mentioned problem proves to be non-trivial, 
when the sum j j
j
c x  in expression (8) with the constant value of y is replaced by the 
fractional expression /j j j j
j j
c x g y   ( g  is coefficient ranking worth of the j -th initial 
system component). The second problem contains studies on the impact of characteristic 
thermodynamic functions and formulations of kinetic constraints on the properties of 
t( )D y . 
The performed analysis of problems solved by using MEIS has shown the possibilities for their 
reduction to convex programming (CP) problems in many important cases. Such reduction is 
often associated with approximation of dependences among variables. There are cases of 
multivalued solutions to the formulated CP problems, when the linear objective function is 
parallel to one of the linear part of set t( )D y . Naturally the problems with non-convex 
objective functions or non-convex attainability sets became irreducible to CP. Non-convexity of 
the latter can occur at setting kinetic constraints by a system of linear inequalities, part of 
which is specified not for the whole region t( )D y , but its individual zones. 
Studies on the specific features of MEIS made it possible to work out some modifications of 
mathematical programming methods that ensure effective application of the considered 
models. However, great difficulties are met even in the case when a problem solved can be 
reduced to a CP problem. For example, when applying MEIS of type (8)–(13) they are: 1) 
implicit setting of the constraints on monotony of characteristic functions (inequality (10)) 
and 2) large (up to 10–12 orders of magnitude) scatter in the values of sought variables, 
which happens in the analysis of environmental problems. 
Both difficulties were successfully overcome with the help of the affine scaling method 
suggested by I.I. Dikin (Dikin, 1967, 2010; Dikin and Zorcaltsev, 1980). It became a key 
method for using models (8)–(13) and (14). The method is convenient, as it employs only 
interior points of the polyhedron of material balance, at which the objective function 
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gradient can be calculated, and the motion to the extreme point always proceeds at an acute 
angle to this gradient taken with a reversed sign. This fact contributes to method 
convergence at unfavorable (with zones of minor steepness) shape of the surface, on which 
the extreme point is sought for. Direction of motion to this point from the point obtained in 
the k -th iteration is determined on the ellipsoid 
 
2
2
1
1
( )
n
j
k
j j
z
x
 , (47) 
where 1k kj j jz x x
  . Using the figurative comparison we can say that the affine scaling 
method used when descending the mountain allows determination of motion direction not 
by touch, as it is done, for example, in the steepest descent method, but by choosing the 
lowest point in the observable neighborhood. This neighborhood is represented by ellipsoid 
(47), whose axes are distances from kx  to the boundaries of positive orthant that determine 
a “visibility zone” inside the polyhedron of material balance. After the lowest point is 
reached in the k -th neighborhood the route of search is adjusted by means of constructing 
the ( 1k  )-th ellipsoid. The affine scaling method has proved high computational efficiency 
in the analysis of various physicochemical problems. 
The mentioned difficulties were overcome in the following way. The first of them was 
eliminated by the two-stage technique for searching the extreme state extx  that was 
suggested by E.G. Antsiferov (Antsiferov, 1991; Kaganovich et al., 1993, 1995, 2006). 
According to his idea the surface of thermodynamic function equation with point extx on it 
is determined at the first stage and the sought point coordinates are found on this surface at 
the second stage. At the first stage an auxiliary problem of linear programming is solved. As 
a result the maximum value ( matx ) of objective function (8) is determined on polyhedron 
(9), (13), i.e. without considering thermodynamic (10) and kinetic (11) constraints. Then the 
vertex of polyhedron matx  is connected with the point of initial composition y , and the 
minimum point of characteristic function ( )G x is found on segment maty x . At the second 
stage the affine scaling method is used to find extx on surface ( ) constG x   containing this 
point. The chosen two-stage method is certainly approximate. However, its results have 
been compared with the results of the exact method of thermodynamic tree (Gorban, 1984; 
Gorban et al., 2006) on the examples of small dimensional systems. The latter is not 
implemented so far for large dimensional systems. The comparison has shown that the 
errors in calculations do not exceed 2-3%. 
The problem of large scatter in the values of sought variables due to sharp deceleration in 
convergence of the computation process was solved by I.A. Shirkalin (Shirkalin, 1997) on the 
basis of factual transition from the affine scaling method to the general Newton method (the 
method of tangents) when approaching the extreme point. 
Despite the long-term successful application of the affine scaling method to the MEIS-based 
thermodynamic analysis, extension of this analysis and primarily its extension to the studies 
on kinetics call for the use of dynamic programming (DP) (Bellman, 2003; Wentzel, 1964). In 
this context it implies not only the method of stepwise decision making, but a part of 
mathematical programming as the mathematical theory of equilibrium extreme states. For 
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rigorous explanation of relations between MEIS and DP this model should be evidently 
treated as the basis for devising concrete methods and as part of equilibrium 
thermodynamics, i.e. the physical theory of equilibria and extrema. A common nature of 
contents of the mentioned parts is that they relate the theories of states with the theories of 
trajectories: DP is mathematical programming with calculus of variations and theory of 
optimal control; MEIS is equilibrium thermodynamics with kinetics, irreversible 
thermodynamics, theory of dynamic systems. For application of both MEIS and DP it is 
unnecessary to know (to determine) a trajectory equation and to use a time variable. The 
process course is clarified as a result of the stepwise (in space or time) decision making. 
The relations between MEIS and DP can be better elucidated by determining connections 
between the ideas applied at their creation with the idea of the mentioned thermodynamic 
tree of A.N.Gorban. The set of thermodynamic attainability t( )D y  and correspondingly all 
admissible macrokinetic trajectories are projected on this tree being a one-dimensional 
graph. Therefore, it is reasonable to apply the tree for the analysis of correctness of the 
results obtained on the basis of MEIS and DP. Difficulty in this application is that possible 
construction of a tree in (Gorban, 1984) is substantiated only for the case of convexity of set 
t( )D y  and convexity of the characteristic thermodynamic function. But it is believed that 
new computational approaches will eliminate this difficulty. 
The known computational advantages of the DP method are: 
 possibility for comprehensive consideration of the solved problem specificity, its many 
aspects and multiple scale nature, particularities of decision making at individual 
stages; 
 applicability to searching for a global extremum of non-convex, unsmoothed functions 
with the break points (including functions of discrete variables); 
 admissibility of using complex algorithms with application of logical expressions and 
tables in the computation process; 
 automatic determination of several optimal variants, which is very convenient for 
versatile analysis of the obtained solutions in terms of physicochemical, technical, 
economic and ecological requirements. 
Neither the affine scaling method nor the other MP methods possess the majority of the 
noted DP advantages. 
Unfortunately, until now the MEIS-based dynamic programming method has found 
application only in the analysis of problems of technical and economic optimization 
(optimal synthesis) of circuits. This particular application, however, allowed a valuable 
experience to be accumulated in solving the most important DP problem, namely the search 
for extremum of the non-additive function. We will exemplify complexities and 
effectiveness of applying dynamic programming by the scheme in Fig. 3,a that was already 
used in the MEIS-based analysis of hydraulic circuits. 
Suppose it is necessary to determine the most economical variant of fluid transportation 
from the pumping station on branch 1–2 to consumption nodes 3, 4 and 5, i.e. find the 
minimum of function ( , )F x d , where 1( ,..., )
T
nx x x  and 1( ,..., )Tnd d d  are vectors of 
volumetric flow and parameters (e.g. pipe diameters on network branches); ix  and id  – 
their components. MEIS of optimal flow distribution and the method of multiloop 
On the Interrelations Between Kinetics 
and Thermodynamics as the Theories of Trajectories and States 
 
53 
optimization that were applied for solving the stated problem were discussed in 
(Sumarokov, 1976; Kaganovich, 2011; Kaganovich et al., 1995, 2007, 2010; Gorban et al., 2001, 
2006). The common algorithm of applying these model and method assumes division of the 
optimization process into five stages. 
1. Setting the closed (without external sources and sinks) redundant scheme including all 
possible directions in locating individual branches (pipelaying). 
2. Fixing parameters for each branch (e.g. maximum admissible diameters of pipes at 
preliminarily planned flows). 
3. Determination of flow distribution on the basis of model (40)–(43) for the given scheme 
and parameters. As a result of this stage the interaction between flows in the scheme 
branches that cause non-additivity of function ( , )F x d  is fixed, since the flow 
distribution is the result of this interaction. So far as the scheme is closed, there is no 
interaction involving constant pressures or flows at nodes of external sources or sinks. 
Thermal interaction of the circuit described by equation (43) as a whole with the 
environment remains, but does not influences additivity of the minimized function. 
4. Transformation with the fixed interaction (distribution of flows among the branches) of 
the closed scheme (Fig. 3,a) to the tree (Fig. 3,b), specifying conditional external sources 
and sinks at break nodes (4, 4´, 4´´, 5, 5´, 5´´). They make it possible to preserve material 
balances in the network that were determined at the previous stage. 
5. Choice of the optimal (corresponding to the minimum of additive function ( , )F x d ) 
parameters of the tree branches by the DP method. The process of stepwise search for 
solutions on the basis of this method is described by the functional equations 
 1 , 1
1 1,
min( ),
min( ),
j j j j
j j j j
F F F
F F F
 
 
    
 (48) 
where numbers 1j  , j , 1j  , etc. decrease from the end nodes (5, 5´, 5´´) to the node 1 of 
fluid flow arrival to pumping station. It is clear that at the node, where flows are joining the 
minimum values of function F  are summed up. Thus, 
2 3 2,3 4 2,4 5 2,5min( ) min( ) min( ).F F F F F F F       
Summation is made for each of the zones, into which the admissible range of change in 
variables is divided and the objective function depends on these variables. (The range, for 
example, can be related to admissible pressures at the corresponding node that in turn 
depend on the chosen diameters id ). 
Procedures 3–5 are repeated iteratively. The branches with negligibly small flows are 
excluded from the considered scheme. (For the scheme to remain close, in the iterations of 
flow distribution calculation removal can be simulated by setting negligible values of id ). 
The calculation process terminates, when the difference in values for ( , )F x d  becomes lower 
than the given negligible value at transition from one iteration to another. 
Convergence of the multiloop optimization method that is based on iterative application of 
dynamic programming has a strict physical explanation. The stationary flow distribution 
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that is determined at the third stage corresponds to equilibrium optimal interaction between 
the flows in branches (the scheme closeness, as was noted above, stipulates the uniqueness 
of this interaction inside the network) and to the extreme network interaction with the 
environment (see Section 3). In this case in the isolated system (network plus environment) 
the maximum value of entropy is achieved and in the circuit the maximum work of motive 
pressure source is done at minimum possible fluid temperature, i.e. at minimum heat 
release and transfer to the environment and the minimum energy dissipation (entropy 
production). Optimization of network parameters by the DP method is related with 
sequential transition from the equilibrium extreme state of an ideal (with non-interacting 
components) additive system at node 1j   to the same state at node j . Optimization of 
network parameters by the DP method results in minimum dissipation of “economic 
energy” – money and minimum production of “economic entropy”. Monotony of change in 
entropy production during iterative calculations of interaction between the system 
components for the given scheme and parameters at the fixed interaction ensures 
convergence of the computation process. 
The results obtained in the thermodynamic analysis of circuits on the basis of dynamic 
programming give grounds to hope that the experience gained during this analysis will be 
extensively used in modeling the mechanisms of physicochemical processes on the graphs. 
Indeed, calculation of current or flow distribution in the circuit can be considered as 
determination of the mechanism of transporting charges or a substance from nodes – 
"suppliers" to nodes – "consumers". Unfortunately, up to now experience in thermodynamic 
modeling of circuits in the analysis of mechanisms was extended only to the studies of 
chemical reactions represented by open schemes of the form: 
 
 
in which y  and x  denote vectors of the composition of initial reagents and reaction 
products, respectively (Kaganovich et al., 1993, 1995, 2007, 2010; Gorban et al., 2006). 
Transition from open schemes to closed ones that allow the iterative determination of 
interactions between the modeled system components and its representation as an ideal one 
can cause severe difficulties for complex mechanisms with processes of diverse types 
(transformation, exchange and transfer of substance, energy and charges). Thus, if the open 
electric or hydraulic circuit is transformed to the closed one by a rather easy procedure of 
connecting the nodes of external sources and sinks by conditional branches with the 
conditional node representing environment and by placement of sources of single-type 
motive forces on the branches connecting sources with the environment, the scheme of 
mechanism with stages of different physical nature will be transformed by means of 
including conditional branches with different (by nature) motive forces in the closed 
scheme. In general it is not by far a trivial problem. 
On the Interrelations Between Kinetics 
and Thermodynamics as the Theories of Trajectories and States 
 
55 
Certainly, solving this problem deserves further studies. If they are successful, the dynamic 
programming method can prove to be an important tool for the analysis of mechanisms. DP 
application seems to be most effective to search for a mechanism satisfying some subjective 
criterion of extremality. Such application can be exemplified by the considered algorithm of 
optimal circuit synthesis that can be treated as a procedure of simultaneous determination 
of economic and physical components of the whole mechanism of pipeline system 
construction. In the context of physicochemical problems the optimality criteria may be the 
maximum yield of useful products of the modeled process or its minimum harmful impact 
on the environment. 
MEIS with variable parameters and subjective extremality criteria of type (8)–(13) may turn 
out even more convenient objects for DP applications than MEIS represented by schemes in 
the form of graphs. This is due to the fact that the stepwise optimization on the basis of these 
models (e.g. determination of concentrations for the specified set of substances) can be 
performed without dividing the model into interacting parts. This fact ensures additivity of 
the objective function. Certainly it does not mean that construction of DP algorithms for 
MEIS (8)–(13) is an easy process. Dividing the computation process into individual steps 
and taking an account of specific features of these steps are still rather difficult due to a lack 
of formalized techniques to perform those processes. 
Construction of trajectories by the DP method proves to be even more complex, when the 
models of type (14) with objective criteria of extremality are applied. In this case the 
objective function is a characteristic thermodynamic function of the system and for non-
ideal systems its representation as a non-additive function of components becomes 
inevitable. Experience accumulated in circuit modeling is undoubtedly highly useful to 
solve the arising problem. Its use, however, will necessitate the search for new original 
methodological procedures. The search for trajectories in the case of successful intra step 
optimization is much easier, because it does not require inadditivity to be accounted for. 
The idea of DP and relations similar to (48) have actually been used in analysis of trajectory 
construction examples as applied to the processes of isomerization an nitrogen oxides 
formation, which are considered in the section 3. Though, the possibility to simultaneously 
search for several “optimal” variants and to choose the best one among them subject to 
peculiarities of the problem solved. Development of algorithms for such a search is to be the 
aim of further studies. 
5. Conclusion 
Estimation of the results achieved until now in joint analysis of kinetics and 
thermodynamics, trajectories and states makes it possible to assert that the directions of 
further studies are laid down to a certain extent and some ideas of solving basic problems of 
these studies are suggested. 
However, the made groundwork in studying physical-mathematical properties of the 
models of extreme intermediate states and in their application enables one to highly 
estimate the forthcoming achievements in solution of discussed problems and to prove the 
necessity for continuation and expansion of the scope of kinetic-thermodynamic studies. 
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This is so, because MEISs form the basis for analysis of states and trajectories in macroscopic 
systems, and they are intended for determination of (a) the results (useful or harmful) 
attainable on admissible motion trajectories of modeled systems and (b) control technique 
for their obtaining (preventing). 
Rapid progress in computer technology that contributes to enhancement of 
competitiveness for simple algorithms that require multiple increase in computations and 
at the same time immeasurably decrease the labor input in creation of software and 
preparation of initial information gives a weighty support in the required proofs. The 
algorithms constructed on the basis of simple and universal prerequisites of equilibrium 
thermodynamics are obviously simple. They are used for stepwise description of 
trajectories that does not require derivation of “underivable” equations. The preparation 
process of initial experimental and theoretical data needed for their application becomes 
sharply easier. In this case the characteristics of rest states, whose sequences are applied 
to describe steps in decision making, are measured and calculated rather easier than 
characteristics of motion. 
Development of the kinetic-thermodynamic direction in the analysis of macroscopic systems 
must essentially enrich both the applied and fundamental components of this analysis. 
Improvement of the applied component is achieved first of all by increasing the versatility 
of studies of the most diverse technical and natural systems, which will allow the quality 
solution of numerous problems: updating of production processes, saving of resources, 
environmental protection. 
Contribution to the fundamental science will influence development of macrscopic kinetics, 
classical equilibrium thermodynamics, and joint application of these disciplines to study the 
macroworld. The capabilities of kinetic analysis will be surely expanded considerably, if 
traditional kinetic methods that are reduced to the analysis of trajectory equations are 
supplemented by novel numerical methods. The latter are to be based on consideration of 
continuous sequences of stationary processes in infinitesimal time intervals. The problems 
of searching for the trajectories, being included into the subject of equilibrium 
thermodynamics, would make deserved the definition of this discipline as a closed theory 
that allows the study of any macroscopic systems and processes on the basis of equilibrium 
principles. Like the equilibrium analytical mechanics of Lagrange the thermodynamics may 
be called the unified theory of statics and dynamics. Joint application of kinetic and 
thermodynamic models further increases the noted potential advantages of the discussed 
directions of studies. 
Certainly, the expected progress in development of kinetic-thermodynamic analysis cannot 
render worthless the current theories of evolution, the trajectories of development: the 
theory of dynamic systems, irreversible thermodynamics, synergy due to their great 
contribution to explanation of self-organization and degradation phenomena in animate and 
inanimate nature. When solving complex problems the researcher must have a set of models 
and methods and know how to choose among this set the elements, which correspond in the 
best way to specific properties of the considered problem. In the analysis of chemical 
kinetics problems the equilibrium thermodynamic models should obligatorily be included 
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in the research instruments, because these models make it possible to study the entire region 
of thermodynamic attainability and to search for admissible trajectories of the modeled 
system motion in it. 
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1. Introduction 
Late last century and early this century, the Electrochemistry Engineering Multidisciplinary 
Research Group (Grupo Multidisciplinario de Ingenieria Electroquimica, in Spanish) at 
Montevideo, Uruguay studied the adsorption of Carbon Dioxide on Platinum surfaces 
(Zinola et al., 1997; Martinez-Luaces et al., 2001; Martinez-Luaces, 2001, Martinez-Luaces & 
Guineo, 2002; Guineo & Martinez-Luaces, 2002). 
The research found three different adsorbates E1, E2, and E3 and measured the surface 
concentrations by conventional electrochemical techniques. 
The initial objective of the group was to propose a mechanism with the closest fit to the 
experimental curves (Zinola et al., 1997). Nevertheless, as the research progressed, the focus 
shifted to explain, or try to explain the double inflexion that consistently appeared in the 
experimental curves of surface concentration versus time for one of the adsorbates 
(Martinez-Luaces et al., 2001; Martinez-Luaces, 2001, Martinez-Luaces & Guineo, 2002; 
Guineo & Martinez-Luaces, 2002). 
From a theoretical point of view, these are both inverse problems incorporating chemical 
and mathematical modelling at the same time. In previous papers and books, these 
problems were described as Inverse Modelling Problems (Martinez-Luaces, 2007, 2008, 
2009a, 2009b, 2009c, 2009d).  
In this paper, both inverse problems and the associated modelling are analysed from a 
theoretical point of view and subsequently solved. The main results will then be generalised 
to other Chemical Kinetics applications.  
2. Theoretical framework. Inverse problems 
Direct problems, according to Groestch (Groestch, 1999, 2001), can be regarded as those that 
provide the necessary information to follow a well-defined, stable procedure leading to a 
single correct solution. 
Inverse problems, in contrast, are both more difficult and more interesting, largely due to 
their either having multiple solutions, or not being capable of being solved at all (Bunge, 
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2006). They frequently crop up in the practice of several professions and careers. For 
instance, when treating a patient for a particular illness, listing the symptoms is a simple, 
direct problem that has already been solved and can be looked up in any medical textbook. 
On the other hand, diagnosing a patient's illness from his or her symptoms is not always a 
straightforward task, and requires an experienced doctor. 
Inverse problems have not always been properly studied, and a quote from Bunge (Bunge, 
2006) is appropriate: "The fact that almost all philosophers have ignored the peculiarities of 
inverse problems poses another inverse problem: to guess the reasons for this huge 
oversight on the part of philosophers." 
In principle there are two different types of inverse problems, but in order to characterise 
them correctly, let us begin with a schematization of direct problems, adapting a study by 
Groetsch (Groestch, 1999, 2001). His scheme for a direct problem is like this: 
 
Fig. 1. Schema of direct problems  
In the scheme in Figure 1, data and a given procedure are available, and the answer is 
sought; for instance, the reagents for a certain chemical reaction are given, and the 
conditions of temperature, pH, etc of the reaction are known, and we wish to know the 
products of the reaction.  
Now we can change the schema to obtain two inverse problems. The first is the causation 
problem, schematized in Figure 2:  
 
Fig. 2. Schema for causation problems 
In this first type of inverse problem (causation problem), the results are known, as well as 
the process that produces them, but the causes are unknown. Finding the causes is the 
problem to be solved. 
The other inverse problem generally encountered is the specification problem, schematized 
in Figure 3: 
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Fig. 3. Schema of specification problems  
In this case, both the causes and the effects are known, and what must be determined is the 
process that leads from the former to the latter.  
Both types of problems are common in the different branches of Chemistry. For example, in 
Qualitative Chemical Analysis one is frequently faced with a solution containing several 
unknown cations and anions. The analyst must carry out a pre-established series of 
reactions, and according to the results must rule out or confirm the presence or absence of 
the more usual cations and anions. This procedure allows the analyst, depending on the 
results (formation of precipitates, turbidity, colour reactions in the solution, etc.), to deduce 
the composition of the problem sample. Clearly, this is an example of a causation problem, 
because the procedure is pre-established, the results are in plain view and the objective is  
to know what solution composition is compatible with the results obtained (Martinez-
Luaces, 2011). 
In Inorganic Chemistry, on the other hand, the problem is more frequently to synthesize a 
given salt from simpler substances (oxides, hydroxides, anhydrides, etc.). A typical example 
of this is the Solvay process for obtaining sodium carbonate  2 3Na CO  and sodium 
bicarbonate  3NaHCO , used in the glass, paper and soap industries among others, from 
sodium chloride  NaCl  and carbon dioxide  2CO  which are much more abundant and 
easily obtained. The problem here does not lie in identifying the reactants and/or products, 
but in knowing and correctly carrying out the process that will lead to the formation of the 
desired products, starting from cheap and easily available reagents. This is clearly a 
specification problem (Martinez-Luaces, 2011). 
Finally, in Organic Chemistry, double inverse problems (involving causation and 
specification) tend to be posed simultaneously. For instance, in organic synthesis, four 
different ways of preparing acetone are usually presented, starting from four different 
reagents: ethyl acetate, acetonitrile, acetaldehyde or 2-methylpropene. Obviously the 
reactants are not predetermined, much less the process, and only the final product or target 
molecule is known (Martinez-Luaces, 2011).  
3. Modelling and applications 
Problem solving, modelling and applications are not synonymous, although they are 
obviously related. For instance, the Discussion Document preparatory to the ICMI Study 14 
(Blum et al., 2002), mentions that the term "modelling" focuses in the direction that goes 
from the real world towards basic sciences, while the term "applications" goes in the 
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opposite direction, that is, from science towards the real world. In addition, the term 
"modelling" emphasizes the process that is taking place, while the word "applications" 
stresses the object involved (particularly in areas of the real world that are susceptible to a 
given mathematical treatment). The same document uses the term "problem" in a broad 
sense, including, therefore, not only practical problems, but also abstract problems, or those 
that attempt to describe, explain, understand, or even design parts of the real world. 
Obviously, solving problems and modelling are not the same thing (one can model even in 
the absence of a concrete problem to be solved; one would simply be giving a mathematical 
description of a given phenomenon), and of course, "pure" mathematics problems, which do 
not require any kind of modelling, can be solved. 
In the light of the above, we can arrive at the following schema: 
 
Fig. 4. Scheme of modelling and applications 
Finally, it is worth mentioning that a more extensive discussion of modelling, applications 
and problem solving, and their teaching in university courses and secondary education in 
Latin America is available in previous papers (Martinez-Luaces, 2005, 2009a, 2011). 
4. The first problem. The mechanism proposal 
As it was mentioned before, the main objective of our research group was to study the 
adsorption of Carbon Dioxide on Platinum surfaces. The research found three different 
adsorbates E1, E2, and E3 and measured the surface concentrations by conventional 
electrochemical techniques. 
On completion of the trials of the experiment, several mechanisms were proposed and they 
were assessed by comparing the theoretical curves with the experimental ones. The result of 
this process was that the best fit was obtained by the following mechanism:  
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            (1) 
If  1E ,  2E  and  3E represent the adsorbates' surface concentrations and 1k , 2k , 3k and 3k  
the kinetic constants, then the mathematical model corresponding to this mechanism is the 
following: 
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or equivalently:  
 
1 2
1 3 3
2 3 3
0 0x xk k
y k k k y
k k kz z


                       
          (3) 
if notation is simplified. 
It is interesting to observe that if the three rows of the Ordinary Differential Equations 
(ODE) system are added, the result is zero. This property remains true with other proposed 
mechanisms where only the solution will change. For example, consider the following 
mechanism: 
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where all the possible reactions between the three adsorbates are considered. 
For such a mechanism, the mathematical model (i.e., the Ordinary Differential Equations 
system) will be as follows: 
   
1 3 1 3
1 1 2 2
3 2 2 3
x xk k k k
y k k k k y
k k k kz z
 
 
 
                         
                    (5)  
As in the previous case, the surface concentrations  1E ,  2E  and  3E  were replaced by x ,
y  and z  in order to simplify notation. 
Once again it is easy to observe that the result of adding the three rows of this new matrix is 
the null vector. This fact could be considered just a mathematical curiosity, though in the 
next section it will be the main observation to solve the second proposed problem. 
5. The second problem. The double inflexion 
The first proposed mechanism was the better when fitting the theoretical curves to the 
experimental values of surface concentration versus time. Nevertheless, one of the 
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experimental curves consistently showed two inflexion points. Initially these inflexions were 
regarded as the uncertainty of the experimental measures, but each time the experiments 
were repeated, the results were always the same, i.e., one of the curves showed two 
inflexion points (Martinez-Luaces et al., 2001; Martinez-Luaces, 2001, Martinez-Luaces & 
Guineo, 2002; Guineo & Martinez-Luaces, 2002). 
This led to other mechanisms being proposed, but none of them could explain this 
behaviour. As previously mentioned, all proposed mechanisms led to an O.D.E. system, for 
which the associated matrix had the property that the sum of all the matrix rows was zero. 
This observation is very useful because in all cases the matrix determinant must be zero. 
Finally, a null matrix determinant implies that one of the matrix eigenvalues is always zero 
and this determines the behaviour of the theoretical curves. 
In order to explain these ideas, we shall consider a simpler chemical kinetics problem, with a 
simpler mechanism. For this purpose a well known process will be considered: the 
mutarotation of Glucose (Guerasimov, 1995; Martinez-Luaces, 2009e). In this mechanism 
there are only two simple uni-molecular reactions:  
 
1
1
Glucose Glucose
k
k
 

                (6) 
This mechanism can be expressed mathematically through a simple ODE. In fact, if x  is the 
concentration of  - Glucose and y  that of  - Glucose, then it is easy to observe that the  - 
Glucose concentration can be obtained from the following ODE: 
 1 1.
dx k y k x
dt 
              (7) 
Letting a  be the initial  - Glucose concentration and the corresponding initial 
concentration of    - Glucose being zero, then the variable y  can be replaced by a x  and 
the ODE can be written as: 
 1 1.( )
dx k a x k x
dt 
                 (8) 
Finally, very simple algebraic manipulations lead to the following linear, first order 
equation: 
  1 1 1. .dx k a k k xdt               (9) 
The solution for this ODE is the following: 
   k ax t k k tk k1 1 11 1( ) 1 exp            (10) 
This is the typical approach for studying the Glucose Mutarotation problem (Guerasimov, 
1995; Martinez-Luaces, 2009e), but not the best one for this article devoted to inverse 
problems. In order to get a different point of view, we shall write the mechanism: 
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k
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 

           (6) 
in a simpler form as: 
 
K
k
A B

             (11) 
In this case, a mathematical model, in terms of   d A
dt
 y  d B
dt
 can be written in the 
following form:  
 
     
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d A
K A k B
dt
d B
K A k B
dt
     
   (12) 
Once again, if  x A  and  y B  the ODE system can be written in matrix form, as follows: 
 
x K k x
y K k y
                        (13) 
The system matrix is 
K k
M
K k
    
 and its eigenvalues can easily be obtained from the 
characteristic equation: 
  det det 0K kM I K k
 
       
            (14)   
This process led to a second order equation     0K k K k        that can be written as:  
 2 0K k     and the eigenvalues are: 1 0   and  2 K k    . For these eigenvalues, 
the corresponding eigenvectors can be easily computed and the results are the following: 
  kv
K1
    
   and  v2
1
1
    
 . (15) 
In this case, the system matrix is equivalent to a diagonal form (Martinez-Luaces, 2009e) and 
the solution of the ODE problem is the following linear combination: 
      1 1 2 2( ) 1exp exp exp( ) 1i i ii
x t k
C t v C t C t
y t K
                   
         (16) 
and the final solution is: 
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1 2
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K k t
K k t
x t C k C e
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 
 
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         (17) 
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More important than the solution itself – at least for this article – is to observe that one of the 
eigenvalues was zero (and the sum of both matrix rows was the null vector, as in the 
adsorption problem). This fact has important consequences for the asymptotic behaviour of 
the solutions. Moreover, as time approaches infinity: 
 
( )
1 2 1
( )
11 2
lim ( ) lim
( )
K k t
K k t
x t C k C e C k
t y t t C KC K C e
 
 
                  
         (18) 
The qualitative result is that both concentrations tend to finite, non-zero real values, which 
from a chemical point of view are the equilibrium concentrations. 
Similar ideas can be explored when three or even more substances are involved. In order to 
explain this idea, we shall consider a very simple mechanism involving three different 
chemical substances  1E , 2E  and 3E  , like the following one: 
 1 21 2 3
k kE E E             (19) 
In this case, the ODE system (Martinez-Luaces, 2009e) is as follows: 
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or equivalently:  
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                      
                (21) 
where, as in the previous example, adding the rows the result is a null vector. 
Applying the mass conservation law to the mechanism: 
 1 21 2 3
k kE E E                   (19) 
it follows that       1 2 3E E E    remains constant. 
Finally, if      1 2 3E E E C     is differentiated with respect to t , we obtain the following 
equation:  
      1 2 3 0d E d E d E
dt dt dt
            (22) 
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This formula explains why the sum of all the equations of the ODE system adds up to zero. 
From this observation, it follows that the sum of all the rows of the system matrix will 
always be the null vector (Martinez-Luaces, 2007, 2009e). 
For the same reasons, all the possible mechanisms involving unimolecular reactions 
between all the adsorbates will show the same property. As a consequence of this fact, the 
system matrix has a null determinant for all the proposed mechanisms. This observation can 
be easily proved, because if 1 2 3 0row row row   , then 3 1 2row row row    and since each 
of the rows is a linear combination of the others, it follows that  det 0A  , where A  is the 
matrix associated with the ODE system. 
Therefore, if  det 0A  , then matrix A  will have a null eigenvalue, which is independent 
of the mechanism proposed. For each mechanism the ODE system will have three 
eigenvalues: 1 R  , 2 R    and 3 0  . This observation has important consequences in 
the solutions of ODE systems and their qualitative behaviour. In order to get qualitative 
results, three different cases will be investigated: 
1. all the eigenvalues are different,  
2. two eigenvalues are the same and the other is a simple one 
3. there exists an unique eigenvalue with algebraic multiplicity three. 
All these cases will be analysed in order to discover whether the two inflexion points can be 
explained by mechanisms involving only electrochemical unimolecular reactions.  
5.1 First case: Three different eigenvalues ( 1 2  , 1 0   , 2 0  )  
In this case, if  1 2 3, ,E E E E , a well known formula – valid if all the eigenvalues are 
different – expresses that   3
1
expi i i
i
E c t v

    , where ic  represents the coefficients, i  the 
eigenvalues and iv
  the associated eigenvectors (Martinez-Luaces, 2009e). In fact, this 
formula was used to solve the mutarotation problem, as in (16). The same formula can be 
used for other diagonal forms with repeated eigenvalues. 
Taking into account that 1 0   , 2 0   and 3 0  , all the surface concentrations have this 
form:    1 2exp expiE t t        and by differentiating we obtain:  
       2 2 2 2 21 1 2 2 1 1 22 exp exp exp expid E t t t tdt                   where 2 1     , so  
2
2 0
id E
dt
  if and only if  2 21 2 exp 0t       , which only happens if 
2
1
2
2
1 lnt    
     
. 
Then, in this case, only one inflexion point can be explained and so, two inflexion points are 
not possible. 
5.2 Second case: A double eigenvalue and a simple one 
There are three possibilities under this case: 
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5.2.1 First sub-case  ( 1 0   and 2 3 0   ) 
In this sub-case, the ODE system matrix A  is not equivalent to a diagonal matrix D , but it 
is equivalent to a triangular matrix J  (the Jordan canonical form). More precisely, there 
exists a matrix P  (it is important to note that in this case not all the columns of P   are 
eigenvectors) such that 1P AP J   and as a consequence, the ODE system X AX  can be 
easily converted in the following one Y JY  by a simple change of variables X PY . 
As a consequence of this fact, the new ODE system to solve is:
1 11
2 2
3 3
0 0
0 0 0
0 1 0
y y
y y
y y
                    



  then 
1 1 1y y  , 2 0y   and 3 2y y . The solution of this new ODE problem is  1 1 1expy c t  , 
2 2y c and 3 2 3y c t c  . Finally, since X PY , it follows that all the iE  are linear 
combinations of these functions 1y , 2y  and 3y  and so, all of them are of the form:  
 1expiE t t       and differentiating twice with respect to time, the result is:  
 2 21 12 exp 0id E t t Rdt       .  
As a consequence of this fact, there are no inflexion points in this sub-case. 
5.2.2 Second sub-case  ( 1 3 0    and 2 0  ) 
This case is the same as the previous one, except for a change in the order of the eigenvalues, 
so, the main result is the same: there are no inflexion points in this sub-case. 
5.2.3 Third sub-case ( 1 2 0    and 3 0  ) 
In this new sub-case, the corresponding Jordan canonical form has the following form: 
0 0
1 0
0 0 0
J


      
 , where 1 2     and the new ODE system is: 
1 1
2 2
3 3
0 0
1 0
0 0 0
y y
y y
y y


                    



 or equivalently 1 1y y  , 2 1 2y y y   and 3 0y  . Then, the 
solution of the first and the third ODE are  1 1 expy c t   and 3 3y c . Finally, the second 
ODE can be written as  2 2 1 expy y c t    and the solution is     2 1 2 expy c t c t  . 
Finally, taking into account the change of variables X PY , all the surface concentrations 
are of the following form:    expiE t t      . Once again, if  iE t  is differentiated 
twice with respect to t , the result is:    2 2 22 2 expid E t tdt         As in previous cases, 
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this expression can be zero only for a unique t  value, concretely 
2
2
id E
dt
  is zero only for 
2
2
2t    
  . Then, in this sub-case, only one inflexion point can be explained. 
5.3 Third case: A unique eigenvalue ( 1 2 3 0     ) 
In this last case the Jordan canonical form is: 
0 0 0
1 0 0
0 1 0
J
      
  and the new ODE system is in 
this case:  
1 1
2 2
3 3
0 0 0
1 0 0
0 1 0
y y
y y
y y
                    



  or equivalently 1 0y   , 2 1y y  and 3 2y y . Then 1 1y c  , 
2 1 2y c t c   and 
2
3 1 2 32
ty c c t c    and taking into account the change of variables 
X P Y , all the surface concentrations are second order polynomials, such as: 
2
iE t t     . Finally, double differentiation of  iE t  with respect to t , gives: 
2
2 2
id E
dt
  
, so in this case there are no inflexion points. 
As a consequence of this analysis, two inflexion points cannot be explained by mechanisms 
involving electrochemical uni-molecular reactions.  
Finally, as mentioned in other papers, this double inflexion is explained in terms of 
electrocatalytic reactions (Martinez-Luaces, 2001: Guineo & Martinez-Luaces, 2002). 
6. Other qualitative results 
As an example, let us consider again the following mechanism: 
 
1
1
1 2
K
K
E E


      
2
2
2 3
K
K
E E


         
K
K
E E
3
3
1 3


        (4) 
where all the possible reactions between the three adsorbates are considered. 
As it was mentioned before, for such a mechanism, the mathematical model is: 
 
1 3 1 3
1 1 2 2
3 2 2 3
x xk k k k
y k k k k y
k k k kz z
 
 
 
                        



             (5) 
In this problem – as in other models, corresponding to other mechanisms – the result of the 
sum of all the rows is the null vector, and this fact implies the existence of a null eigenvalue. 
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In the previous section, this fact was utilised to prove the impossibility of two inflexion 
points in the surface concentration curves. Now, in this section, these facts will be used to 
reach other conclusions about qualitative behaviours, particularly in terms of stability of the 
solutions and several inverse problems related with this sequence of reactions. 
6.1 Stability of the solutions 
From a mathematical viewpoint when an ODE solution is altered slightly for instance, 
changing the initial conditions, a set of new curves may or may not show a different 
behaviour from the original one. From this fact, the heuristic basis for the concepts of 
stability and instability may be found. Moreover, a third possibility – asymptotically stable 
solutions – can arise when the altered solutions tend to the original one over a period of 
time, i.e., time nullifies any changes made to original solution (Martinez-Luaces, 2009e). 
From a chemical point of view, the last option is the most desirable one, because it means 
that small errors due to measurements can be expected to diminish and almost disappear as 
reaction time proceeds. 
In these cases, as in other mathematical models corresponding to ODE linear systems, 
stability and/or asymptotical stability strongly depend on the eigenvalues, particularly on 
their signs and multiplicity.  
In all the unimolecular mechanisms studied there exists a null eigenvalue, and this fact 
implies that the solutions cannot be asymptotically stable (Martinez-Luaces, 2007, 2009e). As 
a consequence of chemical kinetics, small errors in the initial surface concentrations cannot 
be expected to vanish as the reaction tends to completion. Moreover, in the best hypothesis, 
we can expect these errors to be small and bounded, if the other eigenvalues are negative 
(i.e., this best possibility takes place only if 1 0  , 2 0  and , or any other similar 
combination). 
Let us return to the first mechanism considered in this article:  
 
1
2
3
3
1 2
1 3
2 3
E E
E E
E E
k
k
k
k




         (1) 
As mentioned before, the mathematical model corresponding to this mechanism is the 
following one: 
 
    
       
       
1
1 2 1
2
1 1 3 2 3 3
3
2 1 3 2 3 3
d E
k k E
dt
d E
k E k E k E
dt
d E
k E k E k E
dt


         
                (2) 
03 
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and the corresponding ODE system matrix is:  
 
1 2
1 3 3
2 3 3
0 0k k
A k k k
k k k


       
         (23) 
In order to obtain the eigenvalues, the characteristic equation: 
   1 21 3 3
2 3 3
0 0
det det 0
k k
A I k k k
k k k

 



            
    (24)  
must be solved. 
Algebraic manipulations lead to the following equation: 
  1 2 3 3 0k k k k           and the solutions are 1 0   , 2 1 2 0k k       and  
3 3 3 0k k     . Then, in this case two eigenvalues are negative and the other one is zero 
and so, solutions of the ODE system are stable, but not asymptotically.  
Let us turn again to the simpler mechanism, already studied: 
 1 21 2 3
k kE E E            (19) 
In this case, the ODE system is as follows: 
 
   
     
   
1
1 1
2
1 1 2 2
3
2 2
d E
k E
dt
d E
k E k E
dt
d E
k E
dt
     
       (20)  
and the matrix system is: 
 
1
1 2
2
0 0
0
0 0
k
A k k
k
      
        (25) 
In this simpler case it is not necessary to solve the characteristic equation, i.e.  det 0A I   , 
because A  is a lower triangular matrix and so, the eigenvalues are the diagonal elements: 
1 1 0k     , 2 2 0k     and 3 0  . Again, in this case, solutions are stable, but not 
asymptotically, and so, experimental errors in the initial conditions tend to remain small and 
bounded, but they will not tend to disappear with time. 
As a final example, let us consider again the following mechanism involving all the possible 
reactions between the three adsorbates: 
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K
K
K
K
K
K
E E
E E
E E
1
1
2
2
3
3
1 2
2 3
1 3









            (4) 
The mathematical model for this mechanism, written in a simplified vector form is: 
 
1 3 1 3
1 1 2 2
3 2 2 3
x xk k k k
y k k k k y
k k k kz z
 
 
 
                         
  (5) 
And the characteristic equation is: 
   1 3 1 31 1 2 2
3 2 2 3
det det 0
k k k k
A I k k k k
k k k k

 

 
 
 
              
     (26) 
Once again, algebraic manipulations lead to a third order polynomial equation of this form:  
3 2 0a b       that can be written as   2 0a b       where  
1 2 3 1 2 3 0i
i
a k k k k k k k            and 
1 2 1 2 1 3 2 3 2 3 3 1 3 2 1 2 1 3 0b k k k k k k k k k k k k k k k k k k                   .  
On the other hand, since the eigenvalues are 1  , 2  and 3 0   , this polynomial equation 
can be expressed as:    1 2 0 0          which can be written in the alternative form:   2 1 2 1 2( ) 0           . 
Finally, if   2 0a b       and   2 1 2 1 2( ) 0             are different forms of the 
same equation, then: 1 2 0a      and 1 2 0b    . These inequalities lead to the following 
result: 1 0   , 2 0   and 3 0   , as in the other examples previously analysed and, once 
again, this fact means that the ODE solutions will be stable, but not asymptotically. 
In all the previous examples, results can be summarised as: 1 0   , 2 0   and 3 0    or 
any other similar combination. It is important to mention that the null eigenvalue can be 
obtained simply as a consequence of Lavoisier’s law, as shown previously (in section 5), 
while the others must be obtained from the characteristic equation. 
In all cases analysed solutions are just stable (a weak stability, not asymptotic stability) and 
as a consequence, experimental errors in the initial concentrations tend to remain bounded, 
but they do not tend to vanish with time.   
6.2 Inverse modelling problems 
Each chemical or electrochemical mechanism involving unimolecular reactions leads to a 
linear ODE system. This is a well known result, but what happens with the inverse question: 
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does any ODE linear system correspond – at least theoretically – to a given mechanism? If 
not, what condition must be considered to ensure that a given ODE linear system 
corresponds to a chemical unimolecular reaction mechanism? 
In order to answer these questions we shall slightly modify the ODE system matrix 
corresponding to one of the mechanisms previously analysed. For instance, if we consider 
again the following mechanism: 
 
K
K
K
K
K
K
E E
E E
E E
1
1
2
2
3
3
1 2
2 3
1 3









                   (4) 
and the corresponding ODE system matrix is: 
 
1 3 1 3
1 1 2 2
3 2 2 3
k k k k
A k k k k
k k k k
 
 
 
         
        (27) 
Now, if just the first entry of this system matrix is modified, the resulting matrix will be: 
 
1 3 1 3
1 1 2 2
3 2 2 3
k k k k
A k k k k
k k k k

  
 
 
         
    (28) 
(it is important to note that the first entry  11 1 3a k k     was changed to a slightly different 
new one,  a k k*11 1 3     ). 
This new matrix A  does not correspond to a certain reaction mechanism, because if  
all its rows are added, the result is: ( ,0,0)   instead of the null vector as in the case of matrix 
A . 
This observation has a dramatic consequence for the inverse modelling problem: A  
corresponds to a given unimolecular reaction mechanism, but A  cannot be associated 
with any of these mechanisms. As mentioned before, this is due to the mass conservation 
law, which in this case can be written as      1 2 3E E E c   . Derivation of this equation 
gives the following:       0d A d B d C
dt dt dt
    and the last formula implies that adding all 
the matrix rows the result must be zero. This criterion can be used in order to know 
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whether or not a given matrix corresponds to a certain mechanism (Martinez-Luaces, 
2007, 2009a, 2009e). 
7. Conclusions and observations 
This article describes a combination of chemical and mathematical modelling applied to the 
adsorption of Carbon Dioxide on Platinum surfaces, but a similar procedure can be applied 
to any chemical or electrochemical mechanism involving unimolecular reactions. Moreover, 
mathematical theorems about eigenvalues, eigenvectors, diagonalization, Jordan canonical 
forms, etc., and chemical laws, particularly Lavoisier's law of mass conservation can be 
combined to solve inverse causation and stability problems. 
It is well known that any given chemical mechanism involving unimolecular reactions leads 
to a linear ODE system, but the converse is not true. In fact, as previously shown, slightly 
modifying a given ODE system matrix results in a new matrix that does not correspond to 
any unimolecular reaction mechanism. Then, this result gives a negative answer to the 
inverse problem about whether a mechanism exists for every linear ODE system. At the 
same time, it gives a negative answer to the “inverse stability problem”, i.e., a slight change 
in one of the coefficients produces dramatic changes in the inverse problem. Moreover, there 
exists a mechanism corresponding to a certain matrix A  but not for the modified matrix A . 
This is a typical conclusion of inverse problems, where existence, uniqueness and stability 
do not usually occur. 
Finally, other issues like the qualitative behaviour of solutions (stability, instability and 
asymptotic stability), can be analysed using this approach. Moreover, in all the examples 
studied, solutions exhibited weak stability, which in terms of the electrochemical problem 
means that experimental errors in the initial surface concentrations tend to remain limited as 
the reaction proceeds to completion. Nevertheless, these experimental errors never tend to 
vanish, and this fact is a consequence of having a null eigenvalue. As observed earlier, all 
these facts can be proved combining mathematical theorems with chemical laws, so they can 
be easily generalised to other unimolecular reactions mechanisms. 
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1. Introduction
To be able to meet the increasing demands for efﬁciency in energy producing systems (engines,
turbines and furnaces), changes in the geometry of combustion devices or fuel composition
are necessary. Such changes should be based on a thorough understanding of both the
physical and chemical processes involved. Today, computer simulations are one of the most
important tools for research to address these issues. This is increasingly employed for testing
and characterizing the many features of the combustion process, along with or sometimes
replacing the considerably more expensive experiments. Numerous types of reliable software
are available for simulations of car engines, gas turbines, heaters and boilers. However, one
limitation in using computer simulations is the degree to which one is forced to rely on the
available computer capacity. Since most cases of combustion involve turbulent processes
and numerous chemical reactions, this can be a serious drawback if one wishes to carry
out a detailed simulation. Codes for turbulent ﬂow situations are developed to account for
turbulent motion between small regions, often called cells, where combustion within the cell
is assumed to be homogenous. To deal with complex interaction between the physical and
chemical processes in reactive systems, it is necessary to ﬁnd methods that simplify modeling
in such a way that it becomes both more comprehensible and practically useful.
The starting point for any reduction of chemical model is the detailed mechanism itself.
Detailed chemical mechanisms have been investigated extensively during the history of
combustion physics since the chemistry involved plays a key role in the outcome of any
combustion process. By understanding the chemistry one can predict the rate of production
and consumption of different species and thus also predict the total change in enthalpy during
the combustion process. This in turn provides the values for the energy output, the end gas
temperature and the emission characteristics allowing one to describe the overall combustion
system.
The chemical system consists of a mechanism containing a set of differential equations
representing the evolution of the concentrations of the individual species during the
combustion process, thus representing the species conservation equation. The system itself
is most often described in terms of molar fractions, Xi, or mass fractions, Yi, of the following
form:
∂Y
∂t
= P(Y,u,T)+ ω(Y,T) (1)
4
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where P(Y,u,T) represents the spatial differential operator (advection, convection and
diffusion; it is thus depending on the velocity ﬁeld, u, and the temperature, T) and ω(Y,T)
represents the chemical source term, which includes chemical production and consumption
of the species. Y is the NS-dimensional vector of mass fractions of a mechanism containing
NS species.
A long list of different detailed mechanisms have been presented in literature, ranging from
simple hydrogen-oxygen mechanisms (Lewis & von Elbe, 1987);(Li et al., 2004) to complex
fuel mechanisms which involve hundreds of species that interact in thousands of reactions
(Côme et al., 1996) or even thousand of species reacting in tens of thousands of reactions
(Westbrook et al., 2009). Discussions related to the nature of these detailed mechanisms in the
literature is dating back to the beginning of combustion science. Some of these mechanisms
have been developed and extended by hand, the validation of the detailed mechanism coming
through experimental measurements, a very time consuming procedure. One very well
known mechanisms for methane kinetics is the GRI-Mech 3.0 mechanism (Bowman et al.,
2004). This mechanism is the result of collaboration between several groups and is under
constant revision. This mechanism contains 49 species and considers 277 reactions for the C1
chain only.
Detailed mechanisms can also be obtained through an automatic generation process carried
out by computer software. One way to automatically generate detailed mechanisms is
described in works by Blurock (Blurock, 1995); (Blurock, 2000). Large and detailed chemical
mechanisms including species larger than C12-hydrocarbons are generated by the use of
reaction classes associated with the reacting substructure in the species and a set of reaction
constants. As Blurock (Blurock, 2000) indicates this “allows for a wide variety of arbitrarily
branched and substituted species far beyond straight-chained hydrocarbons”. This is an
advantage when performing numeric computations of the combustion process, since only
the reacting part of a class of species is of importance for the computations. This allows a
symbolically generated mechanism to be studied that is substantially larger and more detailed
than mechanisms previously carried out by hand. Mechanism generation tools are also freely
available, such as the "Reaction Mechanism Generator" (RGM) developed by W. Green and
co-workers (Green et al., 2011). This is a very extensive tool which generates mechanisms
based on knowledge on how molecules react through elementary reactions.
As much as such tools are needed to develop mechanisms for complex chemical processes
such as for e.g. combustion of bio-fuels from various biomass sources, the models become
increasingly unmanageable due to their size. The detailed mechanism is therefore the object
of different reduction procedures aimed at obtaining smaller mechanisms to be used in more
complex simulations of combustion systems. The reduced mechanisms can be and to a large
extent have been, worked out by hand on the basis of the total sum of the experience and
knowledge available. This can result in compact and accurate mechanisms subsequently
validated by experimental data. However, these mechanisms are often restricted to a narrow
range of conditions. It is advantageous therefore to ﬁnd general procedures that can reduce
mechanisms automatically by using physical quantities associated with different reactions
and species. Through identifying a set of selection criteria it is possible to detect species and
reactions that play a minor role in the overall reaction process and can thus be excluded from
the mechanism. This can be done by use of reaction ﬂow and sensitivity analysis or by using
directed relation graph (DRG) methods, which result in what is hereafter referred to as a skeletal
mechanism.
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Furthermore, mathematical procedures can be applied to the detailed mechanism or
the skeletal mechanism which reduces the mechanism even more. These mathematical
procedures do not exclude species, but rather the species concentrations are calculated by the
use of simpler and less time-consuming algebraic equations or they are tabulated as functions
of a few preselected progress variables. The part of the mechanism that is left for detailed
calculations is substantially smaller than the original mechanism. These methods often make
use of the wide range of time scales and are thus called time scale separation methods. The most
common methods are those of (i) Intrinsic Low Dimensional Manifolds (ILDM), (ii) Computational
Singular Perturbation(CSP), and (iii) level of importance (LOI) analysis, in which one employs
the Quasy Steady State Assumption (QSSA) or a partial equilibrium approximation (e.g.
rate-controlled constraints equilibria, RCCE) to treat the steady state or equilibrated species.
In Figure (1) a schematic overview of the different reduction paths is laid out. As can be seen,
different paths and possibilities for reducing the mechanisms are possible. Which method is
adopted is determined mainly by the nature of the problem to be solved. The starting point
is a detailed mechanism generated by hand or by the software available and validated for the
current conditions. These mechanisms can contain up to hundreds of active species and thus
need to be reduced for practical use. However, smaller detailed mechanisms can successfully
be applied in stationary combustion situations, and in situations in which speed-up is of
less concern. This could be the development of ﬂamelet libraries or simple zone models, for
example. Larger mechanisms are the object of reaction ﬂow and sensitivity analysis in which
minor and major pathways of the mechanism are identiﬁed. Species that are only involved
in the minor paths and do not appear as species sensitive to the governing parameters, are
selected for removal from the system. The result is a smaller mechanism containing the
major pathways and the sensitive species, termed a skeletal mechanism. This mechanism
is complete in the sense that it can be applied in combustion simulations. For reasons of
speed-up it is favorable for use in stationary combustion situations. If the mechanism is
small enough, it can also be applied in non-stationary situations such as in the calculation of
interactive ﬂamelets and transported probability density functions (PDF) for turbulent motion
simulations. However, these calculations require very compact mechanisms and in most cases
a further reduction through a lifetime analysis is necessary. This reduces the number of active
species in the mechanism and accounts for the contributions of the remaining species selected
as steady state species. The resulting reduced mechanism can be successfully applied in ﬂow
codes, and is applicable in simpler systems for speed-up reasons as well. The lifetime analysis
and the resulting reduced mechanism is employed when on-line reduction is carried out, since
the number of active species involved can change during the computational run.
In the following, reaction ﬂow analysis, sensitivity analysis and the directed relation graph
method will be presented as static and dynamic reduction procedures. Thereafter will
the main features of ILDM (including extensions such as ﬂamelet generated manifolds
(FGM) and reaction-diffusion manifolds (REDIM)), CSP and the LOI be discussed, including
the fundamentals of the quasi steady state elimination procedure and the rate-controlled
constrained equilibria (RCCE) approach.
2. Static and dynamic analysis tools
The static and dynamic analysis tools available provide important information that is useful
for reduction procedures and includes reaction ﬂow and sensitivity analysis procedures.
Reaction ﬂow analysis detects minor and major ﬂows in the reaction system, where the species
involved in the minor ﬂows can be neglected in further investigation. Under given physical
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Fig. 1. A ﬁgure over the reduction methods and their relations. The dashed lines represent
suggested uses of the different mechanisms. As shown in the ﬁgure, reduced mechanisms
are applicable to both static and dynamic problems. Detailed mechanisms, in contrast, are
not practical for dynamic systems.
conditions these will represent static properties of the mechanism. However, some species
in the minor ﬂows may exhibit a strong inﬂuence on the quantities under investigation and
should thus not be neglected. These reactions and species are found through sensitivity
analysis, in which the dynamic properties of the system are investigated. This can be
formalized into one reduction tool called the directed relation graph (DRG) methodology.
These three methods will now be discussed below.
2.1 Reaction ﬂow analysis
Reaction ﬂow analysis describes the importance of reaction paths in the mechanism under
speciﬁed conditions. It is performed by calculating the transfer rate of certain atomic species
such as C,O, N and H between molecular species. The ﬂow of atoms between the reacting
molecules is used as a measure of the relevance of the species in the reaction mechanism. The
reaction ﬂow of atomic species a between species i and species j can be described very simply
by (Nilsson, 2011)
f aij =
NR
∑
k=1
rk(n
a
i ν
′′
ik − naj ν′jk), (2)
where the sum is taken over the number of reactions NR. nai and n
a
j are the numbers of the
atom a in molecule i and j, and ν′′ik and ν
′
jk are the stoichiometric coefﬁcients for the molecules
i and j in reaction k. rk is the reaction rate, ν′jk and ν
′′
ik are the stoichiometric coefﬁcients of the
reactants and the products in reaction k.
A more adequate method of determining the reaction ﬂow, is described in more detail by
Soyhan et al. (Soyhan et al., 2001); (Soyhan et al., 2001) and optimized further . In this work,
forward and backward reactions are treated separately so as to capture reversible reaction
pairs in which the ﬂow of atoms is high in both directions but where the net ﬂow is not
necessarily high. This procedure results in the two new ﬂow parameters shown below in
which f aij is the normalized ﬂow of atom a by the formation of species i from species j relative
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to the total production of species i, and caij is the ﬂow of atom a by the consumption of species
i to species j relative to the total consumption of species i:
f aij =
∑NRk=1 rkν
′
jkν
′′
ik
nainak
∑NRk=1 rkν
′
jk
, (3)
caij =
∑NRk=1 rkν
′′
jkν
′
ik
nainak
∑NRk=1 rkν
′′
jk
. (4)
The number of atoms naj is now normalized to the total number of atoms a transported in the
reaction nak = ∑NSi=1 nak(ν′′ik − ν′ik). The ﬂow parameters are normalized to the total formation
or consumption rate of species i in order to achieve a non-dimensional range between 0 and 1
for the ﬂow parameters.
An example of the scheme of such an analysis is given in Figure (2) which shows the ﬂow of
C atoms in a reaction mechanism for a CH4-fueled homogeneous reactor. This analysis was
performed under speciﬁc conditions in which the engine speed was set to 1400 revolutions per
minute (RPM), the fuel-air ratio was set to 0.412 and the compression ratio was set to 17.30.
In the ﬁgure, the major reaction ﬂows are marked by thick arrows and the minor ﬂows by
thinner arrows.
Fig. 2. Reaction ﬂows of C atoms in a natural-gas mechanism for CH4 as fuel in a
homogeneous reactor (Nilsson, 2011).
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Figure (2) shows that the major paths represents the high-temperature hydrocarbon oxidation
of CH4 through the relatively stable radicals C2H5 and CH3 shown in the lower right corner of
the ﬁgure. Flows with a lower transport rate than 5× 10−7 mol/cm3 can be considered minor
ﬂows. These are shown for the most part in the upper left corner of Figure (2). These ﬂows
can thus be neglected in further calculations. Note that the situation is different if natural gas
is used as a fuel, in which some of the fuel components may be selected for removal. Thus
some of the species involved in minor ﬂows may be important for the desired results and
should be retained in the reaction mechanism. These are selected by the sensitivity analysis,
as described below.
2.2 Sensitivity analysis
Sensitivity analysis involves investigating the change in a quantity of interest due to small
changes in the controlling parameters. Investigating this is of interest in itself for gaining
insight into the reaction model. In addition, it is a very useful tool for reduction of reaction
mechanisms. After the minor ﬂows have been detected by reaction ﬂow analysis, it is
important to ensure that the species involved in the minor ﬂows do not inﬂuence the result
signiﬁcantly, in which case they should not be excluded in the further calculations. In local
sensitivity analysis, this is described by the partial derivative of the investigated quantity with
respect to the controlling parameters. Emanating from Equation (1), investigation of how the
concentration of a species i is inﬂuenced by a perturbation Δk of the rate coefﬁcient k can be
expressed by differentiating the original set of chemical differential equations with respect to
kj and expanding the right hand side giving
d
dt
∂Y
∂kj
=
∂P
∂Y
∂Y
∂kj
+
∂P
∂kj
+
∂ω(t)
∂Y
+
∂Y
∂kj
∂ω(t)
∂kj
, j = 1, ..., NS. (5)
If considering a homogeneous reaction system, P≡ 0, the equation above results in the
following expression:
d
dt
∂Y
∂kj
= J(t)
∂Y
∂kj
+
∂ω(t)
∂kj
, j = 1, ..., NS, (6)
where J(t) = ∂ω(t)/∂Y is recognized as the Jacobian matrix and the initial condition for
∂Y/∂kj (recognized as the sensitivity matrix) is a vector containing only zeros (Tomlin et al.,
1997). In order to solve Equation (6), the concentrations in the original set of equations must
be known, which is not always the case. The most efﬁcient way of overcoming this problem is
to solve the two systems in succession. This method is called the decoupled direct method. It
ﬁrst takes one step in solving Equation (1) and then performs an equal step in solving Equation
(6). This can be done since both sets of differential equations have the same Jacobian matrix J
(Tomlin et al., 1997).
The same method can be applied to investigate the sensitivities of such parameters of the
system as the ﬂame temperature for premixed ﬂames or the ignition timing in such ignition
systems as in engine simulations as outlined below. The information obtained through this
analysis is the basis for reduction of the mechanism. After the sensitivity analysis, the next
step is to order the species and select those that are redundant. Tomlin et al. (Tomlin et
al., 1997) classiﬁes the species involved in a mechanism into three categories. The important
species are those needed for the current investigation, such as the reaction products when
investigating pollution or the initial reactants deﬁning the fuels. The necessary species are those
needed to provide for an accurate calculation of the concentration proﬁles of the important
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species, of temperature proﬁles and of other important features. The remaining species are
the redundant species that are candidates for removal from the mechanisms without loss of
important information. Tomlin et al. eliminated a reaction from the mechanisms if the
redundant species played simply the role of being reactants in the reaction, since only the
reactants are present in the equation for the rate of change of species concentrations. Even
if a particular reaction needs to be retained in the mechanism the redundant species can be
eliminated from the list of products if it does not violate the conservation of atoms and mass
in the calculations.
The approach to ﬁnding redundant species described by Tomlin et al. (Tomlin et al., 1997)
is to investigate the matrix J(t) = ∂ω(t)/∂Y (for homogeneous systems; P≡ 0), where the
element ∂ωi/∂Yj describes the change of the rate of production of species i caused by a
change of concentration of species j. A species is considered redundant if a change in its
concentration does not affect the rate of production of important species signiﬁcantly. A
slightly different approach is taken by Soyhan et al. who let the sensitivities being transported
through the mechanism in the sense that a species is rated according to its own importance and
its involvement in producing or consuming important species (Soyhan et al., 1999);(Soyhan et
al., 2001). Thus, the method can be considered as representing a simultaneous reaction ﬂow
and sensitivity analysis, called necessity analysis. First the reaction sensitivity represents a
variable ψ’s sensitivity towards a chosen reaction coefﬁcient Ak in reaction k is changed by a
factor x (e.g. 1 percent):
Srψk =
∂ψ
∂Ak
Akx (7)
The species sensitivity can be taken either as the sum of the reaction sensitivities in which the
species are involved, or can be derived directly in the same manner as the reaction sensitivity;
investigating how much a variable ψ is changed when the concentration of species i is changed
by a small factor i (again e.g. 1 percent):
Ssψi =
1
ci
∂ψ
∂αi
(8)
where SSψi contains the information on how sensitive a chosen target variable, ψ, such as the
mass fraction of a particular species or temperature, is to the species i. The factor in which
the concentrations are allowed to change is small and αi = 1 + i where i is e.g. 1 percent.
Therefore, αi can be considered an error term for the concentrations which become c∗i = ciαi.
A species is assigned a relative necessity index which represents how important the species is
for changes in variable ψ in relation to the other species. The redundancy index is based on
the species sensitivity in the following way:
Ii = max
⎛
⎝ SSψi
maxk=1,Ns
(
SSψk
) , Zi
⎞
⎠ (9)
where Zi takes the value 1 or 0 depending on wheather the species has been preselected as an
important species (fuel, oxidant etc.). Even if a species has a low necessity it can be assigned
a high overall necessity index if there is a signiﬁcant ﬂow of atoms to or from an important
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species. The overall necessity is determined as follows:
I¯i = max
(
Ij f aij, Ijc
a
ij, Ii; j = 1, Ns, a = 1, Na
)
(10)
where f aij and c
a
ij, as deﬁned previously, are the ﬂow of atom a by formation or consumption
of species i from or to species j. This equation needs to be solved iteratively with a preset
value of I¯i. Species with a low overall I¯i are considered to be redundant. This procedure has
been used extensively to perform reduction on large hydrocarbon mechanisms, e.g. up to
C-8 reaction chains where together with a lumping procedure the mechanism was reduced
from about 246 species to 47 (Zeuch et al., 2008). Also, this reduction procedure is been
made available in reaction kinetics simulation tools such as DARS (DARS, 2011) where the
reduction is performed entirely automatically. The computed necessity index ranks the
species accordingly, and a user set cut-off limit will generate a skeletal mechanism according to
desired accuracy of the resulting skeletal mechanism; i.e. the more species which are excluded
from the mechanism the less accurate the mechanism will be to predict the combustion
process.
2.3 Directed relation graph methodology
The step wise reduction procedure described above can been automated by the use of the
Directed Relation Graph method (Lu and Law, 2005);(Lu and Law, 2006). This procedure
quantiﬁes the coupling between species, and assigns an "pair wise" error which contains the
information of how much error is introduced to a species A by elimination of a species B:
rAB ≡ max | νAiωiδBi |max | νAiωi | , δBi =
{
1 if the ith reaction involves B.
0 otherwise. (11)
Note that the denominator contains the maximum reaction rate contributing to the production
of A, whereas the numerator contains the maximum reaction rate contributing to the
production of A that also involves species B . The original formulation used a summation over
all reactions which did not prove to be efﬁcient when e.g. dealing with larger isomergroups
(Luo et al., 2010). This formalism is not unsimilar to Equation (9). However, both the reaction
ﬂow and an error estimate are included when the species dependence is expressed in the
following graph notation:
A → B if rAB > ε. (12)
Species A is thereby connected to species B only if the pair wise error is above a user set error
threshold. The starting point if the directed relation graph would be one of the important
species, such as the fuel species. When species with low connectivity (below the threshold) is
eliminated the result will be a skeletal mechanism similar to what is obtained by a necessity
analysis.
This procedure will not be discussed further here, but the DRG methodology has proven
to be easy to implement and to fully automate. Hence, it has become very popular to
use for reduction of larger mechanisms. In its simplest form DRG has however proved to
have some limitations. These have been addressed in extended versions of the procedure.
This includes DRG with error propagation (DRGEP) (Pepiot-Desjardins & Pitsch, 2008), DRG
aided sensitivity analysis (DRGASA) (Zheng et al., 2007) and DRGEP and sensitivity analysis
(Niemeyer et al., 2010). The reader is referred to these works for further discussion.
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3. Time scale separation methods
In the following section the methods based on time scale separation analysis will be discussed.
Employing these methods relies on the fact that the chemical system consists of a number of
species that react with each other on time scales that range over several orders of magnitude.
Thus, some of the reactions can be considered as being fast compared with the physical
processes involved, such as diffusion, turbulence and other reactions that are considered slow.
This is illustrated in Figure (3).
Fig. 3. Comparison of typical chemical and physical time scales. The chemical time scales
span several orders of magnitude (Nilsson, 2011).
A time scale separation method makes use of the fact that the physical and chemical time
scales have only a limited range of overlap. The time scales of some of the more rapid chemical
processes can thus be decoupled and be described in approximate ways by the Quasi Steady
State Assumption (QSSA) or partial equilibrium approximations for the selected species. This
reduces the species list to only the species left in the set of differential equations. Also,
eliminating the fastest time scales in the system solves the numerical stiffness problem that
these time scales introduce. Numerical stiffness arises when the iteration over the differential
equations need very small steps as some of the terms lead to rapid variations of the solution,
typically terms involving the fastest time scales.
Three time-scale separation methods will be described below. These are the Intrinsic Low
Dimensional Manifold method (ILDM), Computational Singular Perturbation (CSP), and the
lifetime analysis based on the Level Of Importance (LOI).
Since the methods are all concerned with determining the processes involved on the shortest
time scales, they have many similarities. Although it could be argued that they in reality are
virtually the same, they have different coatings and different ways of presenting the solutions.
In the overall picture here one can describe the differences as follows: the key difference
between ILDM and CSP is the sub-space created to describe the new manifold. ILDM employs
partial equilibrium approximations for the species selected and creates a species sub-space.
CSP employs steady state approximations and creates a reaction sub-space. It does not
indicate a preference for QSSA as to opposed to partial equilibrium approximation. Including
the partial equilibrium approximation in selecting the ”steady state” species represents a
more general criterion than using only the QSSA (Goussis, 1996). However, this introduces
all the species in the stoichiometry vector, often making the algorithm more complicated.
The difference between CSP and lifetime analysis is that CSP includes coupled time scales,
whereas lifetime analysis assumes that on a short time scale no coupling is signiﬁcant, it is
thus operating with a diagonal Jacobian. Details of this are described below.
Once the "fast" and the "slow" components are identiﬁed, several of these methods use
the quasi-steady state assumption (QSSA) as the basis for reduction. Together with a
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chemical equilibrium assumption or as an alternative to it, this procedure makes it possible
to mathematically eliminate species from the set of differential equations. They are treated
separately through use of approximative algebraic relations. Their concentrations still
contribute to the reaction rates of the non-reduced species. The basic idea of developing
reduced chemical mechanisms by introducing the assumption of a steady state is not new and
has, in fact, been used in chemistry since the 1950s (See (Peters, 1990)) and further references
therein). However, not until the early 1990s was this strategy for solving complex chemical
problems introduced in combustion physics.
Until rather recently, these reduced schemes were mainly developed by hand using QSSA and
an à priori deﬁnition of which species were to be considered in steady state, a particularly
time-consuming procedure. Before presenting the various time scale separation methods,
the basic steps of the QSSA reduction procedure will be presented in the subsection below
followed by the theory rate-controlled constraints equilibria (RCCE). Thereafter are the time
scale separation methods outlined.
3.1 Manual reduction by means of QSSA
The underlying assumption for QSSA is that some species can be treated as being in steady
state. This means that, if one ignores physical terms as convection and diffusion, their
concentrations remain constant. It follows then from Equation (1) that the change in species
concentration of species i is
dXi
dt
=
r
∑
k=1
νi,krk = ωi = 0, (13)
where ωi is the chemical source term and the summation is over all reactions of the product
νi,krk. This equation corresponds to Equation (1) for chemical treatment only, where the
reaction rate rk can be expressed by the following general deﬁnition:
rk = kk
n
∏
j=1
X
ν′jk
j , (14)
and the net stoichiometric coefﬁcient being νi = ν′′i − ν′i . The physical meaning of this
assumption is that the reactions that consume the species are very much faster than the
reactions producing the species. Thus, the concentration remain low just as their time
derivative.
The H2-O2 system will be used as an example (Peters, 1990);(Peters et al., 1993). The reactions
needed for the present analysis are (following the numbering in the original mechanism)
H+O2 ↔ OH+O, (ii)
O+H2 ↔ OH +H, (iii)
OH+H2 ↔ H2O +H, (iv)
H+O2+M → HO2+M, (vii)
where the backward reactions are treated as being separate reactions. Additional reactions in
the H2-O2 reaction system are also included in the present example:
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OH+OH ↔ H2O +O, (x)
H+HO2 → OH+OH, (xi)
H+HO2 → O2 +H2, (xii)
OH+HO2 → H2O +O2. (xiii)
Equation (13) indicated that the time derivatives of all the species concentrations can be
expressed in terms of the concentrations of species that consume and that produce that
particular species. As noted above, the derivatives not only contain a chemistry-term, but
in the case of inhomogeneous systems, can also contain diffusive and convective terms,
often being denoted in such cases by the L-operator. Here, only the chemical contribution
is included, resulting in the following set of equations:
ωH = −rii + riii + riv − rvii − rxi − rxii,
0 = ωOH = rii + riii − riv − 2rx + 2rxi − rxiii,
0 = ωO = rii − riii + rx,
ωH2 = −riii − riv + rxii,
ωO2 = −rii − rvii + rxii + rxiii,
ωH2O = riv + rx + rxiii,
0 = ωHO2 = rvii − rxi − rxii − ωxiii.
(15)
where OH,O and HO2 are all set to steady state and their derivatives are set equal to zero,
transforming the corresponding differential equations conveniently into algebraic relations.
Since the system is already reduced, the steady state concentrations can be found. However,
in obtaining a set of global reactions and optimizing the reduction, the corresponding number
of reaction rates can be eliminate from the system. A rule of thumb is for each species to
eliminate the fastest reaction rates at which this species is consumed. This is riv for OH, riii for
O and rxii for HO2, them being placed on the right-hand side of the equations and expressed
in terms of the remaining reaction rates on the left-hand side (Peters, 1990). However, the
reaction rates that are eliminated from the system are arbitrary and result in the same global
reactions. After some algebra, the system is as follows:
ωH = 2rii − 2rvii + 2rxi,
ωH2 = −3rii + rvii − 3rxi,
ωO2 = −rii − rxi,
ωH2O = 2rii − 2rxi.
(16)
By arranging the right-hand side so that rates with the same stoichiometric coefﬁcients are
added together one obtains
ωH = 2(rii + rxi)− 2rvii,
ωH2 = −3(rii + rxi) + rvii,
ωO2 = −(rii + rxi),
ωH2O = 2(rii + rxi),
(17)
resulting in the following global reactions:
3H2 +O2 = 2H + 2H2O , I
2H+M = H2 +M, II
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with the reaction rates being rI = (rii + rxi) and rII = rvii. This procedure shows how a set of
eight elementary reactions can be reduced to just two global reactions and two corresponding
reaction rates, which are sufﬁcient to describe the system. The resulting system is also called
a two-step mechanism.
The computations above are quite straightforward once a choice is made of which species
are to be considered to be in steady state. In the H2-O2 system, the three species OH,O
and HO2 are conveniently set to steady state. Although, in the manual reduction procedure
the choice of steady state species often stems simply from the experience of which species
can be approximately calculated. However, the choice is often based on an analysis of the
intermediate species’ mole fraction. The argument is that no species at high concentration,
and no reactant or product species either, can be a steady state candidate. The algorithm is
such that the conservation equations are dealt with only for the species included in detail in
the mechanism. The steady state species only appear through their contribution to the reaction
rates determining the non-steady state species. Thus, species of high concentrations or high
enthalpy content need to be kept in the mechanism so as to not violate the conservation of
mass fraction and enthalpy. In the case of the methane-air mechanism that was reduced
by Peters (Peters, 1990), the computation of mole fractions in a premixed stoichiometric
methane-air ﬂame was the basis for deﬁning the steady state species.
In the ﬂame calculations accounting for the physical processes diffusive and convective terms
must also be small in order for the differentials to be set equal to zero. Nevertheless, in the
reactive inner layer of the ﬂames, the diffusive terms turn out to be dominant as compared
with the convective terms. Consequently, since the species concentrations are strongly
inﬂuenced by the diffusion, obtaining an order-of-magnitude estimate for selection of the
steady state species requires that the mole fractions be weighted to the molecular weight of
the inert species N2, WN2 , the resulting weighting factor being√
WN2/Wi,N2 (18)
where Wi,N2 is given by
Wi,N2 =
2WiWN2
Wi +WN2
. (19)
The H radical, for example, diffuses through the ﬂame quickly and displays a low
concentration proﬁle. However, it is not a species in steady state and it is highly sensitive
to the desired result. The species for the methane-air ﬂame fall into two distinct groups: those
in which the corresponding weighted mole fraction has a value well below 1% and those in
which the corresponding weighted mole fraction has a value well above 1%. Thus, the choice
is clear, the ﬁrst group being selected as steady state species candidates.
The ﬁnal step is to calculate the values of the reaction rates for the species and to then
determine their concentrations. The reaction rates are expressed in the form of rate constants,
stoichiometric coefﬁcients and concentrations, as deﬁned in Equation (13) and (14). However,
the reaction rates also contain concentrations of the steady state species. As shown in Equation
(13), these can be calculated from their balance equation with ωi = 0. The concentration of
OH, for example, can be calculated as follows:
0 = rii + riii − riv − 2rx + 2rxi − rxiii, (20)
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where riv, rii and riii all include both forward and backward reactions. The equation can be
solved by setting riv, for example, on the left-hand side and inserting all the rate constants and
concentrations.
A very powerful and important step in the reduction process is the truncation of the steady state
relations, such as that shown in Equation (20). By investigating the reaction rates, both the
forward and the backward rates, for a stoichiometric ﬂame over the typical physical range of
calculations one can track down the one or two reaction rates that are dominant. Peters (Peters,
1990) could show that in the case of OH only riv is dominant, allowing the other reaction
rates to be neglected in the further calculations. The advantage of performing truncation is
that the most rapid reaction rates are excluded from the system, reducing the stiffness of the
problem considerably and enhancing the accuracy. Thus, Equation (20) can easily be solved,
the resulting [OH] being found to be
[OH] =
kivb[H2O][H]
kiv f [H2]
(21)
Similar calculations for the other steady state species need to be performed. In the next step
then these relations are used to calculate the remaining set of differential equations which
govern the non-steady state species. The overall reaction rate for each remaining species is
thus determined by means of an inner iteration loop, a simple ﬁxed-point iteration procedure is
often employed. The remaining set of differential equations can be solved in different ways,
and several numerical solvers for stiff differential equations are freely available.
This procedure has proven successful, many authors having presented work in which reduced
mechanisms resemble detailed mechanisms very closely (See e.g. work presented in (Peters &
Rogg, 1993);(Smooke, 1991)). Similarly reduced mechanisms have been produced for a variety
of fuels, for example the three-step mechanism for CO-H2-N2/air diffusion ﬂames by Chen et.
al. (Chen et al., 1993) and four-step mechanisms for both ethylene/air and ethane/air ﬂames
by Wang and Rogg (Wang & Rogg, 1993).
Methane is the simplest of the carbon-containing fuels and extensive investigations of the
reduced mechanisms for methane-air ﬂames have been carried out, even before hydrogen
ﬂames as the C1 chain provides a lower radical level, steady state relations thus being easier
justiﬁed. The ﬁrst reduced mechanisms for methane-air ﬂame combustion originated from
a skeletal mechanism consisting of 25 reactions for the C1 chain, and 61 reactions including
the C2 chain evolved during the 1970-1980s (Kaufman, 1982);(Mauss & Peters, 1993);(Smooke,
1991);(Turns, 2000). A fully detailed mechanism can contain over 40 species and involve some
300 reactions. An example of such a mechanism is the GRI-Mech 3.0 mechanism obtained
from Berkeley University (Bowman et al., 2004). Peters (Peters, 1990) and Mauss et al.(Mauss
& Peters, 1993) demonstrated the reduction of the skeletal mechanism for methane-air ﬂame
combustion by use of the quasi steady state assumption, validating it for the range of lean to
stoichiometric mixtures. The mechanism was reduced to a four-step mechanism containing 7
species, the reduction procedure following exactly the same underlying principles as for the
H2−O2 system described above.
The investigation of higher carbon containing fuels such as acetylene for the purpose
of reduction is of considerable importance for soot studies. Ring compounds and their
growth through acetylene (C2H2) are important features for formation of soot under fuel-rich
conditions (Turns, 2000). Mauss et al. (Mauss & Lindstedt, 1993) presented a 7 step reduced
mechanism validated for acetylene-air premixed ﬂames which originates from the skeletal
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mechanism described in Peters and Rogg (Peters & Rogg, 1993), including all 87 reactions
for up to C3−species. With use of the 7 step mechanism, both ﬂame velocities and species
concentrations were well predicted as compared to the results for the full mechanism. Some
deviations were found in the reaction zone, where a steeper consumption of reactants was
obtained for the reduced mechanism. However, this can also result from a steeper temperature
proﬁle in the same region, which would enhance the reaction rates. In Lindstedt et al.
(Lindstedt & Mauss, 1993) the same mechanism for acetylene formation is applied to a
diffusion ﬂame system having 8 additional reaction steps. In the work, a ﬁve step reduced
mechanism is generated and is validated for the entire range of strain rates up to the extinction
point. As in the case of the premixed ﬂame, the temperature proﬁles and species concentration
proﬁles agree very well with the results of the full mechanism for a selected range of pressures.
Nevertheless, as noted, the calculations above and their validations are time-consuming, and
since the demand for larger and more complex mechanisms is very strong from areas related
to combustion modeling, automating the procedure is important. This will be discussed in
the following section.
3.2 Rate-controlled constrained equilibria
The Rate-Controlled constrained equilibria (RCCE) approach incorporates the assumption
of time scale separation in reactive systems in much the same way as the QSSA described
above. However, in the case of RCCE the analytical expressions are derived from equilibrium
assumptions rather than steady state. These equilibrium states are constrained by the leading
or main species, hence the terminology of constrained equilibria. It means that if e.g.
considering a simple chemical system such as CH4-O2, and O2 is constrained, then O2 will
occupy all O-atoms in the present form as the amount of O2 can not change, whereas both H
and C atoms may be occupied by whatever CH-molecule are thermodynamically stable in the
current state. The constraints are thus linear combinations of the species’ concentrations. The
RCCE method is in large developed by Jones and Rigopoulos for combustion systems (Jones
and Rigopoulos, 2005);(Jones and Rigopoulos, 2007), and only brieﬂy outlined here.
In order to derive the equilibrium states, the RCCE makes use of minimizing the Gibbs free
energy subject to conservation of enthalpy, elements and mass for each constraint i:
h =
NS
∑
j=1
njHj0(T) (22)
Ei =
NS
∑
j=1
aeijnj, (i = 1, ...Me) (23)
Ci =
NS
∑
j=1
acijnj, (i = 1, ...Mc) (24)
where aeij is the matrix of number of element i in the jth species, a
c
ij is the matrix of linear
combination of concentration of the j species making up the ith constraint, and nj is the
concentration of the jth species.
It can be shown that two sets of equations arises when employing minimization of Gibbs
free energy (Jones and Rigopoulos, 2005). One set becomes algebraic equations deﬁning the
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constraints:
μ0j (T) + RT ln
nj
n
+ RT ln
P
P0
+
Me
∑
i=1
λei a
e
ij +
Mc
∑
i=1
λci a
c
ij = 0, (j = 1, ...NS) (25)
where Ns is the number of species, and P0 and μ0j are the pressure and chemical potential
in the standard state, where the chemical potential is a given function of temperature.
These algebraic equations need to be solved simultaneously to compute the concentrations
at the constrained equilibrium state. The second set becomes differential equations for the
concentrations of the remaining constrained species where the matrix acij is now incorporated:
dCi
dt
=
NS
∑
j=1
acij
Nr
∑
k=1
νjkrk(n1, ..., nNS , T, ρ), (i = 1, ...Mc) (26)
The algebraic-differential equation system is then solved in much the same manner as for the
QSSA approach. Because the formulation of Equation (25) yields for all species, the RCCE is
particularly attractive in adaptive chemistry systems.
3.3 Intrinsic Low Dimensional Manifolds
3.3.1 The standard approach to ILDM
Intrinsic Low Dimensional Manifolds is a method for reducing a chemical system by using
attractors for the chemical kinetics involved. It is thought that fast reactions quickly bring
the composition down to the attracting manifolds, an equilibrium solution space that fast
chemical reactions relax towards, slow reactions moving within these manifolds (Maas,
1998);(Schmidt et al., 1998); (Yang & Pope, 1998). This represents a time separation of the fast
chemical processes. In the work of Maas et al. (Maas & Pope, 1994) and developed further in
Maas (Maas, 1998), the fundamental formalism behind the decoupling of the short time scales
by use of ILDM is taken up, and this is to be referred here further.
Reacting ﬂow and its scalar ﬁeld evolve in time according to an Nu-dimensional partial
differential equation system, where Nu is the number of unknown chemical and physical
variables (See Equation (1) for comparison):
∂ψ(t)
∂t
= P(ψ,∇ψ,∇2ψ) + ω(ψ), (27)
ψ being the Nu-dimensional vector of the unknown scalars, ω(ψ) the vector of the source
terms, including the chemical reaction rates, and P(ψ,∇ψ,∇2ψ) being the spatial vector
operator that governs the contributions of all other physical processes such as diffusion,
convection, advection, etc. The time scales governed by ω(ψ) span over a large range. Some
of the fastest can be decoupled from the system as desired.
The Nu variables form an Nu-dimensional space. A chemical reaction represents a movement
along a trajectory from the initial state to the ﬁnal state for t → ∞. An example is given in
Figure (4), which shows the trajectories in a CO-H2 system as plotted in the CO2-H2O plane.
In Figure (4) several cases involving differing initial conditions are plotted. However, one can
clearly see in the ﬁgure that the trajectories all move towards an equilibrium condition, in this
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case at the far right end point of the main manifold. The equilibrium state can represent the
chemical system as one single point if the computations do not include the chemical dynamics.
Fig. 4. Trajectories of the chemical reactions progress for a CO-H2 system and its projection
into the CO2-H2O plane (Nilsson, 2011).
The equilibrium process in this case takes about 5 ms If the physical processes are slower or
have the same order of magnitude, the equilibrium point offers an approximate solution. This
corresponds to neglecting chemical dynamics on time scales shorter than 5 ms. By neglecting
chemical dynamics that take place on time scales shorter than say 100μs, the solution can be
described by a single variable since the main equilibrium curve remains in the state space,
which is a one-dimensional manifold. This is shown by the open circles in Figure (4). It is a
consequence of the fast relaxation process leading to the reactions being in partial equilibrium
and the species involved being in steady state. One can thus conclude that after the relaxation
period of 5 ms the system can be described in an approximate way by the equilibrium value,
which is a single point. If time scales shorter than 100μs can be neglected, the system can be
described by using a single reaction progress variable, a one-dimensional manifold. If even
shorter time scales are needed, several additional reaction progresses need to be included,
which results in a higher-dimensional manifold.
After identifying the low-dimensional manifolds in the Nu-dimensional state space that the
thermodynamic state of the system has been relaxed to, the reduced system consisting of
S =Nu − R variables (R is the degree of reduction), can be represented as Φ=(Φ1, ...,ΦS)T .
Thus the original system ψ=ψ(Φ) can be projected onto the S-dimensional sub-space
∂Φ
∂t
= Π(Φ,∇Φ,∇2Φ) +Ω(Φ), (28)
where Ω and Π are the corresponding S -dimensional vectors for the source terms and
from the other physical processes, respectively. The low-dimensional manifold described by
equation (28) represents the chemical system in a further calculation.
The advantage of the ILDM method is that it requires no information concerning which
reactions are to be set in equilibrium or which species are in steady state: ”The manifold
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method is based on a more intrinsic study of the chemical reaction process happening in
combustion” (Yang & Pope, 1998). The use of attractors is sufﬁcient to ﬁnd a solution.
Since computer simulations of combustion processes involving ILDM reduction speed up
calculations by a factor of ten, the method is applicable to numerical problems in particular.
The results of the calculations of the manifolds are stored and tabulated in a preprocessing
step. Since the tabulated data consist of the relevant data (such as the reduced reaction
rates) the information is assessed through a table look-up during the computational run. This
method however requires signiﬁcant amounts of storage memory, which becomes problematic
in higher dimensional manifold calculations. An alternative storage method is proposed by
Niemann et al. (Niemann et al., 1996). Whereas the classic approach employs an interpolation
procedure within small tabulation cells and a local mesh reﬁnement, Niemann et al. employs
a higher order polynomial approximation within large coarse cells. This decreases the
storage requirement considerably; for an H2−O2 laminar ﬂat ﬂame calculation the storage
requirements were reduced by a factor 200 (Niemann et al., 1996). However, since the method
does not provide a set of rate equations, it cannot be related to a set of global reactions that
provide information on the underlying kinetics involved (Tomlin et al., 1997). Furthermore,
classic ILDM does not account for transport processes which may be important for diffusion
ﬂames. The two next sub-sections will be devoted to methods to account for transport in the
ILDM framework.
3.3.2 Flamelet Generated Manifolds (FGM)
The Flamelet Generated Manifolds (FGM) approach aims to provide a tool for simpliﬁed
treatment of the chemical system for ﬂames where also transport in terms of diffusion is
important. This is particularly the case for premixed ﬂames where there are also less reactive
parts on one side of the ﬂame zone from which radicals diffuse towards the ﬂame zone. The
concept is based on two simpliﬁcation procedures: one is the ﬂamelet approach where a
multi-dimensional ﬂame is considered as an ensemble of one-dimensional ﬂames, and another
which is the consideration of a low-dimensional manifold in composition space.
van Oijen and co-workers have developed this technique for a set of different ﬂames (van
Oijen & de Goey, 2000);(van Oijen & de Goey, 2002). The ﬁrst approach considers a premixed
ﬂame. The technique of FGM make use of premixed ﬂames with detailed chemistry which
are pre-calculated and tabulated. Then tables are generated, reﬂecting the solution of these
ﬂamelets as a function of one or more control variables. When solving equations for these
control variables by the use of the ILDM, one can use the table of ﬂamelets to retrieve
quantities related to the composition that are not known. Since the major part of convection
and diffusion processes are included in FGM through the ﬂamelet calculations, the method
is more accurate in the low-temperature region of a premixed ﬂame than methods based on
local chemical equilibria as the classic ILDM.
3.3.3 Reaction-Diffusion Manifolds (REDIM)
The Reaction-Diffusion Manifolds (REDIM) approach represent an extension to the
formulation of the standard ILDM. Where the ILDM is in fact a relaxation of a set of ordinary
differential equations (ODE’s) describing a homogenous system, the REDIM formulation
generalizes for a set of partially differential equation (PDE’s) where also the coupling between
the reaction and diffusion processes are accounted for. Bykov and Maas (Bykov & Maas, 2007)
have performed the full derivation of this generalized system in the framework of ILDM and
an optimized tabulation procedure of generalized coordinates. They present the method in
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three limiting cases: (1) where there is pure mixing and thus no chemical source term, (2)
where there is a homogeneous system and thus no transport, and (3) where there is a case of
known gradients of the local coordinates. This last limiting case will if the known gradients are
found from detailed ﬂame calculations become equivalent to the FGM approach as described
in the previous sub section.
It is clear that REDIM represents a generalized form of applying known ideas from invariant
manifold theory and have been shown to apply to a wide range of applications from
homogeneous systems, premixed ﬂames and diffusion ﬂames (Bykov & Maas, 2009). It is less
straight forward to implement, tabulation of the multi-dimensional manifolds need special
attention and the interpretation of the results are non-trivial. However, once implemented
REDIM represents a very general and powerful reduction tool.
3.4 Computational Singular Perturbation method
Computational Singular Perturbation (CSP) is an alternative method employing a time scale
separation analysis, thereafter use being made of exhausting modes for the approximate
treatment. The core of the technique is to rewrite the set of differential equations that govern
the system, using a new set of basis vectors so deﬁned that they represent the fast and the
slow sub domains. These vectors thus contain a linear combination of the reaction rates
involved in the original mechanism. By employing this method, the problem becomes one
of an eigenvalue problem that can help in discarding fast “modes” which involve species that
are candidates for steady state. Work on development of the CSP method can be examined in
detail in a substantial selection of papers (Lam, 1993);(Lam et al., 1994); (Massias et al., 1999a);
(Massias et al., 1999b);(Tomlin et al., 1997).
The method as a whole is described in terms of three major steps (Massias et al., 1999a);
(Massias et al., 1999b). The ﬁrst step concerns as usual identiﬁcation of the detailed chemical
and physical system and setting the limits for reduction. The next step involves ﬁnding
the steady state species, and constructing the reduced mechanism that involve the simpler
algebraic operations. The ﬁnal step is to optimize the reduced mechanism through truncation
of the algebraic relations or of the remaining differential equations and of the resulting global
rates. This is done to enhance the computations and also provide a more accurate solution.
The second step which is of interest here consists of choosing the number of global steps
that are desired for the reduced mechanism, noted here by G, and determining the local CSP
pointers for each species. The deﬁnition of the size of the reduced mechanism is being based
on experience and empirical considerations. A method is yet not presented that can determine
the size of the reduced mechanism a priori based on the relevant physical situation. The
number of steady state species, R, is given by R = NS − E−G, where NS is the total number
of species in the detailed mechanism and E is the number of elements in the mechanism, such
as C, O, H and N.
The local CSP pointers are generated through representation of the chemical system, Equation
(1), by a set of basis vectors, a, deﬁned such that (Massias et al., 1999b):
∂Y
∂t
= arhr + ashs, (29)
where ar is an R-dimensional vector for the R reduced species, as is an S-dimensional vector
for the remaining species, and hr and hs are the corresponding vectors of the form
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hr = br(P + ω) and hs = bs(P + ω), (30)
where P contains the spatial differential operator, ω is the species source term from Equation
(1). ar and as are the stoichiometric vectors for the modiﬁed non-physical mechanism, and br
and bs form the corresponding inverse set of basis vectors . According to the deﬁnition of the
basis vectors, the ﬁrst term on the right hand side in Equation (29) should be assumed to be
insigniﬁcant because of the steady state assumption that hi ≈ 0 for i = 1, R, resulting in the
following expression:
∂Y
∂t
≈ ashs. (31)
The goal of CSP analysis is thus to ﬁnd the set of basis vectors that can fulﬁll this requirement.
A CSP analysis is performed on each species at each spatial point, the R elements to be
considered as being in steady state are identiﬁed by the NS diagonal elements of the CSP
pointer, Di, i = 1, NS:
D = diag[a1b1 + a2b2 + ...+ aRbR]. (32)
The pointer takes a value between zero and one. It is a function of the space, thus describing
the inﬂuence of the R shortest chemical time scales on each of the species i at this particular
point in space. When Di takes on a value close to unity, species i is completely inﬂuenced by
the shortest time scales and is a candidate for being set to steady state. The opposite occurs
when Di becomes close to zero, the species in question is not being inﬂuenced at all by the
shortest chemical time scales and thus not being in steady state.
Some species have local pointers for which the value can go from zero to unity within the
range of the calculation. These species are treated wrongly if the local pointer of a certain
point in space is the basis of the reduction. Thus, the local pointers are integrated over the
computational domain L. The third step involves an integration over the space to ﬁnd the
overall value on the inﬂuence on the time scale for each species. These integrated pointers are
weighted with the species’ mole fraction. This is done so that species at high concentrations
are not set to steady state, since the resulting errors in calculating their concentrations as
steady state species could affect the results too much.
Massias et. al. (Massias et al., 1999b) propose three different integration procedures for
capturing the steady state candidates in the most appropriate way. However, they take the
form similar to
I I =
1
L
∫ L
0
Di
1
Xi
qi
qi,max
dx, (33)
where qi is the production rate of species i, qi,max is the maximum production rate over the
computational range, and Xi is the mole fraction of the species. Caution is in order as both Xi
and qi can take on the value zero (inert species), so that small terms 1 and 2 are added to the
respective denominators so as to avoid numerical problems. The R species with the highest
values for I I are selected as steady state species. Note that since for most species qi,max is
situated in the reaction zone, the largest contribution to the integrated pointer comes from the
value in the reaction zone since qi/qi,max there is unity.
The elementary reaction rates are integrated over the space in order to determine the R fastest
elementary reaction rates, which can then be eliminated from the system. The fastest reactions
that consumes a steady state species, as identiﬁed in the previous step, are selected as to be
the “fast reaction”. For each steady state species, the fastest reaction consuming the species is
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found through use of the integral (Massias et al., 1999b):
Hik =
1
L
∫ L
0
rk, (34)
where rk is the reaction rate of the k′th reaction. The remaining reactions are considered to
be the ”slow reactions”, their reaction rates being retained in the mechanism. This procedure
is carried out in order to optimize the computations when a reduced mechanism is applied.
This step is not needed for accuracy.
Finally, the rates of the global reactions and their stoichiometric values are determined. The
resulting global reactions consist of the major species found in the previous steps, their rates
being determined by a linear combination of the rates of the ”slow reactions”, which depend
both on the steady state species and in the non-steady state species.
Obtaining the solutions to the algebraic equations can still require a signiﬁcant amount of
computational time, and the system can still suffer from stiffness problems. If the result
obtained in using the reduced mechanisms is found to be discrepant with the results of the
detailed mechanism, a truncation is performed. An importance analysis of the reaction rates
then can lead to some reaction rates being omitted. This can be understood as being similar to
a reaction ﬂow and reaction sensitivity analysis, where for each species the participation rate,
P, of each elementary reaction and its importance rate, I , are ordered, the corresponding
reaction rates for the elementary steps that produce negligible values of both P and I being
truncated from the steady state relations. In the work of Massias et al. (Massias et al., 1999a)
the number of species that needs to be calculated in greater detail after the CSP analysis is said
to be small, often only two or three truncations needing to be carried out.
The advantage of CSP calculations in a simple eigenvalue analysis is that it provides
information about which species and reactions are associated with the fastest modes.
However, the method does not always represent a computationally efﬁcient technique
for repeated reduction, since the time saved by eliminating the slowest modes may be
outweighed by the time required for recomputing the basis for each time step (Tomlin et
al., 1997). The terminology employed in the CSP method to some extent hides the chemical
information if this is not analyzed in detail. Skevis et al. (Skevis et al., 2002) provides an
excellent presentation of the physical and chemical meaning of the CSP data. In this paper
there are tables that show the contribution of the major elementary reactions to the CSP
reactions, the slowest reactions moving the trajectories of the physical processes along the
manifold created by the fast reactions. In the work, diffusion and convection processes were
also included, demonstrating the CSP methodology being as much a tool for characterization
of the combustion process as a tool for reduction of chemical mechanisms.
3.5 Level of importance
The success of the reduced mechanism depends on the reliability of the selection procedure
in selecting steady state species. Whereas the CSP method selects species that take part in the
fastest reactions, which is done by solving an eigenvalue problem, the level of importance
(LOI) method concerns the individual chemical lifetime of a species - or a function of its
lifetime - as the selection parameter. The line of argument used is that some species are in
steady state as a result of that the reactions consuming the species are very much faster than
those producing them. The species, when formed, are thus very short lived and are low in
concentration. This approach has been developed by Løvås et al. (Løvås et al., 2000)-(Løvås et
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al., 2009). However, the method has been adopted into automatic reduction and optimization
tools by e.g. Pepiot-Desjardins and Pitsch (Pepiot-Desjardins & Pitsch, 2008) and Shekar et al.
(Shekar et al, 2011).
Since a chemical system is strongly non-linear, carrying out a lifetime analysis requires that
the system is linearized around a starting point Y0, which results in the following equation,
corresponding to Equation (1) where the spatial operator is neglected:
dY
dt
= ω(Y) =⇒ d
dt
(Y− Y0) = ω0 + J(Y− Y0) (35)
where the limit at which Y− Y0 → 0 and J is the Jacobian matrix with respect to the source
terms in ω. The Jacobian matrix holds information regarding the rate of change in the source
terms of the species when a change in species concentrations occur. The error introduced by
the steady state approximation to a species ΔYi is calculated as (Tomlin et al., 1997)
ΔYi =
1
Jii
dYi
dt.
(36)
The fact that the dimensions of Jii is 1/t[sec] means that the inverse of the Jacobian elements,
1/Jii, can be interpreted as the characteristic timescale of the species in question. From
Equation (36) it can be seen that a short lifetime, i.e. a small 1/Jii, or a slow rate of change
for a species, results in a small error in the calculated concentration.
In line with the argumentation above, and expanding the Jacobi elements accordingly, the
chemical lifetime can be expressed as
τi = 1/
∂ωi
∂ci
=
ci
∑NRk=1(ν
′
ik − ν′′ik)ν′ikr′k
, (37)
where ωi represents the species source term in terms of concentrations, ci is the species
concentration, νik is the stoichiometric coefﬁcient, the prime denotes the reactant values,
the double prime denotes the product values, and rk is the reaction rate at which k is the
Arrhenius reaction coefﬁcient. The chemical lifetime can be understood in these terms as
being a measure of how fast a particular species is consumed after being produced. Hence the
species with the shortest lifetimes can be selected as steady state species alone. However,
species with long lifetimes can still be insensitive to the desired result and can thus be
approximated by steady state. On the other hand, species with short lifetimes can still be
sensitive and should not be set to steady state. In order to capture these species a combined
lifetime and species sensitivity measure termed the level of importance, LOI, is deﬁned:
(LOI)i = SSA,iϑi, (38)
where SSA,i is the relative species sensitivity, as deﬁned in the previous section, of species
i towards some parameter of interest, such as for example the burning velocity v or the
temperature T . ϑi can be chemical lifetime itself, τ, or a wegithed function of the chemical
lifetime:
ϑi =
τDWi√(
τDWi
)2
+ (τF)
2
where τDWi = τi
Di
DN2
. (39)
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The lifetime is here weighted to both the diffusion time in a manner similar to which is
described for the manual reduction procedure by Equation (19), and the ﬂame time, τF
suitable for premixed ﬂames. It can also be weighted to the scalar dissipation rate, a , in
diffusion ﬂames.
Fig. 5. Selection parameter proﬁles over the ﬂame zone for a set of species (H, O, OH and
CH3): (a) element mass fraction as a function of the dimensionless ﬂame coordinate x*, (b)
LOI as a function of the dimensionless ﬂame coordinate x*, and (c) weighted lifetime as a
function of the dimensionless ﬂame coordinate x*. (Løvås et al., 2000)
In Figure (5) the proﬁles of the selection parameters for various important radicals (H, O,
OH and CH3) in a stoichiometric methane ﬂame have been plotted as functions of the
dimensionless ﬂame coordinate x∗ (Løvås et al., 2000). The upper plot shows the element
mass fractions as a function of x*. After the reaction zone, the species all have high element
mass fractions. The threshold limit is most commonly set to 1, leaving only O slightly
under the threshold. In the two lower plots, b and c, in Figure (5), the effect of including
the sensitivity in the selection procedure is evident. Since during and after the ﬂame zone,
the weighted lifetimes are generally short as compared with the cold unburned mixture in
which the reactions have not yet started (plot c). An accumulated weighted lifetime over the
entire ﬂame zone favors the high values found in the pre-heat zone. However, the sensitivity
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contained in the LOI has clearly shown to counteract the high weighted lifetimes found at low
temperatures (plot b). The weighted lifetime measure retains the species O, OH and CH3 as
active species, H being set to steady state with a maximum lifetime in the order of 10−2. In
employing the LOI measure, all the species except H are set to steady state. The high LOI for
hydrogen is to a large extent caused by weighting the lifetime to the diffusion. Although H
has a relatively high diffusion coefﬁcient as compared with the other species, is nevertheless
an important species to retain in the mechanism.
Fig. 6. The evolution of species’ LOI as a function of the residence time, shown for certain
selected species at a given equivalence ratio in PSR, φ = 0.6. (Løvås et al., 2001)
For comparison, Figure 6 shows the evolution of the LOI for an ignition process in a reactor
sequence as function of the residence time for a given equivalence ratio in the PSR (Løvås
et al., 2001). As the residence time increases, species such as HO2, H2O2 and H show a
signiﬁcantly high LOI and are thus retained the mechanism. The effect of the low equivalence
ratio is also evident in the dominant role of O. Investigation of the evolution of the LOI as a
function of the residence time becomes important when reduced mechanisms are applied in
CFD calculations. Many of the CFD simulations model each computational cells as a small
perfectly stirred reactor. Thus, the validity of the reduced mechanism needs to be considered
over the range set for the CFD calculations. The time scale for the turbulent mixing needs
to be included since it affects the chosen residence time for the speciﬁc computational cells.
Although in the unburned regions, the residence time is much longer than the turbulent
mixing times, in the reaction zone the turbulent mixing time is dominant. Thus, varying
residence times need to be accounted for when reduced mechanisms are developed for this
purpose.
By thorough investigation the optimum conditions for determining the level of importance
can be found. For a simple methane ﬂame, the LOI has been calculated from (1) the maximum
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accumulated values for the lifetime and the sensitivity, (2) the LOI in the reaction zone and (3)
the LOI at the point where the species have a maximum mass fraction. The overall conclusion
to be drawn is that the maximum values obtained for the lifetime or for LOI accumulated
over the entire range investigated are reliable to some extent, the range involved being over
the equivalence ratios, the mixture fractions for the ﬂame calculations, or the time range for
the ignition process. However, for the ﬂame calculations a more accurate selection of steady
state species is obtained if the values in the reaction zone or the values at maximum species
mass fraction are used (Løvås et al., 2009). In ignition situations, the integrated LOI up to the
point of ignition, deﬁned as the point of maximum temperature gradient, is found to represent
the most appropriate selection parameter ( Løvås et al., 2002c). This result is of interest in
comparing the LOI with Equation (33), which deﬁnes the selection criteria used in the CSP
method. The integrated pointers consist of the CSP pointer, a factor weighting it by the species
mass fraction and a factor including the production rate of the species. The production rate
factor, qi/qi,max, where qi is the production rate and qi,max is the maximum production rate
over the integration range, is unity for most of the species in the reaction zone. Thus, the
largest contribution to the integrated CSP pointer comes from that zone, corresponding to the
ﬁnding that the LOI in the reaction zone is the most appropriate selection parameter.
4. Results
In the present section, the results from applications of reduced mechanisms mainly based on
skeletal mechanisms and LOI analysis will be presented. For whatever system is chosen the
degree of reduction is variable and user deﬁned. It has been found that the strongly reduced
mechanisms can be developed for simple premixed ﬂames. Simulating an ignition process
however requires a larger set of species in order to predict ignition timing and heat release
in an adequate way. If emission rates are of primary concern, however, ignition timing is not
necessarily an important feature to investigate. In this section results of developing reduced
mechanisms for (i) a diffusion ﬂame conﬁguration, (ii) a reactor sequence for modeling NO
emissions and (iii) an ignition process in a SI engine will be presented.
4.1 Diffusion ﬂame conﬁguration
In the case of a counterﬂow diffusion ﬂame, the detailed mechanism in the present example
containing 46 species was successfully reduced to 12 species, completely automatically
through the LOI and placing restrictions on the element mass fraction, as described above.
The chemical kinetic model involves a detailed C1-C2- mechanism (Bowman et al., 2004). The
chemistry of H2-O2-CO-CO2 combustion stems from Yetter et al.(Yetter et al., 1991). In the
present case, the LOI was based on the values in the reaction zone. The results of applying
reduced mechanisms with varying degrees of reduction to the simulation of a counterﬂow
ﬂame in a mixture fraction space of constant scalar dissipation rate and unity Lewis number
is shown in Figure (7). According to the upper plot in the ﬁgure, the temperature proﬁle over
the mixture fraction range is very accurately reproduced. Most species proﬁles were in close
agreement with the detailed mechanism, but some of the C2-species showed a discrepancy as
a result of all but a few of the C2-species being set to steady state. The errors introduced into
the computations of these species’ concentrations have a knock-on effect on the species that
are retained in the mechanism. This is shown in the lower plot in Figure (7). As can be seen for
both the temperature proﬁle and the species concentration proﬁles, the reduced mechanism
perform very well as compared with the results from the detailed mechanism.
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Fig. 7. Results of employing reduced mechanisms for simulating a methane/air counterﬂow
diffusion ﬂame with χ = 0.54 at 1Bar. The detailed mechanism containing 46 species is
reduced to one involving 12 species yet still able to reproduce the features of the ﬂame.
4.2 Reactor sequence
For the simulation of emissions from a staged combustor, the reaction mechanism is extended
to include 69 species that interact in 770 different reactions. In order to model NO emissions
from such a device, the reactor is fueled with a mixture of ethylene (C2H4) doped with
monomethylamine (CH3NH2) (Kantak et al., 1997); (Klaus et al., 1997). As stated in the
previous section, the steady state species selected varies depending upon whether the lifetime
alone or an extended lifetime which includes the species sensitivity is used. A reduction of
the mechanism through fully automatic selection in terms of the species’ LOI towards NO in
the PSR has been carried out and presented by Løvås et al. (Løvås et al., 2001). Figure (8)
shows the calculated NO concentrations after the PSR as function of the equivalence ratio.
The results were obtained using a reduced mechanism containing as little as 31 of the detailed
mechanism, the achieved accuracy of the reduced scheme being within an acceptable level of
accuracy as compared with the detailed reaction mechanism. Three of the mechanisms are
based on a selection according to chemical lifetime only, whereas the mechanism reduced the
most is obtained with the LOI towards NO concentration.
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Fig. 8. The NO molefraction as a function of the equivalence ratio in the PSR. Results were
obtained for reduced mechanism with increasing degrees of reduction. (Løvås et al., 2001)
4.3 SI engine
The degree of reduction depends strongly on the combustion system and on the degree of
complexity involved. Ignition processes often require a more detailed mechanism than simple
ﬂame conﬁgurations. The on-set timing of the ignition is sensitive to the accuracy of species
concentrations because of their dependency on the reaction rates.
In Figure (9), temperature and species proﬁle plots obtained in an investigation of autoignition
in the end-gas of an SI-engine, known as knock, as presented by Soyhan et al. (Soyhan
et al., 2000), are shown. The calculations are obtained in employing a two-zone model
(burnt and unburnt zones), the detailed mechanism for iso-octane and n-heptane mixtures
being compiled from Chevalier (C1-C4) (Chavelier, 1993) and Muller (C5-C8) (Muller et al.,
1992), consisting of 75 species and 510 reactions. In the work displayed in the ﬁgure, this
mechanism was reduced with reaction ﬂow and sensitivity analysis together with LOI. The
results obtained with different reduced mechanisms are displayed in the ﬁgure, in which they
are compared with the results of the detailed mechanism. The skeletal mechanism, obtained
on the basis of the reaction ﬂow and sensitivity analysis (denoted ”skel” in the ﬁgure), was
developed prior to the mechanisms from a reduction based on lifetime analysis (denoted ”red”
in the ﬁgure).
In the temperature proﬁle for the end-gas as shown in Figure (9) one can note that at an
inlet temperature of 1200K the end gas ignites at around -24 CAD. This is far ahead of the
onset of the ignition by the spark plug, and even further ahead of the propagating ﬂame front
reaching the wall. Under such conditions, knocking occurs. The presented work concerns the
performance of various reduced mechanisms and their performance as compared with the
detailed mechanism. The comparison shows that over a large range of physical conditions the
proﬁles of the chemical species and the temperature are the same for the various mechanism,
except for changes in the ignition delay times. Thus, the basic characteristics of the detailed
mechanism are preserved. The accuracy of the calculation of radicals such as the OH, HO2
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Fig. 9. Calculated temperatures and mole faction proﬁles for the end-gas of an SI-engine. Top
left: temperature proﬁle, top right: HO2 molefraction representing a radical proﬁle, bottom:
fuel proﬁles, the iso-octane and the n-heptane. Different reduced mechanisms are compared
with the detailed and skeletal mechanisms (Soyhan et al., 2000)
and CH3 that participate in chain reactions, is important since the formation of HO2, for
example, is crucial for the formation of an initial radical pool (Westbrook et al., 1991). The
plot at the top left in Figure (9) shows the proﬁles of HO2 that result from employing the
skeletal mechanisms as compared with the results from the detailed mechanism for inlet
temperatures of 800K. The two lower plots show fuel decomposition as a function of CAD
at the same inlet temperature. The plots reveal a close agreement between the reduced and
the detailed mechanisms, showing clearly the positive effects on the ignition timing in the
end-gas achieved by decreasing the inlet temperature.
The most obvious differences between the various reduced mechanisms in prediction of
ignition delay times. Too early an onset of ignition results in both the decomposition of the
fuel and the production of the radicals occurring earlier. However, since the errors in the
ignition timing are within 1-2 CAD, the mechanisms are seen as performing well within the
speciﬁed range.
5. Application of adaptive kinetics
In contrast to the previously discussed reduction schemes, in which chemical species only are
selected if they are in steady state throughout the process, the adaptive method allows species
to be selected at each operating point or domain separately, generating adaptive chemical
kinetics. This is a dynamic reduction procedure that can be employed to ignition systems
that are changing over time and to ﬂame systems that change over the ﬂame coordinate. As
discussed for the LOI, in some cases the maximum accumulated value over the computational
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range was employed, but the values in the reaction zones were found to be a better choice
of steady state candidates. However, this means that species that are of importance in the
reaction zone are kept throughout the computation, also in regions in which the species may
be in steady state. In order to improve the efﬁciency of the reduction procedure, it is desirable
to only consider true steady state species at each point in the calculations. For this reason,
methods of reducing the mechanism on-line or adaptively have been developed.
There are two main issues in developing an adaptive reduction procedure. One is the choice
of a useful selection criterion for species or reactions to be removed, one that is accurate in
selecting the correct species but does not require any considerable amount of CPU time as the
analysis is repeated in the course of the computations. For true on-line reduction the selection
of steady state species needs to be performed for each operating point or domain, allowing
for the fact that species may move in and out of steady state in accordance with their lifetime
under the conditions in hand. The second issue is that of implementation into ﬂow codes,
the question of how to implement the possibility of a mechanism changing in both size and
matter during the simulation.
5.1 Selection criteria for adaptive kinetics
The ﬁrst issue concerning adaptive kinetics is that of the selection criteria. This is rather
straight forward for homogeneous ignition scenarios employing adaptive chemistry as only
the time evolution of the chemistry needs to be considered. An on-the-ﬂy reduction scheme
was proposed by Liang et al. (Liang et al., 2009) for a homogeneous ignition scenario (HCCI),
where the basis of the reduction was a modiﬁed version of the DRG procedure described
earlier. Their procedure removes the locally redundant species from the detailed treatment,
and "freezes" their mass fractions in the continuation of the computation. This is performed
for each time step through the computation. The DRG analysis is sufﬁciently efﬁcient
that performing this on-line does not outperform the reduction compared to employing the
detailed mechanism throughout.
A different approach to a similar problem can be to introduce a separation between vectors
for all the species, containing speciﬁc species data that is kept available in module routines,
and dynamic vectors for the active species, those being treated in detail. This is the approach
proposed by Løvås et al. ( Løvås et al., 2002a). The vector of the active species changes
during the run according to an array of logicals that hold the information concerning the
species’ status as steady state. Initially the logicals are assigned their value based on an a
priori LOI analysis. The species set to steady state are assigned the logical true such that the
species concentrations are to be calculated using algebraic equations instead of the original
differential equations. This implies that algebraic equations for all the species need to be
available in the code for when/if the species is selected to be in steady state. From the list
of active species, the source terms are calculated and used to complete the calculations at this
point. The combustion process proceeds at each point and the physical conditions change
accordingly. This suggests that a new analysis of the species’ lifetimes should be performed to
allow for modiﬁcations in the mechanism so as to account for these changes. The code assesses
the new lifetimes based on the inverse of the Jacobian matrix already available; species that has
a considerable change in chemical lifetime on the basis of the new conditions being added or
removed accordingly. A buffer for numerical inaccuracy needs to be included so as to prevent
species with lifetimes very close to the speciﬁed threshold limit from systematically going in
and out of steady state without adding any accuracy of the computations. Redeﬁning the
mechanism at almost every operating point becomes tedious and can mean that the CPU time
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saved by applying the reduced mechanism is lost. Figure (10) shows temperature proﬁles
resulting from employing this method of adaptive kinetics with varying threshold limits in
selecting steady state species, which result in a greater degree of reduction. The proﬁles
are compared with the corresponding proﬁles for the detailed mechanism ( Løvås et al.,
2002a). It is clear that as the level of reduction is increased, the reduced models reproduce
the temperature proﬁles with increasing error. However, it seems to be a very clear cut-off
when the reduced adaptive schemes can not reproduce ignition at all.
Fig. 10. Temperature proﬁles of a HCCI engine cycle, employing adaptive kinetics. The
upper plot is a result of applying the pure chemical lifetime. The middle plot is a result from
applying mass fraction weighted lifetime. The lower plot results from an initial temperature
356K +/- 2K applying mass fraction weighted lifetime. ( Løvås et al., 2002a)
For 2D and 3D dynamic simulations such on-line reduction are very computationally costly. A
less CPU time intensive approach is to pre-deﬁne the combustion domains or zones in which
a certain sub-set of the detailed mechanism is used. This is often used for diffusion ﬂame
calculations where the domains can be deﬁned by the fuel rich and the fuel lean zones. Hence,
schemes that ﬁnd the smallest chemical sub-set locally in time or space have been proposed
e.g. by Schwer et al. (Schwer et al., 2003)). Here each computational cell was assigned
a certain sub-mechanism based on a set of physical criteria such as temperature, pressure,
species concentrations etc. For highly turbulent ﬂames where these criteria can change rapidly
and steeply from cell to cell, this method can be demanding. A single criterion was therefore
proposed by Løvås et al. (Løvås et al., 2010), where the sub-mechanism was chosen based
on mixture fraction alone. This approach will act as example of implementation of adaptive
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chemistry into turbulent combustion modeling and will be described in more detailed in the
following sub section.
5.2 Implementation of adaptive kinetics
When simulation a highly turbulent diffusion ﬂame details regarding both the ﬂow ﬁeld
and the chemical interactions are important. In the present discussion a turbulent ethylene
ﬂame is simulated suing large eddy simulations (LES). It is not the scope here to discuss the
implementation of turbulence models in CFD. However, it can be noted that LES describe
the turbulent ﬂow ﬁeld by resolving the large scales, but employing a sub-grid model for the
small unresolved scales. This is a rather CPU intensive approach, and with detailed chemistry
the computations becomes cumbersome.
Løvås et al. (Løvås et al., 2010) therefore proposed to combine a hierarchy of methods to
simplify the treatment of the chemistry in such large simulations of turbulent combustion. At
ﬁrst it was recognized that the turbulent ﬂow needed a much ﬁner grid than the chemical
system. Therefore a coarser "super grid" for the chemistry was imposed onto the spatial CFD
grid for which mixing and transport is treated. However, due to the turbulent nature of the
ﬂame it was not practical to let the super grid follow the physical 2D or 3D co-ordinates.
Instead, the chemistry was solved in the 1D mixture fraction space with the mixture fraction
ranging from 0 (pure oxidant) to 1 (pure fuel). The interaction between the turbulent mixing
and chemical kinetics are often modeled employing either the ﬂamelet approach (Peters, 1984)
or the conditional moment closure (CMC) (Klimenko & Bilger, 1999) method, where the latter
was the choice of Løvås et al.
The LES/CMC approach for turbulent reactive ﬂow modeling has already been developed
without reduction (Navarro-Martinez et al., 2005). Løvås et al. extended this approach to
also include an adaptive chemistry treatment. At ﬁrst, distinct domains had to be deﬁned
using a domain splitting method. In this case the domains were identiﬁed in mixture fraction
space and the analysis was therefore conveniently limited to one dimension. However, more
rigorous automatic domain splitting methods using clustering techniques can be employed
(Blurock et al., 2003). Since the choice of selection parameter was the LOI, the mixture fraction
space was divided into 4 domains in which the species’ LOI was relatively unchanged towards
each other. This is illustrated in Figure (11). In this case the cut off limit was chosen such that
the number of species was constant throughout the domains. However, the species changed
between domains according to the highest ranked species.
Once the domains and the active species within each domain was identiﬁed, the RCCE
approach described in the previous sub chapter was employed to treat the chemical system.
In the LES-CMC code the reduction procedure is implemented on the CMC grid. The
adaptive procedure is as follows: the local mixture fraction from the LES-CMC selects the
relevant LOI-domain and therefore determines which species are locally leading. The RCCE
uses the LOI information to select which species to constrain for a user-given number of
constraints and provides a reduced mechanism. Equation (25) is then solved using an iterative
Newton solver while non-constrained species are obtained directly from Equation (26). Since
concentrations of the non-constrained species are known, the transitions between domains are
smooth.
Figure (12) shows the resulting ﬂame simulation based on the LES-CMC LOI-RCCE approach
as described above. Employing 4 spatial sub-domains, each with their optimally reduced
model for the given conditions (fuel rich, reaction zone, post-reaction zone, and fuel lean)
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Fig. 11. The LOI proﬁles for selected species through the ﬂame in mixture fraction space Z.
The vertical lines indicate domain limits. (Løvås et al., 2010)
Fig. 12. Instantaneous contour plots of H2 in a turbulent ethylene diffusion ﬂame resulting
from adaptively reduced scheme with 15 species (left) in 4 sub-domains and direct
integration of the full mechanism with 75 species (right). Average iso-lines are included to
indicate the statistical similarities. (Løvås et al., 2010)
gives excellent correlation to the full treatment. Since these are instantaneous plots, the ﬂame
is not identical. However, the averaged values indicated by the stapled lines show clearly the
close correlation. It was demonstrated that when adaptive chemistry is employed the number
of species that need to be treated in detail is substantially reduced, only true steady state
species being selected at each operating point.
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6. Conclusion
The present chapter intended to outline the main model reduction techniques for chemical
systems used in combustion modeling, with the end goal of presenting the recent
developments of reducing chemical mechanisms through application of automatic and
adaptive procedures. In the past, reduced mechanisms have been used extensively in
simulations of combustion processes but they were carried out by hand, which is a tedious
process. They were therefore often limited to very speciﬁc physical conditions and often
represented very simple fuels. However, as chemical models of complex fuels have become
very large and detailed, the need for automatic procedures and smart implementation into
CFD is evident. These automatic procedures are however based on the ideas of the manual
and analytical procedures developed in the past. Although the chapter emphasizes the
classic fundamental reduction procedures, it was the goal here to demonstrate the usage
of automatic reduction procedures suitable to a wide range of conditions and applicable to
realistic multi-component fuels.
It is important to state that this ﬁeld of research is under constant development, and there
are still very promising and interesting techniques being proposed in literature which has not
been discussed here. This is not a result of lack of importance, but rather the limitation of
space. The reader is therefore encouraged to follow up from here, and based on the current
review make a decision in his or her own mind for which approach is the most applicable to
the problem in hand.
7. References
Blurock, E.S. (1995). Reaction: System for Modelling Chemical Reactions, J. Chem. Info. Comp.
Sci., Vol. 35, pp. 607-616.
Blurock, E.S. (2000). Generation and Subsequent Reduction of Large Detailed Combustion
Mechanisms, Proceedings of the Combustion Institute, WIP 4-D19, p 331.
Blurock, E., Løvås, T. & Mauss, F. (2003). Steady State Reduced Mechanisms Based on
Domain Splitting, In Proceeding: 19th International Colloquium on the Dynamics
of Explosions and Reactive Systems (ICDERS), Hakone, Japan.
Bowman, C.T., Hanson, R.K., Davidson, D.F., Gardiner, W.C.,Jr., Lissianski, V., Smith,
G.P., Golden, D.M., Frenklach, M. & Goldenberg, M., GRI-Mech Home Page,
http://www.me.berkeley.edu/gri_mech/
Bykov, V. & Maas, U. (2007). The extension of the ILDM concept to reaction-diffusion
manifolds, Combustion Theory and Modelling Vol. 11, No. 6, pp 839-862
Bykov, V. & Maas, U. (2009). Problem adapted reduced models based on Reaction-Diffusion
Manifolds (REDIMs), Proceedings of the Combustion Institute Vol. 32, Issue 1, pp
561-568
Callahan, C., Held, T., Dryer, F., Minetti, R., Ribaucour, M., Sochet, L., Faravelli, T., Gaffuri, &
P., Ranzi, E., (1996). Experimental Data and Kinetic Modeling of Primary Reference
Fuel Mixtures, Proceedings of the Combustion Institute Vol. 26, Issue 1, pp 739-746
Chevalier, C. (1993). Entwicklung eines detaillierten Reak-tionsmechanismus zur
Modellierung der Verbren-nungsprozesse von Kohlenwasserstof-fen bei Hoch-
und Niedertemperatur-bedingungen, Ph.D.-Thesis, Universität Stuttgart, Germany.
Chen, J.-Y., Liu, Y. and Rogg, B. (1993). in: Peters, N. and Rogg, B. (Eds.), Reduced Kinetic
Mechanisms for Application in Combustion Systems, Lecture Notes in Physics, New
Series, m 15, Springer Verlag, pp. 196-223.
110 Chemical Kinetics
Model Reduction Techniques for Chemical Mechanisms 33
Côme, G.M., Warth, V., Glaude, P.A., Fournet, R., Battin-Leclerc, & F. Scacchi, G. (1996).
Computer Aided Design of Gas Phase Oxidation Mechanisms - Application to the
Modelling of n-Heptane and Iso-octane Oxidation, Proceedings of the Combustion
Institute, Vol. 26, pp. 755-762.
DARS. Available from: http://www.diganars.com/; DigAnaRS: Delaware, USA, 2011.
Doute, C., Delfau, J., Akrich, R., & Vovelle, C., (1997). Experimental Study of the Chemical
Structure of Low-Pressure Premixed n-Heptane-O2-Ar and iso-Octane-O2-Ar
Flames, Combustion Science and Technology, Vol. 124, pp.249-276.
Fieweger, K., Blumenthal, R., & Adomeit, G.,(1997). Self-Ignition of SI Engine Model Fuels: A
Shock Tube Investigation at High Pressure, Combustion and Flame, 109:599-619
Green, W.H., Allen, J.W., Ashcraft, R.W., Beran, G.J., Class, C.A., Gao, C., Goldsmith, C.F.,
Harper, M.R., Jalan, A., Magoon, G.R., Matheu, D.M., Merchant, S.S., Mo, J.D.,
Petway, S., Raman, S., Sharma, S., Song, J., Van Geem, K.M., Wen, J., West, R.H.,
Wong, A., Wong, H., Yelvington, P.E. & Yu, J., RMG - Reaction Mechanism Generator
v3.3 Home Page, http://rmg.sourceforge.net/
Goussis, D.A., (1996). On the Construction and Use of Reduced Chemical Kinetic Mechanisms
Produced on the Basis of Given Algebraic Relations, Journal of Comp. Physics, 128, pp.
261-273.
Jones, W.P. & Rigopoulos, S. (2005). Rate-controlled constrained equilibrium: Formulation
and application to nonpremixed laminar ﬂames, Combustion and Flame Vol. 142, pp
223-234.
Jones, W.P. & Rigopoulos, S. (2007). Reduced chemistry for hydrogen and methanol premixed
ﬂames via RCCE, Combustion Theory and Modelling Vol. 11 (5) pp 755-780.
Kantak, M.V., De Manrique, K.S., Aglave, R.H. & Hesketh, R.P. (1997). Methylamine Oxidation
in a Flow Reactor: Mechanism and Modeling, Combustion and Flame Vol.108, pp.
235-265.
Kaufman, F., (1982). Chemical Kinetics and Combustion: Intricate Paths and Simple Steps,
Proceedings of the Combustion Institute, Vol. 19, pp. 1-10.
Klaus, P., & Warnatz, J. (1997). A Further Contribution Towards a Complete Mechanism for
the Formation of NO in Flames, VDI-Berichte 1313, VDI Verlag.
Klimenko, A. & Bilger R. (1999). Conditional Moment Closure for Turbulent Combustion,
Prog. Ener. Combustion, Vol. 25, pp 595-687
Lam, S.H. (1993). Using CSP to understand complex chemical kinetics, Combustion Science and
Technology Vol. 89, pp. 375-404.
Lam, S. H. & Gaussis, D.A., (1994). The CSP Method for Simplifying Kinetics, International
Journal of Chemical Kinetics, 26, pp. 461-486.
Lewis, B. & von Elbe, G. (1987). Combustion, Flames and Explosions of Gases, Academic Press
Inc., pp.25-78.
Li, J., Zhao, Z., Kazakov, A., & Dreyer, F.L.(2004). An updated comprehensive kinetic model
of hydrogen combustion, International Journal of Chemical Kinetics, Vol. 36, pp566-75.
Liang, L., Stevens, J.G., & Farrell, J.T. (2009). A dynamic adaptive chemistry scheme for
reactive ﬂow computations, Proceedings of the Combustion Institute Vol. 32, pp 527-534.
Lindstedt, R. P. & Mauß, F. (1993). Reduced Kinetic Mechanisms for Acetylene Diffusion
Flames, in: Peters, N. and Rogg, B. (Eds.), Reduced Kinetic Mechanisms for
Application in Combustion Systems, Lecture Notes in Physics, New Series, m 15,
Springer Verlag, pp. 259-283.
Løvås, T., Nilsson, D. & Mauss, F. (1999). Development of Reduced Chemical Mechanisms
for Nitrogen Containing Fuels, Proceedings of the Fifth International Conference
111odel Redu t on Techniqu s for Chemical Mechanisms
34 Will-be-set-by-IN-TECH
on Technologies and Combustion for a Clean Environment (Clean Air V), The
Portuguese Section of the Combustion Institute, pp. 139-143.
Løvås, T., Nilsson D. & Mauss, F. (2000). Automatic Reduction Procedure for Chemical
Mechanisms Applied to Premixed Methane-Air Flame, Proceedings of the Combustion
Institute Vol. 28, pp. 1809-1815.
Løvås, T., Soyhan. H. & Mauss, F. (2001). Reduction of Complex Fuel Chemistry for Simulation
of Combustion in an PSR-PFR reactor sequence, VDI-Berichte 1629, pp539-544.
Løvås, T., Mauss, F., Hasse, C. & Peters, N. (2002). Development of Adaptive Kinetics for
Application in Combustion Systems, Proceedings of the Combustion Institute Vol. 29,
pp. 1387-1393.
Løvås, T., Mauss, F., Hasse, C. & Peters, N. (2002). Modeling of HCCI Combustion using
Adaptive Chemical Kinetics , SAE 2002-01-0426.
Løvås, T., Amneus, P., Mauss, F. & Mastorakos, E. (2002). Comparison of Automatic Reduction
Procedures for Ignition Chemistry, Proceedings of the Combustion Institute Vol. 29, pp.
1403-1410.
Løvås, T. (2009). Automatic generation of skeletal mechanisms based on level of importance
analysis, Combustion and Flame Vol. 156, pp. 1348-1358 .
Løvås, T., Navarro-Martinez, S., & Rigopoulos S. (2010). On adaptively reduced chemistry in
large eddy simulations, Proceedings of the Combustion Institute Vol. 33, pp. 1339-1346
Lu, T.F. & Law, C.K. (2005). A Directed Relation Graph Method for Mechanism Reduction,
Proceedings of the Combustion Institute Vol. 30, pp 1333-1341.
Lu, T.F. & Law, C.K. (2006). Combustion and Flame âA˘IJLinear-Time Reduction of Large Kinetic
Mechanisms with Directed Relation Graph: n-Heptane and iso-Octane, Vol. 144, pp
24-36.
Luo, Z.Y., Lu, T.F., Maciaszek, M.J., Som, S., & Longman, D.E. (2010). A Reduced Mechanism
for High-Temperature Oxidation of Biodiesel Surrogates, Energy and Fuels, Vol. 24, pp
6283-6293
Maas, U. & Pope, S.B., (1994). Laminar Flame Calculations using Simpliﬁed Chemical Kinetics
Bases on Intrinsic Low-Dimensional Manifolds, Proceedings of the Combustion Institute
Vol. 25, pp. 1349-1356.
Maas, U. (1998). Efﬁcient Calculation of Intrinsic Low Dimensional Manifolds for
Simpliﬁcation of Chemical Kinetics, Comput. Visual Sci. Vol. 1, pp. 69-81.
Massias, A., Diamantis, D., Mastorakos, E. & Goussis, D.A. (1999). Global Reduced
Mechanisms for Methane and Hydrogen Combustion with Nitric Oxide Formation
Constructed with CSP Data, Combust Theory Modelling, Vol. 3, pp. 233-257.
Massias, A., Diamantis, D., Mastorakos, E. & Goussis, D.A. (1999). An Algorithm for the
Construction of Global Reduced Mechanisms With CSP Data, Combustion and Flame
Vol. 117, p. 685-708.
Mauss, F. & Lindstedt, R. P. (1993). Reduced Kinetic Mechanisms for Premixed Acetylene-Air
Flames, in: Peters, N. and Rogg, B. (Eds.), Reduced Kinetic Mechanisms for
Application in Combustion Systems, Lecture Notes in Physics, New Series, m 15,
Springer Verlag, pp. 102-122.
Mauss, F. and Peters, N. (1993). Reduced Kinetic Mechanisms for Premixed Methane-Air
Flames, in: Peters, N. and Rogg, B. (Eds.), Reduced Kinetic Mechanisms for
Application in Combustion Systems, Lecture Notes in Physics, New Series, m 15,
Springer Verlag, pp. 58-75.
Mauß, F. Peters, N., Rogg, B. & Williams, F.A. (1993). Reduced Kinetic Mechanisms for
Premixed Hydrogen Flames, in: Peters, N. and Rogg, B. (Eds.), Reduced Kinetic
112 Chemical Kinetics
Model Reduction Techniques for Chemical Mechanisms 35
Mechanisms for Application in Combustion Systems, Lecture Notes in Physics, New
Series, m 15, Springer Verlag, pp. 29-43.
Müller, U.C., Peters, N. & Linan, A. (1992). Global Kinetics for n-Heptane Ignition at High
Pressures, Proceedings of the Combustion Institute Vol. 24, pp. 777-784.
Navarro-Martinez, S., Kronenburg A. and di Mare, F. (2005). Conditional moment closure for
large eddy simulations, Flow, Turbulence and Combustion Vol. 75, pp 245-274
Niemann, H., Schmidt, D. & Maas, U. (1996). An Efﬁcient Storage Scheme for Reduced
Chemical Kinetics Based on Orthogonal Polynomials, Konrad Zuse-Zentrum für
Informationstechnik Berlin, Preprint SC 96-18.
Niemeyer, K., Sung, C. & Raju, M. (2010). Skeletal mechanism generation for surrogate
fuels using directed relation graph with error propagation and sensitivity analysis,
Combustion and Flame Vol. 157, pp 1760-1770.
Nilsson, D. (2001). Automatic Analysis and Reduction of Reaction Mechanisms for Complex
Fuel Composition, Doctoral Thesis, Lund University, LRCP-68.
van Oijen, J. A. & de Goey, L. P. H. (2000). Modelling of premixed laminar ﬂames using the
ﬂamelet-generated manifold, Combustion Science and Technology, Vol. 161, pp 113-137.
van Oijen, J. A. & de Goey, L. P. H. (2002). Modelling of premixed counterﬂow ﬂames using
the ﬂamelet-generated manifold method, Combustion Theory and Modelling, Vol. 6, pp
463-478
Peters, N. (1990). Reducing Mechanisms, in: Smooke, M. D. (Eds.), Reduced Kinetic
Mechanisms and Asymptotic Approximations for Methane-Air Flames,Lecture
Notes in Physics, 384, pp48-68, Springer Verlag.
Peters, N. & Rogg, B. (Eds.) (1993). Reduced Kinetic Mechanisms for Application in
Combustion Systems, Lecture Notes in Physics, New Series, m 15, Springer Verlag.
Peters N. (1984). Laminar diffusion ﬂamelet models in non-premixed turbulent combustion,
Prog. Energy Combus. Sci. 10, pp 319-339.
Pepiot-Desjardins, P. & Pitsch, H. (2008). An efﬁcient error-propagation-based reduction
method for large chemical kinetic mechanisms, Combustion and Flame Vol (154) pp
67-81
Shekar, S., Sander, M., Riehl, R., Smith, A.J., Braumann, A., Kraft, M. (2011) Modelling
theﬂamesynthesisofsilicananoparticlesfromtetraethoxysilane, Chemical Engineering
Science, In Press.
Schmidt, D., Blasenbrey, T. & Maas, U. (1998). Intrinsic Low-Dimensional Manifolds of
Strained and Unstrained Flames, Combustion Theory and Modelling Vol 2, pp. 135-152.
Skevis, G., Mastorakos, E. & Gaossis, (2002). Analysis of Laminar Premixed CH4/O2/N2
Flames with CSP Data, Proceedings of the Combustion Institute Vol. 29, pp. 777-784.
Smooke M. D. (Ed.) (1991). Reduced Kinetic Mechanisms and Asymptotic Approximations for
Methane-Air Flames, Lecture Notes in Physics 384, Springer Verlag.
Soyhan, H., Amnéus, P., Mauß, F. & Sorusbay, C. (1999). A Skeletal Mechanism for the
Oxidation of iso-Octane and n-Heptane Validated under Engine Knock Conditions,
SAE Technical Paper 1999-01-3484.
Soyhan, H. (2000). Chemical Kinetic Modelling of Autoignition Under Conditions Relevant to
Knock in Spark Ignition Engines, Ph.D. Thesis, l´stanbul Technical University.
Soyhan, H., Amnéus, P., Løvås, T., Nilsson, D., Maigaard, P., Mauß, F. & Sorusbay, C. (2000).
Automatic Reduction of Detailed Chemical Reaction Mechanisms for Autoignition
Under SI Engine Conditions, SAE Technical Paper 2000-01-1895.
113odel Redu t on Techniqu s for Chemical Mechanisms
36 Will-be-set-by-IN-TECH
Soyhan, H., Løvås, T., & Mauß, F. (2001). A stochastic simulation of an HCCI engine using an
automatically reduced mechanism, ASME Fall Technical Conference, Technical Paper
2001-ICE-416.
Soyhan, H., Mauß, F. & Sorusbay, C. (2002). Chemical kinetic modeling of combustion
in internal combustion engines using reduced chemistry, Combustion Science and
Technology Vol. 174 (11-12) (2002) 73-91.
Schwer,D.A., Lu, P. & Green, W.H. (2003). An adaptive chemistry approach to modeling
complex kinetics in reacting ﬂows, Combustion and Flame Vol. 133, pp 451-465.
Tomlin, A.S. and Turányi, T. & Pilling, M.J. (1997). Mathematical tools for construction,
investigation and reduction of combustion mechanisms, in : M.J.Pilling
(Ed.), Low-Temperature Combustion and Autoignition, Comprehensive Chemical
Kinetics, Vol. 35, Elsevier.
Turns, S. R. (2000). An Introduction to Combustion, 2nd Ed., Mc-GRAW-HILL
INTERNATIONAL EDITIONS, Mechanical Engineering Series
Wang, W. & Rogg, B. (1993). Premixed Ethylene/Air and Ethane/Air Flames: Reduced
Mechanisms Based on Inner Iteration, in: Peters, N. and Rogg, B. (Eds.), Reduced
Kinetic Mechanisms for Application in Combustion Systems, Lecture Notes in
Physics, New Series, m 15, Springer Verlag, pp. 76-101.
Warnatz, J., (1981). The Structure of Laminar Alkane-, Alkene-, and Acetylene- Flames,
Proceedings of the Combustion Institute Vol. 18, pp. 369-384.
Warnatz, J. & Chevalier, C. (1995). in: Combustion Chemistry, Eds. Gardiner, WC jr., Springer
Verlag.
Westbrook, C. K., Pitz, W. J., & Leppard, W. R, (1991). The Autoignition Chemistry of Parafﬁnic
Fuels and Pro-Knock Additives: A Detailed Chemical Kinetic Study, SAE912314
Westbrook, C. K., Pitz, W. J., Herbinet, O., Curran, H. J. & Silke, E.J. (2009). A Detailed
Chemical Kinetic Reaction Mechanism for n-Alkane Hydrocarbons from n-Octane
to n-Hexadecane, Combustion and Flame Vol. 156 (1) pp 181-199
Yang, B. & Pope, B., (1998). An Investigation of the Accuracy of Manifold Methods and
Splitting Schemes in the Computational Implementation of Combustion Chemistry,
Combustion and Flame 112:16-32.
Yetter, R.A., Dryer, F. L. & Rabitz, H., (1991). Flow Reactor Studies of Carbon
Monoxide/Hydrogen/Oxygen Kinetics, Combust. Sci. and Tech. pp 79:129.
Zeuch, T., Moerac, G., Ahmed, S.S. & Mauss, F. (2008). A comprehensive skeletal mechanism
for the oxidation of n-heptane generated by chemistry-guided reduction , Comb. and
Flame Vol 155, pp 651-674
Zheng, X.L., Lu, T.F., & Law, C.K. (2007). Experimental Counterﬂow Ignition Temperatures
and Reaction Mechanisms of 1,3-Butadiene, Proceedings of the Combustion Institute,
Vol. 31, pp 367-375.
114 Chemical Kinetics
0Vibrational and Chemical Kinetics in
Non-Equilibrium Gas Flows
E.V. Kustova and E.A. Nagnibeda
Saint Petersburg State University
Russia
1. Introduction
In this chapter, we consider the vibrational and chemical kinetics in reacting gas ﬂows under
the conditions of strong deviations from thermodynamic equilibrium. Such conditions occur,
for example, near surfaces of nonexpendable space vehicles in their reentry into the Earth and
Mars atmospheres, in experiments carried out in high-enthalpy facilities, in supersonic gas
ﬂows in nozzles and jets, in chemical technology processes. In many cases, the characteristic
times of vibrational relaxation and chemical reactions appear to be comparable with the
characteristic time for the variation of basic gas-dynamic parameters of a ﬂow. Therefore,
the equations of gas dynamics and non-equilibrium kinetics should be considered jointly.
Consequently, the set of governing equations for macroscopic parameters includes not only
the conservation equations for the momentum and total energy, but also the equations for
chemical reactions and vibrational energy relaxation. The latter equations contain the rates of
energy transitions and chemical reactions which are needed in order to solve the equations of
non-equilibrium gas ﬂows.
Originally, non-equilibrium chemical reactions were studied in thermally equilibrium gas
mixtures which were assumed to be spatially homogeneous Kondratiev & Nikitin (1974).
Later on, different models for vibrational–chemical coupling were proposed on the basis of
the kinetic theory methods. One of the ﬁrst works in this area is that by I. Prigogine Prigogine
& Xhrouet (1949), followed by studies Present (1960), and Ludwig & Heil (1960). The effect
of non-equilibrium distributions on the chemical reaction rate coefﬁcients was considered
in Shizgal & Karplus (1970). Later on, this effect was studied using various distributions
of reacting gas molecules over the internal energy (see, for instance, Refs. Belouaggadia
& Brun (1997); Knab (1996))). Most of these models are based on thermally-equilibrium
distributions or non-equilibrium Boltzmann distributions over the vibrational energy of the
reagents. More rigorous models of non-equilibrium kinetics in a ﬂow take into account the
non-Boltzmann quasi-stationary distributions or the state-to-state vibrational and chemical
kinetics Kustova et al. (1999); Nagnibeda & Kustova (2009). The inﬂuence of state-to-state and
multi-temperature distributions on reaction rates in particular ﬂows are studied in Kustova
& Nagnibeda (2000); Kustova et al. (2003). Recently the comparison of kinetic models for
transport properties in reacting gas ﬂows has been discussed in Kustova & Nagnibeda (2011).
In the present contribution, we propose mathematical description for the chemical kinetics
in gas ﬂows on the basis of the Chapman–Enskog method, generalized for strongly
non-equilibrium reacting gas mixtures.
5
2 Will-be-set-by-IN-TECH
First, we consider the one-temperature model for the non-equilibrium chemical kinetics in
thermally equilibrium gas ﬂows or deviating weakly from thermal equilibrium state. Then,
the models for vibrational–chemical coupling in gas ﬂows are derived from the kinetic theory
taking into account state-to-state and multi-temperature vibrational distributions.
The inﬂuence of non-equilibrium distributions, gas compressibility and space inhomogeneity
on the reaction rates for different processes is discussed.
2. One-temperature model for non-equilibrium kinetics
2.1 Kinetic equations. Distribution functions
We consider strong non-equilibrium chemical kinetics in a ﬂow under the following
conditions for relaxation times
τel < τint  τreact ∼ θ. (1)
Here τel , τint, τreact and θ are mean times for relaxation of translation and internal degrees of
freedom, chemical reactions and gas dynamic parameters changing respectively. The kinetic
equations for the distribution functions have the form Nagnibeda & Kustova (2009):
∂ fcij
∂t
+ uc · ∇ fcij = 1ε J
rap
cij + J
sl
cij, (2)
ε = τrap/τsl ∼ τrap/θ  1 is the small parameter, Jrapcij and Jslcij are the collision integral
operators for rapid and slow processes, c, i, j denote chemical species, vibrational and
rotational levels respectively, r, u, t are coordinates, molecular velocities and time. Under
condition (2), integral operators of rapid processes describe elastic collisions and collisions
with rotational and vibrational energies change and can be written in the form
Jrapcij = J
el
cij + J
rot
cij + J
vibr
cij = J
el
cij + J
int
cij , (3)
The operator of slow processes Jslcij = J
react
cij includes the integrals of reactive collisions and
describes exchange reactions
Ac(uc, i, j) + Ad(ud, k, l) Ac′ (uc′ , i′, j′) + Ad′ (ud′ , k′, l′), (4)
and dissociation-recombination reactions
Ac(uc, i, j) + Ad(ud, k, l) Ac′ (uc′ ) + Af ′ (u f ′ ) + Ad(u′d, k, l), (5)
c′, f ′ are the atomic species forming as reaction products; uc′ , u f ′ , u′d are the particle velocities
after the collision. For the simplicity we consider dissociation of only diatomic molecules,
therefore products of dissociation are only atoms. In addition to this, it is commonly supposed
that the dissociation cross section does not depend on the internal state of a partner in the
reaction, and this state does not vary as a result of dissociation and recombination.
The collision operator Jreactcij represents the sum of two terms, J
ex
cij and J
diss
cij . Expressions for
these operators are given, for instance, in Alexeev et al. (1994); Ern & Giovangigli (1998);
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Kušcˇer (1991); Ludwig & Heil (1960); Nagnibeda & Kustova (2009); Rydalevskaya (1977):
Jexcij =∑
dc′d′
∑
ki′k′
∑
l j′ l′
∫ [
fc′ i′ j′ fd′k′ l′
scijs
d
kl
sc′i′ j′ s
d′
k′ l′
(
mcmd
mc′md′
)3
− fcij fdkl
]
gσc
′d′ , i′ j′k′ l′
cd, ijkl d
2Ωdud, (6)
Jdisscij =∑
d
∑
k
∑
l
∫ ⎡⎣ f ′dkl fc′ f f ′h3scij
(
mc
mc′mf ′
)3
− fcij fdkl
⎤
⎦ gσdisscij, ddudduc′du f ′du′d. (7)
In Eq. (6), σc
′d′ , i′ j′k′ l′
cd, ijkl is the differential cross section of the exchange reaction, and the
distribution functions after the collision are denoted fc′ i′ j′ = fc′ i′ j′ (r,uc′ , t), fd′k′ l′ =
fd′k′ l′ (r,ud′ , t); in Eq. (7), σdisscij, d(uc,ud,uc′ ,u f ′ ,u
′
d) is the formal cross section of dissociation,
fc′ = fc′ (r,uc′ , t), f f ′ = f f ′ (r,u f ′ , t) are the distribution functions of atomic dissociation
products; f ′dkl = fdkl(r,u
′
d, t), h is the Plank constant, mc is the mass of a molecule c, s
c
ij is
the statistical weight of the internal states i and j of a component c, g is the relative velocity, Ω
is the solid angle in which a molecule appear after a collision.
Expressions (6), (7) are written taking into account the principle of microscopic reversibility
for reactive collisions considered in Alexeev et al. (1994); Ern & Giovangigli (1998); Kušcˇer
(1991); Ludwig & Heil (1960); Rydalevskaya (1977):
sc
′
i′ j′ s
d′
k′ l′m
2
c′m
2
d′ g
′2σcd, ijklc′d′ , i′ j′k′ l′ (g
′,Ω) = scijs
d
klm
2
cm
2
dg
2σ
c′d′ , i′ j′k′ l′
cd, ijkl (g,Ω
′), (8)
m3c′m
3
f ′
h3
σ
rec, cij
c′ f ′d (uc′ ,u f ′ ,u
′
d,uc,ud) = s
c
ijm
3
c gσ
diss
cij, d(uc,ud,uc′ ,u f ′ ,u
′
d), (9)
σ
rec, cij
c′ f ′d is the probability density for a triple collision resulting in dissociation.
In the frame of the method proposed in Kustova & Nagnibeda (1998); Nagnibeda & Kustova
(2009) for the solution of Eqs. (2), the distribution functions are expanded in a power series of
the small parameter ε. The peculiarity of the modiﬁed Chapman-Enskog method is that the
distribution functions and macroscopic parameters are determined by the collision invariants
of the most frequent collisions. Under condition (1), the set of collision invariants contains
the invariants of any collision (momentum and total energy) and the additional invariants of
rapid processes. In our case, these additional invariants are any variables independent of the
velocity and internal energy and depending arbitrary on chemical species c because chemical
reactions are supposed to be frozen in rapid processes This set of collision invariants provides
the following set of macroscopic parameters for a closed ﬂow description: number densities
of species nc(r, t) (c = 1, ..., L), gas velocity v(r, t) and temperature T(r, t).
2.2 Governing equations. Reaction rates
Closed set of equations of the ﬂow are derived from the kinetic equations (2). Integrating these
equations over velocities and summing over the internal energy levels we obtain equations of
chemical kinetics in the ﬂow. Multiplying kinetic equations by the collision invariants of any
collision, integrating over the velocity and summing over the internal energy levels, we obtain
the conservation equations for the momentum and total energy. Finally the set of governing
equations for macroscopic parameters nc(r, t), v(r, t), T(r, t) takes the form:
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dnc
dt
+ nc∇ · v+∇ · (ncVc) = Rreactc , c = 1, .., L, (10)
ρ
dv
dt
+∇· P = 0, (11)
ρ
dU
dt
+∇· q+ P : ∇v = 0. (12)
Here U is the total energy per unit mass which is the function of temperature and species
number densities, P is the pressure tensor, q is the total heat ﬂux, Vi are the diffusion
velocities.
The production terms in Eqs. (10) take the form
Rexc = ∑
dc′d′
(
nc′nd′k
d′d
c′c − ncndkdd
′
cc′
)
, (13)
Rdissc =∑
d
nd
(
nc′n f ′k
d
rec,c − nckdc,diss
)
. (14)
Production terms (13) (14) contain the rate coefﬁcients of exchange chemical reactions kdd
′
cc′ ,
dissociation kdc, diss, and recombination k
d
rec,c Nagnibeda & Kustova (2009).
For practical calculations it is more suitable to use component mass fractions αc = ρc/ρ
instead of number densities nc (ρ is the total mass density, ρc is the component c mass density).
In this case, the set of macroscopic parameters includes αc(r, t) (c = 1, ..., L), v(r, t), T(r, t). The
equations of chemical kinetics take the form:
ρ
dαc
dt
= −∇ · (ρcVc) +∑
r
ξ˙rνrcMc, c = 1, .., L (15)
here Mc is the component molar mass, ξ˙r is the chemical reaction rate for reaction r (r =
1, ..., R, R is the number of reactions in a mixture), νrc = ν
(p)
rc − ν(r)rc is global stoichiometric
coefﬁcient, ν(r)rc , ν
(p)
rc are the stoichiometric coefﬁcients of reactants and products.
The source terms are deﬁned by expressions:
∑
r
ξ˙rνrcMc = mc∑
ij
∫
Jslcijduc = mc∑
ij
∫
(Jexcij + J
diss
cij )duc. (16)
Let us introduce the rate coefﬁcients of forward and backward reactions k f , r, kb, r. For
exchange reaction (4) (r = ex), and recombination-dissociation reaction (5) (r = diss) they
have the form:
νex, c k f , ex = −NA ∑
jl j′ l′
∑
iki′k′
∫ fcij fdkl
ncnd
g σc
′d′ , i′ j′k′ l′
cd, ijkl d
2Ω dud duc, (17)
νex, c kb, ex = −NA ∑
jl j′ l′
∑
iki′k′
∫ fc′ i′ j′ fd′k′ l′
nc′nd′
g′ σcd, ijklc′d′ , i′ j′k′ l′ d
2Ω dud′ duc′ , (18)
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νdiss, c k f , diss = −NA∑
jl
∑
ik
∫ fcij fdkl
ncnd
g σdisscij, d duc dud duc′ du f ′ du
′
d, (19)
νdiss, c kb, diss = −N 2A∑
jl
∑
ik
∫ fc′ f f ′ f ′dkl
nc′n f ′nd
σ
rec, cij
c′ f ′d duc′ du f ′ du
′
d duc dud. (20)
Rate coefﬁcients (17)–(20) are connected with those appearing in equations (13), (14) by the
relations:
k f ,r = −NAνrc k
dd′
cc′ , kb,r = −
NA
νrc
kd
′d
c′c (21)
for exchange reactions, and
k f ,r = −NAνrc k
d
c, diss, kb,r = −
N 2A
νrc
kdrec, c (22)
for dissociation and recombination reactions, NA is the Avogadro number.
Using equations (16), (17)–(20), we can write the expression for the reaction rate ξ˙r in the
conventional form:
ξ˙r = k f , r
L
∏
c=1
(
ρc
Mc
)ν(r)rc
− kb, r
L
∏
c=1
(
ρc
Mc
)ν(p)rc
. (23)
One can notice that the general expressions for the rate coefﬁcients depend on the cross-section
of corresponding reactions as well as on the distribution functions, and, consequently, on the
approximation of the Chapman–Enskog method.
2.3 Zero-order reaction-rate coefﬁcients
The zero-order solution of Eqs. (2) for molecular species has the form of the
Maxwell-Boltzmann distributions
f (0)cij =
( mc
2πkT
)3/2 nc
Zintc (T)
scij exp
(
−mcc
2
c
2kT
−
εcij
kT
)
, (24)
with the internal partition function Zintc given by
Zintc (T) =∑
ij
scij exp
(
−
εcij
kT
)
.
Here εcij is the internal energy of a molecule at the ith vibrational and jth rotational levels, k
is the Boltzmann constant, cc = uc − v is the peculiar velocity. The zero-order distribution
function for atomic species reads
f (0)c =
( mc
2πkT
)3/2
nc exp
(
−mcc
2
c
2kT
)
. (25)
The zero order transport terms in the ﬂow equations take the form V(0)c = 0, P(0) = pI,
q(0) = 0, the pressure is p = nkT, n is the total number density. Thus, in the zero-order
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(Euler) approximation, the governing equations describe non-equilibrium chemical kinetics
in a thermally equilibrium inviscid non-conducting gas mixture:
ρ
dαc
dt
=∑
r
ξ˙
(0)
r νrcMc, c = 1, .., L, (26)
ρ
dv
dt
= −∇p , (27)
ρ
dU
dt
= −p∇· v. (28)
The right-hand side in Eqs. (26) contain the zero-order reaction rates:
ξ˙
(0)
r = k
(0)
f , r
L
∏
c=1
(
ρc
Mc
)ν(r)rc
− k(0)b, r
L
∏
c=1
(
ρc
Mc
)ν(p)rc
. (29)
Here k(0)f , r, k
(0)
b, r are the thermal-equilibrium reaction-rate coefﬁcients. For the exchange reaction
(4), when the partner Ad is a molecule, k
(0)
f , ex, k
(0)
b, ex are given by:
νex, c k
(0)
f , ex(T) = −
NA
Zintc (T)Zintd (T)
( mcd
2πkT
)3/2
∑
iki′k′
∑
jl j′ l′
∫
exp
(
−mcdg
2
2kT
)
×
scijs
d
kl exp
(
−
εcij + ε
d
kl
kT
)
g3σc
′d′ , i′ j′k′ l′
cd, ijkl (g,Ω) dg d
2Ω, (30)
νex, c k
(0)
b, ex(T) = −
NA
Zintc′ (T)Z
int
d′ (T)
( mc′d′
2πkT
)3/2
∑
iki′k′
∑
jl j′ l′
∫
exp
(
−mc′d′ g
′2
2kT
)
×
sc
′
i′ j′ s
d′
k′ l′ exp
⎛
⎝− ε
c′
i′ j′ + ε
d′
k′ l′
kT
⎞
⎠ g′3σcd, ijklc′d′ , i′ j′k′ l′ (g′,Ω) dg′ d2Ω, (31)
and if Ad is an atom,
νex, c k
(0)
f , ex(T) = −
NA
Zintc (T)
( mcd
2πkT
)3/2
∑
ii′
∑
jj′
∫
exp
(
−mcdg
2
2kT
)
×
scij exp
(
−
εcij
kT
)
g3σc
′d′ , i′ j′
cd, ij (g,Ω) dg d
2Ω. (32)
νex, c k
(0)
b, ex(T) = −
NA
Zintc′ (T)
( mc′d′
2πkT
)3/2
∑
ii′
∑
jj′
∫
exp
(
−mc′d′ g
′2
2kT
)
×
sc
′
i′ j′ exp
⎛
⎝− ε
c′
i′ j′
kT
⎞
⎠ g′3σcd, ijc′d′ , i′ j′ (g′,Ω) dg′ d2Ω. (33)
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For the dissociation reaction (5), the zero-order forward-rate coefﬁcient is obtained in the form
νdiss, c k
(0)
f , diss(T) = −
4πNA
Zintc (T)
( mcd
2πkT
)3/2
∑
ij
∫
exp
(
−mcdg
2
2kT
)
×
scij exp
(
−
εcij
kT
)
g3σdisscij, d(g,uc′ ,u f ′ ,u
′
d) dg duc′ du f ′ du
′
d. (34)
The zero-order recombination (backward for dissociation) rate coefﬁcient reads
νdiss, c k
(0)
b, diss(T) = −N 2A
(
mc′mf ′md
)3/2
(2πkT)9/2
∑
ij
∫
exp
(
−mc′ c
2
c′
2kT
−
mf ′ c2f ′
2kT
− mdc
′2
d
2kT
)
×
σ
rec, cij
c′ f ′d (uc,ud,uc′ ,u f ′ ,u
′
d) duc dud duc′ du f ′ du
′
d. (35)
Thus, if the cross-sections of the corresponding reactions are known, the zero-order rate
coefﬁcients can easily be calculated. However, for practical applications, phenomenological
models such as the Arrhenius one are commonly used.
Using the detailed balance principle (8)–(9), one can obtain the ratios of forward and backward
reaction rate coefﬁcients:
K(0)ex (T) =
k(0)b, ex(T)
k(0)f , ex(T)
=
(
mcmd
mc′md′
)3/2 Zintc (T)Zintd (T)
Zintc′ (T)Z
int
d′ (T)
exp
(
Dc + Dd − Dc′ − Dd′
kT
)
, (36)
K(0)diss(T)=
k(0)b, diss
k(0)f , diss
= NA
(
mc
mc′mf ′
)3/2
h3(2πkT)−3/2Zintc (T) exp
(
Dc
kT
)
, (37)
Dc is the dissociation energy of molecule c, Dc + Dd − Dc′ − Dd′ is heat effect of an exchange
reaction. Formulas (36), (37) express the chemical-equilibrium constants well known from
thermodynamics and hold only for Maxwell-Boltzmann distributions over velocity and
internal energy.
2.4 First order reaction rate coefﬁcients. Chemical kinetics in viscous gases
First-order distribution functions are obtained in Nagnibeda & Kustova (2009) in the form
f (1)cij = f
(0)
cij
(
− 1
n
Acij · ∇ ln T − 1n ∑d
Ddcij · dd −
1
n
Bcij : ∇v− 1n Fcij∇ · v−
1
n
Gcij
)
. (38)
Functions Acij, Bcij, Ddcij, Fcij and Gcij satisfy the linear integral equations with the linearized
operators of elastic collisions and inelastic ones with internal energy transitions.
Let us consider the ﬁrst-order transport terms in equations Eqs. (10)–(12). For the viscous
stress tensor we obtain
P = (p− prel)I − 2ηS − ζ∇ ·vI. (39)
Here, prel is the relaxation pressure, η and ζ are the coefﬁcients of shear and bulk viscosity.
In the one-temperature approach, the additional terms connected to the bulk viscosity and
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relaxation pressure appear in the diagonal terms of the stress tensor due to rapid inelastic
internal energy transitions. The existence of the relaxation pressure is caused also by slow
processes of chemical reactions proceeding on the gas-dynamic time scale.
The transport coefﬁcients in the expression (39) can be written in terms of functions Bcij, Fcij,
and Gcij:
η =
kT
10
[B,B] , ζ = kT [F, F] , prel = kT [F,G] . (40)
In these formulae, [A, B] (where A, B are arbitrary functions of molecular velocities) denotes
a bilinear form depending on the linearized integral collision operator for rapid processes.
In the kinetic theory, such bilinear forms are basically called bracket integrals. The bracket
integrals in the expressions (40) are introduced in Nagnibeda & Kustova (2009) similarly to
those deﬁned in Ferziger & Kaper (1972) for a non-reacting gas mixture under the conditions
of weak deviations from the equilibrium.
The diffusion velocity and the total energy ﬂux in the considered approach are speciﬁed by
the functions Ddcij, A
d
cij also depending on the cross sections of rapid processes and are studied
in Kustova & Nagnibeda (2011).
Thus, the governing equations (10)–(12) with the ﬁrst order transport terms describe a ﬂow
of reacting mixture of viscous gases with strong non-equilibrium chemical reactions in the
Navier-Stokes approximation. Transport properties in the one-temperature approach in
reacting gas mixtures are considered in Ern & Giovangigli (1994); Kustova (2009); Kustova
et al. (2008); Nagnibeda & Kustova (2009).
The chemical reaction rate coefﬁcients contributing to the production terms Rreactc in the
equations (10) or to the reaction rates in the equations (15) in the ﬁrst-order approximation
are deﬁned by the ﬁrst order distribution functions (38) and depend on the cross sections of
reactive collisions.
The chemical-reaction rate in Eqs. (15) in the ﬁrst-order approximation has the form (23) where
k f , r = k
(0)
f , r (T)− k¯
(1)
f , r (α1, ..., αL, ρ, T)− k˜
(1)
f , r (α1, ..., αL, ρ, T) , (41)
kb, r = k
(0)
b, r (T)− k¯
(1)
b, r (α1, ..., αL, ρ, T)− k˜
(1)
b, r (α1, ..., αL, ρ, T) . (42)
Quantities k¯(1)f , r, k˜
(1)
f , r, k¯
(1)
b, r , k˜
(1)
b, r express ﬁrst-order corrections to the reaction-rate coefﬁcients
(17)–(20). The terms k¯(1)f , r, k¯
(1)
b, r are due to deviations from Maxwell-Boltzmann distributions
over velocities and internal energies whereas the terms k˜(1)f , r, k˜
(1)
b, r are due to spatial
non-homogeneity. If internal degrees of freedom are neglected, the coefﬁcients k˜(1)f , r and k˜
(1)
b, r
vanish.
The ﬁrst-order corrections to the reaction-rate coefﬁcients are deﬁned by the expressions:
νex, c k¯
(1)
f , ex = −
NA
n ∑iki′k′
∑
jl j′ l′
∫ f (0)cij f (0)dkl
ncnd
(
Gcij + Gdkl
)
g σc
′d′ , i′ j′k′ l′
cd, ijkl d
2Ωdudduc, (43)
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νex, c k˜
(1)
f , ex = −∇ · v
NA
n ∑iki′k′
∑
jl j′ l′
∫ f (0)cij f (0)dkl
ncnd
(
Fcij + Fdkl
)
g σc
′d′ , i′ j′k′ l′
cd, ijkl d
2Ωdudduc, (44)
νex, c k¯
(1)
b, ex = −
NA
n ∑iki′k′
∑
jl j′ l′
∫ f (0)c′ i′ j′ f (0)d′k′ l′
nc′nd′
(
Gc′ i′ j′ + Gd′k′ l′
)
g′ σcd, ijklc′d′ , i′ j′k′ l′d
2Ωdud′duc′ , (45)
νex, c k˜
(1)
b, ex = −∇ · v
NA
n ∑iki′k′
∑
jl j′ l′
∫ f (0)c′ i′ j′ f (0)d′k′ l′
nc′nd′
(
Fc′ i′ j′ + Fd′k′ l′
)
g′ σcd, ijklc′d′ , i′ j′k′ l′d
2Ωdud′duc′ , (46)
νdiss, c k¯
(1)
f , diss = −
NA
n ∑iki′k′
∑
jl j′ l′
∫ f (0)cij f (0)dkl
ncnd
(
Gcij + Gdkl
)
g σdisscij, d duc dud duc′ du f ′ du
′
d, (47)
νdiss, c k˜
(1)
f , diss = −∇ · v
NA
n ∑iki′k′
∑
jl j′ l′
∫ f (0)cij f (0)dkl
ncnd
(
Fcij + Fdkl
)
g σdisscij, d duc dud duc′ du f ′ du
′
d, (48)
νdiss, c k¯
(1)
b, diss = −
N 2A
n ∑ik
∑
jl
∫ f (0)c′ f (0)f ′ f ′(0)dkl
nc′n f ′nd
(
Gc′ + Gf ′ + Gdkl
)
σ
rec, cij
c′ f ′d duc dud duc′ du f ′ du
′
d,
(49)
νdiss, c k˜
(1)
b, diss = −∇·v
N 2A
n ∑ik
∑
jl
∫ f (0)c′ f (0)f ′ f ′(0)dkl
nc′n f ′nd
(
Fc′ + Ff ′ + Fdkl
)
σ
rec, cij
c′ f ′d duc dud duc′ du f ′ du
′
d.
(50)
It can be noted that the ﬁrst-order corrections for the reaction rate coefﬁcients depend on the
same functions Fcij and Gcij which deﬁne the additional diagonal elements of the pressure
tensor connected to the bulk viscosity and relaxation pressure.
Algorithms for the calculation of vector and tensor transport properties and ﬁrst order
corrections to reaction rate coefﬁcients are described in details in Nagnibeda & Kustova (2009).
In Ref. Alexeev & Grushin (1994), a procedure for the calculation of the ﬁrst-order reaction rate
coefﬁcients has been developed for gases without internal degrees of freedom. In Ref. Kustova
et al. (2008), the scalar functions Fcij and Gcij are considered, and transport linear systems for
the calculation of bulk viscosity, chemical-reaction contribution to the normal mean stress
and ﬁrst-order reaction rate coefﬁcients are derived taking into account internal energy of
molecules. Numerical estimations of the ﬁrst-order rate coefﬁcients in reacting viscous gas
ﬂows remain an open question up to now. In the simulations of viscous ﬂows, the ﬁrst-order
corrections to the rate coefﬁcients are usually neglected as well as relaxation pressure and
bulk viscosity. Some results in this ﬁeld have been recently obtained in Ref. Kustova (2009)
where numerical estimations of the normal mean stress and the ﬁrst order corrections to
the dissociation and recombination rates in the mixture N2/N have been performed. It is
shown that whereas the ﬁrst-order contribution to the normal mean stress remains small,
the ﬁrst-order corrections to the reaction rates are not negligible in both shock heated and
expanding ﬂows.
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3. State-to-state model for vibrational–chemical coupling
3.1 Distribution functions. Governing equations
In this section, chemical kinetics in multi-component reacting gas mixture ﬂows are studied
under the conditions of strong vibrational and chemical non-equilibrium. Experimental
results on the relaxation times of various processes demonstrate that, in a wide temperature
range, the equilibration of translational and rotational degrees of freedom proceeds much
faster compared to the vibrational relaxation and chemical reactions. The characteristic
relaxation times satisfy the relation
τel < τrot  τvibr ∼ τreact ∼ θ. (51)
where τrot, τvibr are relaxation times for rotational and vibrational degrees of freedom. Under
such conditions, the integral operators in the kinetic equations (2) take the form:
Jrapcij = J
el
cij + J
rot
cij , J
sl
cij = J
vibr
cij + J
react
cij . (52)
In this case, the vibrational-chemical coupling in reacting ﬂows becomes important.
The kinetic equations for the distribution functions in the zero-order Chapman-Enskog
approximation have the form:
Jel(0)cij + J
rot(0)
cij = 0. (53)
In this case, the system of collision invariants for the most frequent collisions includes along
with the momentum and a particle total energy, any value independent of the velocity and
rotational level j and depending arbitrarily on the vibrational level i and chemical species
c. This values are conserved at the most frequent collisions because, according to the
condition (51), vibrational energy transitions and chemical reactions are forbidden in the rapid
processes. Based on the above set of the collision invariants, the solution of Eqs. (53) takes the
form
f (0)cij =
( mc
2πkT
)3/2
scij
nci
Zrotci (T)
exp
(
−mcc
2
c
2kT
−
εcij
kT
)
(54)
for molecular species, and
f (0)c =
( mc
2πkT
)3/2
nc,a exp
(
−mcc
2
c
2kT
)
(55)
for atomic species. Here nci is the number density of molecules c at the i-th vibrational level,
nc,a is the number density of atoms c, Zrotci is the partition functions of rotational degrees of
freedom:
Zrotci (T) =∑
j
scij exp
(
−
εcij
kT
)
, (56)
εcij is the rotational energy of a molecule at the ith vibrational level, s
ci
j is the rotational
statistical weight.
The solution (54) represents the local equilibrium Maxwell-Boltzmann distribution over the
velocity and rotational energy levels with the temperature T and strongly non-equilibrium
distribution over chemical species and vibrational energy levels. The distribution functions
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(54), (55) are completely speciﬁed by the macroscopic gas parameters nci(r, t) (c = 1, ..., L, i =
0, 1, ..., Lc, Lc is the number of excited vibration levels of molecular species c), T(r, t), and
v(r, t) and correspond to the set of the collision invariants of rapid processes.
The set of equations for the macroscopic parameters nci(r, t), v(r, t), and T(r, t) follows
from Eq. (2) with collision operators (52). This system includes equations of state-to-state
vibrational and chemical kinetics in a ﬂow Kustova & Nagnibeda (1998); Nagnibeda &
Kustova (2009):
dnci
dt
+ nci ∇· v+∇· (nciVci) = Rci, c = 1, ..., L, i = 0, ..., Lc, (57)
coupled to the conservation equations for the momentum and total energy which formally
coincide with Eqs. (11)–(12). Here, Vci is the diffusion velocity of molecules c at the vibrational
state i. The total energy per unit mass U is speciﬁed by level populations nci(r, t), atomic
number densities nc(r, t) and gas temperature.
The source terms in equations (57) characterize the variation of the vibrational level
populations and atomic number densities caused by different vibrational energy exchanges
and chemical reactions and are expressed via the integral operators of slow processes:
Rci =∑
j
∫
Jslcijduc = R
vibr
ci + R
react
ci . (58)
The equations (57), (11), (12) provide a detailed description of vibrational and chemical
kinetics and ﬂow dynamics for weak deviations from the equilibrium distributions over
the velocity and rotational energy levels and arbitrary deviations from the equilibrium for
the vibrational degrees of freedom and chemical species. Let us emphasize that for such
an approach, the vibrational level populations are included to the set of main macroscopic
parameters, and particles of various chemical species in different vibrational states represent
the mixture components. The expressions (58) can be written in the form:
Rvibrci = ∑
dki′k′
(
nci′ndk′k
d, k′k
c, i′ i − ncindkkd,kk
′
c,ii′
)
, (59)
Rreactci = R
ex
ci + R
diss
ci ,
Rexci = ∑
dc′d′
∑
ki′k′
(
nc′ i′nd′k′k
d′k′ , dk
c′ i′ , ci − ncindkkdk, d
′k′
ci, c′ i′
)
, (60)
Rdissci =∑
dk
ndk
(
nc′n f ′k
dk
rec, ci − ncikdkci, diss
)
. (61)
Here the rate coefﬁcients are introduced for the energy exchange:
Aci + Adk  Aci′ + Adk′ , (62)
exchange chemical reactions:
Aci + Adk  Ac′ i′ + Ad′k′ (63)
and dissociation-recombination reactions:
Aci + Adk  Ac′ + Af ′ + Adk. (64)
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The rate coefﬁcients for the forward reactions (62)–(64) (for collisions of particles Aci and Adk)
are introduced, respectively, as kd, kk
′
c, ii′ , k
dk, d′k′
ci, c′ i′ , and k
dk
ci, diss, the recombination rate coefﬁcient is
denoted as kdkrec, ci. Note that if k
′ = k, then Eq. (62) describes VT(TV) transitions for a molecule
Aci during the collision with a molecule Adk with the rate coefﬁcient kdkc, ii′ of the forward
transition. If d is an atom, then the corresponding rate coefﬁcient of the forward transition
(62) is kdc, ii′ .
If k = k′ then the reaction (62) describes either VV1 exchange of the vibrational energy
between molecules of the same chemical species (for c = d) or VV2 transitions between
molecules of different chemical species (for c = d). Note that VV1 and VV2 transitions
of the vibrational energy are almost always accompanied with the transfer of the part of
vibrational energy into the translational or rotational modes. However, the probability of a
simultaneous exchange between three and more energy modes during one collision is rather
low, consequently, these exchanges are usually omitted in the production terms of the kinetic
equations.
In the dissociation and recombination reactions (64), the particle Adk can also be either a
molecule or an atom. Therefore, different dissociation rate coefﬁcients should be introduced:
kdkrec, ci, k
d
rec, ci. The rate coefﬁcients of the above processes depend on the order of the
distribution function approximation.
The Chapman–Enskog method generalized for the conditions (51) gives the possibility to
express, in any approximation, the transport and relaxation terms in Eqs. (57), (11), (12) as
functions of the main macroscopic parameters nci(r, t), v(r, t), and T(r, t) and thus to close
completely the set of governing equations.
In the zero-order approximation (54), (55),
P(0) = nkTI, q(0) = 0, V(0)ci = 0 ∀ c, i, (65)
and the governing equations contain the equations of state-to-state kinetics
dnci
dt
+ nci ∇· v = R(0)ci , c = 1, ..., L, i = 0, ..., Lc, (66)
coupled to the conservation equations in the form (27), (28).
The right hand sides of Eqs. (66) R(0)ci are speciﬁed by the zero-order distribution function. The
expressions for Rci contain the microscopic rate coefﬁcients for vibrational energy exchanges
and chemical reactions. The equations (66) describe detailed state-to-state vibrational and
chemical kinetics in an inviscid non-conductive gas mixture ﬂow in the Euler approximation.
In the ﬁrst-order approximation state-dependent transport properties and reaction rates in
reacting non-equilibrium ﬂows are studied in Kustova & Nagnibeda (1998); Kustova et al.
(1999); Nagnibeda & Kustova (2009).
3.2 State dependent reaction rate coefﬁcients
Let us consider state dependent rate coefﬁcients for chemical reactions appearing in
Eqs. (59)–(61). In the zero-order Chapman-Enskog approximation rate coefﬁcients for
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exchange reactions have the form Nagnibeda & Kustova (2009):
kdk, d
′k′
ci, c′ i′ =
4π
Zrotci Z
rot
dk
( mcd
2πkT
)3/2
∑
jl j′ l′
∫
exp
(
−mcdg
2
2kT
)
×
× scij sdkl exp
(
−
εcij + ε
dk
l
kT
)
g3σ˜c
′d′ , i′ j′k′ l′
cd, ijkl dg, (67)
with σ˜c
′d′ , i′ j′k′ l′
cd, ijkl designating the integral cross section of a collision resulting in a bimolecular
reaction. The integral cross section is obtained integrating the corresponding differential cross
sections over solid angles in which relative velocity appear before and after collision:
σ˜
c′d′ , i′ j′k′ l′
cd, ijkl (g) =
1
4π
∫
σ
c′d′ , i′ j′k′ l′
cd, ijkl (g,Ω)d
2Ωd2Ω′. (68)
It is commonly supposed that the cross section depends on the absolute value g of the relative
velocity rather than the vector g. Then
σ˜
c′d′ , i′ j′k′ l′
cd, ijkl (g) =
∫
σ
c′d′ , i′ j′k′ l′
cd, ijkl (g,Ω)d
2Ω. (69)
The recombination rate coefﬁcients in the zero-order approximation can be represented in the
form
kdkrec, ci =
(mc′mf ′md)3/2
(2πkT)9/2 ∑j
∫
σ
rec, cij
c′ f ′d (uc′ ,u f ′ ,u
′
d,uc,ud)×
× exp
(
−
mc′u2c′ +mf ′u
2
f ′ +mdu
′2
d
2kT
)
duc′du f ′du
′
dducdud. (70)
The zero-order dissociation rate coefﬁcients take the form Kušcˇer (1991); Ludwig & Heil (1960)
kdkci, diss =
4π
Zrotci
( mcd
2πkT
)3/2
∑
j
∫
exp
(
−mcdg
2
2kT
)
scij exp
(
−
εcij
kT
)
g3σ˜disscij, ddg, (71)
the integral dissociation reaction cross section is introduced by the formula
σ˜disscij, d =
∫
σdisscij, d(g,uc′ ,u f ′ ,u
′
d)duc′du f ′du
′
d. (72)
Since it is supposed that the cross sections of dissociation σdisscij, d and recombination σ
rec, cij
c′ f ′d do
not depend on the vibrational state k of the partner Adk in the reaction (64), then:
kdkci, diss= k
d
ci, diss, k
dk
rec, ci = k
d
rec, ci (73)
The relations connecting the rate coefﬁcients of forward and backward collisional processes
follow from the microscopic detailed balance relations for reactive collisions (8)-(9) after
averaging them with the Maxwell–Boltzmann distribution over the velocity and rotational
energy. Thus for the rate coefﬁcients of forward and backward reactions we obtain
Kd
′k′ , dk
c′ i′ , ci =
kd
′k′ , dk
c′ i′ , ci
kdk, d
′k′
ci, c′ i′
=
sci s
d
k
sc′i′ s
d′
k′
(
mcmd
mc′md′
)3/2 Zrotci Zrotdk
Zrotc′ i′Z
rot
d′k′
×
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× exp
(
εc
′
i′ + ε
d′
k′ − εci − εdk
kT
)
exp
(
Dc + Dd − Dc′ − Dd′
kT
)
, (74)
Kdrec−diss, ci =
kdrec, ci
kdci, diss
= sci
(
mc
mc′mf ′
)3/2
h3 (2πkT)−3/2 Zrotci exp
(
− ε
c
i − Dc
kT
)
. (75)
In the last formula, mc = mc′ +mf ′ .
For diatomic gases, the vibrational statistical weight sci = 1. Moreover, for the rigid rotator
model, the rotational partition function is independent of the vibrational state Zrotci = Z
rot
c . In
this case, the ratio of the backward and forward reaction rate coefﬁcients takes the reduced
form. The expression (74) can be simpliﬁed if the collision partner is an atom.
For the application of Egs. (66), (27), (28) to particular problems of non-equilibrium ﬂuid
dynamics, the analytical expressions for the dependence of the reaction rate coefﬁcients on
the vibrational states of molecules participating in the reactions are needed.
As for vibrational energy transitions, a number of theoretical and experimental estimates for
rate coefﬁcients of these transitions are available in the literature in different temperature
intervals. These data can be found, for example, in Nagnibeda & Kustova (2009); Phys-Chem
(2002; 2004). The comparison of rate coefﬁcients for vibational energy transitions of N2
molecules obtained using different models is given in Nagnibeda & Kustova (2009).
The rate coefﬁcients for dissociation from different vibrational levels have been studied much
less widely than for vibrational energy transitions. Two models are commonly used for
calculations: the ladder-climbing model assuming dissociation only from the last vibrational
level (see, for instance, Armenise et al. (1996; 1995); Capitelli et al. (1997); Osipov (1966)), and
that of Treanor and Marrone Marrone & Treanor (1963) allowing for dissociation from any
vibrational state.
In the frame of ladder climbing model, the rate of dissociation is speciﬁed by the number of
molecules occurring on the last vibrational level. Consequently, the dissociation rate is totally
speciﬁed by the probabilities for the vibrational energy transitions to the last level. In the case
when dissociation can occur from any vibrational level, the expression for the rate coefﬁcient
for dissociation of a molecule on the vibrational level i can be written in the form Nagnibeda
& Kustova (2009):
kdi, diss = Z
d
i (T)k
d
diss,eq(T). (76)
Here, kddiss,eq(T) is the thermal equilibrium dissociation rate coefﬁcient obtained by averaging
the state-dependent rate coefﬁcient with the one-temperature Boltzmann distribution; Zdi is
the non-equilibrium factor. Using the Treanor–Marrone model Marrone & Treanor (1963), the
expression for Zdi (T) was obtained in Nagnibeda & Kustova (2009):
Zdi (T) = Zi(T,U) =
Zvibr(T)
Zvibr(−U) exp
[
εi
k
(
1
T
+
1
U
)]
, (77)
Zvibr is the equilibrium vibrational partition function
Zvibr(T) =∑
i
sci exp
(
− εi
kT
)
, (78)
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U is a parameter of the model.
Thus, the state-dependent dissociation rate coefﬁcient kdi, diss is expressed in terms of the
averaged thermal equilibrium coefﬁcient kddiss, eq(T) and non-equilibrium factor (77). To
calculate kddiss, eq(T), the empirical Arrhenius law can be applied:
kddiss, eq = AT
n exp
(
− D
kT
)
, (79)
the coefﬁcients A and n are generally obtained as a best ﬁt to experimental data. The
tables of the coefﬁcients in the Arrhenius formula for various chemical reactions can be
found in Refs. Gardiner (1984); Kondratiev & Nikitin (1974); Park (1990); Phys-Chem (2002);
Stupochenko et al. (1967).
In Ref. Esposito, Capitelli, Kustova & Nagnibeda (2000), the dissociation rate coefﬁcients
kdi, diss calculated within the framework of the Treanor–Marrone model are compared
with those obtained from trajectory calculations Esposito, Capitelli & Gorse (2000), some
recommendations for the optimum choice for the parameter U for the speciﬁc reactions are
given. Figure 1 presents the temperature dependence of the state-dependent dissociation
rate coefﬁcients kN2i, diss in an (N2, N) mixture. The coefﬁcients are calculated for different
values of the parameter U for two vibrational quantum numbers: i = 0 and i = 20.
The results of trajectory calculation for ki, diss taken from Ref. Esposito, Capitelli & Gorse
(2000) are also plotted. We can see that for low vibrational levels, the choice for U = ∞
results in signiﬁcant overestimation for ki, diss, which conﬁrms the common assumption of the
preferential dissociation from high vibrational states.
With the increase in the vibrational quantum number, for U = ∞ we obtain more realistic
values for ki, diss, and for i > 40, we have the best agreement with the results of accurate
trajectory calculations. U = D/(6k) and U = 3T provide good consistency for ki, diss at
intermediate levels (20 < i < 40). Furthermore, U = D/(6k) results in better consistency
for low temperatures, whereas U = 3T is good in the high temperature range (T > 6000 K).
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Fig. 1. The temperature dependence of the dissociation rate coefﬁcient kN2i, diss for i = 0 (a) and
i = 20 (b). The curve 1 represents the results obtained in Ref. Esposito, Capitelli & Gorse
(2000), curves 2–4 correspond to U = D/(6k), U = 3T, and U = ∞.
It should be emphasized that using the same value for the parameter U for any i and T
can result in considerable errors in the calculation for the state-to-state dissociation rate
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coefﬁcients. The choice for the parameter should be speciﬁed by the conditions of a particular
problem (the temperature range, basic channels of dissociation, etc.). In some studies
Armenise et al. (1996); Candler et al. (1997); Capitelli et al. (1997), a possibility for dissociation
from any vibrational state is suggested within the framework of the ladder-climbing model.
To this end, it is supposed that a transition to the continuum occurs as a result of
multi-quantum vibrational energy transfers.
The rate coefﬁcients for bimolecular exchange reactions depending on the vibrational states
of reagents and products have been less thoroughly studied than those for dissociation
processes. Theoretical and experimental studies for the inﬂuence of the vibrational excitation
of reagents on reaction rates were started by J. Polanyi Polanyi (1972); some experimental
results were also obtained in Birely & Lyman (1975). The accurate theoretical approach to this
problem primarily requires a calculation for the state-dependent differential cross sections for
collisions resulting in chemical reactions, and their subsequent averaging over the velocity
distributions. In the recent years, the dynamics of atmospheric reactions has been studied,
and quasi-classical trajectory calculations for the cross sections and state-dependent rate
coefﬁcients for the reactions N2(i) + O → NO + N and O2(i) + N → NO + O have been
carried out by several authors Gilibert et al. (1992; 1993).
At present time, two kinds of analytical expressions are available in the literature. The
ﬁrst kind includes analytical approximations for numerical results obtained for particular
reactions (see Refs. Bose & Candler (1996); Capitelli et al. (1997; 2000); Phys-Chem (2002)).
These expressions are sufﬁciently accurate and convenient for practical use; however, their
application is restricted by the considered temperature range. Another approach is based
on the generalizations of the Treanor–Marrone model to exchange reactions suggested in
Refs. Aliat (2008); Knab (1996); Knab et al. (1995); Seror et al. (1997). These models can be
used for more general cases, but the theoretical expressions for the rate coefﬁcients contain
additional parameters, which should be validated using experimental data. A lack of the data
for these parameters restricts the implementation of the above semi-empirical models.
Therefore, the development of justiﬁed theoretical models for cross sections of reactive
collisions and state-dependent rate coefﬁcients for exchange reactions remains a very
important problem of the non-equilibrium kinetics.
4. Multi-temperature models for vibrational-chemical kinetics
4.1 Governing equations
The approach proposed in the previous section makes it possible to develop the most
rigorous model of reacting gas mixtures, since it takes into account the detailed state-to-state
vibrational and chemical kinetics in a ﬂow. However, practical implementation of this method
leads to serious difﬁculties. The ﬁrst important problem encountered in the realization
of the state-to-state model is its computational cost. Indeed, the solution of the ﬂuid
dynamics equations coupled to the equations of the state-to-state vibrational and chemical
kinetics requires numerical simulation of a great number of equations for the vibrational level
populations of all molecular species. The second fundamental problem is that experimental
and theoretical data on the state-speciﬁc rate coefﬁcients and especially on the cross sections
of inelastic processes are rather scanty. Due to the above problems, simpler models based
on quasi-stationary vibrational distributions are rather attractive for practical applications.
In quasi-stationary approaches, the vibrational level populations are expressed in terms of a
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few macroscopic parameters, consequently, non-equilibrium kinetics can be described by a
considerably reduced set of governing equations.
It is known from experiments Gordiets et al. (1988) that in a vibrationally excited gas,
near-resonant vibrational energy exchanges between molecules of the same chemical species
proceed much faster than non-resonant transitions between different molecules, as well as
transfers of vibrational energy to other modes and chemical reactions. Therefore the following
relation between the characteristic relaxation times is fulﬁlled:
τel  τrot < τVV1  τVV2 < τTRV < τreact ∼ θ, (80)
τVV1 is the mean time between the collisions of the same species; τVV2 is the characteristic
time of the vibrational energy exchange between different molecules. In the multi-component
reacting gas mixture under the condition (80) the integral operators in the kinetic equations
(2) includes the operator of VV1 vibrational energy transitions between molecules of the same
species along with the operators of elastic collisions and collisions with rotational energy
exchanges:
Jrapcij = J
el
cij + J
rot
cij + J
VV1
cij . (81)
The operator of slow processes Jslcij consists of the operator of VV2 vibrational transitions
between molecules of different species, the operator describing the transfer of vibrational
energy into rotational and translational modes JTRVcij , as well as the operator of chemical
reactions Jreactcij :
Jslcij = J
VV2
cij + J
TRV
cij + J
react
cij . (82)
Governing equations of the reacting ﬂows and distribution functions in the zero-order and
ﬁrst-order approximations, under condition (80) are studied in details in Nagnibeda &
Kustova (2009). The distribution function is totally speciﬁed by the macroscopic parameters
nc, v, T, and Tc1 , where the parameter T
c
1 is the vibrational temperature of the ﬁrst vibrational
level of molecules c. The parameter Tc1 is associated to the additional collision invariant ic
which reﬂects the conservation of the number of vibrational quanta of each molecular species
in rapid processes. The zero-order distribution functions in this case may be written in the
form (54) where level populations nci are described by the relation:
nci =
nc
Zvibrc (T, Tc1)
sci exp
(
− ε
c
i − iεc1
kT
− iε
c
1
kTc1
)
. (83)
with vibrational partition function
Zvibrc (T, T
c
1) =∑
i
sci exp
(
− ε
c
i − iεc1
kT
− iε
c
1
kTc1
)
. (84)
εc1 is the vibrational energy of a molecule c at the ﬁrst level. Here the vibrational energy is
counted from the energy of the zeroth level.
The expression (83) yields the non-equilibrium quasi-stationary Treanor distribution Treanor
et al. (1968) generalized for a multi-component reacting gas mixture taking into account
anharmonic molecular vibrations and rapid exchange of vibrational quanta.
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The closed set of governing equations for the macroscopic parameters nc(r, t), v(r, t),
T(r, t), and Tc1(r, t) derived in Chikhaoui et al. (2000; 1997) includes the equations of the
multi-temperature chemical kinetics for the species number densities
dnc
dt
+ nc∇ · v+∇ · (ncVc) = Rreactc , c = 1, ..., L, (85)
relaxation equations for the speciﬁc numbers of vibrational quanta Wc in each molecular
species c:
ρc
dWc
dt
+∇ · qw,c = Rwc −WcmcRreactc +Wc∇ · (ρcVc) , c = 1, ..., Lm. (86)
along with the conservation equations for the momentum and the total energy, Lm is the
number of molecular species in the mixture. The latter equations formally coincide with the
corresponding equations (11) and (12) obtained in the two previous approaches. One should
however bear in mind that in the multi-temperature approach, the total energy is a function of
T, Tc1 , and nc, and the transport terms are expressed as functions of the same set of macroscopic
parameters T, Tc1 , and nc.
The source terms in Eqs. (85) are determined by the collision operator of chemical reactions
Rreactc =∑
ij
∫
Jreactcij duc. (87)
The production terms in the relaxation equations (86) are expressed as functions of collision
operators of all slow processes: VV2 and TRV vibrational energy transfers and chemical
reactions,
Rwc =∑
ij
i
∫
Jslcijduc = R
w,VV2
c + R
w, TRV
c + R
w, react
c . (88)
The value qw,c in Eq. (86) has the physical meaning of the vibrational quanta ﬂux of c
molecular species and is introduced on the basis of the additional collision invariant of the
most frequent collisions ic:
qw,c =∑
ij
i
∫
cc fcijduc.
It is obvious that the system of governing equations in the multi-temperature approach is
considerably simpler than the corresponding system in the state-to-state approach, since it
contains much fewer equations. In the zero-order approximation of the Chapman-Enskog
method, the system of governing equations takes the form typical for inviscid non-conductive
ﬂows. In this case equations (85), (86) read:
dnc
dt
+ nc ∇· v = Rreact(0)c , c = 1, ..., L, (89)
ρc
dWc
dt
= Rw(0)c −mcWcRreact(0)c , c = 1, ..., Lm. (90)
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4.2 Multi-temperature reaction rate coefﬁcients
The production terms in Eqs. (89) may be written in the form (13), (14) similar to the
equations obtained in the one-temperature approximation. However, the coefﬁcients in
these expressions differ from those in the one-temperature approach and contains the
multi-temperature rate coefﬁcients kdd
′
cc′ of the reaction (63) (during a collision of two molecules
or a molecule and an atom Ad), the two-temperature coefﬁcients of dissociation kdc, diss, and
recombination rate coefﬁcients kdrec,c.
In the zero-order approximation, the multi-temperature rate coefﬁcients of exchange and
dissociation reactions can be expressed in terms of the state-speciﬁc rate coefﬁcients
considered in section 3.2:
kdd
′ (0)
cc′ =
1
ncnd
∑
iki′k′
ncindk k
dk,d′k′ (0)
ci,c′ i′ (T), (91)
kd (0)c,diss =
1
nc
∑
i
nci k
d (0)
ci, diss(T), (92)
where nci denotes some non-equilibrium quasi-stationary distribution.
For the generalized Treanor distribution (83), the multi-temperature rate coefﬁcients of
exchange reactions occurring as a result of collisions of two molecules take the form
kdd
′ (0)
cc′ (T, T
c
1 , T
d
1 )=
1
Zvibrc (T, Tc1)Z
vibr
d (T, T
d
1 )
∑
iki′k′
sci s
d
k exp
(
− ε
c
i − icεc1
kT
−
− ε
d
k − kdεd1
kT
− icε
c
1
kTc1
− kdε
d
1
kTd1
)
kdk, d
′k′ (0)
ci, c′ i′ (T). (93)
The rate coefﬁcient for the exchange reaction in a collision of a diatomic molecule and an atom,
as well as the dissociation rate coefﬁcient, depends on two temperatures (T and Tc1):
kdd
′ (0)
cc′ (T, T
c
1)=
1
Zvibrc (T, Tc1)
∑
ii′
sci exp
(
− ε
c
i − icεc1
kT
− icε
c
1
kTc1
)
kdd
′ (0)
ci, c′ i′ (T), (94)
kd (0)c,diss(T, T
c
1) =
1
Zvibrc (T, Tc1)
∑
i
sci exp
(
− ε
c
i − icεc1
kT
− icε
c
1
kTc1
)
kd (0)ci, diss(T). (95)
The total recombination rate coefﬁcient kd (0)rec,c is deﬁned in terms of the state-speciﬁc rate
coefﬁcients as follows
kd (0)rec,c(T) =∑
i
kd (0)rec,ci(T) (96)
and depends on the gas temperature T only. One should keep in mind that the
superscript "0" in the notations for the state-to-state rate coefﬁcients indicates that they
are calculated by averaging the corresponding inelastic collision cross sections with the
Maxwell–Boltzmann distribution over the velocity and rotational energy. The relations
connecting the multi-temperature rate coefﬁcients of forward and backward reactions can be
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obtained applying the microscopic detailed balance relations for the collision cross sections.
For bimolecular reactions we ﬁnd
kd
′d (0)
c′c (T, T
c′
1 , T
d′
1 )=
1
Zvibrc′ (T, T
c′
1 )Z
vibr
d′ (T, T
d′
1 )
∑
iki′k′
sc
′
i′ s
d′
k′ exp
(
− i
′
c′ ε
c′
1
kTc′1
−
− k
′
d′ ε
d′
1
kTd′1
− ε
c′
i′ − i′c′ εc
′
1
kT
− ε
d′
k′ − k′d′ εd
′
1
kT
)
kdk, d
′k′ (0)
ci, c′ i′ K
d′k′ , dk (0)
c′ i′ , ci (T), (97)
whereas for dissociation-recombination we can write
kd (0)rec,c (T) =∑
i
kd (0)rec,ci(T) =∑
i
kd (0)ci,diss(T)K
d (0)
rec−diss,ci(T). (98)
In these formulae, the ratios for the state-to-state rate coefﬁcients Kd
′k′ , dk (0)
c′ i′ , ci (T), K
d (0)
rec−diss,ci(T)
are deﬁned in (74), (75).
In the zero-order approximation, Rw(0)c includes the vibrational distributions (83) and
the state-to-state rate coefﬁcients of VV2, VT vibrational energy transitions and chemical
reactions.
If anharmonic effects are neglected then the Boltzmann vibrational distributions with the
vibrational temperature Tcv are valid, and the multi-temperature rate coefﬁcients of the
reactions (93)–(95) take the form
kdd
′ (0)
cc′ (T, T
c
v , T
d
v ) =
1
Zvibrc (Tcv)Zvibrd (T
d
v )
×
× ∑
iki′k′
sci s
d
k exp
(
− ε
c
i
kTcv
− ε
d
k
kTdv
)
kdk,d
′k′ (0)
ci,c′ i′ (T), (99)
if d is a molecule,
kdd
′ (0)
cc′ (T, T
c
v) =
1
Zvibrc (Tcv)
∑
ii′
sci exp
(
− ε
c
i
kTcv
)
kdd
′ (0)
ci,c′ i′ (T), (100)
if d is an atom, and
kdc,diss(T, T
c
v) =
1
Zvibrc (Tcv)
∑
i
sci exp
(
− ε
c
i
kTcv
)
kd (0)ci,diss(T). (101)
For the calculation of two-temperature dissociation rate coefﬁcients in the most studies
(see Marrone & Treanor (1963); Phys-Chem (2002))), the two-temperature dissociation rate
coefﬁcient kddiss is associated with the equilibrium averaged coefﬁcient k
d
diss, eq by introducing
the two-temperature non-equilibrium factor Z(T, T1,U) rather than the state-to-state factor
Zi(T,U):
kddiss = Z(T, T1,U)k
d
diss, eq(T). (102)
where
Z(T, T1,U) =
1
nm
∑
i
niZi(T,U). (103)
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Using the Treanor distribution (83) for ni, the factor Z is given by the relation
Z(T, T1,U)=
Zvibr(T)
Zvibr(−U)Zvibr(T, T1)∑i
si exp
[
iε1
k
(
1
T
− 1
T1
)
+
εi
kU
]
. (104)
For the harmonic oscillator model, the non-equilibrium factor is speciﬁed by the vibrational
temperature Tv and can be calculated using the expression:
Z(T, Tv,U) =
Zvibr(T)Zvibr(Tf )
Zvibr(−U)Zvibr(Tv) , (105)
where the effective temperature Tf is deﬁned as
Tf =
(
1
Tv
− 1
T
− 1
U
)−1
,
Figure 2 presents the temperature dependence of the non-equilibrium factor Z(T, T1,U) in
nitrogen for ﬁxed vibrational temperature values. The non-equilibrium factor is calculated
for both anharmonic (104) and harmonic (105) oscillator models. We can see that for
minor deviations from the equilibrium (T1/T ∼ 1), both models yield similar results,
whereas for the ratio T1/T essentially different from unity, the values of Z for harmonic and
anharmonic oscillators differ considerably. In particular, for the selected dissociation model,
the non-equilibrium factor and hence the dissociation rate coefﬁcient of harmonic oscillators
at T1/T > 1 signiﬁcantly exceed Z and kddiss, respectively, when calculated for anharmonic
oscillators. For T1/T < 1, the use of the harmonic oscillator model yields lower Z and kddiss
than those obtained taking into account anharmonic effects.
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Fig. 2. The non-equilibrium factor Z in N2 as a function of temperature T for ﬁxed
temperatures T1 and U = D/(6k). The solid lines represent anharmonic oscillators, dashed
— harmonic oscillators. The curves 1, 1′ — T1 = 3000; 2, 2′ — T1 = 5000; 3, 3′ — T1 = 7000 K.
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Note in addition that the ratio of the dissociation and recombination rate coefﬁcients Krec–diss
under the non-equilibrium conditions can also be expressed in terms of the averaged
non-equilibrium factor:
Krec−diss =
kdrec
kddiss
=
1
Z
Keqrec−diss(T), (106)
where Keqrec−diss(T) is the ratio of the dissociation and recombination rate coefﬁcients in a
thermal equilibrium gas. Calculating Z from the state-to-state or quasi-stationary vibrational
distributions ni/n for various dissociation models, we can ﬁnd Krec−diss under thermal
non-equilibrium conditions and estimate its deviation from the equilibrium constant.
The equations of non-equilibrium reacting ﬂows derived in the state-to-state,
multi-temperature and one-temperature approaches were applied for calculations of
distributions and macroscopic parameters in particular ﬂows of air components behind shock
waves, in nozzles, in non-equilibrium boundary layer (see Nagnibeda & Kustova (2009) and
references in this book). On the basis of obtained distributions, global reaction rates (92) were
calculated in relaxation zone behind the shock wave Kustova & Nagnibeda (2000) and in
nozzle expansion Kustova et al. (2003) in different approaches. The results obtained for the
relaxation zone behind the shock wave at the following free stream conditions: T0 = 293 K,
p0 = 100 Pa, M0 = 15 are presented in Fig. 3.
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Fig. 3. The averaged dissociation rate coefﬁcient kN2diss as a function of x. Curves 1, 2, 3 are,
respectively, for the state-to-state, two-temperature, and one-temperature approaches.
It is seen that the one-temperature model describes the behavior of the dissociation rate
coefﬁcient inadequately, particularly close to the shock front. The two-temperature approach
provides more realistic values for the dissociation rate coefﬁcient, overestimating however
kN2diss in comparison to the state-to-state approximation at x < 0.5 cm.
The averaged dissociation rate coefﬁcient kmoldiss calculated for O2/O and N2/N mixtures in a
conic nozzle in four approaches using state-to-state, multi-temperature and one-temperature
distributions, is presented in Fig. 4. The following conditions in the throat are considered: for
O2/O mixture, T∗ = 4000 K, p∗ = 1 atm; for N2/N mixture, T∗ = 7000 K, p∗ = 1 atm. Two
kinds of multi-temperature distributions are applied: the Boltzmann distribution for harmonic
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Fig. 4. Averaged dissociation rate coefﬁcient k(mol)diss (m
3/s) versus x/R in a conic nozzle. (a)
O2/O, T∗ = 4000 K, p∗ = 1 atm; (b) N2/N, T∗ = 7000 K, p∗ = 1 atm. Curves 1: state-to-state
model; 2: two-temperature anharmonic oscillator model; 3: two-temperature harmonic
oscillator model; 4: one-temperature model.
oscillators and a complex distribution for anharmonic oscillators studied in Kustova et al.
(2003). One can see a quite strong inﬂuence of the kinetic model on the averaged dissociation
rate coefﬁcients, all quasi-stationary models give the values of kmoldiss rather far from those
obtained in the rigorous state-to-state approximation, the same effect is obtained for katdiss.
In all considered cases, katdiss is higher than k
mol
diss, i.e., atoms are more efﬁcient as partners in the
dissociation process.
5. Conclusions
In this Chapter, the theoretical models for non-equilibrium chemical kinetics in
multi-component reacting gas ﬂows are proposed on the basis of three approaches of the
kinetic theory. In the frame of the one-temperature approximation the chemical kinetics in
thermal equilibrium ﬂows or deviating weakly from thermal equilibrium is studied. The
coupling of chemical kinetics and ﬂuid dynamics equations is considered in the Euler and
Navier-Stokes approximations. Chemical kinetics in vibrationally non-equilibrium ﬂows is
considered on the basis of the state-to-state and multi-temperature approaches. Different
models for vibrational-chemical coupling in the ﬂows of multi-component mixtures are
derived. The inﬂuence of non-equilibrium distributions on reaction rates in the ﬂows behind
shock waves and in nozzle expansion is demonstrated.
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1. Introduction  
In HCCI, a premixed air/fuel mixture is inhaled to the combustion chamber and ignited by 
adiabatic compression. The HCCI engine, which is using the bulk combustion, is promising 
concept of the high efficient and low emission engine. However, power produced in HCCI 
engine is limited by knocking cause of excessive heat release and pressure rise at local area 
in condition of high load. Therefore, the main investigation of the HCCI is avoiding 
knocking problem to be able to operate at a high load. Delaying the combustion angle and 
stratifying temperature or concentration of fuel resulting in dispersion of combustion timing 
is the well-known effective method. In this study, effect of the pressure increase rate in 
combustion chamber by stratified temperature and fuel concentration of pre mixture 
according to fuel characteristic was investigated. Numerical analysis in chemical reaction 
was conducted for investigating an emission property.  
2. Experimental method 
In this paper, DME(Di-Methyle Ether) and Methane were used as a fuel. The Numerical 
analysis was conducted for the purpose of investigating that fuel or temperature 
stratification effect on pressure rise rate and emission using the multi-zone code with 
detailed chemical kinetics. DME has two stages of heat reaction which is called HTR(High 
Temperature Reaction) and LTR(Low Temperature Reaction). In case of DME, proportion of 
LTR is more than those of HTR. It is known that the more DME concentration make heat 
release increase during the LTR. Due to those facts, existing of DME fuel stratification in 
combustion chamber is expected to contribute reduction of gas pressure rise rate because 
heat release difference in local area during LTR causes stratification of temperature before 
the HTR which makes combustion duration extend. On the other hand, Methane has only 1 
stage heat release and self-ignition temperature is high. The detailed specifications of the 
test engine are presented in Table 1. The hermetic gas is used for calculation duration from  
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Process Only 1 Compression & Expansion 
Bore X Stroke 112mm X 115mm 
Displacement 1132cc 
Length of Conrod 205mm 
Crank Radius 57.5mm 
Intake Valve Close Timing ATDC-132 
Exhaust Valve Open Timing ATDC-132 
Compresstion Ratio 8.0(DME)/21.6(Methane) 
Table 1. Engine specifications 
 
Fig. 1. Concept of multi-zone model 
 
Fig. 2. Definitions of LTR start, LTR end, HTR start, HTR end and 50% heat release timing 
the time that intake valve closed to the time that exhaust valve opened. As a calculation 
code, both CHEMKIN-II(5) and SENKIN(6) which is developed by Sandia National 
Laboratory is adjusted and then used. Curran for reaction of DME model, GRI-Mech3.0 for 
reaction of Methane model and Zeldvich for NOx model are used. The calculation is 
conducted following consumption. Heat loss and residual gas was neglected. All the 
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chemical gases were considered to be ideal gas and mass of pre mixture is assumed to be 
conservative. Multi-zone model is able to make stratification of temperature and fuel 
concentration in combustion chamber by changing the gas temperature and equivalent ratio 
before each of zones are compressed. Shown in Fig. 1, each zone model that is equally gas 
temperature and homogenous chemical species is 0-demension. Between the each zone, 
there is not chemical species and heat transfer but pressure is constant. The definition of 
CA50, start and end timing of both LTR and HTR are shown in Fig. 2 Shown in Fig. 2(a)(b), 
the combustion reaction velocity((dQ/dt)/Qin) was defined as rate of heat production 
divided by quantity of heat into the 1 cycle. Fig. 2(c) shows the integral hysteresis of heat 
production. The integral value of heat production rate from the LTR start to HTR end is 
consider 100% and then CA50 is defined 50% of heat production timing. 
3. Analytical method 
3.1 The effect of thermal stratification in pre mixture gas for reducing pressure rise 
rate 
The calculation condition of equal equivalent ratio (Φ=0.25) and initial temperature T0 = 
380K(Zone1), T1 = 420K(Zone2) using the DME/air and Methane/air is shown in Fig. 3, 4. 
The volumetric rate is changed to equalize the heat quantity into the each zone during 1 
cycle. Gas pressure in combustion chamber, temperature and heat release rate in each of the 
zone by using the DME with fuel is shown in Fig. 5. Magnified LTR and HTR shown in  
 
 
 
Fig. 3. Calculation condition (DME, Thermal stratification, 2-zones) 
 
 
Fig. 4. Calculation condition (Methane, Thermal stratification, 2-zones) 
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Fig. 5. Histories of in-cylinder gas pressure, in-cylinder gas temperature 
 
Fig. 6. Histories of in-cylinder gas pressure, in-cylinder gas temperature and heat release 
rate (DME, Thermal stratification, 2-zones) 
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Figure 6. First one is the graph of gas pressure in combustion chamber. Second and third 
one represent temperature and rat of heat release at each of the zone. LTR start temperature, 
HTR start temperature is almost constant as 744±3K, 1007±5K. Before LTR start, gas 
temperature difference in combustion chamber which is almost same as 40K according to 
piston rising is changed 65.7K before LTR start at zone 2. Because LTR start temperature is 
almost constant, LTR start is earlier about 9.3 deg at zone 2 than zone 1. Temperature 
difference between zone1 and zone2 is constant after LTR start so that HTR start is earlier 
about 4.3 deg than zone1. Also, using the fuel as a Methane, gas pressure in combustion 
chamber, temperature and heat release rate in each zone is shown in Fig. 7. The temperature 
of HTR start is 1177± 3K. Zone 2 with higher temperature than zone1, HTR start is earlier 
about 4.5deg than zone 1 before the compression stroke by using the Methane as a fuel.  
 
 
 
 
 
 
 
 
Fig. 7. Histories of in-cylinder gas pressure, in-cylinder gas temperature and heat release 
rate (Methane, Thermal stratification, 2-zones) 
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3.2 The effect of fuel stratification in pre mixture gas for reducing pressure rise rate 
At the beginning of compression, the average gas temperature (T0 = 400K) is assumed. The 
calculation condition is shown in Fig. 8, 9 that is Φ = 0.17(zone1) Φ= 0.47(zone2) in each of 
the zone using the Methane or DME. Gas pressure in combustion chamber, gas temperature 
and rate of heat release in each of zone are shown in Fig. 10. Magnified graph was shown in 
Fig. 11. Temperature of LTR start and HTR start is 747±3 K, 1009±1. Temperature difference 
in combustion chamber is getting bigger according to piston rising before the LTR start due 
to difference of specific heat caused by equivalent ratio and temperature rising rate. 
Temperature difference before the compression stroke is changed from 0K to 17.3K before 
LTR start in zone1. LTR start is earlier at zone 2 about 2.3deg. However, Large amount of 
heat release during LTR in higher equivalent ration zone make trace of gas temperature be 
reversed in zone2 when LTR end. Due to gas temperature reversing, HTR start is earlier 
about 2.3 deg in zone 2 than zone1. Gas pressure in combustion chamber, gas temperature 
and heat release rate in each of the zone is shown in Fig. 12. HTR start temperature is 
1163±11 K. Similar with DME, the Methane gas temperature difference in combustion 
chamber is getting big according to piston rising. However, Methane doesn’t have LTR but 1 
stage of heat release. So it can be expected HTR start in zone2 is later than zone 1 about 3.1 
because of lean concentration of zone 1. 
 
 
 
 
 
Fig. 8. Calculation condition (DME, Fuel stratification, 2-zones) 
 
 
 
 
 
 
Fig. 9. Calculation condition (Methane, Fuel stratification, 2-zones) 
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Fig. 10. Histories of in-cylinder gas pressure and in-cylinder gas temperature (DME, Fuel 
stratification, 2-zones) 
 
Fig. 11. Histories of in-cylinder gas pressure, in-cylinder gas temperature and heat release 
rate (DME, Fuel stratification, 2-zones) 
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Fig. 12. Histories of in-cylinder gas pressure, in-cylinder gas temperature and heat release 
rate (Methane, Fuel stratification, 2-zones) 
4. Results and discussion 
4.1 Analysis of reducing maximum pressure rising rate effect and emission feature by 
multi-zone 
Based on result of 2-zone model, reducing gas pressure rate, heat release and emission is 
investigated in combustion chamber when there is more temperature and fuel distribution 
by using the numerical analysis at 5 model-zone to expand and vary the stratification. Using 
the DME and Methane, the relation between CA50% and maximum pressure rise rate is 
shown in Fig..13-16 in condition of average equivalent ratio(φ=0,25) and changing the 
average temperature before the compression from T0=300K to T0=500K. In terms of 
temperature stratification, 5K average pre mixed gas temperature difference was given 
between each zone before compression and computation calculation was conducted in 
condition of T0=20K and T0=40K between highest and lowest zone. On the other hand, in 
terms of concentration stratification, average equivalent ratio(φ=0.25) is set up and 
computation calculation was conducted in condition of Δφ=0.10 and Δφ=0.30 between 
highest and lowest zone. Afterward, this result is compared with condition of equal 
temperature and concentration of pre-mixture gas. Comparing the result of temperature 
difference and concentration in pre-mixed gas, without any relation on amount of  
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Fig. 13. 50% heat release timing and maximum in-cylinder gas pressure rise rate (DME, 
Thermal stratification, 5-zone) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14. 50% heat release timing and maximum in-cylinder gas pressure rise rate (DME, Fuel 
stratification, 5-zone) 
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Fig. 15. 50% heat release timing and maximum in-cylinder gas pressure rise rate (Methane, 
Thermal stratification, 5-zone) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 16. 50% heat release timing and maximum in-cylinder gas pressure rise rate (Methane, 
Fuel stratification, 5-zone) 
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temperature difference, the maximum pressure rise rate is reduced below 50% beside 
homogeneous pre-mixed gas. The reduce rate is getting big, temperature difference is more. 
Its decrease rate is changed in a rage of concentration largely although the maximum 
pressure rise rate is reduced compared with homogenous pre-mixed gas when there is 
density difference. The rage of concentration which obtained reducing maximum pressure 
rise rate result is different comparing between DME and Methane. It can be expected that 
obtained result is different between DME and methane. The reason is that temperature 
difference by the piston compression before the LTR is disappeared and gas temperature 
trace is reversed at LTR end due to LTR existing in DME. In condition of 400K gas average 
temperature before the compression (T0), NOx, CO concentration in emission, combustion 
efficiency and maximum temperature in combustion chamber is shown in Fig. 17-20. The 
effect of temperature and concentration stratification on the emission characteristic was 
discussed by comparing pre-mixed gas with stratified temperature and concentration 
condition and equal temperature and concentration condition as T0=400K, equivalent 
ratio=0.25. Concentration of CO is increased bellow 1500K maximum temperature and NOx 
concentration is increased above 2100K. NOx and CO in emission gas concentration is 
almost same comparing the equal pre-mixed gas because maximum temperature is between 
1500K and 2100K in each zone using DME and Methane existing temperature stratification 
in pre-mixed gas. NOx, CO concentration is getting big comparing with equal pre-mixed gas 
in emission gas because maximum temperature is above 2100K with high equivalent ratio in 
condition of concentration stratification. 
 
 
 
 
 
 
Fig. 17. CO and NOx mole fraction in exhaust gas, combustion efficiency and maximum in-
cylinder gas temperature (DME, Thermal stratification, 5-zones) 
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Fig. 18. CO and NOx mole fraction in exhaust gas, combustion efficiency and maximum in-
cylinder gas temperature (DME, Fuel stratification, 5-zones) 
 
 
 
 
 
 
 
 
 
Fig. 19. CO and NOx mole fraction in exhaust gas, combustion efficiency and maximum in-
cylinder gas temperature (Methane, Thermal stratification, 5-zones) 
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Fig. 20. CO and NOx mole fraction in exhaust gas, combustion efficiency and maximum in-
cylinder gas temperature (Methane, Fuel stratification, 5-zones) 
5. Conclusion 
Chemical reaction numerical computation was conducted by giving a temperature or 
concentration stratification to pre-mixture. The reducing pressure rise rate effect is 
investigated by temperature and concentration stratification in pre-mixture. Choosing the 
DME and Methane that heat release characteristic is different, using the detailed reaction 
scheme and conducting numerical computation in multi-zone, following knowledge is 
affordable.  
1. In condition of stratified temperature pre-mixture, temperature difference of the 
combustion chamber is expanded by piston compression. LTR or HTR occur earlier at 
the zone that gas temperature is higher. 
2. In condition of stratified fuel pre-mixture, temperature difference of the combustion 
chamber is occurred. LTR is occurred earlier in the zone which is lower concentration 
beside HTR is opposite. 
3. In condition of stratified temperature and concentration, maximum pressure rise rate is 
decreased largely as compared with equal condition. Especially, maximum pressure 
rise rate is reduced restricting NOx, CO emission amount in condition of stratified 
temperature which is same as equal condition. 
4. Concentrate stratification control is needed to operate the engine between 1500K and 
2100K in condition of stratified concentration in pre-mixture. 
5. Optimized succeeding investigation what temperature and concentration of 
stratification is most efficient is needed to reduce both maximum pressure rise rate and 
emission together efficiently 
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Ignition Process in a 
 Non-Homogeneous Mixture 
Hiroshi Kawanabe 
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Japan 
1. Introduction 
An auto-ignition process of a non-homogeneous mixture is investigated using a numerical 
calculation based on chemical kinetics and the stochastic approach. This type of auto-
ignition phenomenon is considered as a fundamental process of the initial stage of diesel 
combustion (Ishiyama, et al., 2003) or homogeneous charged compression ignition 
(Shimasaki, et al., 2003). In order to investigate these combustion processes, many numerical 
calculations have been performed and for many of those it has been assumed that the 
ignition process is dominated by the turbulent mixing (Kong and Reitz, 2000). 
However, the fuel-air mixing and chemical reaction progress happen simultaneously for 
these types of combustion processes. Due to the long ignition delay time and high 
homogeneity of the mixture, combustion characteristics, such as ignition delay and 
combustion duration, could be affected equally by non-homogeneity of the mixture, 
turbulent mixing rate and chemical reaction rate. Therefore, the understanding of those 
combustion mechanisms is incomplete due to the complexity of the phenomena in which 
the mixing and chemical processes interact with each other. The main purpose of this 
chapter is to estimate these effects quantitatively using a numerical method. 
Here, n-heptane is assumed as a fuel and its reaction process is calculated by means of a 
reduced mechanism (Seiser et al., 2000). The non-uniform states of turbulent mixing are 
statistically described using probability density functions and the stochastic method, 
which was newly developed from Curl’s model (Curl, 1963). Focusing on the effects of 
mixture heterogeneity on combustion characteristics, such as ignition delay and 
combustion intensity (rate of temperature rise), the evolution of chemical reactions was 
calculated for the mixture in which variance in fuel-mass fraction decreases at given rates 
from the initial value under a fixed mean fuel-mass fraction and a constant pressure. The 
results show that the start timing of the low-temperature oxidation and ignition delay 
period are hardly affected by the equivalence-ratio variation, however, combustion 
duration increases with increasing variance. Furthermore, the combustion duration is 
mainly affected by the non-homogeneity at the ignition and is not much affected by the 
mixing rate. 
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2. Numerical models 
2.1 Mixing model 
In order to describe the homogenization process of a fuel-air mixture by turbulent mixing, 
the statistical state of the mixture is expressed by means of probability density function 
(PDF) and the dissipation process is described by a particle-interaction model. In the 
particle-interaction model, the statistical state f of scalar  at time t is represented by the N 
delta functions; 
     
1
1;
N
n
f t n
N
   

   (1) 
Here, *(n) indicates  value on the nth particle. In the coalescence/dispersion model 
proposed by Curl (1963), the state of f at t + t is calculated from the collision frequency . 
The compositions of a pair of particles, which are selected at random (denoted by n1 and n2), 
change as; 
         1 2 1 21* * * *2t t t t t t t t t tn n n n             (2) 
Then, within the time interval t, this operation is repeated tN times. 
The change in the value of * is sometimes large, especially in the early stages of mixing, 
because it is calculated as the average of significantly different quantities of two particles. 
This tends to cause unrealistic change in the progress of chemical reactions. The modified 
Curl’s model (Janicka, Kolbe and Kollmann, 1979) is one possible method to mitigate this 
tendency. In this method, the scalar exchange of a pair of particles (n1 and n2) is calculated 
from a uniform random number C between 0 and 1; 
 
        
        
1 1 2 1
2 2 2 1
1* * * *
2
1* * * *
2
t t t t t t t t
t t t t t t t t
n n C n n
n n C n n
   
   
   
   
  
  
 (3) 
This operation is repeated 3/2tN times and can describe statistically the same process as 
Curl’s model. However, the value of *t+t still changes significantly if C is near 1. Here, in 
order to avoid a significant difference between *t and *t+t, C is fixed to a value sufficiently 
smaller than unity and the replacement procedures are repeated tN/(2C) times. In order 
to confirm the consistency between the present model and Curl’s model, a mixing process 
was calculated starting from the initial state in which fuel and air are perfectly separated.  
Time change of variance vm for fuel-mass fraction mf distribution is shown in Fig. 1. Here, vm 
is normalized with respect to initial variance vmi and dimensionless time t* = t is used. C = 
0.05 and N = 1000 are adopted. As shown, the time changes of vm/vmi calculated by these 
three methods are completely equivalent. Meanwhile, Figure 2 shows the time change in mf-
PDF. The distributions at smaller t calculated by the present model are similar to Gaussian 
rather than to the PDFs by the Curl’s and modified Curl’s models. 
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Fig. 1. Course of normalized variance vm/vmi against non-dimensional time t* 
 
Fig. 2. Temporal change in PDF of fuel-mass fraction mf 
2.2 Chemical reaction model 
Here, n-heptane is assumed as a fuel and a chemical reaction system is described by a semi-
detailed kinetic mechanism (Seiser et al., 2008[Web]). This system consists of 160 chemical 
species and 1540 elemental reactions, and is selected for reducing computation time. 
3. Results and discussion 
By means of the above-mentioned procedure, an ignition process of non-homogeneous 
mixture with a constant mixing rate is calculated. For simplicity, the calculation is 
performed under a constant pressure. The initial temperature Ti and pressure p are set to 
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Ti = 900K and p = 4MPa. The initial distribution of fuel-mass fraction is Gaussian with a 
mean value mfa and a variance vmi. Figure 3 shows time histories of mean temperature Ta and 
variance vm for the initial condition of mf = 6.22×10-2 and vmi = 4.34×10-5, corresponding to a 
mean equivalence ratio a of unity and the standard deviation of  of approximately 0.1. The 
collision frequency  is varied within the range of 0 s-1 to 10000 s-1. For comparison, the result 
for the case of the homogeneous mixture is also shown. Collision frequency  is usually given 
by  = Cm /k for the PDF model combined with CFD using the k- turbulence model.  
 
Fig. 3. Courses of mean-temperature Ta and vm for the non-homogeneous mixture (a = 1.0) 
Here, k and  represent turbulence energy and its dissipation rate, respectively. Cm is fixed at 
2, therefore,  = 2000 s-1 corresponds approximately to turbulence intensity of 5 m/s and 
scale of 3 mm. For these calculations, the number of fluid particles is fixed to N = 100. 
Generally, as collision frequency increases, the start of heat release by hot flame delays and 
maximum heat release rate increases simultaneously to approach the result of a 
homogeneous mixture. Meanwhile, the time when the temperature reaches 50% of adiabatic 
flame temperature is approximately constant regardless of the collision frequency . The 
reason will be discussed later in Fig. 8. Furthermore, Fig. 4 shows a magnified view of Fig. 3 
around the starting points of heat release by cool flame (marked as ‘A’). The change in mean 
temperature Ta is exactly the same, in spite of the change of . 
Next, in order to clarify the effect of mean equivalence ratio, calculations are performed for 
lean and rich cases. Fig. 5 shows Ta and vm under the conditions of (a) mfa = 3.87×10-2 (a = 
0.6) and (b) mfa = 1.17×10-1 (a = 2.0) for the same  as in Fig. 3. Here, initial value of variance  
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Fig. 4. Temporal changes of Ta due to low temperature oxidation 
 
           (a) mfa = 3.83×10-2 (a = 0.6)                 (b) mfa = 1.17×10-1 (a = 2.0) 
Fig. 5. Effect of mean mass-fraction mfa 
is fixed to vmi = 4.34×10-5. For the two conditions, histories of the mean temperature Ta are 
similar to the result of a = 1.0 in Fig. 3. For the lean case (a), due to the longer delay of hot 
flame heat release, the mixture is thought to be more homogeneous and to provide rapid 
temperature rise. However, the temperature-rising rate at ignition is lower compared to the 
result of a = 1. Meanwhile, for the rich case (b), the variance vm at the ignition is comparably 
large, whereas the temperature rise at the ignition is steep, similar to the homogeneous case.  
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In order to clarify the reason why the temperature-rising rate of the non-homogeneous 
mixture becomes smaller than in the homogenous case, the temporal change of temperature 
T and mass fraction of fuel mf in each fluid particle are examined. Fig. 6 shows the data of  
 
  
 (a) mfa = 3.83×10-2 (a = 0.6)      (b) mfa = 6.22×10-1 (a = 1.0) 
 
 
    (c) mfa = 1.17×10-1 (a = 2.0) 
Fig. 6. Time history of T and mf for each stochastic particle 
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20 fluid particles, which are selected randomly, for (a) mfa = 3.83×10-2 (a = 0.6), (b) mfa = 
6.22×10-2 (a = 1.0) and (c) mfa = 1.17×10-1 (a = 2.0) at p = 4 MPa, T = 900 K and  = 2000 s-1. 
In each fluid particle, hot flame occurs with rapid temperature rise when mf approaches mfa. 
For every case of mean fuel-mass fraction, the hot flame ignition delay varies over a wide 
range, because the mixture contains a variety of fuel-mass fractions. However, the particle-
to-particle variation of the hot flame start time is not determined by the variation in fuel-
mass fraction. 
In order to examine the relation between non-homogeneity and temperature rise rate 
quantitatively, some characteristic times of temperature rise process are defined as shown in 
Fig. 7. Firstly, the time at 50% temperature rising between the initial and adiabatic 
temperatures is expressed as 50 and that at 95% as 95. Next, using these values, temperature 
rise period i and ignition delay time s are defined as below; 
 i = 2 × (50 −95) (4) 
 s = 95 −i (5) 
 
 
 
Fig. 7. Definition of ignition delay time s and combustion duration i 
Based on these values, the ignition processes of non-homogeneous and homogeneous 
mixture are discussed. s, 95 and i (marked by an arrow) are displayed for non-
homogeneous mixtures with average equivalence ratios a of 0.6, 1.0, and 2.0. In Fig. 8, PDF 
for mf at t = 50 is also displayed for each mixture. In addition, the curves of s and 95 
calculated for homogeneous mixtures are drawn. Within this mf-condition, ignition delay s 
of the homogeneous mixture becomes shorter with increasing mf. At the same time, i 
becomes larger for the leaner and richer sides. Here, ignition delay time of each fluid 
particle varies due to the variation of equivalence ratio at ignition, therefore, the 
temperature rise period increases. In addition, mf dispersion becomes larger for the richer 
condition, due to shorter ignition delay time. The change in ignition delay against mf 
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around a = 2.0 is small so that i also becomes smaller in spite of the wide distribution of mf. 
On the other hand, for the leaner side around a = 0.6, the distribution width is narrow, 
whereas s-change against mf becomes larger than in the stoichiometric case. Then i 
becomes longer. 
 
 
Fig. 8. Changes of ignition delay time s and combustion duration i 
In order to confirm the effect of mixing rate on the combustion process, temperature 
histories are compared for different mixing rates at the same mf-variance in the middle of 
hot flame temperature rise, as shown in Fig. 9. The calculation starts with  = 2000 s-1, 
then  is suddenly increased to 10000 s-1 just before the ignition. The obtained 
temperature history differs from that of  = 10000 s-1 and is similar to that of  = 4000 s-1, 
whose variance of mf-PDF at 50 is nearly equal to this  jumping-up case. This result 
shows that the rate of temperature rise is strongly affected by the mf-distribution at 
ignition rather than the mixing rate. Fig. 10 shows the correlation plots of (a) iand (b) 
ivm50. Here, vm50 represents the variance of mf-PDF at 50. In this case these plots are 
calculated for wide ranges of vmi, Ti and  with fixed p = 4.0 MPa and mfa = 6.22×10-2 (a = 
1.0). For the plots on (a), i scatters widely even at the same , however, for (b), the plots 
distribute on a certain curve. This indicates the great influence of mf variance on 
combustion duration. 
A similar calculation is performed for the case of longer ignition delay and lower 
temperature rise rate, which is set by mfa = 1.95×10-2 (a = 0.3), p = 2.0MPa and Ti = 900K.  
In this case, the mixture is comparably lean and ambient pressure is low so that s and i 
become much longer than in the case shown in Fig. 3. Fig. 11 shows the results for = 0 s-1, 
200 s-1, 400 s-1, 1000 s-1 and 2000 s-1. Here, the ignition delay time is longer, therefore, mixture 
at ignition becomes more homogeneous for the case of  > 2000 s-1. The ignition delay time 
s and temperature rise rate become larger with increasing mixing rate, which is similar to 
the results shown in Fig. 3. Also, 50 is almost constant against . 
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Fig. 9. Effect of collision frequency  on combustion duration 
 
  
                       (a) i- Correlation                       (b) i -vm50 Correlation 
 
Fig. 10. Correlations between combustion duration i - collision rate  and i - mass variation 
at t = 50 
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Fig. 11. Courses of mean-temperature Ta and vm for PCCI-like condition 
4. Conclusion 
An auto-ignition process of a non-homogeneous mixture in fuel concentration was 
fundamentally investigated by means of a numerical calculation based on chemical kinetics 
and the stochastic approach. The auto-ignition process of n-heptane is calculated by means 
of a semi-detailed mechanism and the non-uniform state of turbulent mixing is statistically 
described by means of probability density functions and the stochastic method. The 
following conclusions are derived from the results: 
1. For the auto-ignition process of a non-homogeneous mixture during the mixing 
process, ignition delay time of the cool flame is almost constant against the mixing rate. 
On the other hand, ignition delay time of hot flame becomes longer with increasing 
mixing rate. This is because the hot flame ignition delay is more sensible to equivalence 
ratio than the cool flame delay. 
2. For the temperature rising process of hot flame, start points of heat release vary 
depending on equivalence ratio in a non-homogeneous mixture. Therefore, the rise 
period increases with increasing non-homogeneity. Also, the temperature rise rate due 
to heat release of hot flame increases with increasing mixing rate. 
3. The tendencies described above are the same for the case of changing equivalence ratio, 
initial temperature and pressure. 
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4. Ignition delay time of each fluid particle varies due to the variation of equivalence ratio 
at ignition, therefore, the temperature rise period increases. In addition, the 
temperature rise rate becomes larger with decreasing variance of fuel-mass fraction 
distribution. 
5. Nomenclature 
C: Coefficient of modified Curl’s model 
Cm: Coefficient of turbulent mixing 
f: Statistical state function 
mf: Fuel-mass fraction 
mfa: Mean value of mf 
N: Total number of fluid particles 
t: Time 
t*: Dimensionless time 
p: Pressure 
T: Temperature 
Ta: Mean temperature 
Ti: Initial temperature 
vm: Variance of mf 
vm50: vm at τ50 
vmi: Initial value of vm 
: Delta function 
: Scalar 
a: Mean equivalence ratio 
50: Time at 50% temperature rise 
95: Time at 95% temperature rise 
i: Combustion duration 
s: Ignition delay of hot flame 
: Collision frequency 
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Chemical Kinetics in Cold Plasmas 
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1. Introduction  
The chapter deals with the chemical kinetics in the gas-phase of cold plasmas. After a 
section concerning cold plasmas and the modeling scheme of the chemical kinetics 
happening in their gas-phases, the text will focus on hydrocarbon plasma chemistry. After a 
general review of the chemical kinetic pattern, we discuss several features presenting 
applications to two main fields, carbon film deposition by radiofrequency low pressure 
plasmas (discussing a typical Plasma Enhanced Chemical Vapour Deposition process) and 
hydrogen reforming by atmospheric pressure plasmas. 
As for the first topic, methane and other light hydrocarbon plasmas are of great interest in 
industrial applications, in particular in the chemical vapor deposition processes. 
Amorphous carbon and diamond-like thin films, suitable for mechanical and electronic 
applications can be prepared using low pressure discharges of  hydrocarbon gases . The 
research in this field is mainly devoted to the understanding of the nature of the film  
growing mechanism but in spite of intense experimental and theoretical work it is not yet 
fully understood which species are responsible for the deposition process.  
New data concerning the interaction of ions and hydrocarbon radicals allow to have a quite 
complete mapping of the relevant reaction rates in an Ar/CH4 plasma by now and it is 
possible to investigate the effect of the chemical kinetics in such a system and eventually to 
identify the gaseous precursor of the chemical species incorporated in the deposited film. 
We have modeled the gas-phase chemistry of a typical radio frequency CH4/Ar plasma 
used for the deposition of diamond and diamond-like carbon films, with the aim of 
understanding the effects of the chemical kinetics of argon ions and metastables.  
As for the second topic, hydrogen reforming from methane is up to now the most viable 
source for large scale as well as localized production of hydrogen for fuel cell systems. 
Conventional reforming is carried out thermally in oven with oxygen and steam or using 
catalytic beds, but the development of more compact devices is actively pursued too. 
Plasma reformers based on different kind of discharges, as arcs, microwave plasmas and 
dielectric barrier discharges have been investigated so far. We present recent results 
concerning the viability of a hydrocarbon plasma reforming process to produce a 
hydrogen enriched gas-mixture based on atmospheric pressure discharges operating in 
the spark regime. 
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2. Plasma chemical kinetics 
Plasmas are gas phase systems where a consistent fraction of molecules is ionised and free 
electrons move around interacting under electromagnetic forces in a collective fashion 
(Raizer, 1991). Considerable energy could be delivered to the charged components through 
their electric interactions. Part of this energy could be used also to promote chemical 
reactions  between neutral molecules in the gas phase. Then plasmas could become 
interesting gas chemical reactors. The specificity of the gas and plasma dynamics makes 
them suitable for material processing and atomic chemistry (Lieberman, 1994). Besides a few 
examples, mostly in natural environment, plasmas are systems far from thermodynamic 
equilibrium. Then different energy content is normally found in electrons, charged and 
neutral components. In particular, when only electrons have energies far exceeding set 
temperature, plasma could be named cold, since its heat capacity is usually very low and 
thermal load is limited (Raizer, 1991). Chemical kinetics in such systems and their 
modelization are a fascinating field of applied research, crossing the borders of plasma, 
atomic physics and chemical engineering.  
2.1 Modeling of the gas-phase evolution in cold plasmas  
In a plasma reactor fed with a gas mixture several different  processes are at work, as 
summarized in the scheme of fig.1 for the argon/methane system (Riccardi, 2001). In a cold 
plasma the characteristic discharge chemistry processes are mainly driven by free electrons 
which are by far the most energetic particles in the reactor, and include (Mc Daniel, 1993): 
a. ionization reactions producing further free electrons and positive ions; 
b. electronic transitions to excited energy levels responsible for the rich light emission 
spectra of the discharges, molecular excitations of reactive vibrational and rotational 
states; 
c. molecular dissociation with production of highly reactive free radicals; 
d. electron attachment, particularly important in electronegative gases. 
The gas mixture composition in the reactor is determined by the chemical reactions between 
the reactive species and by the transport processes. The transport depends on the 
hydrodynamical flow driven by the pumping system, by the diffusion of the neutral and 
charged species towards reactor walls and by the surface interactions at gaseous-solid 
interface. The last process includes adsorption of gaseous species, which eventually react 
with the surface atoms, desorption of volatile species generated in the solid lattice and 
sputtering due to energetic particles, mainly ions impinging onto the surface after being 
accelerated by the sheath at the walls. A detailed simulation of the reactor performances 
requires the knowledge of several molecular mechanisms. Some of them are only poorly 
known such as the ones crucially depending on the surface structure and composition 
(physical and chemical adsorption, sputtering yields). Moreover the active processes are 
each characterized by its own times and magnitude, thus implying a considerable degree of 
complexity. Therefore in order to keep  the problem manageable some approximations are 
badly needed. As far as it concerns the plasma, we point out that the characteristic times 
ruling the discharge development are very short (for instance, when radiofrequency is 
employed as discharge supply unit using 13.56 MHz commercial frequency, the RF cycle 
period is 74 ns, the confinement time for electrons drifting to the walls is about a few µs) 
compared to the ones governing the radical species transport and the gas-phase reactions: 
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therefore the plasma produced in the reactor can be considered in a quasi-stationary state 
determined by the external working parameters (pressure P, flowrate Q and discharge 
electric power W) and slowly adapting to the changements in the neutral species 
concentration. 
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Fig. 1. Chemical kinetics in a CH4-Ar plasma, main chemical species and processes.  
Therefore the plasma evolution decouples almost completely from gas kinetics.  The 
chemical kinetics of plasma driven processes to be considered in the model can be then fully 
characterized by prescribing the correct plasma state as an external condition, setting as 
parameters the electron density ne(r,z,t) and their energy distribution function EEDF fE(r,z,t). 
Despite several processes are involved in the electron energy losses, due to the rich 
molecular structure of the gas, the measured EEDFs appear in most of the cases 
approximately Maxwellian and therefore can be parameterized simply by an electron 
temperature Te(r,z,t) making easier the comparison and the analysis (Raizer, 1991). Outside 
of this scheme remains the connection between such microscopic parameters and the 
external operative ones, which should be assured by the analysis of the experimental data or 
by a dedicated plasma discharge modeling. However, in general, phenomenological 
relations hold. For instance, at fixed pressure, the electron density ne comes out  to be nearly 
proportional to the electric power feeding the discharge, while the electron temperature Te is 
almost independent of it (Rhallabi, 1991). 
The problem of determining the evolution of the concentration of the different n chemical 
species (neutral and charged) can be managed by writing the balance equation for each 
density nk(r,z,t) of the k-th species: 
    k k kdn n   ndt      (1) 
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where at the left hand side there is the total time derivative. The first term Π (k) consists of 
the sum of all production processes of the k-th species, due to both chemical reactions, in the 
gas phase or at the reactor surface, and to the external gas fed, and it can be written as 
 
N N
k i j l
i j 1 l 1
(n ) K(i j k)n n K(l l(w) k)n Q(k(in) k)
  
           (2) 
where K are the reaction rates for the gas phase reactions and the effective rate for the 
surface ones (consisting of the chain process: adsorption of species l, reaction at the surface 
and desorption of species k) and Q is the flowrate. In the same way the contributions to the 
loss term of the k-th species are the destruction of k in a gas phase reaction, the diffusion 
followed by adsorption at the reactor surface and the pumping outside. 
  
N
2 k
k k i k
toti , j 1
n(n ) K(k i j)n n D(k k(w)) n Q(k k(out))
n
          (3) 
where D is the diffusion coefficient of  the k-th species. In parallel a simulation of the 
hydrodynamical flow should also be performed, so that the right velocity field can be 
inserted in the total derivative in order to close the system of differential equations. For the 
sake of simplicity, in a preliminary stage where the focus is mainly on the chemical kinetics 
effects, some other approximation is worthy. 
Since in normal operative conditions (for instance in a low pressure gas flow, P=0.1 mbar, 
Q=50 sccm (Rhallabi, 1991)) the Reynolds number is small, a simple laminar flow in a 
cylindrical tube is an adequate representation of the reference reactor hydrodynamics. 
Moreover it is in general appropriate to distinguish between cases where the flow velocity 
exceeds the diffusion one from the opposite. From a chemical engineering point of view, 
indeed it means that the model can be formulated as a plug-flow or a well-mixed reactor 
(Benson, 1982; Smith, 1987). The gas-phase composition in the reactor is then determined 
only by the chemical reactions among the reactive species and the transport processes to the 
walls. In low pressure cold plasmas the former is more common. As a reference,  the flow 
velocity V in a 10 cm diameter tube, at P=0.1 mbar and Q=50 sccm, is about 1 m/s and 
exceeds the diffusion one (Vdiff ~ D/2R where R is the vacuum chamber radius). Indeed the 
so-called Peclet number Pe is about 5. So, it is implied that a plug-flow approximation, that 
is neglecting diffusion in the flow direction is appropriate. As a result the geometry is slab 
and the total derivative simply reduces to a single derivative along the streamline z. The 
equations can be further simplified treating the diffusion process according to a scheme 
discussed in literature (Chantry, 1987). It implies, in short words, in approximating  the 
transverse (in a cylinder, radial) profile of the concentration as the first normal mode 
dictated by the reactor chamber geometry (in our cylindrical geometry, this leads to the use 
of the Bessel function J0(kr)). Within this approximation diffusion should be considered only 
for species that can be absorbed at the surface (for which the so called sticking coefficient S 
is not zero) and its contribution to the loss term becomes 
 
D2D(k k(w)) n (r,z) n (z)k k2     (4) 
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where the coefficient  Λ  depends only on geometrical factors and on the sticking coefficient 
S of each chemical species (Chantry, 1987). This formulation leads to the substitution of  the 
Laplacian operator with an effective diffusion length and makes the system of balance 
equations only dependent from a single independent variable, here the distance along the 
streamline, or time in a well mixed formulation. So linearized this differential equations 
system can be integrated by means of standard numerical techniques, for instance using an 
adaptive Kutta-Runge routine, or other finite elements methods (Press, 1985). Additional 
computing time can be saved, especially in the early steps, by using as variables the 
logarithm of density and of time, thus effectively smoothing the system. As a result a 
complete mapping of the gas-phase composition and of the flows towards the surfaces 
could be obtained. The bulk of the modelization then stays in the collection of the relevant 
reaction rates at the low pressure conditions of the experiments. The most critical are ions 
and electrons interactions, since coherence with the underlying plasma state could not be 
taken for granted. Electron detachment should be added for completeness, even if it comes 
out that it plays a minor role in negative ion kinetics. Diffusion coefficient for ions can be 
extracted from mobility studies and as far as concerns the sticking coefficients S, the value 
S=1 is appropriate for charged particles. The introduction of a dedicated charge balance 
equation avoids the unphysical violation of the quasi neutrality of the bulk plasma affecting 
many existing and published simulations (Kline, 1989). This is badly needed whether one 
would take properly into account the ion recombination on the surface. It turns out that this 
is an important source of radicals since new data indicate that the electron recombination of 
molecular ions can be a strongly dissociative process (Semaniak, 1998; Riccardi, 2000). Even 
in the case of ion diffusion to surfaces, ions recombine with electrons on the wall, so that 
neutrals are back injected in the plasma.  
2.2 Low pressure radiofrequency plasmas 
Simulation of the chemical kinetics of a CH4/Ar radiofrequency (RF) discharge at low 
pressure, is a typical case study of cold plasmas modelling. As a reference we consider, having 
in mind the actual experiments performed in literature, a cylindrical vacuum chamber. The gas 
flows along the cylinder axis and enters the plasma region through a grid electrode. There an 
uniform plasma (for the sake of simplicity, however it is straightforward to include in the 
simulation any longitudinal profile) is present. After reaching the second electrode, the neutral 
gas exits the plasma region. Downstream only neutral reactions could happen. The discharge 
balance is supposed to be assured by the compensation of the bulk ionization rate and the 
radial (ambipolar) diffusion of charged particles towards the walls. For the sake of simplicity it 
was assumed that the steady plasma condition can be described by an uniform electron 
density and temperature in the discharge region. The characteristic plasma chemistry 
processes, which are mainly driven by high energy electrons, include ionization, dissociation 
with production of highly reactive free radicals and transition to excited states. Besides the rich 
emission spectra of the discharge, these processes produce highly reactive metastable (i.e. long 
lived) species. In particular argon could trigger very interesting chemical kinetics effects due to 
its metastables (Tosi, 1995). Such processes can be taken into account by prescribing the correct 
plasma state as an external condition, by setting the electron density ne and temperature Te as 
parameters. The model discharge parameters could be related to external operating 
parameters in order to make comparison with existing experiments. For instance, an electron 
temperature of 4 eV has been estimated from the solution of the Boltzmann equation in pure 
methane for radiofrequency plasmas at a power level of 50 W, a value that agrees with 
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experimental data (Rhallabi, 1991). A change in this parameter will affect mainly the different 
weight of electron impact reaction channels, at first the balance of ionization and neutral 
dissociation. As for the estimate of the electron density, one could solve the global energy 
balance equation (Rhallabi, 1991). A change in this parameter will affect mainly the 
dissociation degree reached by the end of the plasma region. In general, during experiments it 
is preferred to have moderately high flow velocity and short residence times. This assures that 
a uniform and steady flow of precursors is delivered to the downstream target, which is 
mandatory whether steady deposition is needed and uniform growth of the thin film is to be 
assured. As discussed above the model will be formulated as a plug-flow reactor model 
(Benson, 1982).  
2.3 Spark discharges at atmospheric pressure  
The second cold plasma system whose chemical kinetics we would like to discuss is the so 
called spark discharge (Raizer, 1991). This kind of  intermittent discharge is produced by 
means of a d.c. high voltage supply when it is applied between two facing metal electrodes 
and it is controlled with a suitable external circuitry. Sparks are rapidly quenched inhibiting 
transition to arc, while the produced plasma state lasts enough to efficiently process a gas 
flow. Below we will discuss application to hydrogen reforming using an hydrocarbon flow.  
As a reference we consider a setup where the two electrodes are coaxial cylinders, the 
external hollow, and in the space between them the gas flows and the discharge takes place. 
Due to the limitation in the output current provided by the generator and the external 
circuit impedance, which inhibits the development of a burning d.c. arc (Raizer, 1991) the 
discharge assumes an intermittent character, consisting of individual events of electrical 
current flow of limited amplitude and time, the sparks. The system shows intense current 
bursts with a limited duration, separated by dead times, corresponding to a sequence of 
spark discharges. Although not exactly constant, both the shape, the amplitude, the duration 
and the repetition rate of bursts are comparable and fairly cyclic. The spatio-temporal 
structure of such discharge events is displayed in fig. 2, where a frame recorded by a 
commercial CCD camera (Nikon Coolpix-4500, 30 fps, exposure time 2 ms)  is compared 
with the time series of the discharge current, in a spark device developed at the laboratory 
of the authors (Barni, 2009). While the pattern of the single discharge is somewhat fuzzy, it 
appears that most of the flow cross-section is affected by the discharge and emits light. This 
is obtained with the insertion of a high external circuitry resistance. This opens the way for a 
simulation of the gas phase evolution using monodimensional approximations, extending 
the low pressure modelling to the new situation. From the geometrical point of view, the 
model formulation used treats the spark channel as a rectangular prism with the axis 
parallel to the electric field and a square cross-section, aligned with the gas streamlines. The 
actual value of the spark size l is treated as a free parameter of the simulation. Here the 
value was fixed to the experimentally estimated spark diameter, l = 500 μm. The 
contribution of the electrons to the discharge chemical kinetics depends on their local 
density and energy distribution. Both can be linked to the local amplitude of the electric 
field Es. Although it is possible to predict the shape of the electric field in a given electrode 
setup and this could depend also on the position along the spark path, the differences are 
not large, and we chose to neglect them, assuming uniformity along the spark path. This 
implies that simulations assume a constant value for both the electron density and their 
mean energy. In the simulations, both parameters were varied in an extended range, which 
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easily includes realistic values of the local electric field. In particular it includes density 
scaled electric field strength Es/N in the range 0–200 Td (1 Td = 10−21 V m2). In order to 
estimate the average electron density in the spark channel, we have neglected the 
contribution of ions to the measured discharge current. Under such approximation the 
current is determined by the size of the discharge section and the electron mobility as a 
function of the electric field, which was taken from literature for pure methane (Davies, 
1989). This should be approximately right also for argon/methane mixtures, since mobility 
at the same electric field increases by a merely 10% even in pure argon. The other parameter 
which affects the chemical kinetics is the mean electron energy distribution function (EEDF) 
in the spark channel. We have assumed a Maxwellian EEDF, described by a single 
parameter, the electron temperature Te. This can be easily connected with the mean electron 
energy, which is determined by the local electric field through the Boltzmann equation 
(Raizer, 1991).  
 
 
 
Fig. 2. Spark discharge in a hollow cathode setup, with  the time evolution of the current.   
3. Hydrocarbon plasma chemical kinetics 
Methane and other light hydrocarbon plasmas are of great interest in industrial applications, 
in particular in the chemical vapor deposition processes (CVD) and specifically in plasma 
enhanced deposition (PECVD). Amorphous carbon and diamond-like thin films, suitable for 
mechanical and electronic applications can be prepared using low pressure discharges of  
hydrocarbon gases (Angus, 1988). The research in this field is mainly devoted to the 
understanding of the nature of the film growing mechanism but in spite of intense 
experimental and theoretical work it is not yet fully understood which species are 
responsible for the deposition process. Different growth species have been proposed, such 
as CH3, C2H2, C, C2, and CH, depending on the chemical kinetics pattern in the discharges. 
As an example we discuss the topic of the doping of CH4 with Argon. Doping with Ar or Ne 
shows marked changes in the film properties (Gruen, 1995).  This means that rare gases can 
significantly affect the plasma composition, opening new possibilities through their 
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additional ion or metastable excited atom chemical reactions. This makes largely interesting 
the study of the chemical kinetics in such plasmas. A significant advance was made possible 
after a rather complete survey of the charge exchange cross-section and its branching ratios 
between argon ions and methane have also been performed. As a result, a quite complete 
mapping of the relevant reaction rates in an Ar – CH4 plasma now exists and it is possible to 
investigate the effect of the chemical kinetics in such a system and eventually to identify the 
gaseous precursor of the chemical species incorporated in the deposited film. 
3.1 Radiofrequency plasmas in argon/methane mixtures   
We have then modeled the gas-phase chemistry of a typical radio frequency CH4/Ar plasma 
used for the deposition of diamond and diamond-like carbon films, with the aim of 
understanding the effects of the chemical kinetics of argon ions and metastable (Riccardi, 
2000). Moreover, since the role of the walls and in particular of the ion transport processes is 
generally neglected, we have also tried to quantify its contribution to the plasma 
composition and to the formation of the radical species of interest. We find that the most 
abundant carbon containing radical is CH3 in pure methane discharges, but it is the carbon 
dimer C2 in discharges of methane highly diluted by argon. Thus we propose that the 
gaseous precursor of the film is CH3 in methane plasmas, and C2 in CH4/Ar plasmas. This 
proposal resolves outstanding discrepancies between experimental observations,  that can 
now be rationalized by considering two different growth species (Shih, 1993). The analysis is 
performed through the implementation of the theoretical (numerical) model for the 
chemical kinetics simulation of the Ar/CH4 plasmas, discussed above. The model is able to 
predict the neutral and charged species densities along the vacuum chamber as a function of 
several parameters, like operating pressure, flowrate, feeding mixture composition, RF 
power. We have solved the balance equations for the density of 16 neutral species and 15 
ionic species by considering 194 chemical reactions and 15 electron-ion surface 
recombination processes. A cylindrical vacuum chamber (22 cm-diameter) was modeled. 
The gas flows along the cylinder axis (z) and enters the plasma region through a grounded 
grid, which acts as reference electrode for the discharge. After reaching the driving electrode 
(located downstream and 4.5 cm apart from the grid), the neutral gas exits the plasma 
region, pulled by the pumping system. An uniform flowrate is then supposed everywhere. 
As already discussed plasma chemical kinetics is mainly determined after prescribing the 
correct plasma state as an external condition, by setting the electron density ne and 
temperature Te as parameters. The discharge parameters considered here lie in the range 108 
−1010 cm−3 for the electron density and 3−6 eV for the electron temperature. Here we 
consider an electron temperature of 4 eV as a reference. Such a temperature was used also in 
the simulation of Ar/CH4 mixtures unchanged. Such a choice allows to identify pure 
chemical effects and to distinguish them from those simply arising from the different 
dissociation degree. For the sake of a realistic physical picture, we cannot neglect however 
that it is expected that Te should increase with the Ar fraction due to the higher ionization 
potential of argon. The conditions imagined in our setup are consistent with moderately 
high flow velocity (Vflow ∼ 30 cm/s for a flow rate of 120 sccm) and short residence times, 
of about 0.2 s. Then the plug-flow reactor model is a realistic choice for the simulations. In 
fact, in the low pressure range here considered (actually P = 0.2 mbar was used), the flow 
velocity exceeds the diffusion one, making negligible the mixing along the flow direction, as 
assumed in the model. The evolution of the concentration of the different N species in the 
gas phase is then determined by integrating each balance equation for the density nk of the 
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k-th species, along the cylindrical axis z. Densities of the most abundant neutral species in a 
pure CH4 plasma are shown in figure. As could be expected the result is the finding that 
starting from pure methane the most abundant species at the end of the plasma region, are 
CH4, H, CH3, H2, C2H2, and C2H4. Methyl radical is the most important reactive species that 
gets involved in the film deposition and growth. Atomic hydrogen will intervene mainly as 
an etching agent, controlling the H content in the film. The chemical kinetics pattern appears 
completely different when highly diluted mixtures of methane in argon are considered. 
Densities of the most abundant neutral species in CH4 and 1% CH4/Ar plasmas are shown 
in figure. 
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Fig. 3. Evolution of the neutral gas-phase in a pure methane plasma 
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Fig. 4. Evolution of the neutral gas-phase in a 1% methane in argon plasma 
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The most striking result is the finding that while starting from pure methane the most 
abundant species at the end of the plasma region, are CH4, H, CH3, H2, C2H2, and C2H4, in 
the case of an initial composition given by 1% CH4 diluted in Ar, the most abundant species 
in the plasma are Ar, H, C2, and H2. Reactions responsible for such behavior are mainly 
those of metastable argon. In fact Ar* increases significantly the dissociation of methane, 
producing CHx radicals. The chemistry of these species eventually produces C2H2 and C2H4, 
thus forming the strong C-C bond. Successive dissociative processes involving C2Hx species 
finally result in the production of C2. This kinetic chain is inhibited by CH4 and therefore 
proceeds only if most of methane has been dissociated. This finding is coherent with recent 
experimental observations indicating that high fractions of argon in H2/Ar/CH4 plasmas 
result in an increase in the C2 concentration (Riccardi, 2000). Above results have been 
obtained by considering ion recombination and subsequent neutral species desorption from 
the surface.  
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Fig. 5. Evolution of the neutral gas-phase in different methane/argon plasmas. 
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The transition between a CH3 to a C2 dominated gas-phase happens at increasing dilution in 
the initial gas mixture, as it can be seen by figures above. The kinetic chain inhibition by 
methane could be appreciated by enlarging the horizonthal axis, using a log scale. In this 
way the fast evolution in the initial steps could be appreciated. The formation of C2Hx 
radicals proceeds indeed only after most of methane has been dissociated. The development 
of the discharge gas-phase in the early times can be appreciated in figure.  
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Fig. 6. Expanded evolution of the neutral gas-phase in a 1% methane in argon plasma 
As for the charged species in the plasma gas-phase, they show interesting trends too. Our 
simulations indicate that, in pure methane, the most abundant ion species are CH3+, CH4+, 
C2H4+ and C2H5+.  
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Fig. 7. Charged species in plasmas of methane and argon diluted methane.  
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The CH5+ ion, whose density initially appears to be comparable to that of these other ions, 
decreases along the flow, being quickly removed by ethylene and atomic hydrogen. This 
picture closely resembles the findings obtained by direct mass spectrometric analysis 
(Matsukura, 1996). Another important aspect concerns the ion contribution to the chemical 
kinetics pattern. Common wisdom favours a minor effect of ion chemistry due to very small 
concentrations of charged species respect to the neutral ones. Results discussed so far have 
been obtained by considering a null ion sticking coefficient, so that the ion recombination is 
taken into account and the proper neutral species are desorbed from the surface for each ion 
impinging on the walls. For comparison, next figures show the corresponding results 
obtained by assuming complete ion absorption. It is clear that ion recombination processes 
on the surface contribute significantly to the density number of a few species, in particular 
in pure methane about 20% of the CH3 comes from the walls.  
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Fig. 8. Evolution of the neutral gas-phase in different methane/argon plasmas when 
complete ion sticking is considered. 
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Even more striking is the effect in the Ar/CH4 plasma where the C2 density is reduced by 
about one order of magnitude in the case of unitary sticking coefficient and the majority of 
carbon atoms, initially fed through CH4 molecules, are adsorbed as ionic species on the 
walls. This is clearly at variance with the common belief that ion chemistry can be neglected 
as ion densities are typically lower than those of neutrals by many orders of magnitude. On 
the contrary, though ions are much less abundant than neutrals, the cumulative effect of the 
ambipolar diffusion transport cannot be neglected in those cases where the interaction with 
the walls is expected to play a role. At each plasma condition there is a dilution level at 
which a sharp transition in the final gas-phase composition happens. For our conditions it 
could be appreciated from the data at different Ar concentrations, reported in figure. In the 
end we show also the effects of physical parameters of the discharge, that is the electron 
density and temperature on the evolution of the gas phase. The first has only a rescaling 
effect, increasing the velocity of the dissociation, without affecting the transition 
concentration. The latter affects also the transition since the relative levels of CH3 and CH4 
depend on the electron temperature, as it could be grasped from figure. 
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Fig. 9. Evolution of the neutral gas-phase as a function of the electron density and 
temperature 
3.2 Hydrogen reformer based on spark discharges 
Hydrogen reforming from methane is up to now the most viable source for large scale as 
well as localized production of hydrogen for fuel cell systems. Conventional reforming is 
carried out thermally in oven with oxygen and steam or using catalytic beds but the 
development of more compact devices is actively pursued too. Electrical discharges at 
atmospheric pressure are widely used in applied research for instance in material surface 
processing and pollutant waste disposal. Their application for the promotion of chemical 
reactions as alternative to conventional process has emerged too. In particular atmospheric 
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pressure plasmas have been suggested as hydrogen reforming devices, based on arc 
discharges, microwave plasmas and dielectric barrier discharges (Paulmier, 2005).  
Here we present a discussion of hydrogen reforming using a pulsed spark discharge in an 
air/methane mixture (Barni, 2006).  The simulations have been developed to help in the  
experimental research, using an already existing electrode setup, which was designed for 
burning a continous arc discharge. It consists of a cathode, an hollow pin of copper ending 
with a tungsten tip, and an anode, a block of copper with a shrinking cylindrical cavity 
surrounding coaxially the cathode (Barni, 2009). Details of the setup relevant for the model 
build-up are discussed briefly here. The anode is mantained fixed at a distance from the 
cathode which is 1.2 mm at the closest location. A gas flow passes through the electrode gap, 
entering from three small holes at the beginning of the cathode. Technical (dry) air and high 
purity methane, were used to prepare the controlled air/methane mixtures employed. High 
purity methane and technical air (80% N2, 20% O2) have been used, to avoid contamination 
from impurities and water vapour in the environment atmosphere. A termocouple was 
inserted downstream in order to measure the temperature of the outgoing gas. No effort 
was made to fix the electrodes temperature, although this was technically feasible, partly 
because heating should increase methane decomposition and partly in order to maintain the 
system setup simple. Light emitted from the discharge is collected and analysed in a low 
resolution spectrometer. This allows to measure integrated emission spectra of the 
discharge, which give access to information about the composition of the produced gas-
phase in the discharge. Initially the simulation targeted only argon/methane mixtures 
which were much simpler to simulate. Results of the modeling will be discussed here. The 
parameters were: a gas mixture of 4% CH4 in argon, a flowrate Q = 2600 sccm, an electron 
density of 5.6 × 1015 cm−3 and an electron temperature Te = 2.6 eV (Barni, 2006). At such 
dilution a complete transformation of methane in hydrogen and carbon is obtained. 
Recombination of neutral radicals happens quickly downstream the discharge region, 
producing an outgoing flow composed of hydrogen with less than 10% of heavy 
hydrocarbons. The transition in the gas-phase composition is very fast (in the first 81 nm 
corresponding to 87 ns).  
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the spark. 
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For the discharge simulation described above the conversion factor C was 94.61%. However 
the predicted efficiency of the device is only 0.14% which depends on to the very small duty 
cycle of these discharges. It is interesting to notice that the chemical kinetics in the neutral 
gas-phase favours the polymerization of heavier hydrocarbons, here included all as C4Hx 
radicals, with a small hydrogen content. This is driven by a trade off between the 
hydrocarbon radicals reactions, which favours the formation of C-C bonds (for instance the 
fast CH + CH → C2H + H) and the dissociation processes, which preferentially leads to 
hydrogen abstraction rather then to C-C bond breaking. In next figure the conversion factor 
as a function of the plasma parameters is shown. The conversion factor C reaches a 
maximum (∼98%) and then decreases slightly, as electron density rises.  A sharp drop in the 
conversion is observed for lower density. Indeed at a relatively low density the chemical 
kinetics is slowed down and complete transition cannot be accomplished before the flow 
exits outside the discharge region. A similar trend is reported by changing the electron 
temperature. Again the conversion factor is almost independent on the effective value of Te 
in a wide range (more than 90% for Te between 2 and 5 eV). However, for low temperatures, 
the conversion factor drops, reaching a mere 16.7% at 1.5 eV. 
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Fig. 11. Conversion efficiency of spark discharges depending on plasma parameters.  
4. Conclusions 
A chemical kinetics modeling scheme suitable for cold plasmas simulations has been 
presented. The model was used to study the chemical kinetics of hydrocarbon plasmas in 
particular the effect of argon dilution. The results obtained have been used to discuss the 
composition of the gas phase and the possible precursors for carbon thin film growth. The 
model was then used for atmospheric pressure spark discharges as a system for hydrogen 
reforming with plasmas. These examples show that important and significant aspects 
determined by the chemical kinetics effects could be investigated through simulations. Then 
they could prove worthy in order to study the applications of plasmas as  processing 
reactors.   
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1. Introduction  
The chapter, after a general introduction concerning plasmas produced in air at atmospheric 
pressure,  describes the chemical kinetics happening in the plasma gas-phase, focusing on 
the nitrogen oxides mechanism of formation and elimination. After a general review of the 
chemical kinetic pattern, we discuss dielectric barrier discharges and their use for NOx 
remediation. In fact, research concerning the use of plasmas for the promotion of chemical 
reactions has emerged as one of the most prominent application field. Gas treatment aimed 
to toxic waste disposal or to pollutant emission reduction is an important field where 
plasma processing can prove to be a very effective technology. We have studied the 
characteristics of plasma reactors based on dielectric barrier discharges (DBD) operating in a 
streamer regime, as well as those based on high voltage electrical discharges  operated in an 
intermittent spark regime. Both kind of discharges have been considered for the promotion 
of chemical reactions aimed to nitrogen oxides removal form a diluted gas flow. Detailed 
modeling of the chemical kinetics happening in an air plasma gas-phase has been 
investigated in our previous research. The evolution of the gas-phase composition during 
and after the interaction in the discharge region was calculated under different operating 
conditions. The results have been used to predict the NOx reduction achievable and to study 
the role played by the different discharge parameters in order to determine the optimal 
interaction between plasma and gas mixture. Comparison between streamer and spark 
discharges could be performed too. 
2. Discharges at atmospheric pressure 
Let’s consider a system where at least two electrodes (conductive, in general metal surfaces) 
are separated by a gap filled with air at atmospheric pressure. Then one of the electrode 
electrical potential is increased respect to the second, which we could suppose, without any 
lack of generality to be grounded. An electric field arises in the gas gap, whose magnitude 
and space distribution depend on the potential applied and the geometry of the system. At 
large enough values of the field a discharge could spark in the gas. When an electrical 
breakdown happens in atmospheric pressure air the discharge quickly evolves towards to a 
condition allowing large electric current flows and strong heating of the gas. Self-sustaining 
discharges at such high pressure could not develop as the usual glow regime, since heating 
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and ionization instability leads to the contraction of the discharge electrical current channel 
and, if the system could sustain it, the discharge evolves to a so called arc. Under such 
conditions the air in the gap becomes very hot, reaching a few thousands of K and electrical 
current could exceed hundreds Ampers (Raizer, 1991). 
These kinds of discharges have interesting chemical kinetics in their own, being almost 
thermal equilibrium systems, but their behaviour as chemical kinetics reactors bears more 
resemblances with that of a hot gas than of a plasma. Moreover such devices require very 
large power and the high temperatures imply a considerable stress of the materials used, 
which somewhat limits their use as processing tools in material chemistry.  
2.1 Corona and radiofrequency discharges 
More interesting from the point of view of plasma chemical kinetics is another kind of 
discharge, the so called corona. However corona discharges occur only whether the electric 
field is sharply non-uniform in space, which means that the electrode setup should reflect 
such condition. The easiest way to accomplish this is when one of the electrode size is much 
smaller than the inter-electrode or gap distance. Point or wire electrodes are the best 
instances of that. Corona are self-sustaining discharges, producing plasmas in steady 
conditions and burning in a stable manner for quite long periods (Raizer, 1991) . Then 
chemical kinetics have time to evolve and an interesting pattern of radical formation and 
oxidation could develop in the air of the gap. On the other hand, corona discharges are 
inherently disuniform in space, requiring geometry to be taken into account and 
complicating the task of modeling. The result is, in a sense, to obscure partially the true 
chemical kinetics effects. Corona discharges draw relatively small electrical currents and 
plasma density is usually small too, making their reactivity quite low. Then their use in 
material processing is somewhat limited, even if, mainly in non specialized literature, the 
term corona is often employed and abused for other kind of discharges and setups. In the 
following sections we will discuss briefly the chemical kinetics associated with their plasmas. 
Although the use of an oscillating voltage as supply could make several differences in the 
gas breakdown and in the discharge formation, there are striking similarities in the plasma 
state which is produced. Indeed at the somewhat large density of an atmospheric pressure 
gas the oscillation frequency is order of magnitude smaller than the elastic collision 
frequency (in air at STP this is about 3 THz or 3x1012 Hz). Under such conditions averaging  
 
Fig. 2.1.1. A radiofrequency atmospheric pressure air plasma produced by a plasma needle.  
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occurs and a steady plasma state is formed, independent on time and, in first 
approximation, determined only by the effective, i.e. rms, electric field value and not from 
the wave frequency (Raizer, 1991). Then modeling as well as the pattern of the chemical 
kinetics associated with these plasmas could be grasped from the trends observed in d.c. 
corona discharges. The oscillating electric field however prevent most of the charges to be 
lost at the walls or the electrodes by drifts alone and the plasma state is less influenced by 
badly known parameters linked to electrode surface and material properties as in general it 
happens in d.c. configurations. This make the realization of suitable plasma sources in form 
of plasma jets, pencils or needles much easier and user-friendly (Mariotti, 2010). 
2.2 Dielectric barrier discharges 
The main characteristic of a Dielectric Barrier Discharge (DBD) device lays in the setup of 
the electrodes. In particular the setup includes the presence of a dielectric layer within the 
discharge gap distance d (in general in the 0.1-5 mm range for an atmospheric plasma) 
insulating at least one of the electrodes. The dielectric presence forbids the flow of a direct 
current in the gap, preventing the formation of arcs or sparks, as well as of a steady plasma 
state. To sustain the discharge an a.c. voltage or a pulsed one is applied to the electrodes at a 
frequency ranging from several hundreds of hertz to a few hundreds of kHz. While many 
different kinds of DBD exist, in general, for a such high value of the product pd of gas 
pressure p and the electrode gap width d, the discharge operates in a streamer regime 
(Raizer, 1991). Just to make a little example, let’s consider a discharge gap d of 1 mm 
supplied by an HV voltage of 5 kV, which makes an electric field of 5 MV/m whether it 
would be uniform. Using the data reported in Fig. 2.2.1 it easy to see that the ionization 
length is well below 0.1 mm. Actually the product α·d turns out 21.3 exceeding the threshold 
value of 18-20 , known as the Meek criterion, for streamer discharge onset (Raizer, 1991).  
But what characterises most the steamer regime? These discharges are built up of many 
repeated microdischarges, each leading to the formation of narrow discharge filament (with 
an electron density in the range 1012-1017 cm-3) of some nanoseconds duration (Kogelschatz, 
2003). In particular a plane electrode DBD at near atmospheric pressure which operates in 
streamer regime, under an a.c.voltage supply displays an uniform glow filling the gap. At a 
closer inspection the glow reveals itself as built up with a large number of current filaments 
appearing through the gap at seemingly random locations and not exactly at the same time 
during an active phase which happens each voltage half-cycle (Kogelschatz, 2003). The 
uniformity is just brought in by the high rate of repetition and superposition of such 
microdischarges. Depending on the operating conditions, at each half-cycle a new streamer 
head could propagate in the opposite direction starting from the same location when the 
voltage is reversed. On the other hand, during the active phase, the streamers cannot 
propagate on the same path, being inhibited by the space charge accumulated on the 
dielectric surfaces. This has important consequences on the chemical kinetics and its 
modeling since streamers can be considered as isolated and repeating at frequency which is 
the double of the a.c. voltage frequency. Another key feature is that, at least in small gaps 
like the one we are considering, they appear to be very thin (radius R ~ 100 μm) while their 
average distance is much larger (a few mm, of the order of the gap width) as discussed in 
literature (Raizer, 1991). So, as a first approximation one could chose to simulate the 
chemical kinetics induced in a single isolated streamer and its repetition at a fixed 
frequency. The results of this approach are examined in the following.  
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Fig. 2.2.1. The ionization inverse length coefficient in atmosperic pressure air 
Several models (see for instance Kulikovsky, 1997-1998) and a few experimental 
observations (Malik, 2008) of streamer development and propagation exist by now. Despite 
many differences, the overall picture appears to be the same in all kind of DBDs. The 
microdischarges develops in three steps. After a phase of charge accumulation in the head, 
coming from previously deposited charges or from electron multiplication (Raizer 1991), the 
stremer head starts moving towards cathode. Streamer propagation is very fast (v ~ 105 - 106 
m/s) and is sustained by the electron avalanche multiplication in the strong field ahead of 
the streamer (Emax ~ 5-15 MV/m). After the head has reached the cathode, spreading its 
charge on the dielectric surface, in the gap a discharge filament is left. The streamer body 
consists of a thin channel of weakly ionized gas, almost quasi-neutral  (n+ ~ n- ~ 1013-1016 
cm-3) and driven by a small or just vanishing electric field. After the streamer head reaches 
the dielectric barrier insulating the cathode, the channel allows the flow of a limited 
discharge current, which is rapidly quenched by the space charge accumulating at the 
dielectric surface. At high pressures electrons moves along the electric field at the drift 
velocity and almost instantaneously (the corresponding relaxation times for velocity and 
energy, dictated by collisions with neutrals, are τ ~ 0.3 ps, τE ~ 50 ps) reach a mean energy 
determined by the local amplitude of the field. On the other hand ions inertia keeps them 
almost frozen and substantially cold, that is at the set temperature. At a fixed position along 
the streamer path, the electric field rises quickly as the streamer head is approaching and 
then decay almost as fast to the much smaller value it assumes in the streamer channel. This 
has important consequences on the chemical kinetics and its modeling too. Indeed the high 
energy bond-dissociation and ionization processes happens only through electron impact 
interactions, since neutral and ions are mostly cold. Then a simple cold plasma 
approximation is valuable. Moreover tha active phase happens only in a very short time 
when the streamer head is propagating. Since propagation is so fast, chemical kinetics could 
be considered freezed and happening independently at each position along the streamer 
channel (Siliprandi, 2008). 
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3. Chemical kinetics in atmospheric pressure air plasmas 
In numerous problems of plasma chemistry, electro-physics, gas lasers physics and 
atmospheric physics a detailed consideration of the kinetics of non-equilibrium plasma-
chemical processes in nitrogen-oxygen mixtures is essential (Raffaele-Addamo, 2003; Esena, 
2005). Another relevant topic concerns the need to examine the ecological consequences of 
projects involving a prolonged use of powerful electromagnetic radiation in the atmosphere. 
Channels determining the balance of neutral and charged particles in a non-equilibrium 
plasma are highly diverse, making plasma chemical kinetics vastly different from that of an 
ordinary hot gas. In plasmas, the main chemical processes proceed on the basis of reactions 
with nitrogen and oxygen atoms being formed by electron impact dissociation of the initial 
molecules. In some cases, electronically excited molecules play an important role, as for 
instance, the influence of oxygen molecules in the state a' on the process of ozone formation. 
This makes relevant any work undertaken in an attempt to form a kinetic scheme of non-
equilibrium discharge in nitrogen-oxygen mixtures (Kossyi, 1992). 
3.1 Modeling of the air kinetics in dielectric barrier discharges 
As discussed above, a sensible starting point to simulate the chemical kinetics induced in a 
DBD is to study what happens in a single isolated streamer and its repetition at a fixed 
frequency. For the sake of simplicity we choose to discuss dry air. However the validity of 
the model can be extended to general electrodes configuration and more extensively to any 
plasma devices operating in a streamer discharge mode. The inherent difficulty encountered 
in developing a model for air discharges at high pressure is that one must solve a highly 
nonlinear coupled set of differential equations which may be both spatially and temporally 
dependent. In DBDs, moreover, the time scales involved span many order of magnitude, 
from the very fast connected with streamer formation and propagation to the very slow 
connected with ion recombination, chemical kinetics of neutral species and diffusion. So 
several approximation are worthy in order to make tractable the problem. From the 
chemical kinetics point of view, the process can be seen as consisting of an almost 
instantaneous phase during which energetic electrons produce mostly ions and atomic 
radicals, followed by a phase in which electrons cool down almost instantaneously and 
reach the set temperature or a temperature so low, that further dissociations are stopped. In 
the latter phase, slow chemical reactions between neutral and charged species happen in the 
gas phase, while they diffuse outside the streamer channel. Although existing models do 
predict that the shape as well as the peak value of the electric field pulse depends on the 
position along the streamer path, the differences are not large, apart from the region near 
the dielectric surfaces  (Kulikovsky, 1997). As a first approximation, one could neglect such 
differences and thus let’s suppose uniformity along the streamer path. From the 
mathematical point of view, then the model formulation used treats the streamer channel as 
a cylinder, with a circular cross-section. The radial profile is determined by diffusion and 
the only parameter describing evolution is time. The actual value of the streamer radius is 
treated as a free parameter of the simulation. We assume also a square pulse shape for the 
time evolution of the electric field ahead of the streamer. The pulse is therefore characterized 
by the time length (here 2 ns, based on the model in (Kulikovsky, 1998)) and by the peak 
electric field Emax. Although it appears as a very rough approximation, it embodies all the 
relevant dynamics for our aims. 
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In building our model and performing numerical simulations we have found more sensible 
to employ two different parameters, which are related to those describing the electric field 
ahead of the streamer. The first one, arises naturally when we have observed that since the 
electron density rises almost exponentially as the streamer develops, the total amount of 
radicals produced by electron impact does not depend strongly on the time length of the 
pulse or on the initial electron density but only on the actual value reached by the electron 
density at the end of the pulse. We have treated the value reached by the electron density ne 
at the end of the streamer passing as the relevant parameter of the simulation. As reference 
we consider a density of 1015 cm-3 (Braun, 1991; Kulikovsky, 1998). However we have varied 
ne in a broad range in order to investigate how it can affect the gas-phase chemical kinetics. 
After imposing that the electron density reached in the streamer channel after its formation 
were the same, we also checked that the length of the electric field pulse does not make any 
significant difference in a broad range from 0.2 to 5 ns. This range is enough to cover the 
different streamer head velocities reported in DBDs (Raizer, 1991). As it could be guessed, 
most of the chemical kinetics is simply frozen during such fast times and the total 
production of species through electron impact reactions during the pulse depends on the 
electron reaction rates (influenced by the electric field amplitude) and on the electron 
density which is reached at the end of the pulse rather than on the pulse length.  
As for the second parameters, the electric field strength Emax, we have found more sensible 
to employ the electron temperature instead. In fact it was simpler to express the electron rate 
constants, calculated from their cross-sections and evaluated assuming a Maxwellian energy 
distribution function for electrons, described by a single parameter, their temperature Te.  
Then it was possible to collect reaction rates in form of simple functions of a single 
parameters with Arrhenius formulas, which are quite common in literature and databases of 
chemical kinetics and reaction rates. The use of electron temperature as a parameter does 
not prevent the capability to make comparison with other existing models, since it could be 
related, in a one to one correspondence, with experimental informations on the streamer 
electric field. Indeed electron temperature is trivially connected with the mean electron 
energy, which is determined by the local electric field in the Boltzmann equation (Raizer, 
1991). This is sufficient to  make straightforward a direct comparison between this 
simulation and other existing ones or experimental data. In the following we considered as 
reference an electron temperature value of 4 eV (Kulikovsky, 1998). 
Under such simplified description of the streamer development, we could model the 
subsequent evolution of the gas phase in a standard way, using the continuity equations for 
each chemical species and solving a system of mono-dimensional first-order differential 
equations easily and quickly tackled by numerical integration (Riccardi, 2000). From a 
chemical engineering point of view, indeed it means that the model can be formulated as a 
well-mixed reactor (Benson, 1982). The gas-phase composition in the reactor is determined 
by the chemical reactions among the reactive species and the transport processes. The time 
evolution of the concentration of the different N species in the gas phase is determined by 
integrating each balance equation for the density nk of the kth species: 
 
N Ndnk K i j k  n n  K k i j  n n   D ni j k i k kdt i j i j
2( ) ( )
1 , 1
        
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 (1) 
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where K are the reaction rates for the gas phase reactions and D is the diffusion coefficient. 
Due to the supposed uniformity, diffusion along the streamer axis is neglected. Adsorption 
on the dielectric barrier is included but, because of the much smaller extension of the 
streamer radius respect to the discharge gap, it turns out to be negligible. The choice of 
species included in the model was based on existing experimental information based on 
emission spectroscopy or mass spectroscopy. A sub-set of  8 neutral and 9 charged species 
was included in a preliminary study. Then the code was updated to include 20 neutral and 
excited and 12 ionic states. 
As already discussed, to simulate DBD plasmas a  cold plasma approximation is suitable. So 
reaction rates for ion as well as neutral species are evaluated at the set temperature, that is 
300 K. The effect of larger temperatures is addressed below. Since thermal energy is much 
smaller than the molecular bond energy, the initial step in the decomposition is presumed to 
involve mainly electron-impact dissociation. Electron-impact cross-sections used in this 
study were obtained from literature collected in (Riccardi, 2001; Barni, 2005), apart from 
attachment rates which are taken from recent experiments. Rate constants have been 
evaluated assuming a Maxwellian energy distribution function for electron, described by a 
single parameter, their temperature Te. Rate constants for neutral gas-phase, charge 
exchange and ion recombination reactions have been taken from literature referenced in 
(Riccardi, 2001; Guerra 1997) or estimated based on approximating techniques (Benson, 
1982). In this report we assume a substantial vibrational excitation of nitrogen molecules, 
which allows direct dissociation from atomic O radicals (Guerra, 1997). A total of 121 
reactions have been taken into account in the simulation. The diffusion loss rates are 
estimated by using a formulation due to (Chantry, 1987) in cylindrical coordinates. The 
radial density profile of the streamer is approximated in term of the lowest order normal 
mode and is integrated away. This formulation allows substituting the Laplacian operator 
with an effective diffusion length and makes the system of balance equations only time 
dependent. Diffusion of air from the outside the streamer is also included as a source term. 
Ion diffusion loss rates was corrected  by enforcing the plasma quasi-neutrality, following 
an approach proposed for low pressure electronegative plasmas (Lichtenberg, 2000). Balance 
equations containing all the processes described above form a system of coupled differential 
equations which has been integrated to obtain the time evolution by using an adaptive 
Runge-Kutta routine. Results from the calculations are discussed below and have been 
partially presented in literature (Barni, 2005; Barni, 2010).   
3.2 Chemical kinetics pattern in air 
As a first step we start discussing the temporal evolution of the discharge gas phase using a 
sort of reference values for the free parameters. That is electron temperature was 4 eV, 
electron density reached in the microdischarge channel is 2x1015 cm-3 in a time length of 2 ns 
and the streamer radius was 100 µm. At first, we neglect diffusion losses, in order to look 
directly the evolution pattern of the chemical kinetics alone. Neutral as well charged species 
densities are displayed as a function of time respectively in figures on a log-log scale.  
As expected, the charged phase shows a very fast increase, almost exponential, in almost all 
species, as the streamer gets formed. Afterwards, as diffusion is not included, the system 
evolves under recombination alone, giving the overall decreasing trend as the inverse of 
time (that is linear in the log-log plot). The composition however displays some important  
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Fig. 3.2.1. Evolution of the charged density in the gas-phase of a streamer in an air DBD.  
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Fig. 3.2.2. Time evolution of the neutral species density in the gas-phase of a streamer in an 
air DBD. After a brief transient due to streamer formation, the neutral gas-phase reaches an 
equilibrium with the formation of ozone in a few ms.  
changes. First atomic ions are removed immediately due to charge exchange reactions on 
nitrogen and oxygen molecules. Then electrons are lost, due to prevalence of attachment for 
cold electrons in the streamer channel. Their evolution reflects the shift between atomic and 
molecular oxygen negative ions. Later on, a sort of equilibrium in the positive ion 
composition is reached. It reflects the strength of interactions with main neutral molecules. 
The major ions are then negative atomic oxygen O- and positive molecular oxygen ion O2+, 
with traces of nitrogen and nitrogen oxides ions. As for the neutral species, during the time 
length  needed for streamer development mainly atomic N and O species are created, from 
electron impact-dissociation (the former more than the latter at such an electron 
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temperature). NO production is quite fast, the fastest among other molecules, but even so  
its density stays under 0.1% by the end of the streamer  formation time. Approach to 
equilibrium is much slower. Between 10 and 100 µs oxygen atoms decline and molecules 
accumulate, with ozone already dominating. With the disappearance of O, all nitrogen 
oxides decline, leaving only ozone (besides air) in the gas phase. Nitrogen atoms are much 
less reactive and are removed only late, in tens ms, mainly through recombination to N2, as 
their linear decay in log-log plot clearly reveals. In real world, however such behaviour is 
difficult to observe. The relative narrow sizes of streamer channel and electrode gap make 
diffusion enter the game relatively early after only some ms. A more realistic modelization 
is therefore provided in the following pictures, with a more extended reaction dataset and 
where again neutral as well charged species densities are displayed as a function of time on 
a log-log scale. As for the neutral species, during the time length  needed for streamer 
development mainly atomic N and O species are created, from electron impact-dissociation 
(the former more than the latter at such an electron temperature). NO production is quite 
fast and its density approaches 0.02% of N atoms one by the end of the pulse. Ozone 
formation is slower but almost catches up NO. On the other hand NO2, NO3 and N2O 
production is clearly much slower and become appreciable only on a larger scale time, even 
more so for N2O5. After the pulse end, in the temporal range from 2 to 20 ns, O and NO 
slowly increase till saturation is reached. N density reaches a value of 9x1015 cm-3, whereas O 
grows to 3x1015 cm-3 and NO to a value of 4x1013 cm-3. The dissociation degree is therefore 
rather limited, up to 5x10-4. Ozone, on the contrary, keeps increasing eventually reducing O 
and NO and peaking afterwards. Starting from 0.1 ms, the diffusion term becomes relevant 
and all species density starts to decrease. The gas phase is practically cleared out after a few 
ms. Ozone density exceeds atomic oxygen after about 10 µs, at a level of 1.3x1015 cm-3, and 
peaks after 30 µs, at a level of 2x1015 cm-3 about 100 ppm. The increase is triggered by the 
partial balancing between production from O + O2 and loss due to dissociative attachment  
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Fig. 3.2.3. Time evolution of the neutral species density in the gas-phase of a streamer in an 
air DBD. After a brief transient due to streamer formation, the neutral gas-phase reaches a 
definite composition in about 0.1 ms and it is then dissipated by diffusion in a few ms.  
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Fig. 3.2.4. Time evolution of the charged species density in the gas-phase of a streamer in an 
air DBD. After the transient producing an almost exponential increase of charged particles, 
electrons are quickly removed and an electron-less cold plasma is slowly dissipated due to 
recombination and then diffusion in about 10 ms. 
and charge exchange reactions. Since charged particles are destroyed faster than neutrals 
due to the high rate of ion-ion recombination, ozone keeps on growing, until atomic O is 
finished and then declines due to diffusion. NO2 and NO3 appear to follow a similar trend, 
with density three order of magnitude lesser and a peak value after tens of µs, at a level of 
2x1012 cm-3. N2O5 also has a similar trend, with much lower density and a slight delay. three 
order of magnitude lesser and a peak value after tens of µs, at a level of 2x1012 cm-3. On the 
other hand, N2O shows a partial equilibrium within a hundred of ns, then it grows to levels 
similar to the other nitrogen oxides. Its dynamics is closely controlled by fast dissociative 
attachment and charge exchange reactions in particular on atomic oxygen ions. So its 
concentration cannot rise until most of the electrons are removed. N2O density appears to 
take over NO2 after 100 µs and reaches a maximum of  7x1011 cm-3 soon later. 
On the other hand, the temporal dynamics of charged species seems to be faster than that of 
neutrals. This is due to the higher rates of ion-ion recombination and of electron attachment. 
All the charged species increase almost exponentially during the streamer development time 
(2 ns) and then the total charge density begins to decrease because of recombination. In 
presence of oxygen, after the pulse ends, when the electron temperature decreases to less 
than 2 eV, electrons are quickly removed due to attachment processes. O- is the majority 
negative ion, except for a small time window between 10 and 300 ns. This happens because, 
while at Te=4 eV the dominant attachment process on oxygen is dissociative to O-, at set 
temperature prevails direct attachment to O2-. Then electrons disappear and soon after 
charge exchange reactions on oxygen atoms removes O2- and produces again the more 
stable O-. Positive charged species composition is mainly determined by charge exchange 
reactions on N2 and O2. They quickly remove atomic ions and leave O2+ as the majority ion, 
with a 10% of N2+ and a few % of  N4+ and NO+. This situation is reached in about 100 ns. 
Later on positive charged species density shows the same course: a power-law decrease in 
time (that is linear on the log-log plot) dictated by the ion-ion recombination process, 
followed by an exponential decay due to ambipolar diffusion after 0.5 ms. In order to study 
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the influence of the different streamer parameters we have performed several simulations 
changing their values in a broad range. The overall temporal evolution appears to be 
similar to the one reported in figures, even if some particulars are affected. In next figures 
the maximum density of a few neutral species is displayed as a function of the peak 
electron temperature. We made simulations varying Te from 2 to 4.5 eV with a step of  
0.25 eV. We found that a minimum electron temperature of 2.5 eV is needed in order to 
allow electron density to rise during the streamer formation time. This can be understood 
since attachment prevails on ionization at small electron temperatures. The general 
behaviour shows that the maximum density decreases by increasing the electron 
temperature. This is due to the fact that ionization rate rises faster than the dissociation 
rate as the electron temperature is increased. Indeed, those simulations were performed 
keeping the peak electron density constant and since it means that the ionization grade 
stays constant then the overall dissociation grade should be diminished. The effects are 
more pronounced for species produced by secondary processes after the streamer 
formation, such as O3, NO2 and N2O than for atomic radicals such as N and O. We also 
checked that the length of the electric field pulse does not make any significant difference 
in a broad range from 0.2 to 5 ns. Indeed most of the chemical kinetics is simply frozen 
during such fast times and the total production of species through electron impact 
reactions during the pulse depends on the electron temperature (through the reaction 
rates) and on the electron density which is reached at the end of the pulse rather than on 
the pulse length. We have also performed several simulations changing the peak electron 
density ne from 1011 cm-3 to 1016 cm-3. Again, the temporal dynamics appears to be similar, 
with the same behavior of nitrogen oxides, ozone and atomic radicals and ions. In figure 
the maximum density of a few neutral species is displayed as a function of the peak 
electron density. All the maximum densities appear to increase increasing the electron 
density. The increase is approximately linear on the log-log scale of the figure. However 
the effect is much more pronounced for the heavier nitrogen oxides, thus increasing their 
concentration in the late gas phase, where ozone percentage in excess of 1000 ppm is 
reported. The strong sensitivity to such a badly known parameter of the discharge is clearly  
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Fig. 3.2.5. Dependence of the peak density reached by different neutral species on the 
electron temperature and maximum density in the gas-phase of a streamer in an air DBD.  
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disappointing from the point of view of driving the optimization process with chemical 
kinetics modeling, but it offers also a clue for an indirect insight of the streamer properties 
from this strong link between ne and the composition of radical fluxes outside the streamer. 
We have also investigated the effects due to the streamer radius Rs. Such a parameter affects 
mainly the diffusion process. We have varied Rs between 0.05 to 1 mm. The smaller Rs is, 
the faster diffusion transports radicals and ions outside the streamer. If it happens fast 
enough it interferes with secondary chemical processes leading to transformation of atomic 
radicals in O3, NO2 and N2O. A slower diffusion gives time to the system to approach the 
chemical equilibrium in composition. However equilibrium is approached in times 
exceeding a few hundreds milliseconds, which is definitely too long respect to any 
reasonable diffusion time.  
3.3 Reactivity of different nitrogen oxides 
Plasma remediation is an efficient and promising technology to destroy toxic and 
greenhouse gases (Manheimer, 1997). These techniques are potentially lower in cost and 
more efficient than conventional thermal incineration. In these plasmas, the majority of 
electrical energy is expanded in heating electrons, rather than heating gas, as discussed 
previously. The understanding of the process and the optimization of the efficiency benefit 
largely from computational studies of the dynamics of the plasma gas-phase. In particular 
the air chemical kinetics of high-pressure dielectric barrier discharges. Such systems are 
considered in the context of volatile organic compound (VOC) and NOx remediation. The 
air plasma kinetic processes are discussed with the goal of providing insight for optimizing 
efficiencies. Indeed the most extensively investigated applications of this type are used to 
treat dilute concentrations of toxic molecules in airstreams. Potential advantages of the high-
pressure, nonthermal plasma approach include the highly energy efficient selectivity 
provided by the plasma chemistry and its capability for minimizing secondary-waste 
production. Atmospheric pressure operation is preferred for high-throughput waste 
processing (Shoyama, 2007). Indeed the removal of NO from environment is a relevant 
problem concerning pollution control (Amoroso, 2008). NO  stays in the low atmosphere for 
several days and enters cycles producing ozone, causing smog. Nitrogen oxides are mainly 
produced as by-product in combustion processes in free air. For instance in diesel engine 
exhaust NO  can reach 200-500 ppm and NO2 50 ppm (Srinivasan, 2007). So we applied our 
simulations to air contaminated by similar level of nitrogen oxides. In Figures 3.3.1 and 3.3.2 
we display the results of a simulation, with the same standard parameters but starting with 
500 ppm of NO, that is a density of 1.3x1016 cm-3. No diffusion of neutrals is considered here, 
to let the system reach the chemical equilibrium, which however happens only at late times, 
both considering discharge repetition times (several kHz generally) and diffusion times for 
the considered streamer radius (a few ms). After the end of the discharge at 2 ns, NO is 
completely removed, oxidated initially by O atoms and then, when atomic radicals 
disappear, consumed in reactions with ozone and NO2. In the final state it is substituted 
mainly by ozone (about 1000 ppm). 
A substantial amount of NO2 (192 ppm) and N2O (11 ppm) is produced too, while other 
oxides are not formed with an appreciable concentration. The transition from oxygen atoms 
to ozone happens after about 10 μs, while NO disappears only after 10 ms. More details are 
discussed in literature (Barni, 2010). Starting from NO2 as initial contaminant produces a 
different kinetic pattern. Oxidation and substitution with ozone in the final state is achieved  
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Fig. 3.3.1. Time evolution of the neutral species density in the gas-phase of a streamer. NO is 
removed to mainly ozone, the transition happening within a few tens of microseconds.  
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Fig. 3.3.2. Time evolution of the neutral species density in the gas-phase of a streamer. NO2 
is removed to mainly ozone, the transition happening within a few tens of microseconds.  
too, but the initial nitrogen oxide is not completely removed and about 2% is not disposed. 
A similar trend is reported for N2O which is however better oxidised.  
The effect of the repetition of streamer discharges during subsequent cycles of a.c. voltage 
was studied and displayed in Figure 3.3.4 at 10 kHz. A small number of discharges is 
needed to remove NO under a few %. To reach an equilibrium in the gas-phase, here 
producing a constant flux of ozone, consuming mainly atmospheric oxygen, requires a 
larger number of cycles, in the order of thousands, yet in times less than seconds. In this case 
substantial amounts of radicals in the form of atomic nitrogen and oxygen are present and 
could be delivered to materials exposed to the plasma phase, for instance to achieve 
oxidation of biological matter for sterilization purposes (Moreau, 2008).   
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Fig. 3.3.3. Time evolution of the neutral species density in the gas-phase of a streamer. N2O 
is removed to mainly ozone, the transition happening within a few tens of microseconds.  
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Fig. 3.3.4. Evolution of the neutral species density in the gas-phase of a streamer under 
subsequent repetitions at a frequency of . N2O is removed to mainly ozone, the transition 
happening within a few tens of microseconds.  
3.4 Effect of gas temperature 
Reaction rates for ion as well as neutral species depends on their temperature, which could 
depart from the set, that is 300 K. Many neutral gas reactions are quite affected by the gas 
temperature, so it is interesting to use the theoretical framework we have developed to 
study what is the impact of a hotter gas phase. In any case, since thermal energy is much 
smaller than the molecular bond energy, the initial step in the decomposition is presumed to 
involve again mostly electron-impact dissociation. An idea of the impact the gas 
temperature has on the chemical kinetics is reported in figure. Taking into account the air 
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temperature within the device to be simulated, the software has been changed adding the 
temperature dependence in several reactions involving neutral species, rates have been 
collected through different public databases as coefficients for the Arrhenius equation. The 
main results was  that at low temperature it has been observed a cut down in nitrogen 
monoxide concentrations, which has been replaced by ozone as principal product. At high 
temperature nitrogen monoxide remains unperturbed through the discharge while ozone 
disappears. Thus gas phase temperature, and then the control of a strictly cold plasma 
condition is crucial for efficient NOx remediation. 
 
Fig. 3.4.1. Final composition of the neutral species density in the gas-phase of a streamer. 
NO is removed to ozone only at low temperatures, the transition happening at about 600 K.  
4. Chemical kinetics in air steady plasmas  
Then we consider application of the modeling to a steady plasma conditions, like the one in 
a corona discharge. In order to study direct chemical kinetics effect we have chosen an ideal 
setup, under a well-mixed reactor approximation, and with an uniform plasma background. 
Apart from geometry (here 3 mm corona electrode is discussed), we have parametrised our 
results in terms of two physical values, the effective electron density and temperature. As 
discussed previously, the former affects mostly the velocity of the chemical kinetics 
evolution, whereas the latter affects the relative weight of the different electron impact. In 
order to study the influence of the different parameters we have performed several 
simulations changing their values in a broad range. The overall temporal evolution appears 
to be similar to the one reported in figure, even if some particulars are affected. The corona 
discharge produce mainly NO reaching a steady state after a few hundreds of microseconds. 
There is a transition from the initial phases of the discharge, where N and NO are the major 
neutrals. All neutral molecules are accumulating in the gas-phase until 10 microseconds. 
Then nitrogen atoms start to decline, followed a little after by ozone. The final composition 
is then reached, with about 90% of NO as final product. In next figure the maximum density 
of a few neutral species is displayed as a function of the peak electron temperature and 
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density. We made simulations varying Te from 0.5 to 2 eV with a step of  0.25 eV. We found 
that above 1 eV the density of nitrogen oxides produced in the gas-phase becomes 
independent from the temperature. Ozone and atomic radicals are minority showing a 
broad minimum around 1 eV. We have also performed several simulations changing the 
peak electron density ne from 108 cm-3 to 1012 cm-3. Again, the temporal dynamics appear to 
be similar, with the same behavior of nitrogen oxides, ozone and atomic radicals and ions.  
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Fig. 4.1. Time evolution of the neutral species density in the gas-phase of an air corona. The 
neutral gas-phase reaches an equilibrium in about one second, the transition happening 
between 1 and 100 ms.  
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Fig. 4.2. Dependence of the peak density reached by different neutral species on the electron 
temperature and density in the gas-phase of an air corona.  
All the nitrogen oxides densities appear to increase increasing the electron density. The 
increase is approximately linear on the log-log scale of the figure, showing a trend to 
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saturation at the higher end of the range. The effect is much more pronounced the heavier 
nitrogen oxides, thus increasing their concentration in the late gas phase. Ozone and 
nitrogen atoms decrease, becoming comparable to atomic oxygen.  
5. Conclusions 
A chemical kinetics modeling of atmospheric pressure air discharges in the streamer regime 
of DBDs as well as in corona steady state plasmas has been presented. The model was used 
to evaluate the prospect of nitrogen oxides removal from the gas phase. The results obtained 
show that the chemical system could remove NO and to some extent also other nitrogen 
oxides up to a certain maximum initial concentration. Under realistic conditions for NO this 
could be as high as 800 ppm. The system produces mainly ozone through secondary 
reactions in the gas-phase. This theoretical study shows that important and significant 
aspects determined by the chemical kinetics effects could be investigated through 
simulations. Then they could prove worthy in order to study the applications of plasmas at 
high pressure in streamer regime (for example DBDs) and their capabilities as gas 
processing units.  
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The Chemical Kinetics of 
 Shape Determination in Plants 
David M. Holloway 
Mathematics Department, British Columbia Institute of Technology, 
Canada 
1. Introduction 
Plants are integral to our lives, providing food, shelter and the air we breathe. The shapes 
that plants take are central to their functionality, tailoring each for its particular place in the 
ecosystem. Given the relatively large and static forms of plants, it may not be immediately 
apparent that chemical kinetics is involved in, for example, distinguishing the form of a 
spruce tree from that of a fern. But plants share the common feature that their shapes are 
continuously being generated, and this largely occurs in localized regions of cell division 
and expansion, such as the shoot and root apical meristems at either end of a plant’s main 
axis; these regions remain essentially embryonic throughout the life cycle. The final regular 
structure of a plant, such as the arrangement of leaves along the main stalk, may seem to 
follow an overall spatial template; but in reality the spatial patterning is occurring at 
relatively short range, and it is the temporal unfolding of this small scale patterning which 
generates the plant’s form. A key part of understanding plant morphogenesis, or shape 
generation, therefore, is to understand how the molecular determinants of cell type, cell 
division and cell expansion are localized to and patterned within the actively growing 
regions. At this scale, transport processes such as diffusion and convection are obvious 
components of localization, for moving molecules to the correct places; but the reaction 
kinetics for molecular creation, destruction and interaction are also critical to maintaining 
the molecular identity and the size regulation of the active regions.  
It was Turing (1952) who first combined the ideas of reaction kinetics with diffusion into a 
theory of spatial pattern formation – how to establish, and maintain, molecules at specific 
concentrations in specific locations. The Turing mechanism involves two mutually 
interacting (activating and inhibiting) intermediates (which he termed ‘morphogens’), which 
diffuse at different rates. While his paper chiefly introduced the kinetics required for pattern 
formation from homogeneous initial conditions (in particular, finding critical values of rate 
constants for this to occur), Turing was clearly thinking of the implications in embryonic 
tissues, as evidenced by his title, “The chemical theory of morphogenesis”. In the 1960’s, 
Prigogine and collaborators presented the first specific nonlinear chemical mechanism 
which could form stable spatial concentration waves (the ‘Brusselator’; Prigogine & Lefever, 
1968), as well as providing a thermodynamic basis for spontaneous pattern formation (see 
Nicolis & Prigogine, 1977). In the 1970’s, reaction-diffusion (RD) mechanisms were 
introduced into biology by Meinhardt (see Meinhardt, 1982), Harrison (see Harrison, 1993), 
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Murray (see Murray, 1989) and many others, through computer simulations of RD 
mechanisms for particular embryonic phenomena. The Turing mechanism for pattern 
formation was experimentally confirmed in 1990 with the CIMA redox reaction in gel 
reactors (Castets et al., 1990; Ouyang & Swinney, 1991). RD is now a broad and mature field 
(with consistently over 150 citations per year of Turing’s paper over the past decade).  
This chapter focuses on the development of RD theory in plant morphogenesis, particularly 
in characterizing the interplay of pattern formation and domain growth (also see Holloway, 
2010, for a short review). In contrast to animal embryogenesis, in which pattern formation 
generally occurs in fixed domains, the continuous growth of plants inextricably links 
chemical localization (patterning) and growth (shape change). Growth affects patterning: at 
the least patterns must be generated and maintained in the face of domain growth, since RD 
mechanisms (like other dynamic mechanisms) have harmonic solutions which depend on 
domain geometry, size and boundary conditions. But perhaps more importantly, patterning 
affects growth: plant cells expand through localized wall material addition or wall material 
relaxation, both chemically dependent processes. The patterning mechanisms which 
determine where expansion-associated chemicals are localized are therefore critical 
determinants in the shapes of plant tissues. The complex mechanical properties of plant cells 
are also important in the deformations leading to final overall shape, and will be discussed 
below in relation to chemical patterning. However, biochemical processes (interpreted 
broadly, e.g. genetic regulation, hormone response) generally precede shape change, and 
how these processes create spatial pattern is central to morphogenesis. (For further 
discussion on morphogenetic modelling in general, please see the recent reviews of 
Braybrook & Kuhlemeier, 2010; Grieneisen & Scheres, 2009; Jönsson & Krupinski, 2010; 
Roeder et al., 2011; and Zwieniecki & Dumais, 2011).  
Many developmental phenomena depend on a sequence of patterns, for example from 
simple extending tip growth to branching. RD theory provides a means for understanding 
the kinetic constraints involved in such symmetry-breaking transitions. The development of 
RD theory for growing domains, in conjunction with experimental tests, illuminates how 
chemical kinetics shape the plants around us, from ferns to spruce trees. 
2. The chemical kinetics of spatial pattern formation   
The regulation of reaction rates is central to maintaining biological order. At its simplest, 
kinetics maintain a homeostasis of production and destruction of an organism’s component 
molecules; at the somewhat more complex, nonlinear kinetic mechanisms underlie temporal 
regulation, such as the heartbeat. But reactions are local, and do not immediately provide a 
mechanism for establishing the spatial pattern or regulation necessary for forming and 
maintaining an organism’s body plan. For this, Rashevsky (1940) was one of the first to 
publish the idea of combining simple Fickian diffusion, as a spatially-dependent process, 
with local reactions to regulate biological spacing. Turing (1952) formulated the first RD 
theory mathematically, demonstrating the conditions for these processes to spontaneously 
form pattern (stable concentration waves) from uniform initial conditions, i.e to self-
organize pattern. These ideas have been greatly expanded, theoretically and experimentally, 
into a field of RD pattering. Since Turing, other spatially-dependent processes – such as 
convection, mechanical stresses and anisotropic diffusion – have been combined with 
reaction terms to explore the broader dynamics of chemical pattern formation. The 
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dynamics have been most fully explored for simple diffusion, however, and RD has become 
a very well-characterized means by which to study pattern formation in general.   
2.1 Turing’s ideas: How activation, inhibition and diffusion create concentration 
waves 
Turing’s focus was on how a uniformly distributed chemical could spontaneously form 
spatial pattern, or ‘standing’ concentration waves. This transition implies an instability in 
the uniform equilibrium condition; the final concentration waves exist (and must be held) 
away from thermodynamic equilibrium. (For further discussion of far-from-equilibrium 
thermodynamics, see Nicolis & Prigogine, 1977.) To reduce some of the mystique in this 
symmetry-breaking process, Turing used the analogy of an electrical oscillator – that what 
appears to be uniform concentration is in fact comprised of the elements of any spatial 
pattern necessary, as noise at the microscopic scale – and that there is a natural frequency of 
the oscillator, or the chemical system, such that this frequency can be amplified from the 
noise to achieve macroscopic proportions. Turing showed that such a chemical amplifier 
could be devised for two mutually reacting chemicals, X (activator) and Y (inhibitor), which 
diffuse at different rates. Fig. 1 illustrates the mechanism.   
 
Fig. 1. Growth of perturbations into sinusoidal patterns (vertical – concentration, horizontal 
– distance). a) An initial small positive perturbation of X from its uniform steady-state value 
of X0. b) If X is autocatalytic (enhances its own production) and cross-catalyzes Y, the initial 
X perturbation grows and begins to produce a Y peak. Y diffuses faster than X. c) If Y 
inhibits X, it begins to create troughs in X, which d) also become troughs in Y (since X 
activates Y). The pattern achieves a spacing dependent on reaction and diffusion constants. 
Reproduced from Harrison (1993), redrawn from Maynard Smith (1968), with permission.  
Mathematically, for U=X-X0, and V=Y-Y0, the deviations of X and Y from the uniform state, 
the linear reaction-diffusion equations are:  
 1 2 XU t k U k V D U       (1a) 
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 3 4 YV t k U k V D V       (1b) 
with diffusivities D and Laplacian operator Δ (2nd partial derivative with respect to distance, 
1 to 3 dimensions). The conditions illustrated in Fig. 1 correspond to k1, k3>0, k2<0, and 
DX<DY. Solutions for U and V take the form of (1D, for illustration) 
  cos tU s e  (2) 
where s is the spatial dimension, t is time, ω2 is the wavevector of the spatial pattern (for 1D, 
the spacing between peaks is given by wavelength 2   ), and   is the eigenvalue or 
growth constant of the perturbations. In 1D, cos and sin solutions can be viewed as 
components of the Fourier representation of a pattern (in the uniform initial condition, 
Fourier components of the microscopic noise). In 2D and 3D, solutions to (1) similarly are 
harmonics of the Laplacian operator for the given geometry (e.g. Bessel functions on 2D 
discs; surface spherical harmonics for spherical shells, section 2.4). Turing derived 
conditions for which 0  , indicating when pattern modes will amplify (below this ‘Turing 
instability’ 0  and the uniform concentration is stable). The eigenvalue,  , is a function of 
the wavevector ω2; this functionality is a complex expression involving all the parameters in 
equations (1), but with the general form of 2 k D  . In 1D terms, wavelength is shortened 
by increasing reaction rates (k’s) or decreasing diffusivities (D’s). There may be a number of 
wavevectors with positive   fitting the particular boundary conditions (e.g. no-flux or fixed 
concentration); generally the wavevector with largest eigenvalue will grow to dominate the 
macroscopic pattern, analogous to the natural frequency of an electrical oscillator. For more 
on the mathematics of the linear Turing equations (1), please see Edelstein-Keshet (1988); 
Harrison (1993; 2011); or Holloway (1995). 
2.2 The Brusselator, a nonlinear kinetic patterning mechanism  
The linear rate equations (1) are an approximation from real chemical dynamics. In real 
chemical mechanisms, the reactions giving Turing dynamics are nonlinear; for example, 
autocatalysis gives a rate law for X which is greater than 1st order in X. Linear analysis is 
accurate for growth rates and wavevectors at the Turing instability, i.e. for conditions just 
supporting positive eigenvalues. For conditions with many growing wavevectors and for 
long times (beyond the exponential growth phase described by equation (2)), linear analysis 
is not as good a predictor of observed pattern. In these cases, numerical simulation or 
nonlinear analysis of the chemical mechanism is needed. Prigogine & Lefever (1968) devised 
the first chemical mechanism (the ‘Brusselator’) with Turing pattern-forming dynamics: 
 aA X   (3a) 
 bB X Y D     (3b) 
 2 3cY X X    (3c) 
 dX E   (3d) 
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in which the X and Y morphogens are reactive intermediates in the creation of D and E from 
precursors A and B. Prigogine and Lefever commented that the termolecular step in 
equation (3c) could be unlikely in gas phase; but such conditions would be common in 
multi-step enzyme kinetics. Since X depletes Y in this 3rd step, X and Y waves form out-of-
phase, in contrast to Fig. 1. The Brusselator has a strong tendency to form regular patterns 
which follow linear predictions (e.g. Lacalli, 1981; Holloway & Harrison, 1995), and we have 
found it very appropriate for modelling regular events in plant development, such as 
branching (Harrison et al., 1981; Harrison & Kolář, 1988; Holloway & Harrison, 1999; 
Harrison et al., 2001; Holloway & Harrison, 2008).   
2.3 Early biological applications  
Computer simulation of nonlinear RD mechanisms expanded greatly in the 1970’s and 
1980’s, accompanied by an increase in applying RD to biological development. Gierer & 
Meinhardt (1972) derived an RD pattern-forming mechanism independent of knowledge of 
prior work in the 1960’s and 1970’s, but which has Turing dynamics. They used this 
mechanism and variants to successfully model numerous phenomena in animal and plant 
development (e.g. Meinhardt, 1982; 1984; 1986; 1988; 1995). A chief contrast with the 
Brusselator dynamics is the tendency for the Gierer-Meinhardt model to form ‘spike’, or 
isolated, peaks (Lacalli, 1981; Holloway & Harrison, 1995; Iron et al., 2001). This can be very 
appropriate for modelling localized structures, such as single organs (heads, hearts), and the 
dynamics can be derived from multi-step activation in enzyme kinetics (Holloway et al., 
1994). In animal development, Murray (1981ab) developed RD models for animal coat 
markings; Kauffman and co-workers (Kauffman 1977; 1981; Kauffman et al., 1978; Hunding 
et al., 1990) began RD modelling of fruit fly segmentation, which was greatly expanded by 
many workers (e.g. Nagorcka, 1988; Lacalli et al., 1988; Lacalli, 1990; Lyons et al., 1990); and 
Nagorcka & Mooney (1982; 1985) developed an RD model for hair follicle patterning. Many 
of these early directions continue as active areas of research. Early work on RD modelling of 
plants, with the intrinsic challenge of coupling growth and patterning, will be presented in 
more detail in section 3. 
2.4 Geometry and pattern selection in 3D 
As introduced in 2.1, solutions to RD equations are harmonics of the Laplacian, dependent 
on boundary conditions (e.g. no-flux or fixed concentration) and geometry. In 1D, this 
dependence can be studied as the fit of the linear wavelength 2    to the system 
length. Many patterning forming events in plants tend to occur on growing tips, which are 
roughly dome shaped. In these cases, the geometry can be approximated by a hemisphere, 
and RD pattern formation understood in terms of the surface spherical harmonics, 
polynomials designated by mlY . These functions are familiar as the hydrogen-like atomic 
orbitals, where l is the index denoting s, p, d, f, etc. orbitals, and m denotes different patterns 
within each of the l levels. For these harmonics, 2 2( 1)l l r   : the wavevector depends on 
index l and the radius of the hemisphere. Linear analysis predicts that any patterns of the 
same l should grow at the same rate (i.e. equal eigenvalues). This has bearing on pattern 
selection in plants: at l=3, m=0 gives a circularly-symmetric annular pattern; 2m   gives 
‘quartered’ patterns; and the equal mix of these modes gives a dichotomous branch pattern 
(Fig. 2). Linear analysis would predict the annular and quartered patterns to grow equally, 
and therefore to mix and always produce dichotomous branches. But both annular patterns 
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(underlying tip flattening) and dichotomous branches occur in plant development. Harrison 
et al. (2001) and Nagata et al. (2003) showed, through simulation and nonlinear analysis 
respectively, that RD dynamics can produce both types of patterns (i.e. linear analysis does 
not provide the full picture). Intriguingly, the Brusselator model shows about an 80:20 
preference for dichotomous branching over annuli, and such proportional selection can be 
seen experimentally in conifer development (von Aderkas, 2002). Current work (Nagata, 
Zangeneh and Holloway, unpublished results) is addressing how pattern selection changes 
as a hemisphere is deformed into a disc (where Bessel functions are the natural harmonics), 
representing a tip-flattening sequence common to many plants. 
 
Fig. 2. Pattern selection on a hemisphere (approximating the growing tip of a plant). Surface 
spherical harmonics for index l=3: (A) 2m   ; (B) m=0; (C) equal mix of (A) and (B) 
produces a dichotomous branch pattern. Linear analysis predicts (A) and (B) patterns would 
grow equally, therefore always producing (C). Plant development shows both (B) and (C) 
patterns. Simulation and nonlinear analysis show that the full RD dynamics (Brusselator 
model) do have the capacity to produce both (B) and (C) patterns. From Holloway & 
Harrison (2008), with permission. 
3. Plant morphogenesis and reaction-diffusion: The challenge of growth-
patterning feedback 
RD theory is well-established for pattern formation on fixed-size domains. Understanding 
plant development, however, requires consideration of the interaction between pattern 
formation and growth, since plants grow throughout their life cycles. The interaction 
between patterning and growth can be considered at many levels. First, as discussed above, 
RD patterns (like other dynamic mechanisms) develop according to boundary conditions, 
system size and system geometry (as well as reaction and diffusion parameters). It must be 
understood, therefore, how patterns are formed, maintained, and respond to changes in size 
and geometry stemming from growth (Fig. 3, top arrow). I.e., how do the biochemicals (e.g. 
hormones, gene regulators) responsible for the differentiation of particular tissue types form 
and stay in the correct regions of the plant during growth? Or, moving beyond simple 
maintenance of pattern, do developmental changes in tissue size or location originate from 
the response of the dynamic mechanism (RD) to growth? As shown in Fig. 3, however, there 
is also a return arrow in the growth-patterning interaction to consider: the response of 
growth to patterning. Plant cell growth itself involves localized chemicals, for the localized 
relaxation of walls or the localized delivery of new wall materials. These patterns of growth 
catalysts can therefore shape the plant, and be, to use Turing’s title, ‘the chemical basis of 
morphogenesis’. This section addresses some of the dynamic issues involved in the full 
feedback cycle of Fig. 3. 
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Fig. 3. The patterning-growth feedback involved in plant morphogenesis: Growth affects the 
types of chemical patterns which form; if the patterns are of growth catalysts, the pattern in 
turn affects growth. 
3.1 RD response to uniform growth 
The potential for RD spacing (e.g. the 1D wavelength) to produce pattern changes in 
response to growth has been recognized for some time. Lacalli & Harrison (1978) quantified 
how the fit of dominant wavelength to system size can produce increasingly complex 
pattern (additional morphogen peaks) as system size increases. This was developed  
for hemispherical surfaces in Harrison et al. (1981): Fig. 4A shows a succession of (circularly-
symmetric) morphogen patterns caused by uniform growth of the hemisphere. If X were 
associated with growth, this sequence would correspond to successive cycles of  
tip extension followed by tip flattening; such cycles are seen in many events in plant  
  
(a) (b) 
Fig. 4. RD pattern successions with uniform system growth. A) Brusselator computation 
from Harrison et al. (1981), with permission; planar projection of hemispherical shape 
(distance from centre is distance along a meridian). Vertical relief represents X morphogen 
concentration; numbers indicate computational time. As the hemisphere radius increases 
linearly in time, pattern forms first as a dome (b), then an annulus (c-e), then forms a new 
peak in the centre (f). B) Meinhardt’s (1982) model for formation of lateral structures in a 
plant stalk. Computations are on a cylinder, with uniform growth produced by doubling the 
top cells at regular intervals. Morphogen (X) concentration is represented as lateral 
displacement. Inhibition (Y) flowing from established morphogen peaks (X, Y in-phase, as 
in Fig. 1) causes new peaks to form on opposite sides of the cylinder (a-d; ‘distichous’ 
branching). For larger cylinder radius or slower inhibitor diffusion, peaks can form at 90° 
angles (e; ‘decussate’ branching). From Meinhardt (1982), with permission.  
Growth Chemical Pattern 
 
Local Catalysis 
Size, geometry changes 
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development. Meinhardt (1982) computed RD patterning on a uniformly growing cylinder 
(Fig. 4B) to model different modes of lateral organ formation in plants. Both of these projects 
began to demonstrate the degree to which RD patterns could respond to growth and, to the 
degree morphogens are associated with cell growth or differentiation, for RD to determine 
events in plant development. But this and subsequent related work represents only the 
forward arrow of Fig. 3. 
3.2 Full feedback: Driving growth with RD patterns 
To investigate the degree to which RD pattern can determine plant shape, RD models 
needed to be developed in which morphogens explicitly cause localized growth (backward 
arrow, Fig. 3).  
3.2.1 RD mechanism control of growth-rate boundaries required for morphogenesis 
Harrison & Kolář (1988) first directly coupled RD and growth, with a Brusselator model for 
the morphogenesis of single-celled desmid algae of the genus Micrasterias. These cells 
develop elaborate stellate forms via repeated dichotomous branching (Fig. 5 H-N). 
Computations started with a circular initial shape in 2D, discretized into several hundred 
line segments. Growth per unit time was computed in proportion to the amount of X 
morphogen on the segment. The RD wave forming on the initial circle caused ripples of 
outgrowth in the shape; as system length increased, additional peaks (for the given 
wavelength) could fit in, leading to branching in pattern and shape. However, it was found 
that the branching morphology was transitory, due to the re-adjustment of peak positions 
following branching. In a sense, the RD wavelength is too good at spacing, and will erase 
old growth trajectories as it readjusts to the overall system length. In general terms, plant 
growth patterns need to be compartmentalized, such that separate structures (separate 
branches) develop relatively independently. Patterning may occur over the whole structure 
of the plant at early stages, but at later, larger stages patterning occurs in multiple active 
centres which are minimally coordinated. Plant shapes are composed of the integrated 
growth rates of the different regions of the whole organism, with shape critically depending 
on the placement and regulation of the boundaries between fast- and slow-growing regions. 
Chemical morphogenetic mechanisms, therefore, need both the symmetry-breaking power 
of RD, for example to account for branching phenomena, and the ability to segregate 
pattern-forming regions following a symmetry-breaking. To add this critical aspect to their 
model, Harrison and Kolář added an aging mechanism to the precursor A in the Brusselator. 
Where growth is rapid at high X, the cell surface is continually rejuvenated; at low X, 
growth is low and A decreases below a critical threshold, shutting off the pattern-forming 
mechanism. X peaks can in this way become segregated from one another, producing 
multiple active regions on the cell surface, each of which retains its own Turing dynamics. 
This mechanism succeeded in transforming RD branching patterns into branching shapes, 
the critical piece being a means by which the RD mechanism could control its own system 
boundaries; i.e. for each fast-growing X peak region to be able to control the size of said 
region.  
3.2.2 Fast boundary control needed for acute branching 
The Harrison-Kolář mechanism created branching morphologies, but all branches were 
obtuse-angled. The stellate shapes of Micrasterias are generated chiefly by acute branching,  
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Fig. 5. RD driven growth in 2D: cellular morphogenesis of desmid algae. H-N) observed 
semicell outlines for six species of Micrasterias and one related Euastrum species (J). Whole 
Micrasterias are two semicells joined at their bases (bottom centre, as drawn). With mitosis, 
new semicells start as small ‘bubbles’ attached to the mature semicells; the new semicells 
then undergo repeated dichotomous branching to achieve the mature shape. A-G) 
corresponding outlines computed with a Brusselator-driven growth mechanism (Holloway 
& Harrison, 1999). Computations start from an initial semicircle shape (post-mitotic new 
semicell); outward growth occurs in proportion to local X morphogen concentration, with 
growth boundaries controlled by the Xth mechanism (see text). Outlines are shown at 
successive times during development of the shape, and correspond to experimentally 
observed developmental sequences. Differences between shapes are due to differences in Xth 
values. From Harrison (2011), with permission.  
however (and acute branching is common in many other developmental phenomena as 
well). We approached this problem in Holloway & Harrison (1999), finding that new 
branches in a Brusselator would tend to spread apart, adjusting to their Turing wavelength, 
unless the boundary-specifying mechanism was fast enough to prevent this. The Harrison- 
Kolář aging mechanism was too slow. Instead of an aging threshold, we used a more direct 
X threshold (Xth), below which RD patterning shut off. This produced growth rate 
boundaries lateral to established X peaks, isolating fast-growing domains from one another; 
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but most importantly, it allowed for fast boundary creation at just-formed troughs following 
an X peak splitting, critical for acutely branched morphologies. With this mechanism, we 
were able to generate many of the diverse shapes seen across species of Micrasterias (Fig. 5 
A-G). Xth, the coupling between the RD mechanism and the growth boundaries, was the key 
parameter for shaping the cells. Some shapes required shifting of the Xth over the course of 
development, a process which could be controlled by the cell’s physiology.  
More recently, there have been several mathematical studies further characterizing the 
dynamics of growth-patterning feedback in RD models (Neville et al., 2006; Crampin et al. 
2002), including morphogen-driven growth (in 1D, without shape change). Also, see Baker 
& Maini (2007) for an application of 1D morphogen-driven expansion in insect wing 
development.  
3.2.3 Pattern selection with 3D growth, a finite-element RD model 
Micrasterias cells are relatively flat, with growth occurring along an edge, making them well 
suited to 2D modelling. Many cases of plant development, however, occur fully in 3D. What 
is a dichotomous branch in 2D could, in 3D, still be a dichotomous branch. But it could also 
be a planar section through a flattened tip or through a multiply-branched whorl structure 
(e.g. a flower). There are many more pattern modes available in 3D: how do RD dynamics 
select among them? Section 2.4 introduced some of the issues of pattern selection on fixed 
hemispheres. To address patterning questions for RD-growth mechanisms in 3D, we 
developed a finite-element model to solve RD systems on surfaces (i.e. no thickness) of 
arbitrary shape in 3D (Harrison et al., 2001), with growth (normal to the surface) catalyzed 
in proportion to local X concentration.  
One of the first questions we addressed was how clefts are maintained between growing 
tips. In 2D, an arbitrary rule was needed to keep clefts in position and not be pulled up by 
fast growth in the tips. In 3D, computations demonstrated that geometry is sufficient: clefts 
are saddles, with a fast-growing plane through the tips orthogonally intersecting a slow-
growing plane in the cleft (Harrison et al., 2001).  
The finite-element model (with the Xth Brusselator mechanism) has allowed us to map 
pattern selection for large RD-driven deformations, and characterize the degree to which RD 
patterns can produce some of the fundamental morphogenetic sequences seen in plants. 
These results (Holloway & Harrison, 2008) are summarized in Fig. 6. Tip extension is one of 
the fundamental modes of growth seen in plants: Fig. 6A shows a computation in which an 
initial hemisphere has extended over ten times its original height. Tip growth depends on a 
balance between the Xth value and the X-catalyzed growth rate: Xth relatively too high kills 
off the tip; Xth relatively too low forms ‘bubble’ tips. Neither case extends. Large 
deformations in the computations require a continual relatticing of the finite element mesh 
specifying the surface. Local relatticing results in an irregular mesh (Fig. 6B), but does not 
affect shape or RD solution accuracy. Dichotomous branching occurs with decreased 
diffusivity (Fig. 6C) or increased reaction rates, selecting a higher order harmonic (c.f. higher 
l for hemispheres). The Xth mechanism is more effective at creating acute angles in 3D than 
in 2D; branching angles of nearly zero can be generated in 3D. Higher order branching, 
creating whorled structures, can be achieved with further decreased diffusivity (Fig. 6D) or 
increased reaction rates.  
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Fig. 6. Finite element computations of RD-driven growth in 3D. All shapes start from a 
hemisphere, growth is catalyzed according to local X morphogen concentration (colour-
coded yellow, high – green, low). A) extending tip growth, over 10 times increase in height 
from original shape. B) shows the computational mesh used, and the mesh (but not shape or 
pattern) irregularity that develops from the local relatticing procedure. C, D) branching 
events of increasing complexity can be produced by decreasing diffusivity or increasing 
reaction rate constants (i.e. selecting higher order harmonics). E) RD patterns tend to 
produce successive branches in alternating planes. A chemical gradient in precursor A (F) 
can maintain a single branching plane (G), though this is more effective in wing lobes than 
in the polar lobe (H), as seen in real Micrasterias cells. Adapted from Holloway & Harrison 
(2008), with permission.  
The flatness of Micrasterias allowed us to model them to good approximation in 2D. 
However, a deeper question might be why they are so flat. I.e. what keeps successive 
dichotomous branches in the same plane, when the natural tendency of RD patterns is to 
branch orthogonally (Fig. 6E; new peaks tend to avoid the inhibition of the old peaks; also 
note the orthogonal extension of the surface spherical harmonic in Fig. 2C). Lacalli (1976) 
discussed the idea of a ‘morphogenetic template’ affecting inheritance of the branching 
plane from the older semicell. This template could either be geometric, from the asymmetric 
(elliptical) shape of the isthmus between the semicells, or of a chemical nature. We tested the 
geometric hypothesis by running computations on ellipsoidal initial shapes (rather than 
hemispherical). Even with axial ratios up to 6:1 (far greater than experimentally observed), 
secondary branches are orthogonal: geometry is unlikely to define the branching plane for 
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chemical patterning. We then tested the ability for a chemical prepattern to specify and 
maintain a branching plane. A harmonic in the precursor A (the negative of Fig. 2C) is a 
natural way to define the plane (Fig. 6F). Subsequent branching events are successfully kept 
in this plane (Fig. 6G). The branching plane is more dominant in the wing (i.e. lower 
latitude) lobes than in the polar lobe (Fig. 6H). This reflects the lack of directionality of the 
harmonic (Fig. 6F) at the pole, and its strong gradient at lower latitudes. The polar lobe in 
real Micrasterias cells is generally the only branch which is out-of-plane; our computations 
indicate this may reflect the harmonics of a chemical pattern defining the branching plane. 
3.3 A self-contained chemical mechanism for creating growth boundaries  
Use of the Xth mechanism allowed us to study the interplay between patterning rates (the 
RD mechanism), growth rates (the rate of X catalysis of surface expansion), and the 
movement of patterning boundaries to either maintain pattern or break symmetry. 
However, though concentration thresholds are commonly invoked in developmental 
biology, the Xth mechanism does not explain where this threshold comes from: the change in 
pattern dynamics at the Xth is specified by instructions in computer code rather than by 
chemical dynamics.  
More recently, we have devised a self-contained chemical mechanism which is capable of 
controlling boundary formation and movement (Harrison, Adams and Holloway, in 
preparation). The Xth mechanism defined the edges of the active Turing patterning region; 
our new mechanism uses a kinetic mechanism (2nd RD model) to perform this function. The 
full mechanism involves two coupled Brusselators, with the 1st Brusselator defining the 
region in which the 2nd Brusselator (which has the growth catalyst) can form pattern. I.e. 
Brusselator 1 controls the position of the Turing instability for Brusselator 2. Fig. 7 shows 
schematically how the double Brusselator mechanism operates.  
 
Fig. 7. Two coupled Brusselators provide a self-contained mechanism for the pattern 
formation, growth, and growth-boundary formation necessary for morphogenesis. Coupling 
occurs through the 2nd steps of the Brusselators, with Y2 forming B1, and Y1 forming B2 (grey 
box; top, centre). Left, Brusselator 1 (X1, Y1) is initiated with a single wave pattern. Vertical bars 
represent pattern formation boundaries. I) Y1 controls threshold B2 levels which define pattern 
formation boundaries for Brusselator 2 (X2, Y2), vertical arrows. Y2 is the growth catalyst (Y 
used rather than X, since B directly controls its equilibrium value). Extending tip growth 
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occurs with a proper balance of Brusselator 1,2 wavelengths and rate of growth catalysis; or II) 
growth rate and wavelengths can allow peak splitting in Brusselator 2, centre (only Y2 shown). 
III) Peak splitting in Brusselator 2 is transmitted to Brusselator 1, via 2 1Y B (only Y1 shown). 
The two Y1 peaks form 4 patterning boundaries for Brusselator 2 (via B2), vertical arrows, 
isolating each new peak and forming a permanent dichotomous branch.  
Having RD patterning ability in both stages is key to being able to complete transitions from 
one pattern to another (symmetry breaking): the model can stably propagate initial patterns 
over several-fold change in length (1D), but its key feature is that pattern changes in 
Brusselator 2 (due to its catalysis of growth) feed back and induce pattern changes in 
Brusselator 1. Since Brusselator 1 controls where Brusselator 2 operates, this defines the new 
growth boundaries necessary for transforming pattern into shape. Computations with this 
model have successfully simulated the growth patterns necessary for extending tips and for 
transforming tips into branches. 
4. RD experiments in plants 
So far, discussion has been on the development of RD theory for patterning and growth in 
plants, focusing on the particular kinetic issues that arise for regulating morphogenesis. 
Theories need experimental confirmation, however, and a number of efforts have been 
conducted over the years. Laboratory confirmation of Turing dynamics in the CIMA 
reaction (Castets et al., 1990; Ouyang & Swinney, 1991) was a major step for the RD field, 
but highlighted the subtleties in establishing that a particular dynamic mechanism is 
operating in a particular case. The CIMA reaction involves inorganic reagents in a small 
reactor vessel; establishing Turing dynamics in a biochemical system in vivo is a far greater 
challenge. But, circumstantial evidence from classical physical chemical experimental 
techniques can provide strong indications about the chemical dynamics underlying 
morphogenetic phenomena. And more recently the ability to visualize particular reactants 
via molecular biology techniques has allowed RD mechanisms to be identified for several 
cases in plant development.  
4.1 Physical chemistry on algae  
Beginning in the late 1970’s, Harrison and co-workers began experiments on morphogenesis 
in the unicellular alga Acetabularia. Whorls of vegetative hairs (Fig. 8A) form every few 
weeks over a several month lifespan (in which the cells grow up to 5 cm long). Harrison et 
al. (1981) found that these hairs are evenly spaced. Spacing (λ) decreases with increasing 
temperature; this can be expected for an RD driven pattern, in which D k  (section 2.1), 
with exponential temperature dependence for rate constants (Arrhenius relation) and linear 
temperature dependence for diffusivities (Einstein relation). Plotting lnλ against 1/T does 
show a good fit to the Arrhenius relation (Fig. 8B), indicating that spacing is largely 
determined by reaction rates. Spacing was also found to increase for decreasing Ca2+ 
concentration (Fig. 8C; Harrison & Hillier, 1985). If spacing is proportional to the reciprocal 
of a rate constant and Ca2+ is considered as a substrate, the slope of a Lineweaver-Burk plot 
(1/k vs. 1/[substrate]; Fig. 8C; commonly used to characterize enzyme kinetics) can be used 
to calculate the Ca2+ binding constant. The temperature dependence of the binding constants 
(van’t Hoff plot) can be used to calculate the entropy and enthalpy for Ca2+ binding. The  
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Fig. 8. Physical chemistry on algae: temperature and Ca2+ effects on hair spacing in 
Acetabularia. A) growing tip of an Acetabularia cell, showing a whorl of vegetative hairs. 
These hairs are evenly spaced, consistent with a wavelength from a pattern-forming process. 
B) The temperature dependence of the spacing (λ) follows an Arrhenius relation, suggesting 
the control of spacing is dominated by reaction rates (from Harrison et al., 1981, with 
permission). C) Linear plots of λ vs. 1/[ Ca2+] indicate that spacing is inversely proportional 
to a rate constant and Ca2+ activates the spacing process (reproduced from Harrison, 2011, 
with permission). Ca2+ binding constants and thermodynamics can be calculated from these 
slopes. D) EGTA (mM concentrations shown to right of lines) uncompetitively inhibits the 
Ca2+ activation (reproduced from Harrison, 2011, with permission). These relations indicate 
chemical kinetic control of hair morphogenesis in Acetabularia, consistent with the 
hypothesis that a membrane-bound Ca2+-activated protein is a Turing morphogen.  
Ca2+ hair-spacing effect can be inhibited with the chelate EGTA (Fig. 8D), with a 
concentration and temperature dependence indicating uncompetitive inhibition (Harrison et 
al., 1997). Harrison et al. (1988) were able to visualize membrane-bound Ca2+ patterns 
preceding tip flattening and hair morphogenesis with fluorescence microscopy. The 
thermodynamics and kinetics found in these studies are consistent with the hypothesis (e.g. 
see discussion in Harrison, 2011, Ch. 3) that a Turing morphogen controls hair spacing, and 
that this morphogen is a membrane bound protein activated by Ca2+ binding. Using classic 
physical chemical techniques, this series of experiments provided circumstantial evidence 
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that a macroscopic observable such as hair spacing was due to kinetics in the underlying 
chemistry, and was consistent with an RD mechanism. 
4.2 Patterning of multicellular whorls: Conifer embryogenesis  
Are these spacing effects seen in higher plants? von Aderkas (2002) found that embryos in a 
clonal population of conifer trees (larch; Fig. 9A) showed variable numbers of ‘seed leaves’, 
or cotyledons. This is a first indication of a constant spacing phenomenon (i.e., with a 
wavelength); Harrison & von Aderkas (2004) showed that indeed this number variability 
was due to embryo diameter variability, with cotyledons being evenly spaced on the tip of 
the embryo. Further, their data indicated that radial positioning of the cotyledons varied 
with the circumferential spacing, suggesting that a single pattern forming mechanism 
controlled both aspects of spacing. Their data is consistent with RD patterning on a flattened 
disc (Bessel function solutions); embryogenesis in conifers does proceed from dome-shaped 
to a flattened tip before cotyledons form. These patterning trends have now been 
corroborated in Douglas fir and spruce (Holloway et al., unpublished results), and 
experiments are under way, in the spirit of the Acetabularia experiments, to test the 
temperature dependence of cotyledon spacing and to find chemical reagents which can 
directly alter spacing, likely through hormonal growth control pathways. 
   
Fig. 9. RD in higher plants. A) Scanning electron micrograph (SEM) of the growing tip of a 
conifer tree embryo (larch). The cotyledons (bumps) are the first ‘seed’ leaves of the embryo. 
Harrison & von Aderkas (2004) found the cotyledons to be spaced, radially and 
circumferentially, by a single pattern-forming mechanism (from Harrison & von Aderkas, 
2004, with permission). Work continues, to characterize whether RD acts at this 
developmental stage in some of the world’s largest plants. B) SEM of trichomes (protective 
hairs) on the underside of a leaf of Arabidopsis; image from Deeks et al. (2007), with 
permission. Digiuni et al. (2008) found that trichomes are patterned by an RD mechanism, 
by quantitatively matching experimental manipulations of specific trichome genes with a 
dynamic (RD) model of trichome gene interactions. 
4.3 RD in plant genetics 
Knowledge of the genetic underpinnings of developmental phenomena have increased 
vastly in recent decades, with enormous strides in understanding not only the complete 
genomes of model organisms, but also the complex pathways regulating gene expression 
and tissue formation in development. With more complete sets of data on the molecules 
involved in development, and the tools to manipulate these molecules, it is becoming 
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increasingly possible to investigate the kinetics of pattern formation at the molecular level. 
Arabidopsis thaliana is the major model organism in higher plants, with the largest toolkit for 
genetic manipulation. Several groups have recently published work on RD mechanisms in 
specific genetic pathways in Arabidopsis development, identifying specific known molecules 
as Turing morphogens.  
Digiuni et al. (2008) determined that trichomes, protective hairs on the undersides of 
Arabidopsis leaves (Fig. 9B), are patterned by an RD mechanism. They developed a dynamic 
model of the GLABRA/TRIPTYCHON reaction network known to underlie trichome 
formation. The network dynamics are RD, with activation occurring through catalyzed 
formation of an ‘active complex’, and inhibition occurring through several possible pairwise 
interactions of the constituent gene products. Matching model results to experiments 
allowed the authors to select a particular one of these inhibition pathways (interaction 
between GLABRA3 and TRIPTYCHON). This study not only investigated normal, wild-type 
trichome patterns, but used targeted manipulations (overexpression) of particular genes in 
the network to narrow down the kinetic possibilities. 
As discussed in the Introduction, much of the shaping of higher plants occurs in localized 
zones, with the shoot apical meristem (SAM) at the top of a plant chief among these. For 
Arabidopsis and a selection of other plants, the genes expressed in the SAM and the 
interactions between them are very well characterized. The response of the SAM to 
perturbations can be very complex, however. A recent paper by Fujita et al. (2011) presents 
an RD model of the SAM gene network, identifying the activator as the WUSCHEL (WUS) 
product (i.e. protein) and the inhibitor as the CLAVATA (CLV) gene product. They invoked 
a 3rd morphogen for RD patterning to control the spatial extent of the SAM in the face of cell 
divisions, a means of approaching the growth-patterning issues discussed in prior sections. 
The authors were able to successfully model the complex patterning responses seen for a 
series of genetic knockdown and overexpression experiments, as well as for physical cell 
ablation and incision experiments. (Also see Jönsson et al., 2005, for an earlier RD model of 
SAM patterning.) 
Finding RD mechanisms through detailed study of gene network dynamics is being 
paralleled in animal development, where for example Turing morphogens have been 
identified in skin patterning (e.g. Sick et al., 2006; Jung et al., 1998; Jiang et al., 1999). The 
molecular work in plants is reaching a point where we can begin to discuss the theoretical 
growth-patterning issues (section 3) in terms of known molecules.    
5. Other factors in plant morphogenesis 
This chapter has focused on the development of RD theory, particularly with respect to the 
patterning-growth dynamics seen in plant development. RD mechanisms allow the chemical 
kinetic underpinnings of growth control to be explored, and experimental work is beginning 
to illuminate how RD operates in particular developmental phenomena. Something as 
complex as plant shape, however, has numerous aspects and can be approached from a 
number of complementary directions. Here, we will discuss newer developments in 
transport in plants, and the relation of chemical patterning to the mechanical properties of 
plant tissues in determining morphology.  
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5.1 Auxin transport 
Auxin is a small organic molecule which has long been known to have powerful effects on 
plant growth. Mitchison (1981) developed a model for auxin’s role in vein formation in 
leaves, in which the flow of auxin is autocatalytic: auxin flow in a particular direction will 
reinforce flow in that direction, leading to a ‘canalization’ and formation of veins. In more 
recent years, discovery of the auxin-transporter PIN genes has filled in much of the 
molecular biology of auxin transport (Friml, 2003). PIN genes are involved in cellular intake 
and efflux of auxin, and have been found to be active from embryogenesis to apical 
meristem activity. PIN localization is positively related to auxin. Models exist for this 
relation being proportional to either auxin concentration or to auxin flux (as in Mitchison’s 
model), but the result of either is to create auxin flows up a gradient, as opposed to diffusion 
(down a gradient). A number of models have been developed for pattern formation via 
auxin transport in apical meristems, which have had a high degree of success in describing 
the morphogenesis of lateral structures (e.g. leaves) from the SAM (i.e. phyllotaxis; de 
Reuille et al., 2006; Jönsson et al., 2006; Smith et al., 2006) and growth patterns in the root 
apical meristem (Grieneisen et al., 2007; Laskowski et al., 2008). For further discussion, see 
Braybrook & Kuhlemeier, 2010, and references therein (e.g. Heisler & Jönsson, 2007; Kramer, 
2008; Smith & Bayer, 2009). Auxin modelling and its close matching to newly discovered 
molecular biology has had a great impact on the use of mathematics to understand 
patterning and growth in plant development. In terms of pattern formation, while auxin 
flux and diffusion are different, they serve a similar purpose in introducing a spatial 
dependence to the dynamics. Mathematical analysis is far more developed for RD models at 
this point, though it is likely that pattern-forming dynamics in auxin transport models will 
be found to be similar. Due to the maturity of the RD mathematics, it is immediately more 
promising for elucidating the growth-patterning-boundary formation dynamic issues 
discussed in section 3. But the auxin work shows that a diversity of transport mechanisms 
are likely significant in plant development, and the mathematics must keep abreast of 
differences and commonalities between the various types of transport. 
5.2 Plant mechanical properties 
While the focus of this chapter, and of genetic research into morphogenesis, is on the 
chemical pattern formation underlying growth, plants have unique mechanical 
characteristics which can also affect form.  
5.2.1 Mechanical approaches to morphogenesis 
Mechanically, plant cell shapes balance a high internal turgor pressure against the complex 
macromolecular structure of the cell walls. At relatively low turgor, the wall can act 
approximately elastically; at high pressure, deformation can be described as a viscoplastic 
flow (Dumais et al., 2006). Mechanical theories have been developed mathematically for 
rotationally symmetric shapes such as growing tips (Dumais et al., 2006; Ben Amar & 
Goriely, 2005), but the treatment of non-axisymmetric shapes, such as clefts and branches, 
remains unsolved and very challenging. The cell wall macromolecular structure also creates 
anisotropic mechanical properties, with, for example microtubule ‘hooping’ causing far 
greater extensibility in one direction than another (e.g. Green and Lang, 1981; Green et al., 
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1998). The complex interplay between microtubule arrangements and cellulose wall 
structure has been explored in depth in recent years (e.g. see Paredez et al., 2008), for 
instance illuminating how microtubule arrangements dynamically control cell division 
planes (Besson & Dumais, 2011), which can affect growth directions.  A recent growth model 
involving cellular-scale microtubule orientation successfully modelled the response of the 
apical surface to localized laser ablation experiments (Hamant et al., 2008). This is a very 
active area and the interested reader is directed to the present references for further 
exploration of the mechanical aspects of morphogenesis.   
5.2.2 Combining mechanics and chemistry 
Chemical models, involving genes or other biomolecules - whether RD, auxin-transport, or 
other - have largely been studied apart from mechanics, or the consideration of forces. This 
is generally justified since gene expression and pattern formation frequently precede shape 
change. At the same time, many purely mechanical models have had success describing a 
range of morphogenetic phenomena (e.g. Green & Poethig, 1982; Linthilac, 1984). It is likely 
that most phenomena in plant morphogenesis have contributions from both mechanical and 
chemical dynamics. Modelling needs to proceed in this direction, though not at the expense 
of fully understanding the dynamics of purely chemical or purely mechanical mechanisms. 
Chemistry can affect mechanics, through the local catalysis of wall changes (softening, 
addition of new material) which affect extensibility and allow internal turgor to push 
surface out (for instance see Zerzour et al., 2009, on wall softening preceding tip growth). 
But mechanics can also affect chemistry, for example stretch-activated Ca2+ channels have 
been found in tip growth (e.g. Kroeger et al., 2008), and there is evidence that stress can 
activate genes (e.g. Desprat et al., 2008, in animals). More complete models of 
morphogenesis will need to combine chemical dynamics with mechanics (see, for example, 
the recent synthesis for the SAM in Besnard et al., 2011); in the first instance to predict 
correct deformations for chemically catalyzed growth, but ultimately to account for 
mechanical effects on chemistry. Spontaneous pattern formation in mechanochemical 
dynamics should also be considered; Oster and co-workers developed and analyzed such a 
model in which Ca2+ effects on cytoskeleton were autocatalytic, but the spatial dependence 
of the patterning was through mechanical stress (Oster, 1983; Oster et al., 1983). See Howard 
et al. (2011) for a recent discussion of mechanical stress as the spatially dependent 
component of reaction-based patterning. Vast amounts are now known about the interplay 
between cytoskeleton chemistry and plant cell morphogenesis, with scope for extensive 
development of appropriate mathematical mechanochemical models (e.g. see review by 
Szymanski & Cosgrove, 2009; model of Jilkine et al., 2007). At a continuum level, focusing 
on tissue-wide interactions between patterning and deformation, recent morphogenetic 
models have combined chemical gradients with accurate mechanical representations of 
plant tissues (Kennaway et al., 2011; Matthews, 2002). With mathematical analysis of a 
combined mechanochemical model, Shipman & Newell (2005) have been able to provide an 
explanation for phyllotactic patterns, for example in sunflower heads. Such work opens the 
way for a more complete exploration of the pattern forming dynamics of integrated 
mechanochemical systems; i.e. can we proceed from a theoretical understanding of 
patterning via RD kinetics, combine this with continuum mechanics, and begin to 
understand how these interact in real plant morphogenesis?  
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6. Conclusion  
This chapter has explored the development of RD theory and the role of RD dynamics in 
plant development. RD is a well-developed kinetic theory for spontaneous spatial pattern 
formation, and as such provides a framework for understanding how the biochemical 
patterns underlying embryonic development may be established. The theoretical challenge 
for applying RD to plant development is to understand how RD patterning operates in 
growing systems, and, if the localized growth catalysis responsible for morphogenesis is 
patterned by RD, what dynamics arise in the full feedback of RD-driven growth. A critical 
part of transforming chemical pattern into shape is the control of boundaries between fast- 
and slow-growing regions. Sections 3.2 and 3.3 presented potential mechanisms by which 
this can occur. Because their pattern-selection can be well-characterized in terms of reaction 
and transport rates, size and geometry, RD-growth models are particularly well-suited to 
describing and understanding developmental sequences which involve symmetry-breaking, 
for instance the tip growth to branching transition.  
In addition to providing a theoretical framework for problems in patterning and growth, 
experimental evidence is accumulating for RD mechanisms in specific cases of plant 
development, with the molecular identification of Turing morphogens. Plant shapes are also 
affected by the unique mechanical properties of their cell walls. Ultimately, more complete 
understanding of how shapes are determined will require a synthesis of chemical and 
mechanical theories, but this synthesis will only be clear if both theories are fully 
characterized, so that the contributions of each, and the properties emergent from their 
interaction, are properly understood.   
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1. Introduction   
Understanding chemical kinetics of precursor dissociation and other follow-up plasma 
chemical reactions at atmospheric pressure plasma conditions is very important area of 
research for the development of plasma based film coating processes. It is very useful 
especially for coating on complex geometries like tubes, bottles, etc. Coating thin films on 
inner surface of tubes improves their functionality in many ways without changing the bulk 
properties. It improves the value of commercial tubes by improving their surface properties 
such as hydrophilicity, corrosion or permeation resistance and biocompatibility as in the 
following cases, 1. Depositing the fluorinated carbon on PVC tubes enhances the 
biocompatibility for the blood circulating tubes (Babukutty et al., 1999; Prat et al., 2000), 2. 
Silica coating on PTFE tube increases the wettability of the tube about 3 times (Yoshiki et al., 
2006), 3. Carbon or titanium nitride film as protective coating on inner surface of a metallic 
tube improves its lifetime (Fujiyama, 2000; Hytry et al., 1994; Wang et al., 2008), 4. 
Deposition of silica on inner surface of PET tubes or bottles reduces the permeation of gases 
(Deilmann et al., 2008, 2009), 5. Titania coating on inner surface of glass tube improves its 
surface properties to be suitable for microfluidic devices (Yoshiki & Mitsui, 2008; Yoshiki & 
Saito, 2008), 6. Coating of nickel/alumina film on inner surface of silica tube and plasma 
treatment of resultant film increases the catalytic activity of this film for carbon nanofiber 
synthesis (Agiral et al., 2009). There are many ways film can be coated on various objects. 
Among those, “cold” plasma based film coating methods have many advantages compared 
to the conventional thermal film coating methods and spray coating methods. In plasma 
coating methods, electron will have high temperature (a few eV); however, atomic and 
molecular species will have low temperature (0.1 eV). Because of this, precursors can be 
dissociated at relatively low gas temperature through electron impact. Hence, the plasma 
technology can be used for film coating on thermo-labile plastic materials. The advantage of 
using atmospheric pressure plasma source for film deposition is that it does not require 
vacuum system and hence it is economically favourable method of film coating. Especially 
for thin film deposition on inner surfaces of tubes, atmospheric pressure plasma is more 
suitable than low pressure plasma. In this regard, several research groups have developed 
this process and coated various films like SiO2 and TiO2 on inner surface of various metal, 
quartz, PET and PTFE tubes (Agiral et al., 2009; Babukutty et al., 1999; Deilmann et al., 2008, 
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2009; Foest et al., 2007; Fujiyama, 2000; Hytry et al., 1993, 1994; Prat et al., 2000; Wang et al., 
2008; Yoshiki et al., 2006; Yoshiki & Mitsui, 2008; Yoshiki & Saito, 2008). Mostly microwave 
or RF driven ICP, CCP and jet based microplasma or magnetron plasma sources were used 
for their studies. Generally, in several methods used for coating films on inner surface of 
tubes, precursors are decomposed in the confined electrode region where the plasma is 
active, chemically active species are transported inside a tube and film coating is carried out 
by gas flow. In this case, because of polymerization and recombination reactions during the 
transport process, the nature of chemically active species (constituent of polymer film) is 
different at different places along the axis of the tube. This phenomenon could reduce the 
film uniformity along the axis of the tube. Our strategy for film coating on inner surface of 
tubes is to generate long plasma filaments inside the tube in a gas containing a precursor as 
an admixture (Pothiraja et al., 2010). The plasma filament, which will be thinner than the 
diameter of the tube to be coated, will be active for long distance in the region of film 
coating. This plasma filament can ionize and/or dissociate precursor molecules. Using this 
method, chemically active species can be generated everywhere along the axis of the tube 
within close vicinity of inner surface of the tube. In this way, differences in the nature of 
depositing chemically active species at different places along the axis of the tube can be 
reduced and films with better uniformity can be deposited. In addition to this, film 
deposition is supported by ion fluxes, which results the formation of high quality film.  
In this regard, pulsed filamentary plasma source has been constructed, and long plasma 
filaments (longer than 100 mm) are generated inside the tube in the presence of methane or 
acetylene as a precursor. Using this, carbon based film is coated on inner surface of tubes 
and deposited film has been characterized using various surface analysis techniques. 
Understanding film properties on the basis of chemical kinetics of precursor dissociation, 
other gas phase and inter-phase reactions is very important. Hence chemical kinetics of 
these reactions is simulated. Since plasma parameters (electron density, electron velocity 
distribution function (EVDF)) play very important role in these reactions, they have been 
determined using emission spectroscopy, current-voltage measurement, microphotography 
and numerical simulation. In this chapter, we describe 1. Reaction schemes considered in 
our model for the determination of plasma parameters, 2. Influence of plasma parameters on 
chemical kinetics of precursor dissociation and other gas phase reactions involved in the 
film growth processes, and 3. Effect of plasma chemical reaction kinetics and nature of 
precursor on film properties and film growth rates.  
2. Experiments and model 
Configuration of plasma source used for film coating on inner surface of tubes is discussed 
below. Following this, methodology used for the determination of plasma parameters, rate 
constants and high probable plasma chemical reactions are discussed. 
2.1 Experimental setup 
Our plasma source consists of a cylindrical tungsten driven electrode with a diameter of 1.6 
mm. One end of this electrode is sharpened (spike) to a cone angle of 30o, while the other 
end of the electrode is connected to a high voltage generator (Redline Technologies G2000). 
The output voltage and the pulse frequency of this generator can be controlled and varied 
from 0-20 kV and from 4-500 kHz, respectively. Each high voltage pulse exhibits a 
sequential profile with damped oscillations. A tube made of quartz with the inner diameter 
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of 6 mm, is used in order to test the feasibility of film deposition as well as to characterize 
the plasma ignited in this setup. Tungsten driven electrode is placed coaxially inside this 
tube (figure 1). A copper tube (length, 10 mm) is used as a movable grounded electrode, 
which is placed coaxially on the outer surface of the quartz tube. For all the experiments 
reported in this chapter, the grounded electrode is fixed at 140 mm away from the spike of 
the driven electrode.  
 
Fig. 1. Schematic view of experimental setup 
We have used methane as well as acetylene as precursors. In both cases, we performed two 
sets of experiments. First set of experiments were carried out in argon and precursor 
mixture (Ar, 2400 sccm; CH4, 3 sccm or C2H2, 2 sccm) to deposit carbon based film on inner 
surface of a quartz tube. Films deposited at this condition are characterized using various 
surface analysis techniques. Second set of experiments were carried out with argon, 
precursor and nitrogen gas mixture (Ar, 2400 sccm; CH4 (or C2H2), 1 sccm; N2, 2.5 sccm) for 
plasma characterization. Emissions of nitrogen molecules and nitrogen molecular ions are 
used for the determination of plasma parameters. Plasma parameters determined at this 
condition are considered to be the same as the plasma parameters during the film deposition 
process in the first set of experiments. The effect of absence of nitrogen on plasma 
parameters is balanced by increasing the precursor quantity. This fact (balancing of plasma 
parameters) is confirmed from the similar simulated EVDFs for both sets of experiments 
(with/without nitrogen). It is also confirmed by measuring argon emission spectra at 
various places along the axis of the tube in both cases. Argon emission intensities are very 
close to each other in both cases, and also have the similar trend along the axis of the tube. 
Relatively and absolutely calibrated echelle spectrometer (ESA 3000) is used to obtain the 
emission spectra in a spectral range of 200 to 800 nm (Bibinov et al., 2007). Spectral 
resolution of the echelle spectrometer amounts to Δλ = 0.015 nm at λ = 200 nm and Δλ = 
0.060 nm at λ = 800 nm. A Pearson current monitor (model, 6585; output, 1 V = 1 A) is used 
for plasma current measurement, which is mounted around a cable connecting the generator 
and the tungsten electrode. The output of the current monitor is connected to an 
oscilloscope (LeCroy Wave Runner 204MXi-A). Discharge duration is determined from the 
current profile. The actual voltage applied for plasma generation is measured by connecting 
the output of the generator to the oscilloscope through a capacitive voltage divider with the 
dividing factor of 2000. The pulse frequency of applied voltage is fixed as 22 kHz for all the 
experiments. For the plasma volume determination, a high speed sensitive CCD camera 
(PCO sensicam qe) is used. The spatial resolution of CCD camera amounts to 2 m for an 
objective used with this camera.   
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2.2 Model 
For diagnostics purposes, nitrogen is admixed with argon and precursor mixture. Plasma 
parameters are determined from the emission of neutral nitrogen molecules and molecular 
nitrogen ions. Our model used to obtain the information about gas temperature, plasma 
parameters and rate constants, from these emissions, are discussed below. 
2.2.1 Plasma gas temperature  
Gas temperature in active plasma volume is one of the important parameters, because of its 
influence on gas density in plasma as well as on the rate constants of chemical reactions. The 
rotational temperature of diatomic molecules is considered as the gas temperature, since the 
rotational and the translational degrees of freedom have equal temperatures because of very 
fast rotational relaxation at atmospheric pressure. For the determination of gas temperature, 
the rotational intensity distribution in the emission of neutral nitrogen molecule N2(C3u, ’=0 
 B3g, ’’=0) (abbreviated as N2(C–B, 0–0)) is used. The emission spectrum is measured 
perpendicular to the axis of the filament. Since the spectral resolution of our echelle 
spectrometer is not high enough to determine the intensities of the separate rotational lines in 
the emission spectrum of neutral nitrogen molecules, the rotational temperature is determined 
by a fitting procedure. For this purpose, we calculate the intensity distribution in the emission 
of N2(C–B, 0–0) (λ = 337.1 nm) for different values of rotational temperature and spectral 
resolution used in the experiments, applying the program code developed for this purpose 
(Bibinov et al., 2001). By comparing the measured emission spectrum with the calculated 
spectra for various rotational temperatures, we determine the actual rotational temperature of 
nitrogen molecule with an inaccuracy of ±30 K. 
When high concentration of the precursor is used, there is an overlap in the emission of 
N2(C–B, 0–0) with the emission of NH radical at some places along the axis of the tube 
(filament). Hence, in this case, the rotational intensity distribution in the emission of CN 
radical, CN(B2+, ’=0  X2+, ’’=0) (CN(B–X, 0–0)) is used for the determination of gas 
temperature. In this case also, the rotational temperature is determined by the fitting 
procedure. In this regard, we simulate the intensity distribution in the emission of CN(B–X, 
0–0) (λ = 388.3 nm) for different values of rotational temperature using the program 
LIFBASE (Luque & Crosley, 1999). The rotational temperature of CN radical is determined 
with an inaccuracy of ±30 K.  
Under our experimental condition, molecular emissions N2(C-B) and CN(B-X) are excited by 
electron impact as well as by collisions with argon metastable atoms (Nguyen & Sadeghi, 
1983; Belikov et al., 1988). This effect can influence the rotational spectrum of nitrogen, and 
has been considered in the model. The angular momentum of heavy nucleus of diatomic 
molecules changes slightly by electron impact excitation. Therefore rotational distribution in 
molecular state excited by electron impact is equal to that in ground state, that means 
corresponds to the gas temperature. By excitation due to argon metastables, the rotational 
distributions in the excited states N2(C) and CN(B) can be very different from rotational 
distributions at gas temperature. It can be approximately described by equilibrium 
distribution with temperature of about 2000K (Nguyen & Sadeghi, 1983; Belikov et al., 1988). 
Rotational distribution in measured emission spectrum is formed by initially excited 
distribution and competition of spontaneous emission, rotational relaxation and quenching 
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process by collisions with surrounding argon atoms. To study the influence of this factor on 
the reliability of measured gas temperature, we simulate the emission spectrum of N2(C-B) 
for our experimental conditions with assumption that all "second positive system" in 
nitrogen emission spectrum is excited by collisions with argon metastables. To simulate the 
rotational relaxation, we use the rate constants determined in theoretical and experimental 
studies of rotational relaxation of nitrogen molecules in ground state by collisions with 
surrounding argon atoms (Belikov et al., 1988). The measured rotational distribution in 
N2(C) excited during collisions with argon metastables (Nguyen & Sadeghi, 1983), and rate 
constant for quenching of N2(C-B) emission in argon (Polak-Dingels & Djeu, 1983) are used 
for this simulation. After simulation of N2(C-B) emission spectrum, we determine the 
rotational temperature using Boltzmann plot and estimate the deviation of determined 
value from the gas temperature assumed for our simulation. For our experimental 
conditions, this difference amounts to about 1% (e.g. 8 K at gas temperature of 800 K), which 
is much lower than the inaccuracy of  30 K of our fitting procedure.  
The CN molecules are produced in Ar/N2/C2H2 or Ar/N2/CH4 mixture through a multi-
step reaction. The exact mechanism of formation and the rotational distribution of CN(B) 
state is not known in the literature. Therefore the rotational relaxation could not be 
simulated. However, because of the equal rotational temperatures of emission of N2(C-B) 
and CN(B-X) determined at the same experimental conditions (see figure 2) and very fast 
relaxation of CN(B) in argon observed at low pressure conditions (Duewer et al., 1972), we 
conclude that CN(B)-molecule reach equilibrium rotational distribution before emitting of 
the photons. Hence, the influence of high rotational distribution after CN formation as well 
as excitation by collisions with argon metastables on the gas temperature determination by 
using CN molecular emission is also negligible.  
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Fig. 2. Comparison of gas temperature determined by using the emission of N2(C–B, 0–0) 
(left) and the emission of CN(B–X, 0–0) (right) from the same emission spectrum measured 
during the discharge. Simulated spectra are shifted for clarity. 
2.2.2 Electron velocity distribution functions and rate constants 
Electrons are the origin of most of the chemical reactions happening at atmospheric pressure 
plasma based processes; hence, their energy distribution plays an important role in plasma 
chemical reactions. The electron velocity distribution function (EVDF) in our system is 
determined on the basis of the emission of nitrogen molecule (equations 1-13). For this 
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purpose, absolute emission intensities of N2(C3u, ’=0  B3g, ’’=0) (abbreviated as 
N (C-B)2
I ) and N2+(B2u+, ’=0  X2g+, ’’=0) ( N (B X)2I   ) are used. Since the threshold energy 
for the excitation of N2(X) to N2+(B) by electron impact is different from the same for N2(X) 
to N2(C), the relative intensity of N (B X)2
I   with respect to the intensity of N (C )2 B
I   is 
depending on the EVDF. On this basis, EVDF is determined using measured 
N (B X)2
I   /
N (C )2 B
I  . For this purpose, we considered the following plasma chemical reactions 
(equations 1-9) for the determination of intensity of nitrogen emission (equations 10, 11).      
 N2 + e   
N (B)2
k     N2+ (B) + 2e          (1) 
 N2 + e   
N (C)2
k    N2 (C) +  e          (2) 
 N2 + Armet   ( )2
Armet
N Ck    N2 (C) + Ar         (3) 
        N2 (B) + Ar           (4) 
 Ar + e   Armet
k    Armet + e             (5) 
 Armet + e   
e
qArmetk    Products            (6) 
 Armet + 2Ar   
2 Ar
qArmetk    Products             (7) 
 Armet + N2   
2N
qArmet
k    Products            (8) 
 Armet + Prec   
Pr ec
qArmetk    Products                (9) 
  
2 2 22( ) ( ) 2 ( )( )
( ) [ ]metArN C B N C e N C f p fN CI k K n N Q g V t                     (10) 
                                   2 2 2
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where, 
 
2
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+
2N (B)
k  and 
2N (C)k  - electron impact excitation rate constants of nitrogen molecular emission, 
N2+(B-X) and N2(C-B) respectively; 
met
2
Ar
N (C)k  - rate constant for the formation of N2(C) by collision of N2(X) with argon metastable 
(2.80x10-11 cm3·s-1) (Polak-Dingels & Djeu, 1983);  
metArk  - electron impact excitation rate constant for argon metastable formation; 
2
Ar
qNk  - rate constant for the quenching of the corresponding excited states of nitrogen 
during collision with  argon (for N2(C) 8.00x10-13 cm3·s-1 (Polak-Dingels & Djeu, 1983); for 
N2+(B) 2.00x10-10 cm3·s-1 (Tellinghuisen et al., 1972));  
met
e
qArk  (2.00x10-7 cm3·s-1 (Ivanov & Makasyuk, 1990)), met2ArqArk (1.20x10-32 cm6·s-1 (Kolts & 
Setser, 1978)), 2
met
N
qArk (3.50x10-11 cm3·s-1 (Kolts et al., 1977)) and met
Prec
qArk  (5.50x10-10 cm3·s-1 and 
5.60x10-10 cm3·s-1 (Velazco et al., 1978)) - rate constants for quenching of argon metastable 
during collision with electron, argon, nitrogen and precursors (methane and acetylene), 
respectively;  
A - Einstein coefficient for spontaneous emission (2.38x107 s-1 for N2(C-B) (Pancheshnyi et al., 
2000); 1.52x107 s−1 for N2+(B-X) (Dilecce et al., 2010));  
B1 - branching factor for (3) (value = 0.787) (Zhiglinski, 1994); 
B2 - branching factor for N2(C-B, 0-0) transition by emission from N2(C,0) (value = 0.5) (Laux 
& Kruger, 1992); 
ne - electron density (cm-3);  
[Ar] - density of argon (cm-3);  
[N2] - density of nitrogen (cm-3);  
[Prec] - density of methane or acetylene (cm-3);  
Vp – observed volume of plasma (cm3); 
gf  - geometrical factor relating the part of photons reaching the entrance hole of the optical 
fiber in the spectrometer; 
tf  - value of fraction of time, in which plasma is active. 
The equations (10-13) are derived on the basis that the population of N2+(B) from the ground 
state ion N2+(X) is negligible compared to the one from N2(X). This is because the 
concentration of N2+(X) is negligible compared to the concentration of N2(X) in the cases we 
studied. For the generation of N2(C), only direct electron impact excitation from the ground 
state of nitrogen molecule N2(X) and the excitation during collision with argon metastable 
are considered (Kolts et al., 1977; Sadeghi et al., 1981, 1989; Touzeau & Pagnon, 1978). Other 
possible mechanism of generation of N2(C) by ‘pooling’ reactions of two metastables N2(A) 
(Herron, 1999) is negligible because of relatively low density of metastables N2(A). 
Quenching of N2(C) and N2+(B) by argon is considered (Polak-Dingels & Djeu, 1983; 
Tellinghuisen et al., 1972; Touzeau & Pagnon, 1978). However, quenching of N2(C) and 
N2+(B) by nitrogen and precursor is neglected because of low concentration of these 
admixtures (Legrand et al., 2001). 
For the calculation of rate constants +
2N (B)
k and 
2N (C)k  for a particular EVDF under our 
experimental conditions, the following methodology is used. 
The EVDF is simulated for our experimental conditions (gas composition, gas temperature, 
pressure, etc.) by numerical solution of the Boltzmann equation and varied electric field 
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applying the program code “EEDF” developed by Napartovich et al (Stefanovic et al., 2001). 
In this simulation, “local” approximation is applied, which is valid for atmospheric 
pressure. This EVDF is normalized to fulfill the equation (14): 
   d
0
4 2 1E E Evf

                 (14) 
By using this normalized EVDF and the known collisional cross section exc (cm2) for 
electron impact excitation of nitrogen emission (Itikawa, 2006), we calculate the rate 
constants k (cm3·s−1) for electron impact excitation of N2(C-B, 0-0) and N2+(B-X, 0-0) 
emissions by using the equation (15): 
   d
0
24 2 ( ) ,exc
e
Ck E E E Ev m
f 

     (15) 
where me is the mass of electron (g), E is the kinetic energy of electrons (eV) and C = 1.602 × 
10−12 erg·eV−1.  
From these calculated rate constants and the quenching factors (Q in equation 12), values of 
ratio of intensities of nitrogen emissions (using equation 11) are calculated for various 
EVDFs. By comparing the calculated values of ratio of emission intensities with measured 
one, the actual EVDF and its corresponding reduced electric field are determined.  
2.2.3 Electron density  
Electron density (ne in cm-3) is determined by using the equation (16), from the measured 
absolute intensity of N2(C-B, 0-0) emission ( 2N (C-B)I , phot·s-1), the electron impact excitation 
rate constant for N2(C-B, 0-0) emission ( 2N (C)k ), contribution of argon metastable for the 
formation of N2(C) ( met
2
Ar
N (C)K ), density of nitrogen ([N2]), contribution of the quenching of 
N2(C) by Ar ( 2N (C)Q ), the geometrical factor for the fraction of photons produced in plasma 
volume reaching the optical fiber (gf), the plasma volume (Vp in cm3), and value of fraction 
of time in which plasma is active (tf). 
 2
2 22
( )
( ) 2 ( )( )( ) [ ]met
N C B
e Ar
N C N C f p fN C
I
n
k K N Q g V t
                   (16) 
All measurements with our emission spectrometer are space and time averaged. However, 
plasma parameters during the discharge are spatially and temporally non-uniform 
(Veldhuizen et al., 2009). In order to find out the influence of this non-uniformity of the 
plasma parameters on the reliability of measurements obtained using our spectrometer, we 
have simulated the total emission spectrum of two plasma regions of equal volume 
observed simultaneously by our spectrometer. Very different plasma conditions are 
assumed for these two regions. The composition of gas mixture corresponding to the 
methane system is used for the simulations. By using the total emission spectrum of 
nitrogen simulated for these two regions with different plasma parameters, the average 
plasma parameters are calculated for our optical emission spectroscopic (OES) diagnostics. 
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By using these averaged plasma parameters, the rate of methane dissociation is calculated. 
This value is compared with the value of the rate of methane dissociation calculated for 
these two regions. 
For this purpose, the reduced electric field of 300 Td is assumed for the first region while 
3000 Td for the second region. Electron density values are assumed as 4.62 x1011 and 5.00 
x1011 (in cm-3) for the first and the second regions, respectively. In these plasma conditions, 
the intensity of N2(C-B, 0-0), which is used for electron density determination, is equal in 
both regions. On this basis, we have calculated total intensities of emission of nitrogen for 
the combination of these two regions, in the way our spectrometer would have observed. 
From these calculated values of intensities, the averaged values of electric field and electron 
density are calculated as 1800 Td and 3.91 x1011 cm-3, respectively. The ultimate aim  
for determination of the plasma parameters is to obtain the dissociation rate of precursor 
molecule. Hence, by using these averaged values of electron density and the reduced electric 
field, the rate of methane dissociation is calculated for this combined region. In a similar 
way, the dissociation rate of methane is calculated for these two regions separately on  
the basis of the emission spectra simulated for a spatially resolved measurement. The sum  
of these two values obtained for the spatially resolved measurement, is compared with  
the value of methane dissociation rate for the combined region calculated using the 
averaged plasma parameters for the spatially averaged measurement. In this case, there is 
less than 4% deviation in the rate of methane dissociation in using averaged plasma 
parameters. 
We did similar calculation by assuming very different electron density values for these two 
regions, as 7.96 x1013 cm-3 and 5.00 x1011 cm-3 for the first (E/N, 300 Td) and the second 
(E/N, 3000 Td) regions, respectively. For these values of electron density and the electric 
field, the intensity of N2+(B-X, 0-0) for these two regions is equal. In this case, there is 8% 
deviation in the value of rate of methane dissociation by using spatially averaged plasma 
parameters. 
The low time resolution in OES diagnostics causes an error in electron density 
determination because of the error in the time factor. The inverse of the same time factor is 
used for determination of the rate of hydrocarbon dissociation from electron density. Hence, 
the error in the time factor during electron density determination will be canceled during 
determination of the rate of methane dissociation. Hence, despite the possible deviation of 
the averaged plasma parameters determined using our OES diagnostics, from the real 
spatial and temporal distribution of plasma parameters (EVDF and electron density), the 
dissociation rate of hydrocarbon molecules obtained using the averaged plasma parameters 
is reliable.  
2.2.4 Temporal and spatial distribution of gas temperature as well as fluxes of 
chemically active species  
In order to determine the temporal and spatial distribution of gas temperature as well as 
fluxes of chemically active species from the plasma filament towards the surface of the tube, 
we numerically solve the equations for thermal conductivity (17) and diffusion (18) for a 
cylindrical symmetry (Bibinov et al., 2007; Rajasekaran et al., 2009): 
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 ( ( ) )T T T
t
                          (17) 
 [ ] ( ( ) [ ])M D T M
t
                        (18) 
where, 
( ) conduction
p
T
C
   , 
(T) - thermal diffusivity, 
conduction- thermal conductivity, 
 - density, 
Cp - specific heat capacity, 
D - diffusion coefficient. 
3. Results and discussion 
3.1 Plasma ignition and film deposition 
The pulsed filamentary discharge is ignited (Pothiraja et al., 2010, 2011) in the mixture of 
argon and methane or acetylene precursor (figure 3). This discharge is similar to a positive 
streamer discharge in argon (Veldhuizen et al., 2002). This long filament of plasma 
generated along the axis of the tube during this discharge has a diameter of about 200 µm.  
 
Fig. 3. Plasma filament ignited inside the tube in argon with precursor admixture. 
The duration of the positive discharge is 160 ns (figure 4). During plasma operation, the profile 
and the position of filaments in the tube change with the frequency of several Hz. Because of 
this fact (profile and position of filaments are stationary for about 100 ms) and the pulse 
frequency is 22 kHz, about 2000 filaments in series have the same profile and position. 
Emission spectra measured using echelle spectrometer for the discharge ignited in Ar/C2H2 
as well as in Ar/CH4 mixtures at different regions along the axis of tube indicates similar 
pattern. Measured spectra show characteristic emissions for the active species like C, C2, 
CH, etc.; which indicates the dissociation of precursors, and participation of hydrocarbon 
radicals in film deposition (figure 5).  
Films deposited at this condition are characterized using various surface analysis 
techniques. FTIR-ATR, XRD, SEM, LSM, Raman spectral and XPS analyses give the 
conclusion that when methane is used as a precursor, deposited film is amorphous  
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Fig. 4. Current-voltage profile during the positive filamentary discharge inside the tube 
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Fig. 5. Emission spectrum measured using echelle spectrometer for the discharge ignited in 
Ar/CH4 mixture at the middle region in between the electrodes. Discharge in Ar/C2H2 
mixture also shows similar emission spectrum 
composed of non-hydrogenated sp2 carbon and hydrogenated sp3 carbon with traces of O 
and N (see figure 6, 7) (Murugavel & Pothiraja, 2003; Murugavel et al., 2007). UV-Vis 
absorption spectra of the film deposited on inner surface of the tube also confirm the 
presence of doubly bonded sp2 carbon, which are shortly conjugated. When acetylene is 
used as a precursor, deposited film contains sp1 carbon in addition to sp2 and sp3 hybridized 
carbon. Presence of sp1 carbon in the film reduces the hardness of film, because of its linear 
structure which cannot form two dimensional or three dimensional structural networks. 
However, when acetylene is used as precursor, thickness of the film deposited on inner 
surface of the tubes, between the electrodes is more uniform than the same when methane is 
used as a precursor (figure 8).  
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Fig. 6. XPS of carbon of the films deposited in filamentary discharges in Ar/C2H2 and 
Ar/CH4 mixtures at middle region in between electrodes. 
 
Fig. 7. XPS of carbon of the films deposited in filamentary discharge in Ar/C2H2 (left) and 
Ar/CH4 (right) mixtures. 
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Fig. 8. Deposition rate of carbon based film inside of quartz tube by filamentary discharge in 
Ar/C2H2 and Ar/CH4 mixtures. 
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Cross sectional images of the film deposited on quartz tube are obtained using LSM and 
SEM. From these images, film thickness is determined at 65 mm away from the spike 
(Pothiraja et al., 2009a, 2009b). By keeping this as reference, film thickness at various places 
along the axis of the tube is determined by measuring optical thickness of the film at these 
places on the basis of Beer-Lambert law in UV spectral range. The figure 8 shows growth 
rate at various places along the axis of the tube for the films deposited in Ar/C2H2 and 
Ar/CH4 mixtures. For these experiments, similar quantities of methane as well as acetylene 
are used as precursor. As the figure 8 indicates, film growth rate in the grounded region is 
similar in both cases, and it is higher compared to the growth rate between the electrodes. 
When acetylene is used as a precursor, film growth rate between electrodes is about 30 times 
higher than the case where methane is used as precursor. It clearly indicates that plasma 
chemical reactions responsible for film growth process between the electrodes are different 
in these two cases. However, both precursor systems show similar film growth rates in the 
grounded region, and it is much higher than the film growth rate between the electrodes. 
This difference is very dominant methane system.  
In order to understand these differences in the nature of the film, growth rate and thickness 
profile, we characterize plasma conditions (gas temperature in plasma filament, electron 
density, EVDF, etc.) in both cases. Using determined plasma parameters, we calculate 
production rates of atoms and excited molecules, simulated fluxes of excited chemical 
species to the inner surface of the tube, and simulated the chemical kinetics. We correlate the 
differences in the chemical kinetics on the differences in the film properties. OES, 
microphotography, current-voltage measurements and numerical simulations are used for 
the characterization of plasma conditions. Since the chemical kinetics depends on plasma 
conditions, plasma conditions and their differences between methane as well as acetylene 
cases are discussed first. Following this, differences in chemical kinetics will be discussed. 
3.2 Gas temperature and tube temperature 
The gas temperature determined in the plasma filament with both precursors at various 
places along the axis of the tube is shown in figure 9.  
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Fig. 9. Gas temperature in the plasma filament obtained using CN (B-X, 0-0) and N2(C-B, 0-0) 
emissions (a), and tube temperature (b) along the axis of the tube during the pulsed filamentary 
discharge (Ar, 99.85%; N2, 0.11%; CH4 or C2H4, 0.04%; total gas flow rate, 2400 sccm) 
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The gas temperature in the plasma filament is about 1000 K. Although it is high (figure 9), 
duration of the discharge pulses is short: 160 ns (pulse frequency, 22 kHz). Therefore, the 
actual (stationary) temperature of tube will be much lower than the gas temperature in the 
plasma filament. The actual temperature of the tube during the discharge is measured using 
a thermocouple. It shows that tube temperature is less (about 330 K) close to the spike and it 
reaches about 400 K close to the grounded electrode (figure 9). Gas flow could be one of the 
reasons for this trend in tube temperature, since the gas mixture at room temperature is 
entering the spike region and relatively hot (or warm) gas mixture is entering the region 
close to the grounded electrode. With these data, equation for thermal conductivity is 
numerically solved to simulate the gas temperature in afterglow phase with temporal and 
spatial resolution. The results of this simulation presented in figure 10 show that the steady 
state conditions in the tube will be reached after 500 pulses. It is to be noted that, as 
mentioned before, about 2000 filaments in series have the same profile and position.  
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Fig. 10. Spatial distribution (in the radial direction) of the gas temperature from the plasma 
filament towards the surface of the tube. The filament diameter, 200 µm, is used for the 
simulations on the basis of micro-photographic images of the filaments 
3.3 Plasma parameters 
The reduced electric fields determined at different places along the axis of the tube during 
the discharge are shown in figure 11. It reveals that the reduced electric field has the same 
trend along the axis of tube, when methane is replaced with acetylene. However it reduces 
the magnitude of field to about 500 Td (figure 11). Reason for this trend in E/N along the 
axis of the tube is not clear now. 
This change in E/N as methane is replaced with acetylene strongly influences the EVDF, as 
shown in figure 12. As a result of this, kinetics of electron impact plasma chemical reactions 
is not the same at different precursors as well as at different region along the axis of tubes.  
As expected, difference in the reduced electric field also influences the electron density, 
when methane is replaced with acetylene. The electron density is almost constant in most 
part of the region in between the electrodes (figure 13). It is about 1.71012 cm-3 to 2.81012 
cm-3, when methane is used as precursor. However, when methane is replaced with 
acetylene, it is increased to about 81012 cm-3 to 3.81013 cm-3. This increase in electron 
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density could be due to the additional mechanism of acetylene ionization during Penning 
ionization with argon metastables. These electron densities are about two orders of 
magnitude lower than the related streamer discharge known in the literature (Aleksandrov 
et al., 1999, 2001). This is because; we have determined the electron densities by assuming 
that plasma is active continuously between electrodes for all current pulse duration. In 
reality, the positive streamer head of length about a few mm with the diameter of about 200 
µm is moving from one electrode to other electrode with the velocity of about 107 cm·s-1. 
When this factor is considered, the electron densities determined through our method is 
well in agreement with the value reported in the literature for similar kind of plasma 
streamer. However, as discussed previously, this less temporally and spatially resolved 
plasma parameters will not affect considerably the determined overall plasma chemical 
kinetics parameters. 
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Fig. 11. Variation of the reduced electric field along the axis of the tube during the pulsed 
filamentary discharge  
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Fig. 12. The change in EVDF as methane admixture is replaced with acetylene in argon 
filamentary discharge. 
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Fig. 13. Electron densities determined applying optical emission spectroscopy along the axis 
of tube for methane and acetylene plasma system. 
3.4 Chemical kinetics 
As mentioned previously, electron density and electron velocity distribution function play 
very important role in plasma (electron impact) chemical reactions. Therefore, the change in 
electron density and EVDF up on changing the precursor also changes the rate of electron 
impact excitation processes. The rate constants for electron impact acetylene and methane 
dissociation, argon ionization and argon metastables formation are determined (figure 14) 
using the equation (15), from the known values of cross-section for the corresponding 
process (Ballou et al., 1973; Belic  et al., 2010; Garcıa & Manero, 1998; Khakoo et al., 2004) 
and the determined EVDF. Electron impact dissociation rate constant of precursor molecule 
is higher than the electron impact ionization rate constant of argon atom (figure 14). Despite 
this fact, because of the higher concentration of argon than precursor in the supplied gas 
mixture, electron impact argon ionization rate is much higher than the electron impact 
dissociation rate of precursor. Since the charge exchange reactions of argon ions with 
hydrocarbon molecules have big cross sections (Shul et al., 1987), mainly these reactions are  
 
Fig. 14. Variation in the rate constants for electron impact acetylene dissociation, methane 
dissociation, argon ionization and argon metastables formation along the axis of the tube. 
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involved in the ionization and dissociative ionization of hydrocarbon species. Hence, argon 
ions play dominant role in the acetylene and methane ionization, dissociation and 
consequent film deposition processes. This is in contrast to the low pressure plasma 
chemical kinetics, where electron impact plays dominant role in acetylene and methane 
ionization, dissociation and consequent film deposition processes (Behringer, 1991; Moller, 
1993; Pastol & Catherine, 1990). 
Since the exact densities of various chemically active species and their diffusion coefficients 
are not known, methane diffusion in argon is simulated in order to have some hints about 
the diffusion of various chemically active species. Simulated results for methane diffusion in 
the figure 15 show that it takes about 10 to 20 ms for a chemically active species generated in 
the filament, which is approximately placed at the middle of the tube, to reach the tube 
surface. During this transport process, it may undergo several chemical reactions. Gas 
velocity is 1.4 m·s-1 for the gas flow rate of 2.4 slm. Hence, in the duration of 10 to 20 ms, 
neutral radicals will be moved to a distance of 1.5 to 3 cm along the axis of the tube.  
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Fig. 15. Spatial distribution of chemically active species generated in the filament towards 
the surface of tube. Since several chemically active species are generated in the filament, 
CH4 diffusion in Ar is simulated. 
The next step is to find out differences in the plasma chemical reactions and their chemical 
kinetics between methane and acetylene cases. Since the same quantity of argon is used in 
both cases, a main difference on the basis of atomic composition of precursors is the 
following. In the case of methane, carbon and hydrogen ratio is 1:4, but it is 1:1 for acetylene. 
The difference in the quantity of hydrogen with respect to carbon is important for chemical 
kinetics. Because of small size of hydrogen atom, it has high mobility compared to all other 
elements in the plasma system. Second reason is that atomic hydrogen (hydrogen radical) is 
the most reactive part of neutral element in our plasma system. Hence a small change in the 
quantity of hydrogen especially with respect to carbon will have strong influence on the 
chemical kinetics of carbon based film growth process. The second important difference 
among the precursors is their reactivity. From chemical structure and bonding point of 
view, acetylene is more reactive than methane. This will have considerable influence on the 
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film coating process. Acetylene is the monomer of polymer, polyacetylene. It is more prone 
to undergo polymerization even without plasma in the presence of catalyst. Hence under 
plasma conditions, it can undergo polymerization reaction leading to high film growth rate. 
Other difference, which may affect the hardness of deposited film, is the hybridization of 
carbon in the precursor. Methane has sp3 hybridized carbon, but acetylene has sp1 
hybridized carbon. It is well known that presence of sp1 hybridized carbon will reduce the 
film hardness because of its linear structure, compared to a film composed of sp2 and sp3 
carbon based materials. Also it is reported in the literature that methane is better precursor 
for hard film coating compared to acetylene (Fedosenko et al., 2001). By considering all 
above stated facts (nature of the precursor, plasma conditions and film properties), the most 
probable reactions among others are calculated using the equation (19), from the known 
values of densities of argon, methane and electron, as well as rate constants of various 
processes determined from the plasma parameters and known in the literature (Alman et al., 
2000; Baulch et al., 1994; Denysenko et al., 2004; Pitts et al., 1982; Shiu & Biondi, 1978; Sieck 
& Lias, 1976; Tsang & Hampson, 1986),  
 1([ ] )P M k                (19) 
where, P is the probability, [M] is the density of reactant species (cm-3), and k is the rate 
constant (cm3·s-1). The possible important chemical reactions for our experimental 
conditions are shown in the following scheme (figure 16 and 17). The high probable  
 
Fig. 16. Chemical reactions involved in the film growth process in filamentary discharge in 
Ar/C2H2 mixture. Thick arrow indicates high probable reaction. 
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Fig. 17. Chemical reactions involved in the film growth process in filamentary discharge in 
Ar/CH4 mixture. Thick arrow indicates high probable reaction. Species shown in gray boxes 
are observed through their characteristic emission. 
reactions among others are shown in thick arrows in the scheme. Analyses of many possible 
reaction under our plasma conditions indicates that argon ion formation is more probable 
reaction than argon metastable formation reaction in both methane as well as acetylene cases. 
This is because of high reduced electric field in both plasma conditions. At atmospheric 
pressure conditions, Ar+ ion produces molecular ion, Ar2+ through a three particles collision 
reaction. This is in contrast to the low pressure plasma, where the probability for three 
particles collision reactions is very low (Pastol & Catherine, 1990; Behringer, 1991; Moller, 1993; 
Bauer et al., 2005; Awakowicz et al., 2001; Horn et al., 1994). These argon ions undergo charge 
exchange reaction with precursors. In the case of acetylene, it produces C2H2+. The charge 
exchange reaction of Ar+ with C2H2 is known in the literature. Even though, similar charge 
exchange reaction of Ar2+ with C2H2 is not known, to our knowledge; under atmospheric 
pressure condition, it should have similar high probability. 
In the case of methane, the charge exchange reactions produce CHx+. These ions through 
multistep reactions lead to the formation of C2H2. This process is very efficient, and it is 
known in the literature that methane can efficiently be converted in to acetylene in the spark 
discharge under atmospheric pressure plasma conditions (Leutner & Stokes, 1961; Yao et al., 
2002). It indicates that even though it is started with methane, most of the methane will be 
converted in to acetylene under our plasma conditions. The acetylene produced in the 
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methane system has high probability to undergo charge exchange reactions with argon ions 
to produce C2H2+, as in the case of acetylene system. This indicates that whether it is 
methane precursor or acetylene precursor, both lead to the formation of mainly C2H2+. 
In both systems, C2H2+ produces reactive species, CH, C2, C, C2H, etc., for film deposition 
process. The presence of reactive species, CH, C2 and C are observed experimentally (figure 
5) through their characteristic emissions in the emission spectra measured for both cases. 
The reactive species C2H has very high probability to undergo addition reaction with 
hydrogen to produce C2H2 (Farhat et al., 1993; Kovacs et al., 2010). In other words, presence 
of hydrogen in the plasma system regenerates acetylene, and hinders the film growth 
process. The hydrogen quantity with respect to carbon in methane system is four times 
higher than the same for acetylene. This indicates that film growth hindering reaction due to 
the presence of hydrogen in methane system is much higher than the same for acetylene 
system. Hence film growth rate in methane system is very less compared to the same for 
acetylene system. This fact is verified by externally adding hydrogen into the acetylene 
system. When three molar ratio of hydrogen molecule with respect to acetylene is added 
into acetylene system, the film growth rate is drastically reduced compared to the acetylene 
system without externally added hydrogen.  
In the case of methane, at steady state conditions, precursor is fully ionized and dissociated 
in the tube at the distance of approximately 20 mm from the spike. However, the film 
deposition rate has sharp maxima under the grounded area, which is at 140 mm away from 
the spike. The film deposited in the area between the spike and the grounded electrode has 
different thickness at different places, but with similar properties and components. This film 
is dense and amorphous; has smooth surface and low content of hydrogen. We suppose that 
this film is deposited during ion fluxes (Bauer et al, 2005) on the wall after ambipolar 
diffusion and drift. In the frame of this assumption, we can explain different observed facts 
such as i) higher deposition rate in the region under grounded electrode because of higher 
drift velocity in comparison to the velocity of ambipolar diffusion, and ii) low deposition 
rate near the grounded area because of high axial component of electric field in this region. 
The hydrocarbon film deposited in the region beyond the grounded area is differed strongly 
from the film deposited before and under the grounded area. This film is soft, rough and 
low dense. This film may be deposited by flux of neutral hydrocarbon species which are 
produced by collisions of hydrocarbon ions with the surface of the tube under the grounded 
area. The kinetic energy of these ions is high enough for their partial dissociation. The 
neutral hydrocarbon species formed in this process flow with gas along the tube and deposit 
on the wall after diffusion. The mechanism of ions transport from the spike area to the 
grounded area is under investigation.  
4. Conclusion  
Chemical kinetics of methane and acetylene dissociation and other gas phase reactions are 
studied for film coating applications under atmospheric pressure plasma conditions. In 
order to determine the plasma parameters, OES, V-I measurement, micro-photography and 
numerical simulations are used. From the determined EVDF and ne, electron impact plasma 
chemical reaction rates are determined. On the basis of rate of different possible reaction, 
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most probable reactions among others are calculated. From this information and atomic 
composition of precursors, film deposition rate and film properties are explained as follows, 
1. Precursor molecules are ionized and dissociated mainly through charge exchange reaction 
of argon ions with precursor molecules. 2. Because of low quantity of hydrogen in acetylene, 
C2H species dominates in the film deposition process, which facilitates the incorporation of 
sp1 carbon in the film. 3. Presence of high quantity of hydrogen in methane facilitates the 
regeneration of acetylene from the reactive species C2H; thus reducing film growth rate in 
methane plasma system in the region between electrodes. 4. Hydrocarbon ion fluxes plays 
dominant role in methane system, which is responsible for high growth rate in the 
grounded region. From this study, it can be concluded that atomic composition between 
carbon and hydrogen in the precursor plays very important role in carbon based film 
deposition process. Presence of atomic hydrogen in the plasma system improves the film 
hardness, but in the expense of film growth rate. 
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1. Introduction  
Esters have played a significant role in daily living and chemical industry, such as 
plasticizers, fragrance, adhesive and lubricants (Joseph et al., 2005; Mbaraka & Shanks, 2006; 
Krause et al., 2009; Martínez et al., 2011). The vast majority of esters can be prepared using 
esterification reaction in the chemical engineering industry. Esterification has acquired 
further improvement from the engineering side; this mainly depends on the research of 
esterification kinetics. On the other hand, the need to control chemical reactions at the 
molecular level, which depends critically on the catalytic mechanism, is rapidly increasing 
(Salciccioli et al., 2011).  
In the recent years, various esterification mechanisms were proposed for homogeneous and 
heterogeneous systems. Base on the mechanism, numerous kinetic models have been 
developed to represent the kinetic behaviors of esterification, such as simple orders or the 
power-law model, the pseudo-homogeneous model, the L-H model, the E-R model, etc.  
Herein, we review the mechanisms of esterification catalyzed by inorganic acid, Lewis acid, 
metallic compounds, solid acids, ion-exchange resin, respectively. Meanwhile, the kinetics 
for each esterification is also conducted in detail. The study on the mechanism of various 
catalysts is not only useful in the present applications but it is required to enhance the scope 
of their applications. Therefore, it is desired to research and develop more efficient catalysts 
for high yield ester production, under mild reaction conditions. The esterification kinetics is 
important for simulation and design of a reactor. 
A literature survey more than 90 relevant references has been done in this chapter. The 
studies on esterification are mainly focused on the following aspects: (1) establishing the 
adequate reaction mechanism according to the research papers, and (2) evaluating the 
available esterification kinetics. 
2. Esterification mechanism and kinetic model 
2.1 Inorganic acids  
Inorganic acids, such as H2SO4, HCl and HI, are still being widely applied in the chemical 
industry (Liu et al., 2006; Schmitt et al., 2008). Under this condition, they are used as 
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homogenous catalysts for cheap price, high activity and efficiency (greater density of acid 
sites per gram) (Sanz et al., 2002), stable performance. There is no doubt that mineral acid-
catalyzed esterifications have been the subjects of extensive studies because of their long 
history (Liu et al., 2006; Vahteristo et al., 2008). For instance, it can be mentioned that 
Berthelot and Saint-Gilles studied the equilibrium of acetic acid with ethanol in 
1862(Huiping & Xiaohua, 2006). 
Many researchers have conducted a number of experiments to study the mechanism and 
kinetics of esterifications promoted by mineral acids (Cardoso et al., 2008). Summarizing 
recent research and development, esterification is an additive-eliminate course in the 
presence of mineral acid catalyst, generally complying with the following four typical and 
mature mechanisms. 
2.1.1 Bimolecular reaction 
In 1895, Emil Fischer discovered that esters are formed simply by heating a carboxylic acid 
in alcohol solution containing a small amount of strong acid catalyst (Zhang et al., 1995; 
Rönnback et al., 1997; Otera & Nishikido, 2009). The following mechanism, which includes 
five elementary reactions, was proposed: 
1. Ketonic oxygen is easy to capture hydrogen ion to form protonated carbonyl substrate.  
2. The substrate makes carbon atom of carboxyl possess higher electropositive, which is 
conducive to the attack of nucleophile (RCOH) to generate a tetrahedral intermediate. 
3. Transfer of a proton from one oxygen atom to another yields a second tetrahedral 
intermediate and converts the OH group into a good leaving group. 
4. The acyl-oxygen bond disconnects and one water molecule lost.  
5. Loss of a proton gives the ester product. 
The chemical reaction can be expressed as Figure 1.  
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Fig. 1. Mechanism of bimolecular reaction 
Streitwieser explained how the proton transfers specifically in 1985(Streitwieser et al., 1985; 
Liu et al., 2006; Fei & Zhao, 2009). The above chemical step (3) can be written as Figure 2: 
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Fig. 2. The proton transfers step 
In addition, Streitweiser considered that step (2) is the rate-determining stage. The total 
reaction is: 
 CH3COOH + CH3OH   CH3COOCH3 + H2O (1) 
The result of the reaction is that the rupture of carboxylic acid acyl-oxygen bond occurs, and 
the hydroxy of acid is replaced by alkoxy, which is a nucleophilic substitution process of 
carboxylic acids.  
Esterifications of primary alcohols, secondary alcohols with carboxylic acids comply with 
this mechanism usually. According to this mechanism, the intermediate with a tetrahedral 
structure is more crowd than reactants, which makes the structure of carboxylic acid and 
alcohol have a significant effect on the easy of esterification.  
The activity of different structures of the alcohol and carboxylic acid in esterification obeys 
the following order: Alcohol: CH3OH > RCH2OH > R2CHOH; Acid: CH3COOH > 
RCH2COOH > R2CHCOOH > R3CCOOH (Solomons, 1986; March, 1992; TianQuan 1992; Fei 
& Zhao, 2009).It shows that straight-chain structure is easier than branched- chain structure 
to esterification, and the more the branched-chain is, the lower the rate will be. 
Based on the above mechanism proposed by Streitweiser, Rönnback, et al. developed a 
esterification kinetic model of carboxylic acid with methanol in the presence of hydrogen 
iodide though isothermal batch experiments at 30-60℃. The catalyst concentration varied 
from 0.05 to 10.0 wt%. Because the proton-donation step (1) as well as the subsequent steps 
(3)-(5) is assumed to be rapid, the simplified mechanism shown in Figure 3: 
H3C C
O
OH H3O H2O H3C C
O
OCH H3O
CH3OH
  +  H3C C
OH
OH

 
Fig. 3. The simplified mechanism  
The reaction rate can therefore be expressed as: 
 
3 3
2 2 2A CH OH E H Or r k c c k c c      (2) 
where r is the total rate, r2 is the rate of step(2), A is CH3C(OH)2+ and E is CH3COOCH3.  
The concentration of the intermediate A is obtained after applying the quasi-equilibrium 
hypothesis on the rapid step(6): 
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 A H O CH COOH H OK K c c c c2 3 36 1 /       (3) 
The rate equation is rewritten as follows, 
  3 23 3
2
2 1 2
1 2 2
H O E H O
CH COOH CH OH
H O
c c c
r r K k c c
c K k k


             
 (4) 
The product Kl (k2/k-2) equals the equilibrium constant of the overall reaction KE2. In 
addition, the product Klk2 is denoted by a lumped constant k2＇. Thus, we obtain for r2, 
 3 2
3 3
2
2 2
2
' H O E H OCH COOH CH OH
H O E
c c c
r r k c c
c K
           
 (5) 
The kinetic and equilibrium parameters included in Equation (5) are estimated from 
experimental data with regression analysis. Simulation of the model with the estimated 
parameters revealed that Equation (5) can predict the experimental trends in the acid-
catalyzed esterification correctly. 
2.1.2 Single-molecule reaction  
The tertiary alcohol is prone to generate carbocation under acidic condition. Therefore, the 
mechanism of tert- esterification is different from that of the primary and secondary alcohol, 
it follows the single-molecule reaction process(shown in Figure 4):The tertiary alcohol 
combines with protons to generate protonated alcohol(1); The protonated alcohol is got rid 
of a molecule water to produce tert-carbocation(2), which is very stable; Then the 
electrophilic attacking is taken place between the tert-carbocation and oxygen atom of 
carboxylate, the protonated ester(3) is yielded; The loss of a proton from the protonated 
ester gives the product(4) (Bart et al., 1994). 
H
R3C OH
 H
R3C OH2
 H2O
CR3
 RCOOH
OC
O
CR3R C
O
R OCR3  H
1 2 3 4 
Fig. 4. Mechanism of tert-esterification 
2.1.3 Large-steric reaction 
Aromatic acid has serious steric hindrance. If there are both ortho-methyls, just as 2.4.6- 
trimethyl benzoic acid, the alcohol molecule is so difficult to access to carboxyl that the 
esterification cannot occur. However, if 2.4.6- trimethyl benzoic acid is dissolved in the 100% 
sulfuric-acid solution, acylilum ion will be formed as shown in Figure 5. Then the added 
alcohol with the acylilum ion produced ester. The reaction will conduct smoothly 
(Streitwieser et al., 1985). 
This kind of esterification could occur for the reason that carbon atom of the acylilum ion is 
sp2 hybridized and coplanar with the benzene ring, Then alcohol molecule can be virtually 
unhindered to attack the acylilum ion from above or below of the molecular plane. 
Esterifications conducts with this mechanism are merely few. 
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Fig. 5. Mechanism of large-steric reaction 
2.1.4 Sulfuric acid 
Dhanuka showed that the mechanism of sulfuric acid-catalyzed esterification is the model of 
alkyl sulfuric intermediate. It’s a two-step reaction. R′-O-SO3H firstly is generated via 
sulfuric acid with alcohol, which is treated as a catalyst in the second step (Lide, 1994): 
  R′OH + H2SO4   R′OSO3 + H2O  (6) 
 RCOOH + R′OH  3R'OSO RCOOR′ + H2O  (7) 
The alkylation reaction of sulfuric acid with alcohol is irreversible (Aranda et al., 
2008).Therefore the reaction rate can be expressed as: 
 ( )/A B W Er k C C C C K   (8) 
where k is rate constant and K is equilibrium constant; CA, CB, CW, CE is the concentration of 
carboxylic acid, alcohol, water and ester, respectively. 
In 2009, Fei, et al. studied on the esterification behaviors of neo-polyhydric alcohols with 
fatty acids catalyzed by sulfuric acid. It was found that the esterification follows the above 
mechanism.  
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2.2 Lewis acids 
Lewis acid is a compound or ionic species that can accept an electron pair from a donor 
compound to form a Lewis adduct, such as ZnCl2, Mg (ClO4)2, Sn[N(SO2-n-C8F17)2]4. It is 
potentially useful on the production of esters as a catalyst, the reason is that it can be easily 
separated from the reaction media (Sanchez et al., 1992; Cardoso et al., 2009); moreover, 
comparing with Bronsted acid, template effects are to be expected as Lewis acid sterically 
bulkier than a proton. In 1964, Anantakrishnan, et al. investigated the esterification reaction 
of Ac2O with 50% MeOH, EtOH, PrOH, and iso-PrOH, in 50% Me2CO or Dioxane as solvent, 
using Lewis acid (ZnCl2) as catalyst. 
Along with the scientific and technological progress and social development, more and 
more researchers have concerned about this issue, including the kinds of catalysts, the 
mechanism and kinetics of reaction. Thus, the contents containing the reaction mechanism 
and esterification kinetics have been significantly reviewed according to the type of catalysts 
as follows. 
2.2.1 Metal chloride 
Ethyl oleate was synthesized by the esterification of and ethanol catalyzed by SnCl2•2H2O 
(Cardoso et al., 2008). Under the circumstance of excess ethanol, the effects of the 
concentration of the catalyst and oleic acid, and temperature on the reaction rate were 
investigated. A related esterification mechanism was presented and described as follows: in 
presence of Sn2+( SnCl2•2H2O) catalyst, the carbonyl of the fatty acid is polarized to activate 
of substrate, which makes the nucleophilic attack to the molecules by ethanol become more 
favorable. Cardoso et al. investigated the effect of different carbonic chain of alcohol (methyl 
alcohol, ethyl alcohol, n-propyl alcohol, n-butyl alcohol) on the conversion of oleic acid into 
respective ester. The results showed that the conversion rate was down with the increase of 
carbon chain of alcohol, which indicated that high bulk hindrance occurs on the hydroxyl of 
the alcohol, and the efficient attack of them to the polarized carbonyl of oleic acid is 
reduced. However, it is not clear how the carbonyl is polarized by Sn2+. 
Kinetic data of esterification of ethanol and oleic acid catalyzed by SnCl2 (nethanol : noleic acid : 
nSnCl2 = 120 : 1 : 0.01) were measured at the reflux temperature, and kinetic model was 
obtained as follows, 
 ln = 0.00278 2.3155C t    (9) 
where C is the concentration of oleic acid, t is the reaction time. 
The effectiveness of the catalyst SnCl2•2H2O has been investigated in a broad range of 
concentrations, and the results are approximately concomitant with a first order dependence 
in relation to the catalyst concentration. The effect of the temperature on the initial rate of 
the esterification was determined, showing that an increase in the reaction temperature was 
caused a corresponding improvement on the reaction rate, especially at a range of 45-75°C. 
The value of activation energy for the reaction was determined from the data of the initial 
rate to be 46.69 kJ·mol-1. 
The kinetics of catalytic esterification of castor oil with lauric acid using SnCl2•2H2O was 
studied (Kulkarni & Sawant, 2003). Effects of the catalyst concentration and temperature on 
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the progress of the reaction were investigated. The reaction was assumed to be a first order 
with respect to each reactant. For the irreversible, bimolecular-type second order reaction, 
 A+B ProductCatalyst  (10) 
The consumption rate of A (-rA ) is expressed by, 
 A C A B=r kC C C                                         (11) 
where CA, CB, CC is the concentration of lauric acid, hydroxyl group and catalyst (mol/mL), 
respectively.  
The catalyst concentration was constant throughout the reaction; therefore, Equation (11) 
can be rewritten as 
 A= A Br k C C  , Ck kC                                      (12) 
The integrated form of Equation (12) using fractional conversion is, 
 0 0ln[(1 ) / (1 )] ( )B A B AX X C C k t                            (13) 
where XA, XB is fractional conversion of the lauric acid and the -OH group, respectively; CA0, 
CB0 is initial concentration of the lauric acid and hydroxyl group (mol/mL), respectively; 
and k is the second-order rate constant (mL2mol-2min-1). 
The esterification reaction of castor oil and lauric acid was carried out using SnCl2•2H2O as 
catalyst (0.25,0.5,1.0 and 2.0 % w/w catalyst loadings) at 185℃ and the kinetic data were 
measured. The results showed that there was a good linearity relationship between ln 
[(1－XB)/(1－XA)] and t. The plot of k′ versus CC was close to a straight line. For the given 
values of CB0, CA0 and CC, the kinetic model of esterification of castor oil and lauric acid was 
obtained at 185°C, 
 6 0 0 Cln[(1 ) / (1 )] 1.62 10 ( )B A B AX X C C C t                               (14) 
It was investigated the esterification of octanoic acid and n-octyl alcohol utilizing metallic 
chlorides (KCl, CoCl2, MgCl2, ZnCl2, FeCl3 etc.) in a stirred tank reactor (Santos, 1996). The 
results showed that the best efficiency of the formatted ester (n-octyl octanoate) was 
obtained with ferric chloride, indicating that the higher electronegativity of the metallic ion 
and the existence of free d orbitals in the transition metals are responsible for the higher 
yield of ester. Thus, the existence of free d orbitals in Fe3+ (its configuration: 3d3) gives the 
possibility of the formation of complexes with OH groups of the reactants, which explains 
the highest activity found for FeCl3•6H2O in this way. Generally, in the catalytic systems 
whose bases were constituted by a transition metal, such as Fe, Co, Mn, Zn, the mechanism 
of esterification can similarly be ascribed to the above mentioned. 
The esterification reaction of octanoic acid and n-octyl alcohol was carried out using 
CoCl2•2H2O as catalyst (0, 0.0385, 0.077 mol/l) at 70℃ and the kinetic data were measured. 
The experimental curves suggest that the kinetics of esterification between octanoic acid and 
n-octyl alcohol can be described by an irreversible second order power model, considering 
the catalyst concentration as a constant in the kinetic model proposed. The activation energy 
is seen to have a value of 53 kcal/mol (Urteaga et al., 1994). 
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The reaction rate went on a power law model of second order, one for the alcohol and one 
for the acid, 
 alcohol acid=r kC C                                 (15) 
where k is kinetic constant (l mol−1min−1) 
 
4 alcohol acid=9.30 10r C C                                    (16) 
 
Catalyst k[l mol-1 min-1] R2 
KCl 0.95×10−4 0.988 
CaCl2•6H2O 0.83×10−4 0.980 
NiCl2•6H2O 1.86×10−4 0.805 
CoCl2•6H2O 1.69×10−4 0.994 
MgCl2•6H2O 5.87×10−4 0.986 
MnCl2•6H2O 1.20×10−4 0.852 
FeCl2•6H2O 1.62×10−4 0.977 
BaCl2•2H2O 0.96×10−4 0.955 
SnCl2•2H2O 10.00×10−4 0.943 
ZnCl2•XH2O 1.54×10−4 0.876 
AlCl3•6H2O 6.91×10−4 0.876 
SnCl4 9.50×10−4 0.896 
FeCl3•6H2O 9.30×10−4 0.845 
Table 1. Kinetic constant for homogeneous reactions 
It was also observed that the homogeneous reactions were fitted much better than the 
pseudo-homogeneous reactions to proposed kinetics model. The reason for it is that an 
important influence of the physical steps that could have place in the global mechanism of 
this reaction.  
2.2.2 Perchlorate 
Perchlorates are of great chemical interest and importance. The high electronegativity, together 
with the relatively low charge density, results in poor complexing ability of the perchlorate 
ion. Metal perchlorates can therefore act as powerful Lewis acids, with this character mainly 
being exploited to activate bidentate compounds (Bartoli et al., 2007). Magnesium perchlorate 
is one of the most active Lewis acids for esterification. By 2003, Gooβen & Döhring synthesized 
various esters through a decarboxylative esterification of alkyl and aryl carboxylic acids with 
dialkyl dicarbonates in the presence of 1 mol% of Mg(ClO4)2. However, more in-depth 
investigations on the mechanism of this reaction are underway. 
Until 2006, Bartoli, et al. explored the efficiency of Perchlorates (such as Mg(ClO4)2, LiClO4, 
Zn(ClO4)2) as catalyst to activate diethyl dicarbonate for preparing alkyl and aryl ethyl 
carbonates. The results showed that among the above catalysts, Mg(ClO4)2 is the most 
efficient one. The reactions between diethyl dicarbonate and various alcohols including 
aliphatic alcohols and aryl alcohols were studied, and the results obtained suggest that the 
reaction rate depends on the acidity of the starting hydroxy compound, and not on its 
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nucleophilicity. Herein, the reaction mechanism was presented to explain the observed 
reaction characteristics. In fact, the more acidic and less nucleophilic phenols react faster than 
aliphatic alcohols. Thus, the release of the alcoholic proton should be involved in the rate-
determining step. A reasonable mechanistic hypothesis is depicted as follows (Figure 6), 
EtO O
O O
OEt
Mg(ClO4)2
EtO O
O O
OEt
Mg
ClO4 ClO4
ROH
EtO
O
O
OEt
O
Mg
ClO4 ClO4
O
R H
R=aryl,alkyl
EtO
O
O
OEt
O
Mg
ClO4 ClO4
O
R HHO
O
OEt
RO
O
OEt
CO2EtOH
I II III
IV
V
VI
 
Fig. 6. Mechanism for preparing alkyl and aryl ethyl carbonates catalyzed by Mg(ClO4)2 
Due to the ability of coordinating with 1,3-dicarbonyl compounds, Mg(ClO4)2 reacts with 
diethyl dicarbonate to form complex (II), which can undergo the addition of the alcohol to 
form intermediate (III). An internal proton shift in (III) can produce intermediate (IV), which 
can irreversibly decompose to the mixed carbonate (VI) and to the carbonic acid monoester 
(V). Owing to its high instability, (V) immediately produces EtOH and CO2. The 
irreversibility of the last two steps drives the overall process towards (III). This explanation 
accounts for the formation of the mixed carbonate (VI) as the major product of the reaction 
(Jousseaume et al., 2003). 
Nevertheless, this is a speculative hypothesis; more studies are in progress to find 
experimental evidence to elucidate the reaction mechanism. 
2.3 Organometallic compound 
Organometallic compounds containing bonds between carbons and metals provide a source 
of nucleophilic carbon atoms which can react with electrophilic carbon to form a new 
carbon-carbon bond (Banach et al., 2001; Finelli et al., 2004). Organometallics find practical 
uses in catalytic processes. For example, Titanium tetrabutoxide, Butylhydroxyoxo- 
stannane are well-known catalysts for the esterification between diacid and diol in polyester 
industry (Grzesik et al., 2000; Prabhakarn et al., 2011). The catalytic mechanism and kinetic 
model of related catalysts are reviewed in the following discussions. 
2.3.1 Titanate 
Titanium-based catalysts have been known for many years and actually are widely used for 
the production of poly (butylene terephthalate) (PBT), poly (trimethylene terephthalate) 
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(PTT), and so on. Recently, the developments of titanium-based catalysts make a marvelous 
progress (Liu et al., 2006), such as titanium dioxide based catalyst (C-94) mainly focusing on 
designing to be stable and having good activity and color. 
The mechanism of the mono-esterification between terephthalic acid (TPA) and 1,4-butanediol 
(BDO) catalyzed by Ti(OBu)4 was proposed (Tian et al., 2010). As shown in Figure 7, the 
reaction involves the formation of an adduct between a carbonyl group and Ti atom. 
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Fig. 7. Mechanism of the mono-esterification between BDO and TPA catalyzed by Ti(OBu)4 
Although the reaction system of TPA and BDO is heterogeneous, it can be assumed that the 
esterification occurs only in the liquid phase. The initial rate method is used to predict the 
reaction rate. The kinetic model of mono-esterification between TPA and BDO catalyzed by 
Ti(OBu)4 in the temperature of 463-483K was investigated (Bhutada & Pangarkar, 1986). The 
reaction rate r can be described as, 
 A B
n mr kC C                                           (17) 
where CA, CB is the concentrations of TPA and BDO, respectively, k is the reaction rate 
constant, n and m is the reaction order with respect to A and B. 
The reaction order can be obtained from experiments in which the initial rates are measured 
at a series of initial reactant concentrations. The results show that the reaction order for TPA 
and BDO is nearly a constant of 0.7 and 0.9, respectively. Therefore, the rate equation of the 
esterification is written as follows, 
 0.9 0.7B ATir k C C                                         (18) 
  23ln 11.73 ( 0.997)7.67 10 /Tik RT                              (19) 
where kTi is the rate constant (L0.6·mol−0.6·min−1), R2 is the correlation coefficient. 
The reaction of behenic acid with fatty alcohols (decanol, lauryl alcohol, myristyl alcohol 
and cetyl alcohol) was studied by Tiwari, et al. (Tiwari & Sawant, 2005) using TBT as 
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catalyst in the temperature range of 165-185℃.The reaction rate for the catalytic reaction is 
the sum of the rates of both the uncatalyzed (Equation (20)) and the catalyzed reactions 
(Equation (21)), 
3 2 20 3 2 8 2CH (CH ) COOH+CH (CH ) CH OH  3 2 20 2 2 8 3 2CH (CH ) COOCH (CH ) CH +H O  (20) 
  3 2 20 3 2 28CH (CH ) COOH+CH CH CH OH Catalyst 3 2 20 2 2 8 3 2+CH (CH ) COOCH (CH ) CH H O  (21) 
Excess of the acids is used to get almost complete conversion of the alcohols, and the 
unreacted acid was easily removed from the ester as a sodium salt. Assuming that it is first 
order dependence of the reaction rate on each reactant and the catalyst, the overall rate 
expression in the integrated form becomes, 
 A0/(1 ) A AX X C kt                                    (22) 
where XA is fractional conversion of behenic acid; CA0 is initial concentration of behenic 
acid;  c c uck k C k , kc is catalyzed reaction rate constant, kuc is uncatalyzed reaction rate 
constant; CC is catalyst concentration. 
The kinetic data show that there is a reasonably good agreement between experimental 
points and the ones calculated by Equation (22). The values of activation energy obtained for 
the uncatalyzed (∆Euc) and catalyzed (∆Ec) reaction of behenic acid with decanol, lauryl 
alcohol, myristyl alcohol and cetyl alcohol are shown in Table 2.The model Equation (22) is 
also appropriate for the reaction of erucic acid with cetyl alcohol and oleyl alcohol using 
TBT as a catalyst (Tiwari & Sawant, 2005).  
 
Alcohol ∆Euc(kJ mol-1) ∆Ec (kJ mol-1) 
decanol 68.1 86.2 
lauryl alcohol 69.2 79.6 
myristyl alcohol 64.5 78.6 
cetyl alcohol 67.3 87.1 
Table 2. Activation energy value for uncatalyzed and catalyzed reaction 
2.3.2 Butylhydroxyoxo-stannane 
Stannum-based catalysts such as butylhydroxyoxo-stannane (BuSnOOH) are commonly 
used for the synthesis of poly (ethylene terephthalate) (PET) (Patel et al., 2007), poly 
(butylene terephthalate) (PBT) and so on. Due to the similarity in coordination number and 
electronegativity between Ti and Sn, as shown in Figure 8, the mechanism of BuSnOOH 
catalyst is also proposed by TIAN, et al.  
The initial rate method will also be used in this reacting system. The kinetic model of mono-
esterification reaction between terephthalic acid (TPA) and 1,4-butanediol (BDO) is 
expressed as follow,  
 0.9 2B A Snr k C C                                          (23) 
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 3 2ln 9.58 6.42 10 /( 0.999)Snk R                               (24) 
where CA and CB is the concentrations of TPA and BDO, respectively; kSn is the rate constant 
(L1.9·mol−1.9·min−1) . 
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Fig. 8. Mechanism of the mono-esterification between BDO and TPA catalyzed by 
BuSnOOH 
2.3.3 Fluorous metaloxide 
In 2004, Otera investigated the transesterification and esterification of various acids and 
alcohols using 1, 3-disubstituted tetraalkyldistannoxanes as catalyst, and found that the 
catalytic mechanism different from that proposed for tetraalkyldistannoxanes. In the latter 
case, the initial step is substitution of the bridging X group to give an alkoxydistannoxane 
intermediate, (YR2SnOSnR2OR)2, which works as an alkoxyl donor. In contrast, for 1, 3-
disubstituted tetraalkyldistannoxanes, no substitution takes place at the bridging position 
by an alkoxy group. As described above, the bridging chlorine in 1, 3-disubstituted 
tetraalkyldistannoxanes is never substituted by isothiocyanate ion, but experiences strong 
association.  
A related mechanism of the esterification is proposed that both alcohol and acid coordinate 
on the terminal tin atom (Yoshida et al., 2006), on which the interchange between the 
hydroxyl groups of carboxylic acids and the alkoxy groups of alcohols takes place. 
Meanwhile, since water, one of the products, is less fluorophilic, the esterification of 
carboxylic acids with alcohols should proceed efficiently. 
Fluorous distannoxanes exhibit unusually high preference for fluorous solvents over 
common organic solvents thanks to coverage of the molecular surface with fluoroalkyl 
groups. While the fluorous biphase technology had been high-lighted mainly in terms of 
facile separation of products and fluorous catalysts, it has now been revealed that the 
equilibrium is also controllable under fluorous biphase conditions. Thus, the esterification 
has been completely driven in the desired direction by use of a 1:1 ratio of starting materials 
without recourse to any dehydration technique. 
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2.4 Solid acids 
The research for solid acids has become active since the early 1970s. In 1971, Isao, et al. 
investigated the esterification of ethanol with acetic acid on silica-alumina, and a simple 
kinetic model based on a Langmuir-Hinshelwood mechanism was proposed. Since then, the 
esterification catalyzed by solid acids is widely studied and largely reported (Jiang et al., 
2008; Jothiramalingam & Wang, 2009; Li et al., 2010). Herein, the esterification mechanisms 
and kinetic models according to the different types of solid acids are reviewed, such as 
sulfate-supported metal oxides (SO42−/MxOy), TPA/SnO2.  
2.4.1 TPA/SnO2 
The esterification of palmitic acid with methanol using 12-Tungstophosphoric acid 
(TPA)/SnO2 was investigated (Srilatha et al., 2011). The reaction is shown as follows: 
 15 31 3 15 31 3 2
k
C H COOH+CH OH C H COOCH +H O                            (25) 
(A) (B) (C) (D) 
As shown in Figure 9, the mechanism of this esterification is proposed, 
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Fig. 9. Mechanism of acid catalyzed esterification of carboxylic acid 
The catalyst initiates the esterification reaction by donating a proton to palmitic acid 
molecule. The palmitic acid is then subjected to nucleophilic attack by the hydroxyl group of 
methanol, and the reaction continues with water elimination.  
As the large excess of methanol, it could be safely assumed to be a first-order pseudo- 
homogeneous reaction. The esterification reaction was carried out using 15 wt% TPA/SnO2 
as catalyst（wA: wcat=5:1）in the temperature range of 45-65℃and the kinetic data were 
measured. 
The reaction rate can be described as follows: 
 A(1-X )=ln kt                                         (26) 
where XA is the conversation of palmitic acid, t is the reaction time, k is the reaction rate 
constant.  
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The plots of－ln (1－XA) versus t at different temperatures showed that there was a good 
linearity relationship. Linear fitting to lnk - 1/T curve was carried out and the reaction rate 
constant can be described as follows: 
  exp 8.66 4369 / k T                                  (27) 
The activation energy was obtained as 36.33 kJ mol−1. 
2.4.2 SO42− /MxOy 
The solid superacid (SO42− /MxOy) is a new type of catalyst used in esterification (Jiang et 
al., 2004). MxOy are usually some transition metal oxides such as ZrO2 and TiO2. 
In 2010, Rattanaphra, et al. investigated the esterification of myristic acid with methanol 
catalyzed by sulfated zirconia. The mechanism of esterification is probably following 
Langmuir-Hinshelwood model (Arata, 2009; Reddy & Patil, 2009). It is possible that 
methanol and myristic acid are preferentially adsorbed on the Bronsted acid sites of sulfated 
zirconia during esterification. The hydroxyl group of methanol is protonated by Bronsted 
acid on the catalyst surface while the protonation of myristic acid on an adjacent site leads to 
the carbocation. Deprotonation of methanol oxygen produces the nucleophile, which attacks 
the carbocation to generate a tetrahedral intermediate. As shown in Figure 10, the 
tetrahedral intermediate eliminates water to form ester. 
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Fig. 10. Mechanism of esterification catalyzed by sulfated zirconia 
In 2011, Rattanaphra, et al. also investigated the kinetic model of myristic acid esterification 
with methanol using sulfated zirconia as catalyst. The reaction is shown as follows: 
 3 2 12 3CH (CH ) COOH+CH OH  
1
1
k
k
 3 2 12 3 2CH (CH ) COOCH +H O  (28) 
(A) (B) (E) (W) 
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The stirring rate is sufficient to overcome the diffusion limitation of reactive species. 
Therefore, the performance of pseudo-homogeneous model can be considered as 
satisfactory to correlate the kinetic data for the esterification. The rate equation can be 
written as follows: 
 AA 1 A B 1 E W    dCr k C C k C Cdt                                 (29) 
where CA, CB, CE and CW is the concentration of myristic acid, methanol, myristic acid 
methyl ester and water respectively, k1 is the forward rate constant and k-1 is the backward 
rate constant. 
The equation can be rearranged to be: 
 
e
dX k C X M X X
dt K
2A
1 A0 A A A
1[(1 )( ) ]                             (30) 
where XA is the conversion of myristic acid，CA0 is the initial concentration of myristic acid, 
Ke is the equilibrium constant, M is the concentration ratio of methanol to myristic acid 
(M=CB0/CA0).  
   
2
1
1 1
   
Ae
e
Ae Ae
XkK
k X M X
                             (31) 
The relationship between temperature and the forward rate constant in the temperature 
range of 393-443K is given as following equations, 
  1 exp 2.88 2707 /k T                                  (32) 
The linear coefficient is 0.996, and the activation energy is 22.51 kJ /mol. 
In 2004, Jiang, et al. studied the esterification of n-pentanol with benzoic acid using Al-
pillared clay (PILC) supported SO42− /TiO2 superacid catalyst (Fang et al., 2010), and find 
that it is known that the generation of super acid sites in the system of SO42− /MxOy solid 
superacid is necessarily promoted by the sulfur of the metal oxides, the more acid sites 
formed, the higher catalytic activity exhibited. Therefore, Al-PILC carrier can effectively 
enhance the catalytic activity. 
In 2010, Zubir, et al. investigated the kinetic behavior of the heterogeneous catalyzed 
esterification of oleic acid with ethanol using tungstated zirconia as a catalyst in the 
temperature range of 303.15- 323.15K (Otera, 1993).  
    3 2 2 3 27 7CH CH CH=CH CH COOH+CH CH OH     2 2 3 273 2 7CH CH CH=CH CH COOCH CH +H O   (33) 
(A) (B) (C)  (D) 
The kinetics of esterification reaction can be expressed using a pseudo-homogeneous 
second-order equilibrium model in the absence of any intraparticle diffusional limitation as 
follows: 
  /  A A B C D er k C C C C K                                 (34) 
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where CA ,CB, CC, CD is the concentration of oleic acid, ethanol, ethyl oleate and water, 
respectively, k is the kinetic constants for the forward reaction, Ke is the equilibrium 
constant.  
  eK exp 29.42 10536 / T                     (35) 
  k exp 23.43 6242 /T  .                                (36) 
The value of activation energy is 51.9 kJ·mol-1. The goodness-of-fit of the experimental data 
to the proposed model is assessed by comparing the experimental reaction rate with the 
theoretical prediction, and the experimental data are reproduced with errors not greater 
than 10%. 
2.5 Ion-exchange resin 
Ion-exchange resins, especially the cation-exchange resins such as Dowex, Amberlyst series 
are manufactured mainly by sulfonation of ethylbenzene first, followed by a cross-link with 
divinylbenzene (Liu & Tan, 2001; Alexandratos, 2008; Tesser et al., 2010). Because of their 
selective adsorption of reactants, surface acid site features, and swelling nature, these resins 
not only catalyze the esterification reaction but also affect the equilibrium conversion. They 
also show excellent performance such as reusable, mechanical separation, continuous 
operation as a heterogeneous catalyst in esterification (Yang et al., 2007; JagadeeshBabu et 
al., 2011; Ju et al., 2011; Toor et al., 2011). 
By 1965, Bochner, et al. evaluated the performance of Dowex 50WX-8 as a catalyst for the 
esterification of salicylic acid with methanol. Through analyzing the experimental results, 
the Langmuir-isotherm applied to this system to describe the reaction rate. Since then, 
various mechanisms and kinetics of esterification between acids and alcohols catalyzed by 
cation- exchange resins were proposed. Here is an overview of the reaction mechanisms and 
kinetic models according to the type of cation-exchange resins. 
2.5.1 Dowex 
Dowex, a common cation-exchange resin, is widely used as catalysts in esterification 
(Vahteristo et al., 2009). In 2005, Kulawska, et al. investigated the esterification of maleic 
anhydride with octyl, decyl or dodecyl alcohol over Dowex 50Wx8-100, and the kinetic data 
were measured in the temperature range of 403-433 K (C0ALC/C0MA =5:1). Based on the data, 
a first order reaction was found- first order with respect to acid and zero order with respect 
to alcohol. The reaction rate can be described as follows, 
 M M
dcr kc
dt
                                           (37) 
where cM is the concentration of maleic monoester, t is reaction time. 
The values of activation energy are 66.0 (±0.65) kJ/mol, 58.6 (±0.4) kJ/mol, and 66.1(±0.4) 
kJ/mol for dioctyl, didencyl, and didodecyl maleate formation, respectively. However, the 
effects of the catalyst (the particle size and the concentration) and the mass transfer 
resistance on the reaction rate were not taken into account.  
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The esterification kinetics of acetic acid with iso-butanol catalyzed by Dowex 50 Wx2 was 
studied (Izci & Bodur, 2007). It is considered to be reversible reactions and can be described 
by pseudo-homogeneous (PH) model. The general reaction rate expression can be written as 
follows, 
  A 1 A B E W /r k C C C C K                                    (38) 
where subscripts A, B, E and W is acid, alcohol, ester and water, respectively, k1 is forward 
reaction rate constant (L mol−1 min−1), K is the equilibrium constant of the reaction.  
It is found that this bimolecular type is second order reaction. The values of k1 for different 
temperatures are 0.24×103 (318K), 1.00×103 (333K), 3.07×103 (348K). The activation energy 
was found to be 1.745 kJ·mol−1 in the presence of Dowex 50 Wx2. However, the PH model 
does not take into account the resin swelling ratio, adsorption of the components and the 
non-ideal thermodynamic behavior of reactants and products (Ali &Merchant, 2006; Patel & 
Saha, 2007; Jeřábek et al., 2010; Erdem & Kara, 2011). 
The kinetics of Dowex 50 Wx8-catalyzed esterification was studied between acetic acid and 
benzyl alcohol (Ali & Merchant, 2009). The swelling ratio of Dowex 50 Wx8 in different 
solvent was measured, and the results show that it decreases in the order of water, benzyl 
alcohol, acetic acid, benzyl acetate. Water appears to be preferentially adsorbed by the 
catalyst from a binary solution of acetic acid and water, and hinders the approach of butanol 
to the protonated acid. Therefore, the water exerts an adverse effect on the esterification 
rate.  
The initial reaction rates of esterification between acetic acid and benzyl alcohol were 
measured at various conditions, and the Eley-Rideal (ER) model was used to correlate the 
data and showed a high degree of fit, indicating that the surface reaction between adsorbed 
alcohol and acid in the bulk is the rate-limiting step during the initial stage of the reaction. 
The ER model of this esterification can be described as follow, 
 
  
 
/
1
cat f alc acid alc ester water a
alc alc water water
M k K a a a a K
ri
K a K a
                                    (39) 
  55770 exp 6661.4 /fk T                                    (40) 
     ln 1279 / 6.810aK T                                      (41) 
where Mcat is the mass of the catalyst, g; aacid, aalc, aester, awater is the activity of acid, alcohol, 
ester, water in the liquid phase, respectively; kf is forward reaction rate constant for the 
esterification, mol g-1 s-1. Ka is activity reaction equilibrium constant. Kacid, Kalc, Kwater is 
adsorption equilibrium constant for the alcohol present in the system, respectively.  
The activation energy form the above relationship was found to be 55.4kJ/mol. 
However, as the reaction proceeds, the acid adsorption term might have to be introduced 
and in such an event the reaction kinetics would be represented by a dual site mechanistic, 
such as Langmuir-Hinshelwood (LH) model.  
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In 2011, Ju, et al. measured the kinetic data for the esterification of butyric acid with n-
butanol over Dowex 50Wx8-400, and correlated with various types of kinetic models. Strong 
resin water affinity was taken into account, and the non-ideality of the system was 
considered by applying the no-random two liquid (NRTL) model. The comparisons of the 
conversion of butyric acid with reaction time between experimental data and ones predicted 
by these kinetic models reveal that the ER model and LH model are the most reasonable fit 
for describing the mechanism, with the total average error 12.52%. Surface reaction is the 
rate determining step, and the affinity between resin and water is found to be not strong. 
Therefore, the most possible esterification reaction mechanisms can be proposed as 
following lists: 
1. Single site mechanism: the adsorbed butyric acid onto the catalysts reacts with non-
adsorbed n-butanol in the bulk. 
2. Single site mechanism: the adsorbed n-butanol onto the catalyst reacts with non-
adsorbed butyric acid in the bulk. 
3. Dual site mechanism: both the reactants adsorbed on the catalyst surface and react 
there. 
In 2007, Ali, et al. studied the esterification of 1-propanol with propionic acid catalyzed by 
Dowex 50Wx8-400. The experiments were carried out over a temperature range of 303.15-
333.15K, and the reaction mechanism for the esterification was proposed (Lilja et al., 2002). 
The reaction is initiated by the transfer of a proton from the catalyst to the carboxylic 
acid，and the carbonium ion is formed during the reaction. The ion is accessible for a 
nucleophilic attack by the hydroxyl group from the alcohol. After that, a molecule of water 
is lost from the ion. Finally, the catalyst is recovered by the transfer of proton from the ion to 
the catalyst surface. This mechanism is represented by the following scheme (Figure 11): 
RCOOH  H RCH(OH)2 RCOOR′  H2O 
k1
k-1
k1
k-1
R′OH
 
Fig. 11. Mechanism for the esterification catalyzed by Dowex 50Wx8-400 
The donation of a proton is commonly assumed to be a fast step, and the nucleophilic 
substitution is usually assumed to be the rate determined step. 
Based on the above reaction mechanism, external and internal diffusion can be negligible, 
and the E-R model (Equation (39)) is applied. The activity coefficients of components can be 
predicted using UNIFAC model. Meanwhile, by taking into account the strong water 
affinity for Dowex 50Wx8-400, a correction term (α) was added to the activity term for water 
in rate expression. The experimental results for the esterification between 1-propanol and 
propionic acid were modeled according to the above kinetic model. The total average error 
between the predicted and experimental mole fractions of acid is 1.65%. The activation 
energy for the forward reaction was estimated to be 67.3 kJ /mol. 
The effect of different alcohols on the conversion of propionic acid was investigated using 
methanol, ethanol, 1-propanol and 1-butanol. The results reveal that the conversion of 
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propionic acid at the same time intervals decreases with increasing the chain length of the 
alcohol, indicating that the chain length of alcohol has a retarding effect on the reaction rate. 
It is ascribing to the steric hindrance. Meanwhile, the LH model is used to correlate the 
above experimental data, and the total average error between the predicted and 
experimental mole fractions of acid is 5.71%.  
Interestingly, the kinetic study of esterifications between the same acid (acetic acid) and 
different alcohol (benzyl alcohol, 2-propanol) in the presence of Dowex 50x8 reveal that the 
ER model and the LH model is the most suitable predictive model, respectively. These 
observations seem to indicate that the type of acid and alcohol play an important role in 
determining the number of sites involved in this heterogeneously catalyzed reaction. 
2.5.2 Amberlyst 
Amberlyst, acidic cation-exchange resin bead, was widely used as excellent heterogeneous 
acid catalysts for a wide variety of organic reactions owing to its macroreticular and 
continuous open pore structure (Pöpken et al., 2000; Kolah et al., 2007; Pereira et al., 2008; 
Tsai et al., 2011).  
In 2011, Tsai, et al. investigated the kinetic behavior of heterogeneous esterification of 
dibasic acids such as glutaric acid with methanol over Amberlyst 35. As shown in Equation 
(42) and Equation (43), the esterification includes two reversible reactions in series 
accompanying with an intermediate of monomethyl glutarate (MMG):  
 2 3 3HOOC(CH ) COOH+CH OH
1
2
k
k
 2 3 3 2HOOC(CH ) COOCH +H O               (42) 
(A) (B) (C)  (D) 
 2 3 3 3HOOC(CH ) COOCH +CH OH
3
4
k
k
 3 2 3 3 2CH OOC(CH ) COOCH +H O           (43) 
(C) (B) (E)  (D) 
where A, B, C, D, E is glutaric acid, methanol, monomethyl glutarate, water, dimethyl 
glutarate, respectively, k1, k3 is forward reaction rate constants, and k2, k4 is backward reaction 
rate constants, respectively,(cm6g−1min−1mol−1).  
The large excess of methanol was taken in this study due to the low solubility of glutaric acid 
in methanol. The kinetic data which had been determined experimentally for the esterification 
were correlated with quasi-homogeneous (QH) model (Schmitt & Hasse, 2006). Comparing 
with the experimental values, the QH model represents well the conversions of glutaric acid 
and the mole fractions of each constituent component varying with the contact time. The 
values of the rate constants were determined by fitting the kinetic data to the reaction rate 
expressions simultaneously. The temperature dependent k1, k2, k3, k4 were listed in Table 3, 
    0 exp / 1,2,3,4i ik E RTk i                            (44) 
It should be noted that the kinetic constants reported above include the swelling effects of 
Amberlyst 35 beads and just for this two-stage esterification system. However, the non-ideal 
thermodynamic behavior of reactants and products was not taken into account.  
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 k1 k2 k3 k4 
k0 3.346x107±1.01 6.416x103±1.00 3.487x105±1.01 1.958x109±1.01 
ΔE/R 4417.4±1.7 84.5±0.001 2042.2±1.7 5974.6±4.0 
Table 3. Each of reaction rate constant for the esterification 
In 2008, Schmid, et al. investigated the reaction kinetics of the consecutive, reversible liquid-
phase esterification of ethylene glycol with acetic acid to ethylene glycol monoacetate and 
ethylene glycol diacetate using Amberlyst 36 as catalyst in the temperature range from 
333.15K to 363.15K. As shown in Equation (45) and Equation (46), the reaction contains two 
parts: the formation of the mono-acetylated ethyleneglycol and its hydrolysis as backward 
reaction; the consecutive esterification of the mono-acetylated ethylene glycol to ethylene 
glycol diacetate and its hydrosis: 
  3 2 2CH COOH+ CH OH 11
k
k
 3 2 2 2CH OOC(CH ) OH+H O                      (45) 
(A) (B) (C)  (D) 
 2
-2
3 3 2 2 3 2 2 3 2CH COOH+CH COO(CH ) OH CH COO(CH ) OOCCH +H O
k
k
  (46) 
(A) (C) (E) (D) 
The acetic acid initiates swelling of the resin, which results in easy accessible acid groups for 
the reaction and free mobility of all the components. Therefore, a pseudo-homogeneous 
(PH) kinetic model is applicable. For the reaction, there is, 
 m 1 A B 1 C D 2 C A 2 E D
1 1 i
cat i
dnr k a a k a a k a a k a a
m v dt  
                     (47) 
where k1, k2, k−1, k−2 is the forward and backward rate constants, respectively, (mol g-1 s-1), ai 
is the activity of each component, and it is calculated using the UNQUAC model, mcat is the 
mass of catalyst.  
The values of k1, k2, k−1, k−2 is 539.14, 156.43, 114.41, 95.68, respectively, and the mean 
squared deviation between calculated and experimental mole fractions is 4.53×10-2.  
The kinetic behavior of esterification of lactic acid with isopropanol over Amberlyst 15 was 
investigated (Toor et al., 2011; Kirbaslar et al., 2001), at different temperatures from 323K to 
353K. The ER model was used to describe the reaction mechanism that takes place between 
adsorbed molecules of isopropanol and the molecules of lactic acid in bulk. The adsorption 
of ester is reported to be negligible. Hence the rate equation can be described as follows, 
      2A A1 A0 A A
e
/ 1
dX X
k C w V X M X
dt K
      
                      (48) 
where k1 is Rate constant for esterification reaction, M is molar ratio of isopropanol to lactic 
acid, Ke is equilibrium rate constant. 
The value of activation energy is found to be 22l J/mol, and at each different temperature, 
the rate constants is 1.058×10−5 (323.15 K), 1.235×10−5 (333.15 K), 1.588×10−5 (343.15 K), 
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2.117×10−5 (353.15 K), respectively. The predicted values of lactic acid fractional conversion 
are in close agreement with the experimental within the range of experimental error. 
The heterogeneous esterification of propionic acid with n-butanol over Amberlyst 35 for the 
synthesis of n-butyl propionate was investigated (Lee et al., 2002). The esterification is 
shown as follows,  
 3 3 2 3CH CH(OH)COOH+CH CH OH 11
k
k
 3 2 3 3 2CH CH(OH)COO(CH ) CH +H O        (49) 
(A) (B) (C) (D) 
The kinetics data of the liquid-solid catalytic esterification are correlated with various 
kinetic models, over wide ranges of temperature and feed composition. The activity 
coefficients calculated using the NTRL model are utilized to represent the non-ideality 
behavior of the species in the liquid solutions. Meanwhile, the effects of film diffusion and 
pore diffusion appear to be negligible at the experimental conditions. The results reveal that 
the Langmuir-Hinshelwood (LH) model yielded the best representation for the kinetic 
behavior of the liquid-solid catalytic esterification: 
 
 
 
A B C D
A 2
D
2.9782 exp( 7664 / ) a a 0.01847 exp(819.06 / )a a
1 3.70a
T T
r
                 (50) 
The activation energy of reaction is about 6.81kJmol−1. This model is capable of representing 
the kinetic behavior of the liquid-solid catalytic esterification at temperatures from 353.15 to 
373.15 K over entire range of the experimental feed compositions. 
The kinetics of esterification between acrylic acid and propylene glycol in the presence of 
Amberlyst 15 was investigated (Altıokka & Ödeş, 2009). Taking into account the general 
esterification reaction as well as polymerization of acrylic acid and products, the overall 
reaction mechanism is proposed to be: 
          2 3 2CH CHCOOH+CH CHOHCH OH
1
2
k
k
 2 3 6 2CH CHCOOC H OH+H O               (51) 
(A) (P) (T) (W) 
 22CH CHCOOH
3k 2 2 2CH CHCOOOCCHCH +H O                           (52) 
(A)  (T1) (W) 
  2 3 62CH CHCOOC H OH
4k 12 18 5 2C H O +H O                              (53) 
 (T) (T2) (W) 
Some of the dimer molecules formed here may transform into polymer. Assuming that each 
reaction step is elementary, the corresponding rate expression can be written. 
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2A
1 A P 2 T W 3 A
P
1 A P 2 T W
2T
1 A P 2 T W 4 T
W
1 A P 2 T W
dC k C C k C C k C
dt
dC k C C k C C
dt
dC k C C k C C k C
dt
dC k C C k C C
dt
   
  
  
 
                             (54) 
The reaction rate constants k1, k2, k3 and k4, in Equation (54) are determined, and shown in 
Table 4, where k1, k2 is forward and backward reaction rate constants in Equation(51), and k3, 
k4 is forward reaction rate constants in Equation(52) and Equation(53), respectively,(L min−1 
mol−1), T is absolute temperature in K. 
Together with the experimental data, the concentration-time curves based on the model 
were obtained under given reaction conditions; there is a reasonably good agreement 
between calculated curves and experimental points.  
 
 k1 k2 k3 k4 
k0 4.249x109 1.015x106 1.584x1027 1.871x1013 
ΔE/R 9667 7797 24710 12340 
Table 4. Each of reaction rate constant for the esterification 
3. Conclusions  
This chapter discussed esterification mechanisms, and evaluated the kinetics objectively and 
quantitatively, which provided a most effective way to select catalyst and design reactor for 
different esterification systems. It is discovered that some new catalysts (such as lipases, 
room temperature ionic liquids) have being used in esterification; nevertheless, there are 
few research on the case. Herein, it is worthy to be investigated deeply. 
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1. Introduction 
Nitrogen plasmas have been widely applied to material or electronic engineering, for 
example, metal-surface treatment for super-hard coating, preparation of innovative 
insulating layers, etc. For these processes, various plasma parameters are of great 
importance to control the characteristics of the prepared materials. From the engineering 
point of view, non-intrusive measurement method is desirable. Consequently, optical 
emission spectroscopy (OES) measurement is one of the best methods to examine various 
plasma parameters. In addition to applications, the nitrogen plasma plays an important role 
in many fundamental problems related to environmental issues. To understand the kinetics 
of radicals in the upper atmosphere or ionosphere including NOx generation or ozone 
destruction, we should study the kinetics of the electronic or vibrational excited states of 
nitrogen discharge (Fridman, 2008; d’Agostino et al., 2008; Guerra & Loureiro, 1997). 
In most of industrial applications or geophysical phenomena, the nitrogen plasma is in a 
state of non-equilibrium. Consequently, the gas temperature is much lower than the electron 
temperature. In order to estimate approximate value to the gas temperature, rotational 
temperature measurement is being frequently applied in practical researches and industries 
(Hrachová et al., 2002). Particularly, the spectrum of the second positive system (2PS), 
emitted as transitions from C 3u state to B 3g state, is easy to obtain its vibrational and 
rotational temperatures owing to its simple transition scheme. These temperatures are 
determined as best theoretical fitting parameters for the spectrum observed experimentally. 
Observation of this band is also easy from the experimental point of view (Phillips, 1976; 
Koike et al., 2004; Kobori et al., 2004; Yuji et al, 2007). 
In the meanwhile, the first positive system (1PS), another band in the visible wavelength 
region, was difficult to analyze because of the complicated selection rule of the 
corresponding transition from B 3g state to A 3u+ state. In order to obtain many 
experimental parameters as well as to understand the characteristics of non-equilibrium of 
each electronically excited state, quantitative measurement of 1PS of several vibrational 
levels is also significant for the understanding of nitrogen plasma (Sakamoto et al., 2006). 
Another important parameter for the practical applications or for fundamental discussion of 
the nitrogen plasma is the dissociation degree, which is considered to be the one of the most 
 
Chemical Kinetics 284 
critical parameters for the processing. Many studies are being carried out both theoretically 
and experimentally on nitrogen dissociation in various discharge plasmas containing 
nitrogen gas. Experimentally, the most convenient method to measure the dissociation 
degree is the actinometry method based on optical emission spectroscopy (OES) 
measurement (Tatarova et al., 2005; Czerwiec et al., 2005). To deduce the dissociation degree 
of nitrogen molecules, we must know the ratio of the line intensity emitted from some 
excited states of atomic nitrogen to that from the excited actinometric molecule mixed into 
the plasma with its amount precisely controlled, for which argon has often been chosen. 
However, all of them severely overlap the 1PS band spectrum. Unless the dissociation 
degree is high enough to neglect the 1PS band intensity, precise evaluation of the 
dissociation degree seems almost impossible. If we calculate the 1PS band spectrum and 
subtract it from the observed emission spectrum, it is possible for us to extract the atomic 
nitrogen lines to apply the actinometry method by OES measurement. 
Concerning the non-equilibrium of each band spectrum, it should be also remarked that the 
band spectra of molecular ions sometimes show their rotational temperatures different from 
those of neutral molecules. As for nitrogen ions, a number of papers reported that the first 
negative system (1NS), originated from B 2u+ state of N2+ ion, shows higher rotational 
temperature than that from neutral molecules (e.g., Huang et al., 2008). 
On the other hand, it is also quite important to study reaction kinetics in nitrogen plasmas to 
understand quantitative amount of various excited species including reactive radicals. Many 
theoretical models have been proposed to describe the number densities of excited states in 
the plasmas. Excellent models involve simultaneous solvers of the Boltzmann equation to 
determine the electron energy distribution function (EEDF) and the vibrational distribution 
function (VDF) of nitrogen molecules in the electronic ground state. Consequently, we have 
found noteworthy characteristics of the number densities of excited species including 
dissociated atoms in plasmas as functions of plasma parameters such as electron density, 
reduced electric field, and electron temperature (Guerra et al., 2004; Shakhatov & Lebedev, 
2008). 
From the viewpoints summarized above, we report our recent progress in spectroscopic 
analyses of 2PS, 1PS, and 1NS band spectra and actinometry measurement. We should also 
discuss a model to describe excitation kinetics in the nitrogen plasma. In section 2, the 
method to calculate the 2PS spectrum is described in detail. In section 3, a similar method to 
calculate 1PS spectrum is described. In section 4, we describe the similar fundamentals to 
analyze 1NS spectrum. In section 5, we concentrate on the actinometer measurement of 
dissociation degree of N2 molecule by 1PS-subtraction, and discuss the dependence of the 
dissociation degree on the discharge conditions, particularly on the mixture ratio with rare 
gases. In section 6, we review a model to describe excitation kinetics in the nitrogen plasma. 
We also discuss dominant elementary processes to determine number densities of B 3g or C 
3u states for the interpretation of spectroscopic data. 
2. Spectrum of the N2 Second Positive System (2PS) 
The 2PS system corresponds to a transition between the electronic states C 3u and B 3g. 
This band dominates the spectral region about 300 – 490 nm. We can find 2PS band in 
various nitrogen discharge or atmospheric gas discharge plasmas. 
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2.1 Theoretical background for spectral analysis of 2PS 
First, let us consider the energy levels of upper and lower levels of the 2PS. Both states are 
the triplet system, which exhibits three sub-bands corresponding to the transitions 30 – 30, 
31 – 31 and 32 – 32. Fortunately, the splitting is smaller than the separation of rotational 
lines. In the present study, we assume that the rotational lines remain unresolved, and 
consequently, we can justifiably neglect the spin splitting; the line strengths for the P, Q and 
R branches are combined (Phillips, 1976; Nunomura et al., 2006). 
The energy of a N2 molecule is given by a sum of its electronic Ee, vibrational Ev(v) and 
rotational energies Er(v, J): 
      v r, ,eE v J E E v E v J   , (1) 
where Ev(v) and Er(v, J) are given by 
 e e eE v v x v
2
v
1 1( ) ...,
2 2
                (2) 
    v vE v J B J J D J J 22r( , ) 1 1 ...,      (3) 
 1
2v e e
B B v         , (4) 
 1
2v e e
D D v         . (5) 
Here, v and J are the vibrational and rotational quantum numbers, respectively. The 
coefficients in eqs. (2) – (5) are listed in Table 1. The energy of an emitted photon associated 
with an electronic transition from C 3u(v’, J’) to B 3g(v”, J”) is given by 
    ,, , ,Cv J C BBv JE E v J E v J        , (6)  
where Ee(v, J) is the energy level of the electronic state e (e = B or C) with vibrational 
quantum number v and rotational quantum number J, and  EB v , J 
C v , J  is the energy of the emitted 
photon. The corresponding frequency and wavelength is given by 
 , , , ,, , , ,/ ,   /
Cv J Cv J Cv J Cv J
Bv J Bv J Bv J Bv JE h hc E                 , (7) 
where h and c are the Planck constant and the speed of light in vacuum, respectively. Since 
2PS is an electric dipole transition, we apply the following selection rule: 
 
Electronic 
State 
Ee 
[104 cm–1] 
e 
[103 cm–1] 
exe 
[101 cm–1] 
Be 
[cm–1] 
e 
[10-2 cm–1] 
C 3u 8.913 688 2.047 17 2.844 5 1.824 7 1.868 
B 3g 5.961 935 1.733 39 1.412 2 1.637 4 1.791 
Table 1. Coefficients of the N2 2PS. 
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 ∆J  J’ – J” = 0, ± 1, (8) 
except for J’ = 0  J” = 0. The values of ∆J yield three branches: P, Q and R-branch, 
corresponding to ∆J = – 1, 0 and + 1, respectively. 
Basically, the nitrogen plasmas in our low-pressure (~ 1 Torr) steady-state discharge can be 
considered to be optically thin, at least for the 2PS band. This is because the order of electron 
density is 1013 cm–3 at most, and the number density of the lower level is considered to be 
low enough for us to neglect reabsorption.1 Under the optically thin condition, the intensity 
of the spectrum is proportional to the population density of the upper level NC(v’, J’) and the 
transition probability  AB v , J 
C v , J : 
  , ,, , ,Cv J Cv J CBv J Bv JI A N v J          . (9) 
The population density of rotational levels is generally found to obey the Boltzmann 
distribution, at least for C 3u state, which we have confirmed for many 2PS spectra 
observed experimentally by theoretical fitting (Koike et al., 2004; Sakamoto et al., 2006; Yuji 
et al., 2007; Nunomura et al., 2006). On the other hand, the vibrational levels of N2 C 3u 
state do not obey the Boltzmann distribution in general due to complicated kinetics to form 
vibrational levels, as later shown in section 6. We define the vibrational temperature TV over 
several vibrational levels with the assumption that the levels are in the Boltzmann 
distribution. The population density is expressed as 
              C C C CC C
V R
,0 0,0 , ,0
, 2 1 0,0 exp exp
E v E E v J E v
N v J J N
kT kT
                  
, (10) 
where k is the Boltzmann constant. The transition probability ,,
Cv J
Bv JA
 
   is given by  
  34 , 2,,, 3
C
64 1
2 13
Cv J
Bv JCv J
j j v v J JBv J
j j
A R q S
Jhc g
     
      
 
     , (11) 
where j’j”|Rj’j”|2 is the transition moment and just a constant, gC is the statistical weight of 
the C 3u state and also a constant, qv’v” is the Franck-Condon factor and SJ’J” is the Hönl- 
London factor. Some of the Franck-Condon factors for small (v’, v”) are listed in many 
textbooks, e.g., Ochkin, 2009. Meanwhile, we referred the Hönl-London factor SJ’J” for P, Q, 
and R- branches to Phillips 1976, where the spin-splitting is neglected due to their smaller 
separation than the rotational lines, and the line strengths for the P, Q and R branches are 
combined. This approximation is allowed only when we treat the 2PS bands rotationally 
unresolved, which is exactly the case in the present analysis. 
In actual spectrum measurement, the line spectrum is always broadened mainly due to a 
finite spectral resolution of an optical setup, where the line shape can be often approximated 
as Gaussian practically. When we introduce the spectral resolution as the full width of the 
half maximum (FWHM), the spectrum is finally written as follows: 
                                                                 
1 It should be noted that some pulse-discharge plasmas with high electron density can be optically thick 
even for 2PS transition.  
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  
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,
, , ,
exp
Cv J
Bv JCv J
Bv J
v v J J
I I
  
 
  
 
   
          
 , (12) 
 FWHM
2 ln 2
  , (13) 
where  is the wavelength of observed spectrum. 
Figure 1 shows the spectrum of the N2 2PS for ∆v = v’ – v” = – 2, calculated by eqs. (1) – (13). 
The 2PS spectrum has sharp band heads at the longer wavelength side and long tails at the 
shorter wavelength side. Since the 2PS spectrum has such a distinct feature, a fit of the 
observed spectrum to the calculated one yields TV and TR as best fitting parameters. Figure 2 
is an example of comparisons between spectra calculated theoretically and measured 
experimentally for microwave discharge nitrogen plasma with its pressure 1 Torr. 
 
Fig. 1. Calculated spectrum of the N2 2PS of ∆v = – 2, assuming TV = 3500 K and FWHM = 
0.18 nm (Nunomura et al., 2006). 
 
Fig. 2. Example of comparison between 2PS spectra calculated theoretically and measured 
experimentally, assuming TV = 0.90 eV and TR = 0.15 eV (Sakamoto et al., 2006, 2007). 
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2.2 Examples of 2PS spectra measured experimentally and discussion on the 
vibrational and rotational temperatures 
In our laboratory, we have been examining spectroscopic characteristics of microwave 
discharge nitrogen plasma. Figure 3 shows the schematic diagram of our experimental setup. 
We generate a nitrogen plasma, using a rectangular waveguide with a cavity and a quartz 
tube, one end of which was inserted into a vacuum chamber. The quartz tube (i.d. 26 mm) was 
aligned in the direction of the electric field of the waveguide. The microwave frequency was 
2.45 GHz and the output power was set at 600 W. The discharge pressure was 0.5 – 5.0 Torr. 
The gas feed rate was set at approximately 100 – 300 ml/min using a flow controller. Further 
details of the detection system are specified elsewhere (Sakamoto et al., 2006, 2007). 
 
Fig. 3. Schematic diagram of microwave discharge apparatus and measurement system. 
Figures 4 (a) and (b) shows TR and TV of the N2 C 3u state, respectively. TR decreased as the 
plasma flowed to the downstream direction, i.e., to larger z. It is considered that this result is  
 
   
Fig. 4. (a) Rotational and (b) vibrational temperatures of C 3u state of N2 plasma measured 
experimentally, generated in the apparatus schematically shown in Fig. 3 (∆v = – 2, v’ = 0, 1) 
(Sakamoto et al., 2007). 
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obtained because of the cooling of neutral component of discharge species, since it is mostly 
heated at the discharge position z = 0. Consequently, the variation in the rotational 
temperature is considered to be useful for the analysis of macroscopic thermal structure of 
nitrogen plasma, which is mostly determined by the temperature of neutral particles 
(Nunomura et al., 2006; Yuji et al., 2007, 2008). 
Concerning the vibrational temperature, there is some experimental error (± 0.05 eV) that is 
primarily caused by the fitting procedure. The vibrational temperature is much higher than 
the rotational temperature, since the vibrational kinetics is considerably determined by the 
electron impact excitation. The vibrational temperature decreased with increasing discharge 
pressure. It is considered that the collisional relaxation of molecules proceeds rapidly at 
higher discharge pressure (Sakamoto et al., 2006, 2007). 
3. Spectrum of the N2 First Positive System (1PS) 
This transition appears between the electronic states B 3g and A 3u+. Emission spectrum of 
1PS is found in the wide wavelength region from 500 nm to 1100 nm. 
3.1 Theoretical background for spectral analysis of 1PS 
First, let us consider the energy levels of B 3g state, for which every rotational level K is 
subdivided into three sublevels with their quantum numbers J corresponding to J = K + 1, K, 
and K – 1. We must treat the energy level of the B 3g state more precisely for 1PS than for 
2PS. We write subscript numbers 1, 2, and 3 corresponding to J = K + 1, K, and K – 1, 
respectively, in the following equations. The rotational term values are 
     41 1 2 11 2 2v vF J B J J Z Z D J
            , (14) 
     42 2 11 4 2v vF J B J J Z D J
           , (15) 
     43 1 2 31 2 2v vF J B J J Z Z D J
            , (16) 
with 
    1 44 4 13Z Y Y J J     , (17)  
    2
1
1 41 2 1
3 9
Z Y Y J J
Z
        , (18) 
where 
 v vY A B , (19) 
and Av is the spin-orbit interaction parameter 
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2 3
3 41 1 142.286 0.068 2.5 10 2.6 10
2 2 2v
A v v v                          [cm–1], (20) 
and Bv and Dv are defined by equations (4) and (5), respectively. For B 3g state, De = 5.52 x 
10-6 cm–1, and e = 9 × 10–8 cm–1. 
Next, for the electronic state A 3u+, the rotational term values are 
          221 6 11 1 12 3v v
w KF K B K K D K K x K
K
       , (21)  
      222 1 1v vF K B K K D K K    , (22) 
        223 6 11 1 2 1v v
w KF K B K K D K K xK
K
      , (23) 
where w = 0.443 cm–1, x = 3 × 10–3 cm–1, Be = 1.4539 cm–1, e = 0.0175 cm–1, De = 5.46 × 10–6 
cm–1, and e = 1.1 × 10–7 cm–1 (Sakamoto et al., 2006, 2007). 
Since 14N2 is a homonuclear molecule, we must consider the selection rule with respect to 
the symmetry (s) and anti-symmetry (a). Namely, the transitions s ↔ s and a ↔ a are 
allowed. We must keep the statistical weights for the symmetric and anti-symmetric levels 
are in the ratio 2 : 1 since 14N2 is with nuclear spin I = 1 for each N. When we apply these 
regulations to 1PS transition, we have the selection rules as schematically shown in Fig. 5. 
For example, the transition P33 belongs to an a ↔ a transition and Q33 to an s ↔ s transition. 
 
Fig. 5. Schematic diagram to illustrate the selection rule with respect to the symmetry (s) and 
anti-symmetry (a) of 1PS. The transitions s ↔ s and a ↔ a are allowed (Ichikawa et al., 2010). 
During the course of our spectroscopic study of microwave discharge nitrogen plasma, we 
found that neither the Hund’s coupling case (a) nor (b) holds for the 1PS transition for 
general discharge nitrogen plasmas with a high gas temperature owing to the large energy 
gap between highly excited rotational levels. We proposed the transition scheme in Fig. 6, 
where we consider 27 all the allowed transitions that satisfy the selection rule ∆l = 0, ± 1 for 
variation in the rotational quantum number. The Franck-Condon and the Hönl-London 
factors used are specified elsewhere (Sakamoto et al., 2007). 
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Fig. 6. Transition scheme of N2 1PS. The filled lines denote the transitions given by Hund’s 
coupling case (b), whereas the broken lines are those newly included in our study 
(Sakamoto et al., 2007; Ichikawa et al., 2010). 
Figure 7 is an example of comparison between the 1PS spectrum calculated on the basis of 
the scheme indicated in Fig. 6 and the one measured experimentally from 635 nm to 655 nm. 
Obviously, the agreement is excellent. Small maxima around 641 and 648 nm are well 
reproduced theoretically and the agreement with the experimental results is satisfactory. In 
the meanwhile, we could not reproduce the maxima around 641 and 648 nm in Hund’s (b) 
scheme, which did not agree with the experimental results well. These small maxima may 
be, in some sense, considered to be minor, and indeed, we can determine the rotational or 
vibrational temperatures as best fitting parameters. However, if we would like to reproduce 
the whole 1PS spectrum to find other line spectra overlapped in the wavelength region of 
1PS, we should trace the shape of spectrum as precise as possible. Particularly, as shown in 
section 5, to extract lines of atomic nitrogen, we should calculate the spectra precisely. For 
this reason, the rigorous transition scheme should be reflected on the theoretical calculation 
of 1PS spectrum. 
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
635 640 645 650 655
experiment
calculation
Wavelength [nm]  
Fig. 7. Example of comparison between 1PS (∆v = 3) spectra calculated theoretically and 
measured experimentally, assuming TV = 0.65 eV and TR = 0.15 eV (Sakamoto et al., 2007). 
 
Chemical Kinetics 292 
3.2 Experimental results and discussion on vibrational and rotational temperatures 
determined from 1PS spectrum in comparison with those from 2PS spectrum 
Figures 8(a) and 8(b) show the rotational and vibrational temperatures, respectively, 
determined from the 1PS spectrum observed in the same discharge apparatus that is 
schematically shown in Fig. 3 and under the same discharge conditions when we observed 
the temperatures shown in Figs. 4. Figures 8(a) and 4(a) indicate that the rotational 
temperatures of both 1PS and 2PS are not so different from each other for the discharge 
pressure 0.5 – 1.0 Torr, both of which can be considered as approximate value to the gas 
translational temperature. The rotational temperature of 1PS also becomes lower as the 
plasma flows toward the downstream direction, since the collisional relaxation becomes 
essential. Particularly, when the discharge pressure is 1.0 Torr, the rotational temperatures 
both of 1PS and of 2PS are almost the same throughout the observed domain over the 
microwave discharge. The pressure as high as 1 Torr can enhance the collisional relaxation, 
and in consequence, both rotational temperatures are considered to agree very well with 
each other. Basically, the rotational constant Be of nitrogen molecules is very small not only 
for the ground state X 1g+ but also for excited states B 3g, C 3u, etc. Therefore, the 
rotationally excited levels can frequently exchange kinetic energy with translational motion 
of neutral nitrogen molecules. Consequently, it is considered that the energy distribution of 
rotational levels is almost equilibrated with that of translational motion through a couple of 
collisions. 
On the other hand, the vibrational temperature of 1PS is significantly lower than that of 2PS, 
as Figs. 8(b) and 4(b) indicate. However, the dependence on the discharge pressure is 
qualitatively similar, i.e., the vibrational temperature tends to decrease as the discharge 
pressure increases. This can also be attributed to the frequent collisional relaxation with 
neutral molecules. The discrepancy on vibrational temperatures between 1PS and 2PS can 
be explained by the dominant molecular processes for the excitation and de-excitation of the 
upper state of 1PS and 2PS, that is, B 3g and C 3u. This will be discussed in section 6 in 
terms of elementary processes in the nitrogen plasma with low discharge pressure. 
 
   
 
Fig. 8. (a) Rotational and (b) vibrational temperatures of B 3g state of N2 plasma measured 
experimentally, generated in the apparatus schematically shown in Fig. 3 (∆v = 3, v’ = 7, 8, 9) 
(Sakamoto et al., 2007). 
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4. Spectrum of the N2+ First Negative System (1NS) 
1NS is originated from the transition between the excited sates of molecular ion N2+ B 2u+ 
and the ground state of ion N2+ X 2g+. It is found near UV through shorter visible 
wavelength range, from 320 to 450 nm, which almost overlaps the 2PS spectrum. 
4.1 Theoretical background for spectral analysis of 1NS 
Since 1NS is a 2u+  2g+ transition, the coupling scheme is given by the Hund’s (b) 
coupling case. Although 1NS can be basically approximated by a P- and an R-branches, this 
transition has a fine structure owing to spin multiplicity. However, the structure is 
sufficiently fine to be neglected in general. Then, the numbering of the branches should be 
dependent on K which appears in the Hund’s (b), not on J. Consequently, the rotational 
energy should be described not with equation (3), but by the following equations: 
    1 1 11 ,   2 2vE K B K K K J K
         (P1, R1 branches), (24) 
       2 1 11 1 ,2 2vE K B K K K J K
         (P2, R2 branches), (25) 
where  is the spin splitting constant. The rotational term is split into two components as 
eqs. (24) – (25) for two possible values of the quantum number J, where J is the absolute 
value of the vector J that is defined as the vector-like summation of J = K + S. In the present 
scheme S = |S| = 1/2. Each line is split into three components corresponding ∆J = J’ – J” =  
-1, 0, and + 1. This indicates that the essential transition structure of 1NS band spectrum is 
decomposed into the scheme as depicted in Fig. 9. However, the components with ∆J = 0 
(PQ12 and RQ21) are weak enough to be neglected. In consequence, the 1NS spectrum can be 
satisfactorily reproduced by the summation of four components, P1, P2, R1, and R2, as shown 
in Fig. 9 (Bingel, 1967). Concerning Franck-Condon and Hönl-London factors of 1NS 
transition, we adopted Ochkin 2009, which is a practical and useful textbook published 
recently, and also briefly summarized other transition schemes (Ochkin, 2009). 
 
Fig. 9. Transition scheme of N2+ 1NS. Those indicated in thin lines are negligibly weak. 
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The band spectrum of 1NS ∆v = – 1, which has the strongest intensity in 1NS, is entirely 
overlapped with that of 2PS. Therefore, 1NS must be fitted simultaneously with 2PS. The 
intensity of 1NS in comparison with that of 2PS, of course, depends on the discharge 
conditions. In common low-temperature nitrogen discharge plasmas, the ionization degree 
is not so high, and consequently, the intensity of 1NS is weaker than that of 2PS. We chose 
the wavelength region from 410 to 430 nm (∆v = – 1) where both intensities were almost 
comparable in the nitrogen plasma generated in our apparatus shown in Fig. 3. First, we 
determined the TV and TR of 2PS for ∆v = – 2 by the procedure in section 2 for the 
wavelength region from 372 to 382 nm. After that, we determine TV and TR of 1NS by fitting 
procedure for the spectrum from 410 to 430 nm with the previously fixed TV(2PS) and 
TR(2PS) for the band ∆v = – 4 of 2PS. 
Figure 10 shows an example of comparison between the spectrum calculated theoretically 
and the one measured experimentally. We found a good agreement for the longer 
wavelength region in Fig. 10, i.e., from 421 to 428 nm, where there exist (v’, v”) = (0, 1), (1, 2) 
bands of 1NS and (1, 5) of 2PS. We found that the bands ∆v = – 4 of 2PS for the wavelength 
region shorter than 421 nm cannot be calculated precisely by the method described in 
section 2, particularly in the tail region where the R-branch becomes predominant. The 
spectrum of 2PS bands with (2, 6) or higher vibrational quantum numbers requires some 
modification. However, in the present analysis, the objective is to determine TV and TR of 
1NS, which is practically carried out for the wavelength region from 421 to 428 nm precisely. 
The band heads of 1NS are much more sharp than that of 2PS, which allows us to determine 
TV with satisfactory precision. On the other hand, (1, 2) band of 1NS is rather isolated, and in 
consequence, TR can be determined satisfactorily (Kawano et al., 2011). 
 
Fig. 10. Example of comparison between the spectrum of 1NS and 2PS calculated 
theoretically and the one observed experimentally (Kawano et al., 2011). 
4.2 Results and discussion on difference in TV and TR between 1NS and 2PS 
Figures 11(a) and 11(b) show the rotational and vibrational temperatures, respectively, 
determined from the 1NS spectrum observed in the same discharge apparatus schematically 
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shown in Fig. 3 under the same discharge conditions as in Figs. 4 and 8, except the discharge 
pressure is fixed at 1 Torr. Figure 11(a) indicates that the rotational temperature of N2+ B 
2Σu+ ion ranges from 0.14 – 0.35 eV, which is about 1.5 times higher than that of neutral N2 C 
3u determined from the OES of 2PS, 0.08 – 0.18 eV. It is also found that TR of N2+ B 2Σu+ ion 
also decreases as the plasma flows to the downstream direction. 
        
Fig. 11. (a) Rotational and (b) vibrational temperatures of N2+ B 2u+ state of the plasma 
generated in the apparatus schematically shown in Fig. 3 (Kawano et al., 2011). 
Basically, the rotational motion of the molecular species in the plasma is considered to be an 
approximate value to the gas translational temperature, which is the case for N2 C 3u and B 
3g states as already shown in sections 2 and 3. However, the rotational temperature of 1NS 
is higher than those of 1PS and 2PS, and consequently, it does not correspond to the 
translational temperature of neutral molecules. Similar results are reported on TR of 1NS of 
low-pressure discharge nitrogen plasmas (Huang et al., 2008). These experimental results 
possibly indicate that the dominant population process of excited states B 2Σu+ of N2+ is not 
the direct excitation from the ground state of neutral N2 molecule, and not from excited 
states of neutral molecular state, either. Otherwise, the rotational energy distribution of N2+ 
B 2Σu+ should become almost the same with the initial state of the molecule. 
One possible reason for the higher TR of 1NS is that the predominant population process of 
B 2Σu+ of N2+ ion is the electron impact excitation from the ground state X 2g+ of N2+ ion, not 
from any state of neutral molecules. Then, the rotational energy distribution of B 2Σu+ of N2+ 
should be close to that of the ground state X 2g+ of N2+ ion. It is also noteworthy that TV of 
1NS is also about twice as high as that of 2PS as in Fig. 11(b). Further discussion is necessary 
to conclude the reason for the higher rotational temperature of 1NS. 
5. Measurement of dissociation degree of N2 molecule in the nitrogen plasma 
by actinometry method with the help of 1PS subtraction 
As we described in the introduction, one of the most important parameters to control the 
nitrogen plasma processes in industrial applications is the density of nitrogen atoms, or the 
dissociation degree of the nitrogen molecules in the discharge plasma. The most convenient 
and practical method of its measurement is the actinometry method. To do so, however, we 
must extract emission lines of atomic nitrogen, by the subtraction of 1PS band spectrum. In 
(a) (b) 
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this section, we describe the actinometry method with the help of 1PS subtraction to 
measure the dissociation degree of nitrogen (Ichikawa et al., 2010). We also experimentally 
examined the effect on the nitrogen dissociation degree of admixture of rare gases. 
5.1 Basic principle of actinometry measurement for about 1 Torr discharge 
In the general actinometer measurement of density of nitrogen atoms in the nitrogen 
plasma, we almost always choose argon as an actinometer. As actinometric signals, we 
generally choose the line intensities of  = 746.83 nm for N I [3p 4So (12.00 eV)  3s 4P5/2], 
and  = 811.53 nm for Ar I [2p9 (i.e., 4p[5/2], 13.07 eV)  1s5 (i.e., 4s[3/2]o)]. In our study, 
we treat the N2-rare gas mixture plasmas to examine the dissociation degree that must 
depend on the gas mixture ratio. In this subsection, we describe the basic principle of 
actinometry including atomic and molecular processes of the N2-gas mixture discharge 
plasmas, which was applied to N2-O2 mixed discharge (Ichikawa et al., 2010). Regarding the 
population and depopulation of these states, we must consider the following reactions due 
to collisional relaxation by the ground-state molecules of N2 for about a 1-Torr discharge to 
deduce the number density of nitrogen atoms. 
 – –N  e N *   e    (rate coefficient  kNedir ), (26) 
 – –2N   e N *  N + e    (rate coefficient  kNdiss ), (27) 
 hN * N * *       (transition probability AN), (28) 
 2 2N * N N + N      (rate coefficient  kN+N2
Q ), (29) 
 Ar e Ar*+ e      (rate coefficient  kArexc ), (30) 
 hAr* Ar**+     (transition probability AAr), (31) 
 2 2Ar* N Ar** + N     (rate coefficient  kAr+N2
Q ). (32) 
For these transitions in the present discharge pressure range, the spectrum intensity ratio 
becomes 
 
 
 
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
 
    

 , (33) 
where [M] is the number density of species M, kQ is the rate coefficient of the quenching 
reaction of the excited states at the line emission of the present OES measurement with their 
subscripts denoting the reactions [eqs. (29) and (32)], kdir is that of direct electron impact 
excitation from the atomic ground state of N to produce the corresponding OES level [eq. (26)], 
kexc is that for Ar [eq. (30)],  is the wavelength of the transitions given by eqs. (28) and (31), A 
is the atomic transition probability of the corresponding transition, and C() is the detection 
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coefficient of the spectrometric system for the wavelength . If we add oxygen, rare gas or 
other dilution gas into nitrogen, we must consider the quenching effect of excited species by 
the admixture gas and modify eq. (33). We summarized the transition probabilities and rate 
coefficients required to eqs. (26) – (33) elsewhere in Ichikawa et al., 2010. 
In the present analysis, the EEDF is determined by solving the Boltzmann equation as a 
function of the reduced electric field E/N so that the electron mean energy equals 3/2 times 
the electron temperature experimentally measured by the probe. The Boltzmann equation is 
simultaneously solved with the master equations for the vibrational distribution function 
(VDF) of the N2 X 1g+ state, since the EEDF of N2-based plasma is strongly affected by the 
VDF of N2 molecules owing to superelastic collisions with vibrationally excited N2 
molecules. A more detailed account of obtaining the EEDF is given in the next section. 
Strictly speaking, the actinometry levels are also generated by the radiative decay of their 
upper levels, in addition to eq. (26), which is referred to as cascade processes. These 
processes are generally negligible for actinometry measurement in the present microwave 
discharge plasmas, which are categorized into ionizing plasmas. Further discussion was 
described elsewhere (Ichikawa et al., 2010). 
5.2 Subtraction of 1PS-band spectrum as background signal to extract atomic 
nitrogen lines, and the lower limit of number density of nitrogen atoms 
As we already showed in Fig. 7, we demonstrated theoretical fitting of 1PS as functions of 
vibrational and rotational temperatures for the transition series ∆v = v’ − v” = 3. In order to 
extract the lines emitted from excited nitrogen atoms, we must calculate the 1PS spectrum 
with ∆v = v’ − v” = 2, which can be done by the same procedure. After we experimentally 
measure the 1PS spectrum of the vibrational quantum numbers ∆v = v’ − v” = 2 in the 
wavelength region of 730 – 760 nm, we determine Tv and Tr by the numerical fitting method. 
We consider that an argon line with a large peak appears at 750.4 nm. Consequently, we fit 
the spectrum excluding the wavelength region of 750 – 752 nm. Then, after we subtract the 
overall 1PS spectrum calculated as a background signal from the observed spectrum, we 
obtain the line of the excited nitrogen atom at 746.83 nm. 
Figure 12(a) shows an example of fitting the 1PS band spectrum experimentally observed in 
the wavelength region of 730 – 760 nm with the one calculated theoretically, and Fig. 12(b) 
shows the result of subtraction, which indicates the successful extraction of atomic nitrogen 
line spectra, not only at 746.83 nm but also at 744.23 and 742.36 nm, which corresponds to 
the transitions 3p 4So3/2  3s 4P5/2, 3/2, 1/2, respectively. The simultaneous extraction of these 
three lines indicates that the present method is reliable and that the contamination by other 
lines can be neglected with respect to other excited states of nitrogen and argon species. The 
line at 746.83 nm has the largest intensity among the three lines, and we chose it for the 
actinometry measurement. Here, we discuss the lower limit of the number density of 
nitrogen atoms that measured by the present method. Figure 12(b) is a typical example, 
which corresponds to a density of nitrogen atoms of 1.4 × 1012 cm-3, whereas the fluctuation 
of the baseline is about 1/20 times the peak height of the actinometry signal. The subtracted 
baseline illustrated in Fig. 12(b) is common to almost all the discharge conditions 
throughout the present experiments. As a result, the lower limit of the number density of 
nitrogen atoms is considered to be about  7 × 1010 cm−3 (Ichikawa et al., 2010). 
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Fig. 12. (a) Schematic diagram of the spectrum fitting of N2-1PS band spectrum and (b) the 
extracted lines of nitrogen atom. (a) Line – experimentally measured spectrum, dots – 
calculated spectrum by our method. We did not plot the experimental results in the 
wavelength region 750 – 752 nm since an Ar atomic line appears in this position with a large 
intensity (Ichikawa et al., 2010). 
5.3 Results and discussion of actinometry measurement of dissociation degree of 
nitrogen molecule in N2-rare gas mixed microwave discharge plasma 
In this study, we define the dissociation degree D(N) of nitrogen as follows: 
      2N N (2 N )D  , (34) 
where [X] is the number density of species X. The density [N2] is calculated from the 
discharge partial pressure and gas temperature, with the assumption that the number 
densities of any excited species are negligibly smaller than that of the ground state. 
We experimentally examined the dependence of the dissociation degree of nitrogen on the 
mixture ratio of O2 (Ichikawa et al., 2010) and various rare gas species (Kuwano et al., 2009). 
Here, we concentrate on rare-gas admixture. First, we examined the electron temperature 
and density by a Langmuir Double probe, as function of the gas mixture ratio. The 
admixture of lighter rare-gas species increases the electron temperature, since the lighter 
rare-gas species have higher ionization potential. On the other hand, the heavier rare-gas 
species have lower ionization potential, and consequently, the electron temperature can 
become lower and the electron density increases with increasing the volumetric ratio of 
heavier rare-gas species. 
Figure 13 shows the measured dissociation degree plotted against the rare gas mixture ratio 
for the microwave discharge N2-rare gas plasma. When helium is mixed into the nitrogen 
plasma, we found a small increase in the nitrogen dissociation degree. This can be explained 
by an increase in the electron temperature by the helium admixture. On the other hand, 
when the argon or krypton with low-ionization energy was mixed into the nitrogen plasma, 
we found lowering of electron temperature and resultant reduction in the nitrogen 
dissociation degree. For these three kinds of rare gases, the variation in their dissociation 
degree is reasonable since it corresponds to the variation in the electron temperature 
(Kuwano et al., 2009). 
(a) (b) 
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Figure 13, however, shows that the neon admixture markedly enhances the nitrogen 
dissociation degree. This tendency was found even at considerable downstream positions like 
z = 140 mm. We now consider that the spectroscopic contamination of Ne I 747.24 nm into N I 
746.83 nm is negligible owing to sufficient resolution of experimental setup. Some nitrogen 
plasma process may be conducted several hundred times faster than the conventional 
processes with neon admixture. We now consider that one of the possible mechanisms is that 
the energy-transfer collision between the metastable neon (16.62 or 16.72 eV) and nitrogen 
molecules, which makes it excited to the dissociation curve. Further discussion and cross-
examination by other experimental methods are necessary to understand the dissociation of 
nitrogen molecules by neon admixture (Akatsuka et al., 2010). 
 
Fig. 13. Dissociation degree of nitrogen molecule plotted against N2 : rare-gas mixture ratio. 
6. Numerical modelling of excitation kinetics in the N2 plasma 
Numerical studies on number densities of various excited states in the N2 plasma have 
eagerly been carried out all over the world (Guerra et al., 2004; Shakhatov & Lebedev, 2008). 
We also make a numerical code to calculate number densities as functions of the following 
parameters: gas temperature Tg, electron density Ne, total discharge pressure P, and reduced 
electric field E/N as a rather simplified model (Akatsuka et al., 2008; Ichikawa et al., 2010). 
First, we assume that the geometry is axially symmetric and neglect the z-dependence. 
Concerning the density [A] of species A, we have the following partial differential equation: 
    WA A Gt
      , (35) 
where w is the particle loss frequency due to wall collision or diffusion, and G is the net 
particle generation or loss due to volumetric reactions. We discuss the number densities of 
N2(X 1g+), N2(A 3u+), N2(B 3g), N2(C 3u), N2(a 1g), N2(a’ 1Σu–), N2+, N4+, N(2p 4So), and e–. 
The cross sections, rate coefficients, or any required atomic and molecular data required in 
this section are summarized elsewhere in Ichikawa et al., 2010. 
6.1 The Boltzmann equation 
In order to calculate the various rate coefficients to solve eq. (35) as well as to evaluate the 
actinometry signal in the present experiments using eq. (33), we need the electron energy 
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probabilistic function (EEPF) in the discharge plasma, and consequently, we must solve the 
Boltzmann equation to describe the EEPF. To analyze cw discharge, the EEPF may be 
treated by a two-term approximation owing to the sufficiently small anisotropy. 
Consequently, the Boltzmann equation for the isotropic component of the EEPF f0() is 
formulated as follows (Sakamoto et al., 2007; Mizuochi et al, 2010): 
  
       2 g0 02e c 0
c
d d2d 1
d 3 d d
kTf fmE f
N M e
         
             
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                 , (36) 
where e is the elementary charge,  is the electron energy, c is the momentum transfer cross 
section, lsi is the lth inelastic collision cross section with the energy change of lsi, me is the 
electron mass, M denotes the molecular mass of the elastic collision partner of the electron, 
and Nl is the number density of the lth inelastic collision partner. Table 2 summarizes the 
inelastic collisions included in eq. (36), where the EEPF f0() is normalized as follows: 
   1/200 d 1f     . (37) 
Inelastic Collisions 
e– + N2(X)  e– + N2(Y) (Y = A3u+, B 3g, C 3u, a’ 1u–, a 1g, w 1u, B’ 3u–, W 3u) 
e– + N2(X)  e– + e– + N2+  
e– + N2(X, v)  e– + N2(X, w) (v, w = 0 – 8) 
Table 2. List of inelastic collisions included in the collision term in eq. (36). 
6.2 Vibrational distribution function (VDF) of N2 X 1Σg+ state 
We must solve the Boltzmann equation [eq. (36)] simultaneously with the master equations 
to describe the VDF of the ground state of the nitrogen molecule. We consider the 
elementary processes shown in Table 3. We treat N plasmas with a very low dissociation 
degree of its order about 10–3, and consequently, we neglect the V-T relaxation by nitrogen 
atoms. We also neglect the vibrational wall-relaxation, since we treat plasmas where the V-V 
and V-T processes dominate the wall relaxation. In the V-V and V-T processes, we consider 
only single-quantum transition processes. We assume that the total density of nitrogen 
molecules is constant owing to their small dissociation degree. As a result, the dissociated 
nitrogen atoms are assumed to associate into the vth vibrational level with probability Rv 
immediately after dissociation, which is assumed to be constant over v. Hence, we have the 
following master equation for the VDF of N2 X 1Σg+ state: 
1
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Reactions Process
N2 (X; v = 0 – 8) + e− ↔ N2 (X; w = 0 − 8 ≠ v) + e− e-V
N2 (X; v) + N2 (X; w) ↔ N2 (X; v + 1) + N2 (X; w – 1) V-V
N2 (X; M) + N2 (X; w) → 2N (2p 4So) + N2 (X; w – 1) V-Diss
N2 (X; v) + N2 (X) ↔ N2 (X; v – 1) + N2 (X) V-T
Table 3. List of collisions included in the master equation of VDF, eq. (38). 
      2 1 1, 1 1, 2 , 1 , 1N Nv v v v v v v v v v v vN P N P N P P R          , (38) 
where Nv is the number density of the N2 X state at the vth vibrationally excited level, Cwv is 
the rate coefficient of the electron impact vibrational excitation (w < v) or deexcitation (w > 
v) from level w to v, Q and P are the rate coefficients of V-V transfer and V-T relaxation, 
respectively, between the levels given by the following suffixes for N2−N2 collisions, and Rv 
is the rate of atomic nitrogen recombination into the vth level. The upper limit of the 
summation M is set at v = 45, which is considered to be the dissociation level of the nitrogen 
molecule, considered to be followed by instantaneous association into level v, which 
corresponds to the term Rv in eq. (38). 
6.3 Reactions relevant to formation of excited species in the model 
We include the electron-impact processes as in Table 4, and some of their reverse processes. 
To obtain the cross section of the reverse process, we apply the principle of detailed balance, 
which is known as the Klein-Rosseland equation formulated below:  
 
 
 
pq q
qp p
g
g
  
  
    , (39) 
Electron Impact Excitation 
e– + N2(X 1g+)  e– + N2(A3u+) 
e– + N2(X 1g+)  e– + N2(B 3g) 
e– + N2(X 1g+)  e– + N2(C 3u) 
e– + N2(X 1g+)  e– + N2(a’ 1u–) 
e– + N2(X 1g+)  e– + N2(a 1g) 
Electron Impact Ionization 
e– + N2(X 1g+)  e– + e– + N2+ 
Electron Impact Dissociation 
e– + N2(X 1g+)  e– + 2N(2p 4So) 
Dissociative Recombination 
e– + N2+  2N(4So) 
e– + N4+  2 N2(X 1g+) 
Table 4. List of electron collision processes included in term G in eq. (35).  
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where pq(’) is the cross section for the electron impact reaction from level p to q with 
energy difference pq > 0 for electron energy ’, qp(”) is that of the reverse reaction with 
electron energy ” = ’ + pq, and gp is the statistical weight of state p. 
We also take the atomic and molecular collision processes into account listed in Table 5. We 
also include one of their reverse processes, whose rate coefficient kr is obtained from that of 
the forward reaction kf and the equilibrium constant Keq as 
 kf/kr = Keq. (40) 
We calculate the equilibrium constant using the partition functions involved in the 
reactions. 
Chemical Reactions included in term G of eq. (35) 
N2(a’ 1u–) + N2(X 1g+)  N2(B 3g) + N2(X 1g+) 
N2(C 3u) + N2(X 1g+)  N2(a’ 1u–) + N2(X 1g+) 
N2(a 1g) + N2(X 1g+)  N2(a’ 1u–)+ N2(X 1g+) 
N2(B 3g) + N2(X 1g+)  2N2(X 1g+) 
N2(A 3u+) + N2(X 1g+)  2 N2(X 1g+) 
N2(A 3u+) + N(2p 4So)  N2(X 1g+) + N(2p 4So) 
N2(A 3u+) + N2(A 3u+)  N2(B 3g) + N2(X 1g+) 
N2(A 3u+) + N2(A 3u+)  N2(C 3u) + N2(X 1g+) 
N2(a’ 1u–) + N2(X 1g+)  N2+ + N2(X 1g+) + e– 
N2(a’ 1u–) + N2(a’ 1u–)  2N2+ + 2e– 
N2(X 1g+, v ≥ 6) + N2(A 3u+)  N2(B 3g) + N2(X 1g+) 
N2(B 3g) + N2(X 1g+)  N2(A 3u+) + N2(X 1g+) 
2N(2p 4So) + N(2p 4So)  N2(B 3g) + N(2p 4So) 
N2(a’ 1u–) + N2(A 3u+)  N4+ + e– 
N2(a’ 1u–) + N2(a’ 1u–)  N4+ + e– 
Table 5. List of atomic and molecular processes included in term G in eq. (35). 
Some radiative decay processes of excited species are essential for the population kinetics 
due to large absolute value, which are summarized in Table 6. We must also include wall 
loss processes due to diffusion or thermal motion for several excited species, particularly for 
metastable states and ions. From the wall loss probability , we can calculate the wall loss 
frequency W as follows: 
 thW 2
v
R
       for  << 1, (41) 
 
2
W
2.405 D
R
           for  ~ 1, (42) 
where R is the discharge tube radius, vth is the thermal velocity of the particle considered, 
and D denotes the diffusion coefficient. For ionic species, we apply ambipolar diffusion 
coefficient. Table 7 shows the wall loss processes considered in the present model. 
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Radiative transitions Name of Transition 
N2(B 3g)  N2(A 3u+) + h 1st Positive System 
N2(C 3u)  N2(B 3g) + h 2nd Positive System 
N2(a 1g)  N2(a’ 1u–) + h Farlane Infrared System 
N2(a 1g)  N2(X 1g+) + h Lyman-Birge-Hopfield System 
N2(a’ 1u–)  N2(X 1g+) + h Ogawa-Tanaka-Wilkinson-Mulliken System 
Table 6. List of radiative transitions included in term G in eq. (35). 
Wall loss processes included in term G of eq. (35) 
 << 1 [eq.(41)] 
2N (2p 4So) + wall  N2(X 1g+)  = 1.0 × 10-4 
N2(a’ 1u–) + wall  N2(X 1g+)  = 1.0 × 10-2 
 ~ 1 [eq.(42)] 
N2(A 3u+) + wall  N2(X 1g+)  = 1.0 
N2(a 1g) + wall  N2(X 1g+)  = 1.0 
N2+ + wall  N2(X 1g+)  = 1.0 
Table 7. List of wall loss processes included in term G of eq. (35). 
6.4 Numerical procedure 
We calculate the number densities of the excited species depicted in Fig. 14. We solve eq. 
(35) for each species until we find that a steady state is accomplished for every state. The 
input parameters are the reduced electric field E/N, electron number density Ne, gas 
temperature Tg, and discharge pressure P. It should be remarked that the electron density is 
chosen as an input parameter, and consequently, the resultant ion density does not 
necessarily equal Ne. In order to maintain quasi-neutrality in the present calculation, we 
modify the value of P or Tg and repeat the algorithm in Fig. 14 until the quasi-neutral 
condition is fulfilled (Akatsuka et al., 2008; Ichikawa et al., 2010). 
 
Fig. 14. Flow chart of the numerical procedure (Akatsuka et al., 2008; Ichikawa et al., 2010). 
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6.5 Numerical results and discussion 
Figures 15(a) and 15(b) show the calculation results of EEPF and VDF of N2 X, respectively. 
The calculations were run at Tg = 1200 K, Ne = 5.0 × 1011 cm–3 and Te = 2.5 – 4.5 eV. These 
parameters were chosen to correspond to our experimental results at P = 1.0 Torr and z = 60 
mm obtained in the experimental apparatus shown in Fig. 3. It should be repeated that we 
choose a reduced electric field so that the electron mean energy ⟨⟩ equals (3/2)kTe when we 
compare the numerical calculation with the number densities obtained experimentally by 
OES measurement. Obviously, the EEPF is not like Maxwellian. It has a dip in the range 
from 2 to 3 eV owing to frequent consumption of electrons with this energy range due to 
inelastic collisions to make vibrationally excited molecules. Meanwhile, Fig. 15(b) shows 
that the VDF is also quite far from the Maxwellian distribution. The number density of the 
vibrational levels shows rapid decrease first, then moderate decrease, and rapid decrease 
again as the vibrational quantum number increases. This behaviour of the VDF of N2 X state 
has been frequently reported, and consequently, our model is also considered to be 
appropriate. If we can assume corona equilibrium of some excited states of N2 molecule, for 
example, N2 C state, we can calculate the number density of the vibrational levels of the 
excited state that can be experimentally observed. This indicates that we can verify the 
appropriateness of the calculated VDF of the N2 X state as shown in Fig. 15(b). 
   
Fig. 15. (a) EEPF and (b) VDF of nitrogen plasma calculated numerically by the present 
scheme with pressure P = 1 Torr, Tg = 1200 K and Ne = 5.0 × 1011 cm–3. 
Another interesting result of this modelling is the identification of essential kinetic processes 
of population and depopulation of each excited state of N2 molecule. Table 8 shows reaction 
rates of dominant population and depopulation processes for B and C state of nitrogen 
molecule, calculated for Te = 3.0 eV, Ne = 4.0 × 1011 cm–3, and P = 1.0 Torr (Akatsuka et al., 
2008). When we examined the essential processes to populate and depopulate N2 B state and 
N2 C state, we found a marked difference between them. That is, the C state populates 
mainly by electron impact excitation from the N2 X state, the ground state of molecule, and 
depopulates mainly by radiative decay to the B state, i.e., by 2PS emission. It indicates that 
the C state is almost in the state of corona equilibrium. In the meanwhile, the B state 
populates mainly by intermolecular collision between N2 X (v ≥ 6) and N2 A states, and 
depopulates by collisional quenching to N2 A state by the ground state molecule. 
Electron Energy E [eV] 
(a) (b) 
kTe = 2/3<> kTe = 2/3<> 
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Consequently, the B state is quite far from the corona equilibrium. We should notice that the 
vibrational states of N2 X is, indeed, essential to calculate the populations of excited states 
like B state, where the excitation through the intermolecular collisions plays an important 
role. Therefore, we must calculate the VDF together with the excitation kinetics of 
electronically excited states of N2 molecule. 
 
C 
Population Reaction Rate [cm–3·s–1] 
N2(X) + e–  N2(C) + e– 6.8  1017 
N2(A) + N2(A)  N2(C) + N2(X) 1.2  1017 
Depopulation Reaction Rate [cm–3·s–1] 
N2(C)  N2(B) + h 8.0  1017 
B 
Population Reaction Rate [cm–3·s–1] 
N2(X, v ≥ 6) + N2(A)  N2(B) + N2(X) 1.84  1018 
N2(X) + e–  N2(B) + e– 1.23  1018 
N2(C)  N2(B) + h 0.80  1018 
N2(A) + N2(A)  N2(B) + N2(X) 0.24  1018 
N2(a’) + N2(X)  N2(B) + N2(X) 0.01  1018 
Depopulation Reaction Rate [cm–3·s–1] 
N2(B) + N2(X)  N2(A) + N2(X) 2.09  1018 
N2(B)  N2(A) + h 1.89  1018 
N2(B) + N2(X)  N2(X) + N2(X) 0.14  1018 
Table 8. Reaction rates of essential population and depopulation processes for B and C states 
of nitrogen molecule, calculated for Te = 3.0 eV, Ne = 4.0  1011 cm–3, and P = 1.0 Torr. 
This is also experimentally confirmed by the spectroscopic observation of vibrational levels 
of N2 B and C states. If we assume the corona equilibrium of the excited states, we can 
calculate the vibrational distribution of the states from that of N2 X state with the application 
of the Franck-Condon principle. Figures 16(a) and 16(b) show the comparison between  
the calculated and measured vibrational number densities of B 3g (v = 7, 8, 9) state and 
those of C 3u (v = 0 – 4) state, respectively, at P = 1.0 Torr and z = 60 mm measured with the  
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Fig. 16. Measured and calculated number densities of vibrational levels of N2. (a) B 3g v = 7, 
8, and 9 and (b) C 3u v = 0 – 4 (Sakamoto et al., 2007). 
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apparatus shown in Fig. 3. The agreement in the number densities observed by OES 
measurement with those calculated theoretically is excellent in C 3u (v = 0 – 4) state. On the 
other hand, it is found that of B 3g (v = 7, 8, 9) state does not agree with each other at all. 
One of the essential reasons for these findings lies in the respect that C state is in the corona 
equilibrium, while B state is not. Anyway, when we discuss the number densities of 
electronically excited states of N2 in discharge plasmas, we should include the kinetics of 
vibrational levels as well as of population-depopulation mechanisms. 
7. Conclusion 
There still remain innovative and challenging applications about OES measurement of 
nitrogen plasma relevant to atomic and molecular processes. Following the introduction, 
section 2 introduced how to analyze 2PS spectrum with unresolved rotational structures, by 
which we can understand thermal structure of plasma processes. 
Next in section 3, we introduced analysis of the 1PS spectrum. Although the procedure to 
analyze 1PS bands becomes far more complicated than 2PS bands, the basic strategy is the 
same as that of 2PS. We also demonstrated the resultant rotational temperature of 1PS is 
almost the same with that of 2PS for our microwave discharge nitrogen plasma. We should 
further examine its characteristics of vibrational non-equilibrium. 
In chapter 4, we reviewed analysis of 1NS spectrum from N2+ ions. We also found that the 
rotational temperature of 1NS bands is much higher than that of 1PS or 2PS. We must 
further examine the reason why the 1NS bands of nitrogen show higher rotational 
temperature through atomic and molecular processes in the gas discharge. 
In section 5, we demonstrated actinometry measurement of density of nitrogen atoms by 
subtracting the calculated 1PS spectrum from the one observed experimentally. Since lines 
from excited nitrogen atoms in the near-visible wavelength region severely overlap the 1PS 
band spectrum, it has been considered to be difficult to apply to nitrogen plasmas with low-
dissociation degree. We overcame the problem and created another method to measure the 
number density of nitrogen atoms with inexpensive equipment with low-resolution. 
In section 6, we introduced our simple modelling to analyze the excitation kinetics in the 
nitrogen plasma, which have been widely studied all over the world. This kind of modelling 
is essential to understand the spectroscopic characteristics of nitrogen plasmas, particularly 
the nonequilibrium kinetics of the vibrational levels. 
We should not consider that nitrogen plasma is a commonplace industrial tool, but must 
scientifically respect its complicated excitation kinetics. Spectroscopic observation is one of 
the best experimental methods to understand it, simple and inexpensive. However, to do so, 
we must study its chemical kinetics after due consideration. We hope many researchers will 
become interested and take part in the study of this field. 
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1. Introduction 
In the beginning of the 20th century liquid was considered nonstructural (i.e. similar to a 
very dense gas). But as it is proved by experiment in 1933, liquid has complicated 
intermolecular structure [1]. This was the first important broadening of our notions of liquid. 
From that time on, the liquid structure is studying in many scientific laboratories of the 
world [2-5]. The second broadening had been developing for a long time in some stages; it is 
concerned with phase transitions of first kind, in particular, with melting. It turned out that 
the melting of crystal on its surface begins at the temperature essentially more low than it 
was considered before. This phenomenon for the first time was noticed and studied by M. 
Faraday (1850), but the results of his investigations did not gain recognition in that time. The 
existence of this phenomenon was definitely proved experimentally in 1985 only [6]; it was 
named premelting. Premelting of ice enables to interpret plenty of natural phenomena (the 
flow of glaciers, ice slippery, heaving of frozen ground and so on). Investigations on these 
subjects are carried out now on a large scale in many countries [7-10].  
Author of this article has made an attempt to extend further our notions of liquid [11, 12]. It 
is considered now that sublimation is a direct transition from solid (crystalline) state of 
matter into gas. The author has propounded and substantiated the principle of least time for 
first-order phase transitions [11, 13]; it is shown by means of this principle that sublimation 
goes in two steps through a certain intermediate state in the form of surface film. It is 
concluded that this film consists of nonstructural liquidlike substance which is a certain 
antipode of liquid; this liquidlike state of matter is named second liquid [12].  
In this work, the mentioned subject is continued and developed. From theoretical reasons, it 
is assumed that second liquid can exist not only in the lower part of phase plane (on the 
sublimation curve) but also in its upper part, in all existence area of ordinary liquid. The 
point comes to the sizes of liquid objects: if only one dimension of a liquid object does not 
exceed a certain critical size hc, this object has to consist of second (not ordinary) liquid. This 
conclusion ought to be of an important applied significance.  
It seems that, logically, notion of second liquid is simple and clear [12]; however, it is 
uncustomary, and therefore difficult for comprehension. For this reason, and also for a 
coherence of exposition, we shall dwell upon the second liquid notion in the concise form 
(section 2). In more detail it is considered in [12].  
The new data are set forth in sections 3-5.  
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2. Preliminary information 
2.1 Second liquid 
It is believed at present that the phase transitions GL, LS, and GS happen owing to 
forces of intermolecular interactions, which are called Van der Waals forces. These forces are 
due to the quantum mechanism (proposed by F. London in 1929). 
As known, intermolecular potentials have only one minimum. Since Van der Waals forces 
are assumed to be the only mechanism of intermolecular interaction, it is reasonable to 
expect that gaseous molecules should always condense immediately into the solid state 
(which happens, according to the existing notions, if the process goes along the line 2-2 in 
Fig. 1). A question arises: Why does liquid exist?  
 
 
Fig. 1. Typical phase diagram (of carbon dioxide) in coordinates T (temperature) and p 
(pressure). D is the triple point; DA1, DA2 and DA3 are the curves of melting, boiling and 
sublimation, respectively; S, L and G are the areas of existence of solid (crystal), liquid and 
gaseous states of matter. 
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This question is not as naive as it seems at first sight. Indeed, based on the current notions, 
molecules of gas, in the upper part of the diagram (if the process goes along the line 1-1), 
descend to the same potential well in two stages: during the GL and LS transitions. Of 
course, it is hardly the case. Therefore, we assume that, probably, two different independent 
mechanisms of intermolecular interaction exist, which are realized by the phase transitions GL and 
LS. Let us denote them by symbols M1 and M2, respectively.   
Since the mechanisms of intermolecular interaction are independent, they apparently have 
different physical nature and cannot be combined into a single mechanism at the triple point 
of phase diagram. So the curves of melting and vaporization do not merge but intersect at 
the triple point. 
It is quite easy to understand that the mechanisms of phase transition {GS}, in the upper 
and lower parts of the phase plane, are realized in different successions. Depending on 
which mechanism is the first to “switch on” by the transition G→S, the intermediate state 
can be either an ordinary liquid L1=L (as it happens in the upper part of the phase plane) or 
another modification of liquid which may naturally be called a second liquid L2. As the 
states L1 and L2 are generated by different physical mechanisms, the second liquid must 
substantially differ from ordinary liquid by its characteristics. 
2.1.1 Second liquid of helium 
As known, at a temperature of 4.2 K under normal pressure, gaseous helium turns into a 
liquid (helium 1), but at 2.2 K helium 1 transforms into another modification of liquid which 
is called helium 2. Helium 1 is an ordinary liquid which differs from other liquids by 
nothing but low temperature. Helium 2, on the contrary, has unusual properties, the most 
interesting of which is superfluidity. By its anomalous properties helium 2 radically differs 
not only from helium 1 but also from all other liquids in nature. However, what is stranger 
is the very existence of two quite different liquids of helium. The existence of helium 2, the 
second liquid of helium, is an exception to the rule, which displays itself as a unique 
physical and logical anomaly.  
Given that a second liquid exists, this anomaly is classified as a norm.  
The existence of helium 2 is an established fact; meanwhile, the existent idea of sublimation 
reflects only the level of our present-day knowledge. The facts are admitted to be of greater 
logical weight than theoretical notions. So, it should be more correct to agree that our notion 
of sublimation, rather than the existence of second liquid of helium, is a real anomaly. 
Now we demonstrate that the phase diagram of helium is a typical diagram of substance 
with a bulk second liquid.  
Formal phase transition curves for different mechanisms of molecular interaction are shown 
in Fig. 2a. Since these mechanisms are independent, the curves after intersection continue to 
keep their course and divide the phase plane into four sections. The point D turns out to be 
not triple but quadruple. The area of existence of second intermediate state, second liquid 
L2, together with that of liquid, L1, appears on the phase plane.  
Simple thermodynamic reasoning implies that the quadruple point D cannot actually exist; 
it will fall apart into two triple points DS and DG, connected by a line of the second-order 
phase transition L1  L2 (Fig. 2b). 
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Fig. 2. Scheme explaining the origin of second liquid. a. Diagram with the quadruple point 
D; A2A4 and A1A3 are the lines of “switching-on” of the mechanisms M1 and M2, 
respectively. b. Diagram with a quadruple point fallen apart into the triple points DS and 
DG. c. Helium phase diagram (with vertical exaggeration of scale for clearness).  
(a) 
(b) 
(c) 
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It is reasonable to suppose that near the point DS potential barriers of the phase transitions 
SL1 and SL2 are equal; so, there ought to be no sharp bend of the curve A1DsA4 at the 
point DS. The same is true for the point DG. Therefore, the phase diagram resembles that of 
helium (Fig. 2c).  
With the area of existence of second liquid tending to zero, we obtain, in the limit, a phase 
diagram with second liquid in the form of surface film. Obviously, this diagram is similar to 
that of CO2 (Fig 1). 
2.2 Classical version of superfluidity 
The superfluidity phenomenon was discovered by P. L. Kapitsa in 1938 and in just three 
years it was interpreted in theory proposed by L. D. Landau. This theory (supported by 
quantum-mechanical premises) has gained recognition, since it has satisfactorily explained 
the results of experiments with superfluid helium 2.   
Meanwhile, atoms and molecules (as opposed to electrons) are commonly known as quite 
classical objects. That is why we may expect that the superfluidity phenomenon can be 
explained in the context of classical physics by the behavior of molecules, namely by the 
molecular-kinetic theory.  
Let us assume that the expression “liquid structure” is clear and well-known. We denote the 
structure property by symbol Con (from the word “connection”) and accept it as 
characteristic property of liquid.  
Next we consider the mechanism of internal friction (viscosity) of flowing liquid or gas. It 
consists in the following: the neighboring layers which move with different velocities 
exchange impulses; these impulses are transferred by particles which diffuse through the 
boundary between layers. Besides, the intermolecular bonds of structural elements 
(normally – i.e., perpendicularly – orientated to the sliding surface) deform and tear up; this 
is the second factor of viscosity inherent to liquid only.   
It is easy to comprehend (at least, formally) that if the above factors, which condition the 
mechanism of liquid viscosity, are eliminated, we would get a certain model of superfluidity. 
Let us show that such a model is possible.  
We know that by the transition L→S, which is the result of the mechanism M2, molecules, in 
a sense, really come to a stop: by crystallization molecules are localized, and diffusion of 
molecules practically ceases. Of course, it is only the translational motion of molecules 
which ceases; the thermal movement continues in the form of vibration of molecules relative 
to strictly defined localized positions which form crystal lattice. Since the transition G→L2 is 
realized through the mechanism M2 as well (see Fig. 2), such localization should occur in 
this case too. The localization of molecules, apparently, may be considered the characteristic 
property of second liquid; let us denote it by symbol Loc. Thus, liquid has the property {Con, 
-}, second liquid has the property {-, Loc}, and crystal has the property {Con, Loc}. Hence, the 
second liquid is a certain antipode of liquid.  
Emphasize that the property Loc suggests that diffusion (or, to tell more exactly, self-
diffusion) of molecules in second liquid is practically absent. 
As we see, the second liquid lacks the both factors of viscosity. This allows draw the following 
heuristic prediction: second liquid should be very different from ordinary liquid by its higher fluidity. 
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Note that out of caution we speak here of comparatively high fluidity of second liquid, not 
of superfluidity. This precaution might seem unwarranted if temperature and pressure are 
expressed in relative form: T*=T/TD and p*=p/pD. The combination of inequalities  
 T*<1 & p*<1 (1) 
might be considered as the existence condition for second liquid.  
The condition (1) is common for all substances. It may be proposed that the property of 
superfluidity is caused by the low relative temperature T* (not by the low absolute 
temperature T, as it is presently assumed). In such definition the assumption of second 
liquid superfluidity of any substance looks more acceptable.  
Note that this point of view could lead to the significant simplification of our understanding 
of the superfluidity physical nature.  
3. This strange second liquid 
Second liquid properties in broad outline were considered in preceding section. But these 
properties appear somewhat abstract. In this section we shall dwell upon them in more 
detail and consider them in the frame of habitual notions (fluidity, diffusion, evaporation, 
and viscosity).  
3.1 Fluidity 
Liquid has the property Con (structuration), but second liquid has not it. How it manifest 
itself?  
The existence of structural elements (clusters) in liquid causes supplementary resistance 
during the movement through a tube (canal, capillary); this resistance increases with a 
diminution of the tube cross-section. In very thin tubes (nanocapillaries), if their diameters 
are compared with the sizes of structural elements, ordinary liquid apparently could not 
flow. Meanwhile, the second liquid fluidity, with a diminution of the tube cross-section, 
even increases owing to the reduction of turbulence.  
3.2 Diffusion and evaporation 
Second liquid has the property Loc (localization), but ordinary liquid has not it. What this 
lead to?  
It is known, that the molecule diffusion of ordinary liquid is a cause of evaporation. As 
second liquid lacks of diffusion (see section 2.2), one might believe that the rate of its 
evaporation is much less than that of liquid. By this property, second liquid radically differs 
from ordinary liquid. Let us accept (as a postulate) the assumption that second liquid does 
not evaporate at all by temperature T<Tvap, where Tvap is the boiling heat.  
Superfluidity is the wonderful and extraordinary phenomenon, but it does not arouse a 
doubt because it is corroborated with the direct experiment carried out at first by P. L. 
Kapitsa. Lack of evaporation from the second liquid surface is a different matter. It presents 
itself not only wonderful but impossible phenomenon too. Really, it is difficult to imagine a 
liquid which does not evaporate from the free surface. An unaccustomed thing perfectly can 
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be taken for the impossible one; therefore, a doubt arises: is it like this indeed? That’s why 
we adduce one more argument based on the superfluidity. 
It is known, that viscosity of liquid is in a direct dependence upon the diffusion coefficient. 
If the molecules of helium 2 were capable to diffuse (and, therefore, to evaporate), the 
viscosity of helium 2 could not be equal to zero; it means that superfluidity could not exist. 
However, as we know, it does exist. 
3.3 The third condition of superfluidity 
It is obvious, that the presence of the property Loc and the lack of the property Con are 
necessary for superfluidity. But there is one more obvious and important condition for 
superfluidity: molecules of second liquid must have the central symmetry; ideally, they must 
be spherical (as it takes place for helium). For this reason, the most perspective for 
superfluidity in the bulk phase are elements of the eighth group (neon, argon and so on), 
whose molecules (atoms) have the central symmetry. Nonspherical molecules (for instance, the 
lineal molecules CO2: O – C – O) cannot bring superfluidity, as they are a cause of viscosity.  
4. Dimension factor 
4.1 Theoretical considerations 
The notion of liquid as a state of substance with a certain intermolecular structure has 
almost the century history. This notion has appeared at the definite stage of experimental 
technology development and continued to get more accurate with its improvements [5]. 
Emphasize that structural elements of liquid are substantially three-dimensional objects.  
Let us carry out an imaginary experiment. Consider the very beginning of melting process 
(in the ideal case) when on the crystal surface, at first, the film with a thickness h of one 
molecule appears, then of two molecules, of three molecules and so on. Let us put a 
question: at which stage (i.e., by which critical thickness hc of a film) do the structural 
elements of liquid arise? We consider, for the simplicity, that the structure elements are only 
isometric clusters which can be approximated by spheres of a certain diameter dcl. It is 
obvious, that the relation dcl>dmol, where dmol is the diameter of molecule, take place even for 
the very small clusters. The clusters cannot arise till the film thickness is smaller of cluster 
diameter; they simply could not get in. Moreover, one must take into account that the 
formation of three-dimensional structure elements of liquid is a statistical process; it is 
possible only when a certain freedom of the movement of molecules in the all three 
dimensions takes place. Taking into consideration this condition (dimension factor), we come 
to the following inequality: 
hc>>dcl, 
i.e., the critical thickness must be some times as much as the cluster diameter; let it be by an 
order of magnitude greater. The diameter of simple molecules is equal 0.5 nm. It means that 
the diameter of the minimal cluster is equal 1 nm. So, the minimal critical thickness of film is 
equal 10 nm. Let the maximal one be 50 nm.  
Thus, the intermolecular structure of the liquid film can form only when the film thickness 
reaches a certain critical size hc, which might be estimated on the order of some tens of 
nanometer; let it be 50 nm. The exact value of it could be stated only by experiments. One 
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might put a question: what liquid is the film made of, when h<hc? As one might see in the 
case of helium, liquid has only two modifications [12] – L1 (ordinary structural liquid) and L2 
(second nonstructural liquid). To introduce any third modification for consideration would 
be superfluous: this would be a violation of the principle of simplicity. Therefore, the 
answer is definitive: when h<hc, the film consists of second liquid L2. 
So, at first, during melting, the film of nonstructural second liquid is formed on the surface 
of crystal substance. When the film thickness gets equal hc, the phase transition of second 
kind happens, and second liquid transforms into ordinary structural liquid.  
It is obvious, that similar transformation happens with drop growing. The growth stages of 
liquid drops by condensation of vapor are shown in Fig. 3.  
 
              (a)                     (b)          (c) 
Fig. 3. Growth stages of drops in the upper part of phase diagram.  a. A very small drop 
(nanodrop), r<hc; the drop consists of second liquid L2. b. A drop grown up to the critical 
size, r=hc; the phase transition L2→L1 takes place. c. A drop grown out the critical size 
(microdrop), r>hc; the drop consists of liquid L1. 
Thus, we have come to a new approach in our conception of liquid. We formulate this 
conclusion in the general form.  
Let us perceive the expression “physical D-space” as an aggregate of n physical bodies (n is 
any natural number) which have the same dimensionality. Consider, that physical D-space is 
incomplete-dimensional, if only one dimension does not exceed hc (we name such dimensions 
“truncated”). Below we state the following postulates of the new conception of liquid.  
1. There are two modifications of three-dimensional physical D-spaces of liquid: structural 
liquid L1, in the upper part of the phase plane, and nonstructural second liquid L2 in the 
lower one (see Fig. 2c). 
2. The incomplete-dimensional physical D-spaces of liquid – two-dimensional 
(nanofilms), one-dimensional (nanothreads) and zero-dimensional (nanodrops) – exist 
only in the form of nonstructural second liquid L2 (Fig. 3a). Or else, in the concise form: 
any nanoscale liquid is second liquid. Note that this formulation might be considered a 
definition of the notion “dimension factor”.  
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3. When the truncated dimensions of objects of the incomplete-dimensional physical D-
space of liquid, in the upper part of phase plane, increase and reach the critical size hc, 
the second-order phase transition L2→L1 happens, i.e. second liquid transforms into 
ordinary liquid (Fig. 3b).  
4.2 On the size correlation of solid and liquid nanoobjects 
As known, solid nanomaterials have unusual, unique physical and chemical properties. 
They contain structural elements, whose geometrical sizes, if only in one dimension, do not 
exceed the value ho=100 nm; it is, first of all, nanoparticles (zero-dimentional elements) and 
nanofilms (two-dimensional elements).  
The above-mentioned critical size of liquids (hc=50 nm) lies in the accepted nanometric 
range (1 – 100 nm). Note that the cited here sizes (50 nm and 100 nm) are tentative; the value 
hc, by somewhat different estimation, perfectly well could be equal 100 nm and even more.  
Imagine that we have the concrete and sufficiently exact sizes hc and h0 of a certain chemical 
substance, obtained experimentally. In which relation could be these sizes? Let us assume 
that they must be equal. This assumption has important heuristic contents which might be 
used to understand and substantiate the uniquity of properties of nanomaterials. Indeed, if 
one would take this assumption, the accepted nanometric range would acquire a profound physical 
meaning: it is the existence area of corresponding second liquid.  
5. Second water on the Earth 
Consider, in which phenomena do nanoobjects of water take part. Let us begin with nanofilms.  
5.1 Water nanofilms on the surface of ice 
It has been mentioned above, that melting of crystalline substance begins at temperature 
which is essentially below the melting temperature Tmel. This phenomenon (premelting) is 
studied already for some decades. It is established with experiments, that premelting begins 
at the temperature about 0,9Tmel, and the liquid film thickness on a crystalline surface 
increases together with the temperature [6]. According to the new approach, the liquidlike 
film of premelting consists of second liquid. At T=Tmel the thickness of the film reaches the 
value hc, and the phase transition L2→L1 happens.  
Let us appeal to premelting of water. In this case, we certainly recollect the notorious 
problem “why is ice slippery”. We shall not go into the history of it. The last point in this 
history was put about 15 years ago [14]: ice is slippery because its surface, from the outset, is 
covered with a thin film of water (premelting). The ice slippery is getting worse perceptibly 
with a decreasing of the temperature, when the film thickness approaches to zero. At T<–
300C a certain role for the slippery plays also the friction [14].  
We make only one essential alteration in this interpretation: the film on the surface of ice (in 
the course of premelting) consists of second liquid L2, not of ordinary liquid L1. In the light 
of this alteration becomes clearly, why the ice slippery considerably diminishes in the days 
of thaw; this phenomenon is well known to the skaters. Indeed, in this case, the phase 
transition L2→L1 happens in the surface film, and fluidity of the liquid film falls.  
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The film of second liquid covers also the surface of snow crystals. So, the slippery of a 
snowy sleigh-road and ski-track is explained similarly. 
5.2 Water nanodrops in atmosphere 
Note that in any historical period (for example, 50 or 100 years ago), for the people which 
are far from science, the situation looks as if all mysteries of atmosphere are studied and 
explained. In reality, it is far not so.  
Let us listen to opinion of the prominent physicist R. Feynman. This is what he said on the 
mechanisms of electric charging in a thunder-cloud: “Nobody exactly knows how they 
work. We know only that a lightning happens from the thunderstorm (and know, of course, 
that a thunder happens from the lightning…)”. These words were said a half of century ago 
[15], but they are of present interest. Moreover, they might be attributed to other 
mechanisms of the thunderstorm. At present, the thunderous electricity phenomenon 
contains more secrets than positive solutions.   
The problem of thunderstorm can be subdivided into three principal items. 1). How arise 
and accumulate charged particles (ions)? 2). How happens the spatial separation of the 
electric charges in a cloud? 3). What is the discharge mechanism of  the thunder-cloud? We 
shall deal with the first item only.  
There is only one reliable source of the electric charges in troposphere. It is the cosmic 
radiation; the radio-activity of mining rocks, which play an important part in the lower 
troposphere stratum, might be also ascribed to this category. The ions accumulate to some 
balance concentration when the rate of the ion arising in the volume unit (which can be 
measured by experiments) becomes equal to the rate of their recombination.  
But it turned out that this concentration is insufficient to initiate a thunderous discharge – 
the lightning. A series of auxiliary ionization mechanisms was proposed [6, 16-20], but they 
were hypothetical and therefore could not lead to the satisfactory solution of the problem.  
Let us proceed to nanodrops. One may put a question: what we see as looking on a cloud or 
a dense cover of a fog? Raindrops – that’s quite another thing; they are macroscopic objects. 
As to a cloud (or a fog), it contains microscopic drops of 0.2-100 mc in sizes. One cold see 
them, each separately, with microscope only. But even with the best optical microscope it is 
impossible to see drops whose sizes are smaller 0.2 mc. As known, we see owing to the 
reflected light. The very short waves of the visible light have the length about 0.4 mc. If the 
size of a drop is under 0.2 mc, the light does not reflect from it; it means that nanodrops are 
invisible for us.  
But this trouble is not the only one. According to the existent theory, nanodrops cannot arise 
and exist in atmosphere in general.  
Indeed, the pressure of saturated vapor over a spherical drop of radius r is equal  
p=p0+2α/r 
where p0 is the pressure of saturated vapor over the plane, α is the coefficient of a surface 
tension (Laplas formula). Hence,   additional pressure 2α/r over little drops is more than 
that over large ones. It means that the vapor saturated over large drop can be unsaturated 
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over little one. Therefore, very little drops (nanodrops), originated by chance, are unstable; 
they must evaporate immediately. That’s why it is considered, that clouds consist only of 
microdrops condensed on the comparatively large solid particles (aerosols) which are 
numerous in troposphere. These particles, from the outset, ensure considerable radius of the 
curvature for drops developing on their surfaces.  
However, the said above applies to the neutral nanodrops only. As to the electrical charged 
ones, experiments show, that in this case we have quite a different situation. 
Consider the results of experiments carried out 50 years ago with mass-spectrometers 
installed into geophysical rockets. These experiments were fulfilled in mesosphere, at the 
altitudes 50-90 km. It was found unexpected ubiquity of hydrated ions H+(H2O)n and OH–
(H2O)n where n=1, 2, 3, … [21, 22]. Besides, in the process of investigation, the more and 
more heavy hydrated ions were discovered. Otherwise, it was observed an initial stage of 
the growth of water nanodrops. Note that the centers of nucleation are hydrogen and 
hydroxyl ions. As ions are present in troposphere, a similar process of the origin of 
nanodrops must happen in this case too. 
It is important to note the following. The mentioned observations in mesosphere had shown 
that at night the concentration of little ions reduced drastically; and it was naturally, since 
the most ions in mesosphere arise by photons of the harsh (short-wave) ultra-violet 
radiation coming from the sun. But the concentration of heavy hydrated ions at night 
remained like that by day. It means, that the charged nanodrops have a high stability in 
respect to vaporization and recombination. This was unexpected and incomprehensible.  
Subsequently, similar phenomenon was discovered in troposphere [23-25]. The distinction 
was the following: in troposphere, the most centers of nucleation were represented by the 
charged fragments of molecules of industrial contamination (nitric oxides, ammonia, 
sulphuric acid and so on). It was obvious that ions play an important role in the production 
of new aerosol particles (first of all, water nano- and microdrops) in atmosphere. But the 
problem of stability of the charged water nanodrops is not solved up to now.  
Some ideas for solution of this problem were proposed [26-28], but they did not get the proper 
experimental corroboration. We give the quotation to elucidate the situation which is formed.  
“The role of ions in the production of aerosols is among the least understood, but potentially 
is an important, process in the Earth’s atmosphere. Atmospheric and experimental 
observations have shown that the nucleation of aerosol particles can occur under conditions 
that cannot be explained by classical nucleation theory” [29].  
Let us show, that the new approach to liquid enables to understand and explain the ion-
induced nucleation. The point is that nanodrops consist not of ordinary water but of second 
one. It is shown in section 3 that second liquid practically does not evaporate. Precisely this 
strange property of second liquid is the key to the problem in question.  So, we come to the 
following.  
1. As second liquid does not evaporate, liquid nanodrops are stable to vaporization. 
Naturally, this takes place for temperatures T<Tvap only.  
2. An electric charge, which is a centre of nucleation, cannot come out on the surface of 
water nanodrop because of the lack of diffusion. This means that it cannot recombine 
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with a little ion of the opposite sign: it is isolated by the coat of some layers (ligands) of 
molecules H2O. Therefore, the charged nanodrops are stable to recombination. Of 
course, the recombination, after all, happens (at least, after the transition L2→L1, i.e., 
when the critical size hc is overcome).  
So, “ions are active in continuously generating a reservoir of small thermodynamically 
stable clusters that can then rapidly grow in the presence of considerable vapors. These 
results demonstrate that ions probably play an important role in the production of new 
aerosol particles in the Earth’s atmosphere” [29].  
The aforesaid does not mean that the problem of arising and accumulation of electric 
charges in the thunder-cloud is completely solved. However, it is clear, that nanodrops of 
second water enable to advance in the proper direction.  
5.3 Nanocapillarity 
In this section, other fields connected with second liquid will be considered in the concise 
form.  
As known, the thin tubes (from one to some tens of microns in diameter), along which liquid 
moves, are called capillaries. For example, most thin blood-vessels of animals or human 
beings are capillaries. In more broad meaning, capillaries are the thin cavities with the 
various shapes of cross-sections (for example, the soil pores). We shall consider capillarity 
just in such broad meaning.   
The capillary liquids in our earthly conditions are, first of all, water and water solutions of 
diverse chemical compositions. Another instance of natural capillary liquid is oil which fills 
the pores of sedimentary rocks at different depths from the earth surface.  
The value 1 mc is usually taken as the lower limit of capillary sizes. It is no mere chance; this 
value is near to the lower size of bodies which can be seen in optical microscope. So, 
capillarity in the existent understanding is microcapillarity. But we are interested in 
nanocapillarity.  
Nanocapillary water causes a serious problem by the production of dry (i.e., completely 
deprived of water) thin powder which is used in technology processes. Usual drying is not 
effective in this case: some amount of water (in the form of the smallest capillaries between 
solid particles), by unknown cause, can not be removed. This remaining moisture can be 
driven off just by roasting.  
According to the new approach, this remaining moisture in nanocapillaries (when the width 
of cavity h<hc) consists of second liquid. As was mentioned, second liquid is practically 
deprived of diffusion, i.e., it practically does not evaporate by T<Tvap. It can be removed 
only by T>Tvap.  
(Note that expression “width of cavity” hardly yields to the strict definition. Nevertheless, 
let us try to give it. The width h of cavity (capillary) in the given place is the maximal 
diameter dmax of spherical volume which can be inscribe to the cavity (i.e., h=dmax). 
Mathematician most likely would consider such definition incorrect; but for physicists and 
chemists, I hope, it will be quite acceptable.) 
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5.3.1 Second liquid in biology 
Here we confine ourselves to the very general considerations only.  
As is known, intercellular and intracellular cavities of living organisms (including organisms 
of human beings) have nanometrical sizes [30]. The continuous and intensive movement of 
water solutions takes place in these cavities. In the last decades, researchers have come to a 
conclusion that water in intracellular space of living organisms has the special, quite unusual 
and enigmatic properties. This water was called structurated, quasicrystalline and even living 
water (see, for example, the works by K. Trincher and also B. V. Deriagin).  
According to the new approach, the nanocapillary liquid of living organisms is nonstructural 
second liquid. As second liquid essentially differs from ordinary liquid (in particular, by high 
fluidity), at least a part of the existing puzzles of inter- and intracellular water has to get 
natural explanation. Emphasize that we do not exclude also the influence of other factors. 
Note, that we are calling second liquid “nonstructural” only in respect to ordinary liquid 
which has the property Con. In reality, each liquid has a definite structure (Con or Loc); each 
liquid, in its way, displays a quality which inherent in solid (crystal). Otherwise, the both 
liquids are quasicrystalline, but prefix “quasi” should be understood differently, depending 
on that which liquid is meant. 
6. Conclusion 
Thus, the liquid objects, which have if only one dimension of nanoscale size, consist of second 
liquid. This conclusion is obtained from theoretical considerations and is of great applied 
significance. It is shown that the second liquid conception could throw light upon the 
following problems: 1) the cause of uniquity of solid nanomaterial properties; 2) the ion-
induced nucleation in atmosphere; 3) some unusual properties of liquid water in nanocavities 
(particularly, in the cells of living organisms). Apparently, this list might be continued. 
It is possible, that the reader had perceived that the third modification of incomplete-
dimensional physical D-space of liquid – nanothreads – was not considered here. The point 
is that nanothreads, unlike nanofilms and nanodrops, can exist only in very nonequilibrium 
conditions. Therefore, nanothreads must be found in nature more rarely than nanodrops. It 
might be supposed that nanothreads, together with nanodrops, play the determinative role 
in the phenomenon of thunderstorm. But this is a different theme, it requires a special 
consideration.  
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Application of Catalysts to 
 Metal Microreactor Systems 
Pfeifer Peter 
Institute for Micro Process Engineering, Karlsruhe Institute of Technology, 
Germany 
1. Introduction 
Applying microsystems for heterogeneously catalyzed processes means that the surface of 
tiny channels or structures has to be functionalized. Considering the surface-to-volume 
ratio of microchannels, volume specific surfaces of microchannels in the order of 105 up to 
106 m2/m3 can be obtained. However, when combining the channels to reactors the entire 
fabrication technique and the necessary connection to conventional equipment lowers the 
overall surface-to-volume ratio to roughly 2*103 up to 2*104 m2/m3 and thus increases 
costs for materials and manufacture. Taking into account the demand of catalysis, i.e. the 
necessary “edges and corners” of the active species and the surface area of conventional 
catalyst support materials of 107 up to 109 m2/m3, the surface-to-volume ratio of the 
microsystems is not necessarily sufficient. Reviewing the literature only few cases are 
reported, where the geometric surface of the microsystem, e.g. channels made in copper 
or silver metal, is high enough ensuring cost competitive micro process engineering 
equipment. The reaction rates per surface site need to be very high, so that the volume 
specific heat flux is in a range that the advantage of microsystems, i.e. the high heat 
transfer rates, can be utilized for improving chemical processes in terms of process 
intensification. 
Two approaches are often applied for increasing the geometric surface, the application of a 
micro fixed bed, also often called “packed bed microreactors”, or the surface coating with 
support material and catalytically active species. Regarding the process requirements it is 
obvious that both approaches have Pros and Cons. So for example, commercial catalyst can 
directly be applied for the packed bed system while catalyst coating may take a serious time 
for its development. Catalysts can be removed in packed bed arrangements whereas the 
coating may only be removed with the whole microreactor. On the other hand coating 
technology provides new insights into catalysis due to quasi isothermal conditions so that 
much higher activity of the catalysts can be applied or obtained. 
This book chapter will give information on interplay between reaction engineering 
aspects, material science and microfabrication which have to be considered when 
developing a specific heterogeneously catalysed microreactor process. A brief 
introduction in the individual coating approaches and exemplarily in new coating 
developments will be given.  
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2. Reaction engineering, materials and fabrication interplay 
A whole set of parameters listed in Table 1 has to be considered for every kind of 
application and there is no easy decision for a specific catalyst integration technique. For 
decision making, the issues which have to be considered can be divided into three sets of 
categories, a) the reaction engineering, i.e. the catalyst and reaction dependent, b) the 
materials linked with preparation methods and c) the implications from microstructure 
fabrication and process.  
 
Catalyst and reaction 
dependent issues 
Method and material 
dependent issues 
Implications of micro-
fabrication and process 
Volume specific catalyst 
loading 
Homogeneous 
distribution of catalyst 
Deactivation rate versus 
regeneration / removal 
Mass specific activity of 
catalyst Thermal expansion Reactor joining method 
Heat of reaction and heat 
transport/transfer 
Adhesion (stationary / 
transient operation) 
Stacking schemes and 
modular approaches 
Catalyst and reactor 
costs Chemical compatibility Migration effects 
Mass transport/transfer Development effort Reactor size implications 
  T/p-requirements 
Table 1. Categories for decision on packed bed microreactor versus various options of 
catalyst wall coatings in microreactors for heterogeneous catalysis 
2.1 Reaction engineering aspects 
From reaction engineering point of view it is not only the single parameter, i.e. the ratio of 
catalyst amount to mass of the reactor or the mass specific activity of the catalyst which 
determines the choice. It is often a combination such as the product flow per reactor mass 
which is a major parameter since it combines the activity of the catalyst with the occupied 
volume ratio of the catalyst inside the microreactor. In the following subsections the 
headings refer basically to the items in Table 1 - except for the latter issue – and details the 
individual aspects. 
2.1.1 Product flow per reactor mass 
Klemm et al. (2007) pointed out by a simple geometric analysis that, in comparison to a 
normal packed bed multi-tubular reactor, microchannel reactors suffer from small volume 
specific catalyst loading unless the coating layer occupies almost half the volume of the 
microchannels. For their comparison they assumed the same catalyst working in 
microchannel and the standard fixed bed under microkinetic regime, i.e. that the pore 
effectiveness () is unity. Their analysis was slightly more favourable for the microreactor in 
a comparison to a core-shell catalyst or at an effectiveness factor of 0.3 in conventional 
equipment. However, they did not explicitly mention that other possibilities of catalyst 
integration such as the packed bed microreactor or the use of non-standard catalysts with 
higher mass specific activity is feasible under excellent temperature control. 
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In Pfeifer et al. (2011) this comparison was extended for the packed bed microreactor 
approach, showing that, with different catalyst systems for the oxidation reaction of SO2 to 
SO3, both approaches can be competitive with conventional tubular reactors (Table 2).  
 
System Vcat/Vreact
or % 
mStainless/Vcat 
t/m3 
mStainless/ 
mcat- 
Cat.-Activity 
kg/kgh 
mStainless/(mProduct*t)
kgh/kg 
Packed bed 
(bundle) =1 12-15* 10* 4.2* 2 2.1 
Packed bed 
(bundle) =0.3 4-5* 30* 12.6* 2 6.3 
Micro packed bed 
(commercial 
V2O5/SiO2 catalyst) 
52.7 5.4 2.3 1.8 1.3 
Coated channel 
(Pt/TiO2 catalyst) 
1.3 251.5 105.3 30.1 3.5 
Table 2. Comparison of catalyst volume fraction and influence of catalyst productivity in the 
oxidation of SO2 to SO3 on product flow per reactor mass (* data from Klemm et al. (2007)). 
2.1.2 Heat of reaction and heat transport/transfer 
The catalyst loading and the catalyst implementation route are strongly linked with the heat 
of reaction. Since the intention for the use of a microreactor is a good temperature control in 
the reaction fluid and the catalyst, a severe temperature gradient should be avoided. 
Regarding the criteria for evaluation of temperature gradients in a packed bed microreactor 
design it is possible to reduce the complexity of calculation to a 2-D geometrical similar 
tubular design or a 2-D slit design. Then it is possible to calculate temperature gradients in 
the micro packed bed with simplified heat balance. Knochen et al. (2010) have analysed the 
microreactor performance under the aspect of microchannel slit height for the Fischer-
Tropsch synthesis reaction and came to the conclusion that even at 1.5 mm slit height the 
system works nearly isothermal. 
For a possible heat transfer limitation particle-to-fluid the equation from Mears (1971) can be 
applied to the packed bed microreactor (Eq. 1). The same is true for a possible heat transport 
limitation within the catalyst particle (Anderson (1963), Eq. 2). 
  
2
R v,eff p A
eff
scat s
( ΔH )r r E 1 0.95 η 1.05
RT1 ε λ T
     (1) 
  
R v,eff p A
p,g g g
( ΔH )r r E 0.15 0.95 η 1.05
1 ε α T RT
     (2) 
For the negligible heat transport limitations in the case of the wall-coated microreactor the 
equations have to be different due to the geometric changes for derivation of the criteria. 
Looking at Fig. 1 it becomes clear that two cases have to be distinguished with regard to the 
microreactor stacking scheme: A) the strictly cooled case and B) the monolithic system, 
where most of the channels with reaction are located next to each other. 
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Reaction Cooling Reaction Reaction
(stacking 1:1) (Monolith, e.g. ATR)
Q Q
 
Fig. 1. Two cases which have to be distinguished for heat transfer limitation: a strictly cooled 
system (left) and a monolithic system (right). The different directions of heat flux and the 
temperature profiles are indicated (porous catalyst = shaded, microreactor wall = black). 
Due to the fact that the microsystem usually operates in the region of laminar flow (small 
Reynolds numbers) the following order of heat resistances can be applied: 
 
eff
g g cat wall
g
g channel cat wall
λ λ λ λα δ r δ s     (3) 
That means that the maximum temperature in case A is near to the gas phase and almost all 
heat flux is transferred to the cooling fluid, when the cooling is effective. By approximation of 
the temperature profile in the catalyst as almost linearly falling instead of the real un-
symmetric parabolic profile, one can derive a modified Anderson criteria like Eq. 4, which was 
published in Görke et al. (2009). The heat transport to the gas mixture is not relevant in case A. 
 
2cat
R v,eff
cat, geo A
eff
Rcat R
V( ΔH )r ( )
O E 0.1
RTλ T

  (4) 
For case B the monolithic system, the heat transport to the reaction fluid has to be 
considered instead. Eq. 5 has been published in Görke et al. (2009). 
 
  catR v,eff
cat,geo A
g R R
VΔH r
O E 0.05α T RT

  (5) 
The missing porosity factor in Eqs. 4,5 compared to 1,2 is due to different assumptions  
for the reaction rate, i.e. the change in volume due to wall coating is assumed to be 
negligible.  
The heat conduction along the walls of the microreactor is difficult to describe by one criterion. 
So a pseudo-homogenous approach for the description is necessary (see section 2.3.5). 
Taking into account the maximum possible slit height of the reactor or the maximum 
coating thickness from reaction aspects, influence on the material aspects is obvious. 
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2.1.3 Catalyst and reactor costs 
Catalyst costs and reactor costs may significantly change with respect to the issues which 
have been raised above. Higher catalyst loadings and higher allowed temperature gradients 
will decrease the cost of investment but temperature gradients might also increase the costs 
for catalyst removal due to faster deactivation. With regard to the choice of the catalyst 
implementation technique the costs for the catalyst might differ due to different species, i.e. 
when noble metals are needed for high activity in the coated system and lower specific costs 
can be obtained with the micro packed bed, the deactivation rate might influence the 
decision for the catalyst implementation method. In both cases a cost competitive system 
should be obtained in comparison to tubular reactors or other techniques like the fluidized 
bed apparatus. 
Approaches for mass production of catalyst layers, i.e. reducing the coating cost are rarely 
reported. A cheap possibility has been demonstrated by O’Connell et al. (2011) by screen 
printing in the application of micro-engineered fuel reformers for hydrogen production. 
Such a coating is shown in Fig. 2. 
 
Fig. 2. Picture of an individual microchannel plate after screen printing, taken from 
O’Connell et al. (2011). 
2.1.4 Mass transport or transfer 
Due to short diffusion pathways in the microsystem, the overall mass transport in the phases 
or the transfer via phase boundaries is often magnitudes higher than in conventional reactor 
systems. However, with regard to the desired high loadings with catalyst and low cost for 
fluid compression or pumping, the mass transfer to the catalyst and the mass transport within 
porous catalyst still has to be effective. As for the heat transport the differentiation between 
packed bed and wall-coated microreactor is necessary for mass transport considerations. The 
mass transport in packed bed microreactors is not significantly different to normal tubular 
packed bed reactors, so that equations like the Mears criteria (Eq. 6) can be used.  
 v,eff p
g i,bulk
r r 0.15
(1-ε)k c n  (6) 
The assumption of laminar flow can be used to substitute the gas transport coefficient by the 
ratio of the diffusion coefficient of the reaction species in the mixture and half of the mean 
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distance between the particles. Diffusion limitation in the pores of the catalyst particles can 
be excluded by the Weisz-Prater criteria (Eq. 7). 
 
2
v,eff p
eff
i i,g
r r
1 η 0.95 n 0
(1 ε)D c   
 (7) 
In the case of the wall-coated microchannel system Eq. 6 rewrites in the form of Eq. 8 (Görke 
et al. (2009)) due to the accessible geometric surface of the catalyst is different and the mass 
balance between transport to the surface and the reaction in the catalyst has to be fulfilled. 
 
cat
v,eff
cat,geo
g i,bulk
Vr
O 0.05
k c n
  (8) 
Again, the mass transport coefficient can be substituted by the ratio of the diffusion 
coefficient in the gas phase with the diffusion pathway, which is the radius of the free cross 
section or the radius of the microchannel minus the catalyst coating thickness (Eq. 9). 
 
cat
v,eff channel cat
cat,geo
i i,bulk
Vr (r δ )
O 0.05
D c n

  (9) 
This approach has been proven to be valid in simulation work by Lopes et al.(2011). For 
catalyst coating internal mass transport limitation the Eq. 7 can be transformed to Eq. 10. 
 
2cat
v,eff
cat,geo
eff
i i,g
Vr ( )
O
0,1 η 0.95 n 0
D c
    (10) 
The validation of negligible heat transport limitation is only possible via control of 
observable temperature gradients, e.g. in the cooling fluid or across the reactor walls. A 
sensor influence is predictable on the temperature measurement due to the small inner 
structures of the microreactor. In terms of mass transport resistances, some experimental 
approaches can be used to validate their absence.  
Taking into account laminar flow occurring in microstructures, conventional tests like 
changing the reaction gas velocity at constant weight-hourly space velocity (WHSV) will not 
result in significant change of the mass transfer to the catalyst as Walter (2003) pointed out. 
This is due to the fact that in conventional equipment turbulent flow in the conventional 
packed bed is usually assumed and that the increase in velocity changes the thickness of the 
laminar boundary layer around the catalyst particle. In both cases, the packed bed 
microreactor and the wall coated system, this is not valid due to laminar flow. An 
experimental procedure for wall coated systems was applied by Kölbl et al. (2004). A reduction 
of total pressure or change of inert gas in the reaction fluid, both at constant reactant pressure, 
was tested on basis of the calculated change of the diffusion coefficient of the reactant in the 
reactant mixture. Such procedure has effect on the mass transport to the catalyst and the inner 
pore diffusion if Knudsen diffusion contributes to mass transport. The same kind of approach 
was then transferred by Bakhtiary (2010) to the micro packed bed system in which laminar 
flow is also dominating. Working at high pressure of 5-8 MPa under conditions of methanol 
synthesis reaction, he tested for a change of the conversion by changing the total pressure and 
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the carrier gas while leaving the reactant pressure constant. In both experimental studies it was 
shown that no mass transport limitation in the gas phase occurred.  
Experimental investigations on the mass transport limitations in catalyst layers are much more 
difficult as discussed by Walter (2003). Only when the change of catalyst layer thickness does 
not significantly change the free cross section of some microchannel arrangement, an 
interpretation is possible without changing the channel size either. However, when Knudsen 
diffusion significantly contributes to the mass transport in the catalyst, a change in the reactant 
diffusion coefficient could also identify a mass transport resistance in the catalyst. In packed 
bed microreactors the conventional method of changing the catalyst particle size is applicable 
for test of catalyst internal mass transport limitation (Bakhtiary (2010)). 
A practical approach to overcome a possible problem of diffusion limitation in the catalyst and 
increasing the catalyst layer thickness is a hierarchical layer structure, which can be obtained 
in different ways. One way is the use of material which is microporous, i.e. possesses mainly 
pore diameters in the range of less than 2 nm, and which is brought onto the wall of the 
microsystem in shape of particles with binders. Materials such as TS1 can be sprayed as 
particles with diameter of roughly 5 µm onto the microchannel substrate and by using 
adjusted suspensions large pores can be provided (Schirrmeister et al. (2006)). The same result 
can be obtained by combining so-gel methods and nanoparticles. Görke & Pfeifer (2011) 
prepared a catalyst layer from cerium-based sol and -alumina particles with mean particle 
size of 60 nm which was impregnated with platinum. This yielded a composition of 13 wt.% 
CeO2 on alumina with a surface enlargement E of 3052 m2/m3. E is defined according to 
 cat,BET
wall,geo
O
E
O
  (11) 
Advantage of this procedure is the high catalyst amount of 17 mg/cm2 of microchannel 
surface. A pure ceria layer based on sol-gel technology would only yield 0.3 mg/cm2 and a 
surface enlargement of 200 m2/m3. The nanoparticles provide a thickness increase by factor of 
higher than 10 but large pores in the range of the particle size. The particle surrounding layer 
of cerium oxide produces then a large surface area for the introduction of the catalytically 
active species. A micrograph of the layer in one microchannel is shown in Figure 3. 
  
Fig. 3. SEM of a coating with 5 wt.% Pt on 13 wt.% CeO2 on alumina nanoparticles; left: in 
one microchannel; right: increased magnification. 
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2.2 Materials and methods 
From a material point of view the chemistry of the interfaces between the microstructure and 
the catalyst is an important issue. Influence on the catalyst distribution and the adhesion are to 
be considered and the effort for developing a catalyst coating is essential for its application. 
2.2.1 Homogeneous distribution of catalyst 
Metallic surfaces and small dimensions turn out to be critical issues, when trying to apply 
catalyst coatings to the microchannel walls. One critical issue is a well-defined residence 
time. Every microchannel may be taken as a small single reactor. Obviously, different 
diameters resulting, e.g. from non-uniformity of catalyst layer thickness would lead to 
different residence times. A simple approach can be used to show the importance for flow 
distributions. From calculations the pressure drop difference and therefore the mass flow 
difference between an 80 and a 90 µm rectangular channel is approximately 27% (assuming 
constant gas velocity). For heterogeneously catalysed reactions the consequences of different 
hydrodynamic diameters are quite difficult to elucidate, as performance loss is dependent 
on kinetics of the reactions occurring on the catalyst. However, if the inner diameters of 80 
and 90 µm are result from a 10 or 5 µm thick coating on the channel walls in 100 µm 
channels, respectively, half the catalyst mass and the 27% flow increase occur in the greater 
channel. Thus the overall catalyst load, i.e. the flow per catalyst mass increases by 154% 
compared to the 10 µm thick coating, and totally different conversion or selectivity for the 
reaction application could be expected in the individual channels. 
Important parameters for the homogeneous distribution are the methods and parameters 
during the preparation of the catalyst layer. An automated spraying technology, reported 
for example by Schirrmeister et al. (2006), can result in very homogeneous layers. Also 
drying rate is an important parameter for washcoating, as demonstrated in Pfeifer et al. 
(2004). However, the most important parameter is the order of manufacturing steps. 
Catalyst layers can be applied onto open microstructures (pre-coating) or into completely 
fabricated microdevices (post-coating) as schematically explained in Fig. 4. 
PRE-COATING           POST-COATING 
 
1. Microfabrication   Micro-       1. Microfabrication 
fabrication 
2. Coating plates           2. Stacking/bonding 
 
3. Stacking/bonding          3. Coating plates 
Stacking/bonding 
4. Adaptation            4. Adaptation 
 
 
 
 
                
Adaptation 
 
 
  
Fig. 4. Fabrication steps of microreactors including two possible routes in the consecutive 
order of fabrication steps (pre- and post-coating) having influence on the introduction of 
catalyst; the corresponding microreactor hardware is described in Pfeifer et al. (2009). 
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When pre-coating is applied, the subsequent bonding steps must not harm the catalyst 
system, i.e. no sintering or poisoning may occur. And the bonding step should not be 
influenced by the sintering process (see section 2.3.2). Otherwise post-coating should be 
applied. In that case it becomes clear that several of the coating methods can not be used, 
such as sputtering, spraying, ink-jet or screen printing as they require a direct accessible 
surface.  
SEM pictures of the coatings or cutting the microstructured foils and analysing the 
distribution of the layer thickness can only give a qualitative impression about coating 
uniformity. In addition, these methods can only be applied before the microstructured foils 
are assembled to a complete reactor. Flow distribution has been made more uniform by 
introduction of regions with high pressure drop, like shown in the review of Rebrov et al. 
(2011). A practical approach for investigating the uniformity of catalyst layers was 
developed by help of hot wire anemometry of the gas velocity at the exit of the 
microchannel array by Pfeifer et al. (2004) and was further developed for 3-D arrangements 
(Pfeifer & Schubert (2008)). Work on the flow distribution in micro packed bed systems is 
currently under progress. 
2.2.2 Thermal expansion 
Due to the fact that most of the applied microreactors are made from metal and that the 
catalyst support layers are of ceramic nature, the thermal expansion creates large 
mechanical stress. During preparation of the layers often temperatures of several hundred 
degrees Celsius are necessary to remove binders or the precursor anion either for the 
support or the catalytically active species. For reactions on the catalyst, seldom lower 
temperatures than 100°C are sufficient and a start-up of the microreactor to operation 
temperature is necessary. The factors influencing the thermal shock resistance are the layer 
thickness, the microchannel shape, and the porosity of the support. Large continuously 
coated area, increasing thickness, and low porosity reduce the resistance. A high roughness 
of the microchannel surface can increase the stability and the thermal expansion coefficients 
can be adjusted in a certain extent to the ceramic material. Materials such as Crofer 22 APU® 
or alloy 800, which are adjusted to the properties of the membrane cermets in solid oxide 
fuel cells, can also be a good choice for catalyst coatings. 
2.2.3 Adhesion 
Adhesion and thermal expansion are very strongly linked, as the sticking properties at low 
temperature have certainly an effect on the ability of the catalyst layer to stick at higher 
temperature. Cracks in the surface, however, can still occur while heating the microsystem 
to the application temperature. The factors improving the adhesion are basically the same as 
for the thermal resistance. Often intermediate layers are used to adjust the chemical 
compatibility between the metal surface and the ceramic catalyst support.  
The influence of the microfabrication method on the adhesion is clearly visible from the 
comparison of etched stainless steel versus mechanically fabricated rectangular 
microchannels in Figure 5. A sol-gel coating of the different microstructures was performed 
by Kreuder et al. (2011) yielding alumina layers with a thickness of roughly 2 µm. 
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Fig. 5. Alumina layers on 316 L (1.4404) stainless steel; left: coating on mechanically 
fabricated rectangular microchannel; right: coating on chemically etched microchannel. 
The methods to test the adhesion properties are dependent on the type of application, if it is 
a stationary application or if the microreactor is operated in transient mode. Mobile 
applications like reformer for fuel cell applications have special demand for vibration 
resistance of the coating. A procedure for the testing can be the determination of the weight 
difference after putting an adhesive tape on top of the catalyst layer and its removal or slight 
bending of the metallic microstructure. Some kind of standardized tests is proposed in 
Schwarz et al. (2010) - the loss of catalyst layer according to DIN EN ISO 4624 (bending test). 
2.2.4 Chemical compatibility 
Chemical compatibility can be discussed in three different ways: the compatibility with 
regard to the adhesion (discussed before), the compatibility with regard to the reaction gases 
and the diffusion of species from the catalyst into the metallic microchannel wall or vice 
versa (see section 2.3.4). Special attention should also be paid on the interaction between 
catalytically active species and the metal microstructure, since the electronic properties of 
e.g. noble metals can be influenced by the metal substrate and selectivities can be shifted. 
This effect has been recognized very early in Pfeifer et al. (2004b), where the influence of the 
steel or aluminum microstructured substrate was observed for a PdZn alloy catalyst. While 
under the conditions of methanol steam reforming on this catalyst the main route is directly 
to CO2 and hydrogen, the CO byproduct formation increased by the contact of the PdZn 
with the substrate. This effect could also occur in the case of the micro packed bed approach. 
However, no literature addressed this issue so far. Activity of the microstructure wall with 
regard to conversion of reactants may very prohibitive as discussed by several authors, e.g. 
severe byproduct formation was found by Walter (2003) for the selective oxidation of 
isoprene to citraconic anhydride due to the large surface area provided in microstructured 
reactors. On the other hand, appropriate choice of the metal can lead to significant potential 
for process intensification. Myrstad et al. (2009) showed that the microstructured reactor 
wall made from stainless steel does not influence the product distribution or the catalyst 
deactivation in the Fischer-Tropsch synthesis reaction. 
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2.2.5 Development effort 
The more complex the catalyst system the longer is the time needed for formulation of a 
well-known powder catalyst as a coating. Using conventional catalyst, some studies have 
demonstrated that the use dissolved or colloidal binders like pseudo-boehmite or sodium 
silicate (waterglass) is not recommended. Active sites can be covered and surface area of the 
support can be lost, as stated by Nijhuis et al. (2001) or Groppi et al. (2000). On the other 
hand, some studies exist where such approach was successful. E.g. a mixture of 
CuO/ZnO/Al2O3 catalyst was deposited with alumina sol on stainless steel sheets by Park 
et al. (2004). For approaches where new precursors are needed to prepare the catalytic 
coating, the development time might increase by orders of magnitude. So, rapid screening of 
coatings on microstructured supports would be desired. These approaches have been 
started by Claus et al. (2001). However, the time needed for preparation of the layers and the 
different layer thickness from different chemical precursors are critical issues as pointed out 
in section 2.2.1. 
2.3 Implications of microfabrication and process 
The microfabrication and the applied processes, e.g. for bonding, as well as the application 
conditions can have influence on the discussion of catalyst incorporation into the 
microsystem. The following subsections will detail these issues further. 
2.3.1 Deactivation rate versus catalyst regeneration / removal 
One of the most critical issues for applying catalyst layers is, that strong adhesion is the 
demand during operation of the microreactor, but when deactivation occurs the removal of 
the catalyst layer may then become a challenging task. Reactor costs must be low, so that the 
reactor can be removed as low cost assembly, but in most cases the life cycle analysis and 
the life cycle costing may not allow such approach. Microchannel catalyst coating reviews 
by Meille (2006) or Renken & Kiwi-Minsker (2010) give no information on catalyst removal 
topics.  
Investigations at IMVT at KIT show that a certain potential for multiple coating with sol-gel 
approach is possible since the coating thickness is seldom larger than 2-3 µm. For alumina 
support the removal of the support including the catalytically active species is possible on 
stainless steel supports by the use of NaOH solutions. Cerium oxide layers and silica layers 
are hardly to remove but their tolerance to poisoning or deactivation is often lower than for 
other supports. Cerium oxide is proven to stabilize catalysts for soot tolerance in steam 
reforming of diesel type fuels as demonstrated by Thormann et al. (2008) and (2011). 
Regeneration under air atmosphere and reaction temperature led to a full recovery of the 
initial catalyst activity. 
In first consideration on removal of catalyst from packed bed microreactors one could easily 
forget the phenomena of catalyst morphology changes during in-situ activation or reaction 
operation, sintering or densification of the catalyst bed and possible residues from reaction. 
Catalyst morphology changes often occur on copper catalysts due to continuous change 
between Cu+ and Cu(0) species in methanol synthesis or methanol steam reforming to 
hydrogen. However, no issue was observed in the work of Bakhtiary et al. (2011) and Hayer 
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et al. (2011). The aspect of residues from reaction can be much more challenging in the case 
of Fischer-Tropsch synthesis like in the work from Myrstad et al. (2009). Here a wax fraction 
from the catalysis remains on the catalyst and a purge flow of solvent to remove the catalyst 
is necessary. A purge flow of ethanol was also proven to work for charcoal catalyst removal 
in microstructures of the type shown in Figure 6. 
 
Fig. 6. Pillar type microstructures (left) and heat exchange microstructure (right) used at 
IMVT at KIT for the implementation of a packed bed into microreactor assemblies (middle) 
for several applications and catalysts, such as charcoal and alumina based catalysts. 
2.3.2 Reactor joining method 
As stated in section 2.2.1 the joining of the microstructures to a form an assembled 
microreactor system can be before or after the coating, suggested denotation post-coating or 
pre-coating respectively. Due to non-accessible walls of the microstructure in the inner part 
of assembled microreactors only a flow coating method can be applied, either in the liquid 
phase (see Fig. 7) or from the gas phase. Procedures which can apply to the flow coating are  
 
Fig. 7. Schematic of a catalyst coating apparatus used for monoliths as well as microreactors, 
adapted from Aderhold et al. (2003). 
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liquid or suspension methods such as sol-gel technology and washcoating. However, 
viscosities of the fluids or suspensions and precursor loading have to be thoroughly 
adjusted. Too thin layers or blocking can result from inadequate composition. Rebrov & 
Schouten (2011), for example, have carried out a study on the necessary viscosity for titania 
sols for dip-coating which could also apply for flow coating procedures. 
From the gas phase only Chemical Vapour Deposition [CVD] can be applied in certain 
circumstances for a post-coating with catalyst. The deposition rate which is influencing the 
gas phase content of the support or active species precursor will determine the homogeneity 
of the catalyst along the microchannels. The deposition rate is mainly influenced by the 
parameters: microstructure wall temperature, microchannel diameter and the flow velocity 
in the microchannels at constant pressure. These parameters relate to the diffusivity of the 
precursor. Appropriateness of CVD methods for coating with Al2O3 has been shown very 
early by Janicke et al. (2000).  
For the electro-assisted methods, like electrophoretic deposition and anodic oxidation of 
aluminum/titanium alloys as material of the microstructure have also limitations in length 
and shape of the microchannels. The schematic of the apparatus, unpublished so far, for such 
coating is shown in Figure 8. Flow of the suspension or the electrolyte is established through 
the microreactor assembly and the microreactor metal represents the anode. Cathodes are 
located in front of inlet and outlet of the microreactor. The flow rate of the suspension or the 
electrolyte should be high enough to avoid reduction of the particle load in the liquid or of the 
electrolyte ions, respectively. Bends are not allowed in the channel shape as they prevent a 
continuous electric field. The accessible channel length is linked with the channel size, as a 
decrease in channel size will reduce the strength of the electric field. Coatings produced by 
these methods are presented in Wunsch et al. (2002) and Pfeifer et al. (2002). 
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Fig. 8. Schematic of a catalyst coating apparatus for electrophoretic deposition or anodic 
oxidation inside assembled microreactors. 
The joining methods for microstructures which end up in the necessity for flow coating are 
usually soldering/brazing or diffusion bonding. Temperature for these joining processes are 
ranging from 400 to 1400°C and start usually with melting of copper brazes and end up with 
roughly 2/3 of the melting temperature of the material from which the microstructures are 
built for diffusion bonding. No catalyst material should be located on the bonding planes. 
Procedures which apply to coated microstructures are laser or electron beam welding. In the 
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latter case some temperature influence on the catalyst system may be feasible near the 
location of the weld seam. 
2.3.3 Reactor size implications 
In practical pre-coating most of the methods known are nearly unlimited concerning the size 
of the plates to coat. Even for Physical Vapour Deposition [PVD] and sputtering one could 
imagine a very large chamber for the coating procedure. For the post-coating some size and 
shape limit exists as pointed out in the previous section. For CVD, anodic oxidation and 
electrophoretic deposition the highest limitations exist. Larger catalyst bed heights are not 
necessarily a problem regarding the pressure drop due to low particle sizes (50 – 150 µm) in 
the micro packed bed approach, as reported by Myrstad et al. (2009).  
The joining methods may have additional limitations regarding the materials and by that 
possibly on the outer size of the reactor. Materials, like aluminum and titanium, which tend to 
segregate oxygen-rich surface species, are hardly to join by diffusion bonding. The same is true 
for material with temperature sensitive segregation of phases. Since the material implies again 
some limitations in the catalyst coating procedure and by this on the total reactor size.  
The microstructure size, e.g. microchannel width and height, which belongs to the reactor 
size attributes, is influenced by the microfabrication method. The individual 
microfabrication methods imply different surface roughness and shape, and impact on the 
catalyst incorporation technique is obvious.  
2.3.4 Migration effects 
Migration effects can occur between the metal microstructure and the catalyst due to 
soldering/brazing materials or in course of operation in reaction medium. Copper and 
silver as brazing components have high diffusivity and can mix up with e.g. noble metals 
like palladium or platinum. The migration effects occurring under reaction conditions were 
investigated by Enger at el. (2008). They found that, under conditions of methane partial 
oxidation to synthesis gas, the alumina layers created from annealing aluminum-rich 
FeCrAlloy® steel prevents chromium enrichment in the support and the rhodium 
catalytically active species. Support layers of alumina prepared by sol-gel route did not 
prevent a contamination of rhodium with chromium from Alloy 800 steel (Fig. 9). New 
investigations at IMVT show that cerium oxide is a much better inhibitor for migration. 
2.3.5 Stacking schemes and modular approaches 
Since costs for microfabrication may hinder the industrial competitiveness of microreactors, 
the use of optimum stacking schemes and modular approaches can be an approach to 
reduce the costs of the overall assembly. Reducing the number of microstructured plates for 
cooling/heating of catalytically modified microstructured plates will automatically reduce 
the costs. This changes also the stacking scheme. In the ideal temperature controlled 
situation each plate with integrated catalyst is adjacent to a microstructure for 
heating/cooling (alternating stacking scheme 1:1). Under reduced costs several plates with 
catalyst will be adjacent to each other. With regard to the catalyst temperature control, the 
heat conduction in the walls of the microreactor has to be described. A pseudo-homogenous 
approach for the description was developed therefore in Pfeifer et al. (2003). Based on a 
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FeCrAlloy metal with Al2O3
layer by annealing
  
Alloy 800 metal with Al2O3
sol-gel layer
 
Fig. 9. Energy Dispersive X-ray Analysis and SEM of the rhodium containing alumina 
catalyst layer on top of the steel microstructure; a) catalyst prepared by segregation of 
alumina during annealing on FeCrAlloy® with subsequent incipient wetness impregnation 
with rhodium precursor, b) sol-gel alumina layer with rhodium by incipient wetness 
impregnation on alloy 800. 
volumetric heat production rate due to reaction the stack temperature gradient can be 
calculated. 
 
2
V max
wall
q sΔT
2λ

 (12) 
The volume basis for this simple model is the material of the fins or pillars between the 
channels or in the slits, respectively. This specific volume is responsible for transport 
through a stack of several catalytically modified microstructured plates without 
intermediate cooling or heating. Assumption for this simple solution of the heat transport 
equation is a temperature constant heat production rate, so that only small predicted 
gradients fit the experiment. The stack height without intermediate cooling/heating is 
2*smax. 
Modular approaches, meaning that several stacks of microstructures are operated in parallel 
or series, can help to reduce the reactor size implications but a maintenance and fluid 
distributions strategy amongst the modules has to be developed for process control. Also 
the costs reduction for fabrication will not necessarily be significant by increasing the 
number of modules. This might then lead to low economies of scale in chemicals production 
with the microreactor system. 
2.3.6 T/p-requirements 
The temperature and pressure requirements of the chemical process which should be 
conducted on the catalyst integrated in the microreactor are influencing the method of 
catalyst implementation with regard to the material choice. High temperatures of  
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more than 600°C imply the use of materials like alloy 800 or FeCrAlloy®, whereas 
stainless steel is sufficient below that temperature under moderate pressure conditions. 
Above 950°C the thin walls between the microchannels or microstructures get attacked by 
high temperature corrosion and the problem of metal choice is not sufficiently solved 
there. 
With regard to the pressure resistance, diffusion bonding and soldering presumably are the 
methods of choice for the joining procedure, which limits the materials for the 
microstructure and thus the catalyst integration technique. 
3. Conclusion 
The individual parameters which influence the choice of the catalyst with regard to reaction 
engineering, material science and fabrication issues are discussed. The crosslink between the 
individual parameters is shown on basis of some reaction engineering examples and 
relevant literature is cited. Indications for the design of microreactors are given by criteria, 
which allow for judgement of necessary efforts for miniaturisation.  
However, it becomes obvious that there is no clear overall indication which way of catalyst 
integration is the best for obtaining the highest degree of process intensification with 
minimum investment and lowest operation costs. Every chemical process has to be judged 
on its own, before the choice for the approach is done. 
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5. List of symbols 
gα  Heat transfer coefficient at catalyst layer 
p,gα  Heat transfer coefficient at catalyst particle 
i,bulkc   Concentration of species i in the gas (fluid) bulk phase 
i,gc  Concentration species i in the gas (fluid) phase at catalyst surface 
catδ  Catalyst layer thickness 
gδ  Thickness of laminar heat transfer layer 
eff
iD  Effective diffusion coefficient species i in the solid catalyst 
E  Surface enhancement factor 
AE  Activation energy 
ε  Porosity 
η  Pore efficiency 
RΔH  Reaction enthalpy 
gk  Mass transport coefficient 
eff
catλ  Effective catalyst heat conduction coefficient 
gλ  Heat conduction coefficient gas (fluid) 
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wallλ  Heat conduction coefficient microchannel wall 
n  Reaction order 
cat,BETO  Catalyst inner surface, measured by BET method 
cat, geoO  Catalyst geometric surface 
wall,geoO  Geometric surface of the microchannel 
Vq  Volumetric heat production rate due to reaction 
R  Gas constant 
channelr  Radius of the microchannel 
pr  Mean catalyst particle radius 
v,effr  Observed volumetric reaction rate 
maxs  Half of the microchannels stack height 
walls  Thickness microchannel wall 
gT  Gas (fluid) temperature 
RT  Reaction temperature 
sT  Solid (catalyst) temperature 
ΔT  Temperature gradient in the microchannel stack 
catV  Catalyst volume 
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