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Abstract
The notion of (generalized) tilting modules is introduced over arbitrary rings. It is shown that many
results on tilting modules over Artin algebras are naturally generalized. The Auslander’s Gorenstein
property for tilting modules is considered over noetherian rings.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Generalizing the results in the paper [12], the author have studied (generalized)
tilting modules over Artin algebras in [13–15], and considered some kinds of short
exact sequences of modules, in order to construct stably equivalent functors between
self-injective algebras. Independently, Y. Miyashita [10] defined tilting modules over
arbitrary rings, but with the restriction on projective dimension. Also, M. Auslander and
R. Buchweitz [1] formed the concept of approximations, which is the same as our short
exact sequences of modules stated above, and they developed the theory of maximal
Cohen–Macauley approximations in abstract categories. The main purpose of this paper
is to show that some parts of the theory on tilting modules over Artin algebras developed
in the previous papers can be directly generalized to the similar theory over arbitrary rings.
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4 T. Wakamatsu / Journal of Algebra 275 (2004) 3–39Let R be an arbitrary ring. We denote by mod-R the category of all finitely generated
right R-modules and similarly by R-mod the category of all finitely generated left R-mo-
dules. We call a projective resolution
· · ·→ P1 → P0 →XR → 0
a finitely generated projective resolution of XR if all terms Pi are finitely generated. We
denote by gen∗(RR) the full subcategory of mod-R consisting of all modules which have
finitely generated projective resolutions. If R is right noetherian, the equality gen∗(RR)=
mod-R holds. We call a module TR in the class gen∗(RR) a tilting module if it is self-
orthogonal, i.e., ExtnR(T ,T )= 0 for all n 1, and posessing an exact sequence
0→ RR → T0 → T1 → ·· ·
such that: (1) all terms Ti are direct summands of finite direct sums of copies of TR , i.e.,
Ti ∈ add(TR), and (2) after applying the functor HomR(?, T ) the sequence still be exact.
For a tilting module TR , if we put S = End(TR), the module ST becomes again a tilting
module with End(ST )=R. Hence, the notion of tilting modules is left-right symmetric.
For a tilting module TR with S = End(TR), if we suppose that: (i) R is right noetherian,
(ii) S is left noetherian, and (iii) both id(ST ) and id(TR) are finite, it will be proved that,
for any finitely generated right R-module XR , there exist sequences
0→X→ V X→WX → 0
and
0→ VX→WX →X→ 0,
where the modules WX and WX are members of the class
H0(TR)=
{
W ∈mod-R | ExtnR(W,T )= 0 for all n 1
}
and the modules V X and VX are members of fin(TR). Where the class fin(TR) consists of
all modules VR for which there exist exact sequences of the form
0→ Tn→ ·· ·→ T1 → T0 → V → 0
with Ti ∈ add(TR) for all i .
Recently, J. Miyachi [9] has proved independently the above result by using derived
categories. In this paper, over an arbitrary ring R, we first define the classD(TR) and prove
that a module XR ∈ gen∗(RR) has a sequence of the form 0→ VX→WX →X→ 0 with
VX ∈ fin(TR) and WX ∈ D(TR) if and only if Ωn(X) is a member of D(TR) for some n,
where Ωn means the nth kernel of a finitely generated projective resolution of XR . The
above result on existence of the short exact sequences follows easily from our general
result. In fact, the equality D(TR)=H0(TR) holds under the assumptions (i)–(iii) above.
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assumptions (i)–(iii), we shall prove that the functor Ext(?, STR), for each  0, induces
a duality between the classes
H(ST )=
{
L ∈ S-mod | ExtnS(L,T )= 0 for all n 0, n = 
}
and
H(TR)=
{
M ∈mod-R | ExtnR(M,T )= 0 for all n 0, n = 
}
.
This is a generalization of the result of H. Sato [11]. He proved, under the assumption that
R is a two-sided noetherian -Gorenstein ring with Auslander’s Gorenstein property, that
the functor Ext(?,R) induces a duality betweenH(RR) andH(RR), as a generalization
of the similar result for Weyl algebras, or more generally, forD-modules. See Björk [6] and
Borel [3]. Sato called modules in the classesH(RR) andH(RR) holonomic modules. For
a tilting module STR with id(ST )= = id(TR), we call modules in the classesH(ST ) and
H(TR) STR-holonomic modules, following Sato. After studying Auslander’s Gorenstein
property for tilting modules, it will be proved that all holonomic modules are artinian for a
tilting module STR satisfying Auslander’s Gorenstein property with id(ST )= id(TR) <∞,
by using the duality between STR-holonomic modules.
2. Dominant resolutions
We call an exact sequence
0→X→ T0 → T1 → ·· ·
a dominant left TR-resolution of XR if the following conditions are satisfied:
(a) Ti ∈ add(TR) for all i  0.
(b) The sequence
· · ·→HomR(T1, T )→HomR(T0, T )→HomR(X,T )→ 0
is exact.
Remark 2.1. Let 0→XR → T0 → T1 → ·· · be an exact sequence with each Ti ∈ add(TR)
and Xi =Ker(Ti → Ti+1) for all i  0.
(1) If we assume Ext1R(T ,T ) = 0, then the condition (b) above is equivalent to
Ext1R(Xi, T )= 0 for all i  1.
(2) If we assume ExtjR(T ,T )= 0 for all j  1, then we have isomorphisms ExtjR(Xi, T )∼=
Extj+1R (Xi+1, T ) for all i  0 and all j  1. Therefore, we obtain Ext
j
R(Xi, T )= 0 for
all i  j  1.
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for all j  1 and further that id(TR) <∞, then we have ExtjR(X,T )= 0 for all j  1.
Here id(TR) stands for the injective dimension of TR .
We define cog∗(TR) as the class of all modules XR of which there exist dominant
left TR-resolutions. The notion of dominant right TR-resolutions of modules and the class
gen∗(TR) are defined in the dual manner.
Lemma 2.2. The classes cog∗(TR) and gen∗(TR) are closed under direct summands if TR
satisfies the condition Ext1R(T ,T )= 0.
Proof. We shall only prove the assertion for the class cog∗(TR).
Let 0 → XR → T0 → T1 → ·· · be a dominant left TR-resolution. We put Xi =
Ker(Ti → Ti+1) for all i  0. Suppose that X =X′ ⊕X′′ is a decomposition of XR into its
submodules. First we define the modules X′1 and X′′1 by the diagrams
0
0 X′ T0 X′1 0
0 X T0 X1 0
X′′ 0
0
and
0
0 X′′ T0 X′′1 0
0 X T0 X1 0
X′ 0
0
Then, by the snake lemma, we obtain exact sequences 0 → X′′ → X′1 → X1 → 0 and
0 → X′ → X′′1 → X1 → 0. Since Ext1R(X1, T0) = 0, we can define the modules X′2 and
X′′2 by the following diagrams
0 0 0
0 X′′ T0 X′′1 0
0 X′1 T0 ⊕ T1 X′2 0
0 X1 T1 X2 0
0 0 0
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0 0 0
0 X′ T0 X′1 0
0 X′′1 T0 ⊕ T1 X′′2 0
0 X1 T1 X2 0
0 0 0
Again, using the relation Ext1R(X2, T0 ⊕ T1) = 0, we can define the modules X′3 and X′′3
by the following diagrams
0 0 0
0 X′′1 T0 ⊕ T1 X′′2 0
0 X′2 T0 ⊕ T1 ⊕ T2 X′3 0
0 X2 T2 X3 0
0 0 0
and
0 0 0
0 X′1 T0 ⊕ T1 X′2 0
0 X′′2 T0 ⊕ T1 ⊕ T2 X′′3 0
0 X2 T2 X3 0
0 0 0
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0→X′ → T0 → T0 ⊕ T1 → T0 ⊕ T1 ⊕ T2 →·· · .
It is not hard to see that this is a dominant left TR-resolution of X′R . ✷
Lemma 2.3. Suppose that TR satisfies the condition Ext1R(T ,T )= 0 and that the sequence
0→XR → YR →ZR → 0 is exact. Then the following implications hold:
(1) X,Z ∈ cog∗(TR), Ext1R(Z,T )= 0⇒ Y ∈ cog∗(TR);
(2) X,Z ∈ gen∗(TR), Ext1R(T ,X)= 0⇒ Y ∈ gen∗(TR).
Proof. We only prove the first implication. Let 0→X→ T0 → T1 → ·· · and 0→ Z→
T ′0 → T ′1 → ·· · be dominant left TR-resolutions of XR and ZR , respectively. Using those
resolutions, by a similar argument to the previous lemma, we can construct a dominant left
TR-resolution of YR
0→ Y → T0 ⊕ T ′0 → T1 ⊕ T ′1 →·· · .
Therefore, the module YR belongs to the class cog∗(TR). ✷
3. Tilting modules
A module TR is called a tilting module if it has the following properties:
(T-1) TR ∈ gen∗(RR),
(T-2) ExtnR(T ,T )= 0 for all n 1, and
(T-3) RR ∈ cog∗(TR).
Theorem 3.1. Let TR be a tilting module with S = End(TR). Then, ST is again a tilting
module with End(ST )=R.
Proof. Let 0 → R→ T0 → T1 → ·· · be a dominant left TR-resolution of RR . We put
Ri =Ker(Ti → Ti+1) for all i  0.
(T-1) Since RR is projective, we have ExtnR(Ri, T ) = 0 for all n  1 and all i  0.
Hence, by applying the functor HomR(?, T ), we obtain the exact sequence
· · ·→HomR(T1, T )→HomR(T0, T )→HomR(R,T )→ 0
in which all terms S HomR(Ti, T ) are finitely generated and projective. Thus, the module
ST ∼= S HomR(R,T ) is a member of the class gen∗(SS).
End(ST )=R: From the exact sequence
HomR(T1, T )→HomR(T0, T )→ S HomR(R,T )→ 0,
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rows
0 R
πTR
T0
πTT0
T1
πTT1
0
(
(R,T ), T
) (
(T0, T ), T
) (
(T1, T ), T
)
where (?, T ) stands for the functor HomR(?, T ) or HomS(?, T ) and
πT : 1→ ((?, T ), T )
denotes the canonical natural transformation. By the assumption S = End(TR), both
morphisms πTT0 and π
T
T1
are isomorphisms, and therefore, so is πTR . This proves
End(ST )=R.
(T-2) Since all maps πTTi are isomorphisms for i  0, applying the functor HomS(?, T )
to the finitely generated projective resolution
· · ·→HomR(T1, T )→HomR(T0, T )→HomR(R,T )→ 0
of ST ∼= S HomR(R,T ), we get the exact sequence
0→ R→ T0 → T1 → ·· · .
Therefore, ST must satisfy ExtnS(T ,T )= 0 for all n 1.
(T-3) Let · · ·→ P1 → P0 → TR → 0 be a finitely generated projective resolution. Then,
by the assumption that ExtnR(T ,T )= 0 for all n 1, the sequence
0→HomR(T ,T )→HomR(P0, T )→HomR(P1, T )→·· ·
is exact. Here, we know that S HomR(T ,T )∼= SS, S HomR(Pi, T ) ∈ add(ST ) and πTPi are
isomorphisms for all i  0 because End(ST ) = R. Therefore, the above sequence is a
dominant left ST -resolution of SS. ✷
Corollary 3.2. The following assertions are equivalent for a bimodule STR:
(1) TR is a tilting module with S = End(TR);
(2) ST is a tilting module with End(ST )=R;
(3) (i) STR is faithfully balanced, i.e., S = End(TR) and End(ST )= R,
(ii) ST ∈ gen∗(SS) and TR ∈ gen∗(RR), and
(iii) ExtnS(T ,T )= 0= ExtnR(T ,T ) for all n 1.
Remark 3.3. In the case of modules over Artin algebras, denoting by D the ordinary
duality functor, it is easy to see that a bimodule STR is a tilting module if and only if so is
the dual bimodule RD(T )S , by the above result. Therefore, we can say that the notion of
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be the dual notion of tilting modules.
Lemma 3.4. For a tilting module TR , the relation gen∗(TR)⊆ gen∗(RR) holds.
Proof. Let · · · → T1 → T0 → X → 0 be a dominant right TR-resolution of XR with
Xi = Cok(Ti+1 → Ti) for all i  0, and · · ·→ Pi,1 → Pi,0 → Ti → 0 a finitely generated
projective resolution of Ti . We put
Ki,j = Cok(Pi,j+1 → Pi,j )
for j  0. First, we define the modules X∗1 and T ∗1 by the following diagrams
0 0
K0,1 K0,1
0 X∗1 P0,0 X 0
0 X1 T0 X 0
0 0
and
0 0
K0,1 K0,1
0 X2 T ∗1 X∗1 0
0 X2 T1 X1 0
0 0
Since, the class gen∗(RR) is closed under extensions and the modules K0,1 and T1 are in
gen∗(RR), T ∗1 is also a member of the class. It is easy to check that T ∗1 has the finitely
generated projective resolution
· · ·→ P0,2 ⊕P1,1 → P0,1 ⊕ P1,0 → T ∗1 → 0.
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modules X∗2 and T ∗2 by the following diagrams
0 0
K∗1,1 K∗1,1
0 X∗2 P0,1 ⊕ P1,0 X∗1 0
0 X2 T ∗1 X∗1 0
0 0
and
0 0
K1,1 K
∗
1,1
0 X3 T ∗2 X∗2 0
0 X3 T2 X2 0
0 0
By the same reason as above, we see that T ∗2 ∈ gen∗(TR) has the finitely generated
projective resolution
· · ·→ P0,3 ⊕ P1,2 ⊕ P2,1 → P0,2 ⊕P1,1 ⊕ P2,0 → T ∗2 → 0,
in which we put K∗2,j = Cok(P0,j+3 ⊕ P1,j+2 ⊕ P2,j+1 → P0,j+2 ⊕ P1,j+1 ⊕ P2,j ) for
j  0.
Continuing this process, we can define the sequences of the modules {X∗i }i1 and{T ∗i }i1, and conclude that XR has the following finitely generated projective resolution
· · ·→ P0,2 ⊕P1,1 ⊕ P2,0 → P0,1 ⊕P1,0 → P0,0 →X→ 0.
Therefore, gen∗(TR)⊆ gen∗(RR) holds. ✷
Denote by S(RR) the class of all self-orthogonal modules in gen∗(RR). For two
modules M,N ∈ S(RR), we write M N if the following three conditions are satisfied:
12 T. Wakamatsu / Journal of Algebra 275 (2004) 3–39(i) M ∈ cog∗(N);
(ii) N ∈ gen∗(M);
(iii) ExtnR(M,N)= 0 for all n 1.
Theorem 3.5. Let us suppose that T  U  V for T ,U,V ∈ S(RR). Assume that
ExtnR(T ,V )= 0 for all n 1, then T  V holds.
Proof. Let 0 → T → U0 → U1 → ·· · be a dominant left UR-resolution of TR . We put
K0,0 = T and Ki,0 = Im(Ui−1 → Ui). By Lemma 2.2, for each i  0, we have a dominant
left VR-resolution of Ui :
0→ Ui → Vi,0 → Vi,1 → ·· · .
Let us put V i,j = Im(Vi,j → Vi,j+1). First we define the terms Ki,1 by the diagrams
0 0
0 Ki,0 Ui Ki+1,0 0
0 Ki,0 Vi,0 Ki,1 0
V i,0 V i,0
0 0
Since Ext1R(V i,0,Vi+1,0)= 0, we can define the terms Ki,2 by the diagrams
0 0 0
0 Ki+1,0 Vi+1,0 Ki+1,1 0
0 Ki,1 Vi+1,0 ⊕ Vi,1 Ki,2 0
0 V i,0 Vi,1 V i,1 0
0 0 0
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diagrams
0 0 0
0 Ki+1,j−2
⊕j−2
s=0 Vi+j−s−1,s Ki+1,j−1 0
0 Ki,j−1
⊕j−1
s=0 Vi+j−s−1,s Ki,j 0
0 V i,j−2 Vi,j−1 V i,j−1 0
0 0 0
By the construction, for each i, j  0, we have the exact sequence
0→Ki,0 → Vi,0 → Vi+1,0 ⊕ Vi,1 → Vi+2,0 ⊕ Vi+1,1 ⊕ Vi,2 →·· · ,
in which Im(
⊕j−1
s=0 Vi+j−s−1,s →
⊕j
s=0Vi+j−s,s)=Ki,j . Especially, we have
0→ T → V0,0 → V1,0 ⊕ V0,1 → ·· ·→
j⊕
s=0
Vj−s,s →·· · . ()
Here, since we have the exact sequence 0 → Ki+1,j−1 → Ki,j → V i,j−1 → 0 for each
i , j , the module Ki,j has a filtration
0=K0i,j ⊆K1i,j ⊆ · · · ⊆Kji,j ⊆Kj+1i,j =Ki,j
with K1i.j ∼=Ki+j,0 and Ks+1i,j /Ksi,j ∼= V i+j−s,s−1. Hence, we have the isomorphisms
ExtnR(Ki,j ,V )∼= ExtnR(Ki+j,0,V )
for all n 1. Therefore, the sequence () is a dominant left VR-resolution of TR if and only
if ExtnR(T ,V )= 0 for all n 1. Hence, we have proved T ∈ cog∗(VR). The dual argument
shows V ∈ gen∗(TR) and the proof is completed. ✷
Corollary 3.6. Let TR be a tilting module and suppose that a module UR ∈ gen∗(TR)
satisfies TR ∈ cog∗(UR). Then, the condition ExtnR(U,U)= 0= ExtnR(T ,U) for all n 1
implies that UR is a tilting module.
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module if and only if R  T . Hence, R is the “smallest” element in the class of all tilting
modules with respect to the relation “”. If R is an Artin algebra, R  T ⇔ T  D(R)
holds. Therefore, D(R) is the “biggest” element. In general, we do not have such a special
element in the class of tilting modules.
4. Duality induced by Hom(?, T )
From now on, we assume that STR is always a tilting module over rings S and R.
We denote by ⊥(TR) the category of all modules XR satisfying ExtnR(X,T ) = 0 for all
n 1. Similarly, the category ⊥(ST ) is defined. The functors HomR(?, T ) and HomS(?, T )
are written simply as Hom(?, STR) = Hom(?, T ). Sometimes, we abbreviate the module
Hom(M,T ) to (M,T ) or MT . We denote by Fix(πT ) the class of all right R-modules
X such that the maps πTX :X→ (XT )T are isomorphisms. Same notation is also used to
denote the corresponding class of left S-modules.
Proposition 4.1. The functor Hom(?, STR) induces a duality(
gen∗(SS) ∩ Fix
(
πT
)∩⊥(ST ))op ≈ cog∗(TR).
Proof. First, we assume XR ∈ cog∗(TR) with a dominant left TR-resolution
0→X→ T0 → T1 → ·· · .
We denote by Xi the kernel of Ti → Ti+1. Applying the functor Hom(?, STR) twice to the
exact sequences 0→Xi → Ti →Xi+1 → 0, we have the following commutative diagrams
with exact rows
0 Xi
πTXi
Ti
πTTi
Xi+1
πTXi+1
0
0
(
XTi
)T (
T Ti
)T (
XTi+1
)T Ext1S((Xi, T ), T ) 0
Since all maps πTTi are isomorphisms, we have the relations
Ker
(
πTXi
)= 0, Cok(πTXi )∼=Ker(πTXi+1)
and
Ext1S
(
(Xi, T ), T
)∼= Cok(πTXi+1)
for all i  0. Hence, we see that all the maps πTXi are isomorphisms and so is π
T
(X,T ).
Moreover, we see easily that X ∈ ⊥(TR).
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· · ·→Q1 →Q0 → Y → 0
be a finitely generated projective resolution of SY . Put Yi = Cok(Qi+1 →Qi). Then, since
Y is left perpendicular to T , we obtain an exact sequence
0→ (Y,T )→ (Q0, T )→ (Q1, T )→·· ·
with (Qi, T ) ∈ add(TR). For each i  0, we also obtain the commutative diagram
0 Yi+1
πTYi+1
Qi
πTQi
Yi
πTYi
0
0
(
YTi+1
)T (
QTi
)T (
YTi
)T Ext1S((Yi+1, T ), T ) 0
Since the maps πTY and π
T
Qi
are all isomorphisms, we know inductively that so are the
maps πTYi and further that the relations Ext
1
R((Yi, T ), T )= 0 hold for all i  0. Therefore,
the above sequence is a dominant left TR-resolution of HomS(Y,T )R . ✷
By the left-right symmetry of our argument, the functor Hom(?, STR) gives a duality
(
cog∗(ST )
)op ≈ gen∗(RR) ∩ Fix(πT )∩ ⊥(TR)
also. Hence, if we denote by D(TR) the category gen∗(RR) ∩ cog∗(TR) ∩ ⊥(TR), we get
the following result.
Theorem 4.2. The functor Hom(?, STR) induces a duality
(D(ST ))op ≈D(TR).
Lemma 4.3. gen∗(RR) is closed under kernels of surjections.
Proof. Assume that the sequence 0→XR s−→ YR t−→ZR → 0 is exact and that YR and ZR
have the following finitely generated projective resolutions
· · ·→ P2 → P1 → P0 p−→ Y → 0
and
· · ·→Q2 →Q1 →Q0 q−→Z→ 0.
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form
· · ·→ P2 ⊕Q1 ⊕Q2 ⊕Q3 → P1 ⊕Q0 ⊕Q1 ⊕Q2 → P0 ⊕Q1 →X→ 0
with the nth term Pn⊕Qn−1 ⊕Qn⊕Qn+1 for n 1. In the following, we will prove this.
Let 0 → Y1 u−→ P0 p−→ Y → 0 and 0 → Z1 v−→Q0 q−→ Z→ 0 be exact, and Q1 n−→ Z1
the canonical surjection. Since the modules P0 and Q0 are projective, we have morphisms
q ′ :Q0 → Y , q ′′ :Q0 → P0 and p′′ :P0 →Q0 which satisfy the relations
q = t · q ′, q ′ = p · q ′′ and t · p = q · p′′.
Then, p′′ induces the morphism  :Y1 → Z1 such that
v · = p′′ · u.
Further, since we have
q · (1Q0 − p′′ · q ′′)= q − (q · p′′) · q ′′ = q − t · (p · q ′′)= q − t · q ′ = 0,
there exists a morphism m :Q0 →Z1 such that
v ·m= 1Q0 − p′′ · q ′′.
Using those morphisms, we have the following commutative diagram with exact rows and
columns
0 0
Y1 ⊕Q0 ⊕Q1 (,m,n)
β
Z1
v
0
0 P0 ⊕Q1 α P0 ⊕Q0 ⊕Q1
(p′′,1Q0 ,v·m)
(p,q ′,0)
Q0
q
0
0 X
s
Y
t
Z 0
0 0
where
α =
( 1P0 0−p′′ −v ·m
)
and β =
(
u −q ′′ 0
0 1Q0 0
)
.0 1Q1 0 0 1Q1
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X1 =Ker
(
(,m,n)
)
in the diagram, we obtain the exact sequences
0→X1 → Y1 ⊕Q0 ⊕Q1 → Z1 → 0 ()
and
0→X1 → P0 ⊕Q1 →X→ 0
by the snake lemma. Applying the same process to the exact sequence () with finitely
generated projective resolutions
· · ·→ P3 → P2 → P1 ⊕Q0 ⊕Q1 → Y1 ⊕Q0 ⊕Q1 → 0
and
· · ·→Q3 →Q2 →Q1 →Z1 → 0,
we have the commutative diagram with exact rows and columns
0 0
Y2 ⊕Q1 ⊕Q2 Z2 0
0 P1 ⊕Q0 ⊕Q1 ⊕Q2 P1 ⊕Q0 ⊕Q1 ⊕Q1 ⊕Q2 Q1 0
0 X1 Y1 ⊕Q0 ⊕Q1 Z1 0
0 0
where Y2 = Im(P2 → P1) and Z2 = Im(Q2 →Q1). We put
X2 =Ker(Y2 ⊕Q1 ⊕Q2 → Z2)
in the diagram. Then, by the snake lemma again, we get the exact sequences
0→X2 → Y2 ⊕Q1 ⊕Q2 → Z2 → 0
and
0→X2 → P1 ⊕Q0 ⊕Q1 ⊕Q2 →X1 → 0.
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Proposition 4.4. The class D(TR) is closed under
(1) direct sums and direct summands,
(2) extensions, and
(3) kernels of surjections.
Proof. (1) This is obvious by Lemma 2.2. Let us assume that a sequence
0→XR → YR →ZR → 0
is exact.
(2) If we suppose X,Z ∈ D(TR), then it follows Y ∈ cog∗(TR) by Lemma 2.3, since
Ext1R(Z,T )= 0. From this, it follows Y ∈D(TR) easily.
(3) Next, we suppose Y,Z ∈ D(TR). Let T0 be the 0th term of a dominant left
TR-resolution of Y and Y1 = Cok(Y → T0). We consider the following commutative
diagram
0 0
0 X Y Z 0
0 X T0 Z∗ 0
Y1 Y1
0 0
The condition Z∗ ∈ cog∗(TR) follows from the facts that Y1,Z ∈ cog∗(TR) and that
Ext1R(Y1, T )= 0= Ext1R(Z,T ). Now, X ∈ ⊥(TR) is obvious, and then X ∈D(TR) follows
by the above lemma. ✷
The next result can be proved by a dual argument of the one which Bongartz gave in
[4, Proposition e].
Proposition 4.5. For any modules XR and YR in D(TR), the natural isomorphisms
ExtnS
(
HomR(Y,T ),HomR(X,T )
)∼= ExtnR(X,Y )
hold for all n 0.
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bimodule F HomR(T ,U)S is again a tilting module. Further, the relation F HomR(T ,U)
FU holds.
Proof. First we have End(F HomR(T ,U)) ∼= End(TR) ∼= S since T is in D(UR).
Therefore, the things to check are:
(a) F HomR(T ,U) is a tilting module, and
(b) F HomR(T ,U) FU .
(a) From a dominant left UR-resolution 0→ TR → U0 → U1 → ·· · , we have an exact
sequence
· · ·→ (U1,U)→ (U0,U)→ (T ,U)→ 0
of left F -modules. Here, (Ui,U) ∈ add(F (T ,U)) holds for each i  0. Thus we have
F HomR(T ,U) ∈ gen∗(FF ). The fact that ExtnF ((T ,U), (T ,U))= 0 for all n 1 follows
from Proposition 4.5. We have to prove that FF ∈ cog∗(F HomR(T ,U)). Let · · · →
T1 → T0 → U → 0 be a dominant right TR-resolution of UR . If we apply the functor
F HomR(?,U) to the resolution, since ExtnR(T ,U) = 0 for all n  1, we obtain an exact
sequence
0→ (U,U)→ (T0,U)→ (T1,U)→·· ·
with F (Ti,U) ∈ add(F HomR(T ,U)). By the duality, for all i  0, the isomorphisms
((Ti,U), (T ,U)) ∼= (T ,Ti) hold. Therefore, the above exact sequence still be exact
after applying the functor HomF (?,HomR(T ,U)) and hence that is a dominant left
F HomR(T ,U)-resolution of FF ∼= F (U,U).
(b) We have to prove
(i) FU ∈ gen∗(F (T ,U)),
(ii) F (T ,U) ∈ cog∗(FU), and
(iii) ExtnF ((T ,U),U)= 0 for all n 1.
(i) Let
0→ R→ T0 α0−→ T1 α1−→ · · ·
be a dominant left TR-resolution of RR with Ri =Ker(αi) and
· · · β1−→ T ′1 β0−→ T ′0 → U→ 0
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U0 =U , we have a commutative diagram
R0
f ′
i−1
T0
fi−1
· · · Ti−1
f0
Ri
f
Ti
T ′i Ui T
′
i−1 · · · T ′0 U0
easily. Then, since R0 = R is projective, f ′i−1 can be lifted to f ′′i−1 :R0 → T ′i through
the epimorphism T ′i → Ui . Further, f ′′i−1 can be extended to hi :T0 → T ′i through the
morphism R0 → T0. Here we have (fi−1 − βi−1hi)(R0) = 0. Therefore, there exists a
morphism hi−1 : T1 → T ′i−1 such that
fi−1 = βi−1hi + hi−1α0.
Similarly, since (fi−2 − βi−2hi−1)α0 = 0, there is a morphism hi−2 :T2 → T ′i−2 such that
fi−2 = βi−2hi−1 + hi−2α1.
Continuing this process, we get a sequence of morphisms hi, hi−1, . . . , h1, h0. Then,
it is easily seen that the composite Ri → Ti h0−→ T ′0 → U0 coincides with the original
morphism f . This means that any morphism Ri
f−→ U0 can be extended to a morphism
Ti → U0 through Ri → Ti , therefore, the sequence
0→ (Ri+1,U)→ (Ti,U)→ (Ri,U)→ 0
is exact for any i  0. Hence, we have a long exact sequence
· · ·→ (T1,U)→ (T0,U)→ (R,U)→ 0.
Further, this is a dominant right F (T ,U)-resolution of F (R,U) ∼= FU , because TR is a
member of D(UR) and, therefore, HomF ((T ,U), (Ti ,U))∼=HomR(Ti,U) for all i  0.
(ii) Applying the functor HomR(?,U) to a finitely generated projective resolution
· · ·→ P1 → P0 → TR → 0,
we get a dominant left FU -resolution of F (T ,U) since ExtnR(T ,U)= 0 for all n 1.
(iii) By Proposition 4.5, we have
ExtnF
(
(T ,U),U
)∼= ExtnF ((T ,U), (R,U))∼= ExtR(R,T )= 0
for all n 1. ✷
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S. Brenner and M. Butler introduced the concept of genuine tilting modules over Artin
algebras in [5] as a generalization of reflection functors. They developed the theory by
using some relations of functors effectively. In this section, we prove similar relations of
functors for generalized tilting modules, by introducing a long exact sequence of functors
which we call Brenner–Butler’s sequence. We use the functors ExtnR(?, T ) and Ext
n
S(?, T )
many times. So, we abbreviate those functors to ∆n and Hom(?, STR) to ∆=∆0.
Theorem 5.1. Let 0 → KR → PR → XR → 0 be an exact sequence with PR finitely
generated projective. Then we have a long exact sequence of the following form:
0→∆∆1(X)→ Cok
(
πTK
)→Ker(πTX )→
→∆1∆1(X)→∆1∆(K)→ Cok
(
πTX
)→
→∆2∆1(X)→∆2∆(K)→∆1∆(X)→
→∆3∆1(X)→∆3∆(K)→∆2∆(X)→·· · .
Proof. Consider the exact sequence
0→∆(X)→∆(P)→∆(K)→∆1(X)→ 0
and put L= Im(∆(P )→∆(K)). From this sequence, we obtain the following commuta-
tive diagram:
0 K
θ ·πTK
P
πTP
X
πTX
0
0 ∆(L) ∆∆(P) ∆∆(X) ∆1(L) 0
where the map θ :∆∆(K) → ∆(L) is the image of the inclusion map L ↪→ ∆(K)
under ∆. In the diagram, the map πTP is an isomorphism since P is finitely generated
projective. Therefore, we obtain the relations Ker(θ ·πTK)= 0, Cok(θ ·πTK)∼= Ker(πTX) and
Cok(πTX )∼=∆1(L) by the snake lemma. Then, we can consider the following commutative
diagram
0 K
θ ·πTK
πTK
∆(L) Ker
(
πTX
)
0
0 ∆∆1(X) ∆∆(K) ∆(L) ∆1∆1(X) · · ·
Applying the snake lemma again, we get the desired long exact sequence. ✷
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Brenner–Butler in [5].
Corollary 5.2. Assume that XR is finitely presented and 1  id(ST ). Then the isomor-
phisms ∆1∆(X)=∆∆1(X)= 0 hold and the sequence
0→∆1∆1(X)→X π
T
X−−→∆∆(X)→ 0
is exact.
Proof. From the exactness of 0 = ∆2∆(K) → ∆1∆(X) → ∆3∆1(X) = 0, we get
∆1∆(X) = 0. Then, since KR is finitely generated, we have ∆1∆(K) = 0 also.
Therefore, from the exact sequence 0=∆1∆(K)→ Cok(πTX)→∆2∆1(X)= 0, we have
Cok(πTX ) = 0 and, hence, Cok(πTK) = 0. Again, from 0 → ∆∆1(X)→ Cok(πTK) = 0,
we get ∆∆1(X) = 0 and ∆∆1(K) = 0. Finally, from 0 = Cok(πTK) → Ker(πTX) →
∆1∆1(X)→ ∆1∆(K) = 0, we have an isomorphism Ker(πTX) ∼= ∆1∆1(X) and get the
exact sequence
0→∆1∆1(X)→X π
T
X−−→∆∆(X)→ 0
as required. ✷
Corollary 5.3. Assume that XR ∈ gen∗(RR) and 2 id(ST ). Then the isomorphisms
∆2∆(X)=∆1∆(X)=∆1∆2(X)= 0
hold and the sequences
0→∆∆1(X)→∆2∆2(X)→Ker
(
πTX
)→∆1∆1(X)→ 0
and
0→Ker(πTX )→X πTX−−→∆∆(X)→∆2∆1(X)→ 0
are exact. Further, if we have the condition 2  id(TR) the isomorphism ∆∆2(X) = 0
holds also.
Proof. From the exactness of 0=∆3∆(K)→∆2∆(X)→∆4∆1(X)= 0 and∆2∆(K)→
∆1∆(X) → ∆3∆1(X) = 0, we have ∆2∆(X) = 0 = ∆2∆(K) and ∆1∆(X) = 0 =
∆1∆(K). Then, from the exact sequence
0=∆1∆(X)→ Cok
(
πTX
)→∆2∆1(X)→∆2∆(K)= 0,
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Therefore, from
0→∆∆1(X)→ Cok
(
πTK
)→Ker(πTX )→∆1∆1(X)→∆1∆(K)= 0,
we obtain the exact sequence
0→∆∆1(X)→∆2∆2(X)→Ker
(
πTX
)→∆1∆1(X)→ 0.
Hence, the sequence 0→∆∆1(K)→∆2∆2(K)→Ker(πTK)= 0 is also exact and, under
the assumption 2 id(TR), we get
∆∆2(X)∼=∆∆1(K)∼=∆2∆2(K)∼=∆2∆3(X)= 0
as required. ✷
Corollary 5.4. Assume XR ∈ gen∗(RR) ∩ ⊥(TR). Denote by Ωn(X) the nth kernel of a
finitely generated projective resolution of XR . Then the following assertions hold:
(1) Cok(πTX )∼=∆n∆(Ωn(X)) for all n 1,
(2) Ker(πTX )∼=∆n∆(Ωn+1(X)) for all n 1, and
(3) Cok(πTΩ(X))∼=Ker(πTX),Ker(πTΩ(X))= 0 and Ωn(X) ∈ Fix(πT ) for all n 2.
Corollary 5.5. Assume id(ST ) <∞. Then the relation
gen∗(TR)∩⊥(TR)⊆ Fix
(
πT
)
holds.
Proposition 5.6. Suppose that S is left noetherian and id(ST ) <∞. Then the equality
D(TR)= gen∗(RR)∩⊥(TR)
holds.
Proof. By the corollary, we have a duality (cog∗(ST ))op ≈ gen∗(RR) ∩ ⊥(TR). Since ST
is finitely generated over the left noetherian ring S and cog∗(ST ) ⊆ gen∗(SS) follows.
Therefore, for any module XR ∈ gen∗(RR)∩⊥(TR), there exist elements f1, f2, . . . , fm ∈
∆(X) and we can write as
∆(X)=HomR(X,T )= S · f1 + S · f2 + · · · + S · fm.
It is easy to see that f = t (f1, f2, . . . , fm) :XR →⊕TR is a monomorphism such that
∆(f ) becomes surjective. Hence, we get the relations ∆1(Cok(f )) = 0 and ∆n(X) =
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is closed under cokernels of injections. Thus, we obtain a sequence
0→X f−→
⊕
T →X1 → 0
in which the term X1 belongs to gen∗(RR) ∩ ⊥(TR). We can repeat this process, and
conclude that X ∈ cog∗(TR). So, we have
gen∗(RR)∩ ⊥(TR)= gen∗(RR)∩ ⊥(TR)∩ cog∗(TR)=D(TR),
since the relation gen∗(RR)∩⊥(TR)⊆ cog∗(TR) holds. ✷
The following result follows from Remark 2.1(3) directly.
Proposition 5.7. Suppose id(TR) <∞ then D(TR)= gen∗(RR)∩ cog∗(TR) holds.
Proposition 5.8. Suppose that S is left noetherian and both id(ST ) and id(TR) are finite.
Then we have
D(TR)= gen∗(RR)∩ ⊥(TR)= gen∗(RR) ∩ cog∗(TR).
6. Approximations of modules
For any pair (A,B) of module classes A and B, we are interested in the related classes
Ker(A,B) and Cok(A,B) generally. Those are defined as follows: A module X is a
member of the class Ker(A,B) if and only if there are exact sequences of the form
0→X→A→B→ 0, (L)
where A ∈A and B ∈ B. Dually, Y is included in Cok(A,B) if and only if there are exact
sequences of the form
0→A→B→ Y → 0. (R)
If the conditions Ext1(B,A)= 0 are satisfied for all A ∈A and all B ∈ B, the map X→A
in the sequence (L) is a left A-approximation of X, similarly, the map B → Y in the
sequence (R) is a rightB-approximation of Y , in the sense of Auslander and Buchweitz [1].
In this section, concerning tilting module STR , we consider pairs (fin(TR),D(TR)) and
(fin(ST ),D(ST )). It is easy to see fin(TR)⊆ gen∗(TR) by the definition of fin(TR). Also,
it is obvious that the conditions Ext1(B,A) = 0 are satisfied for all A ∈ fin(TR) and all
B ∈D(TR).
Theorem 6.1. For any module XR and any integer n  1, the following three conditions
are equivalent:
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0→ Tn→ ·· ·→ T1 →W →X→ 0,
where Ti ∈ add(TR) for all n i  1 and W ∈D(TR).
(2) There is an exact sequence of the form
0→Wn→·· ·→W1 →W0 →X→ 0,
where Wi ∈D(TR) for all n i  0.
(3) There is an exact sequence of the form 0→Ωn(X)→ Pn−1 → ·· ·→ P0 →X→ 0,
where Pi ∈ add(RR) for all n− 1 i  0 and Ωn(X) ∈D(TR).
Proof. (1) ⇒ (2). Trivial.
(2) ⇒ (3). We put Xi = Im(Wi →Wi−1) and X0 = X. Let P0 →W0 be a surjection
from a finitely generated projective module and K1 the kernel of this map. Since D(TR) is
closed under kernels of surjections, K1 is a member of D(TR). We can define the module
X∗1 by the diagram
0 0
K1 K1
0 X∗1 P0 X 0
0 X1 W0 X 0
0 0
Next, we define the module W∗1 by the diagram
0 0
K1 K1
0 X2 W∗1 X∗1 0
0 X2 W1 X1 0
0 0
Then, W∗1 ∈ D(TR) follows from the exactness of the sequence 0 → K1 → W∗1 →
W1 → 0, since the class D(TR) is closed under extensions also. Let P1 → W∗ be a1
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as defining the module X∗1 and W∗1 , we can define modules X∗2 and W∗2 by using X2.
Continuing this process, we get the exact sequence
0→W∗n → Pn−1 → ·· ·→ P1 → P0 →X→ 0
with Ωn(X)=W∗n and X∗i = Im(Pi → Pi−1) for all n− 1 i  1.
(3)⇒ (1). Let 0→Ωn(X)→ Pn−1 → ·· ·→ P1 → P0 →X→ 0 be an exact sequence
with finitely generated projective modules Pi for n− 1 i  0. Put Xi = Im(Pi → Pi−1)
for n− 1 i  1 and Xn =Ωn(X). As the beginning of the steps, we define the module
P ∗n−1 by the diagram
0 0
0 Xn Pn−1 Xn−1 0
0 Tn P ∗n−1 Xn−1 0
X′n X′n
0 0
where Xn ↪→ Tn is the inclusion map into the first term of a dominant left TR-resolution of
Xn ∈D(TR) and X′n = Tn/Xn. Note that the module P ∗n−1 is a member of the classD(TR),
since X′n and Pn−1 are included in D(TR). Let P ∗n−1 ↪→ Tn−1 be the inclusion map into
the first term of a dominant left TR-resolution and put X∗n−1 = Cok(Tn ↪→ P ∗n−1 ↪→ Tn−1).
Then we have an injection Xn−1 ↪→ X∗n−1 with the cokernel Tn−1/P ∗n−1 which is in the
class D(TR).
Now suppose that we have an injection Xi ↪→ X∗i with the cokernel X′i in the class
D(TR). To define the next module X∗i−1 for i  2, we define first the module P ∗i−1 by the
diagram
0 0
0 Xi Pi−1 Xi−1 0
0 X∗i P
∗
i−1 Xi−1 0
X′i X
∗
i
0 0
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inclusion map into the first term of a dominant left TR-resolution with the cokernel X′i−1,
and let us define the module X∗i−1 by the diagram
0 0
0 X∗i P
∗
i−1 Xi−1 0
0 X∗i Ti−1 X
∗
i−1 0
X′i−1 X
′
i−1
0 0
We can continue this process until get a inclusion
X1 ↪→X∗1 with X′1 =X∗1/X1 ∈D(TR).
Then we obtain
0 0
0 X1 P0 X 0
0 X∗1 W X 0
X′1 X′1
0 0
Combining those maps, we have an exact sequence
0→ Tn→ ·· ·→ T1 →W →X→ 0
as stated in (1). ✷
From the above theorem, we have the following result easily.
Corollary 6.2. The class Cok(fin(TR),D(TR)) consists of all modules XR in gen∗(RR)
such that Ωn(X) ∈D(TR) hold for all n 0.
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Cok
(
fin(TR),D(TR)
)=Ker(fin(TR),D(TR))
holds for an arbitrary tilting module TR .
Proof. (⊆) Suppose X ∈ Cok(fin(TR),D(TR)). In the proof of (3) ⇒ (1) of the theorem,
using the inclusion map W ↪→ T0 into the first term of a dominant left TR-resolution of
W ∈D(TR), we can define the module X∗ by the diagram
0 0
0 X∗1 W X 0
0 X∗1 T0 X∗ 0
W∗ W∗
0 0
where W∗ = T0/W . Then 0 → X→ X∗ →W∗ → 0 is an exact sequence which we are
looking for.
(⊇) Conversely, assume X ∈ Ker(fin(TR),D(TR)) and 0 → X→ X∗ → W∗ → 0 is
an exact sequence with X∗ ∈ fin(TR) and W∗ ∈ D(TR). Suppose we are given an exact
sequence
0→ Tn→·· ·→ T1 → T0 →X∗ → 0
with Ti ∈ add(TR) for all i  0. Let us put W =Ker(T0 →X∗ →W∗), then we obtain an
exact sequence
0→ Tn→·· ·→ T1 →W →X→ 0,
where W ∈ D(TR) since the class D(TR) is closed under kernels of surjections and
V = Im(T1 →W) ∈ fin(TR) by definition. ✷
The following result follows from Proposition 5.6 and the above theorem.
Corollary 6.4. Assume that S is left noetherian and id(ST ) < ∞. Then the class
Cok(fin(TR),D(TR)) consists of all modules XR in gen∗(RR) satisfying ExtnR(X,T ) = 0for all n 0.
Corollary 6.5. Assume that S is left noetherian and both id(ST ) and id(TR) are finite.
Then we have Cok(fin(TR),D(TR))= gen∗(RR).
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Theorem 6.6. Assume that S is left noetherian and R right noetherian, and that both
id(ST ) and id(TR) are finite. Then we have
Cok
(
fin(ST ),D(ST )
)= S-mod and Cok(fin(TR),D(TR))=mod-R.
7. Auslander’s property for tilting modules
Throughout this section, we always suppose that S is left noetherian and R right
noetherian. The Auslander’s Gorenstein property of tilting modules will be studied
analogously to that of noetherian rings. We shall trace the proof for rings in [8].
The following result is well-known (Cartan–Eilenberg [7]).
Lemma 7.1. Let SI be injective and XR finitely generated. Then the isomorphisms
TorRi
(
X,HomS(T , I)
)∼=HomS(ExtiR(X,T ), I)
hold for all i  0.
Let  be a natural number and XR a finitely generated module. Following Auslander–
Reiten [2], we first define the TR-grade and the strong TR-grade of XR :
(a) TR-grade(XR) ⇔ ExtiR(X,T )= 0 for all − 1 i  0;
(b) st.TR-grade(XR) ⇔ TR-grade(X0)  for any R-submodule X0 of X.
Theorem 7.2. For any natural number n, the following assertions are equivalent:
(2) The inequality
st .ST - grade
(
S ExtiR(X,T )
)
 i
holds for all finitely generated modules XR and all n i  1.
(2) The inequality
i  f d
(
R HomS
(
T , Ii(ST )
))
holds for all n− 1 i  0, where Ii(ST ) denotes the ith term of the minimal injective
resolution of ST .
Proof. By the above lemma, we have the equivalence
i  f d
(
R HomS
(
T , Ii(ST )
)) ⇔ HomS(Exti+1(?, T ), Ii (ST ))|mod-R = 0.R
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module. First, we prove that the module R HomS(T , I0(ST )) is flat. For any map f ∈
HomS(Ext1R(X,T ), I0(ST )), we have
f |rest ∈HomS
(
f−1(T ), T
)= 0
since st.ST -grade(S Ext1R(X,T ))  1. This implies that f = 0 because ST is large in
I0(ST ). Therefore, by the above remark, R HomS(T , I0(ST )) is flat. Next, for any integer
i with n i + 1, we prove that the condition i  f d(R HomS(T , Ii(ST ))) implies i + 1
f d(R HomS(T , Ii+1(ST ))). By our assumption
st.ST -grade
(
S Exti+2R (X,T )
)
 i + 2,
we always have the isomorphism 0= Exti+1S (Y,T )∼= Ext1S(T ,Ω−i (ST )) for any submod-
ule SY ⊆ S Exti+2R (X,T ), whereΩ−i (ST ) stands for the ith kernel of the minimal injective
resolution of ST . From the exact sequence
0→Ω−i(ST )→ Ii(ST )→Ω−(i+1)(ST )→ 0,
we have
0→HomS
(
Y,Ω−i (T )
)→HomS(Y, Ii(T ))→HomS(Y,Ω−(i+1)(T ))→ 0.
In the sequence, the middle term HomS(Y, Ii (T )) must be zero, because that is a factor
module of
HomS
(
Exti+2R (X,T ), Ii(T )
)∼= TorRi+2(X,HomS(T , Ii(T )))= 0.
So, we have proved HomS(Y,Ω−(i+1)(T ))= 0. Therefore, for any map
f ∈HomS
(
Exti+2R (X,T ), Ii+1(T )
)∼= TorRi+2(X,HomS(T , Ii+1(T ))),
we have f |rest ∈ HomS(f−1(Ω−(i+1)(T )),Ω−(i+1)(T )) = 0 and this means f = 0. This
proves TorRi+2(X,HomS(T , Ii+1(T )))= 0 and we get
i + 1 f d(R HomS(T , Ii+1(T )))
as desired.
(2) ⇒ (1). Let XR be a finitely generated module and SY ⊆ S ExtiR(X,T ) for some
n i  1. For any j < i , from the exact sequence
0→Ω−j (ST )→ Ij (ST )→Ω−(j+1)(ST )→ 0,
we obtain
0→ (Y,Ω−j (T ))→ (Y, Ij (T ))→ (Y,Ω−(j+1)(T ))→ Ext1S(Y,Ω−j (T ))→ 0.
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HomS
(
ExtiR(X,T ), Ij (T )
)∼= TorRi (X,HomS(T , Ij (T )))= 0.
Therefore, we have HomS(Y,Ω−j (T ))= 0 and
Extj+1S (Y,T )∼=HomS
(
Y,Ω−(j+1)(T )
)
.
Those isomorphisms imply the fact that ExtjS(Y,T )= 0 for all i > j  0. Hence we have
st.ST -grade(S ExtiR(X,T )) i . ✷
For each number   0, denote by gen(TR) the subclass of fin(TR) consisting of all
modules VR such that there is an exact sequence of the form
0→ T→·· ·→ T0 → VR → 0
with Ti ∈ add(TR) for all   i  0. Therefore, gen0(TR) agrees with add(TR) and⋃
0 gen(TR)= fin(TR) holds. The following result is a tilting version of the Auslander–
Bridger’s approximation theorem stated in [8].
Theorem 7.3. Assume that a module XR is finitely generated and that the inequality
ST -grade(S ExtiR(X,T )) i holds for all n i  1. Then, there is a morphism XR f−→ VR
satisfying the following two conditions:
(1) VR ∈ genn(TR).
(2) The morphisms ExtiR(f,T ) are bijective for all n i  1.
Proof. We prove the assertion by induction on n.
First we assume n = 1. Our assumption is HomS(Ext1R(X,T ), T )= 0. From a finitely
generated projective presentation
Q1 →Q0 → S Ext1R(X,T )→ 0,
we may define the module VR by the exact sequence
0= (Ext1R(X,T ), T )→ (Q0, T )→ (Q1, T )→ VR → 0.
Then, VR ∈ gen1(TR) is obvious. Let 0 → Ω(X)→ P0 → XR → 0 be exact and P0
finitely generated projective. We define the maps h0 and h1 by the diagram
Q1
h1
Q0
h2
Ext1R(X,T )
=
0
(P0, T )
(
Ω(X),T
)
Ext1 (X,T ) 0
(∗)R
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0 Ω(X)
(h0,T )·πTΩ(X)
P0
(h1,T )·πTP0
X
f
0
0 (Q0, T ) (Q1, T ) V 0
Applying the functor Hom(?, STR) to the diagram above, we have the diagram
(
(Q1, T ), T
)
((h1,T )·πTP0 ,T )
(
(Q0, T ), T
)
((h0,T )·πTΩ(X),T )
Ext1R(V,T )
Ext1R(f,T )
0
(P0, T )
(
Ω(X),T
)
Ext1R(X,T ) 0
It is easy to see that this diagram is isomorphic to (∗). Therefore, the map f has the
property.
Next we suppose that the assertion is proved for n and consider it for n + 1. Our
assumption is
∆j∆i(XR)∼= 0
for all integers n+ 1  i > j  0. By induction hypothesis, there is a map f ′ :XR → V ′R
such that the maps ∆i(f ′) are bijective for all n i  1 and V ′ ∈ genn(TR). Let k :T1 →
V ′ be the first part of a dominant right TR-resolution of V ′R . Define the module LR by
0→L→ T1 ⊕X (k,f
′)−−−→ V ′ → 0.
Looking at the long exact sequence which is obtained from the above one, we have an
exact sequence
0→∆0
(
V ′
)→∆0(T1 ⊕X)→∆0(L)→ 0
and the isomorphisms ∆i(L) ∼= 0 for all integers n  i  1 and ∆n+1(X) ∼= ∆n+1(L).
Now, let
Qn+1 ρ−→Qn→·· ·→Q1 →Q0 → S∆n+1(X)→ 0 (∗∗)
be a finitely generated projective resolution. By the assumption ∆i(∆n+1) ∼= 0 for all
n i  0, we may define a module MR by the exact sequence
0→∆0(Q0)→·· ·→∆0(Qn) ∆0(ρ)−−−→∆0(Qn+1)→MR → 0.
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MR ∈ genn+1(TR), ∆i(M)∼= 0 for all n i  1 and ∆n+1(M)∼=∆n+1(X). Let
Pn
σ−→ Pn−1 →·· ·→ P1 → P0 →LR → 0
be a finitely generated projective resolution and we put K =Ker(σ ). Since ∆i(L)∼= 0 for
all n i  1, the sequence
∆0(P0)→ ·· ·→∆0(Pn−1) ∆0(σ )−−−→∆0(Pn)→∆0(K)→∆n+1(L)→ 0
is exact and the maps h0, h1, . . . , hn+1 are defined by the commutative diagram
Qn+1
hn+1
· · · Q1
h1
Q0
h0
∆n+1(X) 0
∆0(P0) · · · ∆0(Pn) ∆0(K) ∆n+1(X) 0
(∗∗∗)
Moreover, we define the map g :LR →MR by the commutative diagram
0 K
∆0(h0)·πTK
Pn
∆0(h1)·πTPn
· · · P0
∆0(hn+1)·πTP0
L
g
0
0 ∆0(Q0) ∆0(Q1) · · · ∆0(Qn+1) M 0
Since the functor ∆0 sends the above diagram to (∗∗∗), similarly to the case of n = 1,
we see that the map ∆n+1(g) is bijective. Let  :T2 →M be the first part of a dominant
right TR-resolution of MR . We define the module VR and the map f :XR → VR by the
commutative diagram
0 T2 ⊕L
(,g)
T2 ⊕ T1 ⊕X
(0,k,f ′)
(∗,∗,f )
V ′ 0
0 M V V ′ 0
From the lower sequence, we see V ∈ genn+1(TR), since M ∈ genn+1(TR) and V ′ ∈
genn(TR). In fact, a dominant right TR-resolution of VR is constructed from given dominant
right TR-resolutions of M and V ′. This is a similar argument to the proof of Lemma 3.4.
We have to check that ∆i(f ) are bijective for all n + 1  i  1. Taking account the
remarks that ∆i(M) ∼= 0 ∼= ∆i(L) and ∆i(V ′) ∼= ∆i(X) for all n  i  1 and that
∆n+1(V ′)∼= 0∼=∆n+2(V ′), it is easy to see that the isomorphisms hold, when we consider
the commutative diagram with exact infinite rows induced from the above commutative
diagram. Therefore, the map f :X→ V is what we are looking for. ✷
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∆j(∆i(X))∼= 0 hold for all n i  j  0, the isomorphisms ∆i(X)∼= 0 already hold for
all n i  0.
Proof. We proceed by induction on n. In the case n= 0, the condition ∆20(X)∼= 0 implies
∆0(X)∼= 0 obviously. We may suppose n 1. By Theorem 7.3, we have a map f :XR→
VR such that V ∈ genn(TR) and ∆i(f ) are all bijective for n i  1. By the isomorphism
∆n(V ) ∼= ∆n(X), we have ∆j(∆n(V )) ∼= 0 for all n  j  0 by the assumption. Also,
we may suppose that there are isomorphisms ∆0(X)∼= 0 and ∆i(V )∼=∆i(X) ∼= 0 for all
n− 1 i  1 by induction. Let
0→ Tn→·· ·→ T1 → T0 m−→ V → 0
be a dominant right TR-resolution of VR . Then the sequence
0→∆0(V ) ∆0(m)−−−−→∆0(T0)→ ·· ·→∆0(Tn)→∆n(V )→ 0
is exact. Further, we have the following commutative diagram with exact rows:
0 Tn
πTTn
· · · T0
πTT0
V
πTV
0
0 ∆20(Tn) · · · ∆20(T0) ∆20(V ) ∆n+1
(
∆n(V )
)
0
In the diagram, all the maps πTTi for n i  0 are bijections. From this, we know that the
map πTV is an injection. Define the module KR by the exact sequence
0→K→ T0 ⊕X (m,f )−−−→ V → 0.
Then, since ∆1(f ) is bijective and ∆1(T0)∼= 0, the sequence
0→∆0(V ) ∆0((m,f ))−−−−−−→∆0(T0 ⊕X)→∆0(K)→ 0
is exact and we have the commutative diagram
0 K
πTK
T0 ⊕X
(m,f )
πTT0⊕X
V
πTV
0
0 ∆20(K) ∆
2
0(T0 ⊕X) ∆20(V ) ∆1
(
∆0(K)
)
By using this diagram, since ∆20(X)∼= 0, it is checked that the following equality holds:
πTV · f =∆20
(
(m,f )
) · πTT0⊕X ·
(
0
1
)
= 0.X
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∆n(f ) :∆n(V )→∆n(X) and, therefore, ∆n(X)∼= 0. ✷
Theorem 7.5. For an integer n 1, the following conditions are equivalent:
(1) st .ST - grade(S ExtiR(X,T )) i for any finitely generated module XR and any integer
n i  1;
(2) st .TR-grade(ExtiS(Y,T )R)  i for any finitely generated module SY and any integer
n i  1.
Proof. We only prove the implication (1) ⇒ (2). First, we prepare some notations. Let
Q1
ρ−→ Q0 → SY → 0 be a finitely generated projective presentation. We define the
module Φ(Y )R by the exact sequence
0→∆0(Y )→∆0(Q0) ∆0(ρ)−−−→∆0(Q1)→Φ(Y )→ 0.
We putM = Im(∆0(ρ)). Using those modules, we get the commutative diagram with exact
rows and exact columns
0
0 ∆0
(
Φ(Y )
)
∆20(Q1) ∆0(M) ∆1
(
Φ(Y )
)
0
0 ∆0
(
Φ(Y )
)
∆20(Q1) ∆
2
0(Q0) X 0
∆20(Y )
∆2
(
Φ(Y )
)
0
and also an exact sequence
0→∆1
(
Φ(Y )
)→ Y →∆20(Y )→∆2(Φ(Y ))→ 0.
Conversely, from any module XR with add(TR)-presentation
T1
σ−→ T0 →XR → 0,
we define the module SΨ (X) by the exact sequence
0→∆0(X)→∆0(T0) ∆0(σ )−−−→∆0(T1)→Ψ (X)→ 0.
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0→∆1
(
Ψ (X)
)→X→∆20(X)→∆2(Ψ (X))→ 0.
We now start the proof of the implication. We will proceed by induction on n. Consider
the case n= 1. Since we may suppose Y ∼= Ψ (Φ(Y )) for a finitely generated module SY ,
the module NR is defined as the image of the middle map πTΦ(Y ) in the sequence
0→∆1(Y )→Φ(Y )→∆20
(
Φ(Y )
)→∆2(Y )→ 0.
Then, we have the diagram with exact rows and columns
0
0 ∆0
(
∆2(Y )
)
∆30
(
Φ(Y )
) α
∆0(N)
β
∆1
(
∆2(Y )
) · · ·
∆0
(
Φ(Y )
)
∆0
(
∆1(Y )
)
...
where β · α =∆0(πTΦ(Y )). Since ∆0(πTΦ(Y )) is always a split epimorphism, we know that
∆0(N)→∆0(Φ(Y )) is bijective and ∆0(∆1(Y ))→∆1(N) injective. By the assumption
st.ST -grade(∆1(N))  1, we have ∆20(∆1(Y )) ∼= 0 and ∆0(∆1(Y )) ∼= 0. This implies
∆0∆1 = 0. For any submodule XR ⊆ ∆1(Y ), from the exact sequence 0 → ∆1(Y )→
Φ(Y )→N→ 0, we obtain an exact sequence
0→∆1(Y )/X→Φ(Y )/X→N→ 0,
and
Cok
(
∆0(N)
)→∆0(Φ(Y )/X))⊆∆0(∆1(Y )/X)⊆∆0(∆1(Y ))∼= 0.
Hence, we know that ∆0(N)→ ∆0(Φ(Y )/X) is bijective. Here, the bijection ∆0(N)→
∆0(Φ(Y )) is the composition of the map ∆0(Φ(Y )/X)→ ∆0(Φ(Y )) with the bijection
∆0(N)→∆0(Φ(Y )/X). Therefore, ∆0(Φ(Y )/X)→∆0(Φ(Y )) is also a bijective map.
Thus, from the exact sequence
0→∆0
(
Φ(Y )/X
)→∆0(Φ(Y ))→∆0(X)→∆1(Φ(Y )/X),
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proved.
Next, we consider the case of n + 1. By induction hypothesis, it is enough to prove
the inequality st.TR-grade(∆n+1(Y )R)  n + 1. Since we have the inequality st.TR-
grade(∆n+1(Y ))  n, the only thing to prove is ∆n(X) ∼= 0 for any submodule XR ⊆
∆n+1(Y ). Let
Qn+1 ρ−→Qn→ ·· ·→Q1 →Q0 → SY → 0
be a finitely generated projective resolution. Here, we may assume ∆i(Y ) ∼= 0 for all
n i  0. The reason is as follows: By Theorem 7.3 and induction hypothesis, we have a
map
f : SY → SV
such that V ∈ genn(ST ) and all maps ∆i(f ) are bijective for n  i  1. Let T0 → V be
the first part of a dominant right ST -resolution of SV . If we put Y ′ = Ker(T0 ⊕ Y → V ),
it is checked that ∆i(Y ′)∼= 0 hold for all n i  1 and the map ∆n+1(Y )→∆n+1(Y ′) is
bijective. So, if necessary, we may consider argument by using Y ′ instead of Y .
Now, applying the functor ∆0 to the above projective resolution, we have an exact
sequence
0→∆0(Y )→∆0(Q0)→ ·· ·→∆0(Qn) ∆0(ρ)−−−→∆0(Qn+1)→UR → 0.
If we apply ∆0 again, this sequence becomes a sequence isomorphic to the original
projective resolution and which is exact. From here, we know that ∆i(U) ∼= 0 for all
n i  1. Moreover, it is easy to see ∆n+1(Y )⊆U . Since ∆n(U)∼= 0 and the sequence
∆n(U)→∆n(X)→∆n+1(U/X)
is exact for any XR ⊆ UR , we may consider ∆n(X)⊆∆n+1(U/X). We have the isomor-
phisms ∆i(X) ∼= 0 for all n− 1  i  0, since the inequality st.TR-grade(∆n+1(Y ))  n
holds. On the other hand, we have the inequality st.ST -grade(S∆n+1(U/X)) n+ 1 and
the isomorphisms ∆i(∆n(X))∼= 0 for all n i  0, by the assumption (1). Therefore, we
obtain the isomorphisms
∆j
(
∆i(X)
)∼= 0
for all integers n i > j  0. Then, by Lemma 7.4, we have ∆n(X)∼= 0 as required. ✷
8. Duality induced by Ext(?, T )
In this section, we always suppose that S is left noetherian and R right noetherian, and
both id(ST ) and id(TR) are finite. For any  0, we consider the classes
H(TR)=
{
M ∈mod-R | Extn (M,T )= 0 for all n 0, n = }R
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H(ST )=
{
L ∈ S-mod | ExtnS(L,T )= 0 for all n 0, n = 
}
.
Note that H0(TR)=D(TR) holds by Proposition 5.6, under our assumption.
Proposition 8.1. The functor Ext(?, STR) induces a duality
(H(ST ))op ≈H(TR)
for each integer  0.
Proof. By Theorem 4.2, we may suppose   1. For any finitely generated module XR ,
we choose the minimal integer n 0 such that Ωn(X) ∈D(TR). We may suppose n > 0.
We have an add(TR)-complex of the following form
· · ·→ T−n→·· ·→ T−1 → T0 → T1 → T2 → ·· ·
with Cok(T−2 → T−1)= V ∈ fin(TR), Ker(T0 → T1)=W ∈D(TR) such that V ⊆W and
W/V ∼=X. We denote by T• this chain complex. Then, we have the relation
Hm(T•)∼=
{
X · · · · · · m= 0,
0 · · · · · · m = 0,
where Hm stands for the homology group in the position m.
Applying the functor HomR(?, T ) to the complex, we get new complex HomR(T•, T )
consisting of finitely generated projective left S-modules. It is easy to see the relation
Hm
(
HomR(T•, T )
)∼= {ExtmR(X,T ) · · · · · · m 0,0 · · · · · · m< 0.
Now suppose X ∈ H(TR), then we have  = n. By the minimality of  = n, we have
ExtmR(X,T ) = 0 for any m = . Therefore, the complex HomR(T•, T ) gives a finitely
generated projective resolution of the module S ExtR(X,T ). If we apply the functor
HomS(?, T ) again, then this projective resolution becomes the original add(TR)-complex.
Therefore, we have
ExtmS
(
ExtR(X,T ), T
)
R
∼=
{
XR · · · · · · m= ,
0 · · · · · · m = .
It is easy to see that the above isomorphism has naturality on XR . ✷
Theorem 8.2. Suppose that id(ST )= id(TR)=  and further that STR has the Auslander’s
-Gorenstein property. Then any module in the class H(TR) is artinian.
T. Wakamatsu / Journal of Algebra 275 (2004) 3–39 39Proof. We prove that any module in the classH(TR) satisfies descending chain condition
on submodules. Assume thatX ∈H(TR) and YR ⊆XR . By the previous result, the functor
Ext(?, T ) induces a duality between H(ST ) and H(TR). Therefore, the isomorphism
ExtS
(
ExtR(X,T ), T
)
R
∼=XR
holds. Hence, by the Auslander’s -Gorenstein property, we have Y ∈ H(TR). Further,
since Ext+1R (?, T ) = 0, the functor ExtR(?, T ) maps any proper injection to a proper
surjection. From this, we know that any descending chain of submodules of XR
corresponds to an ascending chain of submodules of the noetherian module S ExtR(X,T )
and XR must satisfy descending chain condition on submodules. ✷
In the above situation, as mentioned in the introduction, we call any module in the class
H(TR) or H(ST ) a holomorphic module for a tilting module STR .
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