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It is now experimentally possible to entangle thousands of qubits, and efficiently measure each
qubit in parallel in a distinct basis. To fully characterize an unknown entangled state of n qubits,
one requires an exponential number of measurements in n, which is experimentally unfeasible even
for modest system sizes. By leveraging (i) that single-qubit measurements can be made in parallel,
and (ii) the theory of perfect hash families, we show that all k-qubit reduced density matrices of an
n qubit state can be determined with at most eO(k) log2(n) rounds of parallel measurements. We
provide concrete measurement protocols which realize this bound. As an example, we argue that
with current experiments, the entanglement between every pair of qubits in a system of 1000 qubits
could be measured and completely characterized in a few days. This corresponds to completely
characterizing entanglement of nearly half a million pairs of qubits.
PACS numbers: 03.65.Ud, 03.67.Lx, 06.20.Dk
I. INTRODUCTION
Recently there have been remarkable advances in the
construction and control of intermediate-scale quantum
systems containing several hundred or even thousands of
entangled qubits [1–5]. The qubits come from a variety of
systems, including interacting electronic spins, quantized
fluxes, and spatial modes of photons. But what about
measuring the state of such systems, and documenting
their entanglement?
To characterize an unknown n-qubit state completely
using quantum tomography requires a number of paral-
lel measurements which grows exponentially with n [7, 8].
That exponential growth renders quantum tomography
for many-body systems completely impractical even for
modest system sizes. Indeed, full quantum tomography
has not been performed for more than 10 qubits [6].
Some limited classes of quantum states featuring a priori
constrained patterns of entanglement allow tomography
with parametrically fewer measurements (for instance,
see [9, 10]), but most experimental systems do not pro-
duce states of those kinds. There are ingenious protocols
which can characterize expectation values of an unknown
quantum state more efficiently [11], but they require en-
tangled non-demolition measurements and are not exper-
imentally realistic for appreciably-sized systems. Thus,
there is a significant gap between our ability to produce
massively entangled states in controlled settings, and our
ability to characterize that entanglement quantitatively.
∗Electronic address: jcotler@stanford.edu
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What can be done is to address the individual qubits
of a system in parallel, and to measure each in a cho-
sen basis of C2. Suppose we want to measure all k-qubit
reduced density matrices of an n-qubit system. Access
to these density matrices would enable us to completely
characterize all k-qubit entanglement present in the n-
qubit system. There are
(
n
k
)
such k-qubit reduced density
matrices, and if k is small relative to n then
(
n
k
) ∼ nk.
Performing a k-qubit tomography requires eO(k) mea-
surements, and so na¨ıvely we require eO(k)
(
n
k
) ∼ eO(k)nk
measurements to obtain all k-qubit reduced density ma-
trices. Even for k = 2, it would not be practical to make
so many measurements once n exceeds a hundred qubits.
This count, however, ignores the power of parallelism.
If we measure non-overlapping k-qubit subsystems in par-
allel we can get by with fewer measurements, but that
only reduces the total number of required measurements
by a multiplicative factor of n/k. At first sight, it ap-
pears problematic that the set of all k-qubit subsystems
is highly overlapping. In fact, it is a tremendous ad-
vantage. Measuring a particular k-qubit subsystem pro-
vides us information about all other k-qubit subsystems
which overlap with it. Here we present a method to
organize that information. We call it “quantum over-
lapping tomography” (QOT). Using QOT, we can mea-
sure all k-qubit reduced density matrices with at most
eO(k) log2(n) measurements. Our QOT protocols only
require measuring each qubit in a distinct basis (i.e., a
product measurement) in parallel, with judiciously cho-
sen measurement settings. The measurements can be effi-
ciently post-processed to reconstruct all k-qubit reduced
density matrices. QOT easily adapts to qudits (i.e., d-
level systems) in place of qubits. (n, k) families of perfect
hash functions [12–14] will be a crucial tool in our mea-
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2surement procedure. The theory of perfect hash families
has been well-studied in theoretical computer science for
over thirty years, and is used in database management
[12–25].
We will begin by reviewing quantum tomography, and
then provide a probabilistic argument for the scaling of
our measurement procedure. We then explain the mea-
surement procedure in explicit mathematical detail for
k = 2, and more briefly for k > 2. Then we describe
its possible realization to measure all 2-qubit entangle-
ment in a system of ultracold atoms, and conclude with
a summary and forward-looking discussion.
II. REVIEW OF QUANTUM TOMOGRAPHY
Here we review the basic essentials of quantum tomog-
raphy (see, for instance, [28]). We focus on the standard
experimental protocol which only requires product mea-
surements, i.e. measuring each qubit independently, since
more sophisticated schemes involving entangled measure-
ments are not presently experimentally feasible. It will
be useful to be very concrete about the measurement
procedure. To begin, we will explicitly explain how to do
quantum tomography for a 2-qubit density matrix.
Suppose we have a 2-qubit density matrix ρ, and that
we want to perform a quantum tomography of it. To do
so, we must be able to produce many copies of ρ, via
some state preparation procedure, quantum source, etc.
Let σαi denote a Pauli operator on the ith site, where
here i = 1, 2 in the 2-qubit case. We have α = 0, 1, 2, 3
where σ0 = 1, σ1 = σx, σ2 = σy, and σ3 = σz, as is
standard. We can write ρ as
ρ =
3∑
α,β=0
tr{(σα1 ⊗ σβ2 ) ρ}σα1 ⊗ σβ2 , (1)
and so to perform a quantum tomography we need to
measure the expectation values tr{(σα1 ⊗σβ2 )ρ}, of which
there are 4 × 4 = 16. We do not need to measure the
α = β = 0 expectation value, since it is guaranteed to be
tr{(1 ⊗ 1)ρ} = 1 since ρ has unit trace. Thus, we only
need to measure 15 expectation values.
First we consider the 1-site expectation values, for
which either α = 0, or β = 0. For example, suppose
we want to measure tr{(σ01 ⊗ σ22)ρ} where we recall that
σ01 = 1. Then we only need to measure the second qubit
in the y-basis, and find that
tr{(σ01 ⊗ σ22)ρ} ≈
1
M
(N2(↑y)−N2(↓y)) , (2)
where N2(↑y) is the number of times we measure the sec-
ond qubit to be up in the y-basis, and N2(↓y) is defined
similarly. The other 1-site expectation values can be ob-
tained in similar fashion.
Now we turn 2-site expectation values for which nei-
ther α nor β equal zero. As an example, considering the
expectation value tr{(σ11 ⊗ σ22)ρ}, we need to measure
the first qubit in the x-basis, and concurrently the sec-
ond qubit in the y-basis. Let N12(↑x , ↑y) be the number
of times we measure both the first qubit to be up in the
x-basis, and the second qubit to be up in the y-basis. The
quantities N12(↑x , ↓y), N12(↓x , ↑y), and N12(↓x , ↓y) are
defined similarly. If we make a total number of measure-
ments M , then we can approximate
tr{(σ11 ⊗ σ22)ρ} ≈
1
M
(N12(↑x , ↑y)−N12(↑x , ↓y)
−N12(↓x , ↑y) +N12(↓x , ↓y)
)
(3)
which becomes exact in the limit of a large number of
measurements M . All other 2-site expectation values,
for which neither α nor β equal zero, can be obtained in
an analogous manner.
Suppose we require M measurements of each expecta-
tion value to obtain ample statistics. If we want to do
a tomography of ρ, which requires measuring 15 expec-
tation values with M measurements each, then na¨ıvely
we require 15M measurements to determine ρ. How-
ever, note that when we measure 2-site expectation val-
ues for which α and β are both non-zero, we can use this
data to extract 1-site expectation values. For instance,
upon collecting data to construct tr{(σ11 ⊗ σ22)ρ}, we can
use that same data to construct both tr{(σ11 ⊗ 1)ρ} and
tr{(1 ⊗ σ22)ρ}. Thus, instead of measuring all 15 expec-
tation values to determine ρ, we effectively only need
to measure 9 expectation values (i.e., the 2-site expec-
tation values where neither α nor β is zero), since we
can reuse their measurements to reconstruct the other
6 expectation values. In summary, we only require 9M
measurements to fully determine ρ.
Now, suppose we have a k-qubit density matrix ρ′.
Writing ρ′ as
ρ′ =
3∑
i1,...,ik=0
tr{(σi11 ⊗ · · · ⊗ σikk ) ρ′}σi11 ⊗ · · · ⊗ σikk , (4)
we evidently need to determine 4k − 1 expectation val-
ues, where we have subtracted 1 since we already know
tr{(1 ⊗ · · · ⊗ 1) ρ′} = 1. Since we obtain each expec-
tation value by multiplying the outputs of k 2-outcome
measurements, we need the probability that each mea-
surement is faulty to be sufficiently small. In particular,
if the probability of a faulty measurement is ∆, then we
want ∆ ∼ 1/k so that k∆ ∼ O(1).
Using a similar procedure as in the 2-qubit case, we
only need to perform M3k total measurements, com-
prised of all combinations of x-basis, y-basis, and z-basis
measurement settings for the k sites, each repeated M
times to gain ample statistics. If we want our approxi-
mations to all terms tr{(σi11 ⊗ · · · ⊗ σikk ) ρ′} to be within
ε of their true values with constant probability close to
1, then by the Chernoff-Hoeffding inequality and a union
bound, we require M to be at most ∼ k/ε2. We will re-
view the Chernoff-Hoeffding inequality in the Appendix.
3In summary, we require eO(k) measurements to perform
a quantum tomography on k qubits.
III. PROBABILISTIC ARGUMENT
In the last section, we saw that to perform a quantum
tomography on k qubits, we needed to perform measure-
ments for all combinations of the measurement settings
(either the x-basis, y-basis, or z-basis for each qubit),
i.e. varying the measurement basis of each qubit inde-
pendently. Since there are three bases for each qubit and
k total qubits, we required 3k measurements, times a
multiplicative factor of M to build up enough statistics.
Given a system of n qubits, we would like to mea-
sure all of its k-qubit reduced density matrices. Defin-
ing [n] := {1, ..., n}, we consider a surjective function
f : [n]→ [k] which assigns a number 1 through k to each
qubit. (Surjective means that for each number 1 through
k, there is at least one qubit assigned that value.) Sup-
pose we do a round of M3k measurements as follows. The
function f provides a partition of our system into k sets
P1, ..., Pk, where each set contains qubits assigned the
same number by f . For instance, S1 contains all qubits
assigned to the number 1. We pick a basis (x, y or z)
for each set, and measure all qubits in that set in the
selected basis. For example, one parallel measurement
may consist of measuring all P1 qubits in the x-basis, all
P2 qubits in the z-basis, and so on. There are 3
k ways of
assigning measurement settings (i.e., a choice of basis) to
the sets P1, ..., Pk, corresponding to 3
k parallel measure-
ments. We can repeat each set of parallel measurements
M times to gain statistics.
After these measurements, what have we learned?
Consider a k-qubit subsystem of the n qubits, where each
of the k qubits was assigned to a distinct set Pi. Then
the aforementioned round of M3k measurements is suf-
ficient to determine the k-qubit reduced density matrix
of such a subsystem. More concretely, suppose for illus-
tration that |P1| = |P2| = · · · = |Pk|, meaning that f
equipartitions the n qubits into k sets of size n/k each.
How many k-qubit subsystems have each qubit residing
in a distinct set? To construct such subsystems, we can
choose one qubit from P1, one qubit from P2, and so on
through Pk. There are clearly (n/k)
k combinations, and
hence (n/k)k such subsystems. Therefore, our M3k mea-
surements have allowed us to determine (n/k)k k-qubit
density matrices! To appreciate this, note that the na¨ıve
parallelization strategy of concurrently performing quan-
tum tomography on disjoint k-qubit subsystems only al-
lows us to learn (n/k) k-qubit density matrices per M3k
measurements.
Now we turn to constructing all
(
n
k
)
of the k-qubit
reduced density matrices of the n-qubit system. (Note
that (n/k)k <
(
n
k
)
, so we are not done yet.) To formalize
the problem, suppose we have a family of N functions
f1, ..., fN , each taking [n]→ [k]. These functions form an
(n, k) family of perfect hash functions if for any subset S
of [n] where |S| = k (i.e., S contains k elements), there
there is some fi in the family which is injective on S [12–
14]. For us, this means that for any given subsystem of
k qubits, there is at least one function fi in the family
which assigns each qubit in that subsystem to a distinct
number 1 through k.
Given such a family of functions f1, ..., fN , the ap-
proach of QOT is to run the procedure explained at the
beginning of this section for each fi. This entails making
a total of NM3k total measurements, and allows us to
determine all possible k-qubit reduced density matrices.
Then a crucial question is, what is the smallest N for
which we can construct an (n, k) family of perfect hash
functions?
To construct a bound on N , we present a simple proba-
bilistic argument, although there are more sophisticated
bounds in the literature [14, 16, 26, 27]. Suppose we
choose each fi randomly, i.e. fi assigns each qubit to a
number 1 through k uniformly at random. We can ask:
given N random functions f1, ..., fN , what is the proba-
bility that some subset S of [n] where |S| = k has not
been assigned in a 1-to-1 manner to [k] by a function
occurring so far?
We proceed in steps. Consider a particular subset S
of [n] where |S| = k. What is the probability that f1
is 1-to-1 on S? There are k! ways to map each element
of S to a distinct element of [k], and there are kk maps
from S → [k]. So the probability that f1 is 1-to-1 on S
is k!/kk. Therefore, the probability that f1 is not 1-to-1
on S is (1 − k!/kk). Then the probability that each of
f1, ..., fN is not 1-to-1 on S is (1− k!/kk)N . Finally, the
probability that each of f1, ..., fN is not 1-to-1 on some
subset S of [n] of size k is at most
(
n
k
)
(1− k!/kk)N . We
would like this probability to be small, say less than some
small parameter δ :(
n
k
)(
1− k!
kk
)N
< δ . (5)
We immediately find that N needs to be at most
N < eO(k)
(
1
k
log(1/δ) + log(n)
)
(6)
which in turn implies that we require M eO(k) log(n)
measurements to determine all k-qubit reduced den-
sity matrices of an n-qubit system using QOT. Using
the Chernoff-Hoeffding inequality and a union bound
(see Appendix), if we want to determine all terms
tr{(σi11 ⊗ · · · ⊗ σikk ) ρ′} within ε of their true values
with constant probability close to 1, then we require
M ∼ k log(n)/ε2. Therefore, the total number of mea-
surements is eO(k) log2(n).
There is a substantial literature which constructs ex-
plicit and efficiently computable (n, k) families of perfect
hash functions which satisfy the bound in Eqn. (6), such
as [12–25]. In the next section, we explain the simplest
example, namely an explicit (n, 2) family of perfect hash
functions of size dlog2(n)e, which is well-known.
4IV. QOT FOR k = 2
In this section, we provide a QOT procedure for mea-
suring all 2-qubit reduced density matrices with only
(3M+6Mdlog2(n)e) measurements, for M ∼ 2 log(n)/ε2
as mentioned in the previous section. We consider a sim-
ple but very useful example of an (n, 2) family of per-
fect hash functions, comprised of q = dlog2(n)e func-
tions f1, ..., fq each taking [n] → {0, 1}. (In our previ-
ous notation, we would have said that the functions take
[n] → [2] = {1, 2}, but here we instead use {0, 1} as the
codomain for convenience.) The function fi is defined by
fi(j) = ith digit in the binary expansion of (j−1) . (7)
Here we are implicitly representing (j − 1) by a q-bit
string, and by the ith digit we mean the ith most signif-
icant digit. For instance, if we consider a (16, 2) family
so that q = 4, then f1(5) = 0, f2(5) = 1, f3(5) = 0 and
f4(5) = 0. This follows from the fact that 4 = 5 − 1
can be expressed as the q-bit string 0100. The functions
f1, f2, f3, f4 are depicted in Fig. 1.
Suppose that we have n qubits, and that we want
to perform quantum tomography on every 2-qubit
reduced density matrix using QOT. We consider an
(n, 2) family of perfect hash functions given by Eqn. (7)
with q = dlog2(n)e. The procedure is as follows:
Step 1: Measure all qubits in the x-basis, y-basis,
and z-basis, each M times. Since all of the qubits
can be measured in parallel, this corresponds to 3M
measurements.
Step 2: This step will be divided into q substeps,
2.1, ..., 2.q. For each j = 1, ..., q, Step 2.j is as follows.
Consider the function fj . If a qubit is assigned to 0 by
fj , then we call the qubit “red”. Similarly, if a qubit is
assigned to 1 by fj , then we call the qubit “blue”. Then
we perform the following 9 measurements, M times
each:
• Measure each red qubit in the x-basis, and each
blue qubit in the y-basis.
• Measure each red qubit in the y-basis, and each
blue qubit in the x-basis.
• Measure each red qubit in the x-basis, and each
blue qubit in the z-basis.
• Measure each red qubit in the z-basis, and each
blue qubit in the x-basis.
• Measure each red qubit in the y-basis, and each
blue qubit in the z-basis.
• Measure each red qubit in the z-basis, and each
blue qubit in the y-basis.
FIG. 1: A visual depiction of the (16, 2) family of perfect
hash functions given by f1, f2, f3, f4 from Eqn. (7). The four
functions in the family are displayed in order in (a)–(d), where
red corresponds to 0 and blue corresponds to 1. Note that for
any pair (i, j) for 1 ≤ i, j ≤ 16 and i 6= j, there is at least one
function for which i and j are assigned distinct colors.
Due to parallelization, each Step 2.j corresponds to 6M
measurements, and thus 6Mq = 6Mdlog2(n)e measure-
ments total for all of Step 2.
Step 3: Steps 1 and 2 collect all of the data we need,
and only require a total of 3M + 6Mdlog2(n)e measure-
ments. Suppose we want to reconstruct the reduced den-
sity matrix ρrs of the rth qubit and the sth qubit, for
1 ≤ r, s ≤ n and of course r 6= s. Note that the q-bit
binary representation of (r − 1) and (s − 1) must differ
on at least one bit, since r and s are distinct numbers.
Suppose that (r − 1) and (s− 1) differ on their tth bits.
Then:
• To obtain tr{(1r ⊗ σxs )ρrs}, tr{(1r ⊗ σys )ρrs},
tr{(1r⊗σzs )ρrs}, tr{(σxr ⊗1s)ρrs}, tr{(σyr⊗1s)ρrs},
tr{(σzr ⊗ 1s)ρrs}, we use the data collected from
Steps 1 and 2.
• To obtain tr{(σxr ⊗ σxs )ρrs}, tr{(σyr ⊗ σys )ρrs},
tr{(σzr ⊗ σzs )ρrs}, we use the data collected from
Step 1.
• To obtain tr{(σxr ⊗ σys )ρrs}, tr{(σyr ⊗ σxs )ρrs},
tr{(σxr⊗σzs )ρrs}, tr{(σzr⊗σxs )ρrs}, tr{(σyr⊗σzs )ρrs},
tr{(σzr ⊗ σys )ρrs}, we use the data collected from
Step 2.t.
Then we can reconstruct ρrs using
ρrs =
3∑
α,β=0
tr{(σαr ⊗ σβs ) ρrs}σαr ⊗ σβs . (8)
5Once we have all of the 2-qubit reduced density matrices
at hand, we can analyze their bipartite entanglement.
For instance, there are explicit formulas for computing
the entanglement of formation [29] and related quanti-
ties [30, 31]. One can then study, for example, how en-
tanglement varies as the qubits comprising the 2-qubit
subsystem are chosen to be further apart in space.
V. QOT FOR ARBITRARY k
To perform QOT to determine all k-qubit reduced den-
sity matrices of an n-qubit system, one proceeds in the
same way as in the previous section, but instead utiliz-
ing an (n, k) family of perfect hash functions. In the
language of the previous section, each function fi in the
family assigns each qubit to one of k “colors”, i.e. red,
blue, green, etc. The procedure generalizes in the obvious
way. Then the total number of required measurements
scales as M eO(k) log(n) ∼ eO(k) log2(n), which has an
n-dependence significantly better than even shadow to-
mography applied to measuring subsystems [11]. Such a
shadow tomography would require O(n polylog(n)) mea-
surements.
For k > 2, constructing (n, k) families of perfect hash
functions which contain as few functions as possible can
be a difficult task. Luckily, there is an extensive literature
on constructing such families, and we refer the reader to
[12–25]. Also, there is a web page providing a list of the
smallest known (n, k) families for various values of n and
k [32].
Let us make several comments. First, consider an algo-
rithm, such as [18], for efficiently constructing (n, k) fam-
ilies of perfect hash functions with at most eO(k) log(n)
functions. (It is known how to do slightly better than
this asymptotically; for instance, see [19].) Note that the
bound eO(k) log(n) on the number of functions is asymp-
totic, and so there is no guarantee on the optimality of
the size of the hash family for fixed finite values of n and
k. For QOT, we ideally desire (n, k) families of perfect
hash functions which contain as few functions as possi-
ble, for particular values of n and k. Of course, subopti-
mal constructions of families suffice in practice, although
they entail making more measurements than is in princi-
ple necessary.
While it is sensible to find (n, k) families which are as
small as possible, there are circumstances in which other
properties are desirable. As an example, note that for
an (n, k) perfect family f1, ..., fN , for a given S ⊂ [n]
with |S| = k, we are only guaranteed that at least one fi
is 1-to-1 on S. However, suppose that T of the func-
tions are 1-to-1 on S. If this was the case for every
|S| = k, then we could reduce the number of measure-
ment repetitions from M to M/T . So instead of requiring
M eO(k) log(n) measurements (here we are being more ex-
plicit about the M -dependence), we would only require
(M/T ) eO(k) log(n) measurements. Finding (n, k) fami-
lies with this T -property is difficult, but there is a useful
approximate notion. A (δ, T )–balanced (n, k) family of
perfect hash functions f1, ..., fN has the property that for
every S in [n] where |S| = k, there are between T/δ and
δT functions which are 1-to-1 on S [25]. For any given
δ > 1, [25] provides a construction of a (δ, T )–balanced
(n, k) family of size eO(k log log(k)) log(n), where T is de-
termined by the construction. This would allow for QOT
with (M/T ) eO(k log log(k)) log(n) measurements, which in
certain parameter regimes would require less measure-
ments than the non-balanced case.
A different generalization involves (n, t, k) families of
perfect hash functions, where n ≥ t ≥ k. These are
a family of functions f1, ..., fN , each taking [n] → [t],
such that for any subset S of [n] where |S| = t, there
is some fi which is injective on S. (That is, fi maps
each element of S to a different element of [t].) The
(n, k) families previously described correspond to (n, k, k)
families of this more general kind. In QOT, the number of
required measurements scales exponentially with t, and
so it appears that we should choose t as small as possible,
namely to be k. The brings us back to the (n, k) perfect
hash families discussed above. However, for (i) particular
values of (n, t, k), or (ii) if we are performing QOT with
a restricted class of all k-site expectation values which
requires less than eO(t) measurements, then it may be
advantageous to leverage (n, t, k) families to reduce the
total number of measurements.
VI. EXPERIMENTAL PROSPECTS
Here we estimate the practical potential of QOT based
on currently attainable technology. Consider an ultracold
atom system with spin-1/2 degrees of freedom, which we
can prepare in the ground state of a local Hamiltonian
and then probe with a quantum gas microscope (for a
review, see [33]). In arrays of neutral atoms configured
using optical tweezers [5, 34] or in arrays of optically
trapped ions [35], each measurement round takes at most
a few hundred milliseconds. A single cycle of the experi-
mental protocol can be significantly faster, even for sys-
tems sizes up to hundreds or even thousands of atoms.
Concretely, let us choose n = 1024 qubits, subsystems of
size k = 2, and M = 16,000, so that around 97% of the
time all measured expectation values are within 0.05 of
their true values. (See Appendix for more details on the
estimation of M .) Then the k = 2 QOT protocol in Sec-
tion IV requires 1,000,800 measurement rounds. Assum-
ing 250 milliseconds per measurement round, k = 2 QOT
could be performed in a block of 3 days. By contrast,
the na¨ıve strategy of measuring non-overlapping 2-qubit
subsystems in parallel with similar error probabilities re-
quires M = 5,500 and thus 9M
(
n
2
)
/(n/2) = 50,638,500
total measurement rounds, which would take nearly 21
weeks nonstop. Thus, QOT would enable measurement
of entanglement between 499,500 pairs of qubits compris-
ing a many-body quantum state. (It would be especially
interesting to use 2D or 3D arrays, since in the higher-
6dimensional setting it is easier to trap a large number
of atoms, and also more interesting to characterize low-
energy eigenstates of experimentally realizable Hamilto-
nians.) Even for n of 1000 or more, it is possible using
QOT to measure every 2-qubit reduced density matrix
ρrs, and thus to characterize their entanglement precisely
[29]. One expects that in the ground state many pairs
will be entangled.
VII. SUMMARY AND DISCUSSION
QOT provides efficient protocols to measure many-
body correlations and entanglement in systems with large
numbers of degrees of freedom. We anticipate that QOT
will be a useful tool for experimental characterization of
many-body quantum states.
Several adaptations of QOT may be interesting to con-
sider. Systems with symmetry obey constraints and se-
lection rules which might be exploited to streamline the
protocol. One might also try to focus on local entangle-
ment, in systems where long-range entanglement is not
significant. This poses interesting mathematical prob-
lems. For example, given an n-qubit state on a lattice,
how do we efficiently measure all k-qubit reduced den-
sity matrices, for k-qubit subsystems where every pair of
qubits is at most a distance d apart? Taking geometric
constraints into account would require a generalization
of (n, k) families of perfect hash functions, entailing the
additional data of (i) a weighted graph G representing
the geometry, and (ii) a distance d which serves as the
maximum diameter of the k-qubit subsystems. As one
example, if we wanted to measure all nearest-neighbor
correlation functions (i.e., d = 2) of an n-qubit system
on a square lattice, then we only require M measure-
ments. The corresponding “coloring” of the n qubits is
to color every other site as red, and color the remaining
sites blue, forming an alternating checkerboard pattern.
Since QOT allows us to efficiently measure all k-point
functions of a system, it would be natural to use QOT to
diagnose long-range order and critical behavior. A mod-
ification of the QOT protocols may be useful to focus on
special types of non-local order parameters (for instance,
string-like products) which appear in the classification of
topological order (see e.g. [36–38]).
QOT can be applied to measuring expectation values
of k-local Hamiltonians, such as those which appear in
quantum and classical versions of k-SAT [39, 40] and in
recent work on quantum machine learning [41–47]. Also,
QOT can supply needed input for the quantum marginal
problem (see [48, 49] for recent overviews, and [50] for
applications in tomography), in which one tries to deter-
mine a quantum state as well as possible given its reduced
density matrices up to a given size.
Finally, one should be able to adapt QOT to quantum
channel tomography. There has been recent work in the
direction of diagnosing quantum channels via k-point
marginals [51, 52], and so QOT may be useful in this
context.
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8Appendix: Application of the Chernoff-Hoeffding Inequality
One version of the Chernoff-Hoeffding inequality is as follows. Given M i.i.d. random variables Xj , each valued on
[a, b], let Y = 1M
∑M
j=1Xj . Then
Pr [ |Y − E[Y ]| > ε] ≤ 2 exp
(
− 2M ε
2
(b− a)2
)
. (9)
In words, the probability that Y deviates from its expected value E[Y ] by more than ε is exponentially suppressed in
M ε2.
In the setting of this paper, we want to measure expectation values tr{(σi11 ⊗ · · · ⊗ σikk ) ρ′} for each of
(
n
k
)
k-qubit
subsystems. The expectation values are each valued in [−1, 1]. There are (4k − 1)(nk) such (non-trivial) expectation
values. Let X
(i)
j for i = 1, ..., (4
k − 1)(nk) and j = 1, ...,M denote the outcome of a measurement of one of the
expectation values (i.e., the ith one) during the jth round of measurement. So our estimate of the ith expectation
value is Y (i) = 1M
∑M
j=1X
(i)
j . Note that by our measurement protocol, each X
(i)
j is valued in the discrete set {−1, 1},
and thus also lives in the interval [−1, 1]. Also, for fixed i, the random variables X(i)1 , ..., X(i)M are i.i.d. since they
correspond to outcomes of independent, sequential measurements. On the other hand, for fixed j, the random variables
X
(i)
j and X
(i′)
j for i 6= i′ will not be i.i.d. if they correspond to overlapping correlation functions.
Using the Chernoff-Hoeffding inequality in Eqn. (9), we find that our estimate of the ith expectation value (for
i = 1, ..., (4k − 1)(nk) ) is
Pr
[
|Y (i) − E[Y (i)]| > ε
]
≤ 2 exp
(
−M ε
2
2
)
. (10)
and by a union bound
Pr
[
|Y (i) − E[Y (i)]| > ε for all i
]
≤
(4k−1)(nk)∑
i=1
Pr
[
|Y (i) − E[Y (i)]| > ε
]
(11)
≤ 2(4k − 1)
(
n
k
)
exp
(
−M ε
2
2
)
. (12)
If we want the right-hand side to be at most some small number δ, then we set
M =
2
ε2
log
(
2 (4k − 1)
(
n
k
))
∼ 1
ε2
k log(n) . (13)
