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Introduction
In environmental studies, interest may centre on temporal changes in the joint distribution of a group of variables such as contaminants (Misra et al., 1989) or species densities (Solow, 1993) . Intuitively, the group of variables may jointly exhibit a trend not evident from simple plots of the individual variables against time. The problem is how to extract and assess this underlying trend. Here we consider linear projections of the data, chosen to maximize the variance explained by a fitted smoother -a non-parametric line which captures the general movement in a series of observations. The method and an outline of possible tests of the significance of the fitted trend are described and applied to densities of different groups of phytoplankton observed over a 13-month period and used to contrast the trends observed at two groups of stations in the southern North Sea.
Methods
Defining trends in multiple time series Let the n p matrix Y represent a p-dimensional multivariate time series observed on n occasions with constant variance-covariance matrix. Our objective is to find a linear transformation y a =Ya (1) so that the trend in the 1-dimensional vector y is, in some sense, maximized. We use bold upper case to denote matrices, bold lower case for vectors, and the subscript a on y to remind us that y a depends on the choice of a. Various methods have been developed for assessing trends in multivariate data (e.g. Box and Tiao, 1977; Pena and Box, 1987) . The least formal one is to choose a to maximize the smoothness in y a , measured by the lag-one autocorrelation (Shapiro and Switzer, 1989) . Solow (1993) extended this method to the analysis of compositional data.
The method we adopt here is to choose a to maximize the variance explained by a linear smoother (Hastie and Tibshirani, 1990) fitted to y a . Compared with the autocorrelation approach, this method has the advantage that data need not be regularly spaced in time, and may be less sensitive to isolated outlying observations. The method can also be extended to provide tests of linear and non-linear trends. For other applications of smoothers in monitoring, see McLeod et al. (1991) and Nicholson and Fryer (1996) .
Linear smoothers can be written as Sy, where S is a known n n smoothing matrix determined by the choice of smoother, the required degree of smoothing and the times at which observations have been made. We also define I as the n n identity matrix and K as the n n matrix with all elements equal to 1/n. These can be thought of as special cases of smoothers. Matrix I simply recreates the data, providing no smoothing. Matrix K fits the average value of y, corresponding to the null hypothesis of no trend. The corresponding residual sum of squares from fitting K is a R K a=y a (I-K) (I-K)y a
where
Similarly, the residual sum of squares from the fitted smoother using S is given by
Then maximizing the variance explained corresponds to choosing a to maximize
Since scaling is arbitrary, a specific solution can be obtained by maximizing a (R K -R S )a subject to a R S a=1 and making the sign of the first element of a positive. The solution is a 1 , the eigenvector corresponding to the largest eigenvalue of R S 1 (R K -R S ), 1 . We can also find a 2 orthogonal to a 1 , corresponding to the second-largest eigenvalue, 2 , producing the second-largest explained variation, and so on.
The process is analogous to that used in many multivariate methods, such as principal components analysis or canonical discriminant analysis (see Chatfield and Collins, 1980) . Both produce linear transformations of the form y=Ya. In principal components analysis a is chosen to maximize the variance of y, and in canonical discriminant analysis a is chosen to maximize the variation between the groups we want to discriminate between. In the method described here, a is chosen to maximize the variance explained by the trend in y.
The required computations are relatively simple. Having constructed the smoothing matrix S, the eigenvectors and eigenvalues of the derived matrix R S 1 (R K -R S ) can be extracted in many mathematics and statistics packages. The next section describes how the eigenvalues can be used to provide some simple and meaningful tests of the fitted trend.
Tests of significance of linear and non-linear trends
To test the overall significance of the trend, we will use the trace of R S 1 (R K -R S ) given by Morrison (1967) discusses this test and others, and describes an asymptotic chi-squared test of this statistic. However, for the short data series in our application, we use simulated critical values, i.e., we generated 10 000 replicates of the test statistic under the null hypothesis (no trend) assuming a multivariate lognormal distribution with covariance matrix estimated from the data.
The critical values were taken as the 95th percentile of the empirical distribution of the test statistic.
We can also partition tr
1 . The largest eigenvalue is often used as a test statistic in its own right, but here we partition the trace to provide a test of the dimensionality of any trend, i.e., whether we need only consider a trend corresponding to the first eigenvector, or whether trends corresponding to the second and possibly subsequent eigenvectors are also significant. Morrison (1967) provides critical values for the largest eigenvalue, but again we use simulated values.
The trace of R S 1 (R K -R S ) can also be partitioned to provide simple tests of linear and non-linear trends. To do this, we note that linear regression is a special case of a smoother, with smoothing matrix L defined as
where X is the usual regression design matrix (Draper and Smith, 1981) . Writing
we can use tr[R S 1 (R K -R L )] to test the projected linear trend. Further, we can write
and hence
That is, the overall trace can be partitioned into the contribution of variance due to a linear trend, and to the additional variance due to any non-linear trend. Again we have simulated critical values for these statistics.
Note that the null and linear models are not nested within the model for the smoother. Hence the matrices R S 1 (R K -R S ) and R S 1 (R L -R S ) are not necessarily positive; definite and negative eigenvalues can occur.
Materials
The data analysed here were collected as part of the British NERC North Sea Project and are described in more detail in Charnock et al. (1994) . Phytoplankton were surveyed at several stations at approximately monthly intervals between August 1988 and September 1989. Here we analyse and compare data collected in the southern North Sea. The data were pooled from two stations (denoted AB and AC in Charnock et al., 1990) in the offshore (western) area and three stations (denoted AU, AV, and AW) off the Dutch coast (eastern area; Fig. 1 ), and aggregated into five major species groups: diatoms, flagellates, dinoflagellates, ciliates, and ''others''. In the western area, the ''others'' group consisted exclusively of cyanobacteria. More detailed information about species composition is given in Mills et al. (1994) .
Results
Each area contained 13 observations. The analyses were made on a log (density) scale. Figure 2a , b shows the individual time series of log densities for the two areas plotted against day number counted from 4 August 1988, the start of the first survey. To avoid problems when taking logarithms, zeroes were replaced by a value of half of the smallest observed densities. Table 1 summarizes the anti-logged mean log (densities) for each species group and area.
The smoothing matrix (S) was constructed using the formula for a loess smoother (Cleveland, 1979) with a span across seven observations. See Hastie and Tibshirani (1990) for a detailed description and a discussion of the choice of smoother and degrees of freedom. This resulted in approximately 3 degrees of freedom for the fitted smoother. Table 2 gives the results of the analysis of log density by area. Table 3 gives the results of the different tests. Both areas show significant nonlinear trends. In the western area, only the trend corresponding to the first eigenvector is significant. In the eastern area, there is evidence of trends in more than one dimension: the first two eigenvalues are large, but, after the second, the remaining eigenvalues are small. Figure 3a , b shows the trends in the two areas corresponding to the first eigenvectors. Each plot gives the projected observed values and the fitted smoother. The trends appear to be different. Discussion Howarth et al. (1994) summarize the climatic and physical conditions that prevailed during the survey period and contrast the two areas. Essentially, autumn 1988 (first quarter of the series) was cooler than average, whereas temperatures throughout 1989 were between 1 and 2 C warmer than average. The weather also tended to be drier and less windy than usual. The eastern area was more productive than the western one, possibly due to the higher levels of light and nutrients, with a movement of unexploited nutrients from the more turbid waters of the west to the east. Table 1 clearly indicates a greater biomass in the eastern area, with the exception of species in the ''others'' group. This category included cyanobacteria, which were prevalent in the western area throughout the survey period. However, the method suggests that there are also differences in the trends in species composition.
The species-group loadings in the first and second eigenvectors (Table 2) indicate both positive and negative, and large and small loadings, with no obvious interpretation. We attempted to simplify the loadings using Varimax rotation (Chatfield and Collins, 1980) , but no clear pattern emerged. However, some informal interpretation of the first eigenvector can be made. Roughly, the trends are of a contrast, i.e. there is a trend in the relative composition of the species groups, measured by the difference between those species groups with positive loadings and those with negative loadings. These positive and negative components of the trends are plotted separately in Figure 4a , b for the two areas to show more clearly how the trends in first eigenvalues (Fig. 3a, b) differ. In the western area, the trend is predominantly in the positive component (mostly diatoms and flagellates), and follows a predictable decline from autumn to winter followed by an increase in spring. This is contrasted against a relatively constant level of ciliates and ''others''. The pattern is more complex in the eastern area. A similar seasonal pattern emerges in the positive component (diatoms and flagellates), but this is now contrasted against a quite different pattern in the negative component (ciliates, ''others'', and dinoflagellates), which decreased from the high level observed in autumn 1988. From this application, the method looks promising. An informal comparison of the fitted trends with those obtained using the criterion of maximized autocorrelation for defining smoothness (Solow and Nicholson, 1994) showed the results to be similar. However, using a smoother has the advantage of providing a suite of simple tests, including tests of linear and non-linear trends.
These tests require further study. For small samples, asymptotic tests may be unreliable, and although simulated critical values can be constructed, there is a large computational overhead. Alternatively, bootstrapped critical values (Efron and Tibshirani, 1993) could be used with the advantage of avoiding distributional assumptions, although, again, these call for intensive computation. Some guidelines on when these methods are necessary would be useful. 
