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Introduction and preliminary results
Throughout this paper G = (V, E) will be an undirected graph. We begin by recalling some standard definitions from domination theory. For any vertex v ∈ V , the open neighborhood of v, denoted N G (v), is { u ∈ V | uv ∈ E }. The closed neighborhood of v, denoted N G [v] , is the set A set S is an independent set if no two vertices in S are adjacent; S is a dominating set if N [S] = V , or, equivalently, if for every vertex u ∈ V − S, there exists v ∈ S such that uv ∈ E. Further, S is a connected dominating set if S is dominating and S , the subgraph induced by S, is connected.
The vertex independence number of G, denoted β(G), is max{ |S| | S is an independent set of G }. The independent domination number of G, denoted i(G), is min{ |S| | S is a maximal independent set of G } (or, equivalently, min{ |S| | S is an independent dominating set of G }).
The domination number of G, denoted γ(G), is min{ |S| | S is a dominating set of G }, while the upper domination number of G, denoted Γ(G), is max{ |S| | S is a minimal dominating set of G }.
The connected domination number of G, denoted γ c (G), is min{ |S| | S is a minimal connected dominating set of G }.
Finally, recall that a vertex cover for G is a set S such that whenever uv ∈ E, then u ∈ S or v ∈ S. The vertex covering number of G, denoted α 0 (G), is min{ |S| | S is a minimal vertex cover of G }, while the upper vertex covering number of G, denoted α + 0 (G), is max{ |S| | S is a minimal vertex cover of G }.
It is well known that some of these parameters are related as follows.
Theorem 1 For any graph G, γ(G) ≤ i(G) ≤ β(G) ≤ Γ(G) and γ(G) ≤ γ c (G).
The purpose of this paper is to develop the properties of a graph domination parameter γ w which lies "between" γ and γ c , as well as several related parameters. These new parameters, the first of which was defined by Grossman in [7] , arise by weakening the notion of the connectedness of a set of vertices. As is explained in [7] , the motivation for looking at this interesting concept of weak connectedness comes originally from a long-standing conjecture about a special class of Eulerian tours in triangulations of the plane, but it has independent appeal, as this paper hopes to demonstrate. In particular, we will explore how these new parameters fit into the wealth of computational complexity results in graph domination, and we will obtain some bounds on their values. Related results can be found in [7] .
From now on, G = (V, E) will be assumed to be connected, with S ⊆ V . The subgraph weakly induced by S is the graph
). Notice that every edge in S w has at least one of its endvertices in S. Furthermore, notice that S w is the union of the closed stars at the vertices in S, but is in general not the graph induced by the closed neighborhoods of vertices in S (because some edges joining two neighbors of a vertex in S may fail to be present). A set S is a weakly-connected dominating set of G if S is dominating and S w is connected. The weakly-connected domination number of G, denoted γ w (G), is min{ |S| | S is a weakly-connected dominating set of G }. The upper weakly-connected domination number of G, denoted Γ w (G), is max{ |S| | S is a minimal weakly-connected dominating set of G }.
Proposition 2
Every connected graph has a weakly-connected independent dominating set.
Proof (by induction on the order p of the graph). If p = 1, the assertion follows trivially. Assume the inductive hypothesis and let G be a connected graph of order p + 1 ≥ 2. Let v be a noncutvertex of G (which always must exist). Then the subgraph G ′ obtained by deleting v has a weakly-connected independent dominating set D by the inductive hypothesis. If one or more of v's neighbors in G are in D, then D is also a weakly-connected independent dominating set for G; if not, then D ∪ {v} is a weakly-connected independent dominating set for G.
2
Since every connected graph has a weakly-connected independent dominating set, we can define the weakly-connected independent domination number of G, denoted i w (G), as min{ |S| | S is a weaklyconnected independent dominating set of G }. Similarly, the upper weakly-connected independent domination number of G, denoted β w (G), is max{ |S| | S is a weakly-connected independent dominating set of G }.
Let P be a property enjoyed by some of the subsets of V . A subset of V with (resp., without) property P is called a P (resp., P -set). A property P is superhereditary if each superset of a P -set is also a P -set. A subset S of V is called a 1-minimal P -set if S has the property P , but S − {v} is a P -set for all v ∈ S. A subset S of V is called a minimal P -set if S has the property P , but all proper subsets S are P -sets. The following result is proved in [3] .
Proposition 3 Let G be a graph and let P be a superhereditary property. Then a set S ⊆ V (G) is a 1-minimal P -set if and only if S is a minimal P -set.
Notice that the property of being a weakly-connected dominating set is a superhereditary property.
We are now ready to characterize minimal weakly-connected dominating sets, or, equivalently, 1-minimal weakly-connected dominating sets.
Proposition 4 Let S be a weakly-connected dominating set of a graph G. Then S is a minimal weakly-connected dominating set of G if and only if every vertex v ∈ S satisfies at least one of the following two properties:
Proof. Suppose that S is a minimal weakly-connected dominating set and let v ∈ S. Then S − {v} is not a weakly-connected dominating set, so either S − {v} is not a dominating set, in which case there is a vertex w that is only dominated by v (i.e., w ∈ P N [v, S]) or S − {v} w is disconnected. Conversely, if S is a weakly-connected dominating set of G and each v ∈ S satisfies either P 1 or P 2 , then S is certainly a minimal weakly-connected dominating set of G. 2
Proposition 5
If G is a connected graph, then every weakly-connected independent dominating set of G is a minimal weakly-connected dominating set. 
Proof. Let S be a weakly-connected independent dominating set. Then S w is connected, and since v ∈ P N [v, S] for all v ∈ S, each vertex v of S satisfies property P 1 (of Proposition 4). Hence, S is a minimal weakly-connected dominating set of G.
As an immediate consequence, we have
Since every weakly-connected independent dominating set is also maximal independent, we have
All these inequalities can be strict. Indeed, for the tree T of Figure 1 , we have γ w (T ) = 6, i(T ) = 8, i w (T ) = 9, β w (T ) = 11, Γ w (T ) = 12, and β(T ) = 14. On the other hand, we have
Proposition 8
The parameter pairs i and γ w , β and Γ w , and Γ and Γ w are not comparable, even for trees.
Proof. Construct the "elongated double star" T ′ as follows. Let 
For the tree T of Figure 1 , we have i(T ) > γ w (T ) and
It now follows that the parameters Γ and Γ w are incomparable as well. 2
Complexity results
In this section, we show that the problems of computing γ w , i w , β w and Γ w are all NP-hard. We begin with the following decision problem.
WEAKLY-CONNECTED DOMINATING SET (WCDS)
INSTANCE: A connected graph G and a positive integer ℓ. QUESTION: Does G have a weakly-connected dominating set of cardinality at most ℓ?
Theorem 9 WCDS is NP-complete, even for chordal graphs.
Proof. It is obvious that WCDS is in NP. To show that WCDS is an NP-complete problem, we will establish a polynomial transformation from the NP-complete problem (see [6] ) EXACT COVER BY 3-SETS (X3C). Let X = {x 1 , . . . , x 3q } and C = {C 1 , . . . , C m } be an arbitrary instance of X3C, where C j ⊆ X and |C j | = 3 for 1 ≤ j ≤ m. We will construct a chordal graph G and a positive integer ℓ such that this instance of X3C will have an exact cover (i.e., a pairwise disjoint q-subset of C whose union is X) if and only if G has a weakly-connected dominating set of cardinality at most ℓ.
The graph G is constructed as follows. Corresponding to each x i ∈ X associate the single vertex x i . Corresponding to each set C j associate the single vertex c j . The construction of G is completed by adding the edges { x i c j | x i ∈ C j } and edges so that
It is easy to see that the construction of the graph G can be accomplished in polynomial time. All that remains is to show that C contains an exact cover if and only if G has a weakly-connected dominating set of cardinality at most q.
Suppose that C ′ ⊆ C is an exact cover for X. Then it is easily verified that S = { c j | C j ∈ C ′ } is a weakly-connected dominating set of cardinality q.
Suppose, conversely, that S is a weakly-connected dominating set of cardinality at most q. Let S ′ = S ∩ {x 1 , . . . , x 3q }, let S ′′ = S ∩ {c 1 , . . . , c m }, and suppose that
Hence, the number of vertices of X dominated by S is at most 3(q − t) + t = 3q − 2t. Since all of the 3q vertices of X must be dominated, it follows that t = 0 and |S ′′ | = q. This implies that S ⊆ {c 1 , . . . , c m } and |S| = q. It now follows that
Theorem 10 WCDS is NP-complete, even for bipartite graphs.
Proof. The proof is analogous to that of Theorem 9, with the following modifications. Rather than adding all the edges c j c j ′ to G, we add two new vertices y and y ′ and edges yy ′ and yc j for j = 1, . . . , m; and we set ℓ = q + 1. The details are omitted. 2
Next consider the decision problem WEAKLY-CONNECTED INDEPENDENT DOMINATING SET (WCIDS)
INSTANCE: A connected graph G and a positive integer ℓ. QUESTION: Does G have a weakly-connected independent dominating set of cardinality at most ℓ?
Theorem 11 WCIDS is NP-complete.
Proof. It is obvious that WCIDS is a member of NP. To show that WCIDS is an NP-complete problem, we will establish a polynomial transformation from INDEPENDENT DOMINATING SET. Given a graph G with vertex set {x 1 , . . . , x p }, construct the graph G ′ as follows. For i = 1, . . . , p, add the set X i = {u i , v i , w i } and join x i to every vertex of X i . The construction of G ′ is completed by adding a new vertex v and joining v to every vertex of
We show that G has an independent dominating set of cardinality at most k if and only if G ′ has a weakly-connected independent dominating set of cardinality at most ℓ.
Suppose that S is an independent dominating set of G of cardinality at most k, and let S ′ = S ∪{v}. Note that S ′ is an independent dominating set of G ′ of cardinality at most k + 1. We now show that S ′ w is connected by exhibiting an xv-path for every vertex x = v. There is clearly such a path for all x ∈ X, so consider
Suppose, conversely, that S ′ is a weakly-connected independent dominating set of G ′ of cardinality at most k + 1. We will show that v ∈ S ′ . Suppose, to the contrary, that v / ∈ S ′ . Firstly, notice that,
In order for v to be dominated, S ′ ∩ X i 0 = ∅ for some i 0 ∈ {1, . . . , p}. By our earlier observations,
Now consider the decision problem UPPER WEAKLY-CONNECTED INDEPENDENT DOMINATING SET (UWCIDS)
INSTANCE: A connected graph G and a positive integer ℓ. QUESTION: Does G have a weakly-connected independent dominating set of cardinality at least ℓ?
Theorem 12 UWCIDS is NP-complete.
Proof. It is obvious that UWCIDS is in NP. To show that UWCIDS is NP-complete, we will establish a polynomial transformation from INDEPENDENT SET. Given a graph G with vertex set V (G) = {x 1 , . . . , x p }, p ≥ 2, form a new graph G ′ as follows. Firstly, add a vertex y i adjacent to x i in G ′ for each i ∈ {1, . . . , p}. Then attach p 2 pendant vertices to each y i and denote each set of these vertices by Y i . Finally, add a new vertex y and join it to y i for i ∈ {1, . . . , p}, and set ℓ = k + p 3 + 1.
We now show that G has an independent set of cardinality at least k if and only if G ′ has a weakly-connected independent dominating set of cardinality at least ℓ.
Let S be a maximal independent (and hence dominating) set of G of cardinality at least k. Then
∪{y} is an independent dominating set for G of cardinality at least k +p 3 +1. It is easily seen that there exists an xy-path in S ′ w for every vertex x = y, so S ′ is a weakly-connected independent dominating set for G ′ .
Suppose, conversely, that G ′ has a weakly-connected independent dominating set S ′ of cardinality at least ℓ. Notice that, for all i ∈ {1, . . . , p}, if
We show that y i / ∈ S ′ for all i ∈ {1, . . . , p}. Suppose, to the contrary, that y i 0 ∈ S ′ for some i 0 ∈ {1, . . . , p}. Then
we have that k < 0, which is a contradiction. Now since y i / ∈ S ′ , we know that Y i ⊆ S ′ for all i ∈ {1, . . . , p}. In order to dominate y, we must have y ∈ S ′ . Let S = S ′ ∩ V (G) Theorem 13 UWCDS is NP-complete, even for chordal graphs.
Proof. It is obvious that UWCDS is in NP. To show that UWCDS is NP-complete, we will establish a polynomial transformation from X3C. Let X = {x 1 , . . . , x 3q } and C = {C 1 , . . . , C m } be an arbitrary instance of X3C, where C j ⊆ X and |C j | = 3 for 1 ≤ j ≤ m. We will construct a chordal graph G and a positive integer ℓ such that this instance of X3C will have an exact cover if and only if G has a minimal weakly-connected dominating set of cardinality at least ℓ.
The graph G is constructed as follows. Corresponding to each x i ∈ X associate the single vertex x i . Corresponding to each set C j associate the single vertex c j . For each i = 1, . . . , 3q, let y i and z i be two new vertices and join each of them to the vertex x i . For each j = 1, . . . , m, let a j and b j be two new vertices and join each of them to the vertex c j . The construction of G is completed by adding the edges { x i c j | x i ∈ C j } and edges so that {c 1 , . . . , c m } ∼ = K m . Clearly G is chordal. Lastly, set ℓ = 2m + 5q.
It is easy to see that the construction of the graph G can be accomplished in polynomial time.
All that remains is to show that C contains an exact cover if and only if G has a minimal weaklyconnected dominating set of cardinality at least ℓ.
Suppose that C ′ ⊆ C is an exact cover for X. Then it is easily verified that
is a minimal weakly-connected dominating set of cardinality q + 2(m − q) + 6q = 2m + 5q.
Suppose, conversely, that S is a minimal weakly-connected dominating set of cardinality at least ℓ. Let S ′ = S ∩ {x 1 , . . . , x 3q }, let S ′′ = S ∩ {c 1 , . . . , c m }, and suppose that |S ′ | = t and |S ′′ | = r.
Note that for all i ∈ {1, . . . , 3q}, if x i ∈ S, then {y i , z i } ∩ S = ∅; and if x i ∈ S, then {y i , z i } ⊆ S. Likewise, for all j ∈ {1, . . . , m}, if c j ∈ S, then {a j , b j } ∩ S = ∅; and if c j ∈ S, then {a j , b j } ⊆ S. Hence, |S| = r + 2(m − r) + t + 2(3q − t) = 2m + 6q − (t + r). But |S| ≥ ℓ = 2m + 5q, so t ≤ q − r. Furthermore, since S w is connected, each of the vertices in S ′ = {x 1 , . . . , x 3q } − S ′ must be adjacent to some vertex of S ′′ . However, since every vertex in S ′′ is adjacent to exactly three vertices of {x 1 , . . . , x 3q }, |N [S ′ ] ∩ S ′′ | ≥ (3q − t)/3, whence r ≥ (3q − t)/3. It now follows that 3q − 3r ≤ t ≤ q − r, so q ≤ r. Hence t must be 0. It is now an easy matter to see that
Theorem 14 UWCDS is NP-complete, even for bipartite graphs.
Proof. The proof is analogous to that of Theorem 13, with the following modifications. Rather than adding all the edges c j c j ′ to G, we add two new vertices y and y ′ and edges yy ′ and yc j for j = 1, . . . , m; and we set ℓ = 2m + 5q + 1. The details are omitted. 2
Relationships among parameters and algorithmic results
In this section we will show that there exist linear time algorithms to compute γ w (T ) and Γ w (T ) whenever T is a tree and i w (G) and β w (G) whenever G is a connected bipartite graph.
Proof. Let S be a vertex cover of G of cardinality α 0 (G). Since S w includes all the edges (and vertices) of G, it is connected. Therefore S is a weakly-connected dominating set, whence
Note that γ w (C 3 ) = 1, while α 0 (C 3 ) = 2, so this inequality may be strict.
Proposition 16 If T = (V, E) is a tree and S ⊆ V , then the following are equivalent:
(1) S is a vertex cover.
(2) S w = T .
(3) S is a weakly-connected dominating set.
Proof. If S is a vertex cover, then S w must include all the edges-and therefore also all the vertices-of T . This shows that (1) implies (2) . That (2) implies (3) is immediate from the definition. Finally, we show that (3) implies (1) by proving the contrapositive. Suppose that S is not a vertex cover. Then there exists an edge uv ∈ E such that neither u nor v is in S. Thus uv is not an edge of S w . But since uv is a bridge of T , S w cannot be connected and still contain all of V . Thus S is not a weakly-connected dominating set. 2
Corollary 17 If T is a tree, then γ w (T ) = α 0 (T ) and Γ w (T ) = α + 0 (T ).
The following results are due to Gallai ([5] ) and McFall and Nowakowski ( [9] ).
Proposition 18
For any graph G of order p, α 0 (G) + β(G) = p and α
As an immediate consequence of Corollary 17 and Proposition 18, we have
It is well-known that i and β can be computed in linear time for trees. Hence, by the previous result, γ w and Γ w can be computed in linear time as well.
Proposition 20
The parameters Γ w and α + 0 are, in general, not comparable.
Complete the construction of the graph G by adding the vertices u 5 , u 6 and joining u 5 to u 4 and u 6 to u 3 . Then i(G) = 3, and by Proposition 18 we have that α + 0 (G) = 3. Furthermore, let S = {u 1 , u 2 , u 5 , u 6 }. Then S w ∼ = P 6 . Also, u 5 and u 6 dominate only themselves, while the vertices u 1 and u 2 are cutvertices of S w . Hence, the set S is a minimal weakly-connected dominating set of G, so Γ w (G) ≥ 4. This shows that Γ w (G) > α
Proposition 21 Let G = (V, E) be a connected bipartite graph with vertex bipartition V = X ∪ Y where |X| ≤ |Y |. Then the only weakly-connected independent dominating sets of G are X and Y , and hence i w (G) = |X| and β w (G) = |Y |.
Proof. Clearly X w = Y w = G, so X and Y are weakly-connected independent dominating sets of G. Now let S be any weakly-connected independent dominating set of G; we claim that S = X or S = Y . First, if S contains elements x ∈ X and y ∈ Y , then let x = v 0 , v 1 , v 2 , . . . , v 2r , v 2r+1 = y be an xy-path in S w . Since S is independent, no two consecutive vertices on this path can both be in S. On the other hand, since each edge of the path is in S w , we must have v 2i ∈ S for all i. But v 2r is adjacent to y, a contradiction. Hence either S ⊆ X or S ⊆ Y . Clearly, in order for all the vertices to be dominated, this is possible only if S = X or S = Y . 2
Theorem 22 There exist linear algorithms to compute i w (G) and β w (G) for any connected bipartite graph G.
Proof. There is a linear algorithm to 2-color the vertices of a connected bipartite graph. If we also keep track of the cardinalities of the color classes, we have our algorithm by Proposition 21. 2
Bounds
In this section we establish additional lower and upper bounds on γ w (G) for a connected graph G. We begin with the following result, which will be useful in establishing a sharp lower bound on γ w (G) for a connected graph G.
Proof. The first inequality follows trivially. To establish the second, let S 1 be a weakly-connected dominating set of cardinality γ w (G). If
and we are done. Suppose, therefore, that H 1 has m 1 ≥ 2 components. Note that m 1 ≤ |S 1 | = γ w (G). Let u 1 be an arbitrary vertex of S 1 and let U 1 be the vertex set of the component of
The desired result is obtained by repeating this argument. The following result is proved in [8] .
Proposition 26 If G is a connected graph, then ⌈diam(G)/2⌉ ≤ γ w (G).
Proof. This follows immediately from Theorem 23 and Proposition 25. 2
This bound is best possible, since γ w (P n ) = ⌊n/2⌋ = ⌈diam(P n )/2⌉.
We now turn our attention to upper bounds on γ w (G) for a connected graph G. The following result also comes from [8] .
Proposition 27 If G is a connected graph of order p, then γ c (G) ≤ p − ∆(G). Furthermore, if T is a tree of order p, then γ c (T ) = p − ∆(T ) if and only if T is isomorphic to some tree having at most one vertex of degree greater or equal to 3.
We now characterize trees T of order p for which γ w (T ) = p − ∆(T ). Let a ≥ 1 be an integer and let b ∈ {0, . . . T ∼ = T (1, 0) and we are done. We henceforth assume that deg(x) ≥ 2. Since T is a tree, the set S is independent, and since |S| = β(T ), S is a maximal independent set. If S = V (T ) − {x}, then T ∼ = T (p − 1, 0) and we are done. We assume, therefore, that S ⊂ V (T ) − {x}. Notice that every vertex of V (T ) − S is adjacent to some vertex of S. We now show that deg(x i ) ≤ 2 for i = 1, . . . , β(T ). For suppose that deg(x i ) ≥ 3 for some i ∈ {1, . . . , β(T )} and let {u, v} ⊆ N (x i ) − {x}. Then (S − {x i }) ∪ {u, v} is an independent set of cardinality β(T ) + 1, which is a contradiction. Also, if y i ∈ N (x i ) − {x} for i = 1, . . . , β(T ), then {y 1 , . . . , y β(T ) , x} is an independent set of cardinality β(T ) + 1, which is a contradiction. This shows that |N (x i ) − {x}| = 1 for b ≤ ∆(T ) − 1 of the vertices in the set {x 1 , . . . , x β(T ) }. Setting a = ∆(T ), we see that
Conversely, suppose that T ∼ = T (a, b), where a ≥ 1 is an integer and b is an integer such that
Proof. The first inequality follows trivially. To establish the second, let S 1 be a dominating set of cardinality γ(G). If H 1 = S 1 w is connected, then γ w (G) ≤ γ(G) ≤ 2γ(G) − 1 and we are done. Suppose, therefore, that H 1 has m 1 ≥ 2 components. Note that m 1 ≤ |S 1 | = γ(G). Let u 1 be an arbitrary vertex of S 1 and let U 1 be the vertex set of the component of H 1 that contains
. . , y n be a shortest u 1 w 1 -path and let ℓ = max{ k | y i ∈ U 1 for all i = 1, . . . , k }. If y ℓ ∈ S 1 , then y ℓ+1 ∈ U 1 , which contradicts the choice of ℓ. Hence y ℓ / ∈ S 1 . Since P is a path in S 1 w , y ℓ−1 must be in S 1 . Similarly, y ℓ+1 / ∈ S 1 , and since S 1 is a dominating set of G, there exists y ∈ S 1 such that y and y ℓ+1 are adjacent. If y ∈ U 1 , then y ℓ+1 ∈ U 1 , contradicting the choice of ℓ. Hence y ℓ+1 = w 1 and there exists y ∈ U 1 − S 1 , such that w 1 and y are adjacent. Let v 1 = y ℓ and let S 2 = S 1 ∪ {v 1 }. Then H 2 = S 2 w has at most m 1 − 1 components. The rest of the proof is similar to the proof of Theorem 23 and is omitted. In contrast to Theorem 30, the difference between i and i w can be made arbitrarily large. Indeed, for the elongated double star T ′ constructed in the proof of Proposition 8, we have i(T ) = 2 and i w (T ) = p + 2.
Let ǫ F (G) (resp., ǫ T (G)) denote the maximum number of endvertices in any spanning forest (resp., spanning tree) of the graph G. Nieminen ( [10] ) established the first and Hedetniemi and Laskar ( [8] ) established the second of the following identities.
Proposition 32 For any connected graph G of order p, γ(G) + ǫ F (G) = p and γ c (G) + ǫ T (G) = p. Now let T (G) = { T | T is a spanning tree of G }, and let h w (G) = max{ β(T ) | T ∈ T (G) }. We establish a result, similar to Proposition 32, for γ w .
Theorem 33 If G is a connected graph of order p, then γ w (G) + h w (G) = p.
Proof. Notice first that if H is a connected spanning subgraph of G, then γ w (G) ≤ γ w (H). Hence, γ w (G) ≤ min{ γ w (T ) | T ∈ T (G) }. To show that this inequality is in fact an equality, let S be any weakly-connected dominating set of cardinality γ w (G), and let T be any spanning tree of S w . Then, clearly, S is a weakly-connected dominating set of T , so γ w (T ) ≤ γ w (G). Hence, γ w (G) = min{ γ w (T ) | T ∈ T (G) }. By Proposition 19, γ w (T ) = p − β(T ) for all T ∈ T (G), so γ w (G) = min{ γ w (T ) | T ∈ T (G) } = min{ p − β(T ) | T ∈ T (G) } = p − max{ β(T ) | T ∈ T (G) } = p − h w (G). Hence, γ w (G) + h w (G) = p. 2
Ore ( [11] ) showed that if G is a graph of order p containing no isolated vertices, then γ(G) ≤ p/2. We establish a similar upper bound on γ w (G) for a connected graph G.
Proposition 34 If G is a connected graph of order p, then γ w (G) ≤ p/2.
Proof. Since β(T ) ≥ p/2 for all T ∈ T (G), we have that h w (G) ≥ p/2. Hence, by Theorem 33,
This bound is best possible, since γ w (P 2n ) = n. As an immediate consequence, we have the following relationship between the weak domination numbers of a graph and its complement. The example of P 4 shows that it is best possible, for at least one value of p.
Corollary 35 Let G be a graph of order p. If both G and its complement G are connected, then γ w (G) + γ w (G) ≤ p.
In [1] , Allan and Laskar show that if G is a graph of order p without isolated vertices, then γ(G) + i(G) ≤ p. The following analogous result follows from Theorem 7 and Propositions 15 and 18.
Proposition 36 If G is a connected graph of order p, then γ w (G) + β w (G) ≤ p.
