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An analogue of the Fourier transform will be introduced for all square integrable
continuous martingale processes whose quadratic variation is deterministic. Using
this transform we will formulate and prove a stochastic Heisenberg inequality.
1. Introduction
The Heisenberg inequality in R (see Folland and Sitaram3 and Strichartz5)
says that there exists a positive constant c such that for any f ∈ L2(R) and
a and b real numbers, we have:∫
R
(x− a)2|f(x)|2dx ·
∫
R
(γ − b)2|fˆ(γ)|2dγ ≥ c ‖ f ‖42 . (1)
In the above inequality, fˆ denotes the Fourier transform of f :
fˆ(γ) =
∫
R
e−2piiγxf(x)dx
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while ‖ f ‖2 represents the L
2-norm of f . Besides, both integrals from the
left-hand side are assumed to be finite.
The mathematical interpretation of inequality (1) is that an L2-function
and its Fourier transform cannot both be localized. See Folland and
Sitaram3.
In this paper the function f will be replaced by a complex valued
stochastic process {Yt}t∈I , where I is an interval of the form [0, T ], for
some T > 0, or I = [0,∞). The integration with respect to the Lebesgue
measure will be replaced by the integration with respect to a real valued
square integrable continuous martingale {Xt}t∈I whose quadratic variation
{〈X〉t}t∈I is deterministic. The real numbers a and b will be replaced by
two real valued deterministic (measurable) functions g and g˜. The Fourier
transform will be replaced by a unitary operator G that will be defined in
the next section.
2. The G-transform
Let (Ω,F , P ) be a probability space and {Ft}t∈I a filtration over F . Let
{Xt}t∈I , where I = [0, T ] or I = [0,∞), be a real valued square integrable
continuous martingale defined on Ω, adapted to {Ft}t∈I , whose quadratic
variation process {〈X〉t}t∈I is deterministic. That means, for all t ∈ I,
〈X〉t is constant a.s.(almost surely). Thus, as a process, Xt is equal in
distribution to a time-changed Brownian motion Bh(t) with a deterministic
time change h(t). We assume that X0 = 0 a.s.. Let f : R
2 → R be a twice
differentiable function with continuous second order partial derivatives. Ap-
plying Itoˆ’s formula to the semimartingales X1t = Xt and X
2
t = 〈X〉t we
obtain:
f(Xt, 〈X〉t)− f(X0, 〈X〉0) =
∫ t
0
∂f
∂x
(Xs, 〈X〉s)dXs
+
∫ t
0
∂f
∂y
(Xs, 〈X〉s)d〈X〉s
+
1
2
∫ t
0
∂2f
∂x2
(Xs, 〈X〉s)d〈X〉s. (2)
From relation (2), we see that, if f satisfies the differential equation:
1
2
∂2f
∂x2
+
∂f
∂y
= 0, (3)
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then f(Xt, 〈X〉t) is a local martingale (see Durrett
1, page 70).
The function fc(x, y) = e
cx−12 c
2y satisfies equation (3), for all c ∈ C.
Thus fc(Xt, 〈X〉t) is a local martingale, for all c ∈ C. Since Xt
D
= Bh(t)
we have E(ecXt) < ∞, for all c ∈ R and t ∈ I. Thus the process Ec,t :=
ecXt−
1
2 c
2〈X〉t is a martingale (c is fixed).
Lemma 2.1. For all t ≥ 0 and all c and d complex numbers, we have:
Ec,tEd,t = e
cd〈X〉tEc+d,t. (4)
Proof.
Ec,tEd,t = e
cXt−
1
2 c
2〈X〉tedXt−
1
2d
2〈X〉t
= ecd〈X〉te(c+d)Xt−
1
2 (c+d)
2〈X〉t
= ecd〈X〉tEc+d,t.
For any t ∈ I, let Vt be the vector space spanned by all exponential
functions {Ec,t}c∈C. Lemma 2.1 proves that Vt is closed under multiplica-
tion. The constant process 1 belongs to Vt since 1 = E0,t. Since Xt is a
real valued function, we have Ec,t = Ec¯,t ∈ Vt, for all c ∈ C. Thus Vt is an
algebra containing the constant functions and closed under conjugation.
Lemma 2.2. For all s, t ≥ 0 and all c and d complex numbers we have:
E [Ec,sEd,t] = e
cd〈X〉s∧t, (5)
where s ∧ t denotes the minimum between s and t.
Proof. Let us assume that s ≤ t. We have:
E [Ec,sEd,t] = E [E [Ec,sEd,t|Fs]]
= E [Ec,sE [Ed,t|Fs]]
= E [Ec,sEd,s]
= E
[
ecd〈X〉sEc+d,s
]
= ecd〈X〉sE [Ec+d,s]
= ecd〈X〉sE [[Ec+d,s|F0]]
= ecd〈X〉sE [Ec+d,0]
= ecd〈X〉s .
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We define the function: G : ∪t∈IVt → ∪t∈IVt, GEc,t := E−ic,t. We can
see that G preserves the inner product. Indeed, we have:
E
[
GEc,sGEd,t
]
=
[
E−ic,sE−id,t
]
=
[
E−ic,sEid¯,t
]
= e(−ic)(id¯)Xs∧t
= ecd¯Xs∧t
= E
[
Ec,sEd¯,t
]
= E
[
Ec,sEd,t
]
.
Thus G can be uniquely extended to a unitary operator, that we denote
also by G, from the Hilbert space H into itself, where H is the closure of
the vector space spanned by {Ec,t | c ∈ C, t ∈ I} in L
2(Ω,F , P ).
3. The Operator of Multiplication by Xt
Let {Xt}t∈I be a square integrable continuous martingale process adapted
to the filtration Ft and having a deterministic quadratic variation process
{〈X〉t}t∈I . We know that for each t ∈ I, Xt
D
= Bh(t).
We note the following. If t is fixed, then h(t) is fixed, and Xt is normally
distributed with mean 0 and variance h(t). Thus,
ec|Xt| ∈ L2(Ω,F , P ). (6)
Since |Xt| < e
|Xt|, we have
|XtEc,t| = |Xt| · |e
cXt−
c2
2 〈X〉t |
≤ e|Xt|e|c|·|Xt|e−
Re(c2)
2 〈X〉t
= e−
Re(c2)
2 〈X〉te(|c|+1)|Xt|.
Since, according to (6), e(|c|+1)|Xt| ∈ L2(Ω,F , P ), we conclude thatXtEc,t ∈
L2(Ω,F , P ), for all c ∈ C and t ∈ I.
Lemma 3.1. For any t ∈ I and c ∈ C, we have:
XtEc,t = lim
r→0
Er,t − 1
r
Ec,t, in L
2 − sense. (7)
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Proof. We have:
lim
r→0
Er,t − 1
r
= lim
r→0
erXt−
r2
2 〈X〉t − 1
r
=
d
dr
(
erXt−
r2
2 〈X〉t
) ∣∣∣
r=0
= Xt.
Thus XtEc,t = limr→0
Er,t−1
r
Ec,t pointwise. By Taylor’s formula with La-
grange’s remainder, for any fixed ω ∈ Ω, there exists a real number u(ω)
between 0 and rXt(ω)−
r2
2 〈X〉t such that
erXt(ω)−
r2
2 〈X〉t = 1 + rXt(ω)−
r2
2
〈X〉t +
1
2
eu(ω)
[
rXt(ω)−
r2
2
〈X〉t
]2
.
This relation can be rewritten as:
erXt(ω)−
r2
2 〈X〉t − 1
r
−Xt(ω) = −
r
2
〈X〉t +
r
2
eu(ω)
[
Xt(ω)−
r
2
〈X〉t
]2
.
From here, using the inequalities eu(ω) ≤ e|r|·|Xt(ω)| and |Xt(ω)| < e
|Xt(ω)|,
and (6), it follows from Lebesgue’s dominated convergence theorem, that
e
rXt(ω)−
r2
2
〈X〉t−1
r
−Xt(ω)→ 0 in L
2(Ω,F , P ), as r → 0.
4. The Differential Operator
Definition 4.1. For any t ∈ I and c ∈ C, we define DtEc,t := c〈X〉tEc,t.
We extendDt by linearity to the vector space Vt spanned by the exponential
functions {Ec,t}c∈C. We must check that Dt is well-defined.
Lemma 4.1. Dt : Vt → Vt is a well-defined operator.
Proof. To check that Dt is a well-defined operator from Vt into itself we
must check that if a function f can be expressed in two different ways as
a linear combination of exponential functions, then calculating Dtf using
these two linear combinations we obtain the same result. This reduces to
checking that if λ1, λ2, . . . , λN ∈ C and c1, c2, . . . , cN ∈ C, ci 6= cj , for
i 6= j, such that:
N∑
k=1
λkEck,t = 0,
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then
N∑
k=1
λkck〈X〉tEck,t = 0.
If
∑N
k=1 λkEck,t = 0, then for any n ∈ {0, 1, . . . , N − 1} we have:
E
[(∑N
k=1 λkEck,t
)
En,t
]
= 0. This means, according to formula (5), that:
N∑
k=1
λke
nck〈X〉t = 0, ∀n ∈ {0, 1, . . . , N − 1}.
The above relations represent a homogenous linear system of N equations
and N unknowns λ1, λ2, . . . , λN , having a Vandermonde determinant.
Since ci 6= cj , for i 6= j, the Vandermonde determinant of the above system
is different from zero if 〈X〉t 6= 0. Thus if 〈X〉t 6= 0, then λ1 = λ2 = · · · =
λN = 0. Hence, either 〈X〉t = 0 or λ1 = λ2 = · · · = λN = 0. Therefore,∑N
k=1 λkck〈X〉tEck,t = 0.
We call Dt the differential operator. Its initial domain is Vt which is
a dense subspace of the Hilbert space Ht, where Ht is the closure of Vt
in L2(Ω,F , P ). Observe that Ht ⊂ L
2(Ω, σ(Xt), P ) ⊂ L
2(Ω,Ft, P ), where
σ(Xt) is the smallest σ-field on Ω with respect to which Xt is measurable.
Since Xt
D
= Bh(t), we have Ht = L
2(Ω, σ(Xt), P ) (see Janson
4, page 19).
We denote the adjoint of Dt by D
∗
t .
Lemma 4.2. For any t ∈ I, Vt is contained in the domain of D
∗
t and for
any ϕ ∈ Vt we have:
Xtϕ = Dtϕ+D
∗
tϕ. (8)
Proof. Since Vt is spanned by the exponential functions we have to check
that for all d ∈ C, Ed,t belongs to the domain of D
∗
t and for any c ∈ C we
have:
〈DtEc,t, Ed,t〉 = 〈Ec,t, (Xt −Dt)Ed,t〉, (9)
where 〈, 〉 denotes the L2-inner product. Let us observe that, for any com-
plex number c, the function gc : R
2 → R, gc(x, y) = (x−cy)e
cx− c
2
2 y satisfies
the differential equation:
1
2
∂2gc
∂x2
+
∂gc
∂y
= 0.
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It follows from Itoˆ’s formula that the process {gc(Xt, 〈X〉t)}t∈I is a mar-
tingale. We denote this martingale process by {XtEc,t}t∈I . So, XtEc,t =
(Xt − c〈X〉t)e
cXt−
c2
2 〈X〉t . From this definition we obtain the formula:
XtEc,t = XtEc,t + c〈X〉tEc,t. (10)
Thus we have:
〈Ec,t, (Xt −Dt)Ed,t〉 = E[XtEc,tEd¯,t]− E[Ec,tDtEd¯,t]
= E[XtEc+d¯,te
cd¯〈X〉t ]− E[Ec,td¯〈X〉tEd¯,t]
= ecd¯〈X〉tE[XtEc+d¯,t]− d¯〈X〉tE[Ec,tEd¯,t].
Using relations (10) and (5) we obtain:
〈Ec,t, (Xt −Dt)Ed,t〉
= ecd¯〈X〉tE[XtEc+d¯,t + (c+ d¯)〈X〉tEc+d¯,t]− d¯〈X〉tE[Ec,tEd¯,t]
= ecd¯〈X〉tE[XtEc+d¯,t] + (c+ d¯)〈X〉te
cd¯〈X〉tE[Ec+d¯,t]− d¯〈X〉te
cd¯〈X〉t .
Because {XtEc+d¯,t}t∈I and {Ec+d¯,t}t∈I are martingale processes we have:
E[XtEc+d¯,t] = E[X0Ec+d¯,0]
= 0
and
E[Ec+d¯,t] = E[Ec+d¯,0]
= 1.
Thus, we obtain:
〈Ec,t, (Xt −Dt)Ed,t〉
= ecd¯〈X〉t · 0 + (c+ d¯)〈X〉te
cd¯〈X〉t · 1− d¯〈X〉te
cd¯〈X〉t
= c〈X〉te
cd¯〈X〉t
= c〈X〉tE[Ec,tEd¯,t]
= 〈c〈X〉tEc,t, Ed,t〉
= 〈DtEc,t, Ed,t〉.
Corollary 4.1. For all t ∈ I, the differential operator Dt admits a closed
extension.
Proof. Let Wt be the subspace of all functions ϕ in Ht for which there
exists a sequence {ϕn}n≥1 ⊂ Vt such that ϕn → ϕ in L
2(Ω,F , P ) and the
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sequence {Dtϕn}n≥1 is Cauchy in L
2(Ω,F , P ). We define the operator D˜t
onWt in the following way: if ϕ ∈ Wt and {ϕn}n≥1 ⊂ Vt such that ϕn → ϕ
in L2(Ω,F , P ) and {Dtϕn}n≥1 is Cauchy in L
2(Ω,F , P ), then D˜tϕ = u,
where u = limn→∞Dtϕn in L
2(Ω,F , P ). We notice that u ∈ Ht.
We need to check that D˜tϕ is well defined. Let {ϕn}n≥1 ⊂ Vt such
that ϕn → ϕ in L
2(Ω,F , P ) and {Dtϕn}n≥1 is Cauchy in L
2(Ω,F , P ), and
{ψn}n≥1 ⊂ Vt such that ψn → ϕ in L
2(Ω,F , P ) and {Dtψn}n≥1 is Cauchy
in L2(Ω,F , P ). Let u := limn→∞Dtϕn and v := limn→∞Dtψn. Both
limits are in the L2-sense. For any φ ∈ Vt we have:
〈u, φ〉 = lim
n→∞
〈Dtϕn, φ〉
= lim
n→∞
〈ϕn, D
∗
t φ〉
= 〈ϕ,D∗t φ〉.
In the same way, we can see that
〈v, φ〉 = 〈ϕ,D∗t φ〉.
Thus 〈u, φ〉 = 〈v, φ〉, for all φ ∈ Vt. Since Vt is dense in Ht and u, v ∈ Ht
it follows that u = v.
From now on we will denote the closure of Dt by Dt, too.
5. Commutation Relationships
Lemma 5.1. For any t ∈ I, we have:
[Dt, Xt] = 〈X〉tI. (11)
Proof. We will check that for any exponential function Ec,t we have:
DtXtEc,t −XtDtEc,t = 〈X〉tEc,t. (12)
Indeed we have:
DtXtEc,t = Dt lim
s→0
Es,t − 1
s
Ec,t.
We have seen that, because of (6), the limit from the right-hand side of the
last equality is both pointwise and in the L2-sense. The last equality can
be written now as:
DtXtEc,t = Dt lim
s→0
Es,tEc,t − Ec,t
s
= Dt lim
s→0
Es+c,te
sc〈X〉t − Ec,t
s
.
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Because we are working with the closure of the operator Dt and the limit
from the last relation is in the L2-sense, we can commute Dt with the limit
if Dt
Es+c,te
sc〈X〉t−Ec,t
s
converges in L2(Ω,F , P ), as s → 0. Commuting Dt
with the limit we get:
DtXtEc,t = lim
s→0
Dt
Es+c,te
sc〈X〉t − Ec,t
s
= lim
s→0
esc〈X〉tDtEs+c,t −DtEc,t
s
= lim
s→0
esc〈X〉t(s+ c)〈X〉tEs+c,t − c〈X〉tEc,t
s
= 〈X〉t lim
s→0
(s+ c)esc〈X〉tEs+c,t − cEc,t
s
= 〈X〉t lim
s→0
(s+ c)Ec,tEs,t − cEc,t
s
= 〈X〉t
[
lim
s→0
Es,t + c lim
s→0
Es,t − 1
s
]
Ec,t
= 〈X〉t[E0,t + cXt]Ec,t
= 〈X〉t(1 + cXt)Ec,t
= 〈X〉tEc,t +Xt(c〈X〉tEc,t)
= 〈X〉tEc,t +XtDtEc,t.
Because of (6) all the above limits are not only pointwise, but also in the
L2-sense. Thus
DtXtEc,t −XtDtEc,t = 〈X〉tEc,t.
Corollary 5.1. For any t ∈ I, we have:
[Dt, D
∗
t ] = 〈X〉tI. (13)
Proof. According to formula (8) we have Xt = Dt +D
∗
t . Thus:
[Dt, D
∗
t ] = [Dt, Xt −Dt]
= [Dt, Xt]− [Dt, Dt]
= 〈X〉tI − 0
= 〈X〉tI.
Lemma 5.2. For any t ∈ I, we have:
DtG = −iGDt. (14)
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Proof. For any exponential function Ec,t, we have:
DtGEc,t = DtE−ic,t
= −ic〈X〉tE−ic,t
= −ic〈X〉tGEc,t
= −iG (c〈X〉tEc,t)
= −iGDtEc,t.
Lemma 5.3. For any t ∈ I, we have:
D∗t G = iGD
∗
t . (15)
Proof. For any two exponential functions Ec,t and Ed,t, we have:
〈D∗t GEc,t, Ed,t〉 = 〈GEc,t, DtEd,t〉
= 〈E−ic,t, d〈X〉tEd,t〉
= d¯〈X〉t〈E−ic,t, Ed,t〉
= d¯〈X〉te
−icd¯〈X〉t
= i(−id¯)〈X〉te
c(id)〈X〉t
= i(−id¯)〈X〉t〈Ec,t, Eid,t〉
= i〈Ec,t, id〈X〉tEid,t〉
= i〈Ec,t, DtEid,t〉
= i〈D∗t Ec,t, Eid,t〉.
Since G preserves the inner product, being a unitary operator, we obtain:
〈D∗t GEc,t, Ed,t〉 = i〈D
∗
t Ec,t, Eid,t〉
= i〈GD∗t Ec,t,GEid,t〉
= i〈GD∗t Ec,t, E−i(id),t〉
= 〈iGD∗t Ec,t, Ed,t〉.
Thus D∗t G = iGD
∗
t .
6. Heisenberg Inequality
Lemma 6.1. Let t ∈ I and Yt ∈ L
2(Ω, σ(Xt), P ). Let ct, c˜t ∈ R. If Yt
belongs to the domains of the operators Dt, D
∗
t , DtD
∗
t , and D
∗
tDt, then
E[(Xt − ct)
2|Yt|
2]
1
2E[(Xt − c˜t)
2|GYt|
2]
1
2 ≥ 〈X〉tE[|Yt|
2]. (16)
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Proof. Since Xt = Dt +D
∗
t , we have:
E[(Xt − ct)
2|Yt|
2]
1
2E[(Xt − c˜t)
2|GYt|
2]
1
2
= E[|(Dt +D
∗
t − ct)Yt|
2]
1
2E[|(Dt +D
∗
t − c˜t)GYt|
2]
1
2
= E[|(Dt +D
∗
t − ct)Yt|
2]
1
2E[|(DtG +D
∗
t G − c˜tG)Yt|
2]
1
2 .
Using the commutation relationships (14) and (15) we obtain:
E[(Xt − ct)
2|Yt|
2]
1
2E[(Xt − c˜t)
2|GYt|
2]
1
2
= E[|(Dt +D
∗
t − ct)Yt|
2]
1
2E[|(−iGDt + iGD
∗
t − c˜tG)Yt|
2]
1
2
= E[|(Dt +D
∗
t − ct)Yt|
2]
1
2E[|iG(−Dt +D
∗
t + ic˜t)Yt|
2]
1
2 .
Since G is a unitary operator and i has modulus 1, we have E[|iG(−Dt +
D∗t + ic˜t)Yt|
2] = E[|(−Dt +D
∗
t + ic˜t)Yt|
2]. Thus we obtain:
E[(Xt − ct)
2|Yt|
2]
1
2E[(Xt − c˜t)
2|GYt|
2]
1
2
= E[|(Dt +D
∗
t − ct)Yt|
2]
1
2E[|(−Dt +D
∗
t + ic˜t)Yt|
2]
1
2
=
1
2
{
E[|(Dt +D
∗
t − ct)Yt|
2]
1
2E[|(−Dt +D
∗
t + ic˜t)Yt|
2]
1
2
+ E[|(−Dt +D
∗
t + ic˜t)Yt|
2]
1
2E[|(Dt +D
∗
t − ct)Yt|
2]
1
2
}
.
Applying Schwarz inequality we obtain:
E[(Xt − ct)
2|Yt|
2]
1
2E[(Xt − c˜t)
2|GYt|
2]
1
2
=
1
2
{
E[|(Dt +D
∗
t − ct)Yt|
2]
1
2E[|(−Dt +D
∗
t + ic˜t)Yt|
2]
1
2
+ E[|(−Dt +D
∗
t + ic˜t)Yt|
2]
1
2E[|(Dt +D
∗
t − ct)Yt|
2]
1
2
}
.
≥
1
2
{|〈(Dt +D
∗
t − ct)Yt, (−Dt +D
∗
t + ic˜t)Yt〉|
+ |〈(−Dt +D
∗
t + ic˜t)Yt, (Dt +D
∗
t − ct)Yt〉|} .
Applying the triangle inequality we get:
E[(Xt − ct)
2|Yt|
2]
1
2E[(Xt − c˜t)
2|GYt|
2]
1
2
≥
1
2
|〈(Dt +D
∗
t − ct)Yt, (−Dt +D
∗
t + ic˜t)Yt〉
+ 〈(−Dt +D
∗
t + ic˜t)Yt, (Dt +D
∗
t − ct)Yt〉| .
Using the linearity in the first argument and the conjugate linearity in the
second argument of the inner product, and the definition of the adjoint
operator, because ct and c˜t are real numbers, the last expression can be
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simplified and we obtain finally:
E[(Xt − ct)
2|Yt|
2]
1
2E[(Xt − c˜t)
2|GYt|
2]
1
2
≥
1
2
|−2〈DtYt, DtYt〉+ 2〈D
∗
t Yt, D
∗
t Yt〉|
= |−〈DtYt, DtYt〉+ 〈D
∗
t Yt, D
∗
t Yt〉|
= |−〈D∗tDtYt, Yt〉+ 〈DtD
∗
t Yt, Yt〉|
= |〈(DtD
∗
t −D
∗
tDt)Yt, Yt〉|
= |〈[Dt, D
∗
t ]Yt, Yt〉| .
Using the commutation relationship (13) we obtain:
E[(Xt − ct)
2|Yt|
2]
1
2E[(Xt − c˜t)
2|GYt|
2]
1
2
≥ |〈〈X〉tYt, Yt〉|
= 〈X〉t〈Yt, Yt〉
= 〈X〉tE[|Yt|
2].
Theorem 6.1. Let {Yt}t∈[0,T ] be a stochastic process such that for each
t ∈ [0, T ], Yt ∈ L
2(Ω, σ(Xt), P ) and Yt belongs to the domain of Dt, D
∗
t ,
DtD
∗
t , and D
∗
tDt. Then for any Borel measurable functions g, g˜ : [0, T ]→
R, we have:
E
∣∣∣∣∣
∫ T
0
(Xt − g(t))YtdXt
∣∣∣∣∣
2

1
2
E
∣∣∣∣∣
∫ T
0
(Xt − g˜(t))GYtdXt
∣∣∣∣∣
2

1
2
≥ E
[∫ T
0
|Yt|
2〈X〉td〈X〉t
]
. (17)
We assume that all the measurability and square integrability conditions,
necessary for the existence of the above stochastic integrals, hold.
Proof. Using the isomorphism through which the stochastic integral is
extended from the simple processes to the square integrable processes we
obtain:
E
∣∣∣∣∣
∫ T
0
(Xt − g(t))YtdXt
∣∣∣∣∣
2
E
∣∣∣∣∣
∫ T
0
(Xt − g˜(t))GYtdXt
∣∣∣∣∣
2

=
∫ T
0
E
[
|(Xt − g(t))Yt|
2
]
d〈X〉t
∫ T
0
E
[
|(Xt − g˜(t))GYt|
2
]
d〈X〉t.
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Applying Schwarz inequality we obtain:
E
∣∣∣∣∣
∫ T
0
(Xt − g(t))YtdXt
∣∣∣∣∣
2
E
∣∣∣∣∣
∫ T
0
(Xt − g˜(t))GYtdXt
∣∣∣∣∣
2

=
∫ T
0
E
[
|(Xt − g(t))Yt|
2
]
d〈X〉t
∫ T
0
E
[
|(Xt − g˜(t))GYt|
2
]
d〈X〉t
≥
{∫ T
0
E
[
|(Xt − g(t))Yt|
2
] 1
2 E
[
|(Xt − g˜(t))GYt|
2
] 1
2 d〈X〉t
}2
.
Applying inequality (16), for ct := g(t) and c˜t := g˜(t), we obtain:
E
∣∣∣∣∣
∫ T
0
(Xt − g(t))YtdXt
∣∣∣∣∣
2

1
2
E
∣∣∣∣∣
∫ T
0
(Xt − g˜(t))GYtdXt
∣∣∣∣∣
2

1
2
≥
∫ T
0
E
[
|(Xt − g(t))Yt|
2
] 1
2 E
[
|(Xt − g˜(t))GYt|
2
] 1
2 d〈X〉t
≥
∫ T
0
〈X〉tE[|Yt|
2]d〈X〉t
= E
[∫ T
0
|Yt|
2〈X〉td〈X〉t
]
.
If we take, Yt := ϕ(Xt), where ϕ : R→ C is a Borel measurable function,
then we obtain the following:
Corollary 6.1. Let ϕ : R → C be a Borel measurable function such that
for each t ∈ [0, T ], ϕ(Xt) belongs to the domain of Dt, D
∗
t , DtD
∗
t , and
D∗tDt. Then for any Borel measurable functions g, g˜ : [0, T ]→ R, we have:
E
∣∣∣∣∣
∫ T
0
(Xt − g(t))ϕ(Xt)dXt
∣∣∣∣∣
2

1
2
E
∣∣∣∣∣
∫ T
0
(Xt − g˜(t))Gϕ(Xt)dXt
∣∣∣∣∣
2

1
2
≥ E
[∫ T
0
|ϕ(Xt)|
2〈X〉td〈X〉t
]
. (18)
We assume that all the measurability and square integrability conditions,
necessary for the existence of the above stochastic integrals, hold.
Suppose Xt = Bt is a Brownian motion process. Then for each t ∈ [0,
T ], 〈X〉t = t is deterministic. The inequality (17) becomes:
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Theorem 6.2. Let {Yt}t∈[0,T ] be a stochastic process such that for each
t ∈ [0, T ], Yt is measurable with respect to the sigma-field σ(Bt) and Yt
belongs to the domain of Dt, D
∗
t , DtD
∗
t , and D
∗
tDt. Then for any Borel
measurable functions g, g˜ : [0, T ]→ R, we have:
E
∣∣∣∣∣
∫ T
0
(Bt − g(t))YtdBt
∣∣∣∣∣
2

1
2
E
∣∣∣∣∣
∫ T
0
(Bt − g˜(t))GYtdBt
∣∣∣∣∣
2

1
2
≥ E
[∫ T
0
t|Yt|
2dt
]
. (19)
We assume that all the measurability and square integrability conditions,
necessary for the existence of the above stochastic integrals, hold.
In all the inequalities from this section we may replace
∫ T
0
by
∫∞
0
and
obtain the same results.
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