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H(curl) conforming ﬁnite element discretizations are a powerful
tool for the numerical solution of the system of Maxwell’s equa-
tions in electrodynamics. In this paper we construct a basis for
conforming high-order ﬁnite element discretizations of the func-
tion space H(curl) in 3 dimensions. We introduce a set of hierar-
chic basis functions on tetrahedra with the property that both the
L2-inner product and the H(curl)-inner product are sparse with re-
spect to the polynomial degree. The construction relies on a tensor-
product based structure with properly weighted Jacobi polynomials
as well as an explicit splitting of the basis functions into gradient
and non-gradient functions. The basis functions yield a sparse sys-
tem matrix with O(1) nonzero entries per row.
The proof of the sparsity result on general tetrahedra deﬁned in
terms of their barycentric coordinates is carried out by an algo-
rithm that we implemented in Mathematica. A rewriting procedure
is used to explicitly evaluate the inner products. The precomputed
matrix entries in this general form for the cell-based basis func-
tions are available online.
© 2012 Elsevier Inc.
1. Introduction
The main result of this paper is the construction of high order ﬁnite element basis functions for
H(curl) on tetrahedra yielding a sparse system matrix. These basis functions are deﬁned via certain
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their partial derivatives need to be evaluated. Even though Jacobi polynomials have been studied ex-
tensively in the past, for this evaluation several identities are needed that are not yet folklore in
the literature. For obtaining these necessary relations we invoke recently developed computer algebra
algorithms. Furthermore the amount of data that needs to be handled forbids classical hand compu-
tations and we employ a program implemented in Mathematica to carry out this task.
The symbolic component in the construction of the basis functions and the proof of their properties
is the main focus of the present work. The gain of invoking symbolic computation is twofold: on the
one hand it is used as a practical tool to derive necessary identities and relations, on the other hand it
is inevitable for dealing with the large number of integrals to be evaluated in a systematic manner. For
the proof of the main result we use the packages “HolonomicFunctions” [27] and “SumCracker” [26]
that are explained in more detail below. These are among several available tools for dealing with
special functions in a symbolic way, such as, e.g., [45,17,16,35,36,43]. The proof of the main result
proceeds by a rewrite procedure of the given integrals that relies on identities discovered using these
packages.
Finite element methods are nowadays the preferred tool for numerically solving partial differential
equations (PDEs) on complicated domains, see e.g. [33,13]. In the presence of smooth solutions the
convergence rate of this approximation procedure can be accelerated signiﬁcantly if basis functions of
high polynomial degrees are used. This is called the p- and hp-version of the FEM, see e.g. [38,19,5].
The implementation of these methods however then becomes very involved and every simpliﬁcation
is most welcome [11,42,24,21,37].
This note is the last in a series of papers dealing with the construction of sparsity optimized
basis functions for different Sobolev spaces [10,9,6,8,7]. Except for the ﬁrst one [8] that dealt with
basis functions deﬁned on triangles only, the computations were handed over to a computer algebra
system. Still, the focus of these papers was on the numerical aspects of the construction.
H(curl) conforming basis functions are chosen to be piecewise polynomial functions on tetrahe-
drons with globally continuous tangential components along the interfaces of the tetrahedrons, see
[11,31,42,21]. The construction of the basis functions for the vector valued space H(curl) follows
the approach presented by Zaglmayr [37,44]. They are built starting from (in principle) any set of
H1-conforming, i.e. globally continuous, basis functions and they are divided into curl-free basis func-
tions and a set of non-curl-free basis functions that complete the basis. As we show below, they
yield sparse system matrices and this is of advantage in the numerical computation concerning both
computing time and memory requirement.
The outline of the paper is as follows. Section 2 gives an overview about the mathematical back-
ground from partial differential equations which is required to motivate the following sections.
Namely, the Maxwell equations and FEM are described very brieﬂy. Finally, the importance of the
sparsity of the system matrix is motivated. The basis functions are deﬁned in Section 3. The main
results are also formulated in this part of the paper. Section 4 summarizes the most important prop-
erties of Jacobi polynomials needed.
For the proof of the sparsity properties of the basis functions multi-integrals over certain Jacobi
polynomials and weights over general tetrahedra have to be computed. We are evaluating these
integrals symbolically using a rewrite procedure that we implemented in Mathematica and that is
described in Section 5.
2. Maxwell’s equations and the ﬁnite element method
Variational formulation and the function space H(curl). In this paper, we investigate the following
problem in variational formulation: Given μ, κ , f , ﬁnd u ∈ H(curl,Ω) such that
a(u, v) :=
∫
μ−1 curlu · curl v +
∫
κu · v =
∫
f · v =: F (v) ∀v ∈ H(curl,Ω) (2.1)
Ω Ω Ω
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the linear form F (·) are well-deﬁned and bounded for f ∈ [L2(Ω)]3 and μ,κ ∈ [L∞(Ω)]3 with μ >
0 and κ , μ are assumed to be piecewise constant. The variational formulation is well-deﬁned for
square-integrable vector-valued functions u :Ω → R3 with square-integrable rotation. We denote the
corresponding function space by
H(curl,Ω) := {u ∈ [L2(Ω)]3: curlu ∈ [L2(Ω)]3}. (2.2)
The variational formulation (2.1) is obtained from the discretization of the Maxwell equations [28]
by multiplication with a test function v , integration over the domain Ω and applying Green’s formula
to the curl–curl part. We refer the interested reader to [30,23,12] for more informations concerning
this topic.
For complicated geometries Ω and real-life data it is not possible to solve the Maxwell equa-
tions (2.1) analytically. The ﬁnite element method (FEM) provides a general method for the numerical
solution of partial differential equations. It is based on the variational formulation of the underlying
PDE and provides a profound analysis.
Finite element discretization of H(curl,Ω). Galerkin methods such as, e.g., FEMs are among the most
powerful methods for the solution of boundary value problems of the form (2.1). The Galerkin ap-
proximation relies on the orthogonal projection of the implicitly given solution u in (2.1) onto an
N-dimensional subspace VN ⊂ H(curl,Ω) with respect to the bilinear form a(·,·). Therefore, we con-
struct a sequence of ﬁnite dimensional spaces VN ⊂ H(curl,Ω) and consider the solution of (2.1) on
VN (see e.g. [18,39] or the textbooks [33,13]), namely
Find uN ∈VN such that a(uN , vN) = F (vN) ∀vN ∈VN . (2.3)
The ﬁnite element method provides a special construction of these discrete spaces VN by piecewise
polynomial functions on an admissible subdivision (see [18]) Th of Ω into simplices τs with s =
1, . . . ,nel, i.e.,
VN :=
{
u ∈ H(curl,Ω): u|τs ∈ P p(τs)3 ∀τs ∈ Th
}
, (2.4)
where P p is the space of all polynomials deﬁned on τs of maximal total degree p. The elements
τs are chosen such that κ and μ are constant on the elements. In hp-ﬁnite element methods the
polynomial degree p can vary on each element τs which provides extraordinary fast convergence
of the ﬁnite element method with respect to the number of degrees of freedom N = dim(VN ), see
e.g. [38]. This is crucial for the solution of real world problems of the form (2.1).
Since the space VN is ﬁnite dimensional, the space is equipped with a row vector of basis func-
tions [Ψ ] := [ψ1, . . . ,ψN ]. The basis functions ψ j are chosen such that they have local support (see
e.g. [18]).
Then using the ansatz uN (x) =∑Ni=1 uiψi(x) and setting v = ψ j for j = 1, . . . ,N in (2.3) the prob-
lem becomes equivalent to solving the following system of N linear algebraic equations
Find u ∈RN : Ku = f (2.5)
for the coeﬃcient vector u := [ui]Ni=1, where the system matrix and right-hand side vector are given
by the relations K = [a(ψ j,ψi)]Ni, j=1 ∈ RN×N and f = [F (ψ j)]Nj=1 ∈ RN , respectively. Note that the
matrix K depends on the choice of the basis functions.
Eﬃcient solution of algebraic system. In practical problems, the dimension N usually becomes very
large ( 106). Iterative methods as the preconditioned GMRES method or the preconditioned conju-
gate gradient-method (pcg-method) for positive deﬁnite systems are preferred for the solution of (2.3).
The two main important issues for the fast solution of the system Ku = f are
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• the choice of a good preconditioner C−1 for K such that the condition number κ(C−1K ) becomes
small,
in order to obtain a fast convergence of the iterative solver for the solution of (2.5). If K is a dense
matrix, the operation Ku requires N2 ﬂops. If K is a sparse matrix with a bounded number c of
nonzero entries per row, the computational complexity of the matrix vector-multiplication is bounded
by cN . Since K in (2.5) depends on the choice of the basis [Ψ ] it is essential to choose a basis with
as many orthogonality relations as possible with respect to the bilinear form a(·,·). The choice of the
basis heavily inﬂuences the properties of the matrix K :
• the local support of ﬁnite element basis functions yields sparse system matrices K and hence a
cheap matrix vector multiplication Ku,
• the condition number of K and C−1K , respectively, stability and fewer iterations in iterative so-
lution methods.
In the lower order version of FEM, i.e., the h-version, multigrid solvers are the most powerful methods
for discretizations of Maxwell’s equations, see [4,34,22] and the references therein. In hp-FEM, the
dependence of the condition number on p is usually not better than O(pd−2) for a second order
problem, where d is the space dimension, see [29]. The basis functions in [10] for H(∇·) conformal
problem have this optimal property.
In order to precondition the system in hp-FEM, the multigrid solvers from h-FEM are combined
with appropriate local smoothers and static condensation.
hp-FEM and choice of basis functions. In hp-FEM, the local polynomial degree ps on the elements
may be large. Despite of the local support of the basis functions [Ψ ], the local dimension ns grows
as O(p3s ). Hence we are interested in a bounded number of nonzero entries in the system matrix
independent of the polynomial degrees. Let [Φs] = [φi,s]nsi=1 be the set of all basis functions ψ j with
suppψ j ∩ τs 
= ∅, e.g. [Φs] = [Ψ ]Ls with the (boolean) ﬁnite element connectivity matrices Ls .
In ﬁnite element methods, the global system matrix K is the result of assembling local matrices,
see [18]. In our case, one obtains
K =
∫
Ω
μ−1 curl[Ψ ] · curl[Ψ ] + κ[Ψ ] · [Ψ ] =
nel∑
s=1
∫
τs
μ−1 curl[Ψ ] · curl[Ψ ] + κ [Ψ ] · [Ψ ].
Together with [Φs] = [Ψ ]Ls on τs , this implies
K =
nel∑
s=1
Ls KsLs (2.6)
with the local stiffness and mass matrices
Ks =
∫
τs
(
μ curl[Φs] · curl[Φs] + κ[Φs] · [Φs]
)
= μs
∫
τs
curl[Φs] · curl[Φs] + κs
∫
τs
[Φs] · [Φs] =: μs As + κsMs (2.7)
on the elements τs , respectively, where μs = μ|τs and κs = κ |τs are constants.
Therefore, the sparsity of the matrices Ks in (2.7) implies sparsity of the matrix K , cf. (2.6). Our
aim is to develop a local polynomial basis [Φs] such that the matrices As and Ms in (2.7) have a
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bounded number of nonzero entries per row. The global basis is the obtained in the usual way, see
e.g. [20].
Model problem. For ease of presentation, we are focusing on the following model problem: Let 	
denote an arbitrary non-degenerated simplex 	 ⊂R3. Find a polynomial basis [Φ] = [φi]n(p)i=1 of degree
p with φi :	 →R3 such that the matrices
M :=
[∫
	
φ j · φi
]n
i, j=1
=
∫
	
[Φ] · [Φ],
A :=
[∫
	
curlφ j · curlφi
]n
i, j=1
=
∫
	
curl[Φ] · curl[Φ] (2.8)
have O(n) nonzero entries. This basis should be suited for H(curl) conformity, [31]. This result is
formulated as our main result of this paper, Theorem 3.2. Nevertheless, the suggested basis functions
can be applied in any variational problem setting based on a H(curl)-conforming discretization.
3. Deﬁnition of the basis function
In this section we ﬁrst deﬁne the basis functions, also referred to as shape functions, on a general
3-dimensional simplex τs , which are appropriate for tangential continuous, i.e. H(curl)-conforming,
discretizations and imply sparse element stiffness and mass matrices. Note that enforcing tangen-
tial continuity prohibits to construct basis functions that are orthogonal with respect to the bilinear
form a(·,·) on the given subdivision, hence the goal is to ﬁnd sparsity optimized bases. In order
to allow for globally varying polynomial degree we follow the standard approach [2,19] and use an
edge-face-cell-based construction of the basis functions. For ease of notation we assume a uniform
polynomial degree p.
Let 	 be an arbitrary non-degenerated simplex 	 ⊂ R3, denote its set of four vertices by V =
{V1, V2, V3, V4}, Vi ∈ R3 and by λ1, λ2, λ3, λ4 ∈ P1(	) its barycentric coordinates uniquely deﬁned
by λi(V j) = δi j , see Fig. 1. The general construction concept follows [44]: The set of edge-based shape
functions consists of the lowest-order Nédélec function shape functions and curl-free shape functions.
The set of face-based shape functions and the set of interior based shape functions are split into a set
of gradient and a set of non-gradient completion functions. Aiming at special orthogonality relations
between the different basis functions we adapt the polynomial building blocks in the tensor-product
construction. A detailed motivation based on the de-Rham complex is given in [10].
For this purpose we introduce properly weighted Jacobi-type polynomials as follows: For n  0,
α,β > −1 and x ∈ [−1,1] let
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n
2nn!(1− x)α(1+ x)β
dn
dxn
(
(1− x)n+α(1+ x)n+β) (3.1)
be the nth Jacobi polynomial with respect to the weight function (1 − x)α(1 + x)β . The function
P (α,β)n (x) is a polynomial of degree n, i.e. P
(α,β)
n (x) ∈ Pn((−1,1)), where Pn(I) is the space of all
polynomials of degree n on the interval I . In the special case α = β = 0, the functions P (0,0)n (x) are
called Legendre polynomials. Mainly, we will use Jacobi polynomials with β = 0. For sake of simple
notation we therefore omit the second index in (3.1) and write pαn (x) := P (α,0)n (x). Moreover for n 1,
let
pˆαn (x) =
x∫
−1
pαn−1(y)dy, with pˆ
α
0 (x) = 1, (3.2)
be the nth integrated Jacobi polynomial. Some properties of this type of Jacobi polynomials and re-
lations between different Jacobi and integrated Jacobi polynomials are stated in Section 4. For more
details on Jacobi polynomials we refer the interested reader to the books of Abramowitz and Ste-
gun [1], Szegö [40], and Tricomi [41].
Now, the basis functions can be deﬁned as follows.
Edge-based shape functions. For each edge Em = [e1, e2], m = 1, . . . ,6, characterized by the vertices,
we introduce the lowest-order Nédélec function [32] corresponding to the edge [e1, e2]
ϕ1,Em := ∇λe1λe2 − λe1∇λe2 (3.3)
and the high order functions gradient ﬁelds of scalar functions, [37],
ϕi,Em := ∇
(
pˆ0i
(
λe2 − λe1
λe2 + λe1
)
(λe2 + λe1)i
)
, 2 i  p + 1. (3.4)
The vector of the edge based basis functions of one ﬁxed edge e is denoted by
[Φe] := [ϕi,e]p+1i=1 ,
the vector of all edge based basis functions by
[ΦE ] :=
[ [ΦE1 ] [ΦE2 ] [ΦE3 ] [ΦE4 ] [ΦE5 ] [ΦE6 ] ]. (3.5)
Face-based shape functions. For each face f = [ f1, f2, f3], characterized by the vertices V f1 , V f2 and
V f3 , we choose face based basis functions as
ϕ F ,11 j := (∇λ f1λ f2 − ∇λ f2λ f1)v F1 j, 1 j  p − 1,
ϕ F ,1i j := ∇uFi v Fi j − ∇v Fi juFi , 2 i; 1 j; i + j  p + 1,
ϕ F ,2i j := ∇
(
uFi v
F
i j
)
, 2 i; 1 j; i + j  p + 1 (3.6)
using the face-based Jacobi-type polynomials
uFi := pˆ0i
(
λ f2 − λ f1
λ + λ
)
(λ f2 + λ f1)i, v Fi j := pˆ2i−1j (λ f3 − λ f2 − λ f1). (3.7)f2 f1
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functions of one ﬁxed face f , and
[ΦF ] =
[ [Φ F1] [Φ F2] [Φ F3] [Φ F4] ] (3.8)
be the row vector of all face based basis functions.
Interior (cell-based) shape functions. The interior (cell-based) basis functions are constructed in two
types. First we deﬁne the curl-free shape functions by the gradients
ϕ
(b)
i jk (x, y, z) := ∇
(
ui(x, y, z)vij(x, y, z)wijk(x, y, z)
)
, i  2; j,k 1; i + j + k p + 1
(3.9)
and complete the basis with the non-curl-free cell-based shape functions
ϕ˜
(a)
1 jk(x, y, z) := ϕ1,E1(x, y, z)v1 j(x, y, z)w1 jk(x, y, z), j,k 1; j + k p − 1,
ϕ˜
(b)
i jk (x, y, z) := ∇ui(x, y, z)vij(x, y, z)wijk(x, y, z), i  2; j,k 1; i + j + k p + 1,
ϕ˜
(c)
i jk (x, y, z) := ui(x, y, z)vij(x, y, z)∇wijk(x, y, z), i  2; j,k 1; i + j + k p + 1,
(3.10)
where ϕ1,E1 is the Nédélec function (3.3). Furthermore, we introduce the auxiliary functions ui, vij
and wijk by the mixed-weighted Jacobi-type polynomials
ui(x, y, z) := pˆ0i
(
λ2 − λ1
λ2 + λ1
)
(λ2 + λ1)i,
vij(x, y, z) := pˆ2i−1j
(
2λ3 − (1− λ4)
1− λ4
)
(1− λ4) j,
and wijk(x, y, z) := pˆ2i+2 j−2k (2λ4 − 1), (3.11)
respectively. Finally, we denote the row vectors of the corresponding basis functions as [Φb] =
[ϕ(b)i jk (x, y, z)]i+ j+kp+1i2, j,k1 , and [Φ˜a] = [ϕ˜(a)1 jk(z)] j+kp−1j,k=1 , [Φ˜b] = [ϕ˜(b)i jk (x, y, z)]i+ j+kp+1i2, j,k1 and [Φ˜c] =
[ϕ˜(c)i jk (x, y, z)]i+ j+kp+1i2, j,k1 . The vector of the interior shape functions is denoted by
[ΦI ] :=
[ [Φb] [Φ2] ] with [Φ2] := [ [Φ˜a] [Φ˜b] [Φ˜c] ] (3.12)
and the vector of all basis functions is given by
[Φ] := [ [ΦE ] [ΦF ] [ΦI ] ]. (3.13)
Lemma 3.1. Let p  1. Then, the shape functions [Φ] are linearly independent spanning (P p(T ))3 . More-
over, the rotations [∇ × Φ] span (P p−1(T ))3 ∩ ker(div), where ker(div) denotes the kernel of the divergence
operator.
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Proof. The proof of [44, Theorem 5.23] also apply to the auxiliary functions (3.11), which implies the
result. We also refer to [37]. 
With these basis functions, see (3.13), the inner block of the system matrix is sparse and the
number of nonzero entries is proportional to its dimension, where the blocks corresponding to the
interior bubbles [ΦI ] (3.12) are deﬁned by the relations
MII :=
∫
	
[ΦI ] · [ΦI ] and AII :=
∫
	
curl[ΦI ] · curl[ΦI ]. (3.14)
This result is summarized in Theorem 3.2 and the sparsity pattern is illustrated in Fig. 2.
The basis function in ΦI are built from ϕ
(b)
i jk , ϕ˜
(a)
i jk , ϕ˜
(b)
i jk , and ϕ˜
(a)
i jk . In building the mass and the
stiffness matrix all combinations of these four families of basis functions indexed by six parameters
(i, j,k; l,m,n) need to be considered, where i, l 1, j + k p − 1 and m + n p − 1, and i + j + k
p + 1 and l +m + n p + 1. The statement in the theorem below gives an upper bound that is taken
over all these cases and thus the distinction between the four families is dropped.
Theorem 3.2. Let MII and AII be inner blocks of the mass matrix and stiffness matrix, respectively, see (3.14).
The inner block of themassmatrix MII has in totalO(p3) nonzeromatrix entries. More precisely, MIIi jk;lmn =
0 if |i − l| > 2 or |i − l + j −m| > 6 or |i − l + j −m + k − n| > 6.
The inner block of the stiffness matrix AII has in total O(p3) nonzero matrix entries. More precisely,
AIIi jk;lmn = 0 if |i − l| > 2 or |i − l + j −m| > 4 or |i − l + j −m + k − n| > 4.
Proof. Explicit computation of the matrix entries using the algorithm described in Section 5, see
also [10]. 
Remark 3.3. The result considers only the inner blocks for the element mass matrix M and element
stiffness matrix A on 	, see (2.8). Because of (3.13), also edge and face based shape functions are
involved in the deﬁnition of the local basis functions [Φ]. However, the asymptotically biggest portion
of basis functions belong to [ΦI ], since the dimensions of [ΦE ] and [ΦF ] grow only as O(p) and
O(p2), respectively, cf. (3.5), (3.4) and (3.8), (3.6). Besides that, with the deﬁnition of the edge and
face based functions in terms of Jacobi-type polynomials some orthogonality effects can be observed
for the coupling blocks between [ΦE ], [ΦF ] and [ΦI ] as well as for the face and edge blocks. The
biggest of these blocks is between the face and cell based basis functions. Here, for two of the faces
the order can be reduced by one, since here products of Legendre polynomials appear that lead to
zero entries for |i − l| > 2. Besides that for all faces more zero entries are produced because of the
basic orthogonality property of Jacobi polynomials. That is, for any q(x) with degree less than d the
following property holds:
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(1− x)α pαd (x)q(x)dx = 0.
Note that also integrated Jacobi polynomials can be expressed in terms of Jacobi polynomials, see
Lemma 4.1 below. However for the coupling blocks we cannot bound the number of nonzero entries
per row independently of the polynomial degree in general and some of these blocks have more than
O(p3) nonzero entries. In order to obtain sparsity with O(p3) nonzero entries the matrix can be
factorized in a product of two sparse matrices, see [8] for more details.
If this sparsity pattern is taken into account, only O(p3) matrix entries need to be considered for
computation in the case of a polygonal domain and piecewise constant coeﬃcients.
The explicit values for the mass and stiffness matrix entries on a general element deﬁned by its
barycentric coordinates are available online at http://www.risc.jku.at/people/vpillwei/hcurl/.
4. Algorithms for special functions
Sparsity optimization of high-order basis functions on simplices relies on using particularly chosen
Jacobi-type polynomials and some of their basic properties that are introduced in this section. First
recall that we use the notation pαn (x) to denote Jacobi polynomials (3.1) with parameter β = 0. These
polynomials are orthogonal with respect to the weight (1− x)α , i.e., there holds
1∫
−1
(1− x)α pαj (x)pαl (x)dx = ραj δ jl, where ραj =
2α+1
2 j + α + 1 . (4.1)
This orthogonality relation is the basic ingredient for computing the entries of the different blocks of
the mass and stiffness matrices. Recall also the deﬁnition of the integrated Jacobi polynomials (3.2)
for n 1 and α > −1,
pˆαn (x) =
x∫
−1
pαn−1(y)dy, with pˆ
α
0 (x) = 1.
Obviously, pˆαn (−1) = 0 for n 1, and, by the orthogonality relation (4.1), integrated Legendre polyno-
mials vanish at both endpoints of the interval (−1,1). Summarizing, one obtains
pˆαn (−1) = 0, pˆ0n(1) = 0 for n 2, α > −1. (4.2)
Factoring out these roots, integrated Jacobi polynomials (3.2) can be expressed in terms of Jacobi
polynomials (3.1) with modiﬁed weights, i.e.,
pˆαn (x) =
1+ x
n
P (α−1,1)n−1 (x), n 1, (4.3)
pˆ0n(x) =
1− x2
2n − 2 P
(1,1)
n−2 (x), n 2. (4.4)
The identity (4.4) is widely known and can be found in many introductory textbooks on high order
ﬁnite element methods [25]. The other identity is less well known, hence a short computer algebra
proof for (4.3) is given below. Note that this gives yet another motivation to utilize computer algebra
as a tool in everyday’s work. Often a particular identity that would be needed is either hard to dig
758 S. Beuchler et al. / Advances in Applied Mathematics 50 (2013) 749–769out in the literature or not known at all, but with a simple application of symbolic computation
algorithms it can be delivered automatically in no time.
The proof of the sparsity pattern detailed below proceeds by exact evaluation of the integrals fol-
lowing a rewrite procedure that turns the given integrand into a linear combination of integrals of
the form (4.1), i.e., integrals where the orthogonality relation can be applied. For this process sev-
eral identities relating different types of Jacobi polynomials and/or integrated Jacobi polynomials are
needed. The key relations that enter the computations are summarized in Lemma 4.1 below. In [8,6,9]
classical proofs for these identities were provided. In this note we want to stress that this type of
identities need not be proven by hand, but should rather be discovered (and thus proven) automati-
cally using symbolic computation. To illustrate how this can be carried out, we introduce brieﬂy two
particular packages that can handle these tasks, “SumCracker” [26] and “HolonomicFunctions” [27],
both implemented in the computer algebra system Mathematica and both available for download at
http://www.risc.jku.at/research/combinat/software/. There also more detailed descriptions of the algo-
rithms as well as examples on how to apply the packages can be found.
SumCracker is a package developed by Kauers [26] containing algorithmic procedures for treating
sequences that are described via certain systems of difference equations (recurrence relations). These
systems can be possibly nonlinear, but with shifts in a single variable only. It can be used for prov-
ing known or conjectured identities as well as for discovering new identities. One advantage of this
package as well as the package HolonomicFunctions is that they allow to enter Jacobi polynomials as
symbolic expressions in standard Mathematica syntax.
In short the algorithm implemented in SumCracker proceeds by translating the given expressions
that may be deﬁned via systems of recurrence relations into polynomial form. Then using Gröbner
bases computations [14] algebraic relations can be found on the polynomial level and translated back
into the original setting. The scope of the package includes ﬁnding of linear recurrence relations
(as a particular instance of an algebraic relation) or closed form representations. We illustrate these
different approaches by using one easy example, the treatment of the sum f (n) =∑nk=0(2k+1)p0k (x).
Firstly we want to evaluate the sum in a simple closed form. The standard Mathematica notation for
Legendre polynomials p0k (x) is LegendreP[k, x] and the standard notation for a sum would be “Sum”.
In order to distinguish from the Mathematica built-in command in SumCracker sums are denoted by
“SUM”:
In[1] := Crack[SUM[(2k + 1)LegendreP[k, x], {k,0,n}]],
Out[1] = n + 1
x− 1
(
LegendreP[n, x] − LegendreP[1+ n, x])
(
in standard notation: f (n) = n + 1
x− 1
(
p0n(x) − p0n+1(x)
))
.
By default SumCracker uses the expressions that are given in the input to express the solution. It is
also possible to express the solution in different terms using the “Into” option (if such a closed form
exists):
In[2] := Crack[SUM[(2k + 1)LegendreP[k, x], {k,0,n}], Into → {n, JacobiP[n,1,0, x]}],
Out[2] = (1+ n)JacobiP[n,1,0, x] (in standard notation: f (n) = (n + 1)p1n(x)).
Also “JacobiP” is the standard notation in Mathematica for Jacobi polynomials. As a ﬁnal example, we
show how to obtain a recurrence relation for f (n):
In[3] := GetLinearRecurrence[SUM[(2k + 1)LegendreP[k, x], {k,0,n}], In → n,Head → f ],
Out[3] = f [n + 2] = 1+ 15x+ 16nx+ 4n
2x
f [n + 1] − 5+ 2n f [n].(2+ n)(3+ 2n) 3+ 2n
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is not approximate in any way but has been derived by a rigorous proving procedure. For further
options and more details we refer to [26].
Jacobi polynomials (including integrated Jacobi polynomials) satisfy linear differential equations
with respect to x and also linear difference equations (i.e., recurrence relations) with respect to n,α
and β with polynomial coeﬃcients. In other words, they are holonomic functions and many algo-
rithms are known and implemented that deal with this type of objects [45,17]. Holonomic functions
are closed under several operations such as addition, multiplication (both Hadamard and Cauchy), par-
tial summation or integration of the given sequences or functions. As a data structure for holonomic
functions we use the deﬁning difference/differential relations usual written in operator notation,
where Dz denotes the standard derivative w.r.t. the unknown z and Sz denotes the forward shift
in the variable z, i.e., Sz f (z) = f (z+ 1). Note that the operators Dx , Sn commute with each other, Dx
and n as well as Sn and x commute, but Dx does not commute with x neither Sn with n (i.e., they do
not commute with the variables they are acting on).
In the holonomic paradigm sequences/functions are represented solely in terms of a basis of anni-
hilating operators in terms of shifts and/or derivatives. Hence, given a sequence/function that needs to
be summed/integrated in the ﬁrst step a set of annihilating linear operators in terms of shifts and/or
derivatives with polynomial coeﬃcients is computed (which can also be done entirely automatic as
we illustrate below). This set builds a basis for an annihilating ideal of the given input. Starting
from this representation, i.e., a (system of) linear difference/differential equation(s) the deﬁning dif-
ference/differential equation(s) for the desired sum/integral can be discovered entirely algorithmically.
This procedure extends to multivariate input and covers also mixed difference-differential relations.
Koutschan implemented algorithms capable of carrying out these tasks in his Mathematica package
“HolonomicFunctions” [27]. Also this package allows for a simple input structure following Math-
ematica notation. Annihilating operators for the given expression can be obtained, e.g., using the
“Annihilator” command. The operators for shift and derivation are denoted by S[·] and Der[·], respec-
tively. We illustrate the use of this package again with some simple examples. First we compute the
basis for an annihilating ideal for the sum over Legendre polynomials with respect to shifts in n and
differentiation with respect to x:
In[4] := ann = Annihilator[Sum[LegendreP[k, x], {k,0,n}],{S[n],Der[x]}],
Out[4] = {2(1− x)2(1+ x)D2x − 2(1+ n)2Sn − (1− x)(3+ 2n + 7x+ 2nx)Dx
+ (n + 2)(2n + x+ 1),
−(1− x)SnDx − (1+ n)Sn − (1− x)Dx + (2+ n),
(2+ n)S2n − (3+ 2n)(1+ x)Sn − 2
(
1− x2)Dx + (2+ n)(1+ 2x)}.
With fn(x) = ∑nk=0 p0k (x) the application of the output of “Annihilator” to fn(x) reads in standard
notation as:
2
(
1− x2)(1+ x) f ′′n (x) − 2(1+ n)2 fn+1(x) − (1− x)(3+ 2n + 7x+ 2nx) f ′n(x)
+ (n + 2)(2n + x+ 1) fn(x) = 0,
−(1− x) f ′n+1(x) − (1+ n) fn+1(x) − (1− x) f ′n(x) + (2+ n) fn(x) = 0,
(2+ n) fn+2(x) − (3+ 2n)(1+ x) fn+1(x) − 2
(
1− x2) f ′n(x) + (2+ n)(1+ 2x) fn(x) = 0.
The annihilator command gives a basis for relations in the operators Sn , Dx that can be obtained
using linear combinations in the corresponding algebra. Using the “FindRelation” command speciﬁc
identities can be constructed. Say we are interested in a recurrence relation for the given sum fn(x)
then the command would be as follows:
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Out[5] = {(n + 3)S3n + (−2nx− n − 5x− 3)S2n + (2nx+ n + 5x+ 2)Sn + (−n − 2)}.
If the support is chosen with fewer shifts then the output will be the empty set, i.e., there is no
recurrence of order two in the computed annihilating ideal. Spelled out in traditional notation the
above reads as
(n + 3) fn+3(x) −
(
(n + 3) + x(2n + 5)) fn+2(x) + ((n + 2) + x(2n + 5)) fn+1(x) − (n + 2) fn(x) = 0.
Keep in mind that this recurrence is the output of a proving procedure. The underlying computations
are also using Gröbner bases, this time in a non-commutative setting. For further informations we
refer to [27]. In particular for dealing with sums or integrals the method of creative telescoping is
applied [45]. For proving (4.3) we use the corresponding HolonomicFunctions-command “CreativeTe-
lescoping” explicitly. The identity pˆαn (x) = 1+xn P (α−1,1)n (x) can be easily guessed. In order to verify it,
we compute recurrence relations for both sides of the identity. For the right-hand side we use as
input for the Jacobi polynomials the well-known sum representation [3]
P (α,β)n (x) = (α + 1)nn!
n∑
k=0
(−n)k(n + α + β + 1)k
(α + 1)kk!
(
1− x
2
)k
,
where (a)k = a(a + 1) · · · (a + k − 1) denotes the Pochhammer symbol (or rising factorial). Below we
replace the Mathematica built-in command “Pochhammer” by the corresponding symbol for better
readability. With this we obtain for the left-hand side:
In[6] := annLHS = CreativeTelescoping
[
Annihilator
[
Integrate
[
(α + 1)n−1
(n − 1)!
× (−n + 1)k(n + α)k
(α + 1)kk!
(
1− y
2
)k
, {y,−1, x}
]
,
{
S[k], S[n]}
]
, S[k] − 1, S[n]
][[1]],
Out[6] = {2(n + 2)(n + α + 1)(2n + α)S2n − (2n + α + 1)(4n2x+ 4nxα + 4nx+ xα2
+ 2xα + α2 − 2α)Sn + 2n(n + α − 1)(2n + α + 2)}.
For the right-hand side it suﬃces to use the Annihilator command once more
In[7] := annRHS = Annihilator[(1+ x)/nJacobiP[n − 1,α − 1,1, x],{S[n]}],
Out[7] = {2(n + 2)(n + α + 1)(2n + α)S2n − (2n + α + 1)(4n2x+ 4nxα + 4nx+ xα2
+ 2xα + α2 − 2α)Sn + 2n(n + α − 1)(2n + α + 2)}.
Hence both sides satisfy the same recurrence relation and checking initial values completes the proof.
There is an overlap of features covered by HolonomicFunctions and the Maple implementations “Mg-
fun” [17,15,16] or “Gfun” [35].
Next we state the main relations that are needed in the evaluation of the bilinear forms.
Lemma 4.1. Let pαn (x) = P (α,0)n (x) denote the nth Jacobi polynomial and pˆαn (x) the nth integrated Jacobi
polynomial as deﬁned in (3.1). Then we have for n 1
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1
2n + α
[
(n + α)pαn (x) − npαn−1(x)
]
, α > −1, (4.5)
pαn+1(x) =
2n + α + 1
2(n + 1)(n + α + 1)(2n + α)
[
(2n + α + 2)(2n + α)x+ α2]pαn (x)
− n(n + α)(2n + α + 2)
(n + 1)(n + α + 1)(2n + α) p
α
n−1(x), α −1, (4.6)
pˆαn (x) =
2(n + α)
(2n + α − 1)(2n + α) p
α
n (x) +
2α
(2n + α − 2)(2n + α) p
α
n−1(x)
− 2(n − 1)
(2n + α − 1)(2n + α − 2) p
α
n−2(x), α −1, (4.7)
pˆαn (x) =
2
2n + α − 1
[
pα−1n (x) + pα−1n−1 (x)
]
, α > −1, (4.8)
(α − 1)pˆαn (x) = (1− x)pαn−1(x) + 2pα−2n (x), α > 1. (4.9)
Proof. For the proofs below we utilize the packages described earlier in this section. Note that both
SumCracker and HolonomicFunctions are using forward shifts only. Hence the formulas given by these
algorithms are shifted versions of the normalized results stated in the lemma.
Proof of (4.5):
In[8] := Crack[JacobiP[n + 1,α,0, x], Into → {n, JacobiP[n,α + 1,0, x]}],
Out[8] = − n + 1
2n + α + 3 JacobiP[n,α + 1,0, x] +
n + α + 2
2n + α + 3 JacobiP[n + 1,α + 1,0, x].
For the proof of (4.9) we use the rewriting (4.3) of integrated Jacobi polynomials in terms of standard
Jacobi polynomials in the input for SumCracker:
In[9] := Crack
[
1+ x
n + 1 JacobiP[n,α,1, x], Into →
{
JacobiP[n,α + 1,0, x], JacobiP[n,α − 1,0, x]}
]
,
Out[9] = 1− x
α
JacobiP[n,α + 1,0, x] + 2
α
JacobiP[n + 1,α − 1,0, x].
Note that (4.6) is merely the standard three term recurrence for Jacobi polynomials for β = 0. For
the remaining identities we use HolonomicFunctions. In the ﬁrst step we compute a basis for the
annihilating ideal for integrated Jacobi polynomials with respect to the operators Sn , Sα , Dx and in
the next step we search in the ideal for relations of a certain type:
In[10] := annIJ = Annihilator
[
1+ x
n
JacobiP[n − 1,α − 1,1, x],{S[n], S[α],Der[x]}
]
,
Out[10] = {(α + n)Sα − (1+ x)Dx − (n + α − 1),
2(n + 1)(α + n)Sn +
(
1− x2)(2n + α)Dx − (α + n − 1)(α + x(2n + α)),(
x2 − 1)D2x + α(x+ 1)Dx − n(α + n − 1)}.
Identity (4.7) is a relation with a certain support and coeﬃcients not depending on x:
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Out[11] = {2(α + n + 1)(α + 2n)S2nDx + 2α(α + 2n + 1)SnDx
− (α + 2n)(α + 2n + 1)(α + 2n + 2)Sn − 2n(α + 2n + 2)Dx
}
.
The missing identity (4.8) is proved completely analogously:
In[12] := FindRelation[annIJ,Support → {S[α],Der[x],Der[x]S[n]}],
Out[12] = {2SnDx + (−α − 2n)Sα + 2Dx}. 
5. Proof of Theorem 3.2
In this section we turn to describing the algorithm that evaluates the integrals which yield the
entries of the inner blocks of the local system matrices. The input for the program is a linear com-
bination of products of ui , vij , wijk , or partial derivatives thereof, and the output is the integral of
such a function over a general tetrahedron speciﬁed by its barycentric coordinates as a linear com-
bination of products of Kronecker deltas with rational coeﬃcients in i, j and k. The basic idea for
evaluating the integrals is to rewrite the given integrands until the orthogonality relation (4.1) for
Jacobi polynomials
1∫
−1
(
1− x
2
)α
pαi (x)p
α
j (x)dx =
2δi j
2i + α + 1
can be used. For this rewriting procedure the identities summarized in Lemma 4.1 relating Jacobi and
integrated Jacobi polynomials are needed. In theory these steps can also be carried out by hand and
this has been done for the corresponding continuous basis functions for H1 on triangles [8]. Already
in the two-dimensional case it is obviously a tedious task to carry out the necessary transformations.
The situation becomes worse in the tetrahedral case for H1 and hopeless if we pass to H(curl) (or
H(div)).
While in the H1 case for the mass matrix only products of φi jk = ui vi j wklm need to be evaluated,
which in fact can be done using paper and pencil, for H(curl) already for the mass matrix entries par-
tial derivatives of the basic polynomials enter, see (3.9) and (3.10). Taking the partial derivatives blows
up the input signiﬁcantly. Even though derivatives of Jacobi polynomials are again Jacobi polynomials
with shifted parameters, i.e.,
d
dx
P (α,β)n (x) = n + α + β + 12 P
(α,β)
n−1 (x), (5.1)
the number of terms in the input increases beyond being suitable for hand computations. The situ-
ation becomes even worse when computing the stiffness matrix entries. The computerized method
described in this paper follows the human approach.
The ﬁrst step in the computations consists of decoupling integrals over a tetrahedral element using
a well-known substitution, the Duffy transformation which maps the tetrahedron to the unit cube. Let
us illustrate this step using the reference tetrahedron depicted in Fig. 1. The barycentric coordinates
for this tetrahedron are given by
λ1(x, y, z) = −4x− 2y − z + 1
8
, λ2(x, y, z) = 4x− 2y − z + 1
8
,
λ3(x, yz) = 2y − z + 1 , λ4(x, y, z) = 1+ z .
4 2
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∫
	
f1
(
4x
1− 2y − z
)
f2
(
2y
1− z
)
f3(z)d(x, y, z)
=
1∫
−1
1−z
2∫
− 1−z2
1−2y−z
4∫
− 1−2y−z4
f1
(
4x
1− 2y − z
)
f2
(
2y
1− z
)
f3(z)d(x, y, z),
where f i are products of certain Jacobi or integrated Jacobi polynomials and Jacobi weight functions.
For the Jacobi weight functions we introduce the abbreviation
wγ (x) =
(
1− x
2
)γ
.
By means of the substitutions x ← 1−2y−z4 x and y ← 1−z2 y the integrands decouple and we obtain
1∫
−1
f1(x)dx
1∫
−1
(
1− y
2
)
f2(y)dy
1∫
−1
(
1− z
2
)2
f3(z)dz.
For the computation of the matrix entries we still have a dependency of the integrands via the
discrete parameters that appear as the polynomial degrees of the basis functions as well as in the
polynomial parameters α(i) = 2i − 1 and β(i, j) = 2i + 2 j − 2. This gives a natural order to carry out
integration ﬁrst with respect to x, then y and ﬁnally z. Note that the additional factors introduced by
the Duffy substitution above are just contributing to the Jacobi weight functions.
The algorithm. Let us ﬁx the integration variable ξ ∈ {x, y, z}. After performing the Duffy substitu-
tion, the input in each step is an integrand that is a ﬁnite linear combination of products of Jacobi
and/or integrated Jacobi polynomials and certain weight functions. For instance, if we consider the
ﬁrst component of the integrand
∫
	ˆ
ϕ
(b)
i jk (x, y, z)ϕ
(b)
lmn(x, y, z)d(x, y, z) over the reference tetrahedron
depicted in Fig. 1, then after decoupling the integrals it reads as follows,
I1 =
1∫
−1
p0i−1(x)p
0
l−1(x)dx
1∫
−1
pˆ2i−1j (y)pˆ
2l−1
m (y)wi+l−1(y)dy
×
1∫
−1
pˆ2i+2 j−2k (z)pˆ
2l+2m−2
n (z)wi+ j+l+m(z)dz.
Integrating with respect to x just requires an application of the Jacobi orthogonality relation and
yields
I1 = 2δi,l
2i − 1
1∫
−1
pˆ2i−1j (y)pˆ
2i−1
m (y)w2i−1(y)dy
1∫
−1
pˆ2i+2 j−2k (z)pˆ
2i+2m−2
n (z)w2i+l+m(z)dz.
In the next step the integrand needs to be rewritten in terms of Jacobi polynomials using identity (4.7)
in order to invoke the orthogonality relation and the result is
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1∫
−1
(
−16( j − 1)(2i + j − 3)δi,lδ j−2,m
(2i − 1)(2i + 2 j − 2)5 pˆ
2i+2 j−2
k (z)pˆ
2i+2 j−6
n (z)w2i+2 j−2(z)
+ 16(2i − 3)δi,lδ j−1,m
(2i + 2 j − 1)5 pˆ
2i+2 j−2
k (z)pˆ
2i+2 j−4
n (z)w2i+2 j−1(z)
+ 32( j
2 + 2i j − 2 j + 4i2 − 8i + 3)δi,lδ j,m
(2i − 1)(2i + 2 j)5 pˆ
2i+2 j−2
k (z)pˆ
2i+2 j−2
n (z)w2i+2 j(z)
+ 16(2i − 3)δi,lδ j,m−1
(2i + 2 j)5 pˆ
2i+2 j−2
k (z)pˆ
2i+2 j
n (z)w2i+2 j+1(z)
− 16( j + 1)( j + 2i − 1)δi,lδ j,m−2
(2i − 1)(2i + 2 j + 2)5 pˆ
2i+2 j−2
k (z)pˆ
2i+2 j+2
n (z)w2i+2 j+2(z)
)
dz.
Here ak = a(a − 1) · · · (a − k + 1) denotes the falling factorial. If we use Pρ,ι(ξ), Qρ,ι(ξ) to denote
the generic polynomials and wγ (ρ,ι)(ξ) to denote the weight function, then the general form of the
integrand is
int =
∑
ρ,ι
Cρ,ιPρ,ι(ξ)Qρ,ι(ξ)wγ (ρ,ι)(ξ),
where Cρ,ι are rational functions in the degree parameters and Kronecker deltas, but independent
of ξ . If Pρ,ι, Qρ,ι are Jacobi polynomials of the same kind and the wγ (ρ,ι) the corresponding weight
function, then an evaluation of
1∫
−1
Pρ,ι(ξ)Qρ,ι(ξ)wγ (ρ,ι)(ξ)dξ
amounts to a mere application of the Jacobi orthogonality relation — as in the ﬁrst step in the ex-
ample above. In all other cases the polynomials need to be expressed as linear combinations of these
base cases so that the orthogonality applies. This is achieved by applying various transformations of
Lemma 4.1 in a systematic manner. This rewriting procedure is carried out automatically as follows:
1. Collect the list of integrands and their coeﬃcients.
2. For each entry in the list of integrands, rewrite the integrated Jacobi polynomials in terms of
Jacobi polynomials using (4.7), (4.8), or (4.9).
3. Update the list of integrands and their coeﬃcients.
4. For each entry in the list of integrands, adjust Jacobi polynomials to the appearing weight function
wγ (ρ,ι)(ξ).
5. Update the list of integrands and their coeﬃcients.
6. For each entry in the list of integrands, evaluate the integral using orthogonality relation (4.1).
If the rewriting procedure returns expressions that do not ﬁt to the evaluation pattern in step 6 a
warning is issued and these terms remain unevaluated. The two steps of the algorithm that need fur-
ther explanations are steps 2 and 4. In step 2 it needs to be decided which of the relations (4.7)–(4.9)
leads to a proper integrand. Hence for each integrand in the list, we consider the weight function
wγ (ξ) and each of the polynomials Pρ , Q ι separately. If one of them is an integrated Jacobi polyno-
mial pˆαn (ξ) then
2. Rewrite wγ (ξ)pˆαn (ξ) in terms of Jacobi polynomials by
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Number of integrals to be evaluated for the mass (left) and stiffness matrix (right) w.r.t. the different variables and ﬁnal number
of nonzero entries.
int x y z NNZ
ϕ
(b)
i jk ϕ
(b)
lmn 9 216 287 369
ϕ
(b)
i jk ϕ˜
(a)
1mn 6 82 470 198
ϕ
(b)
i jk ϕ˜
(b)
lmn 6 99 206 252
ϕ
(b)
i jk ϕ˜
(c)
lmn 6 151 237 369
ϕ˜
(a)
1 jkϕ˜
(a)
1mn 9 25 381 117
ϕ˜
(a)
1 jkϕ˜
(b)
lmn 4 27 333 154
ϕ˜
(a)
1 jkϕ˜
(c)
lmn 4 42 343 187
ϕ˜
(b)
i jk ϕ˜
(b)
lmn 4 25 115 135
ϕ˜
(b)
i jk ϕ˜
(c)
lmn 4 58 140 252
ϕ˜
(c)
i jk ϕ˜
(c)
lmn 4 67 165 243
int x y z NNZ
ϕ˜
(a)
1 jkϕ˜
(a)
1mn – 107 287 81
ϕ˜
(a)
1 jkϕ˜
(b)
lmn 4 78 246 98
ϕ˜
(a)
1 jkϕ˜
(c)
lmn 6 78 165 98
ϕ˜
(b)
i jk ϕ˜
(b)
lmn 4 59 71 75
ϕ˜
(b)
i jk ϕ˜
(c)
lmn 6 62 55 100
ϕ˜
(c)
i jk ϕ˜
(c)
lmn 9 65 35 125
(a) γ − α  0: transforming integrated Jacobi polynomials to Jacobi polynomials with same pa-
rameter using (4.7).
(b) γ − α = −1: transforming integrated Jacobi polynomials to Jacobi polynomials with parame-
ter α − 1 using (4.8).
(c) γ − α = −2: using the mixed relation (4.9) to obtain
wγ (ξ)pˆ
γ+2
n (ξ) = 2
γ + 1
(
wγ (ξ)p
γ
n (ξ) + wγ+1(ξ)pγ+2n−1 (ξ)
)
.
In step 4 the list of polynomials consists of classical Jacobi polynomials only. In order to make them
ﬁt to the orthogonality relation (4.1) the polynomial parameter α needs to be adjusted to the given
weight wγ (ξ). This adjustment with ﬁxed, ﬁnite support can only be done by increasing the poly-
nomial parameter using (4.5). If the situation is such that γ < α, then the term has to be returned
unevaluated, since Jacobi polynomials pαn (ξ) cannot be expressed as a ﬁxed, ﬁnite number of linear
combinations of pγn (ξ). This step in the computations is potentially a very expensive one as it might
increase the number of terms signiﬁcantly. The transformation (in the case γ − α > 0) can be stated
explicitly as
pαn (ξ) =
γ−α∑
m=0
(−1)k
(
γ − α
m
)
(n + γ −m)γ−α−mnm
(2n + γ −m + 1)γ−α+1 (2n − 2m + γ + 1)p
γ
n−m(ξ),
where ak = a(a − 1) · · · (a − k + 1) again denotes the falling factorial.
The ﬁnal output after execution of the program is a linear combination of Kronecker deltas with
rational coeﬃcients. Below we give a concrete example. Table 1 summarizes the number of integrals
that need to be evaluated in each step for the different products of basis functions. The last column is
to be understood as the number of different triples δi+i′,lδ j+ j′,mδk+k′,n in the result. Note that for some
integrands the number of integrals blows up signiﬁcantly in the integration with respect to z just to
collapse to a smaller number again in the ﬁnal result. This is due to a high number of integrands of
the form pγk+k′ (ξ)p
γ
n+k′ (ξ)wγ (ξ) that give rise to a single δk,n in the end.
An example. To illustrate the execution of the algorithm we choose only a small example since the
basis functions for H(curl) written explicitly are too large to be displayed here. The integrand we
consider (already after decoupling of the variables) is
Ii jk;lmn(x, y, z) = pˆ0i (x)p0l (x)wi+l+1(y)pˆ2ij (y)pˆ2l−1m (y)wi+l+ j+m+2(z)pˆ2i+2 j−1(z)pˆ2l+2m−1n (z).k
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of Kronecker deltas. The ﬁrst integration is with respect to x. The weight function is obviously 1, i.e.,
γ = 0. For p0l (x) no rewriting is necessary and for pˆ0i (x) Case 2(a) applies and we rewrite in terms of
Legendre polynomials p0i (x) using (4.7). This way for the ﬁrst integral we obtain
1∫
−1
pˆ0i (x)p
0
l (x)dx =
2δi,l
(2i − 1)(2i + 1) −
2δi,l+2
(2i − 3)(2i − 1) .
The ﬁnal output of the algorithm is of this form, i.e., rational functions in the polynomial degrees
times a product of Kronecker deltas relating (i, l), ( j,m) and (k,n), respectively. The evaluation of the
integral with respect to x assigns values to l in the remaining polynomials. If we continue with the
ﬁrst term above, then the remaining integrand after replacing l ← i reads as
w2i+1(y)pˆ2i(y)pˆ2i−1m (y)w2i+ j+m+2(z)pˆ
2i+2 j−1
k (z)pˆ
2i+2m−1
n (z).
Proceeding with the integration with respect to y following the algorithm we ﬁrst transform inte-
grated Jacobi polynomials into Jacobi polynomials with same parameter using (4.7). Then we need to
lift the polynomial parameter to adjust to γ = 2i + 1 using (4.5) once, respectively twice. This results
in an output of a linear combination of δ j,m−4, δ j,m−3, . . . , δ j,m+3. Each of these evaluations deﬁnes a
product of polynomials in z with m replaced by the corresponding expression in j. For instance for
m = j the remaining integrand is
w2i+2 j+2(z)pˆ2i+2 j−1k (z)pˆ
2i+2 j−1
n (z).
The series of transformations is as before and results in a linear combination of δk,m−4, . . . , δk,m+4.
For m = j − 4 the integrand is
w2i+2 j−2(z)pˆ2i+2 j−1k (z)pˆ
2i+2 j−9
n (z).
Here we run into Case 2(b) in the rewriting of the ﬁrst polynomial pˆ2i+2 j−1k (z) in order to be able to
match the appearing weight function.
If we deﬁne the variable “integrand” as Ii jk;lmn , then the evaluation using our program executes
precisely the above mentioned steps:
In[13] := eval = ComputeMatrixEntries[integrand, x, y, z, Infolevel → True];
1. Collecting integrands depending on x
→ ﬁnished collecting (0.004 s)
→ 1 integrands
2. Rewriting integrated Jacobi polynomials in terms of Jacobi polynomials
Case 2(a) for phat[i,0, x]
→ ﬁnished rewriting (0.004001 s)
3. Collecting integrands depending on x
→ ﬁnished collecting (0.012 s)
→ 2 integrands
6. Evaluate integrals using Jacobi orthogonality relation
→ ﬁnished evaluating (0.004001 s)
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→ ﬁnished collecting (0.004 s)
→ 2 integrands
2. Rewriting integrated Jacobi polynomials in terms of Jacobi polynomials
Case 2(b) for phat[ j,2i, y]
Case 2(a) for phat[m,−5+ 2i, y]
Case 2(a) for phat[ j,2i, y]
Case 2(a) for phat[m,−1+ 2i, y]
→ ﬁnished rewriting (0.192012 s)
3. Collecting integrands depending on y
→ ﬁnished collecting (0 s)
→ 15 integrands
4. Adjusting Jacobi polynomials to appearing weight functions
→ ﬁnished adjusting (0.148009 s)
6. Evaluate, 34 integrals using Jacobi orthogonality relation
→ ﬁnished evaluating (0.060004 s)
1. Collecting integrands depending on z
→ ﬁnished collecting (0.644041 s)
→ 8 integrands
2. Rewriting integrated Jacobi polynomials in terms of Jacobi polynomials
Case 2(a) for phat[k,−1+ 2i + 2 j, z]
. . .
Case 2(b) for phat[n,7+ 2i + 2 j, z]
→ ﬁnished rewriting (2.09613 s)
3. Collecting integrands depending on z
→ ﬁnished collecting (0.348022 s)
→ 69 integrands
4. Adjusting Jacobi polynomials to appearing weight functions
→ ﬁnished adjusting (12.4128 s)
6. Evaluate, 244 integrals using Jacobi orthogonality relation
→ ﬁnished evaluating (1.22408 s)
These computations were carried out on an 8 cores (2.33 GHz), 16 Gb shared memory machine. Con-
cerning the implementation of the algorithm one crucial step is to normalize both the input and
output. Most of the steps rely on pattern matching and thus the representation needs to be uniform.
E.g., a polynomial pˆ2(i+ j)k (z) has to be recognized to be the same as pˆ
2i+2 j
k (z). This becomes particu-
larly tricky when collecting the different weight functions that might appear as factors (y − 1) that
need to be included in the standard notation for weights wγ (y) = ( 1−y2 )γ . The transformation to
standard form is done as ﬁrst step before the evaluation starts and for large integrands that are as-
sembled from different partial derivations this can become a very costly step. Another computational
issue is related to simpliﬁcation of the coeﬃcients. On the one hand, no undetected zeros should be
carried along because of memory reasons. On the other hand, and this is more critical, some of the
integrals do not vanish, but their coeﬃcients do, because of cancellation happens in the course of ap-
plying the rewrite rules. Hence in order to compute the actual ﬁnite support, the intermediate results
have to be simpliﬁed in every step. The ﬁnal outcome of the program is neither fully simpliﬁed nor
factored. The matrix entries that have been put online however are in simpliﬁed form, which was
done in a post processing step that added signiﬁcantly to the overall computation times.
The basis polynomials ϕ˜(a)1 jk(x, y, z) are only linear in x. Thus for the direct product ϕ˜
(a)
1 jk · ϕ˜(a)1mn
(or corresponding derivatives), it is handy to carry out the integration with respect to x beforehand
separately. For mixed products with other basis polynomials the constant coeﬃcient with respect
to x of ϕ˜(a)1 jk is replaced by p
0
0(x) = 1 times this coeﬃcient. Analogously the linear term x is replaced
by p01(x).
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