In this paper, we propose a use of the group sparsity in adaptive learning of second-order Volterra filters for the nonlinear acoustic echo cancellation problem. The group sparsity indicates sparsity across the groups, i.e., a vector is separated into some groups, and most of groups only contain approximately zero-valued entries. First, we provide a theoretical evidence that the second-order Volterra systems tend to have the group sparsity under natural assumptions. Next, we propose an algorithm by applying the adaptive proximal forward-backward splitting method to a carefully designed cost function to exploit the group sparsity effectively. The designed cost function is the sum of the weighted group 1 norm which promotes the group sparsity and a weighted sum of squared distances to data-fidelity sets used in adaptive filtering algorithms. Finally, Numerical examples show that the proposed method outperforms a sparsity-aware algorithm in both the system-mismatch and the echo return loss enhancement. key words: group sparsity, nonlinear acoustic echo cancellation (NLAEC), adaptive Volterra filter, weighted group 1 norm, adaptive proximal forward-backward splitting (APFBS) 
Introduction
The Volterra system has been used as a general model of a large variety of real-world nonlinear systems [1] - [4] . Adaptive Volterra filters have been applied to the nonlinear acoustic echo cancellation (NLAEC) problem which has become increasingly important to deal with nonlinearity, e.g., in loudspeaker systems [5] - [10] . A major goal of the NLAEC problem is to estimate the overall nonlinear echo path which is the cascade of the loudspeaker system and the acoustic impulse response (AIR). Figure 1 illustrates a typical nonlinear echo path and its model, where the AIR is modeled by a finite impulse response (FIR) system, and the loudspeaker system is modeled by a second order Volterra system (SOV1). Therefore, the overall nonlinear echo path can also be modeled by another second order Volterra system (SOV2) with larger memory [3] - [6] .
Essentially, certain sparsities in the AIR have been observed since early 90's, where we call the system is sparse if most of the entries of the system parameters are approximately zero except small number of entries of relatively large magnitude (see, e.g., [11] , [12] ). Since then, the "sparsity" has started to be exploited for accelerating the convergence speed of adaptive identification of the sparse AIR Manuscript [13] , [14] , and recently has been utilized for the steadystate performance improvements with use of the weighted 1 norm [15] - [17] . At the same time, it has been reported experimentally that the overall nonlinear echo path can also be simulated effectively by sparse second-order Volterra systems [7] , [8] , where we call the Volterra system is sparse if the coefficient vector and matrix are approximately sparse. Indeed, the sparsity in the Volterra system has also been exploited to improve the performance of the adaptive NLAEC algorithms [7] , [8] , [18] , which suggests that we could improve further the performance of the adaptive NLAEC if we effectively utilize more precise features than the "sparsity" of the overall nonlinear echo path.
In this paper, motivated by a natural observation that the "group sparsity" (or "structured sparsity") is more precise feature than the general "sparsity" of a typical AIR (see, e.g., [19] , [20] ), we propose an effective use of the group sparsity of SOV2 in the adaptive learning of the overall nonlinear echo path. The group sparsity of SOV2 indicates that the components of the coefficient vector and matrix of SOV2 are separated into some groups, and most of groups only contain approximately zero-valued components, while the group sparsity of the AIR simply implies the sparsity across the groups of the components in the impulse response vector. The authors of [19] have shown a theoretical evidence of the group sparsity of the AIR and verified empirically that the AIR is well-captured by this knowledge. Despite the group sparsity of a typical AIR, the group sparsity of SOV2 which models the overall nonlinear echo path is not obvious because of the existence of SOV1. We first show theoretically that SOV2 tends to have the group sparsity under natural assumptions. That is, if the memory of SOV1 is much smaller than the length of the AIR which is group sparse, SOV2 is guaranteed to have a certain group sparsity (see for validity of these assumptions [3] , [19] , [21] ).
Fortunately, the group sparsity of a vector can be promoted by suppressing its weighted group 1 norm (also called weighted 1,2 norm) defined as the weighted sum of the 2 norm of the components in each group in the vector [22] - [27] . Based on this fact, to exploit the group sparsity of SOV2 effectively, we propose an adaptive algorithm by applying adaptive proximal forward-backward splitting (APFBS) [15] , [28] - [34] to a time-varying cost function Θ k designed as the sum of the weighted group 1 norm and the weighted sum of the squared distances to multiple data- fidelity sets used in existing adaptive filtering algorithms [15] , [35] , [36] . Suppressing the weighted group 1 norm in Θ k promotes the group sparsity of the adaptive Volterra filter. The acceleration of convergence of the adaptive filtering is achieved by the efficient data-reusing through suppression of the weighted sum of the squared distances to multiple data-fidelity sets.
We conduct numerical examples to show the efficacy of the proposed group sparsity promoting term by comparing the proposed method with the APFBS employing the weighted 1 norm as a sparsity promoting term and the APFBS without any kind of sparsity promoting term. The results show that the proposed method using the group sparsity promoting term achieves the best steady-state behavior in both the system mismatch and the echo return loss enhancement.
This paper is organized as follows. In Sect. 2, we present mathematical preliminaries and a formulation of the NLAEC problem. Main contribution is collected in Sect. 3 where a theoretical evidence of the group sparsity in SOV2 is given, and the APFBS using the weighted group 1 norm is proposed as a group sparsity aware adaptive identification method for second-order Volterra filters. Numerical examples are shown in Sect. 4.
Preliminaries

Mathematical Tools
Let R and N denote the sets of all real numbers and nonnegative integers, respectively. In addition, define N * := N \ {0}. For every vector x ∈ R N (N ∈ N * ), we define the 2 norm of x by x 2 := √ x t x, which is the norm induced by the Euclidean inner product x, y := x t y (∀x, y ∈ R N ), where (·) t denotes the transpose operation. A set C ⊂ R N is said to be convex if αx + (1 − α)y ∈ C for every x, y ∈ C and 0 ≤ α ≤ 1. Let C ⊂ R N be a nonempty closed convex set. For every x ∈ R N , the distance between x and C is defined by d(x, C) := min y∈C x − y 2 , and the metric projection of x onto C is defined by P C (x) := arg min y∈C x − y 2 . For any x ∈ R N and y ∈ C, we have
In particular, if M ⊂ R N is a (linear) subspace, we have
and
For every x ∈ R N and X ∈ R N×N , we define the support of x and X by supp(x) := {i ∈ {1, . . . , N} | x i 0} and supp(X) := (i, j) ∈ {1, . . . , N} × {1, . . . , N} X i, j 0 , which are the sets of all indices corresponding to the nonzero entries of x and X, respectively. For every finite set A, we denote the number of elements of A by |A|.
Nonlinear Acoustic Echo Cancellation Problem
Consider an echo path modeled by the cascade of a secondorder Volterra system (SOV1) and a finite impulse response (FIR) system, in Fig. 1 . The former system has been commonly used to model nonlinearities of loudspeakers, and the latter system models the AIR [3] - [6] . Our model is
where
L is the memory length of the SOV1, and M is the length of the FIR system. Typically, x k is the far-end speech signal, u k is the output of the speaker system, and z k is the echo signal. Without loss of generality, since x t k Sx k is a quadratic form, we can limit S to a lower triangular matrix. The overall system, i.e., SOV2, through (1) and (2) can be expressed in a single equation:
. . .
. h and H are respectively defined by
wherē
for every ∈ {1, . . . , M}. A major goal of the nonlinear acoustic echo cancellation problem is to estimate SOV2 in terms of h and H . By a simple calculation, (3) can be reduced to a wide-sense linear model (see Remark 1):
Remark 1: Note that any linear system must be defined on a subspace. However, the domain of (8)
is not a subspace of R N . In this strict sense, we refer to (8) as the wide-sense linear model.
Adaptive Proximal Forward-Backward Splitting
The adaptive proximal forward-backward splitting (APFBS) [15] , [28] - [32] is an algorithm for suppressing a timevarying cost function Θ k , which is designed based on a current estimate h k and available data
with a priori information, where d i = x i t h + v i , and v i is the additive noise. We define the cost function
where ϕ k : R N → R is a smooth convex function with Lipschitz continuous
R is a possibly nonsmooth convex function, and λ ∈ (0, ∞). In general, ϕ k is utilized as a data-fidelity term, ψ k is used to exploit a priori knowledge, and λ controls their importance (such examples are given below in Sects. 3.2 and 3.3). For an arbitrarily chosen h 0 ∈ R N , the APFBS generates a sequence h k k∈N by
where μ ∈ (0, 2) is the step-size, and L k > 0 is a Lipschitz constant of ∇ϕ k .
Remark 2 (Properties of the APFBS):
(a) (Monotone approximation) The APFBS (10) for any μ ∈ (0, 2) satisfies the (strictly) monotone approximation property
for any [35] , [36] , [38] . (b) (Performance in experiments) Extensive experiments on the APFBS (10) have shown its excellent convergence behavior in numerical examples [15] , [28] - [34] . (c) (Relation to an algorithm in convex optimization) The APFBS (10) is an adaptive generalization of the proximal forward-backward splitting method [39] , [40] . This implies that, in the time-invariant case where ϕ k = ϕ and ψ k = ψ for any k ∈ N * , the sequence generated by (10) is guaranteed to converge to a minimizer of the function Θ k = Θ.
Weighted Group 1 Norm
Promoting the group sparsity of a vector h ∈ R N can be achieved by suppressing its weighted group 1 norm [22] - [27] defined as the weighted sum of the 2 norm of subvectors h J g (g = 1, . . . , G) of the vector h, i.e.,
where w 
Note that the weighted group 1 norm reduces to the weighted 1 norm if J g = 1 (g = 1, . . . , G) . Some theoretical evidence on the group sparsity promotion by ·
has been reported, e.g., [26] , [27] .
As a natural extension of the widely used design † for the weighted 1 norm [41] to the weighted group 1 norm, we employ the following weight:
where ρ is a sufficiently small real number (NOTE: the same weight is used in [42] ). Fortunately, the proximity operator of index γ ∈ (0, ∞) of · w (k) 1,2 can be calculated efficiently in a closed-form, i.e.,
0,
otherwise.
The derivation of (16) is shown in [43] , [44] . The operator prox γ · w (k) 1,2 using weights w
defined in (15) promotes the group sparsity effectively because this operator shrinks h J g by a large γw
is small.
Main Contributions
Theoretical Guarantee of Group Sparsity
The following proposition presents the support of the system parameters h of SOV2. In particular, Proposition 1 (b) suggests that the group sparsity of the AIR guarantees a certain group sparsity of SOV2.
Proposition 1 (Group sparsity of (h , H )):
(a) (Support of (h , H ) in general case) h ∈ R N in (4) and H ∈ R N×N in (5) satisfy
See Fig. 2 for the illustration of D 2 . (b) (Support of (h , H ) for group sparse AIR) Assume that r ∈ R M satisfies the following conditions.
(i) (Strict group sparsity of the AIR) supp(r) is included in P ( M) short intervals of size δ p (p = 1, . . . , P), i.e., for some positive integers ξ p and
ii) (Short memory length of SOV1) Memory length
L of s and S is much smaller than M, i.e., L M.
Then, supp(h ) is included in P intervals of size δ p +L− 1 (p = 1, . . . , P), and supp(H ) is included in indices of P minor matrices of size (
The proof is given in Appendix A. Note that validity of the assumptions (i) and (ii) is provided in [3] , [19] , [21] . From Proposition 1(a), we have the knowledge on the support of h in general case. This knowledge will be used to design the cost function Θ k in Sects. 3.2 and 3.3.
Corollary 1 (Support of the system h in general case):
Components of the system h are zero outside the index set
where which represents the relation between an index of H and its corresponding index of h .
Note that, since M is a closed subspace, P M : R N → M is a linear operator.
Design of ψ k
To promote the group sparsity, we adopt the weighted group 1 norm (22) with the weights defined in (15) . Although many designs of groups can be considered, here we introduce a simple design of groups which reflects the fact that the support of h and the column index j of the support of H are included in the same intervals (see (19) and (20)). As illustrated in Fig. 2 , groups {J g } G−1 g=1 of h are defined by
Design of ϕ k
We define the data-fidelity term as the weighted sum of the squared distances to closed convex sets, i.e.,
where I k stands for the indices of the data-fidelity sets to be processed at time k, the weights ω (21) , and the data-fidelity set S ( ) k is defined by
with user-defined nonnegative . The desired system h belongs to S ( ) k with high probability, where determines the reliability of S ( ) k . Moreover, by Corollary 1, the desired system h is contained in M, and thus h is expected to belong to S ( ) k ∩ M ∅ (NOTE: the nonemptiness is verified in Appendix B).
The gradient of ϕ k is given by
of which the Lipschitz constant is 1(> 0) for all k ∈ N * .
Proposed Algorithm (G 1 -APFBS)
By applying the APFBS to the designed ψ k in (22) and ϕ k in (23), for arbitrarily chosen h 0 ∈ M, we obtain the update
where μ ∈ (0, 2) is the step-size. We call this algorithm G 1 -APFBS.
The derivation of (26) is given in Appendix B.
Remark 3:
(a) (Computational complexity) Although the size of h is
, the number of the coefficients to be stored is reduced to dim M = (L + 1)(M + L/2) − 1 because the update (25) guarantees h k ∈ M ⇒ h k+1 ∈ M by the operation (16) (see the definition of the subspace M in (21)). In addition, the computational complexity of prox γ · w (k) 1,2 is fairly low, and it does not affect the overall complexity of the proposed method. (b) (Use of group sparsity in linear system identification)
Recently, an adaptive algorithm using the weighted group 1 norm (12) has been proposed as an extension of the Reweighted Zero Attracting LMS (RZA-LMS) [17] . However, we already confirmed in [33] , [34] that a version of the APFBS, which is the proposed algorithm (25) specialized for J g = 1 (g = 1, . . . , G), outperforms the RZA-LMS, as a sparsity aware adaptive filtering algorithm. (c) (Different use of group sparsity in Volterra filters)
A different application of the group sparsity to the 
Sum of speech and noise
second-order Volterra filters has been proposed in [45] to reduce the complexity in the nonlinear system of multiple Volterra filters where each subsystem is regarded as a group.
Numerical Examples
We compare the performance of the proposed method (G 1 -APFBS) with special cases of the APFBS employing the same fidelity term defined in (23) to demonstrate the efficacy of the proposed group sparsity promoting term in the NLAEC problem. We refer the APFBS with λ=0 to Null-APFBS, and the APFBS using the weighted 1 norm to 1 -APFBS. More precisely, ψ k in (9) for the 1 -APFBS is defined by
where the weight is designed according to [41] (NOTE: the weight used in (28) can also be interpreted as a simplest exmaple of (15) for J g = 1 (g = 1, . . . , G)). See Table 1 for the parameter settings for these algorithms in our experiments. The algorithms are compared in the systemmismatch defined by sysmis(k) := 10 log 10
and in an approximation of the echo return loss enhancement (ERLE) defined by ERLE(k) := 10 log 10
where the system output z j is defined in (8) , y j is the filter output, and the results are averaged over 100 runs. The system h and H are generated by (4) and (5), where s and S are generated from [−1, 1] uniform distribution with L = 15, and r is generated according to ITU-T G.168 [46] with M = 256 (see also Fig. 3 ). The data signal is generated according to d k = z k + v k , where v k is white Gaussian noise, and SNR is set to 30 dB. We conduct experiments for two kinds of input signals, i.e., auto regressive signal (AR (1)) and a more realistic signal consisting of speech and back ground noise.
Experiment for the AR(1) input:
The input x k is generated by x k+1 = 0.1x k + n k and then normalized to variance one, where n k follows the i.i.d. Gaussian distribution N(0, 1). In (29) , is set to 10 3 . As shown in Fig. 4 (a) and Fig. 4(b) , the proposed method (G 1 -APFBS) achieves the best steady-state behavior. In the system-mismatch, the G 1 -APFBS improves 2.65 dB and 4.25 dB in the last 10 4 iterations, compared with the 1 -APFBS and the Null-APFBS, respectively. Similarly, in the ERLE, the G 1 -APFBS improves 2.54 dB and 4.07 dB, respectively.
Experiment for the speech and noise input: The input x k is the sum of the speech signal k taken from [47] and white Gaussian noise n k , i.e., x k+1 = k + n k , where SNR between k and n k is set to 10 dB. In (29) , is set to 10 4 . As shown in Fig. 4(c) and Fig. 4(d) , the proposed G 1 -APFBS achieves the best steady-state behavior. In the system-mismatch, the G 1 -APFBS improves 1.64 dB and 3.90 dB in the last 10 4 iterations, compared with the 1 -APFBS and the Null-APFBS, respectively. Similarly, in the ERLE, the G 1 -APFBS improves 1.48 dB and 3.94 dB, respectively.
These gains demonstrate the efficacy of the use of the group sparsity promoting term in the G 1 -APFBS.
Conclusion
We have proposed an effective use of the group sparsity in adaptive learning of second-order Volterra filters for the nonlinear acoustic echo cancellation problem. First, we provided a theoretical evidence of the group sparsity of the overall nonlinear echo path under two natural assumptions that the coefficient vector of the acoustic impulse response (AIR) is group sparse, and the memory length of the model of the loudspeaker system is much smaller than the length of the AIR. Next, to utilize the group sparsity effectively, we have proposed an adaptive algorithm by applying the adaptive proximal forward-backward splitting (APFBS) to the carefully designed Θ k which is the sum of the weighted group 1 norm and the weighted sum of the squared distances to the data-fidelity sets. Numerical examples have demonstrated that our proposed method (G 1 -APFBS) achieves the better steady-state behavior than the APFBS applied to different sparsity promoting terms in both the system-mismatch and the echo return loss enhancement.
Finally, we remark that the proposed method can be extended straightforwardly to include various conventional algorithms, e.g., proportionate NLMS for Volterra filters [7] , [8] , by introducing the variable-metric [48] . Such an extension will be discussed in other occasions.
Since (7) (A· 2) Equation (6) yields supp (s ) ⊂ i ∈ D 1 | ≤ i ≤ + L − 1 for any ∈ {1, . . . , M}, and hence
Apply this to (A· 2), we have (19) . Proof of (20) for any ∈ {1, . . . , M}, and hence
Apply this to (A· 3), we have (20) .
By (iii) and (A· 5), we have, for any z ∈ S ( )
