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SUMMARY 
This report is concerned with application and validation of the 
NASCAP (NASA £harging Analyzer trogram) computer code. Particular 
attention is given to comparison of the actual response of the SCATHA 
c.~'pacecraft £harging AT !!igh Altitudes) P78-2 satellite with 
theoretical (NASCAP) predictions. Extensive comparisons for a variety 
of environmental conditions confirm the validity of the NASCAP model. 
A summary of the capabilities and range of validity of NASCAP is 
presented, with extensive reference to previously published 
applications. It is shown that NASCAP is capable of providing 
quantitatively accurate results when the object and environment are 
adequately represented and fall within the range of conditions for 
which NASCAP was intended. 
Three-dimensional electric field effects play an important role 
in determining the potential of dielectric surfaces and ele'ctrically 
isolated conducting surfaces, particularly in the presence of 
artificially imposed high voltages. A theory for such phenomena is 
presented and applied to the active control experiments carried out in 
SCATHA, as well as other space and laboratory experiments. 
Finally, some preliminary work toward modeling large spacecraft 
in polar earth orbit is presented. An initial physical model is 
presented including charge emission. A simple code based upon the 
model is described along with code test results. 
1 
2 
1. INTRODUCTION 
This report describes a portion of the work performed by 
Systems, Science and Software on Contract NAS3-22536, "Additional 
Extensions to the NASCAP Computer Cade". The report covers work in 
which the NASCAP computer code was used in conjunction with 
supplementary analytical models to analyze the charging effects of the 
natural space environment and charged particle emitters on the SCATHA 
spacecraft and to analyze the combined effects of this environment and 
of the charged condition of the spacecraft on the scientific 
instruments of SCATHA. This work is part of a series of analyses 
designed to assist in the interpretation of the data collected by the 
SCATHA spacecraft, and to validate and verify the NASCAP computer code 
as a modeling tool for analysis of spacecraft charging. The 
development of a validated code for the analysis of spacecraft 
charging is one of the goals of the joint NASA/Air Force Spacecraft 
Charging Investigation program. 
Much of the material contained in this report was originally 
prepared for monthly progress reports during the contract year. This 
document consolidates those reports and includes additional material 
to provide a unified and comprehensive description of the SCATHA 
modeling effort. It is assumed that the reader is familiar with the 
capabilities and general features of the NASCAP computer code, which 
is described in detail in References 1-3. Reference 4 provides a 
summary of the capabilities of the NASCAP program. The first 
description of the SCATHA model was presented at the 1978 Spacecraft 
Charging Technology Conference[5] and much previous work has been 
presented in the 1980 annual report, "Analysis of the Charging of the 
SCATHA (P78-2) Satellite.[6] 
The results of the validation study of the NASCAP model using 
SCATHA data are presented in detail in Chapter 2. This work was 
presented at the AIAA 20th Aerospace Sciences Meeting, Orlando, FL, 
3 
January 11-14, 1982, AIAA-82-0269, and is authored by P. R. Stannard 
and I. Katz, S-CUBED, La Jolla, CA; L. Gedeon and J. C. Roche, 
NASA-Lewis Research Center, Cleveland, OH; and A. G. Rubin and M. F. 
Tautz, Air Force Geophysics Laboratory, Hanscom Air Force Base, MA. 
In Chapter 3, as a complement to the validation effort, the 
applicability of the code to realistic charging problems and its 
limitations are discussed. 
Chapter 4 discusses the response of surfaces on SCATHA and other 
spacecraft to active control by ion and electron beams. A theory is 
presented which explains surface potential measurements from SCATHA 
during space charge limited electron beam operations. 
In Chapter 5 we report on work carried out modeling the charging 
of large space structures in polar orbit. A preliminary physical 
model of charging, including the effects of beam emission, is 
presented. A simple code designed to implement this model is 
described, along with test results. 
Finally, in Chapter 6 we discuss what conclusions are to be 
drawn from these studies. 
4 
2. VALIDATION OF THE NASCAP MODEL USING SATELLITE DATA 
2.1 INTRODUCTION 
The NASA fharging Analyzer ~rogram is a computer code designed 
to model spacecraft charging in a plasma environment of the type 
encountered at geosynchronous altitudes. The SCATHA (~acecraft 
fharging AT ~igh Altitude) (P78-2) satellite was launched in early 
1979, specifically to monitor charging activity and material response, 
and to observe the plasma environment in this region. The wealth of 
data collected by SCATHA has provided an opportunity to validate the 
NASCAP model by comparing the observed response of the satellite to 
NASCAp·s numerical simulations. In addition, a simulation has been 
made of data collected by the Helios satellite. This is discussed in 
Section 2.13. 
In order for a computer model of spacecraft charging to 
accurately reproduce experimental results at least two conditions must 
be satisfied: 
1. The physical model on which the computer code is based must 
contain all of the essential processes and mechanisms 
responsible for spacecraft charging. 
2. The values of the input parameters that characterize these 
physical processes must accurately reflect the situation 
observed experimentally. 
In this chapter we provide an overview of the validation of NASCAP 
using data collected by SCATHA. We briefly describe the physical 
model employed by the NASCAP code and then go on to describe in detail 
the standard techniques used in numerical simulations. We enumerate 
and discuss each of the simulations carried out, and what conclusions 
we can draw from them. Finally we summarize the present status of the 
validation effort and discuss the insights that have been gained into 
the mechanisms of spacecraft charging as a result of this study. 
5 
2.2 THE NASCAP PHYSICAL MODEL 
NASCAP and its physical basis have been described at length 
elsewhere.[1-4] Briefly the model provides for a three-dimensional, 
finite element representation of a spacecraft within 16 x 16 x 32 
cubic'cells. The spacecraft is assumed to charge due to the 
accumulation of electrons and ions from the surrounding plasma, with 
energies in the 0-50 keY range. Fluxes of particles with energies 
greater than -50 keY that are able to penetrate the materials are 
assumed to be negligible by comparison, and the deposition of charge 
within spacecraft materials is neglected. Collection is assumed to be 
orbit-limited. This is a very good approximation for sufficiently 
convex objects with dimensions much smaller than the Oebye length of 
the ambient plasma.[7] (A typical geosynchronous orbit plasma with 
6 -3 
a density of 10 m and a temperature of 1 keY has a Oebye length 
of -235 m.) In addition to the collection of primary electron and ion 
currents other surface mechanisms (viz. secondary electron emission, 
backscatter and photoemission) are also included. State of the art 
descriptions for the variation of these processes with incident 
particle energy and angular distribution are incorporated into the 
model. The most recent set of values for the parameters 
characterizing these descriptions has been compiled from the 
literature for many different materials. This same standard set of 
so-called "Material Properties" is used in all the simulations done 
under this contract. The distribution of incident particle energies 
and angles may be specified by choosing from a number of possible 
representations of the surrounding plasma's spectrum and its angular 
distribution function. The spectrum may be Maxwellian, double 
Maxwellian, or described by a set of tabulated spectral data points. 
The angular distribution function may be isotropic, or a 
loss-cone/gain-cone type of anisotropic form (i.e., showing depletion 
or enhancement symmetrically about the magnetic field direction). 
NASCAP translates this charge collection algorithm into 
potentials via a resistive-capacitive electrical model of the 
6 
satellite. In addition, NASCAP takes into account the three-
dimensional character of the satellite's electric field and the role 
it can play in limiting the emission of low energy secondary and 
photoelectrons. Space charge effects within the sheath are neglected 
however, since the fields due to this effect are negligible by 
comparison to those due to surface charging. 
NASCAP does adequately represent this description of the 
physical processes responsible for spacecraft charginJ as confirmed by numerous comparisons with laboratory experiments.[8,9 The question· 
that still remains to be answered is whether the mechanisms 
incorporated into NASCAP are sufficient to explain charging phenomena 
observed in space. In the remainder of this paper we describe the 
NASCAP simulations of SCATHA results that have been made, and discuss 
what they tell us about the validity of the assumptions built into the 
NASCAP model for the conditions encountered in space. 
2.3 SIMULATION METHODOLOGY 
Each of the simulations described below was carried out using 
the standard set of material properties tabulated in Reference 5. 
This set represents our best estimates of quantities such as secondary 
emission yields drawn from the literature. For simulations involving 
a full model of the SCATHA spacecraft, the "One-grid" model, al so 
described in Reference 5, was used (Figure 2.1). Representations of 
plasma spectra measured on board SCATHA by the SC9 detector were used 
in all simulations. These were constructed using the same standard 
fitting procedures in each case. Both single and double Maxwellian 
fits were made. 
Double Maxwellian fits to SC9 spectra are noticeably better than 
the single Maxwellian fits. This reflects the deviation of the 
observed spectra from pure Maxwellian forms. Experimentally observed 
values and both fits are compared in Figure 2.2 for a Day 87 
environment. Moment fitting becomes rather involved for a double 
7 
Figure 2.1. SCATHA IIOne-Grid ll NASCAP representation. 
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Maxwellian when the cutoff and spacecraft potential are non-zero. 
When the spacecraft is charged, repelled particles with energies at 
infinity less than the spacecraft potential in eV, never reach the 
detector and so are not measured. For a negative spacecraft this 
creates an information "gap" in the electron spectrum observed between 
zero and the spacecraft potential in eVe Much better fits are 
obtained using a simple least squares procedure. A range of choices 
for densities and temperatures, within physically reasonable bounds, 
are tested until the best fit (in a least squares sense) is found. 
Representations found in this way have usually been remarkably close 
fits to experiment. The information gap is filled in simply by 
extrapolating the fit made to the data actually measured. In many 
cases (particularly for ions) noise in the low energy channels forced 
us to ignore data below a cutoff of several hundred volts. A standard 
value of 500 eV above the energy of the lowest energy particles 
arriving at the surface was finally chosen as the minimum possible to 
guarantee physically reasonable parameters in the resulting fits. 
(Using all of the data sometimes leads to components of the double 
Maxwellian with densities in the range typical of liquid metals!). 
Both single and double Maxwellian fits made using these 
procedures suffer from a deficiency derived from the original data. 
The electron densities tend to be as much as a factor of ten higher 
than the ion densities. This unphysical result is thought to be due 
to a systematic error in the calibration of the SC9 electron 
detector.[10] To correct for this the electron densities are 
normalized to the overall ion density so that the plasma is neutral. 
This would be a trivial operation if all the ions were actually 
protons but as shown by Kaye, et al.,[II] 0+ often dominates the 
ion composition. 
If all the incident ions were 0+, the count rate would be 
1/2 
reduced by a factor of (mO/mH) compared to a proton plasma at 
the same temperature. The processing of raw SC9 data assumes that all 
ions are protons and so the ion density is underestimated by the same 
10 
,-
factor. This does not affect the calculation of ion fluxes by NASCAP 
because in translating from distribution functions it too assumes an 
all proton plasma (i.e., the errors cancel out). However in 
normalizing the electron densities the underestimation of ion density 
must be taken into account. If a is the fraction of 0+ in the 
plasma then the electron densities are normalized by multiplying the 
initial (large) values by the fraction g: 
g = Nelectron (1-0 75 ) 
total • a 
ion 
Ntotal 
The values of a for the relevant SC9 collection period are estimated 
from data provided by sca,[II] which are accurate only to within a 
factor of two. For periods where no sca data has been supplied a is 
assumed to be 0.5 (a typical value). 
The angular distribution of the plasma velocities was assumed to 
be isotropic in all cases except for the simulation made specifically 
to test the NASCAP anisotropic formulation, described below. 
Using these established techniques for obtaining the NASCAP 
input parameters a number of comparisons between simulations and 
observed behavior have been made. We now discuss each of these in 
detail. 
2.4 SIMULATIONS OF SPACECRAFT GROUND POTENTIAL 
The SC9 detector on board SCATHA is a high resolution device. 
It is capable of resolving incoming particles with energies of up to 
ao keY, differing in energy by 13 percent or less. A plot of the 
measured incoming ion spectrum shows a distinct discontinuity at the 
minimum energy for positively charged particles to reach a negatively 
charged spacecraft. This minimum is the "structure" potential and is 
assumed to represent the overall potential of the spacecraft. It is 
known only to within the resolution of the instrument (+13 percent). 
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A series of simulations have been carried out to compare NASCAP 
predictions for the satellite underlying ground conductor potential 
with the observed SC9 structure potential. The standard procedure 
described above was used in all cases. We discuss these in turn. 
2.5 DAY 146 (1979): SUNLIGHT CHARGING 
The period 1797-3600 UT on Day 146 of the SCATHA mission has 
been simulated to test the ability of the NASCAP code to predict 
spacecraft ground potentials in sunlight. During this time the 
satellite was illuminated by the sun only on the sides, leaving the 
top and bottom in shadow (Figure 2.1). SC9 data collected were fit to 
a double Maxwellian form using the procedure described above. Table 
2.1 shows that the environment was very stable during the entire 
period, and so just one set of typical parameters (at 1797 UT) were 
chosen for the simulation. 
The abundant emission of photoelectrons will prevent sunlit 
surfaces from acquiring a negative charge unless positive fields, due 
to highly negative neighboring surfaces, inhibit their escape. 
Surfaces in shadow with an effective secondary yield smaller than 
unity will begin to charge negatively, however. As the spacecraft 
rotates such surfaces will charge and discharge as they move 
periodically in and out of the sunlight. NASCAP is able to model this 
behavior successfully. If the timescale for charging is much longer 
than the period, for the purposes of a ground potential calculation, 
we can average the illumination of each cell over a rotation. For 
most SCATHA surfaces this is true at one rotation per minute. 
With these factors in mind the numerical simulation of ground 
charging was carried out using the so-called "SPIN" option, which 
averages the illumination in the way described above. This caused all 
of the cells on the side of the spacecraft initially to remain 
neutral. However, the kapton SSPM on the top and the white paint on 
the bottom remained in shadow and began to charge. As their 
12 
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TABLE 2.1. DOUBLE MAXWELLIAN FITS TO PLASMA SPECTRA OBSERVED BY 
SC9 ON DAY 146, 1979, 1797-3600 UT 
Time NE! TEl NE2 TE2 NIl TIl NI2 TI2 
1797 1.8+05 1.4 2.5+05 8.0 1 .6+04 0.8 2.2+05 16.0 
1828 1.6+05 1.2 3.0+05 8.0 4.8+04 1.4 2.1 +05 18.0 
1859 1.5+05 0.9 2.5+05 8.0 3.4+04 1.3 1.8+05 16.0 
2045 1.2+05 0.7 4.3+05 8.0 1.1 +05 2.7 2.0+05 17 .0 
2510 2.0+05 0.9 2.6+05 8.0 6.3+04 1.9 2.2+05 16.0 
2882 1.1+05 0.8 3.2+05 7.0 7.5+04 1.5 2.3+05 15.0 
3130 1.0+05 0.9 4.0+05 7.0 8.0+04 2.9 2.3+05 16.0 
3378 1.5+05 1.1 6.1+05 8.0 2.6+04 1.3 3.4+05 13.0 
3595 1.2+05 0.8 5.6+05 9.0 2.6+04 1.0 3.0+05 14.0 
NE1, NE2, NIl, NI2 - First and second component electron and ion densities respectively in m-3. 
TEl, TE2, TIl, TIl - First and second component electron and ion temperatures respect1vely in keV . 
potentials decreased their associated electric fields became 
sufficiently strong to limit the photoemission from the side cells and 
they, along with the spacecraft ground, gradually acquired small 
negative potentials. This mechanism for sunlight charging has been 
discussed by Mandell.[12] A ground potential of -22 V is 
predicted. The SC9 ion spectra and SCI0 measurements[13] both 
indicate a ground potential in the -100 V range. 
The simulation clearly shows that the NASCAP model is capable of 
predicting a negative ground potential for the satellite in sunlight, 
as observed. No free parameters were involved in this comparison. 
Quantitative agreement is reasonable given the considerable 
uncertainty in the particle densities measured by SC9. The 
calculation also shows that the photocurrent in the absence of field 
limiting exceeds the incident electron current by an order of 
-6 -2 -7-2 
magnitude (6 x 10 A m versus 8 x 10 Am). Hence 
negative charging in sunlight is a purely three-dimensional electric 
field related phenomenon.[14] Our understanding of this type of 
charging behavior is derived primarily from NASCAP studies. 
2.6 SIMULATION OF DAY 87 (1979) 
In this, and the remaining examples, charging takes place in 
eclipse. The period chosen on Day 87, 1979 was the eclipse that began 
at -59800 sec UT. Some of the double Maxwellian fits to the SC9 data 
made using the standard procedure are shown in Table 2.2. The entry 
into eclipse preceded the onset of a magnetic substorm, and as can be 
seen to some extent from Table 2.2, the environment fluctuated wildly 
during this time. This conclusion is also supported by the rapid 
changes in ground potential indicated by both the SC9 ion data and the 
spectrogram of the period. Because of these rapid changes in 
environment this period is a difficult case for a comparison between 
calculated ground potentials and those observed experimentally. 
14 
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U1 
Time 
59813 
59853 
59873 
59933 
• 59973 
60013 
60493 
61033 
61513 
62033 
TABLE 2.2. 
NEl TEl 
8.0+05 1.5 
2.2+04 5.1 
2.1+04 4.7 
6.7+05 1.8 
1.0+06 2.9 
1.5+05 1.6 
1.8+05 1.8 
1.8+05 3.9 
4.4+05 1.7 
3.3+05 3.7 
) ) ) ') ) ) ) 
DOUBLE MAXWELLIAN FITS TO PLASMA SPECTRA OBSERVED BY 
SC9 ON DAY 87, 1979, 59800-62000 UT 
NE2 TE2 NIl TIl NI2 TI2 
7.4+04 7.0 3.5+05 3.5 1.3+05 28.0 
1.2+05 11.0 2.1+04 0.6 3.7+04 16.0 
2.9+05 12.0 3.7+04 1.0 9.6+04 14.0 
3.5+05 9.0 1.1 +05 1.7 3.2+05 10.0 
2.5+05 9.0 0 5.5+05 4.0 
2.2+05 10.0 7.6+04 2.0 8.0+04 29.0 
2.7+05 7.0 1.0+05 1.8 1.8+05 16.0 
1.0+05 15.0 7.4+04 1.5 1.0+05 19.0 
3.7+05 9.0 2.0+05 2.2 1.7+05 23.0 
1.5+05 9.0 0 3.0+05 4.0 
SC9 samples the environment over a span of 20 seconds. This is 
a much longer timescale than that associated with many of the 
fluctuations in both potential and incident flux. Thus both the 
potentials indicated by the ion spectra, and the spectra themselves, 
are only approximate, average impressions of activity over a 20 second 
period. With this in mind we nevertheless attempted to simulate the 
dynamic charging behavior of the satellite. 
The NASCAP calculation was carried out assuming that all 
potentials were close to zero upon entry into eclipse. The simulation 
was begun using the environment observed at 59813 UT, with zero sun 
intensity. Only after the elapsed time exceeded 40 seconds were the 
parameters updated to the next environment, measured at 59853 UTe The 
simulation continued in this way, always looking backwards to the most 
"recent" environment data measured. The code does this 
automatically. A comparison of the resulting NASCAP prediction for 
the spacecraft ground potential and that implied by the ion spectra is 
shown in Figure 2.3. The numerical results of this "quick look" 
reproduce the two major charging pulses detected by SC9 but fail to 
resolve two smaller pulses due to the coarse-grained timesteps taken. 
NASCAP predicts a more negative initial pulse than indicated by the 
ion spectra, but there is closer agreement for the second pulse. 
The Day 87 simulation shows that given an active substorm 
environment, both the observed satellite ground potential and the 
NASCAP predicted response show similar bursts of negative charging and 
discharging in eclipse. Furthermore there is a definite correlation 
between the plasma spectrum in the 0-50 keV range and the degree of 
charging. Figure 2.4 shows a comparison of the SC9 ion spectra 
potentials and the results of a simulation carried out by Purvis, et 
al.[15] using standard single Maxwellian fits to the same Day 87 
period, and very short computational timesteps. The electron 
temperatures of these fits correlate quite closely with both the 
observed and calculated spacecraft potential. 
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These results are clear evidence supporting the notion that 
charging is a surface phenomenon, dominated by the collection of 
non-penetrating plasma particles with energies below ~O keY. 
Quantitative accuracy is again acceptable given the limitation in both 
the measured spectrum and potentials discussed earlier. 
2.7 DAY 114 (1979) 
The simulation for the period 25944-26104 UT in eclipse on Day 
114, 1979 was carried out in the same way as for Day 87. A comparison 
of NASCAP predicted potentials and SC9 structure potentials is shown 
in Table 2.3 and Figure 2.5. Full umbra eclipse begins at 
-25950, as shown by the steep climb in structure potential as the 
surface photoemission current is cut off. After the steep rise the 
structure potentials settle down in the -4 to -6 kV range. The NASCAP 
predictions show close agreement: A rapid rise is followed by 
oscillation. The oscillation is a result of the unnaturally sudden 
changes made in the plasma spectrum description every 20 seconds. 
(Nature has the advantage of being able to change the plasma spectrum 
smoothly.) 
Charging on both Day 87 and Day 114 shows similar qualitative 
behavior. Potentials reached are high, typically in the -5 to -10 kV 
range. There are rapid fluctuations: The potential changes by many 
kV in just a few seconds. We characterize this type of behavior as 
severe charging. NASCAP successfully models this type of charging. 
The remaining two periods simulated using NASCAP show a 
qualitatively different type of charging. This is characterized by 
negative potentials less than 2 kV and much longer charging 
timescales, with fluctuations occurring over hundreds of seconds. 
NASCAP is also able to model this moderate charging behavior. 
Furthermore, it is able to offer an explanation as to the difference 
in charging mechanism responsible for the qualitative and quantitative 
differences between the two cases. 
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TABLE 2.3. COMPARISON OF STRUCTURE POTENTIALS AND THOSE SIMULATED 
BY NASCAP FOR DAY 114, 1979 
Time SC9 Structure Potential NASCAP Potential Time 
ill£l {kV) {kV} fuEl 
25944 -0.5 0 25950 
25960 -2.7 -1.8 25951 
25976 -5.4 -3.0 25953 
29992 -6.2 -4.2 25994 
26008 -5.4 -5.2 26009 
26024 -5.4 -3.7 26024 
26040 -5.4 -6.8 26041 
26056 -5.4 -4.3 26056 
26072 -5.4 -7.5 26072 
26088 -4.1 -4.8 26088 
26104 -3.6 -4.3 26097 
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2.8 DAYS 98 AND 272 (1979): MODERATE CHARGING DAYS 
Like the period in sunlight on Day 146, the potentials during 
eclipse on Days 98 and 272 showed considerable stability. Hence, just 
as for Day 146, no attempt was made to follow the time dependent 
behavior of the potentials and only equilibrium potentials at fixed 
times \'/ere simulated. Double Maxwellian fits to plasma spectra 
measured at 44998 sec on Day 98 and 15603 sec on Day 272 were chosen 
as typical of their respective periods (see Appendix). The NASCAP 
, 
predicted equilibrium ground potentials are compared with experiment 
in Table 2.4. The column labeled lIone-gridll refers to calculations 
based on the standard one-grid NASCAP model of SCATHA. Both 
experiment and calculations agree in indicating moderate charging; 
however, numerical agreement for the one-grid model is poor. The 
reason for this, and the reason for the different charging timescales 
in moderate charging days lies in the mechanism responsible for 
charging the satellite. 
Unlike the two severe charging days (87 and 114) the plasma 
spectra on moderate days 98 and 272 were not IIhot li enough to give an 
initially negative net current to the solar cell coverglass (IISOLARII), 
which covers most of the spacecraft. This means that if all of the 
spacecraft surface was composed of IISOLAR" the spacecraft would not 
charge negatively at all. The only reason negative ground potentials 
are obtained is because the small amount of kapton and white paint on 
the spacecraft do charge in these environments. The NASCAP 
calculations show clearly that, as the kapton charges negatively, 
potential barriers form in front of surrounding IISOLAR II material 
preventing the escape of the low energy secondary electrons. Hence, 
the effective secondary yield for IISOLAR II is reduced below unity, so 
that the net current collected becomes negative, causing the IISOLAR II 
(and the whole spacecraft) to beJin charging. This charging mechanism 
has been described elsewhere.[16 It is a direct result of the 
differential charging between surfaces and so occurs on a long 
(differential charging) timescale. This is because differential 
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TABLE 2.4. COMPARISON OF NASCAP EQUILIBRIUM POTENTIALS AND OBSERVED 
VALUES FOR 44998 ON DAY 98 AND 15603 ON DAY 272 (kV) 
'-, 
One-Grid Three-Grid 
Q!t Observed Ground Kapton Ground Kapton 
98 -1.4 -0.3 -3.2 -1.5 -3.2 
272 -1.8 -0.5 -5.9 -2.7 -5.9 
,-
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charging involves the charging of the large inter-surface 
capacitances, rather than the smaller capacitance of the whole 
spacecraft with infinity.[16] 
The one-grid model of SCATHA omits realistic representations of 
the four booms perpendicular to each other in the satellite rotation 
Plane.[6] These booms are composed of alternating bands of platinum 
and kapton. Such regular arrays tend to charpe in a way similar to 
their most charging component (i.e., kaPton}.-16] Figure 2.6 shows 
how important the charging booms are to the electric field structure 
around the body of the satell ite, and hence near the "SOLAR" 
material. Since the potential reached by "SOLAR" (and the whole 
spacecraft) depends strongly on the electric field in front of its 
surfaces, omission of the booms will have a serious effect on the 
numerical accuracy of any attempt to model charging that depends 
strongly on 3-D electric field effects {"bootstrap" charging}. 
Conversely omission of the booms is much less important in the 
"severe" charging case when "SOLAR" (and the whole spacecraft) charge 
due to an initially negative net incident current, rather than field 
suppression of low energy emission. To demonstrate this, realistic 
representations of the booms were added to the standard one-grid 
model, extending it into, three grids. The booms are assumed covered 
with kapton. The results for this so-called three-grid model is also 
shown in Table 2.4. As expected, the NASCAP predicted potentials are 
increased compared to the less field-limiting one-grid model. 
Agreement with experiment ;s better though not perfect. As discussed 
in Reference 16, unless the computational mesh is very fine compared 
to the object dimensions, exact quantitative agreement cannot be 
expected for situations involving bootstrap charging. Qualitatively, 
however, NASCAP is successful in predicting only moderate charging on 
a long timescale for both Days 272 and 98, and severe charging on a 
short timescale for Days 87 and 114. 
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2.9 DIFFERENTIAL CHARGING OF INSULATING SURFACES 
The SCATHA satellite has on board three Satellite Surface 
Potential Monitors {SSPM,s)[17] designed to measure the differential 
charging of kapton, teflon and quartz cloth. Two of the SSPM's 
(SCI-I, SCl-2) are on the sides of the spacecraft 180 degrees apart 
and the third (SCl-3) is on the top. While most of each sample is 
backed with aluminum, providing strong capacitive coupling to the 
ground potential, the spot where the insulated potential is actually 
measured has no backing, and is much more weakly coupled to spacecraft 
ground. This allows the differential potential monitored to fluctuate 
on a much shorter timescale than the rest of the sample, and hence to 
show much wider variations. 
The NASCAP simulation of Days 146, 87, 114, 98 and 272 were all 
carried out using the correct value of the thickness of the kapton and 
teflon films and assuming a metalized backing. Thus the numerical 
predictions of the differential potentials refer to the major portion 
of the sample rather than the small test spot, and show a much slower 
variation. In the Day 87 case the kapton sample in SC1-1 is predicted 
to charge gradually to a potential of -1500 volts with respect to 
spacecraft ground after 900 seconds of charging. The measured 
differential potential for kapton (SCI-I) on the other hand shows a 
more rapid climb to --2000 v[17] after -200 seconds. 
To simulate properly the SSPM results the value for the 
thickness of the sample must be increased to reflect the lower 
capacitance controlling the charging rate of the spot. We have 
carried out a simulation of the kapton SCl-2 response during the Day 
87 eclipse using a model of SCl-2, surrounded by solar cells. A set 
of material properties for kapton, including effective thickness and 
dielectric constant, that reproduce laboratory charging experiments 
were used, along with the same single Maxwellian environments used for 
the calculation of the ground potential shown in Figure 2.4. The 
material properties are given in Table 2.5. The results for a 
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TABLE 2.S. MATERIAL PROPERTIES USED FOR KAPTON SSPM STUDy[15] 
Secondary 
Emission 
Properties 
Ref. 1 
Dielectric Constant 3.0 
Thickness of Patch (m) 
Conductivity (mho m-1) 
Atomic Number 
Delta max 
E. max (keV) 
Range 1. (a) 
Exponent 1-
Range 2. '(a) 
Exponent 2 
Yield for 1 keY Protons 
Max dE/dx for Protons 
(keV) 
?hotocurrent (A m-2) 
0.000127a 
3 x 10-15 
5 
2.1 b 
0.15b 
71.Sb 
0.60b 
312.1 b 
1.77 b 
0.4SSb 
140.0b 
2 0 10-5 • x 
Surface.Resistivity (ohms) 7.5 x 1012 
b 
Effective Thickness of the SpotC = 12.5 x Patch Thickness 
NOTES: a. nominal value 
b. standard NASCA? value 
c. non-NASCAP quantity 
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simulation of SCl-2 are shown in Figure 2.7. The dynamic charging 
behavior of the spot is followed very well by the predictions. 
Both the electron densities, temperatures, and observed 
spacecraft potentials were "flared" through the existing data points 
to give a more smoothly varying environment. (These flared electron 
environments are shown in Figure 2.8a, b, and c.) The NASCAP 
predictions for the SSPM currents shown in Figure 2.7 indicate an 
interesting anomaly. NASCAP predicts a positive leakage current at 
180 seconds. This is absent in the data for SCl-2 but does occur (as· 
predicted) for SCI-I. The absence of this feature for SCl-2 is 
presently unexplained. 
These results indicate that given a model of the experiment, 
material properties and descriptions of the environment, NASCAP can 
predict differential charging very well, the dynamics as well as the 
equilibrium values. The behavior of the SSPMs indicated by full 
SCATHA model simulations is not comparable to the dynamic behavior 
observed experimentally, but should give accurate estimates of 
equilibrium potentials. So far NASCAP has been unable to reproduce 
the anomalous behavior of SCl-3, but its predictions of the remaining 
SSPM equilibrium potentials have been in reasonable agreement with 
experiment. 
The occurrence of high levels of differential charging in both 
Day 146 and Day 87 also lends weight to the argument that incident 
fluxes of high energy particles play only a small part in charge 
collection. Data from SC3[18J for fluxes of particles with a range 
of energies measured on Day 87 and Day 146 is compared in Table 2.6. 
While the currents incident on both days due to particles with 
energies below 50 keY are of similar magnitude (-10-7 A m-2) the 
higher energy penetrating fluxes observed on Day 146 are lower by 
almost an order of magnitude than those observed on Day 87. This 
difference in high energy currents is not reflected in a similar 
difference in observed potentials, suggesting that the lower energy 
fluxes do indeed dominate the charging behavior. 
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TABLE 2.6. ELECTRON FLUXES MEASURED BY SC3 (REFERENCE 18) ON DAY 87 
AND DAY 146, 1979 OF TIlE SCATHA MISSION IN ELECTRONS 
cm-2 s-l keV-1 steradian-1 
F1 ux At F1 ux At 
Energ,l (keV} 60000 UT, Oa,l 87 2400 UT, Oa,l 146 
47 - 88 1 x 105 5 x 104 
66 - 87 5 x 104 5 x 103 
87 - 129 2 x 104 3 x 103 
129 - 299 2 x 103 7 x 102 
269 - 834 2 x 102 7 x 101 
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2.10 ACTIVE CONTROL SIMULATIONS 
During the operation of the SC4-2 electron gun on Day 89, 1979 
of the SCATHA mission the sides of the spacecraft were sunlit. As 
expected on the basis of the ratio of thermal plasma electron current 
and emitted electron current the satellite ground potential remained 
close to +1500 V when a 1.5 kV, 1.0 rnA electron beam was emitted. 
During this experiment the differential potential of the kapton SC2-2 
SSPM oscillated from -10 V to -80 V respectively as it rotated in and 
out of the sunlight.[19J 
This result can be understood in terms of the onset of field 
reversal in front of the kapton sample. If the insulating kapton 
surface is originally at a potential of +1500 V the low energy 
secondary and photoelectrons are unable to escape and its potential 
begins to drop towards zero. As the kapton becomes increasingly 
negative with respect to surrounding surfaces fixed at +1500 V the 
field in front of it reverses, allowing the low energy electrons to 
escape to spacecraft ground and halting the decrease in the kapton 
potential. In darkness, an 80 V differential is required to cause 
this. In sunlight, photoemission increases the low energy electron 
yield, and a differential of only 10 V is sufficient to allow enough 
electrons to escape to balance the incoming current. 
When the beam current and voltage were increased to 6 rnA and 3 
kV, the ground again went to the beam potential (i.e., +3 kV). The 
kapton surface however now charged to between 1200 and 1400 volts 
negative with respect to ground (i.e., between +1600 and +1800 volts 
with respect to the plasma). This much higher differential potential 
arises because even with all of its photo and secondary electrons 
escaping to ground the maximum positive potential kapton can achieve 
lies in this range. This conclusion is supported by a calculation 
showing that for a neutral plasma with densities and temperatures of 1 
-3 cm and 1 keY respectively kapton can charge to only -+2000 V when 
all of its low energy emitted electrons escape. 
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2.11 PHOTOS HEATH EFFECTS 
To investigate the importance of space charge in the photosheath 
when the spacecraft is charged to small positive potentials in 
sunlight, self-consistent space charge calculations were made for the 
SCATHA satellite fixed at +0.5 volts. Sunlit surfaces were assumed to 
-5 -2 
emit 2 x 10 A m of photoelectrons. The results are shown for 
the rotation plane of the satellite in Figure 2.9. A barrier of-0.75 
volts forms -0.75 m from the emitting surface. Fields due to the 
space charge of photoelectrons are less than one volt per meter. 
These predictions are similar to those observed experimentally when 
the SC10 boom was unfurled for the first time. AggSon[13] observed 
a dipole moment indicating a barrier of -1 volt, 4 m from the 
spacecraft. 
These observations and the sample calculations both confirm the 
validity of NASCAP's assumption that the effect of the photosheath is 
negligible compared to the 104 V m- 1 fields produced by surface 
charging. 
2.12 HELlOS 1 
Finally we look at an example of NASCAP simulation of a 
satellite other than SCATHA in a plasma environment other than 
geosynchronous earth orbit. Helios 1 is a solar orbiting satellite 
whose primary ambient plasma source is the solar wind.[20] The 
potential of its long antenna has been measured by Kellogg as a 
function of angle as the satellite rotates in and out the sunlight. 
The results reproduced from Kellogg's paper[20] are shown in Figure 
2.10. They show the familiar pattern of oscillation between positive 
and negative potentials as the photocurrent is turned on and off as 
the antenna moves in and out of shadow. 
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Figure 2.10. Relative antenna potential during one revolution 
at 0.31 AU. (The DC component of potential is 
not measured.) (From Reference 20.) Note the 
same oscillations shown in the simulated response 
(Figure 2.12). 
To demonstrate that NASCAP predicts the same qualitative 
behavior even in the solar wind environment a crude model of the 
spacecraft, shown in Figure 2.11, was constructed. The spacecraft was 
assumed to be a simple 2 m cube with a 16 m antenna extending from one 
side. The surface material was chosen to be kapton. Since this 
problem is dominated by the incident electron current and the 
photoemission, the results should be rather insensitive to the 
material properties. The material properties of the actual spacecraft 
are not well known. The electron spectrum estimated by Kellogg, a 20 
keV Maxwellian plasma with a density of 5 cm-3, was assumed for both 
species in the NASCAP calculation (ion collection is also of limited 
importance in this case). With these input parameters the potential 
of the boom as a function of angle was calculated using NASCAP in the 
"ROTATE" mode[6J with a timestep for each 7.5 0 of rotation. The 
results are shown in Figure 2.12 for both ends of the boom. 
They show excellent qualitative agreement with experiment. No 
serious attempt at quantitative accuracy has been made in this 
simulation, but nevertheless the predicted amplitude of the potential 
oscillations is of the same order as those observed. This calculation 
shows that even when knowledge of materials, environments and 
structural details of the satellite is limited, a qualitative picture 
of behavior can still be obtained using NASCAP. Hence the physical 
model and algorithms underpinning the code are not crucially sensitive 
to exact knowledge of input parameters. 
2.13 CONCLUSIONS 
NASCAP has been validated for charging in a space environment. 
As in any scientific investigation, confidence in a theoretical model 
grows with the number and diversity of successful tests. The tests 
carried out so far do consistently support the crucial assumptions in 
the NASCAP model. We enumerate these as follows: 
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1. The comparisons show that there is a strong correlation between 
the collection of particles with energies below 50 keV and the 
degree of charging. Spectral data for Days 87 and 146 show that 
this is not true of the higher energy flux. This supports the 
NASCAP view that charging in space is indeed due to the surface 
collection of non-penetrating particles. 
2. The successful simulation of the charging of spacecraft ground 
on Day 146 in sunlight, Days 98 and 272 in eclipse, and the 
explanations of the qualitative behavior of the SSPM's during 
electron beam emission, support the validity of the description 
of 3-D electric field effects included in the NASCAP model. 
3. The SC10 measurements and NASCAP photosheath calculations 
conclusively show that the neglect of space charge by the code 
is a valid approximation. 
In addition, on the basis of these tests we arrive at the 
following conclusions regarding the predictive ability of the code: 
1. NASCAP is successfully able to distinguish between severe 
charging environments, characterized by the following 
observations: 
40 
• High satellite potentials in the -4 to -10 kV range 
• Rapid fluctuations in potential on a timescale of a few 
seconds 
and moderate charging environments characterized by 
• Satellite potentials below about -2 kV 
• Very stable potentials changing on a timescale of hundreds 
of seconds. 
These differences are illustrated dramatically for Days 98 and 
114 in Figure 2.13. NASCAP predicts overall charging on SCATHA, 
via a conventional mechanism in a severe charging environment, 
when the "SOLAR" material has an initially negative net 
current. In a moderate environment, charging is predicted via a 
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Figure 2.13. Comparison of charging activity in eclipse on Days 114 and 98. 
(From SC9 data.) 
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"bootstrap" mechanism when "SOLAR" has an initially positive net 
current, while other parts of the spacecraft like kapton have 
negative currents. 
Quantitative accuracy is good for severe days. For moderate 
days, the sensitivity of the bootstrap mechanism to the electric 
field structure, makes quantitative accuracy dependent upon the 
representation of the spacecraft. Exact quantitative accuracy 
cannot always be expected for simple models. Simulations of 
severe days are much less sensitive to the detail of the 
spacecraft model. 
2. NASCAP successfully predicts negative ground potentials in 
sunlight (Day 146). The mechanism involved is exactly analogous 
to "bootstrap" charging in eclipse with low energy 
photoelectrons playing the role of the secondary emission. The 
same considerations regarding quantitative accuracy apply. 
3. Under conditions that produce considerable differential charging 
between insulating surfaces in space, the code also predicts the 
buildup of large differential potentials. In the case of the 
careful NASCAP simulation of the Day 87 kapton SSPM results, 
agreement with dynamic behavior was quantitative. 
4. Many of the more detailed observations from SCATHA and other 
spacecraft are successfully reproduced by NASCAP. (These 
include anisotropy effects, beam emission, and photosheath 
effects. ) 
The body of evidence compiled here all lends weight to the conclusion 
that NASCAP does indeed contain adequate representations of all of the 
physical processes essential to the understanding of spacecraft 
charging at geosynchronous altitudes. Furthermore, knowledge of the 
parameters that characterize these processes is sufficient to allow 
meaningful predictive calculations of charging effects on real 
sate" ites. 
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One feature the code does not model is the space charge dynamics 
of emitted particle beams. This is due mainly to the 
three-dimensional character of the beam spreading and the inordinate 
computational effort required to follow the beam dynamics by 
conventional particle tracking methods. 
In summary we can say that NASCAP has been able to reproduce, 
with reasonable accuracy, most of the observations it has been used to 
analyze so far. It has been able to do this using input parameters 
obtained using standard procedures, without regard to the outcome of 
anyone simulation, and without any "creative" adjustment to insure 
agreement with experiment. Furthermore the tests successfully carried 
out have cons; stently pointed to the val i dity of the major assumptions 
included in the model. 
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3. NASCAP APPLICATIONS GUIDE 
The NASA fharging ~nalyzer frogram (NASCAP) is a large computer 
code that can be used to provide design information to spacecraft 
engineers and behavioral information to space scientists involved in 
space environment studies. NASCAP was developed under the joint 
AF/NASA spacecraft charging technology investigation to be able to 
predict the surface charging of complex, three-dimensional objects 
covered with dielectrics or conductors in geosynchronous, geomagnetic 
substorm environments. NASCAP can treat surface charging of 
dielectrics and dielectric/conductor systems in both space 
environments and ground simulation facilities. For ground 
simulations, electron and/or ion beams can be used. In ground tests 
transient data on surface voltages and leakage currents can be 
obtained for detailed comparisons. In order that optimum use be made 
of NASCAP, it is necessary that its range of applicability be clearly 
identified. In this report we shall focus on the cases where best use 
of NASCAP can be made. This report is not intended as a "how to" 
guide or as program documentation. Rather, the following descriptions 
of the general approach and the range of validity of the various 
formulations employed in NASCAP are intended to assist the user to 
decide for himself whether it is suitable to his application. 
3.1 THE NASA CHARGING ANALYZER PROGRAM 
NASCAP is designed to simulate numerically the electrostatic 
charging of three-dimensional objects exposed to charged particle 
environments. Negative potentials of several thousands of volts have 
been observed on satellites in geosynchronous earth orbit (GEO), and 
have been reproduced in ground based experiments. The sources of this 
charging are the high temperature plasma near GEO, and low current 
density electron flood guns in the laboratory. NASCAP is designed for 
environments which generate substantial charging, i.e., where the mean 
electron kinetic energy is between several hundred and fifty thousand 
volts. Ambient magnetospheric densities are of the order of a single 
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particle per cubic centimeter when the mean energy is thousands of 
electron volts. The laboratory electron beams have comparable 
particle densities and generate incident surface currents of about one 
nanoampere per square centimeter. For both of these environments 
there is very little screening of object potentials by the ambient 
plasma. 
The geometrical object which NASCAP uses to represent a 
spacecraft must fit within a 16 x 16 x 32 mesh composed of cubic 
cells. Thus the maximum possible resolution is 1/32 of the object 
length. The only exceptions are cylindrical cross-section booms, 
which may be arbitrarily thin and arbitrarily long. Examples of 
NASCAP models are shown in Figure 3.1. The surface of the object may 
be composed of up to 1250 "cells", each of which may be an exposed 
conductor or a thin dielectric layer over a metallic conductor. Up to 
fifteen different dielectric materials and fifteen distinct electrical 
conductors are allowed, connected either with a fixed bias or by 
capacitive coupling. 
The results of a NASCAP calculation are the surface and 
conductor potentials, currents, and electric fields as a function of 
time, together with the identification of maximum electrical stresses 
where discharges are likely to occur. Along with numerical output, 
NASCAP can optionally generate a large selection of graphical output 
including various views of the spacecraft model, potential contour 
plots, and particle trajectories. In order to make optimum use of the 
computational results, there is an interactive post-processor which 
enables detailed examination of the final state and charging history 
of the object. 
The conceptual framework of spacecraft charging around which 
NASCAP is built is extremely simple. Charging is treated as an 
initial value problem. The surfaces of an object are subject to 
fluxes of charged particles. These fluxes, after allowing for 
backscattered particles, secondary electrons, photoelectrons and 
conduction processes, form net electrical currents to surfaces. 
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Figure 3.1. Representative NASCAP objects. 
(Lower figure courtesy of N. J. Stevens.) 
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During an interval of time, these currents cause the accumulation of 
charge. The resultant surface charge distribution is then used to 
determine the electric potentials and fields on and near the object. 
This in turn modifies the fluxes and net currents during the next time 
interval. 
Before going on to examine each part of the NASCAP code in 
detail, we present a survey of the wide range of experimental and 
engineering examples to which NASCAP has successfully been applied. 
This should provide a useful "yardstick" for many of the standard 
applications of the code. 
3.2 A SURVEY OF REPORTED NASCAP APPLICATIONS 
One way in which the validity of the NASCAP code has been 
established is by the comparison of the results of laboratory 
experiments with code predictions. Figure 3.2a shows the excellent 
agreement between NASCAP predictions for the potential of a simple 
plate subjected to a moderate energy (-10 keV) monoenergetic electron 
beam in a test tank with experiment.[8] Figure 3.2b shows similarly 
good agreement using Satellite Surface Potential Monitors[46] from 
the SCATHA (P78-2) satellite in a similar environment.[21] Perhaps 
the most ambitious of these laboratory tests are those involving 
SCATSAT: a two-thirds scale model of the full SCATHA satellite. 
Figure 3.3 shows how NASCAP successfully predicts the angular 
variations in potential around the body of the model, due to 
diver~ence of the four spatially separated beams illuminating 
it.[2] Predictions of such effects could come only from a fully 
three-dimensional model like NASCAP.[23] Another important feature 
peculiar to NASCAP is the ability to include potential barrier effects 
in its calculations and the associated suppression of low energy 
surface emission.[16] NASCAP predictions involving this phenomenon 
have been successfully compared with laboratory data for the charging 
of solar arrays by electron beams.[24] 
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The other major contribution to the validation of the code has 
come from direct comparison of NASCAP predictions for the SCATHA 
satellite and actual flight data. Important analyses of flight data 
have also been made for the ATS-S and ATS-6 satellites using the 
code.[8,2S] The spacecraft ground potential has been reproduced for 
SCATHA in eclipse in both severe and moderate substorms, and in 
sunlight.[lS,26,27,28,29] Both equilibrium and transient potentials 
predicted agree well with experiment. One example is shown in Figure 
3.4 for the day 87, 1979 eclipse event.[lS] The dynamic behavior 
and equilibrium potential values for differential potentials between 
insulating surfaces have also been accurately modeled (Figure 3.5) 
using NASCAP.[21,26,lS] In these cases descriptions of the plasma 
spectrum and angular distribution measured by the satellite were used 
by the code. Other studies including those examining the effect of 
incident particle anisotropy[29] have been made. 
These and many other examples have demonstrated that NASCAP is 
able to predict, with confidence, the charging behavior of complex 
objects in both a tank and a realistic space environment. This 
capability has led to its use as a design tool, in order to predict 
potential sources of voltage stress, and hence damaging discharge 
sites on satellites. 
While NASCAP can be very useful to the space science community 
it should not be used indiscriminately. For a scientist or engineer 
to make the best use of NASCAP he should understand how NASCAP 
describes objects, determines incident particle fluxes and other 
currents, calculates electric potentials, and, most importantly, 
integrates currents forward in time. Below we will deal with each of 
these aspects of the code with the emphasis on their range of 
applicability. 
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3.3 OBJECTS 
The NASCAP computational space consists of a number of nested 
three-dimensional meshes (Figure 3.6). Each mesh has dimensions 16 
units in X, 16 units in Y and up to 32 units in Z. All the meshes for 
a given problem have the same number of cubic zones, but the edge 
length of each zone doubles as one goes out from the innermost mesh. 
The innermost mesh is the most important region of the computational 
space because the entire object (except for long booms) must be 
contained within the innermost mesh. Geometrical objects are 
constructed of building blocks commensurate with the cubic mesh 
spacing. Note that the spatial resolution along any surface is 
restricted to the mesh spacing. For example the maximum resolution of 
a 1.4 meter cube would be 10 centimeters (since objects cannot share 
surfaces with the edge of the inner mesh). Thus, surface features, 
such as seams, gaps, or paint spots which are less than 10 cm in 
extent could not be easily incorporated into a NASCAP object. A user 
can create an object which incorporates estimated responses of small 
features through careful consideration of how these responses will 
manifest themselves on a larger scale. The only high resolution 
capability built into NASCAP is that cylindrical cross-section booms 
may have radii less than the mesh spacing • 
Surfaces of an object can be either an exposed conductor or a 
dielectric over a conductor. The thickness of dielectric coverings 
must be much less than the mesh spacing. NASCAP neglects all 
components of the electric field internal to the dielectric except 
that component normal to the surface. The conducting portions of a 
NASCAP object may be grouped into as many as fifteen electrically 
separate conductors whose potentials can be allowed to float, be fixed 
at an arbitrary voltage, or maintain given biases with respect to each 
other. Electrical coupling between conductors takes the form of 
user-specified capacitances. Coupling between a dielectric surface 
and its underlying conductor is both resistive and capacitive, and 
surface conduction between neighboring surface cells is accounted for. 
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3.4 ENVIRONMENTS 
Descriptions of the incident plasma spectrum acceptable to 
NASCAP allow a great deal of flexibility. For the magnetospheric 
environment, isotropic single and double Maxwellian descriptions of 
particle distribution functions are the most easily used; NASCAP also 
allows the user a wider choice of either looking up tabulated 
satellite data or inserting his own data in a prescribed format. 
Approximate descriptions of anisotropic environments are optionally 
available as well. For the simulation of experiments performed on the 
ground in vacuum facilities, the code can simulate up to ten ion or 
electron sources. 
While the description of the environment far from the object can 
be quite flexible and accurate, the techniques used to relate the 
surface fluxes to the distant environment are very simple and are 
applied best to convex objects. For Maxwellian environments, 
orbit-limited spherical probe formulations are used. These are valid 
for convex objects immersed in an isotropic environment when the 
object1s largest radius of curvature is much less than the ambient 
Debye length. As these conditions are violated, the errors grow 
faster for fluxes of attracted species than repelled species. The 
Debye length conditions can also be described as a requirement that 
ambient charge be negligible in determining fields and potentials in 
the vicinity of the spacecraft. This will be true for objects and 
environments where the Debye length (AD) is much greater than the 
object size. For example NASCAP will work well for a one meter radius 
satellite in a one particle per cm-3, (n ) 10,000 eV (9) plasma 
e 
because 
AD - 700 V:~e cm -700 meters» Lsat = 1 m . 
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However, NASCAP should not be used for a large object, L - 102 m, in 
Low Earth Orbit (LEO), ne - 105, e - 0.1 eV where 
AD : 0.007 m « Lsat = 102 m 
Along with high temperature low density plasmas, other possible NASCAP 
environments are low density ion and electron beams simulating ground 
based experiments. 
NASCAP has a forward particle tracking capability to model the 
simplest type of laboratory flood gun experiments. Multiple guns with 
distributed energies can be simulated using analytical descriptions of 
beam dynamics. Beam divergence due to object charging (as opposed to 
beam self forces) is reproduced well by the model along with object 
shadowing for fairly simple, mostly convex objects. The analytical 
description assumes that monopole fields dominate the beam dynamics, 
and thus is most applicable to large source-object distances and 
relatively uniformly charged surfaces. Electron gun calculations have 
been compared extensively with experiment and the agreement has been 
quite good, generally within 25 percent on surface potentials. 
Three-dimensional effects caused by the angular spread of the beam 
have been well reproduced (see Figure 3.3). 
3.5 BACKSCATTERED AND SECONDARY FLUXES 
The way in which NASCAP describes the backscatter of electrons 
and the generation of secondary electrons by incident electrons, ions, 
and solar photons sets the absolute scale of energies where NASCAP is 
applicable. The electron impact secondary emission formulas have been 
designed to fit experimental data for normally incident electrons. 
NASCAP predictions of electron charge deposition on materials are 
valid for primary energies ranging from a few hundred eV to several 
tens of keY, above which the electron range becomes comparable to the 
typical thickness of insulating films. No particular effort has been 
made to fit the low energy portions of secondary emission curves, so 
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that estimates of net charge deposition by electrons in the 20-200 eV 
energy range should be viewed skeptically. Ground test comparisons 
have indicated that these are not important to charging. 
Secondary electron production by incident ions (protons) is 
modeled as proportional to the stopping power for primary energies 
above 1 keY, dropping to very low values below 1 keY. Only for a few 
materials is there reliable data to which the curves can be 
normalized. 
The energy and angle dependence of secondary and backscatter 
yields have been studied carefully and compared with the NASCAP models 
for several typical spacecraft materials.[8,21J In general, for the 
energy range mentioned, the results are in extremely good agreement. 
NASCAP is state of the art. It has been used together with the 
companion single surface MATerial CHarGing code, MATCHG, by 
experimenters to analyze pure sample response to charged particle 
fluxes. 
The kinetic energies of secondary and backscattered particles 
are important parameters for spacecraft charging. These spectra are 
modeled in NASCAP as 2 eV Maxwellians for secondary and 
photoelectrons, and as a triangular shaped spectrum averaging 
two-thirds the incident energy for backscatter. Nearly all 
backscattered electrons escape to distances far from the object, 
except for cases of substantial positive potential. For the low 
energy electrons, the choice of energy spectrum has substantial 
ramifications because it has been shown that in many cases spacecraft 
charging is dominated by small electric fields that prevent low energy 
electrons from escaping a surface. Since many surfaces emit large 
quantities of secondary and photoelectrons, small potential barriers, 
the order of 10 volts in height, control the current balances. The 
height chosen for these barriers is directly related to the choice of 
the secondary spectrum. Thus precise values of potential differences 
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or absolute potentials of the order of 10 volts depend on the details 
of this spectrum. NASCAP's values for potentials this small are only 
qualitatively correct. 
Laboratory experiments have shown that secondary electron yields 
of some materials are sensitive to surface preparation, temperature, 
age, and mechanical treatment. It is impossible for NASCAP to take 
any of these things into account. NASCAP results should be evaluated 
taking into consideration the reliability of the secondary emission 
coefficients. 
3.6 CONDUCTION CURRENTS 
Conduction currents through dielectrics to underlying conductors 
are calculated assuming that only the intrinsic bulk resistivity is 
important. NASCAP neglects dose and field dependences. If these 
features are important for a specific calculation it is possible to 
simulate them by varying material properties. NASCAP includes surface 
conduction caused by finite surface resistivity and has similar 
restrictions to those of the bulk resistivity. These surface currents 
are calculated using Ohm's law and are only limited by the resolution 
of the potential and the accuracy of the conductivity data. 
A suggestion on when to define a surface as an exposed conductor 
and when to define it as a dielectric with finite resistivity: If to 
draw the maximum currents available (typically a nanoampere per square 
centimeter) through the dielectric, requires a potential between the 
exposed surface and the underlying conductor of less than around 1 
volt, the surface should be defined as an exposed conductor. The use 
of very low resistivities may introduce round-off errors in the 
numerical treatment. For example, a material 10-4 m thick should be 
defined as a dielectric only if its conductivity is no higher than 
10-9 mhos/m. 
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3.7 ELECTRIC POTENTIALS 
Potentials are found in NASCAP using the integral variational 
principle equivalent to Poisson's equation. By using the variational 
principle along with the finite element interpolation scheme, there is 
a self-consistent procedure for defining potentials and fields 
everywhere and for incorporating surface charge boundary conditions. 
Resolution of steep potential gradients over a distance less 
than the grid spacing is not generally possible to achieve in NASCAP. 
However, most spacecraft have structural booms and struts whose radii 
are small compared to spacecraft dimensions. The potential variation 
near such objects cannot be well represented by linear interpolation 
and the grid size typically is too large to resolve these booms. In 
order to represent these objects, special cells are allowed which 
contain the correct logarithmic variation of potential near the boom. 
Thus the electrical behavior of conducting booms, that is, booms whose 
potential varies little circumferentially but can vary along their 
length, are well represented even though they have radial dimensions 
much smaller than the grid spacing. 
Ambient space charge is typically ignored in NASCAP 
calculations, although there is an option which calculates and uses 
approximate space charge density. The reason for neglecting space 
charge is that for kilovolt levels of charging in the magnetosphere 
the surface charge accumulated is several orders of magnitude larger 
than the possible space charge. Under such conditions, the Laplacian 
field strengths, which are typically the order of kilovolts per meter, 
completely swamp space charge effects of even photoelectrons, which 
can produce fields like one volt per meter. So for the high 
temperature, low density spacecraft charging environments that NASCAP 
was designed to handle, the neglect of ambient space charge density is 
an excellent approximation. 
59 
The optional space charge density treatment in NASCAP is linear 
Oebye shielding. This is the simplest approximation to the screening 
of potentials by a plasma and is valid only for potentials less than 
the plasma temperature. While the Oebye shielding is easy to use it 
has limited applicability. Also, the particle fluxes do not reflect 
the modified space potentials. 
Surface cell potentials are defined to be uniform over each 
surface cell. The surface potentials are obtained from conductor 
values by using the thin film approximation and assuming the charge 
density on a surface cell is uniformly distributed. The determination 
of conductor potentials is addressed in the next section. 
3.8 INTEGRATION OF CHARGING CURRENTS 
The time integration of currents is the most difficult part of 
the simulation of the spacecraft charging. The effect of saddle point 
potential barriers in limiting photoelectron emission was an early 
NASCAP result. Since potential barrier heights need only be around 2 
volts to do this, the shortest timescale of importance is the time to 
change the entire vehicle potential by that magnitude. This is 
-6 typically -10 seconds. A one meter radius sphere, for example, in 
a nanoampere per square centimeter environment will charge 2 volts in 
about 2 microseconds. But spacecraft charging is of engineering 
interest when large potentials develop across a few mil thick 
dielectric film. For the same environment this takes around 20 
seconds. The set of equations governing this charging have about 
7 orders of magnitude separating the eigenvalues characterizing the 
fastest response of the system from those of principle interest. 
Along with this, the flux equations are nonlinear and nonlocal in the 
potentials; for example, effective photoemission has almost a step 
function dependence on the surface electric field. The algorithms 
which perform the current integration are known to the NASCAP users as 
the LONGTIMESTEP option. 
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There are three major conceptual elements to the LONGTIMESTEP 
algorithm we have developed which allows the stable integration over 
large enough time intervals, ~t, to make NASCAP simulations of minutes 
of satellite time take only minutes of computer time: (I) A rapid 
estimation method for surface potential changes; (2) a partially 
implicit current integration algorithm; and (3) anticipation of cutoff 
of low energy electron emission. 
NASCAP uses the full three-dimensional potential calculations 
every timestep, but in order to determine how fluxes change during a 
time interval, the code needs a quick way of estimating how the 
surface potentials will change. For that purpose NASCAP constructs a 
capacitor model with a circuit node for each dielectric surface and 
each conductor. 
Even to use the circuit model to get an estimate, an explicit 
timestep procedure would still be prohibitive. The second major 
element of the LONGTIMESTEP is a partially implicit current 
algorithm. The trade-off in implicit versus explicit is stability 
versus simplicity. The implicit algorithm gives the correct 
asymptotic results, but effectively stretches out rapid responses to 
at least the order of the timestep. Table 3.1 shows the exact 
decaying exponent solution of the equation df/dt = -f with the results 
obtained using explicit and implicit algorithms. The comparisons are 
for timesteps longer and shorter than the characteristic timescale, 
which for this equation is unity. Notice that the implicit algorithm 
always gives reasonable answers, but that for long timesteps the 
timescale of decay is set by the length of the timestep. In NASCAP 
this means that to determine accurately rapid transient responses, 
short timesteps must be taken. However, NASCAP used with a long 
timestep will eventually reach the physically correct solution. 
Most spacecraft charging problems are dominated by the electric 
field suppression of low energy secondary and photoelectrons. The 
sensitivity of the electron emission to the electric fields and the 
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TABLE 3.1. COMPARISON OF EXPLICIT AND IMPLICIT ALGORITHM SOLUTION OF dfjdt = -f FOR 
TIMESTEPS SHORT AND LONG COMPARED TO THE CHARACTERISTIC TIME SCALE 
SHORT TlMESTEPS 
0.1 0.2 0.1 0.4 0.5 0.6 0.7 0.8 0.9 
.905 .819 .741 .670 .607 .549 .497 .449 .407 
.900 .810 .729 .656 .590 .531 .478 .430 .387 
.909 .826 .751 .683 .621 .564 .513 .467 .424 
LONG TlMESTEPS 
10 20 30 40 50 60 70 80 90 
4.54-005 2.06-009 9.36-014 4.25-0\8 1.93-022 8.76-027 3.98-011 1.80-035 8.19-040 
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EXPLICIT f(t) = f(t - btl t bt ~I 
dt~ t~ t - bt 
IHPLICIT f(t) f(t - btl t bt ~I 
dt~ t~ t 
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.168 
.349 
.386 
100 
3.72-044 
3.49t009 
3.86-011 
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large magnitude of photocurrents mean that implicit algorithm 
inaccuracies can cause the entire calculations to become unstable. 
The third major concept underlying LONGTIMESTEP is to identify all 
surfaces which are dominated by low energy emission and to impose the 
physical constraint that the 2 eV photoemissions can only generate a 
potential barrier between the surface and the region of space above it 
of above 2 eV. For these surfaces the dependent and independent 
variables are interchanged. While for ordinary surfaces we solve for 
potentials given charges, for these surfaces we fix the height of the 
potential barrier exterior to the surface (and hence the surface 
potential) and solve for the change in net charge. This procedure is 
a good approximation to the actual physics where the barrier height 
stays in the range of a few volts, since a much higher barrier would 
stop all emission and a lower barrier would let too many 
photoelectrons out, driving the entire object to unphysically high 
positive potentials. 
The LONGTIMESTEP algorithm is a considerable refinement beyond 
the procedure discussed above. It includes multiple passes and 
iterative selections of surfaces where low energy particles are 
emitted but is basically an application of a large capacitor model 
using a combination of first order implicit fluxes and self-consistent 
barrier heights in order to evaluate the time integrals of the 
charging currents. NASCAP, during the current integration, estimates 
that the potential one mesh unit in front of a surface cell changes 
just under half as fast as the cell potential itself. The difference 
between this estimate of the barrier and the full 3-D potential 
calculation at the end of the timestep has proved to be a good 
compromise between exact accuracy of transient response and 
stabil ity. 
The one user entered parameter for LONGTIMESTEP is the maximum 
charging per timestep, DVLIM. The length of the timestep is 
automatically cut back to limit the maximum change in potential of any 
conductor to DVLIM. The magnitude of DVLIM sets the accuracy of the 
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results for each timestep. In problems where nonlinear or nonlocal 
effects are particularly manifest, oscillations of order DVLIM may 
persist. The use of smaller timesteps and smaller DVLIMs will reduce 
these fluctuations. 
We should point out that the LONGTIMESTEP option is introduced 
as a convenience to the user who ;s interested in the charging 
behavior on timescales much greater than the very rapid transient 
responses. The transient responses themselves can still be modeled 
accurately by taking very short timesteps, if desired. (For example, . 
see Figure 3.4.) 
3.9 CHARGED PARTICLE EMITTERS 
NASCAP has options for simulating the emission of charged 
particles from a satellite. These were designed to model electron and 
ion guns such as the SC-4 experiments on the SCATHA vehicle. NASCAP 
predicts well the dependence of spacecraft potentials and incident 
ambient particle fluxes given an escaping beam current. The primary 
results are I-V characteristics as a function of environment and 
relative surface potentials. The limitations on these calculations 
are similar to those of other calculations and are primarily due to 
spatial resolution. -. 
The gun algorithms are designed for low density beams. Low 
density means that two conditions are satisfied. First, the 
Child-Langmuir limiting distance ~CL must be much greater than the 
beam radius. For example the SC4-2 electron beam when operated at 
3000 keY 0.1 rna clearly satisfies this condition. 
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However, the same device at 1500 volts and 12 milliamperes is less 
obviously in compliance. 
tCL = 3 cm > 0.5 cm = 
Ion guns are far more 
effects than electron guns. 
aboard SCATHA at 1100 volts 
rb • earn 
susceptible to near-satellite space charge 
For example, a Xenon device when operated 
and 2 rna was very space charge limited. 
tCL : 0.3 cm < 0.5 cm = rbeam 
The NASCAP particle tracking algorithms lack the necessary resolution 
of beam space charge effects, and are therefore not directly 
applicable to the high current modes of ion beams. 
The second condition on the applicability of NASCAP for beam 
simulations relates to the total beam current compared to the ambient 
current. When the beam current is larger than the current that the 
satellite could ordinarily draw from space while at the beam voltage, 
then a portion of the beam must return to the vehicle. For example, a 
1 meter radius sphere in a 1 keY, 1 cm-3 plasma will attract 0.04 ma 
of electron current if the sphere potential is 3000 volts. If the 
sphere has an onboard particle emitter of 3000 volts and 6 ma then 
less than 1 percent of the beam current can escape to infinity. The 
dynamics of the returning current are quite difficult to predict since 
it is entirely a self space charge effect. The excursion length turns 
out to be very large ( 44 meters), and there is not necessarily a 
steady state solution. NASCAP is not suited for such calculations. 
3.10 DETECTORS 
NASCAP has DETECTOR routines which accurately determine the 
energy and angular variation of the particle fluxes incident upon 
particular satellite surfaces. These routines employ particle 
tracking algorithms and are quite accurate. However, they calculate 
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the particle fluxes, not the readings of a particular scientific 
instrument. Therefore when comparing with experiment, the response 
function of the actual physical detector must be taken into 
consideration. 
3.11 SUMMARY 
NASCAP has proven to be a reliable and accurate tool for 
predicting the electrostatic charging of objects exposed to space and 
laboratory environments. The code has been shown to be most 
successful when applied to problems that fit within the following set 
of constraints: 
• The object is constructed of conductors all or partially covered 
with thin dielectric surfaces. The resolution required to model 
the object is no finer than 1/32 of the object length. 
t The environment is dominated by electron and/or ion fluxes with 
energies between several hundred electron volts to about fifty 
thousand electron volts. 
• The ease of running NASCAP is greatly enhanced if the 
environment is well represented by an analytical form such as a 
multiple Maxwellian. 
• The ambient Oebye length is larger than the length of the object. 
• The materials which comprise the surface of the object are 
stable with well-characterized secondary emission and 
backscatter yields. 
• Low resistance surface dielectrics are modeled as exposed 
conductors. 
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• The calculations are run using short enough timesteps such that 
the voltage change allowed per timestep is of the same order as 
the accuracy required. 
• Any onboard particle emitters are of low enough current that 
their self space charge does not dominate the ambient natural 
environment. 
• The DETECTOR routines are used to accurately determine incident 
particle fluxes. 
For the conditions which prevail at geosynchronous altitude, 
these constraints are not severe and NASCAP will correctly predict 
surface charging. 
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4. DIFFERENTIAL CHARGING OF HIGH-VOLTAGE SPACECRAFT: 
THE EQUILIBRIUM POTENTIAL OF INSULATED SURFACES 
4.1 INTRODUCTION 
The design of high-voltage spacecraft is a subject of increasing 
technological importance. In particular, operation of solar arrays at 
high voltage will eliminate the need for heavy bus bars and power 
converters on such future projects as a solar electric power [30] . [31 32] [33 34] 
stage or a solar power satelllte. ' Parker' has 
done extensive analysis of the plasma interactions of such systems. 
Some laboratory data is available on the behavior of high voltage 
spacecraft surfaces in Plasmas.[3S,36,37J Additionally, a great 
deal of information may be obtained from experiments in which 
spacecraft were artificially maintained at high voltge by emission of 
. [38 39 40 25J [41 42 43J 
charged partlcle beams. ' " Other authors " have 
previously addressed the issue of potentials during beam emissions. 
Here we focus on the differential potentials developed by electrically 
insulated surfaces, either dielectric surfaces or electrically 
isolated metallic surfaces, in the presence of high voltages. 
Recently, measurements of the voltages of electrically insulated 
surfaces during active control operations have been reported. On the 
SCATHA[44,45J satellite voltage differences have been measured between 
the spacecraft structure and a variety of material samples,[46J 
[39] [39J. boom-mounted probes, and a 100 meter antenna. The vehlcle 
potential was controlled by the emission of energetic electrons or 
ions.[39J A xenon ion gun of the same type that is on board SCATHA 
has also been used to vary the potential of a sounding rocket.[38J 
The potential difference between the main rocket body and an 
electrically insulated end section was monitored. In laboratory 
experiments, the surface potentials of solar array segments immersed in 
simulated space environments have been measured as functions of array 
voltages.[36J 
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This chapter presents computations which predict the voltages of 
electrically insulated surfaces during such experiments. The theory 
sets upper and lower bounds for the surface potential at which there 
is net current balance, and shows how external electric fields 
determine the true equilibrium potential. The NASA fharging Analyzer 
frogram (NASCAP) is used to predict potentials of insulated surfaces 
in the presence of exposed high voltage surfaces for a model space 
vehicle. Examination of the calculated potentials around the model 
shows clearly that the electric field component along the normal to 
insulated surfaces can either accelerate or suppress the emission of 
low energy secondary or photo electrons. For many cases this electric 
field control of the low energy electron currents plays a dominant 
role in determining the equilibrium surface potentials. The 
application of the theory to several charging problems is discussed. 
An important result is an explanation of the voltage "snapover"[36] 
phenomenon of coverslips on positively biased solar cells. 
The computations herein deal with a generic spacecraft material 
exposed to plasmas near thermal equilibrium. They are not claimed to 
represent precisely any particular experiment. Our "typical material" 
has emissive properties similar to such insulators as kapton or 
teflon, and (to simplify the analysis) a conductivity so high as to be 
effectively metallic. It might be regarded as a conducting paint. 
However, the conclusions drawn are quite general, and should hold for 
all but the most extremely non-equilibrium environments and the most 
anomalous materials. Also, in performing calculations for low earth 
orbit conditions we have knowingly used NASCAP for a physical regime 
where it is not truly applicable. Here we have drawn only those 
conclusions which would be even more strongly supported by a more 
accurate model. 
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4.2 THEORY 
In the presence of a fixed external voltage configuration, the 
voltage on a given surface varies according to the amount of charge 
accumulated on that surface. For highly resistive materials and for 
isolated conductors, the mechanism for changing the amount of charge 
accumulated is the collection and emission of charged 7articles by the 
surface. This is well known in spacecraft charging.[4 ,48] An 
insulated surface is at equilibrium when it achieves current balance, 
i.e., when the algebraic sum of the incident and emitted particle 
fluxes is zero. We restrict ourselves in this discussion to incident 
electrons and ions with kinetic energies in the 1 keY to 50 keY 
range. Such electrons have stopping distances short compared to 
material thickness, but they have sufficient energy to penetrate any 
surface effect barriers. 
In a plasma, both electrons and ions are incident upon exposed 
surfaces. For a surface at plasma ground potential the electron 
current will be greater than the ion current by approximately the 
square root of the mass ratio unless the plasma is highly 
non-Maxwellian or non-neutral. By "plasma ground potential" we mean 
the potential measured by a Langmuir probe distant from the 
spacecraft. The particles emitted by the surface are almost 
exclusively electrons. These emitted electrons fall into two 
categories: The first consists of originally incident particles which 
have undergone large-angle scattering inside the material such that 
they re-emerge from the top surface. These backscattered, or 
redirected, primaries have, on average, about two-thirds of the 
incident electron energy.[l] The second consists of secondary 
electrons. These electrons are generated via ionization of the 
material by primary ions and electrons. The secondary electrons have 
only a few electron volts of kinetic energy. While the fraction of 
primary electrons undergoing backscatter is a fairly weak function of 
the incident spectrum, the secondary electron yield is a strong 
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function of energy, and can be well in excess of unity. Figure 4.1 
shows the secondary yield curve, as calculated by NASCAP, for our 
typical spacecraft material. It is the relatively low kinetic energy 
of the secondary electrons that complicates the response of isolated 
surfaces, as even a small potential barrier can substantially reduce 
the effective emitted current. 
If one assumes an orbit limited formulation for the incident 
current densities, it is easy to generate a current-voltage 
characteristic for a surface material in a given plasma environment. 
As an example, the I-V characteristic for a spherical probe covered 
with our typical spacecraft material in an isotropic e = 1 keV, ne = 
ni = 1 cm-
3 Maxwellian plasma is shown in Figure 4.2. (We assume 
the probe to be small compared with the 235 m plasma Oebye length, so 
that space charge effects are totally negligible.) The lower 
current-voltage characteristic has been generated assuming that all 
low energy secondary electrons escape from the surface. For this 
case, the I-V characteristic is non-monotonic. The backscattered, 
electron-produced-secondary and proton-produced-secondary electron 
currents were calculated using analytical models from NASCAP. These 
models have been shown to compare well with experiment. Table 4.1 
shows the components of the current as a function of voltage. Notice 
how the secondary electron current is always comparable to the 
incident current. 
When incident upon an uncharged surface, this spectrum of 
electrons produces more backscattered and secondary electrons than 
there are captured primary electrons. This leads to a net positive 
current. It is a property of orbit-limited-collection of a Maxwellian 
plasma that the spectrum of the incident repelled species is 
independent of the surface voltage.[49] As a result the net current 
remains positive for all negative voltages, but the amplitude of the 
electron contribution drops off with increasing negative voltages. 
The rise in net current at high negative voltages ;s due to the 
increased ion current. For positive surface voltages the electron 
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Figure 4.2. The current-voltage relation for a typical spacecraft material, 
with and without secondary electron emission, in a hydrogen 
plasma of temperature 1 keV and density 106 m-3. The lower 
curve is the second column of Table 4.1, and the upper curve 
is the sum of the third, fifth and sixth columns. 
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TABLE 4.1. PARTICLE FLUXES FOR TYPICAL SP~CECRAFT MATERIAL EXPOSED TO A 1 keV. 106 m-3 MAXWELLIAN. 
All currents are in amps/meter. 
-....J Surface 
Jincident J Jbacksca ttered Jincident 
Jsecondary 
~ Voltage secondary el ectrons 
V {keV} Jtot electrons el ectrons el ectrons ions {from ions} 
3.00+000 -4.78-007 -3.39-006 1.93-006 9.77-007 9.87-010 7.66-01 0 
2.70+000 
-3.25-007 -3.13-006 1.89-006 9.14-007 1.33-009 1.03-009 
2.40+000 
-1.75-007 -2.88-006 1.85-006 8.49-007 1.80-009 1.40-009 
2.10+000 -3.03-008 -2.63-006 1.81-006 7.83-007 2.43-009 1.88-009 
1.80+000 1.09-007 -2.37 -006 1.76-006 7.15-007 3.28-009 2.54-009 
1.50+000 2.42-007 -2.12-006 1.71-006 6.46-007 4.42-009 3.43-009 
1.20+000 3.67-007 
-1.86-006 1.65-006 5.75-007 5.97-009 4.63-009 
9.00-001 4.79-007 -1.61-006 1.57-006 5.02-007 8.06-009 6.25-009 
6.00-001 5.68-007 
-1.36-006 1.48-006 4.24-007 1.09-008 8.44-009 
3.00-001 6.15-007 
-1.10-006 1.35-006 3.43-007 1.47-008 1.14-008 
.00 5.38-007 -8.50-007 1.09-006 2.61-007 1.98-008 1.54-008 
-3.00-001 4.19-007 -6.29-007 8.08-007 1. 93-007 2.58-008 2.07-008 
-6.00-001 3.35-007 
-4.66-007 5.99-007 1.43-007 3.17 -008 2.77-008 
-9.00-001 2.78-007 
-3.45-007 4.44-007 1.06-007 3.76-008 3.62-008 
-1.20+000 2.41-007 -2.56-007 3.29-007 7.85-008 4.35-008 4.60-008 
-1.50+000 2.18-007 
-1. 90-007 2.44-007 5.82-008 4.94-008 5.69-008 
-1.80+000 2.07-007 
-1.40-007 1.80-007 4.31-008 5.54-008 6.88-008 
-2.10+000 2.04-007 
-1. 04-007 1.34-007 3.19-008 6.13-008 8.15-008 
-2.40+000 2.08-007 
-7.71-008 9.90-008 2.37-008 6.72-008 9.51-008 
-2.70+000 2.16-007 
-5.71-008 7.33-008 1.75-008 7.31-008 1.09-007 
-3.00+000 2.29-007 
-4.23-008 5.43-008 1.30-008 7.91-008 1.25-007 
) ) ) ) ) ) ) 
spectrum drifts toward higher energies, with the minimum incident 
electron energy equal to the surface voltage. Since higher energy 
electrons produce fewer secondaries, the net current decreases with 
increasing voltage. The single point of zero net current corresponds 
to an equilibrium surface voltage of +2100 volts. This can be 
achieved only if there are sufficient higher voltage surfaces in the 
vicinity to create a surface electric field that allows the secondary 
electrons to escape. Note that space charge has a negligible effect 
under these conditions. The largest component of space charge, that 
-4 2 due to emitted photoelectrons, has a current of ~10 Aim, an 
-10 3 
energy of ~2 eV, and thus a density of ~10 coul/m. Thus, 
space charge creates field gradients (~·E) of ~10 V/m2• Since we 
are dealing with kilovolt potentials and meter lengths, the maximum 
effect of space charge is about 1 percent. 
In Figure 4.2 the upper curve shows the current-voltage 
characteristic of the same material if secondary electrons were 
neglected. Physically this would occur in the presence of strong 
electric fields which suppress secondary electron emission. Again the 
surface has only one equilibrium potential, but now it occurs at -1950 
volts. The change in equilibrium is over 4000 volts, and is brought 
about by the confinement or escape of the secondary electrons. The 
behavior of the secondaries can be controlled by the direction of the 
component electric field normal to the surface. 
The direction of the surface normal electric field is a function 
of the local potentials and geometry. Near two coplanar conducting 
surfaces of different voltage, the field lines are semicircular as 
shown in Figure 4.3. This means that near their mutual boundary two 
conducting surfaces with differing potentials have surface normal 
electric fields of opposing directions. In this region the more 
negative surface will emit secondary electrons, while secondary 
emission will be suppressed on the more positive surface. 
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Figure 4.3. Electric field structure near the boundary of two conductors. 
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The potential ~, is given by 
(v - v ) ~ = V + 1 2 e 2 7T 
where e is the angle measured counterclockwise from the 
boundary line. 
Since the normal electric field magnitude and direction are not 
uniform over a complicated object, specific multidimensional calcula-
tions are necessary to determine the current-voltage relationship of a 
given surface in the presence of other high voltage surfaces. Under 
these circumstances we commonly encounter surfaces in a state of 
"field reversal", i.e., positive surfaces which repel electrons (V > a 
~ but E • n < 0) and negative surfaces which attract electrons (V < 0 
but E • n > 0). Here V is the potential of the surface relative to 
~ 
plasma ground potential, E is the electric field external to the 
surface, and n is the unit outward surface normal. The equilibrium 
achieved by such surfaces is often between the extremes of all 
secondary electrons escaping and all secondaries being trapped. For 
conducting surfaces, equilibrium means 
I = f j ds = a 
where the current density j is a function of the potential and the 
local electric field. From the data in Table 4.1 we may calculate an 
entire family of floating potentials for a conducting surface in a 1 
keY plasma. When at potential V the surface, due to the presence of 
other high voltage surfaces, will have a positive (electron 
attracting) field over a fraction ~(V) of its area, and negative 
(electron repelling) fields over a fraction (1 - ~(V)). The mean 
current density (the total current I(V) divided by the area A) is 
given by 
where JTOT(V) is given by the second column of Table 4.1, and 
JSEC(V) is the sum of the fourth and seventh columns. Setting the 
mean current density to zero allows solution for 
~o(V) = JTOT(V)/JSEC(V), 
Figure 4.4 shows (solid line) the function ~o(V) calculated from 
Table 4.1. The condition a ~ ~o(V) ~ 1 leads to a family of 
solutions -1950 < V < 2100 volts. To find the solution to a given 
problem, one must calculate ~E{V), the fraction of surface area 
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Figure 4.4. Locus of floating potentials, ao(V}, for the material of Table 4.1 (solid curve). The 
dashed curves (schematic) are aE(V} for the two problems discussed below. 
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having positive electric field as obtained by solving the 
electrostatic problem with the surface in question at potential V. 
The dashed curves in Figure 4.4 indicate (schematically) such 
solutions for two problems described below. The intersection point 
ao(V) = aE(V) gives the floating potential for the conducting 
surface. 
Similar considerations obtain for dielectric surfaces, the 
difference being that a dielectric surface need not be an 
equipotential. Neglecting conductivity effects, the net current to 
each surface point varies from JTOT to JTOT - JSEC as the local 
surface normal electric field varies from zero to a small positive 
(electron-attracting) value. Thus the potential of an insulating 
surface may be found by solving an electrostatic problem where each 
insulating surface point satisfies either: 
a. V = V1 and E ~ 0, 
where V1 is defined by JTOT (V1} = 0 
or 
b. V = V2 and E > 0, 
where V2 is defined by JTOT (V2} - JSEC (V2} = 0 
or 
c. V2 < V < V1 and E • n = 0+ + 
where 0 indicates a small, positive value. For good insulators, 
the equilibrium voltage is frequently just that voltage where the 
electric field starts to suppress the secondaries. Indeed, if 
secondaries are copious, many different materials will respond alike, 
charging to within a few volts of where the electric field changes 
sign. 
For photoemission this effect, previously suggested by several 
[50 51 52] . 
other authors " was shown computatl0nally by Mandell [12] [16] 
et al. and Stannard et ale Recent calculations by Chaky 
et al • [53] have shown theimportance of secondary emi ssion in 
determining voltage profiles for low temperature plasma collection. 
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To summarize, this section presents a theory for materials, 
environments, and potentials lying within a "regime of uncertainty", 
defined as the set of conditions for which the surface in question has 
a net positive current if all secondary electrons escape, but a net 
negative current if secondary emission is suppressed. Such a surface 
achieves equil ibrium either by (a) 1 eaving the "regime of uncertainty", 
or (b) achieving a condition in which an appropriate fraction of 
secondary emission is suppressed. Normally a surface at positive 
potential relative to plasma ground has full suppression of 
secondaries, and will discharge toward plasma ground in search of 
equilibrium. However, if still more positive surfaces are present, 
secondary emission may not be suppressed. In such a case the surface 
will search for equilibrium at higher potential. Similarly, a surface 
negative with respect to plasma ground may have suppression of 
secondary emission in the presence of still more negative surfaces. 
The main determinant of secondary electron suppression is the sign of 
the electric field component normal to the surface. Thus, a 
conducting surface will achieve condition (b) at a potential such that 
an appropriate fraction of its area is electron attracting. A 
dielectric surface must achieve condition (b) point by point, and thus 
have near zero normal component of electric field over its entire area 
4.3 NUMERICAL CALCULATIONS 
As an illustration of the physics that controls surface response 
we have performed a series of calculations using NASCAP. The test 
object, shown in Figure 4.5, is a right octagonal cylinder with an 
electrically distinct end section covered by our typical spacecraft 
material. The dimensions were chosen to represent the Aerobee F 
sounding rocket whose flight was reported by H. Cohen et ~[38] 
During the flight, positive ions were ejected from a gun mounted on 
the main rocket body. Measurements were made of the potential 
difference between the main rocket body and the electrically isolated 
end section. The NASCAP calculations presented here predict the 
equilibrium end section voltages for both positive and negative main 
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Figure 4.5. The object used for the NASCAP calculations. 
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body potentials. The environments were selected to represent a 
non-charging Geosynchronous Earth Orbit (GEO) (1 cm-3, 1 keY) plasma 
- - 2 --3 
and a low farth Qrbit (LEO) (10 cm , 0.1 eV) plasma. (The LEO 
particle density is set artificially low by a factor of a thousand in 
order to give the same thermal currents as the GEO environment.) In 
both cases a hydrogen plasma was assumed. Since NASCAP does not 
predict the space charge limited collection actually occurring in LEO 
(Debye length equal to .23 m), these calculations were intended to 
show some features that can be predicted and, particularly for the LEO 
positive ground calculations, the problem areas which remain 
unsolved. (As this problem has cylindrical symmetry, it is feasible 
to perfonn a more elaborate calculation taking space charge into 
account. Such a calculation is beyond the scope of this chapter.) 
4.3.1 NEGATIVE GROUND 
The first two calculations were carried out with the rocket body 
arbitrarily fixed at -3 kV. This is a situation similar to the 
ejection of unneutralized high energy positive ion beams whose current 
is controlled to maintain the rocket body potential. The NASCAP 
calculated end section potentials are shown in Table 4.2. For low 
altitude (Calculation I) we find this end section to be near plasma 
ground. This agrees with the experi~ental measurement[38] of the 
potential difference between the end section and the main body. For 
this the nonnal component of the electric field on the floating 
section is electron attracting everywhere, and the secondary electrons 
do not escape. Whether or not the secondary electrons escape makes 
little difference in the potentials for a 0.1 eV Maxwellian. Since 
the secondary electron yield is less than 1 percent of the incident 
current, its existence or absence makes less than a 1 percent change 
in the negative equilibrium potential (see Table 4.3). This is 
demonstrated in Figure 4.6 which shows the bounding I-V curves for a 
cool plasma environment. Notice how for negative potentials the 
boundary curves are extremely similar and that the negative 
equilibrium potentials are almost identical. 
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TABLE 4.2. RESULTS OF THE NASCAP CALCULATIONS ON THE OBJECT SHOWN IN FIGURE 4.1. 
Calculation I II III IV 
Main Body Potential 
-3000 V -3000 V +3000 V +3000 V 
Pl asma Density 100 cm-3 1 cm-3 100 cm -3 1 cm -3 
Temperature 0.1 eV 1000 eV 0.1 eV 1000 eV 
Floating End Potential "'-1 V -731' V 650 V 725 V 
Required Beam Current* 4.5 mA* 23 lJA 78 mA* 10 lJA 
* For cases I and III. screening effects would cause these values to be substantially 
reduced. 
~ 
00 
~ 
:J 
TABLE 4.3. EQUILIBRIUM SURFACE PDTENTIAlS FDR TYPICAL SPACECRAFT MATERIAL EXPDSED TO TWO. PLASMAS. 
Note the existence of two stable equilibria in the cold plasma when all secondaries escape. 
Plasma Environment 0-.1 e V, 1 DO. cm -3 1000. eV, 1 cm-3 I 
Equilibrium Surface Voltage 
I 
All Secondaries Escape -0..2 V +2040. V* 
I (Second Root) +310.0. V* 
Equilibrium Surface Voltage 
I 
All Secondaries are Trapped -0..2 V -1950 V I I 
-
-----~ ~--.--- - -~----.--
----- ---
* This equilibrium voltage is only achievable when neighboring surfaces are fixed 
at very high positive potentials. 
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Figure 4.6. Net current-voltage re1ations for spacecraft material in a 
e = 10 eV, ne = 10 cm- Maxwellian plasma. 
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In the GEO-like environment (Calculation II) the end section 
voltage is much more negative with respect to plasma ground. The 
physical response is governed by the same phenomenon, that is, the 
normal component of the surface electric field stops low energy 
secondary electrons from escaping to the plasma. In Table 4.3, we see 
that for the GEO environment the escape of secondary electrons has a 
dramatic effect, causing up to a 4000 volt difference in the surface 
equilibrium potential. An examination of the zero volt fluxes 
(Table 4.1) shows that the secondary electron current is greater than 
the incident electron current, in contrast to the response for the 
0.1 eV plasma. This is expected since the secondary yield starts out 
at zero for cold incident electrons and peaks at a yield of greater 
than one for several hundred volt incident electrons.' 
The floating voltage is not trivial to calculate because the 
sign of the electric field is not constant over the entire end 
section. While no secondary electrons escape from parts of the 
surface adjacent to the main rocket, the electric field at the end 
panel farthest from the rocket allows all secondaries generated there 
to escape. No single region of the end section ;s in local current 
balance, but at the calculated -731 volts the surface integral of the 
current is zero. This solution is indicated by the intersection of 
the left dashed curve and the solid curve in Figure 4.4. This type of 
calculation is inherently multidimensional in character. The more 
negative the main body, the further to the left on Figure 4.4 will be 
the solution, approaching the limiting case of full suppression of 
-3 
secondary electrons. For the 1 keY, 1 cm environment we ran 
another NASCAP calculation with -10 keY on the rocket body. The 
result was that the end section went to -1750 volts, close to the 
-1950 volt limit from Table 4.3. 
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4.3.2 POSITIVE GROUND 
Calculations with the spacecraft frame potential fixed at +3 kV 
were designed to simulate low current electron beam emission (such as 
that carried out on board the SCATHA spacecraft) when the beam current 
is just able to balance the incident plasma electrons. The geometry 
and environments used are the same as those for the negative ground 
-3 
cases. Again, the current levels for the 0.1 eV, 100 cm plasma 
are overestimated because an orbit-limited (rather than a 
space-charged limited or a turbulent sheath) formulation is used for 
the current collection. However, the qualitative trends are clearly 
shown, and the results are general in their implications. 
Table 4.2 shows the equilibrium potentials of the end section. 
The first point to notice is that for both environments the order of 
magnitude of the potential results is the same. This is in sharp 
contrast to the negative ground case. For the case of positive ground 
in the low temperature plasma the potential reached was 650 volts, 
while for the higher temperature plasma the potential was 725 volts. 
The solution for the higher temperature case is the intersection of 
the right dashed curve with the solid curve in Figure 4.4. 
The electric field configuration (Figure 4.7) shows that in both 
cases the underlying physical processes are the same. Indeed, the 
particle flux description is much the same as that for negative 
ground; that is, for all surfaces the net flux would be positive (that 
is, more electrons out than in) if the secondaries were able to 
escape. 
Examination of the field structure (Figure 4.7) in the region 
dividing the rocket body shows that while the electric field is 
electron attracting almost everywhere, there is field reversal very 
close to the boundary of the end section (as in Figure 4.3). Here, 
secondary electrons are accelerated off the surface and onto the main 
rocket body. If the electric fields were in this direction over the 
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Figure 4.7. Potential contours (unscreened) around the object of 
Figure 4.5. The main body is at +3000 V and the end 
section at +725 V. The contour interval is 200 V. 
Secondary electrons emitted from the sides of the end 
section escape to the main body, while secondaries from 
the circular end cap are partially suppressed. 
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entire end section, the end potential would be 3100 V and 2040 V for 
the two low and high temperature environments respectively (Table 
4.3). Over much of the end section, as on the entire main body, 
retarding electric fields suppress secondary electron emission. The 
equilibrium voltage is such that the secondary electrons leaving the 
field reversal region are exactly balanced by the total incident 
electrons collected by the end section. In the GEO environment the 
smaller secondary yield requires a smaller field reversal region to 
achieve current balance. This results in a smaller potential 
difference. In general, the higher the ratio of secondary electron 
currents to incident electron currents, the smaller the voltage 
difference between spacecraft sections. The region of positive field 
in case IV is about one-third of the end section area while it is 
about one-fourth the area in case III. 
4.4 DISCUSSION 
The phenomenon of equilibrium surface voltage being determined 
by the surface electric field structure is of general importance to 
studies of spacecraft high voltage interactions. In this section we 
will discuss how the previously described NASCAP calculations relate 
to experimentally observed phenomena. We will then show how this same 
theory provides an insight into the solar cell voltage snapover effect. 
4.4.1 ROCKET EXPERIMENTS 
The calculation which correlates most closely with rocket 
experiment[38J is case I. The calculation showed that when the main 
rocket body is charged to a negative potential of several kilovolts 
with respect to a plasma that has a temperature of a fraction of an 
electron volt. The rear section remains within a volt of plasma 
ground, i.e., almost the same voltage it would have achieved if the 
main body had not been charged. During the flight experiments 
reported by Cohen, Sherman and Mullen[38J the main rocket body 
potential was controlled by the emission of a one or two 
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kilo-electron-volt beam. Two sets of potentials were recorded: One 
from a thermal emissive probe mounted on a 152 cm boom extending into 
the sheath surrounding the rocket, and the other the voltage 
difference between the end section and the main body. Table 4.4 shows 
3 -3 data taken at a plasma of -1 x 10 cm • At low currents the end 
section potential difference exceeds the probe potential difference by 
about two-thirds. A possible interpretation is that the end section 
was truly at plasma ground and the emissive probe was within the 
"plasma sheath" and measured 40 percent of the vehicle potential. 
Such an interpretation is supported by accompanying evidence that the 
full return current was collected from the ambient plasma. As the 
thermal ion current is -5 x 10-8 A/m2, the implied sheath radius 
is -4 m. At a current of 400 ~A of 2 keY ions the potential 
difference between the probe and the main body was saturated at just 
over a kilovolt. At such a high current level the effects of space 
charge are probably important. Nonetheless, the data are consistent 
with the interpretation that the main body is nearly 2 kV negative 
relative to plasma ground, the end section near plasma ground, and the 
sheath extends beyond the thermal probe. 
Table 4.4. Experimental Data for Positive Ion Emission[38] 
Current Energy Vprobe - V main V - V . end maln 
9 ~A 1 keY 250 V 420 V 
12 ~A 2 keY 340 V 550 V 
400 ~A 2 keY 1000 V (not given) 
4.4.2 SCATHA MEASUREMENTS 
While the positive ground calculations are not simulations of 
actual experiments, they do offer a great deal of qualitative insight 
into the electron gun experiments on board SCATHA. Analysis of the 
NASCAP calculations shows that the isolated surface achieves a 
potential such that the integral of the incident electron current is 
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balanced by the emission of low energy secondary electrons on that 
part of the surface which had field reversal; that is, where the low 
energy electrons could escape. The potential is determined by the 
ratio of low energy electron emission current to incident electron 
currrent. In the calculations presented in the previous section the 
low density, high energy plasma, drives the end section to +725 volts, 
which is 2275 volts negative with respect to the main body. The 
identical calculation but including solar photon generated secondary 
electrons (photoemission) produced an end section equilibrium of -1550 
volts relative to the main body. The SCATHA measurements in general 
indicate smaller voltage differences between the spacecraft frame and 
various monitored surfaces when the surfaces are exposed to sunlight. 
This is in contrast to when they are shadowed, with the magnitude of 
this effect diminishing as the return current density becomes 
substantially greater than the photocurrents. 
When the electron gun aboard the SCATHA spacecraft is operated 
at 1.5 keY at currents of 0.1 ma or higher the SCATHA structure 
potential reaches about +1500 volts, as expected. Potential 
measurements were made of electrically isolated surfaces.[46] 
Potential versus time for an isolated kapton surface is shown in 
Figure 4.8. The measurement was made on a spot where the 
metallization had been removed, so that the response time was a few 
seconds. Each spin period the potential varies between -10 and -80 
volts with respect to the spacecraft structure, i.e., the surface 
voltage ranges between +1420 and +1490 volts with respect to plasma 
ground. From Figure 4.4 it is seen that in order to reach current 
balance at these voltages the external electric field must be limiting 
most, but not all, of the secondary electrons. Figure 4.8 shows that 
for the specific SCATHA geometry field reversal, which allows the 
escape of low energy electrons, occurs on this surface with less than 
a 100 volt difference between the surface and the positive satellite 
ground. 
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Figure 4.8. Voltage (relative to spacecraft structure) versus time 
for a kapton patch on the SCATHA spacecraft during beam 
operation (0.1 mA, 1.5 keV) and sunlight exposure. (The 
abscissa is marked in units of twenty-five seconds.) 
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As the kapton surface rotates into sunlight, the increased 
production of low energy photoelectrons requires proportionately fewer 
of them to escape to maintain current balance. For a positive 
structure potential this implies less of a voltage difference between 
the surface and the structure. This effect is also shown in Figure 
4.8. Initially, in full sunlight, the potential of SSPM surface is 
only 10 V negative relative to the spacecraft frame. As the 
rotation of the satellite moves the surface into full shadow the 
potential difference rises to -80 volts. Returning to sunlight again 
the potential difference drops back to -10 volts, and continues to 
oscillate with the satellite rotation. (The apparent low amplitude 
modulation superimposed upon this pattern is due to the discreteness 
of the data collected.) NASCAP modeling of this SCATHA case is 
hampered by the detailed spatial resolution necesary to calculate 
field reversal regions, and by difficulties in determining the space 
charge limited beam dynamics. However, NASCAP does predict that 
surfaces in sunlight charge to potentials close to the spacecraft 
frame potential, as opposed to discharging to plasma ground. 
When the electron gun on board SCATHA operates at 3 keY and 0.1 
ma the satellite frame goes to about +3000 volts. When the surface 
from the previous example is in the sunlight the observed voltages are 
again similar to the spacecraft frame potential, since the low energy 
photoemission is much larger than either the collected ambient 
electrons or the returning beam electrons. However, as seen in Figure 
4.9, in shadow the surface potential drops to about -800 volts with 
respect to spacecraft structure or +2200 volts with respect to the 
plasma. From the discussion of the example with the 1500 volt 
structure potential we saw that a differential as small as 100 volts 
between the sample and the spacecraft was enough to enable low energy 
electrons to escape the surface. Thus, for a several hundred volt 
differential all secondaries will escape and the surface will have a 
current-voltage response like the lower curve of Figure 4.2. Figure 
4.2 shows that in the absence of photoemission the material used in 
our calculations would charge to only +2100 volts, similar to the 
93 
125 
TIME-
O+-~--~--~----~----~----~--~ 
-125 
-250 
(/) 
-375 l- E = 3 keV ...J 0 
::- I 0.1 rnA = 
-500 
-625 
-750 
-875 
Figure 4.9. Voltage (relative to spacecraft structure) versus time for 
94 
a kapton patch on the SCATHA spacecraft during electron beam 
operation (3 keV, 0.1 rnA) and sunlight exposure. (The 
abscissa is marked in units of twenty seconds.) 
..... 
observation. Note the contrast between the +1500 volt case, where the 
equilibrium was on an intermediate I-V curve due to field limiting, 
and the +3000 volt case, where the equilibrium was on a bounding 
curve; without the extra photoemission, there is not enough secondary 
emission to reach a potential greater than +2200 V relative to plasma 
ground. 
4.4.3 SOLAR CELL IISNAPOVER II 
An interesting product of these calculations is a possible 
explanation of the IIsnapoverll effect in hirh volt solar array 
experiments. As observed by N. J. Stevens 36] when a solar array is 
biased to less than 100 volts positive with respect to a surrounding 
plasma, the surface of the quartz coverslide remains near zero 
potential. However, if the array voltage is over +200 volts, the 
coverslide surface potentials jump to within about 50 volts of the 
array potential. This can be explained in terms of the current 
voltage relations of a surface in a cold plasma. Figure 4.6 shows the 
current voltage relations with and without secondary electrons for a 
surface exposed to a 10 eV plasma. The curve without secondary 
emission is monotonic. The curve with secondary emission is 
non-monotonic and its three zero current points are shown 
schematically in Figure 4.10. The zero current points at -18 volts 
and +3100 volts correspond to stable equilibria. The zero current 
point at 17 volts is unstable; if secondary electrons can escape, a 
surface which starts at a voltage below 17 volts will go towards -18 
volts; a surface which starts above 17 volts will go towards +3100 
* volts. However, as we saw in the positive ground calculations, the 
highest possible positive voltage equilibrium point is frequently not 
achieved because as the surface voltage nears that of the underlying 
ground, the direction of the surface electric field changes sign, 
*The existence P~ m~~tiple roots have been discussed previously by 
several authorsL 4, J for multiple Maxwellian spectra qnd magnetic 
surface potentials. 
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No Secondaries Escape 
(Nearby Surfaces Negative) 
-18 Volts 
Net Surface Current 
(Negative) 
(Stable Equilibrium) 
Net Surface Current 
(Positive) 
+17 Volts 
(Unstabl e POint) 
_____ Surface Vol tage 
+3100 Volts 
(Stable Equilibrium) 
All Secondaries Escape 
(Nearby Surfaces Positive) 
Figure 4.10. Schematic representation of the two bounding I-V curves for 
spacecraft material in a 10 eV Maxwellian plasma. Notice 
that in the presence of positive surfaces there are two 
possible equilibria. Which is achieved depends upon the 
initial conditions. 
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suppressing the secondary electron emission. For a cooler plasma, the 
zero current voltages are modified somewhat; e.g., for the e = 0.1 eV, 
-3 
ne = 100 cm plasma they occur at -0.2, 25 and 3100 volts. 
Sheath effects which alter the angular distribution of incident 
electrons can also change the zero current voltages. 
In a typical experiment positive voltage is applied 
incrementally to the solar array. Since the front surface of the 
coverslide is coupled capacitively to the array, all changes in the 
array voltage are transmitted instantly to the surface. The surface 
current then charges or discharges the coverslide until a zero current 
point is reached. If the initial voltage increments are small (i.e., 
no larger than 17 volts) the coverglass will constantly relax towards 
plasma ground. However, if the voltage increment is larger (-50 
volts) the coverglass will go towards a positive stable equilibrium 
point. As the array potential becomes sufficiently high a similar 
effect can also be caused by surrounding potentials modifying the 
incident electron spectrum. When the coverglass potential is 
sufficiently positive to suppress most of the secondaries, the voltage 
will stabilize. Experimentally this has been observed to occur at 
about 50 volts below the array voltage. 
4.5 SUMMARY 
We have presented a theory of isolated surfaces in the presence 
of high voltages. We have shown that in given plasma environments 
there are two bounding current-voltage characteristics: one for the 
case with all emitted secondary electrons escaping, the other for the 
case with all the secondaries suppressed. Numerical calculations have 
indicated that for many cases the steady state surface voltage is not 
an equilibrium value associated with either of these bounding curves, 
but lies somewhere in between, occurring where the external electric 
field suppresses an appropriate fraction of the secondary electrons. 
The calculations performed here agree qualitatively with flight 
experiments. They also suggest a possible explanation of the solar 
array "snapover" phenomenon observed in the laboratory. 
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5. LARGE SPACE STRUCTURE MODELING 
5.1 INTRODUCTION 
Since the launch of the space shuttle the interaction of large 
space structures with the plasma environment in the earth's polar 
regions has been of increasing interest. In the next section we 
discuss briefly some of the physics pertinent to this problem. Based 
upon these considerations we have developed a physical model capable 
of modeling the interactions of large objects with the Polar Earth 
Orbit (PEO) environment. This is discussed in Section 5.3. This 
model will be incorporated into a new computer code (to be called 
POLAR, !otentials of an Qrbiting large Spacecraft in the Auroral 
Region). A very preliminary version of this code is discussed in 
Section 5.4, along with a test case in Section 5.5. Finally, some 
considerations concerning beam emission in PEO are discussed in 
Section 5.6. 
5.2 BACKGROUND 
The plasma environment in the polar regions is strongly affected 
by the earth's magnetic field. The ambient plasma at altitudes of 
several hundred km is both dense and cool. Flux distribution 
functions are characterized by temperatures on the order of 0.1 eV, 
and by densities of _1011 m-3• If this represented all of the 
charged particles present there would be little concern about 
spacecraft charging. However, electron fluxes with energy in the 
10 keY range regularly penetrate into the auroral region along 
terrestrial magnetic field lines. Objects encountering these fluxes 
accumulate charge and acquire a net negative potential. A spacecraft 
exposed to a steady high energy electron flux will charge to a 
sufficiently negative potential to draw a balancing ion current from 
the relatively cold ambient plasma. 
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In a cold dense plasma, Debye lengths are short (AD - 0.01 m) 
and collection of attracted particles (ions) is space-charge limited. 
Under these conditions an ion sheath surrounds the spacecraft, so that 
a much greater negative potential is required to collect a given ion 
current than under orbit limited conditions. Furthermore, the 
required (equilibrium) potential shows a more than linear increase 
with the size of the object. Thus while a small spacecraft like the 
INJUN 5 satellite was observed to charge to -40 volts in the auroral 
region, objects many times larger, such as the shuttle orbiter or a 
space based radar antenna, might charge to kilovolt potentials. 
The presence of kilovolt potentials on a spacecraft greatly 
increases the possibility of perhaps damaging discharges. Parks and 
Katz[56] showed, on the basis of a simple analytical model, that the 
currents and potentials possible for a spacecraft having'dimensions 
similar to the shuttle orbiter correspond to those immediately 
preceding the discharge-induced interruption of telemetry, and failure 
of instrumentation, that occurred onboard the P78-2 (SCATHA) satellite 
on day 89-4, 1979. Obviously, this raises serious questions regarding 
the operation of shuttle and other large space structures in the 
auroral region. The POLAR CODE will address these questions in the 
much greater detail that they deserve. 
The code is intended to model a spacecraft, large compared to 
the ambient plasma Debye length, moving at supersonic speed and 
creating a wake in the plasma behind it. Charge collected from 
precipitating auroral electrons is balanced by positive charge 
collected from the ion sheath, mainly as ram ions in front of the 
spacecraft. (Collection from the wake region is diminished due to 
depletion of the ion density. This raises the possibility of 
differential charging between the front and back of the spacecraft.) 
The operation of onboard electron emitters introduces the possibility 
of a positive ground and collection of current from an electron 
sheath. The structure of the electron sheath is complicated by 
secondary ionization and heating effects as discussed in Section 5.6. 
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5.3 THE POLAR PHYSICAL MODEL 
To calculate the potentials on an object (e.g., the shuttle 
orbiter) the net charge flowing to the object must be calculated. 
This requires algorithms for electron and ion current collections. 
These are discussed below. 
5.3.1 ELECTRON CURRENT COLLECTION 
The presence of the surrounding ion sheath effectively excludes 
the cold ambient electrons from the spacecraft surface, and electron 
collection is derived entirely from the high energy electrons 
concentrated in the auroral region by the terrestrial magnetic field. 
The spectrum of this flux corresponds approximately to a Maxwellian 
accelerated by the terrestrial fields to several kilovolts. The 
portion of the spectrum with energy comparable to the accelerating 
potential has an angular distribution that is strongly aligned with 
the magnetic field lines. The remainder of the spectrum above and 
below this region is more isotropic and makes a smaller contribution 
to the total current collected. With this picture in mind a suitable 
analytical representation of the flux distribution function, f (E,n) 
e -
for the auroral electrons may be devised, for both energy E, and 
direction n. 
The ion sheath has little effect upon the incoming high energy 
electrons and the incident current will be calculated assuming that it 
is orbit-limited in three dimensions; i.e., the incident flux is given 
by 
where V is the electrostatic potential of the spacecraft. The 
backscatter and secondary electrons (FOUT) resulting from FIN can be 
calculated analytically for each surface cell in the same way: 
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where ~ is the relevant yield. Analytical models for the secondary 
emission and backscatter yields are available that reproduce the 
behavior of each surface material as accurately as possible, within 
the constraints of practical computation time. 
5.3.2 ION CURRENT COLLECTION 
Ions are collected from the cold dense plasma surrounding the 
spacecraft. Since the Oebye length of the environment is so short 
(-0.01 m) compared with dimensions' of the orbiting vehicles of 
interest (several meters), the flow of attracted ions to a negatively 
charged spacecraft is space-charge limited. Under these conditions a 
sheath of ions forms around the object and screens its potential very 
effectively. It should be noted that ion collection has been observed 
to behave classically, that is without sheath heating or 
ionization.[39] 
To calculate the ion current incident at each surface cell of 
the spacecraft, the outer boundary of the ion sheath, beyond which the 
spacecraft potential is assumed completely screened, must be 
identified. The sheath boundary is defined to be the locus of points 
where the potential energy e0 is of the same order as the thermal 
energy of the undisturbed ions. 
The total ion current crossing the boundary into the sheath may 
be calculated by summing over the currents incident at each boundary 
surface cell. By choosing an analytical representation for the 
ambient ion flux distribution function, the incoming current for each 
boundary cell can be found in a way similar to that described for the 
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electrons in Section 5.2.1 for the case of zero spacecraft potential. 
(Recall that we assume it to be perfectly screened.) 
Not all of the ions entering the sheath will arrive at the 
surface of the spacecraft. The proportion of the current collected by 
each surface cell, along with its energy and angle of incidence, can 
..-
be determined statistically by tracking particles from the sheath 
boundary to the surface. The ion induced secondary electron emission 
from the surface materials depends only upon incident angle and energy 
and can be calculated from the particle tracking information. The 
particle tracking can be performed using the latest algorithms based 
upon the well-tested and computationally economical IIleapfrogll 
method.[2] This technique is more reliable than predictor-corrector 
methods for arbitrary cases. 
In order to calculate the sheath boundary, the potential in 
-+ 
space around the object, ~(r), must be known; i.e., we must solve the 
Poisson-like equation 
2 Ell ~ + p(~) = 0 
where p(~) is the charge density. 
If we assume an object moving through the plasma at supersonic 
speed, the natural frame in which to solve this equation is that 
+ 
moving with the spacecraft velocity Vo. In this frame one can 
define a potential ~o such that 
then 
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-where ~I is defined below. At distances far from the spacecraft the 
potential 00 is shielded and falls to zero. The potential actually 
on the spacecraft (r = 0) may be divided into a contribution 
~ f ,that would survive for a stationary object, and a term ~I 
sur ace 
that results directly from the interaction of the spacecraft motion 
and the terrestrial magnetic field. A conductor moving across a 
magnetic field Bexperiences an electric field (the Hall effect) 
resulting in "eddy" currents. The potential ~I opposes these currents 
-+ -+ 
and is derived from the V x B electric field: 
o 
-+ -+ -+ 
~I = -V x B • r 
o 
Before the potential equation can be solved a form for the charge 
density p(~) is required. An analytical representation for p(~) will 
be chosen that shows the expected limiting behavior for large and 
small potentials. As an example consider a stationary object. The 
charge density in the surrounding space is adequately modeled by the 
form: 
When the potential 6 is much smaller than the ambient ion temperature 
9 i this form reduces to a simple Debye shielding formula 
where the Debye length, AD' is given by 
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In the opposite limit p(0) corresponds to that for an accelerated 
Maxwellian, given simply by the ratio of the one-sided thermal current 
density j and the ion velocity vi. 
p = -j/v. 
1 
Inspection of these relationships show that p(0) depends on just the 
ion temperature, number density, N , and current density. For a 
a + 
neutral stationary object these are independent of position r. This 
is unfortunately not the case for an object moving with supersonic 
speed. 
The moving spacecraft leaves a wake, depleted of ions, behind 
it. This will naturally affect the density of electrons in the wake 
region and cause both the number and current density to be dependent 
on position in general. The analytical form for the density, p(0) 
included in the POLAR code will utilize iteratively determined 
estimates of the local number and charge densities. 
In the absence of electric and magnetic fields the local 
densities can be calculated by assuming that the ions follow 
straight-line trajectories and behave as a collisionless gas. The 
number and current densities (N ,j ) are given by the zeroth and o _0 
first moments of the velocity distribution f.(v,Q), respectively. 1 _ 
In the moving frame the velocity distribution function assumed for the 
ions in free space is displaced by the spacecraft velocity Va' but 
fi(v,Q) retains its analytical form in v and can be integrated to 
give the angular distributions N(Q) and J(Q). The integration over 
-+ 
solid angle, Q, is complicated by the shadowing of points r by the 
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spacecraft. This is illustrated in Figure 5.1. The angular 
integration can be approximated numerically by calculating the 
fraction s~ of each of the set of k solid angle cells on the 
surface of a sphere centered at r that is shadowed by the spacecraft. 
The integral may then be replaced by the finite sum: 
In reality of course N~ and j~ are modified by both the 
magnetic and electric fields present. 
The earth's magnetic field causes the ions to move in spiraling 
orbits along the field lines. The radii of the orbits (Larmor radius) 
rL depend on the magnitude of the particle velocity perpendicular to 
the field direction, vi' and the magnetic flux density B: 
For a Maxwellian plasma of oxygen ions with a temperature of-0.1 eV 
rL is of the order of a few meters. The period, T, taken to 
complete one revolution is independent of rL• 
T - 21Tm 
- eB 
-2 and has a value of -10 s in the auroral region. In the spacecraft 
frame this periodic thermal motion is superimposed upon the bulk 
~ ~ 
velocity V. At high Mach numbers V dominates the overall 
o 0 
particle velocity and a cyclotron period is not completed until the 
particles have moved many lengths of the spacecraft along the 
direction of bulk motion. Thus close (within a spacecraft length) to 
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Figure 5.1. Calculation of local densities. 
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the object the assumption of straight line ion velocities is certainly 
a good approximation, and further away is probably a suitable starting 
point for calculating the zero order ion density. 
The overall effect of the magnetic field is to enhance the 
depletion of the wake regions over that calculated on the basis of 
simple shadowing. If we imagine the spacecraft to leave "ion-holes" 
as it sweeps out a wake, the holes propagate as "negative particles". 
Instead of proceeding outwards in a radial fashion, the field turns 
them around and concentrates them in the wake region, increasing the 
depletion relative to the plasma far from the spacecraft. We can 
include this effect as a perturbation to the shadowing calculation 
outlined above, by modeling the gradually de-phasing of the hole 
orbits and subsequent re-phasing after a cyclotron period farther down 
the \'iake. 
The effect of the electric field on the ion density will be 
treated separately for the regions inside and outside the sheath. 
Inside the sheath the mean density, given by the ratio of incoming ion 
flux crossing the boundary to the ion velocity, is modified by the 
focusing of particle trajectories about regions of the spacecraft that 
are differentially charged. This effect can be included in the 
iterative cycle, used to calculate the sheath boundary and potential 
field, by applying an analytical representation of the focusing 
behavior implied by the previous particle tracking calculation. 
Outside the sheath boundary there may still be large regions 
with considerable ion depletion. Considering the area outside the 
sheath to be quasi-neutral implies a parallel depletion of electrons, 
and hence a potential ~B' with respect to the undisturbed plasma, to 
force the el ectrons out. DB is the so-call ed "barometric 1 aw" 
potential because of its exponential relationship with the particle 
density, No· 
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o = kT log ( NO ) 
B e If 
o 
where No is the undisturbed ion density. 
The electric field ES associated with ~B tends to focus ions 
into the depleted regions increasing the density and reducing the 
potential. We treat this effect in a fluid dynamical way. Given the 
value of ES at each node in the three-dimensional mesh, the mass and 
momentum equation 
~ • (p~) = 0 
~ . + eE 
• (vaPv) = P rna (a = x,y,Z) 
+ 
may be solved for the density P and velocity v at each node, using a 
finite element method.[57] The new spatial distribution of 
velocities and density, given by each solution implies a new ion 
distribution function f(v,n). Using the shadowing procedure, modi fed 
to include magnetic field effects, this in turn implies a new 
barometric law electric field ES and hence a new solution to the 
fluid equations. By iterating this cycle we will arrive at a 
self-consistent solution for the ion density (and current density) 
around the spacecraft including both electric and magnetic field 
effects. Armed with this information and a formula for translating it 
into a charge density we may begin the solution of the potential 
equation. 
5.3.3 CALCULATION OF THE POTENTIALS 
The calculation of the potential field on and about the 
spacecraft will be carried out using a finite element variational 
technique. The variational principle associated with the Poisson-like 
potential equation is 
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The first term leads to the Laplacian operator and volume space charge 
terms, and the second to surface terms. The computational techniques 
involved in the solution of these equations is discussed in detail 
el sewhere. [1] 
A self-consistent solution to the potential equation will be 
sought for a finite timestep. Using the net incoming current 
calculated from the previous timestep (or for the first timestep the 
net current in the absence of a space charge limited sheath) the total 
amount of charge collected on each surface cell is added to that 
previously collected, and the new potential field calculated. Using 
the condition e:~ -kei to define a new sheath boundary, new values 
of the incoming electron and current are calculated and used to adjust 
the previous estimate of net incoming charge during the timestep. At 
the same time, focusing information derived from ion tracking from the 
boundary to the surface is included to adjust p within the sheath. 
The value of p elsewhere is estimated using the values of ion density 
calculated in the way described in Section 5.3.2. The potential 
calculation is then repeated, leading to a new estimate for the 
boundary region. This cycle is repeated until a self-consistent 
solution for the potential everywhere is obtained. 
The calculation of the ion density outside the sheath region is 
based upon shadowing of flux by the spacecraft alone. This will be a 
good approximation while the sheath remains thin. But because the 
sheath also collects ions, the density calculation may have to be 
updated to include shadowing by the sheath itself. Whether this will 
prove necessary will depend on the size of the sheath and hence the 
particular physical situation being modeled. 
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5.4 THE POLAR CODE 
5.4.1 CONJUGATE GRADIENT METHOD 
Consider a charged object isolated in space. The potential ~ 
everywhere is given by the solution to Poisson's equation 
2 
'iJ ~ = -pie: (l) 
The variational princiPle[lJ associated with this equation is given 
by: 
11 [(fdV i (Vtll 2 + ~tI) + ;: :tI ds + ;; tI 0 .sodS' = 0 1 
. S B 
where we integrate over both the object and boundary surfaces 
(cs ' cB)· 
With fixed potentials on these surfaces and zero charge density 
this equation simplifies to 
(2) 
Equation (2) involves an integral over the volume of the computational 
space. One way to treat this integral is to divide the space up into 
finite cubic volume elements. 
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In this finite-element approach the potential ~ is defined at each 
grid point, or node, defining the vertices of the elements. The 
potential inside each element is then trilinearly interpolated from 
the values at each of its eight vertices. 
~e (x,y,z) = ~ N.xYz ~. £-i 1 1 
iE:e 
where Hi" are the nodes of element He" 
i7N. xyz ~. 
1 1 
and 
dV i (i7~)2 = L: L: fdV e 
e i 
The quantity 
W~j = f dYe i7Ni xyz • i7N j xyz 
e 
Ii7N~(xyz) ~.12 
1 1 
(3) 
is completely defined just by knowledge of the shape of the element 
He" (i.e., whether the cube is empty or partially filled). The 
variational principle therefore becomes: 
(4) 
Let ~ W~. = MiJ.• Equation (4) becomes e lJ 
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~ [L: ~.M .• ~.J = 0 = M ~ o~ ij "J J - -
Thus the set of ~ values at each node (~) that satisfy M ~ is the 
solution to the Poisson equation (1) under conditions of fixed object 
and boundary potentials and zero charge density. 
We may solve Eq. (4) iteratively. Our initial choice of ~ will 
yield a residual r 
M ~ = -r 
-
The iterative scheme used is the Conjugate Gradient technique. It is 
based on the following equations:[2] 
rO = -~ EO 
uO = r
O 
ai = (r i , ri)/(u i , Mu i ) 
'+1 p' = pi + aiu i 
'+1 
r' = ri aiMu i 
bi = ( HI r , r i+1)/(r i , ri) 
'+1 r i+1 + biui u' = 
These equati ons may be iterated upon until I ~ I reaches a small val ue 
and the resultant p vector becomes the solution to Poisson's equation. 
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5.4.2 COMPUTATIONAL CONSIDERATIONS 
The major computational operation in the iterative set of 
equations is the evaluation of the matrix-vector product Mu. The 
:::-
vectors p, u, and r all have the same number of elements as the number 
- - -
of grid points. ~ contains the square of this number. Such a huge 
array is impractical to store all at once and so ~~ is evaluated using 
the following implicit algorithm 
r = """' r = """' (J U 
- ~.-e ~ ~e-
e e 
The residual r is constructed element by element (where the (J 
- ~ 
matrix is only 8 x 8) and then summed. This procedure is carried out 
by routine 'COPROD ' • 
5.4.3 TOP-DOWN VIEW OF PROGRAMMING 
ROUTINE CONGRD 
Performs conjugate gradient calculations and tests for 
convergence: Calls 
a. INITP (initialize potential arrays) 
b. COPROD (Mu product) 
c. PUPDAT (p equation) 
d. RUPDAT (r equation) 
e. UUPDAT (u equation) 
Before we go on to describe the details of COPROD, etc., we must 
describe the grid system in detail. 
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5.4.4 DISPLACED-SLICE GRID SYSTEM 
The displaced-slice grid system is designed to provide the 
computational space in which to solve Poisson's equation for the 
shuttle orbiter, including its wake extending perhaps several 
spacecraft lengths behind. Hence the space must continue for an 
arbitrary length along the direction of the spacecraft velocity vector. 
To faciliate this, the grid is composed of an arbitrary number 
of thin slices with fixed x and y dimensions, stacked along the z 
axis, rather like a loaf of sliced bread. Any velocity vector can, 
via rotation of the object axis system, be made to make an angle of 45 
degrees or less with the z axis. To extend the computational space 
along the direction of the velocity vector and yet still retain cubic 
volume elements, the slices are stacked with displacements in the x 
and y direction of ~ 1 mesh unit every mx 
the z direction. If ex is the projection 
direction in the y-z plane 
m = Cot e 
x x 
Simil arly 
m = Cot e y y 
and m mesh units along y 
of the velocity vector 
An example of such a grid is shown in Figure 5.2. To sum the 
residuals, element by element, at least two "slices" of grid pOint 
information must reside in core at anyone time. The rest of the 
information may be stored on disk. The entire computational volume 
may then be swept across sequentially, by swapping successive slices 
in and out of core from the disk, e.g., if the total z dimension is 5 
but only three slices are allowed in core at one time, information in 
slices 1, 2, and 3 would be read in initially and the residuals for 
the elements bounded by these slices would be evaluated. This 
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COMPUTATIONAL MESH 
Figure 5.2. 2-D view of displaced slice mesh system. 
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information is then written out to disk and slices 4 + 5 read in to 
replace 1 + 2. Now 3, 4, and 5 reside in core and the residuals for 
the remaining elements can be evaluated. 
We describe the machinery that carries out these operations in 
detail below. 
5.4.5 GRID MACHINERY 
The grid machinery consists of routines designed to move grid 
information between disk storage and core. In both media, information 
for each of the vectors involved in the calculations ("p", "r", HUH, 
etc.) is organized into individual one-dimensional arrays 
corresponding to each x-y slice. The computational space is 
characterized by the following parameters: 
NX - The dimension of each slice along the x direction in mesh 
units. 
NY - The dimension of each slice along the y direction in mesh 
units. 
NZ - The extent of the space in the z direction (i.e., the total 
number of slices). 
NG - The number of slices of anyone vector allowed in core at 
one time (depends on NX and NY). 
Each of the one-dimensional slice arrays has a length of NY x 
NX, and is accessed by assuming the convention that the x-coordinate 
varies faster (e.g., the X = 3, Y = 1 value is found in array element 
3, while Y = 3, X = 1 resides in element 2NX + 1). 
On disk each vector has associated with it NZ mass storage 
files, one for each XY slice. Information is moved between disk and 
core only in units of slices. The information in core at anyone time 
all resides in a single one-dimensional array /CBUF/. Up to three 
different vectors may be simultaneously referenced in /CBUF/. The 
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number of slices in core belonging to each of these three vectors is 
given by NG. This is determined by NX and NY. The greater the length 
of each slice, the smaller NG. NG has a minimum of 2 and a maximum of 
NZ. 
The beginning address of the Kth slice belonging to the first 
vector is recorded in array element IAl(K). Similarly for the second 
vector in IA2(K), etc. K runs from 1 to NG and refers only to the 
order of slices in core, e.g., if slices 5 + 8 were resident, K = 1 
would refer to Z = 5, K = 2 to Z = 6, etc. These relative Z 
coordinates may be transformed into absolute values simply by 
recording the lowest Z value in core at any particular time. This 
value is stored in KSTART. Knowing KSTART, K and IAl(K) allows any 
member of the first vector to be addressed. 
Slices are exchanged from disk to core sequentially. Initially 
the first NG slices of three chosen vectors are read in. Subsequently 
the first NG-l are replaced by the slices from NG+l to 2NG-l at the 
same addresses, e.g., consider a total of eight slices of the vector 
p, each with ten elements (NX = 2, NY = 5). Let NG = 3. Initially, 
at the addresses 1, 11, and 21, slices 1-3 are read in: 
Address 
Slice 
1 
1 
11 
2 
21 
3 
After using this information slices 4 and 5 are copied over 1 and 2: 
Address 
Slice 
and so on 
Address 
Slice 
1 
4 
1 
7 
11 
5 
11 
5 
21 
3 
21 
6 
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Address 7 11 21 
Slice 7 8 6 
Note that in the last case slice 6 sitting in addresses 21-30 is not 
referenced. If there were nine slices, the ninth would have replaced 
it. 
We now describe each subroutine carrying out these tasks in 
detail • 
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READMS (LUN, BUFFER, NWDS, KEY) 
READMS mimics the CDC mass storage routine of the same name. 
LUN - Is the logical unit information is to be read from. 
BUFFER - Is the array into which information read from LUN is 
written. BUFFER may be an element of an array. 
NWDS - Is the length of the record to be read. 
KEY - Specifies the location of the mass storage file on LUN 
to be read. 
That is, READMS (IFILE, P(NAD), LEN, J) will cause a record J of 
length LEN to be read from IFILE into array P, beginning at element 
NAD. Routines WRITMS, OPENMS, and CLOSMS also mimic their CDC 
counterparts. 
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GRIDIO (IWORD, NAME, IGRID, NAD) 
GRIDIO moves data between disk and core one slice at a time. 
IWORD - May be "WRITE" or "READ". The former causes transfer 
from core to disk and the latter vice-versa. 
NAME - Must be one of the key words describing a vector 
(e.g., "POT", "MU", "LTBL", etc.) or "NULL" in which 
case the call to GRIDIO results in an immediate 
"RETURN". If NAME is "ZERO" all elements in the slice 
are replaced by zeros. 
IGRID - Is the absolute Z coordinate. 
NAD Is the beginning address of the slice array in /CBUF/. 
GRIDIO calls READMS and WRITMS. 
120 
..... 
r 
CURSOR (KENO, KSTART, NAMEI, WI, NAME2, W2, NAME3, W3) 
CURSOR moves information for slices KSTART ~ KENO (inclusive) between 
disk and core for the three vectors NAMEI, NAME2, and NAME3. The 
words WI, W2, W3 specify whether information is "read ll from a 
IIwritten ll to the disk. 
KSTART, KENO - Are updated internally. Only the previous KENO 
need be supplied by the calling routine. If 
this is less than two, CURSOR automatically 
assumes that a new IIsweepll of the space if 
beginning. 
KENO = KSTART + NG - 1 
NAMEI, (2,3) - May be any of the vector key words, IIZERO II , or 
IINUll lI • 
WI, W2, W3 - May be IIREAO II in order to transfer information 
from di sk to core only, "WONl Y" to write 
information from core to disk only, or IIWRITE II 
to do both. Additionally, WI may be specified 
as IIAllR", when all three arrays are to be 
read-only. 
CURSOR operates in two modes. When KENO is 1 or less, it assumes that 
a new sweep of the computational space is beginning and it sets the 
beginning addresses for all three vectors in IAI, IA2, and IA3. The 
first NG slices are read in and nothing is written out. KENO is then 
updated to NG. When KENO is greater than 1, all but slice KENO is 
written out over the previous information on the disk (if so 
specified) and the next NG-l slices are read in. The address arrays 
and KENO are then updated. If KENO is equal to KZ (i.e., it is the 
last slice) all of the slice information is written out (if so 
specified) and no more slices are read in. If IIWONlY" is specified 
the relevant array is initialized to zero. 
CURSOR calls GRIOIO. 
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5.4.6 VOLUME ELEMENT MACHINERY 
Once slice information has been accessed and resides in core, 
COPROD must calculate residuals, element by element, and return the 
vector so calculated back to the disk in slices. These operations are 
complex and require fairly elaborate machinery. We begin by offering 
a brief overview. 
COPROD begins by reading in the relevant slice information, 
establishing a section of the computational space in core. This 
volume is swept, element by element. Each element is characterized by 
the coordinates of its lowest indexed vertex. The potentials, and 
other vector information, for each of the eight vertices of a 
particular element are extracted from the main /CBUF/ array by 
VERTIO. VERTIO also replaces or augments array entries with 
calculated vertex information. 
The potentials at the boundary of the computational space are 
assumed to be fixed and known (presently set to zero). Hence they are 
not stored explicitly in CBUF. Instead, COPROD examines each vertex 
of each volume element and determines if any be an implicit boundary. 
Those that do are fixed at the boundary potential. VERTIO takes the 
X-Y displacement of the slices into account in picking out the 
vertices. Having set the potentials at the vertices of a particular 
element with VERTIO, COPROD calls ELEMNT to look up its 
characteristics in the list "LTBL". LTBL is a vector array with an 
entry for each grid point, and hence each volume element. The entry 
is bit-coded as follows: 
32 •••• 7 \ 6 5 4 3 2 1 0 9 81 17 6 5 41 13 2 11 
C B A 
As the code now stands, only the first 16 bits are assigned any 
significance. These are divided into three fields. 
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A - The element-type number. 
B - The number of surface cells sharing nodes with the element 
(up to 15) (NCELLS). 
C - The orientation of the cell. This is only significant for 
partially filled cells and is explained in Reference 1. 
The following element types are allowed: 
TYEe Number Bits DescriEtion 
0 000 Empty cube 
1 001 Hal f-empty wedge 
2 010 Cube with diagonal on one face 
3 011 Tetrahedron 
4 100 Truncated cube 
5 101 Empty special cell (Ref. 1) 
6 110 Unused 
7 111 Fi 11 ed cube 
The number of surface cells (NCELLS) sharing nodes with the 
element is used to refer to a second list, LCELLV. If NCELLS is 
non-zero, DCVCEL is called to look up the next (NCELLS+1) entries in 
the LCELLV list. The first entry encountered is simply the number of 
the element as a check. The remaining NCELLS entries are coded in a 
way similar to LTBL. 
ELT# = 4096 x K + 4096 x 64 x J + 4096 x 4096 x I 
CODE 
NCELLS 
ENTRIES 
CODE 
ELT# 
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CODE 
32 •• 61 543 2 1 0 9 8 7 6 5 4 3 2 11 0 9 18 7 6 5 4 3 2 1 ! 
B A 
Only the first 25 bits are presently used. These are divided into two 
fields. 
A - Bits 1-8 are set if the corresponding vertex is shared with 
the surface cell. The vertices are numbered with X 
changing faster than Y which changes faster than Z, e.g., 
for element 1, 1, 1 
Coordinates 
Number X Y Z 
1 1 1 1 
2 2 1 1 
3 1 2 1 
4 2 2 1 
5 1 1 2 
6 2 1 2 
7 1 2 2 
8 2 2 2 
B - Is the cell number. Fifteen bits gives a maximum number 
of -16,000 surface cells. 
If a vertex is shared by a surface cell, its potential is 
replaced with the surface potential for that cell, stored in the array 
SURFV, sequentially by cell number. In the same way the contribution 
to the residual derived from the shared vertex is returned to the list 
SURFR rather than the residual vector. Hence the surface potentials 
play the part of additional grid points, or variables in the matrix 
conjugate gradient equations. Thus the solution will yield surface 
and spatial potentials that are self-consistent, eliminating the 
oscillation that can occur in the present NASCAP implementation. If a 
vertex is shared by more than one surface cell, the cell potentials 
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are blended before being assigned to vertex by BLENDR. A surface cell 
that forms a face of the element takes precedence over all other 
non-face cells sharing its nodes. Once the final set of potentials 
are assigned to the vertices, the residuals are calculated using 
standard sets of IIweights li • [1] This procedure is repeated for all 
of the volume elements in the piece of computational space in core. 
The resulting information is then written out to disk and replaced 
with the next piece of computational space until the entire volume has 
been swept. 
We now describe each of the volume-element routines in detail. 
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COPROD (VECl, VEC2, UDOTMU) 
COPROD drives the residual calculation machinery. In general, it 
calculates the matrix product M u and the inner product u M u. (M is 
- - - - - ~ derived from the weights looked up by ECUBE.) -
VECl - contains the vector information u. The u addresses 
must reside in IA1. 
VEC2 - is the resulting r vector (M u) which is written out 
to disk. The r addresses r~side in IA2. 
-UDOTMU - is the value of the inner product u M u. 
- - -
COPROD calls CURSOR, VERTIO, ELEMNT, DCVCEL, BLENDR, and ECUBE, etc. 
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VERTIO (PI, P2, IX, IXD, IY, IYD, MX, X) 
VERTIO stuffs the array X with the values of the potentials (or other 
vector) at the vertices of the element at hand, or alternatively 
returns X values to the main vector arrys. 
PI - is the array element corresponding to the beginning of 
the Z slice in the /CBUF/ block. 
P2 - is the array element corresponding to the beginning of 
the next (Z+I) slice in /CBUF/. 
IX - is the lowest X coordinate of the element in the Z 
slice. 
IXD is the corresponding X coordinate in the Z+1 slice and 
may differ from IX by ~1 due to displacement. (IXD is 
calculated in COPROD.) 
IY,IYD - are similar quantities for the Y coordinate. 
MX - is an eight membered array that is initially set to -1 
everywhere. Its value for each of the vertices 
signifies whether they are to be set to zero, returned 
to the array or taken from the array as follows: 
MX = -1: X(N) + P(ADD) 
MX = 0: X(N) = 0 
MX > 0: P(ADD) + P(ADD) + X(N) 
X is the eight membered array containing the vertex 
information. 
The slice displacement is taken into account by a shift in the 
relative P addresses. Visually a 11+11 and II_II displacement means up 
and down as shown below. 
X 
· • X 
3 
· · 
2 
· • 3 
1 
· • 2 
Z 1 
Z+l 
-X displacement 
Y Y 
• 4 
4 • • 3 
3 2 
2 1 
1 • Z+1 
Z 
+Y displacement 
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ELEMNT (KSTART, I, J, K) 
ELEMNT looks up information for cell I, J, K, in the element table 
LTBL. 
KSTART - is the current absolute Z coordinate of the first 
slice in core. 
I,J,K - are the X, Y, Z coordinates of the lowest vertex of 
the element in the relative (core) system. 
The cell information, decoded by ELEMNT is stored in the 
/CELINF/ block. 
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DCVCEL (NELT, NCELLS, NCOUNT, LNODE, ISURF) 
DCVCEL looks up and decodes information from the LCELLV list. 
NELT - is the volume element sharing nodes with surfaces 
NELT = 4096 x K + 4096 x 64 x J + 4096 x 4096 x I 
NCELLS - is the number of surface cells sharing nodes with 
element NELT. 
NCOUNT - is the running total pointer for the list LCELLV. 
NCOUNT is incremented once for every record read by 
DCVCEL. 
LNODE - is a logical array LNODE(8,15). For each surface cell 
(1-15) elements 1-8 (corresponding to vertices) are 
set to .TRUE. if they are shared with that cell. 
ISURF - is the array of surface cell numbers decoded from the 
LCELLV entries. 
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BLENDR (SURFV, LNODE, ISURF, NCELLS, X) 
BLENDR uses the DCVCEL information LNODE and ISURF and blends the 
potentials of nodes shared by more than one surface cell. 
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SURFV - list of surface cell potentials. 
LNODE - see "DCVCEL". 
ISURF - see "DCVCEL". 
NCELLS - number of surface cells sharing nodes with the volume 
element. 
X - the eight member vertex array for the element. 
r. 
5.5 A SAMPLE TEST CASE 
In order to test this machinery NASCAP was used to define a 
simple cuboid of 2 x 3 x 4. Using information generated by NASCAP, 
POLAR-compatable files for the element table, LCELLV, etc. were 
generated allowing the POLAR conjugate gradient routines to be 
tested. The results are shown graphically in Figures 5.3, 5.4, and 
5.5. Comparison with results for the same object using the NASCAP 
code confirm that the routines written so far are operating 
successfully. 
5.6 ELECTRON BEAM OPERATIONS AND ELECTRON COLLECTION BY A POSITIVELY 
CHARGED SPACECRAFT 
The theoretical and numerical model described in the preceding 
sections is limited to ion collection (e.g., negative spacecraft 
ground) or weakly positive potentials, that is, potentials much less 
than the ambient plasma temperature. When the vehicle becomes 
electron attracting, the picture of charged particles streaming across 
a collisionless sheath fails drastically. While rocket experiments 
have demonstrated that voltages of several hundred to a thousand volts 
are required to draw a hundred microamperes of ion current to a 
rocket,[38] the voltages required to neutralize equivalent electron 
currents (accounting for the square root of the mass ratio) are down 
by over an order of magnitude. Indeed, almost all of the over 25 
rocket launches with electron beam experiments developed positive 
potentials that are very small compared to those predicted by space 
charge limited theories.[40] Only the recent SCATHA experiments at 
very high altitudes have driven the spacecraft ground to beam 
potentials.[39] Unlike the case of the ion collecting sheath, the 
theoretical basis for constructing a computational model of an 
electron collecting sheath is much weaker. Below we present a 
description of what a model must contain and how we expect to approach 
the problem. An intensive theoretical study will be performed before 
the final electron beam emission-electron sheath collection computer 
model is constructed. 
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Figure 5.3. Potential contours in the X-V plane of a 
3 x 2 x 4 cuboid object. 
%!tIN - -z.~ ZPN - -3.1091~ DZ - 1.DIJOl~ 
IS C"tCLI: 0 TIlt: - .00 
.. 
i 
... 
-II .... _-_________ --1. 
-t -t -1 -z 0 2 4 I a 
, ... ., 
Figure 5.4. Potential contours in the X-Z plane of a 
3 x 2 x 4 cuboid object. 
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Figure 5.5. Potential contours in the Y-Z plane of a 
3 x 2 x 4 cuboid object. 
The most striking piece of data from rocket experiments, aside 
from the small values of the potentials, is that when collecting 
electron current even an order of magnitude larger than the ambient 
thermal current, there was no apparent energy cutoff or discontinuity 
in the collected electron flux as has been seen for ions. This 
indicates that the turbulence in the sheath region is enough to swamp 
any collisionless electron streams. Thus, locally, the electron gas 
may be well described as a fluid. A fluid-like treatment developed at 
S-Cubed has been extremely successful in describinJ the electron collecting sheath outside an ion thruster beam.[58 This 
description is in terms of electron continuity, momentum, and energy 
equations, and thus takes into account heating processes within the 
sheath. 
Observations of radio emissions have shown that the local plasma 
densities during beam emission and ion collection are enhanced 
substantially over ambient conditions.[59] To account for this, the 
model must include ion generation both by the electron beam and in the 
sheath region. The primary beam-ambient plasma interactions include 
secondary electron generation, backscatter, and plasma heating through 
beam-wave interactions. In the sheath region account must not only be 
taken of ion generation, but also ion loss by electric field 
acceleration away from the spacecraft, and by recombination with 
ambient electrons. 
The incorporation of direct beam interaction and sheath 
ionization into the electron fluid description will result in a 
comprehensive model which will fit within the POLAR code framework. 
Combined with the previously discussed surface physics models, not 
only will spacecraft potential be predicted but also other features of 
experimental interest including near vehicle plasma temperatures, 
thermal decay times, and the effect of neutral gases on the returning 
electron current. 
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6. CONCLUSIONS 
From this work we conclude that NASCAP predictions and the 
observed SCATHA charging response are in good agreement. Furthermore, 
the overwhelming body of evidence suggests that NASCAP embodies the 
physical mechanisms essential for predicting spacecraft charging in 
geosynchronous orbit, and is able to represent them adequately. 
NASCAP has shown itself to be an extremely useful tool in 
understanding and predicting spacecraft charging; NASCAP was designed 
to calculate surface potentials of objects exposed to the plasma 
environment of geosynchronous earth orbit. 
The three-dimensional nature of the NASCAP code, and its ability 
to take into account the suppression of low energy surface emission 
(e.g., photoemission and secondary emission) by fields due to 
neighboring charged surfaces, has been shown to be essential to the 
understanding of charging of the SCATHA spacecraft in sunlit 
environments, in moderate, eclipsed environments, and during beam 
emission experiments. 
In summary the NASCAP model, which was based on knowledge 
obtained from laboratory charging experiments, has been demonstrated 
to successfully reproduce results observed in space, under a wide 
range of conditions, and has through such simulations extended the 
level of understanding of spacecraft charging. 
The charging of large objects in polar earth orbit has been 
examined, and the potential solving machinery for a code modeling this 
phenomenon has been established and tested. 
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APPENDIX 
FITS FOR DAYS 114, 98, AND 272 
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FITS FOR DAY 114 
II"M'E"='ZS9"zrq-;- rroRP1'".tt"r~r-!"'C~- F'" fOCi O'R" - • 5"80------------
ELECTRONS AT ZS~44. Ni= 2.0+005 Tl=lCCOC. NZ= 
IONS AT 25944. Nl= 5.6+003 Tl= 400. N2= 
TIME=ZS96J. NORMALIZATION FACTO~= .56 
ELECTRONS AT Z596:. Nl= 5.6+~J4 T1= 3CO:. N ~-... -
4.1+0:5 T2=11000. 
3.8+005 T2=29000. 
6.8+0~5 T2=lZOCO. 
IONS A-~f'11- r.()~T l.- l.l:"u. f't:Itt"Z?-.... _--:r. 4"""C::tS-"'Z-=-~ZCCO-;'--
-T-!~-:z5-9cn-.-I'rO"RI"r~I-~A"-r-!C-~P-Ite-,.StR - is 91------------------
ELECTRONS AT Z5992. Nl= 5.6+0:5 T1=lZlC3. N2= 
IONS AT 2599Z. Nl= 1.6+0:5 T1= lioe. NZ= 
TIM~=26~CE. NOR~ALIZtTIO~ ~~CT:R= .!? 
6.9+~J4 T2=' 3103. 
2.3+0:5 T2=50QCO. 
. . 
--------.-- ---.-.-_._- ------------.. -- -ELECTRONS ~T 2~~:S. N:= 1.!+-~5 
IONS AT :~u2S. ~l= ~,:·~:4 
T!= !::r.:. 
-.. - ~. ,.. ... 1.- _ .... ;",;, 
-t I ~ ~ = 2 6 :; 2 4. ~lO P. t.4 A L ! l t TI ::> '~ F t. C TOP. = • 5 5 
~LECT~O~S 6T 26~24. ~l= !.&+=~s Tl=:3:C:, ~2= 4.5+~:5 T2=12~::. 
---=r:..;O::.;N;..;..:S ___ --::;A...;T~2:..6::.::.:..:.-;...;~...;.:........;~:..:.' ..:.1...== __ -:..' .:.' ..:.1_+...:=;,.::':..;" 5::...-.:..T..::..===--....!Z:..5::..:...:r:..:::.:.:.,!.:........!t.:...·j 2~=._---.!2~. 7 ~.J";~ _T ;_ = 3_ ?_:;.;_: • 
TIME=2c~4G. ~OR~ALlz~Tro~ F~CTOP= 
e:)_ECTRO~S AT 26JL;:. '\:= ;.~+:':'5 
IONS ~T 2&~4~. ~l= ,~ 
.'+8 
Tl= 2:;::':. I.;: : 
~~., N: = 
TIM~=2~:7:. ~O~~ALIZtT!O~ fA:TOR= .57 
ELECT~O~S AT 2&:72. N!= 7,"·~:5 Tl=:::2:, 
_~ 0 N S Ai, &: 72, r~: = ~ • : +:,~, 4 T: = 5 ::~ • 
TIHE=2b~ee, NOR~ALIZAT:C\ 
_E~;CTPONS AT 2oCS8. N~_=_--::;,:.:~5 
IONS AT 26~5a. Nl= Z.4+~~4 
r'" _. - .. ",.. .... 
---,-_._, 
~~ 2= 
,. . ...,-
._--
!_ • ..§,,:.r;_~ .)2=- J-.s;.=. 
3.1+t:S T:= 7C~~. 
!.9+~:: TZ=12CCC. 
3.6+r~5 T2=27:~J. 
!.2+~~S TZ=l!C::. 
!:6-;j-~ ·s-t:= -3 c~::' • 
TIME=2el~4, NOq~ALIZATIO~ 
--t-L E CfRO'iS ---rr- Z~6:-:-1-:-:~-::4:"::.:"::"':'-:-l .:-~ =-=~:....-,.....:...:..~-=-=~--=-~...;..."~~--,--,,,..-----::2 ~T:" co: ~--T 2 -=r 2 -:'0 ~ ;-.-FACTOR= .49 u.L.L·:~S T:=:l;.;r~. "--,4-
IONS· tT 2&:Q4. ~l= 3.8+::5 T2=22~~~. 2. S ·~~;4 T'- ~ ,.. 1,'--
--
-' ...... I.~-
-r1~E=2clZ~. NOR~ALIZftT!O~ 
~LECTRO~S AT 2612~. ~l= 
IONS AT 261~J. ~l= 
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FACTOR= 
; ,!+:: .. 
3.S+:~4 
r--. -
T'-.
.. " , .I 
Q-~-~ - I",. ;. •• N':'-
--
33:-C. r'~-' .. -
r· 
FITS FOR DAY 114 (Continued) 
TIP"E=Z6136. NOP.~~LIZATION F'ACTO~= .69 
~LECTRONS AT 26136. Nl= b.:+~CS T:=ll:r.~. 
IONS AT 2613t.. Nl= :.S'-:':!CS r-.:,- ""\-,-:-'-"1 .......... 
TIME=Z6152. NOR~ALIZATIO"l FACTOR= .44 
ELECTRONS AT 26152. Nl= =.:!+::~3 TO-.:,- 3::C~. 
IONS AT 262.52. Nl= ~.!.+r:~4 T'-.- ZSG::. 
TIME=Z61be. NCR~ALIV TIO'l FACTOR= .46 
ELECTRONS AT 2e~6o. ra= ~.2+::S T'-'''-''''-_ .,,"Ww .. e 
IONS AT 26168. rn = 2.3+:t4 TO-
--
BC::. 
TIME=Zc2CO. NOP~ALIZ~T!QN F~:TQ~= .71 
ELECTRONS AT 262~:. Nl= 4.4+J~5 T:=:3::~ • 
IO~S AT Z62:~. Hl= ~.e+::4 T:= ~~C. 
r''''-' .. 
N""-
... -
~12= 
~~ 2= 
N2= 
~-.-
"'-
. --I" ,-_ 
e.2+0Cr4 T"-~ ~r"l"! .; tW __ -!_.-_ 
3.1'-CCS T2=5CuO~. 
4.~'-~05 T2= 9CC:. 
1.9+rcs T2=26CO~. 
3.~+a:4 T2=130CC. 
3.8+~~5 T2=29~CC~_ 
5 ,+~.,.::; e. __ ...
T2=2.2CC:. 
T2=28GOCi. 
-TI"::=2c:l~. ~O:?"1ALIZt.T!O'" C'ACTO;:<= .7:, ---------
ELECTPONS AT Zb216. ~1= 5.E+::S Ti=:!:C_. ~:= 2.7+~:5 T:=12C~~. 
~.N S ___ .~_LZ.c;2...l.~---.t';...L:;--Z .. f_f!~·:· LT .1_= l;:-=-' _ .. ~J: ~ __ 3 f_r:~~':' 5,_ .. T 2=.3 3 ~~:.. •.. 
_'U~~ =.2.f_2 ~ E_. _lLQ3 .., A L I _Z!.I.!~O~"':..· _:'.,!::t.:....::C T ~~p....:==--__ .~5 .:'-_____ _ 
ELECTRONS AT :~2"&. ~:= 5.9.-::" T:= 3:2:. N2= 5.6+~~S T2=ll:~:. 
IONS .T 2&2"8. Nl= 3. 4 +:C4 T!= :~~:. ~:= 3.7+::5 T2=31LO:. 
TI~~='6Zcu. NOR~ALIZ~TION FACTQP= .~: 
ELECTPONS AT 26264. ~:= 3.2+:L" T:= 3:~~. ~:= 6.7+:25 T~=l::::. 
JONS _____ ,;.L~_6_Z_;~~_L~_=__~_.J_ +:~: 4-1j._=_ = C':_ • .-!~_: = _._ ~_. 1. + __ ::-: ~ __ T2 ;_2Q ~r:: •. 
TI~~=ZbZ5~. ~O~~ALIZATI~~ FACTO~= .54 
_::.l.E.Cl.E..OSS to T U"Z}". ~'l = " ,_16 + :-,:,.5 T: =: !. ;;;~-:_i: .• -E.:-=--'2 .~!_::::: S_T2_;~ 2 c· r. : • __ 
IC~S AT 26ze:. N:= :.~+:~4 T:= fC~. NZ= ~.b+CCS T:=!l::~. 
J~.l~:: = ~~ 2 9 6. ~ " P '" A ~ I Z AT! :) 'i F t.~C..!T...:O:....q.:..=~ __ ...:._U_9~ ________ _ 
ELECT~ONS AT 2bZ96. Nl= 2.5+::5 Tl= 9:::. N:= 7.Z+~:S TZ=lG:r~. 
IONS AT 26:96. ~:= ~.9+~:4 T1= 2:C u • N:= :.6+~~S TZ=3lCC:. 
~~~~~--~~~~~--~~~----~~------------------------TI~E=26!12. ~Oq~ALIZt.T!O~ :'!CTOO= .7: 
ELECTRONS t.T 2t!12. Nl= 7. ::+:-:.5 Tl=12_:~. NZ= 2.S+:~5 T2=13~~: • 
. _I .. ON.s AT ~ 6 3 1_2_'_~~'-===--_Jl • !-=-~:.: 5 T: = S G: .• -1i~_::: ___ ~_9· ~::_S_T2=36 cr:._ 
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FITS FOR DAY 114 (Concl uded) 
TI~E=2632S.· t..:OP~t.LIVT!O:-': Ft.CTOP.= .7';; 
;.L.E..cn~O_~.s_AI 26.32.S. rn= ;.2+;:":4 Il= ~~ .... ~_~C_·""~~'~~:..J!L;..;==--_ .... S_.~"::;;;~.1.2:l..:.~r:._ 
IONS AI 26325. Nl= 1.S+:SS Tl= 2o~S. N:= 2.3+~~S T~=31:C~. 
ELECTRONS AT Z~3~~. Nl= 
IONS AI 263~4. ~l= 
FACTO~= 
S.!'+C:S 
5.;:+';:;4 
::' 
'_oJ 
T:=:~C~:. 
TIME=263b~. NOq~ALIZATIO~ FA:TOq= .89 
~LECTRO~S AT :636:. ~l= 1.:+:~5 T1= 3~::. 
IONS AT Z636L. Nl= 3.3+::5 Il= Z2t~. 
TI~~=2~376. ~OP.~AL!ZATIO~ FACTOR: .41 
., .,-I, ,-_ 
N ~-.. -
:'."+:::5 
3.4+~:!: 
T2= II C~~. 
n:=SCLC:. 
S.5+::5 T2=lC:C:. 
2. 8+ :;;_U~=3.J) J~P!-.. 
_E!- E C TR.O N S A I 26376, N :'~=::-_..:2:..:,:..Y~+..::C:.::::..:· 5::.......:.I-=::..;=:...-9~~..::;~:...::~::..' :..' -.:.:~~:.::2~==-._~2 • 2 + ~ _::_5 T:; = 1 I~r:: ~ ~_._ 
IONS AT 20376, Nl= 5.!+::" Il= 32C:. N2= 2.6+C:S T:=39CO~. 
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FITS FOR DAY 98 
TI ME =44 8 5 p.. NORMALIZATION FACTCI~: 1 .19 
ELE'CTPO"lS AT 44S58. ~: 1: 9.6·:lO5 T1= 39C~. "-/"-,- 1.1·C~4 T2=24800. 
IONS AT 44858. ~1= 5.3+004 T1= 1700. ~!2= 4.1·005 T2=18500. 
TIME=4487e.. NOP~ALr7f,TION FACTOF;'= 1.22 
ELECTRONS AT 44818. N1= 9.9+~nS r1= 39!JC. ~I"-.... 1.2+004 r2=2IS0:l. 
IONS AT 44878. PJl = 5.5+004 T1= 1700. ~! 2= 4.2·005 T2=1P.SOO. 
TIME=44898. NOP~ALIZ~TION FACTOR= 1.03 
ELECTRONS AT 448ge. N1= 8.3+::)05 T1= 41::0. ".~-,.'" - 9.1+003 12=24800. 
IO~IS AT 44898. I'Z 1 = 6.8+004 Tl= 2600. ~2= ::t.3-+0CS T2=185CO. 
TIME=449le. NORMALIZATION FACTOP= 1 • 1 ~ 
:: L E C T R CHJ S AT 44918. ~!l = 9.0·005 Tl= 4CGO. "J2= 1.1·004 T2=21800. 
IONS AT 44918. N1= &.8·004 T1= 2500. N2= 3.6+005 T2=18S0::J. 
TH1E=44938. NORMALI ZA TION F"ACTOR= 1.1S 
ELECTPONS AT 44938. N1= 8.7+005 rl= 38('0. ~I .,-... - 1.4·0C4 T2=2080:. 
IO~JS AT 44938. Nl= 8.8·C04 Tl= 29DO. NZ= 3.3·005 T2=18500. 
TH~E=4495e • NOP"'ALIZA1ION F't.CTOR= 1.00 
ELECTRONS AT 44958. N1= 8.3·005 T1= 410C. t-:2= 9.9+003 T2=22800. 
IONS AT 449S8. N1= S.5+C04- Tl= 2000. "12= 3.4+005 :2= IE 500. 
T1"'E'=4-4978. NOP'1AL1:AT!ON F"ACTOF:"= 1.24 
ELECTPONS AT 44978. N1= 9.8+005 T1= 4200. N2: 1.2+00Ll T2=23800. 
IONS AT 44975. N1= 3.2+004- T1= 1000. N2= 4.4.005 T2=1~500. 
T1,..£:=411998. NOR"lALIZATlON FACTOR: 1.13 
ELeCTRONS AT 44998. "'1: 9.6+CC5 T1= 43:!O. ~:2= 7.13+003 1'2=2:!flOO. 
IONS AT 44998. N1: 4.6+004- T1= 1600. ~: .. -tL - 4.1+005 T2=19500. 
Tlf'E=45!J18. NORMALIZATTON F"ACTOP= 1.21 
ELeCTPONS toT 45::118. Nl= 9.f·::10S T1= 4100. N2= l.(,!+C04 T2=278C:1. 
IONS I-T 45018. Nl= 4.3·004 Tl: 900. N2= Ll.3+005 T2=19500. 
T!HE=45038. NOPMALIZATIO~ FACTO!:: 1.2Ll 
ELECTRONS AT 45035. Nl= 9.S+005 T1= 4000. N2= 1.2+004 T2=23800. 
IONS AT 45038. N1= 2.8+004 Tl= 900. N2= 4.4+005 T2=18500. 
-- +_ .. 
- --T1"'E=45058. NOR'1ALIZATION FACTOR: 1.12 
ELECTRONS toT 45058. N1= 6.S·C:i5 Tl= 4200. ~l2= 5.5·003 T2=29800. 
IONS AT 45058. Nl= 5.1+004 T1= 2300. N2= 3.7·n05 T2=18500. 
Tn~E=4S078. NOPMAL!ZATION F'ACTOkl= 1.12 
ELECTRONS AT 45078. ~n= 8.5+005 T1= 41OC. NZ= 8.2·003 T2=26800. 
IONS AT 45076. Nl: 6.3+004 T1= 2100. N2= 3.4+005 T2=1e.SOO. 
141 
FITS FOR DAY 98 (Continued) 
TIME=45098. NOR~ALIZATION FACTOR= lelE. 
ELECTRONS AT 45098. ~n = 9.3+005 Tl= 4000. N2= 1.0+004 T2=2480Q. 
IONS AT 45098. NI= !.S+aQ4 n= 1700. "1"-.. 4.1 +005 T2=17500. 
TI"'E:4~118. ~: 0 R MAL I Z A T I 0 III FACTOR= 1.06 
ELECTPONS AT 4~118. ~:t = 6.3+:05 Tl= 4IDC. H2= °.0+003 T2=258CO. 
IONS AT 45118. ~! 1 = 3.7+Ca4 T1= 1600. N2= 3.6+005 T2=18500. 
TIP'E=4S13e. NORMALIZATlON FACTOP= 1.:1S 
ELECTRONS AT 45138. -':1= 9.3+005 Tl= '1COO. "12= 8.4+003 T2=248C!:l. 
10"1$ AT 45138. N1= 9.3+004 Tl= 27~a. ~~2= 3.1+0C5 T2=18500. 
TIME=4S15P.. ~I 0 R HAL I Z A T! 0 N FACTOR= .91 
ELECTRONS AT 45158. Nl: 7.1+CQ5 T1= 370G. ~J2= 1.1+004 T2=19800. 
IONS AT 45158. ~! 1 = S.4+CC4 T1= 2700. r-.p-
--
2.6+005 T2=20500. 
TI"'E=45178. ~: 0 q tH LIZ A T ION ~ACTOR= .86 
ELECTPONS AT 45118. Nl: 6.4+005 Tl= 4:0r. NZ= 6.5+003 T2=28800. 
IONS AT 4517A. Nl= 7.5 +0 04 il= 2SaC. ~ . .,-.. ,-- 2.3+005 T2=17500. 
TI HE =45198. NORMALIVTION F'ACTO~= 1.20 
ELECTRONS AT 45198. Nl= 2.4+005 T1= 3700. "12= 1.!+OC4 T2=21800. 
IONS AT 45198. 'n= 5.5+C04 Tl= 23r.O. "12= 3.5+005 T2=19500. 
TIHE=45218. NOPHALIZATION FACTOP= 1.03 
ELECTRONS AT 45218. ~.Jl = 7.5+:;05 Tl= 400C. ~:Z= E.7+no~ T2=26aoo. 
IONS AT 45218. N1= S.Z+OO4 T1= ZOCO. NZ= 3.1+005 T2=1P'500. 
TI~E=45238. NOR~ALIZA TIO~ FACTOR= 1.01 
ELECTPONS AT 45238. 'Nl= 7.9+005 T1= 41CC. ·!Z= 7.2+003 12=28800. 
IONS AT 45238. Nl= 7.8+004 Tl= 2500. ~!Z= 3.0+005 T2=lf~SCO. 
TI"'E=4:258. NOR~ALIZA1!ON FACTOP: 1.0C 
E.LECTRONS AT 45258. Nl: 8.1+005 n= 4Z00. N2: 7.3+003 T2=26800. 
IONS AT 45Z58. r-!1= 9.0+:704 11= 2500. N2= :.0+005 12=18500. 
T1"'E=45278. NOR"'ALIZAT!ON FACTO~= 1.05 
ELECTRC~S AT 45278. ~n= 7.9+005 Tl= 4G08. N2= ?.. 3+ ao 3 T2=2Q80:l. 
IONS AT 45278. Nl= 6.3+004 n= lEDC. NZ= 3.2+QOS T2=19500. 
TI"'E=452ge. NORMALIZATION ~t.CTO~= 1.17 
ELECTRONS AT 45298. Nl= 9.]+005 T1= 4zac. NZ= 1.0+004 12=268CO. 
IONS AT 45298. Nl= 3.6+C04 Tl= 1400. N2= 4.C+005 T2=17500. 
TIHE=4S318. NOPHAL!ZATION FACTOR: 1.22 
ELECTRONS AT 45318. Nl= 9.2+005 T1= 4200. N2= 1.1+004 T2=27800. 
IONS AT 45318. N1= 3.6+004 T1= 1700. N"'-
. "'- 4.1+005 T2=18Sno. 
TI"'E=45338. NOR"'ALIZATION FACTOR= 1.04 
ELECTRONS AT 45338. "'1 = 8.2+005 11= 420Cl. NZ: 8.0+003 1Z=298CO. 
IONS AT 45338. ~.! 1 = 7.3+00'1 T1= 2100. ~2= 3.2+005 T2=19500. 
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FITS FOR DAY 98 (Concl uded) 
T I ~ E =4 535 8 • NORMALIZAT!ON FACTOR= 1.02 
ELECTPONS AT 45358. Nl= 7.6+005 Tl= 43(10. N2= 8.3+003 T2=26800. 
IONS AT 45358. Nl= 6.9+004 n= 240J. N2= 2.9+005 T2=lPSOO. 
TIME=45378. NOPMALIZATION FACTOR= 1.20 
ELECTRONS AT 45378. Nl= B.8+0C5 T1= 4000. ~12= 1.4+004 T2=21BOO. 
IONS AT 45378. ~H= 2.8+004 Tl= llCO. N2= 3.9+005 T2=19500. 
111'1£:=45398. NORHALIZATION FACTOR= 1.10 
ELECTRONS AT 45398. Nl= a.4+~C5 11= 4!r;0. ~:Z= 7.0+003 TZ=Z9PO:!. 
,-- IONS AT 45398. N1= 5.C+(!04 T1= 19a~ • N 2= 3.5+005 T2=19500. 
T1"'E=45418. NOP"IAL1ZAT1ON FACTC'~= 1.13 
ELECT~ONS AT 454 1 B. Nl= 9.1+005 Tl= 42~C. ~J2= 1.4+004 T2=18800. 
IONS AT 45418. Nl= 3.8+004 T1= 2600. ~r., -.,- 4.0+005 T2=18500. 
TI"'E=45438. r-:OR"IALIZ1.TION F"ACTOR= 1 .12 
ELECTRO'lS AT 45438. ~JI = 9.7+0C5 T1= 4100. N2= F.6+003 T2=27800. 
IONS AT 45438. r; 1 = 6.5+004 T1= 22CC. t-:2= 3.5+005 T2=le50:J. 
Tlf'E=45455. NOP,",AL!ZATION FACTOR= 1.24 
ELE'CTPONS AT 4~45e. N1= 9.3+0CS T1= 4lCO. N~-~- 1.0+C04 T2=2890:1. 
.-
IONS AT 45458. ~!l = 3.IJ+OC4 Tl= 12(10. r-J2= 4.2+005 T2=18500. 
TIHE=45478. "JO~~~L!ZATION F't.CTCR= 1 • 1 U 
ELECT~ONS AT 45478. ~! 1 = ~.3+00S T1= 410C. ~2= 8.4+003 T2=25800. 
IONS AT 45478. Nl= 7.7+004 Tl= 24:l~. ~J2= 3.2+C05 T2=19500. 
T1"'E=45498. NOPMAL!ZATION F"ACTOR= 1.38 
ELECT~ONS AT 454 Q8. ~n= 9.7+005 T1= 4000. NZ= 1.0+004 T2=29800. 
IONS AT 45498. N1= 3.8+004 T1= lS00. N2= 4.3+005 TZ=1C)500. 
TI~E=4S518. NOf,'MAL!ZAT!O~ FACTOR= 1.35 
ELECTRONS AT 45518. ~'l = 1.0+("06 Tl= 4100. P~2= 1.1+e04 TZ=2e?oa. 
IO~S AT 4S518. Nl= 8.1+004 T1= 2700. '42= 4.0+005 T2=1<;500. 
TI~E'=4SS!8. NOP"'~LIZAT!ON F"ACTOR= 1.46 
e:LECT~O'JS AT 45538. t-:1= 1.:i+JOb Tl= 4100. N2= 1.1+004 T2=26800. 
IONS AT 4~538. ~a= 2.5+004 Tl= 1500. N2= 4.7+005 T2=17500. 
T1ME=45558. NORMALI ZA TI O"J FACTOR= 1.0S 
.ELECTRONS AT 45558. Nl= 8.3+C05 T1= 4100. W"-<-- 9.0+003 T2=27?'CO. 
IONS AT 45558. ~! 1: 7.S+00~ T1= 270::. N2= 3.2+C05 T2=18500. 
TH'E=45578. ~ORHALrZATION FACTOR= 1.02 
ELECTRONS AT 45578. Nl= 7.3+C05 T1= 4000. ~I"'-... 8.7+003 T2=29800. 
IONS AT-45S78. N1= 7.9+004 T1= 22rlO. ~2= 2.7+005 T2=1esoo. 
TIME=45SQ8. NOP"'t.LIZAT!ON FACTOP= .8C 
ELECTRONS AT 45598. N1= 6.3+005 Tl= 40e:::. NZ= 8.6+003 T2=23eoo. 
IONS AT 45598. Nl= 4.8+004 11= 17GO. N2= 2.6+005 T2=17500. 
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FITS FOR DAY 272 
-T-I~E ="l-S-Sa6·_~Q·M-A-~HA-~I O~£:A-CroR·=--·2-...2·C·-----------
ELECTRONS AT 15586. ~l= 2.2·006 T1= 15:0. NZ= 9.3+CJ5 TZ=lC8CJ. 
IONS AT 15586. Nl= 1.2·006 Tl= la~C. ~2= :.8+005 T2=145:0. 
TI~E=lS603. NOPMALIZATION FACTOR: .54 
ELECTRONS AT 15b03. Nl= 4.S+0Q! T1= 1710. ~2= 2.4+CQ5 T2= 991:. 
-1-0*5 A T ~,3-.-N 1- '1 • "7 .gQ4-~l-=--~;u-.-N-~=---3-rG.....c'lS-~2-=-1-3-SQ.~_--
TI~E=15620. NORMALIZATION FACTOR= 1.12 
-Ec-Et-'f""&N·S-A-~5-&-2-&~:-- ~~6-s-;:.r=-l-1--l: iT...-'f Z=--S.r·1 ~G S-~;;':"'-~9--l-G-.. -
IONS AT 15620. Nl= 4.4.005 Tl= 1:=0. NZ= 2.8+COS T2=lS5~Q • 
.. -T:P E-=-l-5-b-3-1-.-:-h}*H-A-6-J-~A-~I-Q!t-·-F A-C-~o.R·=--... Q.C------------- -.-----.-
ELECTRONS AT 15637. Nl= 8.6·005 T1= 1943. NZ= 
IONS AT 15637. Nl= 3.3.005 Tl= 25::. ~Z= 
TI~E=IS654. ~ORHALIZATION FACTOR= .46 
:.Q+C05 T2=1~043. 
2.2.~QS T2=13500. 
ELECTRONS AT lS~5~. N1= !.9.CaS T1= 2C 4 3. ~~= 2.3.0C5 TZ=lCC43 • 
. IO N5--- - ··--A-T--~ ~b-:'~.-- r-j-l-=- -- &-.-2 .... GG4--H:-·ll GC r--'I2 =-- -- 2 .. 3- .ca 50 - ,:~ = 1 U.S GO r _. 
TIYE=15671. NO~HALIZ~T!ON FACTOR: 1.!C 
EL E C TR-ON-S-~~-1S-~7·l-~N.-l =-~..o-·GJ.5-~l-=-l-S.U.~ _-N2:=--5 .. S-+-:u..S-..I ~~1·"1 G~ ~_--
ION S . A T 1 5 0 7 1. ~i:' = :. • 1 of':.J G ~ T 1 = 17 c C. ~~ Z = .2 • 3 + .: u S T 2 = 1 3 SOC • 
. T 11'.E :'15b~a. __ ~u.R"''\bI-l~,:.ro!'~·I='-A.C-':'CR=--.-- - .. 50.--··-------.. - --.----.---.-- ---
ELECTRONS AT 15685. ~l= 4.9+~a5 Tl= 2l43. ~2= 2.6·CG5 T2=1CC 4 3. 
IONS AT 15688. N~= 7.:+004 Tl= 1ZCC. ~2= 2.3+CGS T2=135~J. 
- ... _--_ .. ---------------------------------_. -_._----- .. --
TI~E:1S7G5. ~ORMALIZATION FACTOR= 1.~2 
ELECTRONS AT 151~S. ~l= 1.:+CG6 T1= 1910. ~2= b.6·CGS T2= ~91J. 
ION·S-- --- . A-':'-1·5-7GS-_ ~~~-5-.. .I.L~O>-!..1=-~1~C_-N;:·=---2 .. 5" C~S-1:2·:'1 '" s.;:: .. 
TI~E=1~7:2. ~ORHALI~ATION FACTOR: .59 
ELE C-TRON-S-A-T-l S-l2, _~~l.---.5.-&+COS-!.l~1·Q.Ll.3__··~L2~-l...sof':~ -1:2 =-:':C.41._-. 
IONS 4T 1572~. ~l= 1.!+005 T1= 21:C. ~Z: 2.1+:G5 TZ=1:5~:. 
T VolE =lS:l.39 ... '!:)RMA.t, I Z A-!.! il!L-.E:A.C.. T o.~--- ~c... _____ . ____ .. -.--______ .. 
ELECTRONS ·AT 15739. N1= 3.~+aa~ T1= 20lG. ~z= 4.6·:05 T2= Q91:. 
IONS AT l57!9. Nl= 3.7+005 T1: 9C~. NZ= 2.!+~as T2=1~5CC. 
TI~E=1515b. ~ORMALIZAT!ON FACTOR: l.!l 
ELECTRONS AT 15756. ~1= 1.2·~J6 Tl= 131J. ~:= T.,_ 00'-: ... - ,, __ e 
--I ::IN.S- -- --A.T-tS-1.s.o. .... -!04.~~ .. s .... 1-.• 00-5-·! 1":"-1 a.c~_ ~:.;:=--. .TZ=-12sac .. 
TIHE=15773. ~OR~AL!ZATIO~ ~ACTOR= .SQ 
ELE·C T~·C:,,"S.·-A..~1S-1-7 3-_N-~·-~_~~·0y.S_!.1-=-;: 2 ~3 --·:':'=:=---·2 ....5...,r::.s-!.: =-l.::,j~ 3-_.-
IONS !T 15773. ~ll.= !;.1+~04 T1= 9JJ. '12= ~ •. ~+aas r::=145CC. 
TIl-fE=-1·S7'70 •.. ~!C~~!L:ZA.T!O.'L. F'~CTOi<::'. 
ELECT~CNS AT lS7 Q C. Nl: R.!·C~5 
IONS 
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T1= !,61J. ~, ..,-.",- 6. U·C'J5 
:?6·::J: 
TZ= o91~. 
T2=135C:. 
FITS FOR DAY 272 (Continued) 
TI~E=1!S:7. ~J?MALIZATION FACTOR= .73 
ELECTRO~S AT 1SaC7. ~1= 6.1+J05 T1= 1743. NZ= 2.6+005 T2=18c u3. 
---1 . .Q1I;$- - .---'.:r -l5-O~.:7--!'~·1-=---l __ 6+~5----! l~-2~:C-.tJ'~----2-, 6+~-C:'· :'-2= 12 5:J. 
TI~E=1552~. NOO~ALIZAT!O~ FACTOR= .75 
-eL E~..oW ~-i-S.a 2 ,,+. ~-t-=--~.G-O S-l'-s-=--l.9.w-....J.:~:---__ ~·....3-*. :0 5 .. .,! 2=-ln.9.:'-C- ... 
IONS AT 15&24. Nl= 1.~+8~5 T1= 9:C. N2= 
- T ·l~ E~1~.4-1 __ -~J~--'1~-R-A+-I-Q.!.:-S-AU-M - •. ~ .----.------.-. -. -.-. --. - -. '--
ELECTRONS AT 15641. ~l= 8.7+~C5 Tl= 1443. 
IO~S ~T IS8~1. Nl= 2.~+OC5 Tl= 19:C. 
2.8+005 T2=1!u43. 
2.5+:0: T2=135:0. 
------------------------------.-------------------------------_.----.----. TI~E=15SSS. NOR~ALIZATION FACTOR= .54 
ELECTRONS AT 15658. Nl= 3.9+~CS T1= ~a43. N2= Z.S+QC5 T2=1:043. 
--I-ON$ ----U-l-5-8SO "1 - ~-+~-"J_l=--l·1~.-!~_2----2_.1 .• ~S-.I.2-=-14.s::.c...-. 
TI~E=1587S. ~OPMALIZATIO~ FACTOR= 6.49 
-E-l E.c.!.R Q.l.i.S--AJ' - .-13.& 1 S--..!'~-l - 4-: .+.~.6-! .1-=-1.2. -1 ;;. ~-.!2 =--2_.g + -C4lb _.1-2 =_,9 91Z_ 
IO~S AT 15875. Nl= 3.1+006 Tl= lZ:C. N2= 2.8+~a5 TZ=14SnC. 
--l-l.!i£ '::'·1·5-8 9-2 __ ~RMM...12.J..!~~~O'~R_-____ ..... 7'_11._---.--- --'" -- -- ,- -----
ELECTRO~S AT 15892. ~l= 5.5+:C5 Tl= 1&43. N2= 3.0+005 T2= 0043. 
IO~S AT 15a92. ~l= 1.1+0J5 T1= 13~:. N2= 2.9+005 T2=12S:C. 
TI~E=159a9. NOPMALIZATIO~ FACTOR= .75 
ELECTRONS AT 15909. ~1= S.C+005 T1= 191:. ~2= 3.7+:05 TZ= 991C. 
- .. I·O·KS----~..r-l·S-9_OS--Jl-l---~ __ ·I..:t'C'O·S_T-4-=--·lO:c. ".z-=--~~ ... ~S-·.I2=·lS5:;C· .... 
TI~E=15926. NOP~AL!ZATrO~ rACTOR= .as 
.--E...L-E.c..r.R..ru.:S..-O.J ... -lSSU-J.I-l - 6 • 7.+.c.c5..-.I . l~.141 C-.JJ...:=._~ •. 9 7.D.o~ -!.Z=-'.9 91 C .--
IONS .T 15926. N1= 2.:.0GS Tl= 26CO. N2= :.6+:C5 T2=13SCC. 
--I.l.~..E=.!.S.9.4.L...JU)EMAl .. 1.ZA.!.!'O'N ....F....ALT..Q.R.=-_--..e..7 __________ ._ . __ -. __ "' __ _ 
ELECTRONS AT 15943. N1= 5.6+005 T1= 23 4 3. 3.P+:OS T2=1~Gu3. 
?-.6+:0= T2=1~SC:. IONS AT 1591.13. Nl= 
TI~E=1596a. NORMALIZATION FACTOR= 2.44 
ELECTRONS AT 1S96Q. N1= 9.7+CD5 Tl= Ib10. NZ= 1.!+JC6 T2= 9910. 
-l..Qk S ---AJ. 1596 C. Po: 1 : 5 ~ 7_+-' iJC: T 1 = 1 ~.:.c....Ji.2.=_ ___ 4~+C.!l5_J.2=~.!.S.C£i ... _ 
TI~E=15977. NOPMALIZ'TION rACTO~= 
E! ECT.R.al~~17. N~= C:~..:lC: I'~ 
IONS AT 15977. Nl= 8.9+004 T1= 
.aG 
, 7 u '3 ~_'J4="--_; ...... 5_+~ Ii 
9:0. N2= 3.5+:C~ 
T2 -.-.-9.Q~ ... _ 
1'2=I:!S:O. 
_T.l~.t:.=..L5.9_9.~_"_'J.OR.M}..1 I 7AT.LO~~A.C.T_O.t1= . ___ 99 __ . ____ . _____ ... ____ . ______ _ 
ELECTRONS AT 159°4. N1= 5.~+oa5 Tl= ZC1C. N2= 4.4+CC5 1'2= 9910. 
IONS AT 15994. ~1= 1.~+:JS T1= 5~8. ~2= :!.S+~~S TZ=lbSCu. 
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FITS FOR DAY 272 (Continued) 
T!~E:16C11. NORMALIZATION FACTOR: 1.14 
ELECTRONS AT 16GII. Nl: 6.~.OCS Tl: IBl~. N2= 2.6+:05 T2=1091G. 
---I.Q.N.S AI '6;11'. ~u...: 7.C't!l.Q1: Tl: (L!~G· ~;.2.: ___ -L..c._+r.j";5_...T.2...;~ . .5-:lO ... _ 
TI~E:16G28. ~CRMALIZATION rACTOR: .92 
E lEe I R a ~~ 5 A I 1- ~ (' f'; '{ 1 - 6 , :t'.:,f' .... C.;.;C--..T ........ ' .-.: ___ .,....I,-"uo .... _.:..~: ..... ; ~ :--~ + .!lU.S..-U.::_~.9..l...:.:.a.._ 
IONS 
-. TI~E-=16u~~. -NC;l-MA.L-r-Z·A.T··I=-o-~~F-4-C-T-~~--·~-!r~2- -------.-- --.-.-.- ----- .---
ELECTRONS AT 1&045. Nl= 7.~+na5 T1: 161C. ~2= S.S+~CS TZ=lC9!J. 
IONS AT 16045. Nl: l.~+CJ5 Tt: lSCO. N2= 3.1+a~S T2=1!5CO. 
TIME:16C62. ~aqMALIZATIO~ ~ACTOR: .7C 
ELECTRONS AT 16:62. ~l: 4.4.aO~ Il= 211C. N2: 2.7+~C~ T2= Q9!~. 
-ION S----·--A-r-r6-ijc-2-.-·N-l-~£n-1--..."-O~r-! :·-:ttG .-~2·=--2-.-7-+--IJQS-T2-= 13 5 r fj.-
TI~E=16J79. ~aQMALrZftTIO~ FACTOR= 1.15 
El;EC:t:i1-0~S- A-t:-:~~l-=--·~S-~l:-~2·3-1-&-_~c:--~r6-+t"HJS--T-2-=- -Q.9--!G--.... 
IONS AT 16079. Nl: Z.l+COS Il= a=~. N2= 3.C+~a5 T2=145CO. 
·-lI-:.tf~l:&-aQ.6-r-'+OJ=-~t.I-Z.4.·:~I-Q~ -~·*C-~R·=-·-·l-rC8---- _ .. _---------
ELECT~ONS AT 16C96. N1: 6.Q+CaS T1= 1910. 
IONS AT 16096. ~l= 1.~.Ca: T1= 2S:~. 
.. ~­
... ,-
.. --~'" -
3.2+COS T2= 99!u • 
Z.6+0C5 T2=1!SCa • 
'-.. __ ..... _-_ .. _-_. 
--_. ---------_.-
TI~E:16113. NO~MALIZAI!ON FACTO~: .79 
ELECTRONS AT 16113. ~l= 
. IONS -. ·A-T--l:6-1·1-3r- N-l-= 
3.:+105 T2= Q91C. 
3~~~~C5-T2=l~SOar 
-- ELE CT:10~S--4-~·1 ~l-Jv-~rl-~-~ .. S-.. jQ5-T.r=-l5-t-ij _ P~4 =-. " & .. ::+·005- .T.<:=--99.1 C·_· 
IONS AT 16:30. Nl= 
-- T I ~E =16·114 7 _-nc~ /'U-L-I-Z!.·tI.OX .. &: A.C-t OR =--.-. .. -7a. .-----... -- --- -.------. -- --"-' 
E LEe T R 0 r ~ S ~ T 1 (: 1 u 7. ~J 1 : 4 • (: + GO: T 1: 2 Ci ! :;. ~J 2 = 
IONS AT 16147. ~1: 9.4+00 11 Tl= sec. N~= 
TI~E:16164. ~O~MALr:ATIo~ FACTOR: .53 
2.S+CG: T2= Q91J. 
:.~+:C: T2:13:C~. 
ELECTRONS AT 16164. ~l: 5.;+005 Tl= 1971. N2= 2.5+CGS T2= 95~1 • 
. ICNS·-··- - .-- A-'J:.. 1{"-l &-4- ... ·-41 =--·1-...4+·CG4-Tl=-- O-~O _!-.j.2 =-.-~ .. G +·CO-S--.. T2=-1 ~ SC iJ .. 
TI~E=16lal. ~O~HALIZATION FACTOR: 1.:4 
'. ELEC TR ON-S-·.1..j:..-10-13-~_N.~-5-~~C-~1-=--2G:;u._N.;:=--2 _9+CC5- r;:=- .:s-ac ~ . 
IONS AT 16131. N1: 1.:+a~5 Tl= 17::. ~:: 2.~+:~5 T2:115~C. 
TI~E=-15-1-9"._.~!ORMA.L·LZ~t.!.O-!L .. E".A.C.T.:lR.:".-- -Z-.. ?S-. _____ - .----- -----____ -
ELECTRONS AT :5196. Nl= 1.u+CC& ~:= 2S::. ~~= 1.:+:06 T2: ~5~C. 
ro~s AT 16196. N!= 9.~+~aS T:: !2CG. ~:= !.:·CC5 T2=:7S:C. 
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FITS FOR DAY 272 (Concluded) 
TI~E=162!5. ~O~MALIZAT:O~ FACTOR= q.~5 
ELECTRONS AT 16215. Nl= 3.5~:a6 Tl= 17~Q. ~:= 3.2.a~6 T2= Qsa:. 
- IaN~-_ --.--A.r-·-l·6.21S._tll.=---.J-.l1'C.U&-.!.~.42C:'_~:'=-... -.-L .. C'I" ce4-- !'2..=!'6S:!G_ 
TI~E=16232. 'IO:l~HLIV TriPI FACTOR= !.:6 
E LE C-!R ON--S--A-~l &2-~~_~ ... 1----&..:!-..nc.s-'t.~~c :1C--~~2=-·--S-...2--t>:c.s-!;: =-.C; ac:._-. 
IONS AT 16:32. ~l= ~.~.Ja5 Tl= 2a~~. ~2= 1.s+cas T:=l35~:. 
Tl~E..=lcZ4 9 ~ .. ~~OR/'tALLZA r:o~L .Uc.r.oR.= __ ._ Z ~~ ___ ._ 
ELECTRONS AT 16:u9. ~l= 9.3.~JS Tl= 18:0. 
IONS aT 16249. ~1= 7.4~cas Tl= lS:C. 
TIHE=1626b. ~O~MALIZATIaN FACTOR= :.69 
'-:2= 
'! 2= 
1.1+~:6 TZ= 98~~. 
2.!+:CS T~=lu5:G. 
ELECTRONS AT 10266. Nl= 1.:+0Q6 Tl= lS:C. ~:= 1.2+006 T2= 8500. 
-ION.S ~~l-~~l- 1·_1·+-C.Q-6-··~~~:'C-_·~2~ -t--5-+CC-S-1:2=-'" 75:'0-_-· 
TIME=16283. NORMALIZATION FACTOR= 1.15 
-E-b,&C:tR ~:~f-l-~a.-3-_~~1 - .....s...~t..;....:..-z.~ . ......:~----s....:.-t:.nc..5---J:.:: =-_3a.:.Co_ 
IONS AT 16283. Nl= 3.!.acs T1= 2C:C. N2= 1.Q.CCS T:=16S:J. 
t_I-ME-=-~.Q..3.C!l_ll.C.R.M.A-L..IZA.u.aN E ~ C :t.aR.=--lZ ... .'::.CI.l.;~ _______ • _____ _ 
ELECTRONS AT 1630C. Nl= S.7+CC6 T1= 13ea. N2= 
IONS AT 153C:. Nl= 4.7+006 T1= 37CG. ~2= 
4.U.CG6 T:= Raoa. 
7.S+CO u T~=4Q5CQ. 
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