In the domain of Activity Recognition, the proliferation of low-cost and sensor-enabled personal devices has led to significant heterogeneity in the data generated by users. Traditional approaches to this problem have previously relied on handcrafted features and template-matching methods, which have limited flexibility and performance with high variability. In this work we investigate the use of Deep Metric Learning in the domain of activity recognition. We use a deep Triplet Network to generate fixed-length descriptors from activity samples for purposes of classification. We carry out evaluation of our proposed method on five datasets from different sources with differing activities. We obtain classification accuracies of up to 96% in self-testing scenarios and up to 91% accuracy in cross-dataset testing without retraining. We also show that our method performs similarly to traditional Convolutional Neural Networks. The obtained results indicate the promise of this approach.
INTRODUCTION
Activity Recognition is aimed towards determining the particular action a user is carrying out or the manner in which said action is being performed. This is primarily done for therapeutic purposes (Liu et al., 2016) , (De et al., 2015) and for other intelligent applications where such information may be necessary for some action to be taken, e.g., Smart Homes (Mehr et al., 2016) , (Hoque and Stankovic, 2012) , etc.
With the myriad devices carried or worn by users today, activity data may be easily collected from and possibly processed on the devices themselves, allowing for pervasive adoption of this domain. At the same time, this ubiquity gives rise to significant heterogeneity in the data generated by users. One source of this is differences in the properties (e.g device placement, sampling rates, sensor biases, etc) of the devices used to collect the data (Banos et al., 2014) , (Stisen et al., 2015) . Another significant source of this arises due to differences in the wearers' mannerisms while performing such actions (Barshan and Yurtman, 2016) . Such heterogeneity, while expected, is undesirable in practice. It complicates the problem of activity recognition and must therefore be taken into consideration when attempting to solve this problem. Therefore, methods capable of performing well even in the presence of such heterogeneity are of no small import for real-world scenarios.
Activity recognition is essentially a classification problem, and as such necessitates feature extraction. Manual feature extraction relies on the estimation of statistical, structural or transient features of the given data. In general, several types of features may need to be combined to achieve good performance. More recently, much emphasis has been placed on Deep Learning-based methods, as they are capable of automatic and problem-specific feature extraction, which ultimately leads to significant improvements over non-deep methods together with considerably less manual input. Given the complexity of the activity recognition problem, deep methods are virtually a necessity as a result of these desirable properties.
One intuitive way of tackling this heterogeneity is to embed the activity samples into a semantic space where samples of the same label are "close" to each other as quantified by some metric, and are "distant" from samples of different labels by the same metric. One of the most successful approaches which relies on this metric/distance approach is Dynamic Time Warping (DTW) (Sakoe and Chiba, 1978) . DTW has shown good results on many problems (Sempena et al., 2011) , (Singhal and Dubey, 2015) , (Cui and Zhu, 2013) . However, it suffers from a number of issues, chief amongst which are its generally high computational requirements and the difficulty in gener-alizing to multivariate data, a category under which most activity recognition data falls. It does not explicitly attempt to solve the problem of heterogeneity and may require complex steps in order to derive suitable class or group templates for future matching/classification. In addition, it does not yield an intermediate representation of the input data which may be used for any other purpose.
Metric Learning (Xing et al., 2002) aims to learn a suitable projection of the features of some input data into some abstract space such that data items in the same group are similar as quantified by some mathematical distance function, and data items in different groups are dissimilar by the same function. The reformulation permitted through Metric Learning is a natural and powerful paradigm which offers a number of benefits. It radically simplifies the classification problem within the learned feature space by emphasizing separability between classes without relying on strict cohesion or similarity of intra-class elements. This implicitly allows for heterogeneity between intra-class samples such as is found in this domain. In addition, its potential for generalization can be expected to be better than regular methods which become inherently biased/attuned to the training data in the course of minimizing the classification error. It also yields an output "embedding" which is a compact, fixed-length representation of the input data, and may be used for any purpose as desired.
Traditional metric learning methods e.g (Weinberger and Saul, 2009) rely heavily on the solution of nontrivial convex optimization problems, which are computationally intensive and assume that the transformation is linear. Subsequent work has extended metric learning with nonlinear methods (Kedem et al., 2012) , leading to significant improvements in performance due to their inherent flexibility. Most recently, nonlinear metric learning via deep neural networks has been explored (Hoffer and Ailon, 2015) , enabling the learning of both suitable features and corresponding nonlinear mappings for best results. Some results achieved through this method (Huang et al., 2012) , (Hu et al., 2014) indicate that such Deep Metric Learning shows immense potential in other different scenarios.
In this vein, we explore the application of deep metric learning to the domain of activity recognition. We consider five diverse and publicly-available datasets of different sizes collected from different devices with different characteristics i.e device placement, sampling rate, etc. This is done in order to examine the robustness of this approach in the presence of device and data heterogeneity which is a reality in practical scenarios. We show that deep metric learn-ing provides good classification accuracy and generalization ability out of the box (i.e without any retraining). The following sections introduce deep metric learning and Triplet Networks and our experimental methodology.
RELATED WORK
In this section we briefly discuss similar work that has been done in this domain. In (Li et al., 2018) , the authors evaluate both traditional and deep methods in activity recognition. They consider CNN, LSTM and CNN+LSTM architectures and perform evaluations on two publically-available datasets. They find that deep architectures significantly outperform traditional approaches by a significant margin. In (Zeng et al., 2014) the authors adopt a convolutional neural network to perform activity recognition using accelerometer signals only. They consider three public datasets. Their method was found to outperform traditional methods. Similar findings were obtained in (Ha et al., 2015) where the authors used convolutional neural networks in a multimodal approach. Their method was found to be comparable to state of the art methods.
In (Margarito et al., 2016) the authors consider a template-matching approach to sports activity recognition based on accelerometer data. Several distance measures, including Euclidean and DTW distance were used, as well as different classification methods. Their proposed matching index was found to give the best results, suggesting that general purpose distance measures may not be well suited to all problems. Another approach is taken in (Seto et al., 2015) where the authors use multivariate DTW for template-matching in activity recognition for real and simulated datasets. They report results comparable to those obtained with traditional feature extraction methods. However, their method is highly susceptible to the manner in which the templates are constructed, showing significant variance in performance based on different approaches.
In (Che et al., 2017) the authors propose a method for metric learning for multivariate time series. They formulate an optimized method for aligning two multivariate time series inputs based on the average best warping length. Subsequently they utilize a 2-layer neural network to perform metric learning using the largest margin approach (Weinberger and Saul, 2009) to minimize the distance between the aligned series. In comparison with other methods such as multivariate DTW, their proposed method reportedly provides best-in-class performance. However, their method re-lies on DTW distance during its training phase, and computes the learned distance over every timestep of the aligned series, both of which generally add nontrivial computational overhead to their method.
In this work we apply deep metric learning specifically to activity recognition data. Our method, in contrast to (Seto et al., 2015) does not rely on the derivation of any templates and avoids the computational overhead of DTW-based approaches. In contrast to (Che et al., 2017) , our proposed method does not rely on pre-alignment of the training data. Additionally, our method yields an output representation upon which the similarity may be directly computed for any desired purposes. This saves the computational requirement of per-timestep similarity computation. Finally, we use convolutional filters for feature extraction and train our network as a single unit, allowing for end-to-end optimization of the metric learning objective.
THEORETICAL BACKGROUND

Metric Learning
Metric learning as a concept relies very heavily on the notion of similarity between pairs of entities. From a human point of view, this similarity is implicitly defined in terms of the closeness of sensory inputs induced by two observed phenomena. In more concrete terms, we will introduce the concept of a distance function or metric, which numerically quantifies the distance/dissimilarity between two elements of some set. To be admissible as a metric, a function must fulfill certain axioms. Considering the metric as a mapping D over two members -G 1 and G 2 -of a set, then we have that D: G 1 × G 2 −→ R + for every x i , x j , x k which exist in some set. We may express the axioms as:
In this work we consider the Mahalanobis Distance Function (Mahalanobis, 1936) , which takes the following form:
This function is parameterized by M, which is a positive semidefinite matrix and permits the function fulfill the fourth condition described above. Therefore, depending on M, the computed distance may be considered to be obtained in a space whose projection is defined by M. It is noteworthy at this point to state that Euclidean distance is a special case of Mahalanobis distance when M is the identity matrix. Without a loss of generality however, we may consider an alternate form of the preceding function by incorporating a function F(.), which performs some transformation on the input space. We then obtain the following:
We can consider the transformation by the M matrix from before to be a special case of the above where F(.) is a linear function (since matrix multiplication is equivalent to the application of some linear function to a given input vector). The metric learning problem as defined by (Weinberger and Saul, 2009) can then be considered to be the learning of a suitable function F(.) such that, given an element x i and two others x j and x k such that x i , x j ∈ A, x k ∈ B (where A and B are two different classes/groups) then:
It can also be seen from this new form that such a formulation imposes this condition in Euclidean space, as there is no longer a need for a separate projection matrix M explicitly. The element x i is called the anchor, while x j and x k are called the positive and the negative respectively. In this vein, it can be seen that such a transformation would lead to a feature space where similar classes occupy the same region and are distinct from entities from differing classes. This implies that the decision surface becomes much simpler to intuit as the constraint defined in (3) implicitly emphasizes discriminability between classes. In deep metric learning, a type of deep neural network is used to find a suitable approximation for F(.). The details by which this is achieved are discussed in the proceeding subsection.
Triplet Networks
Triplet networks were first introduced in (Hoffer and Ailon, 2015) with particular application to deep metric learning. In practice, the distinctive feature of such a network is not in its structure but the manner by which it is trained and type of loss function which is used in its optimization. Since they are designed specifically for deep metric learning, a Triplet Loss (Schroff et al., 2015) function is used which aims to learn a nonlinear mapping from the input features to the network output (which is a fixed-size vector called an embedding) that enforces the constraints as described in (3). After training, the embeddings correspondingly generated from the network inputs are similar for data from the same class and dissimilar for data from different classes, using Euclidean distance as the metric.
During the training of this sort of network, an anchor is randomly selected, together with a positive and a negative. A single tuple consisting of these three inputs is called a triplet. The manner in which the triplets are selected influences the eventual performance of the network, and must be carefully taken into account for best results. For further information regarding triplet selection strategies the reader is referred to (Hermans et al., 2017) . In mathematical terms, triplet loss is defined as follows:
Where E a represents the embedding of the anchor sample, E p represents the embedding of the positive and E n represents the anchor of the negative (where anchor, positive and negative retain their meanings as described in the previous section) and the summation of the loss is taken over all the triplets in the training set. α represents a margin parameter that describes the minimum desired spacing between entities of differing classes. This can be seen to be tailored achieving the objective set forth in (3).
Therefore, once suitable triplets are selected, each triplet is passed through the network to obtain its constituent embeddings. The loss is then computed as defined by (4) and is subsequently backpropagated through the network using standard methods.
PROPOSED METHODOLOGY
In this section we describe the details of our proposed method. We construct a triplet network consisting of two convolutional layers and three feedforward layers. We include the convolutional layers and train the network as a whole in order to achieve optimized feature extraction and transformation in an end-to-end way. As the network inputs do not have the same length, we include a 1-D Spatial Pyramid Pooling layer (He et al., 2014) between the convolutional and the feedforward layers. This layer converts the varying-length outputs from the convolutional layers into fixed length vectors which are required by the feedforward layers. Batch Normalization is used in between successive feedforward layers as it was found to speed up training convergence significantly. The network structure is shown in Figure 1 .
The network is trained using the triplet loss function as described previously, fixing the α (i.e margin) parameter at 1. In this work Random Negative Triplet Selection (Hermans et al., 2017) was used as the triplet selection strategy as it was found to achieve the best results relative to the other methods. Stochastic Gradient Descent with a Nesterov Momentum value of 0.90 was used as the optimizer as it was found to give the best performance in our evaluations.
During testing, a sample is passed through the network, yielding a 128-feature embedding which is can then be considered to be its representative feature vector/encoding. This embedding vector can then be used as a feature vector for classification or other purposes. 
EXPERIMENTAL SETUP
In this section we describe the experimental setup and methodology which was used to investigate this method. A brief description of the datasets considered is provided as follows.
Datasets Considered
We considered five datasets collected from different sources with different activity sets. This was done with a view to evaluating our proposed techniques in terms of its flexibility and adaptability. The details of the datasets considered as summarized in Table 1 . The Gomaa-1 dataset (Gomaa et al., 2017) consists of 603 samples spread over 14 different activities. The dataset was collected from an Apple Smart-Watch at a sampling rate of 50Hz. The data was collected from three volunteers wearing the Smartwatch on their right hands. The dataset consists of accelerometer, gyroscope, magnetometer and rotary (i.e roll, pitch and yaw) readings.
The HAPT dataset (Reyes-Ortiz et al., 2016) consists of 1214 samples spread over 12 activities: 6 static activities and 6 postural transitions. It was collected from waist-worn Android smartphones at a sample rate of 50Hz. The samples were collected from 30 volunteers and include only accelerometer and gyroscope readings.
The Daily and Sports Activities dataset (Altun et al., 2010) consists of 9120 samples spread over a mixture of 19 daily and sports activities. It was collected using Xsens IMU units at a sample rate of 25Hz. The samples were collected from 8 volunteers and consist of accelerometer, gyroscope and magnetometer readings.
The HAD-AW dataset (Ashry et al., 2018) consists of 4344 samples spread over a diverse set of 31 activities. It was collected using an Apple Smart-Watch at a sample rate of 50Hz. The samples were collected from 16 volunteers and are composed of accelerometer, gyroscope, magnetometer and rotary readings.
The REALDISP dataset (Baños et al., 2012) consists of 4000+ samples distributed over 33 activities.
It was collected using Xsens IMU units at a sampling rate of 50Hz, and consists of accelerometer, gyroscope and magnetometer data as well as orientation quaternions. The data was collected from 17 subjects in three different device-placement scenarios. We consider data from all the available scenarios and ignore all samples with indeterminate labels. After preprocessing 1397 samples were found to be usable.
Due to the varying sensor modalities available from these datasets, we use only the accelerometer and gyroscope data, yielding a total of six axes from each dataset. This is because the accelerometer and gyroscope are common across all the datasets and therefore models constructed from such data can easily be applied across datasets.
Experimental Evaluations
In order to illustrate the efficacy of our proposed method, we carry out a number of experiments on the datasets described previously in order to determine the classification accuracy obtainable from the embeddings generated by our method. We adopt 1-NN classification due to its simplicity and its applicability to similarity-based applications such as metric learning. In addition, it is the most popular benchmark used in evaluating similarity-based techniques (Ding et al., 2008) . The PyTorch library (Paszke et al., 2017) was used for the practical implementation of all the experiments.
We construct and train a triplet network as described in Section 4. 75% of the considered datasets were used for training. After training, the embeddings of the training samples are used as exemplars for a 1-Nearest Neighbor classifier. This classifier is then used to obtain the classification accuracy on the embeddings of the remaining unseen 25% of the dataset.
We also perform cross-testing experiments to determine the generalizability of our proposed method. In this case the triplet network is trained on one of the described datasets as before. Without any retraining, we use the pretrained network to generate embeddings from the other (cross-testing) datasets. 65% of the embeddings are used as exemplars for a 1-Nearest Neighbor classifier while the classification accuracy is evaluated on the remaining 35% of the embeddings.
In both cases, the evaluations are each repeated 15 times i.e the network is trained and tested on different data for 15 cycles. The mean and standard deviation of the accuracies obtained from each cycle are then computed. In order to provide a sense of the efficacy of our method compared to traditional methods, we construct a Convolutional Neural Network using an identical structure to our triplet network. However, we omit the 1-NN classifier and replace the last layer with a layer with K neurons, where K is the number of classes in the dataset being evaluated. This way the CNN produces a classification decision directly. We then train the CNN in a similar way i.e using 75% of the dataset considered for training and the remaining 25% for testing. The CNN is trained using the Adam optimizer and Cross Entropy as the loss function. The training and testing cycles of the CNN are also repeated 15 times and the mean and standard deviation recorded.The results obtained from these evaluations and their discussion are provided in the following section.
RESULTS AND DISCUSSION
In this section we present the results from the experimental evaluations as described previously. The results are given in Table 2 and are all reported as percentages. The accuracies are shown together with their standard deviations to give a sense of the stability of the obtained results.
Accuracies obtained from training on some dataset and testing on the same dataset are shown in grey in the table. As can be observed, our proposed method gives good performance on all five considered datasets, regardless of the data size or number of classes available. The standard deviation of the figures also indicate that our proposed method gives consistently stable results, even with the use of a simple 1-NN classifier. This underlines the potential of this metric learning approach in this domain.
In terms of the system's cross-testing performance, we see that good results can be obtained with our proposed method for datasets with a moderate number of classes. This is reflected in the crosstesting results for the Gomaa-1, HAPT and Sports dataset, where our proposed method yields a classification accuracy averagely around 85% without any retraining at all, even though these three datasets are collected from different devices in different scenarios. A decline in performance is observed when crosstesting on datasets with significantly more classes than seen during training, as reflected in the results of cross-testing on the HAD-AW dataset (32 classes) and the REALDISP dataset (33 classes). However, it can be observed that when training is carried out on these datasets with many classes, the cross-testing performance is generally good, though their performances on each other show significant degradation.
The performance degradation in the former case can likely be attributed to the fact that when this method is trained on datasets with a moderate number of classes, its discriminatory ability is limited to some degree. In this situation, testing on datasets with many more classes would pose a significant challenge as the model is not powerful/discriminative enough. However, when it is trained on a dataset with many classes, its discriminatory ability is much better and therefore its cross-testing performance on smaller datasets is expectedly better. This can be observed from the results. When training on and testing on datasets with large number of classes (i.e training on HAD-AW, testing on REALDISP and vice-versa) degraded performance is also observed. This is likely because of the severe difference in the types of activities that constitute these datasets. In spite of this, it can be observed that the cross-performance of these two datasets on each other still exceeds the crosstesting performance obtained when training on the less-diverse datasets. As such the benefit on training on datasets with many classes is clearly illustrated. However, from the results obtained in the cross-testing scenarios, it can generally be surmised that the proposed method shows the system's robustness. Table 3 also shows the performance of an identically-structured CNN on the same datasets. It can generally be seen that our method provides results comparable to the CNN in general. Additionally, the CNN cannot be used for cross-testing purposes without network redesign and retraining. This further helps to underline the efficacy, competitiveness and wide applicability of our method.
CONCLUSION
In this work we introduce the use of Triplet Networks in the domain of human activity recognition. Accelerometer and gyroscope data from different datasets were used to train a triplet network, which was subsequently used to generate fixed-size vectors (embeddings) from the varying-length multivariate samples. A 1-Nearest Neighbor classifier was then used to evaluate the classification performance using the generated embeddings as feature vectors. Additionally, cross-testing was carried out whereby the network was trained on some dataset and used to generate embeddings from the other datasets without any retraining being carried out.
Our proposed method was found to yield classification accuracies of up to 96% in the self-testing (i.e training and testing on same dataset) scenarios. In the cross-testing scenarios, our method showed good performance (up to 91% accuracy) on datasets with a small to moderate number of classes even without retraining. When trained on datasets with many classes, the method shows the best performance on both types of datasets (i.e moderate classes and many classes), indicating the improved discriminative ability imparted by training on such type of datasets. In both self-and cross-test scenarios, the standard deviations are below 3% for all datasets. These results underscore the robustness of the proposed method.
In the future we intend to investigate the effects of the embedding size on the classification accuracy obtained, as well as evaluate the topological properties of the embeddings with a view to dimensionality reduction. We also intend to consider network optimization (i.e finding the best deep network architecture and performing hyperparameter tuning for the network and loss function) as we believe that a carefully-designed network may yield further performance gains. Additionally, we intend to explore the efficacy of fine-tuning of pretrained triplet networks. This follows from the cross-testing performance observed thus far, which suggests that additional dataset-specific training may yield better crosstesting performance.
