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1. Introduction
In this section, we will ﬁrst recall some classical basic renewal theorems for random walks with independent increments,
then introduce some concepts of widely dependent r.v.s. as well as the main results of the present paper. Hereafter, all limit
relations hold as t → ∞ unless stated otherwise. For two positive functions a(·) and b(·), we write a(t) ∼ b(t) if lim a(t)b(t) = 1,
a(t) = o(1)b(t) if lim a(t)b(t) = 0, and a(t) = O (1)b(t) if limsup a(t)b(t) < ∞.
1.1. Brief review
Let {Xi: i  1} be a sequence of identically distributed r.v.s., with common distribution F on D = (−∞,∞) or [0,∞) and
ﬁnite mean λ−1. Let Sn =∑ni=1 Xi , n  1 and S0 ≡ 0. When D = [0,∞), we call {Sn: n  0} a renewal process generated
by {Xi: i  1}; when D = (−∞,∞), we call {Sn: n  0} a random walk also generated by {Xi: i  1}. For t  0, denote
respectively
N(t) = sup{n 1: Sn  t},
Λ(t) =
∞∑
n=1
1(Sn  t)
and
M(t) = inf{n 1: Sn > t},
✩ Research supported by National Science Foundation of China (No. 11071182).
* Corresponding author. Fax: +86 0512 65112637.
E-mail address: ybwang@suda.edu.cn (Y. Wang).0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.06.010
598 Y. Wang, D. Cheng / J. Math. Anal. Appl. 384 (2011) 597–606where 1(A) is the indicator function of the event A and we make the convention that sup∅ = inf∅ = 0. The quantities N(t),
Λ(t) and M(t) are all important objects of renewal theory, among which Λ(t) is more closer to the nature of counting
process. When D = [0,∞), it is clear that
N(t) = Λ(t) = M(t) − 1, t  0.
While in the general case, we have
M(t) − 1Λ(t) N(t), t  0. (1.1)
It is well known that the classical renewal theory has been mature. For research on basic renewal theorems within the
interest of the present paper, we refer the reader to Doob [5], Heyde [9], Gut [7], Lai [11], Chow and Lai [4], Gut [8], Kesten
and Maller [10], Rolski et al. [13] and so on. Among which, Lai [11] obtains the following classical result.
Theorem 1.A. Let {Xi: i  1} be a sequence of independent and identically distributed (i.i.d.) r.v.s. with common distribution F on
(−∞,∞) and positive ﬁnite mean λ−1 , then
(i) Λ(t) ∼ λt a.s.
(ii) For r > 0, if E(X−1 )r+1 < ∞, where X−1 = −X11 (X1  0), then E(Λ(t))r ∼ (λt)r .
(iii) If E exp{αX−1 } < ∞ for some 0 < α < ∞, then E exp{βt−1Λ(t)} → exp{βλ} for all β ∈ (−∞,∞).
Just as Lai [11] points out, the result for r = 1 in (ii) is due to Heyde [9]. And we notice that all the above results are
obtained under the assumption that Xi , i  1 are i.i.d. r.v.s. However, in reality, there exists dependent relationship between
r.v.s. For example, under some economic circumstances, different r.v.s. reveal conﬂict beneﬁts, hence they display some
negative dependence; while in some other economic circumstances, different r.v.s. are usually affected by same factors
so they display some positive dependence. In this paper, we will investigate some new dependence of r.v.s. which are
introduced by Wang et al. [14].
1.2. Concepts of wide dependence
Deﬁnition 1.1. R.v.s. Xi , i  1, are said to be widely upper orthant dependent (WUOD) if for each n  1, there exists some
ﬁnite positive number gU (n) such that, for all xi ∈ (−∞,∞), i = 1, . . . ,n,
P
(
n⋂
i=1
{Xi > xi}
)
 gU (n)
n∏
i=1
P (Xi > xi); (1.2)
they are said to be widely lower orthant dependent (WLOD) if for each n  1, there exists some ﬁnite positive number
gL(n) such that, for all xi ∈ (−∞,∞), i = 1, . . . ,n,
P
(
n⋂
i=1
{Xi  xi}
)
 gL(n)
n∏
i=1
P (Xi  xi); (1.3)
and they are said to be widely orthant dependent (WOD) if they are both WUOD and WLOD.
WUOD, WLOD and WOD r.v.s. are called by a joint name widely dependent r.v.s. and gU (n), gL(n), n  1 are called
dominating coeﬃcients, where gU (1) = 1, gL(1) = 1.
For examples of widely dependent r.v.s., we refer the reader to Wang et al. [14]. These examples show that widely depen-
dent r.v.s. contain common negatively dependent r.v.s., some positively dependent r.v.s. and some others. Recall that when
for all n  1, gL(n) = gU (n) = M for some ﬁnite positive constant M , inequalities (1.2) and (1.3) describe extended nega-
tively upper and lower orthant dependence (ENUOD/ENLOD), respectively. R.v.s. Xi , i  1 are said to be extended negatively
orthant dependent (ENOD) if they are both ENUOD and ENLOD. The concept of general negative dependence was proposed
by Liu [12] and further promoted by Chen et al. [2,3]. More especially, if M = 1 in both (1.2) and (1.3), then the r.v.s. Xi ,
i  1 are called negatively upper orthant dependent (NUOD) and negatively lower orthant dependent (NLOD), respectively.
And they are called negatively orthant dependent (NOD) if they are both NUOD and NLOD (see, e.g. Ebrahimi and Ghosh [6]
or Block et al. [1]).
Wang et al. [14] obtain the following properties for WUOD and WLOD r.v.s., which will be used later.
Proposition 1.1. Let Xi , i  1, be r.v.s. and let f i , i  1 be real functions.
(i) Assume that Xi , i  1, are WLOD (WUOD). If f i , i  1, are all non-decreasing, then fi(Xi), i  1, are still WLOD (WUOD); while if
f i , i  1, are non-increasing, then fi(Xi), i  1, are WUOD (WLOD).
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E
n∏
i=1
Xi  gU (n)
n∏
i=1
E Xi .
In particular, if Xi , i  1, are WUOD, then for each n 1 and any s > 0,
E exp
{
s
n∑
i=1
Xi
}
 gU (n)
n∏
i=1
E exp{sXi}. (1.4)
Similar results for the ENUOD and ENLOD r.v.s. can be found in Chen et al. [2]. In the sequel, we will use the following
different assumptions in different situations:
lim
n→∞ gU (n)e
−anb = 0, (1.5)
lim
n→∞ gL(n)e
−anb = 0, (1.6)
lim
n→∞ gU (n)n
−c = 0 (1.7)
and
lim
n→∞ gL(n)n
−c = 0, (1.8)
where a, b and c are ﬁnite positive constants. Obviously, the dominating coeﬃcients gU (n) and gL(n) are non-decreasing
in n, thus the assumptions above describe their different growing rates.
1.3. Main results
The main purpose of this paper is to discuss basic renewal theorems for a random walk with the above-mentioned
widely dependent increments. Since the method of Lai [11] in proving Theorem 1.A relies heavily on the independence of
r.v.s., we have to seek different methods. We ﬁrst extend Theorem 1.A(iii) from i.i.d. case to ENOD case, then to WOD case
by adding some extra conditions.
Theorem 1.1. Let Xi , i  1 be ENOD r.v.s. with common distribution F on (−∞,∞) and ﬁnite positive mean λ−1 . If E exp{αX−1 } < ∞
for some 0 < α < ∞, then for any β ∈ (−∞,∞),
E exp
{
βt−1N(t)
}→ exp{βλ}, (1.9)
E exp
{
βt−1M(t)
}→ exp{βλ} (1.10)
and
E exp
{
βt−1Λ(t)
}→ exp{βλ}. (1.11)
If Xi , i  1 are WOD but not ENOD r.v.s., we further assume that E exp{αX+1 } < ∞ for the above-mentioned 0 < α < ∞ and the
conditions (1.5) and (1.6) hold for all a > 0 and b = 1, then (1.9)–(1.11) still hold.
Remark 1.1. In Theorem 1.1, for WOD but not ENOD r.v.s., we add two extra conditions to ensure not only that WOD r.v.s.
satisfy the law of large numbers, but also that their dominating coeﬃcients have a wide selection. From Theorem 1.4 below,
we will see that we can replace E exp{αX+1 } < ∞ by weaker conditions to derive the law of large numbers for WOD r.v.s.,
hence to get (1.9)–(1.11), but the scope of dominating coeﬃcients of WOD r.v.s. will reduce correspondingly.
Now we extend Theorem 1.A(ii). First, we deliver a special result.
Theorem 1.2. Let Xi , i  1 be ENOD r.v.s. with common distribution F on (−∞,∞) and ﬁnite positive mean λ−1 . If E(X−1 )p < ∞ for
all p > 0, then for any r > 0,
E
∣∣t−1Λ(t) − λ∣∣r → 0, (1.12)
hence {(t−1Λ(t))r: t  t0} are uniformly integrable for some t0 > 0 and
E
(
Λ(t)
)r ∼ (λt)r . (1.13)
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If Xi , i  1 are WOD but not ENOD r.v.s., we further assume that E(X+1 )p < ∞ for some p  2 and the conditions (1.7) and (1.8)
hold for some c > 0, then (1.12) and (1.13) still hold.
For M(t), we have the same conclusions.
For the general case, we give a not very desirable result.
Theorem 1.3. Let Xi , i  1 be ENOD r.v.s. with common distribution F on (−∞,∞) and ﬁnite positive mean λ−1 . If r is a positive
integer and E(X−1 )r+1 < ∞, then (1.13) holds. If r > 0 and E(X−1 )[r]+2 < ∞, then (1.13) holds, where [r] is the integer part of r.
If Xi , i  1 are WOD but not ENOD r.v.s., we further assume that E(X+1 )r+1 < ∞ for a positive integer r or E(X+1 )[r]+2 < ∞ for
a positive r > 0. Assume that the conditions (1.7) and (1.8) hold for some c > 0, then (1.13) still holds.
At last, we extend Theorem 1.A(i). We will use the notation g(x)↓ for a positive function g(x) if there is a ﬁnite positive
constant a such that g(x) ag(y) for all 0 y < x < ∞.
Theorem 1.4. Let Xi , i  1 be WOD r.v.s. with common distribution F on (−∞,∞) and ﬁnite positive mean λ−1 . Suppose that there
exist some non-decreasing positive function g(x) for x 0 and some constant 0 < κ < 1 such that E|X1|g(|X1|) < ∞, x−κ g(x)↓ and
for any n 1, max{gU (n), gL(n)} g(n), then
lim
n→∞n
−1
n∑
i=1
Xi = λ−1 a.s., (1.14)
hence
N(t) ∼ λt a.s., (1.15)
M(t) ∼ λt a.s. (1.16)
and
Λ(t) ∼ λt a.s. (1.17)
Remark 1.2. It is well known that if E|X1| < ∞, there must exist an even function g(x) such that g(x) ↑ ∞, x → ∞ and
E|X1|g(X1) < ∞. Hence Theorem 1.4 covers the corresponding result for ENOD r.v.s.
Remark 1.3. From Theorems 1.1–1.4, we know that the higher the ﬁnite moment of X1, the lager the scope of dominating
coeﬃcients of WOD r.v.s.; the lower the ﬁnite moment of X1, the smaller the scope of dominating coeﬃcients of WOD r.v.s.
If one only has E|X1| < ∞, then the scope of dominating coeﬃcients of WOD r.v.s. is very limited.
The rest of this paper is organized as follows: we will prove Theorem 1.1 in Section 2, Theorems 1.2 and 1.3 in Section 3
and Theorem 1.4 in Section 4.
2. Proof of Theorem 1.1
To prove Theorem 1.1, we need some lemmas.
Lemma 2.1. Let Yi , i  1 be WUOD r.v.s. with common distribution G on (−∞,∞) and zero mean. Let the dominating coeﬃcients
gU (n), n 1 satisfy (1.5) with any ﬁnite positive constant a and b = 1. If E exp{αY1} < ∞ for some α > 0, then for any ε > 0, there
exist a ﬁnite positive constant c and a positive integer n0 such that for all n n0 and x εn, it holds uniformly that
P
(
n∑
i=1
Yi > x
)
 exp{−cx}. (2.1)
Proof. Since EY1 = 0, we have EesY1  1+ sEY1 = 1 for all 0 < s α. Given any ε > 0, by Markov’s inequality and (1.4), we
know that for any 0 < s α and x εn, n 1,
P
(
n∑
i=1
Yi > x
)
 e−sxE exp
{
s
n∑
i=1
Yi
}
 gU (n)exp
{
n log EesY1 − sx}
 gU (n)exp
{
x
(
1
log EesX1 − s
)}
. (2.2)ε
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f ′(s) = 1
ε
EY1esY1
EesY1
− 1.
It is easy to see that f (0) = 0, f ′(0)−1, hence there exists some s0 ∈ (0,α) such that f (s0) < 0. Taking s = s0 in (2.2),
we have
P
(
n∑
i=1
Yi > x
)
 gU (n)e f (s0)x. (2.3)
Taking any 0 < c < − f (s0) and setting a = −( f (s0) + c)ε, b = 1 in (1.5), we can ﬁnd some n0  1 such that for all n  n0
and x εn,
gU (n) e−( f (s0)+c)εn  e−( f (s0)+c)x. (2.4)
Combining (2.3) and (2.4) yields (2.1). 
Lemma 2.2. Let Xi , i  1 be WLOD r.v.s. with common distribution F on (−∞,∞) and positive ﬁnite mean λ−1 . If E exp{αX−1 } < ∞
for some 0 < α < ∞ and (1.6) holds for all a > 0 and b = 1, then for any δ > 0, there exists some γ > 0 such that
E exp
{
γ N(t)
}
1
(
N(t) > (1+ δ)λt)→ 0, (2.5)
E exp
{
γΛ(t)
}
1
(
Λ(t) > (1+ δ)λt)→ 0 (2.6)
and
E exp
{
γ M(t)
}
1
(
M(t) > (1+ δ)λt)→ 0. (2.7)
Proof. We ﬁrst deal with (2.5). By the deﬁnition of N(t), we know that there exists some γ > 0 which will be speciﬁed
later such that
ϕδ(t) ≡ E exp
{
γ N(t)
}
1
(
N(t) > (1+ δ)λt)
=
∑
k>(1+δ)λt
eγ k P
(
N(t) = k)

∑
k>(1+δ)λt
eγ k P (Sk  t)
=
∑
k>(1+δ)λt
eγ k P
(
k∑
i=1
(−Xi + λ−1)−t + kλ−1
)

∑
k>(1+δ)λt
eγ k P
(
k∑
i=1
(−Xi + λ−1)> kλ−1δ(1+ δ)−1
)
. (2.8)
Set Yi = −Xi + λ−1, then EYi = 0, i  1 and
E exp{αY1} exp
{
αλ−1
}
E exp
{
αX−1
}
< ∞.
By Proposition 1.1(i) we know that Yi , i  1 are WUOD, hence by Lemma 2.1 and (2.8), there exists some constant c > 0
such that when t is large enough, we have
ϕδ(t)
∑
k>(1+δ)λt
exp
{−k(cλ−1δ(1+ δ)−1 − γ )}.
Choosing a constant γ properly such that 0< γ < cλ−1δ(1+ δ)−1, we get (2.5).
By (2.5) and (1.1), we get (2.6) and (2.7) immediately. 
Lemma 2.3. Let the conditions of Lemma 2.2 be valid, then for any β > 0, there exists some t0 > 0 such that {exp{βt−1N(t)}: t  t0},
{exp{βt−1Λ(t)}: t  t0} and {exp{βt−1M(t)}: t  t0} are uniformly integrable.
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conditions of Lemma 2.2 are valid, there is some γ > 0 such that (2.5) holds. For such γ > 0 and any β > 0, set t0 = βγ −1.
Taking any function f satisfying 0 < f (x) ↑ ∞ and x−1 f (x) → 0 as x → ∞, it is easy to see that for any δ > 0, there exists
some x1  (1 + δ)λβ such that when x  x1, f (x)  t0 and x  t−10 β(1 + δ)λ f (x) hold simultaneously. We consider the
following quantity:
sup
tt0
E exp
{
βt−1N(t)
}
1
(
βt−1N(t) > x
)≡ sup
tt0
gβ,t(x) =max
{
sup
t0t f (x)
gβ,t(x), sup
t> f (x)
gβ,t(x)
}
≡max{I1,β(x), I2,β (x)}. (2.9)
We ﬁrst deal with I1,β(x). By t  t0 = βγ −1, t  f (x), x t−10 β(1+ δ)λ f (x) we know
I1,β(x) sup
t0t f (x)
E exp
{
γ N(t)
}
1
(
N(t) > t0β
−1x
)
 E exp
{
γ N
(
f (x)
)}
1
(
N
(
f (x)
)
> (1+ δ)λ f (x)),
hence by (2.5), for any ε > 0, there exists some x2  x1 such that when x x2,
I1,β(x) <
ε
2
. (2.10)
We then deal with I2,β (x). By t  t0 = βγ −1, x x1  (1+ δ)λβ ,
I2,β(x) sup
t> f (x)
E exp
{
γ N(t)
}
1
(
N(t) > tβ−1x
)
 sup
t> f (x)
E exp
{
γ N(t)
}
1
(
N(t) > (1+ δ)λt).
Still by (2.5), for the above ε, there exists some x3  x2 such that when x x3,
I2,β(x) <
ε
2
. (2.11)
The uniform integrability of {exp{βt−1N(t)}: t  t0} then follows from (2.9), (2.10) and (2.11). 
Lemma 2.4. (i) Let Xi , i  1 be ENOD r.v.s. with common distribution F on (−∞,∞). Then limn→∞ n−1∑ni=1 Xi = λ−1 a.s. for some
constant λ ∈ (−∞,+∞), if and only if E|X1| < ∞, and for each case λ−1 = E X1 .
(ii) Under the conditions of (i), (1.15), (1.16) and (1.17) hold.
Proof. (i) is due to Chen et al. [2], and (ii) is a direct consequence of (i) and Anscombe’s theorem. 
Proof of Theorem 1.1. We ﬁrst prove (1.9). If Xi , i  1 are ENOD r.v.s., then by Lemma 2.4(ii), exp{βt−1N(t)} → exp{βλ}
a.s. for any β > 0. Moreover, the condition (1.6) holds naturally for all a > 0 and b > 0. Hence by Lemma 2.3,
{exp{βt−1N(t)}: t  t0} are uniformly integrable for the above β > 0 and some t0 > 0. Combining the above two facts
we get (1.9).
If Xi , i  1 are WOD but not ENOD r.v.s., then by E exp{αX+1 } < ∞ and Lemma 2.1, for any ε > 0 and n large enough,
there exists a ﬁnite positive constant c1 such that
P
(
n∑
i=1
(
Xi − λ−1
)
> εn
)
 e−c1εn. (2.12)
On the other hand, by E exp{αX−1 } < ∞ and Lemma 2.1, for the above ε > 0 and n large enough, there exists a positive
constant c2 such that
P
(
−
n∑
i=1
(
Xi − λ−1
)
> εn
)
 e−c2εn. (2.13)
Hence by (2.12), (2.13) and the Borel–Cantelli Lemma, we have
lim
n→∞n
−1
n∑
i=1
Xi = λ−1 a.s., (2.14)
which, combined with Anscombe’s theorem, implies N(t) ∼ λt a.s. Thus, for any β > 0, it holds that
exp
{
βt−1N(t)
}→ exp{βλ} a.s.
The rest part is similar to the ENOD case and is omitted.
(1.10) and (1.11) can be proved similarly. 
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Our proofs will use a weighted basic renewal theorem which is similar to Theorem 6.2.1 of Rolski et al. [13]. But the
corresponding object of the latter is the renewal process with non-negative i.i.d. increments. So we need to extend the
above-mentioned result to the case of random walk with WUOD increments. To do this, we ﬁrst need to extend a classical
one-sided result on complete convergence from i.i.d. case to WUOD case. For convenience, we here only give a relatively
brief but useful result.
Lemma 3.1. Let Yi , i  1 are WUOD r.v.s. with common distribution G on (−∞,∞) and zero mean. If E(Y+1 )p < ∞ for some p  2
and (1.7) holds for some c > 0, then for any ε > 0,
∞∑
n=1
np−2P
(
n∑
i=1
Yi > εn
)
< ∞. (3.1)
Lemma 3.1 is an easy consequence of Corollary 2.1(a) of Chen et al. [3]. It is suﬃcient to notice that the constant K in
(2.14) of Chen et al. [3] is related to the dominating coeﬃcient gU (n) through the expression on the bottom of p. 915 of
Chen et al. [3].
Next, we extend Theorem 6.2.1 of Rolski et al. [13]. For the same reason, we only give a brief result.
Lemma 3.2. Let Xi , i  1, are WLOD r.v.s. with common distribution F on (−∞,∞) and positive ﬁnite mean λ−1 . If E(X−1 )p < ∞ for
some p  2 and (1.8) holds for some c > 0, then
A(p, t) ≡
∞∑
n=1
np−2P (Sn  t) ∼ (p − 1)−1(λt)p−1. (3.2)
Remark 3.1. We point out that Wang et al. [14] once extended Theorem 6.2.1 of Rolski et al. [13], where the condition
E exp{αX−1 } < ∞ for some α > 0 was requested. Here, we give a more precise description.
Proof. For some p  2, let an = np−2, n 1, then {an: n 1} satisﬁes the following conditions:
lim
δ↓0 limsupr→∞
∑[(r+1)(1+δ)]
n=r+1 an∑r
n=1 an
= 0
and
∞∑
n=1
ans
n < ∞ for all |s| < 1.
So by the proof of Theorem 6.2.1 of Rolski et al. [13], to prove (3.2), we need only to prove that for any ε > 0,
∞∑
n=1
np−2P
(
Sn − nλ−1 < −nε
)= ∞∑
n=1
np−2P
(
n∑
i=1
(−Xi + λ−1)> εn
)
< ∞. (3.3)
Since Xi , i  1 are WLOD, by Proposition 1.1(i) we know Yi = −Xi + λ−1, i  1 are WUOD. Furthermore, EY1 = 0 and
E
(
Y+1
)p = O (1)E(X−1 )p < ∞.
Hence by Lemma 3.1, we get (3.3). This ends the proof. 
From Lemma 3.2, we can get the following corollary directly.
Corollary 3.1. Let the conditions of Lemma 3.2 be valid, then we have the following two results.
(i) If p > 2, then for any 2 p′ < p,
A
(
p′, t
)= o(1)A(p, t).
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A(t) =
∞∑
n=1
an P (Sn  t) ∼ cA(p, t)
∼ c(p − 1)−1(λt)p−1.
Now we prove Theorems 1.2 and 1.3 respectively.
Proof of Theorem 1.2. We assume that r is any positive integer, then
E
(
Λ(t)
)r = E
( ∞∑
n=1
1(Sn  t)
)r
= E
( ∞∑
n=1
1(Sn  t) + 2!
∞∑
n1=2
n1−1∑
n2=1
1(Sn1  t, Sn2  t) + · · ·
+ r!
∞∑
n1=r
n1−1∑
n2=r−1
· · ·
nr−1−1∑
nr=1
1(Sn1  t, Sn2  t, . . . , Snr  t)
)
. (3.4)
Notice that r + 1 2, so by (3.4), Corollary 3.1 and Lemma 3.2, we have
E
(
Λ(t)
)r  E
(
Λ(t) + 2!
∞∑
n1=2
(
n1 − 1
1
)
1(Sn1  t) + · · · + r!
∞∑
n1=r
(
n1 − 1
r − 1
)
1(Sn1  t)
)
∼ r
∞∑
n=r
n(r+1)−2P (Sn  t)
∼ (λt)r . (3.5)
By (3.5), there exists some t0 > 0 such that the integrations of (t−1Λ(t))r are uniformly bounded for t  t0, which means
E
(
t−1Λ(t)
)r  2λr . (3.6)
If Xi , i  1, are ENOD r.v.s., then by Lemma 2.4, (1.17) holds. Hence for all 0 < r′ < r,
E
∣∣t−1Λ(t) − λ∣∣r′ → 0. (3.7)
Now (1.12) follows from (3.7) and the arbitrariness of r, hence {(t−1Λ(t))r : t  t0} are uniformly integrable and (1.13)
follows.
If Xi , i  1 are WOD but not ENOD r.v.s., then for any ε > 0, by E(X+1 )p < ∞ for some p  2 and Lemma 3.1, we have
∞∑
n=1
P
(
n∑
i=1
(
Xi − λ−1
)
> εn
)
< ∞, (3.8)
while by E(X−1 )p < ∞ for any p > 0 and Lemma 3.1, we have
∞∑
n=1
P
(
−
n∑
i=1
(
Xi − λ−1
)
> εn
)
< ∞. (3.9)
Hence by (3.8), (3.9) and the Borel–Cantelli Lemma, we have
lim
n→∞n
−1
n∑
i=1
Xi = λ−1 a.s. (3.10)
The rest part is similar to the ENOD case. 
Proof of Theorem 1.3. Suppose r is a positive integer, then by the proof of Theorem 1.2, (3.5) holds. On the other hand, for
b enough large, set
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n∑
i=1
Xi,b, n 1.
Let λ−1b = E X1,b , then
λb  λ and λb ↑ λ as b → ∞.
So we can assume 0 < λb < ∞ without loss of generality. Notice that
E
(
X−1,b
)p
< ∞ for all p > 0.
If Xi , i  1, are ENOD r.v.s., then Xi,b , i  1 are still ENOD. Hence by Theorem 1.2,
E
(
Λ(t)
)r  E
( ∞∑
n=1
1(Sn,b  t)
)r
∼ (λbt)r . (3.11)
Letting λb ↑ λ in (3.11) and combining with (3.5), we get (1.13) immediately.
If Xi , i  1 are WOD but not ENOD r.v.s., then Xi,b , i  1 are still WOD. Hence by E(X+1 )r+1 < ∞ and Theorem 1.2, (3.11)
still holds, then (1.13) follows in a same way.
If r > 0 and E(X−1 )[r]+2 < ∞, then by the proof above, we get
E
(
Λ(t)
)[r]+1 ∼ (λt)[r]+1.
Which, combined with (3.10), yields (1.13). 
4. Proof of Theorem 1.4
If Xi , i  1 are ENOD r.v.s., then (1.14) is due to Chen et al. [2]. If Xi , i  1 are WOD but not ENOD, then we follow the
line of their proof of the suﬃciency part of Theorem 1.1 and we ﬁnd that the only thing left is to conﬁrm the ﬁniteness of
the following two quantities:
∑
1
=
∞∑
n=1
α−δng
([
αn
]) ∫
|y|vεαn
|y|1+δ F˜+(dy)
and
∑
2
=
∞∑
n=1
[
αn
]
g
([
αn
])
P
(∣∣X+1 − μ+∣∣> vε[αn]),
where α > 1, 0 < δ  1, 0 < v < 1, ε > 0, μ+ = E X+1 are the same as in Chen et al. [2] and F˜+ is the distribution of
X+1 − μ+ .
We ﬁrst show the ﬁniteness of
∑
1. By the conditions of the theorem and Remark 1.4, we know that
∑
1

∞∑
n=1
α−δng
(
αn
) ∫
|y|vεαn
|y|1+δ F˜+(dy)

∞∫
−∞
( ∑
n(logα |y|−logα vε)∨1
α−δng
(
αn
))|y|1+δ F˜+(dy)
= O (1)
∞∫
−∞
α−δ(logα |y|−logα vε)g
(
αlogα |y|−logα vε
)|y|1+δ F˜+(dy)
= O (1)
∞∫
−∞
|y|−δ g(|y|)|y|1+δ F˜+(dy)
= O (1)E∣∣X+1 − μ+∣∣g(∣∣X+1 − μ+∣∣)< ∞.
Next, we show the ﬁniteness of
∑
2. Still by the conditions of the theorem, we know that
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2

∞∑
n=1
[
αn
]
g
([
αn
]) ∞∑
k=n
P
(
vε
[
αk
]
<
∣∣X+1 − μ+∣∣ vε[αk+1])

∞∑
k=1
k∑
n=1
[
αn
]
g
([
αn
])
P
(
vε
[
αk
]
<
∣∣X+1 − μ+∣∣ vε[αk+1])
= O (1)
∞∑
k=1
[
αk
]
g
([
αk
])
E1
([
αk
]
<
|X+1 − μ+|
vε

[
αk+1
])
= O (1)
∞∑
k=1
E
|X+1 − μ+|
vε
g
( |X+1 − μ+|
vε
)
1
([
αk
]
<
|X+1 − μ+|
vε

[
αk+1
])
= O (1)E∣∣X+1 − μ+∣∣g(∣∣X+1 − μ+∣∣)< ∞.
This ends the proof of (1.14).
(1.15)–(1.17) follow from (1.14) and Anscombe’s theorem. 
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