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Abstract. – As a test of the time-dependent local-density approximation (TDLDA), we
study the 1Σ+g → 1Σ+u excitation of H2 as a function of the nuclear distance d. We ﬁnd rather
accurate results for intermediate d but not for small and large d. At large d, TDLDA fails due
to the strong non-locality and energy dependence of the exact functional. The spin-dependent
formalism gives a qualitative improvement for large d. To analyze the results, we compare with
the 2s → 2p excitation for He, Li and Be for small and intermediate d and with the Hubbard
model for large d. The fairly accurate results for Li and Be are related to the accuracy of the
ground-state formalism for a few electrons.
The traditional density functional (DF) formalism [1] is limited to ground-state properties.
The time-dependent density-functional formalism [2, 3] can, however [3–5], be used to obtain
excitation energies. This method has in particular been applied to atoms and molecules [4,6–8].
It has been found that already the time-dependent local density approximation (TDLDA) gives
rather accurate results for these systems.
The purpose of this paper is to obtain a better understanding of the TDLDA. We therefore
apply the TDLDA to the H2 molecule and study the accuracy as a function of the nuclear
separation d. Separations away from equilibrium are interesting for the study of dynamical
properties of molecules. This system can also give some indications of the accuracy of TDLDA
for atoms at surfaces in the so-called surface molecule limit [9]. H2 is a good test case, since
there are essentially exact results [10] available, with which we can compare. We ﬁnd that
the accuracy is rather good for intermediate d, while it is less good for small d. For large
d the TDLDA fails qualitatively. The spin-dependent version (TDLSDA) gives a qualitative
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Fig. 1 – The excitation energy ∆E for the transition from the 1Σ+g state to the
1Σ+u state as a function
of the nuclear separation d. LDA is the eigenvalue diﬀerence in LDA.
improvement in this limit, but is still not very accurate. For large d, the results can be
understood by comparing an exact and a TDLDA calculation for a two-site Hubbard model.
For small d the H2 molecule is closely related to two-electron atoms. We therefore study atoms
with one and two valence electrons, and relate the TDLDA to the ground-state local density
approximation (LDA) for these systems. The accuracy of the TDLDA for such systems can
then be understood in terms of the accuracy of the LDA for the ground-state properties.
Similar results for H2 have been obtained earlier by Casida et al. [11] and by Gritsenko et
al. [12], but analyzed in diﬀerent frameworks. These publications also addressed the triplet
excitation not treated here. We do not consider gradient corrections, since it has been found
that these do not in general improve the response function [13].
To obtain excitation energies, one focuses on the response function [4, 5]. In matrix form
it is given by
χ = χ0 + χ0
(
v + fxc
)
χ, (1)
where χ0 is the response function of non-interacting electrons moving in the ground-state
Kohn-Sham potential, v is the Coulomb interaction and fxc(r) = δvxc[ρ]/δρ(r) is a functional
derivative of the exchange correlation potential. The poles of χ give excitation energies [4].
We ﬁrst discuss the treatment of the H2 molecule. The response function χ0 is expressed
in terms of the solutions of the Schro¨dinger-like Kohn-Sham equation in the LDA. Due to the
azimuthal symmetry of H2, the ground state only depends on the z- and ρ-coordinates, which
are discretized on a non-uniform mesh [14]. Expressing the kinetic energy operator as a ﬁnite
diﬀerence, the Kohn-Sham equation is replaced by a matrix problem. The eigenvalues and
eigenvectors are found and χ0 is calculated. The full response function χ is then obtained by
inverting a matrix problem corresponding to eq. (1).
The results are shown in ﬁg. 1. For small d (≤ 1.5a0) the LDA eigenvalue diﬀerences and
the TDLDA are similar, both being smaller than the exact result [10]. For these values of d,
the antibonding state is unbound in the LDA, and therefore extended. TDLDA then gives
a small correction to the LDA eigenvalue diﬀerence. In the exact calculation, on the other
hand, the excited electron is bound (for d ≥ 1). This may be the reason why TDLDA is not
so accurate for these separations. This failure of the LDA to give a bound antibonding state is
due to the poor cancellation of the electron self-interaction by the exchange-correlation (XC)
potential, illustrated by the poor eigenvalue for a free H atom [15]. For intermediate values
of d, TDLDA is rather accurate, substantially more accurate than LDA. For large separations
the TDLDA fails, giving a much too small excitation energy in agreement with previous results
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obtained by Casida et al. [11] and by Gritsenko et al. [12]. In this limit the LDA eigenvalue
diﬀerence gives a very poor result, going to zero for d →∞. The same should be true for the
TDLDA, giving a qualitative failure in this limit.
For d > 3a0, the spin-dependent LDA (LSDA) gives a spin-polarized solution, where the
two H atoms have the opposite polarization [16]. Although the spin-polarized solution does
not have the correct spin symmetry (not a pure singlet), it describes this strongly correlated
situation better in several respects. Figure 1 shows that TDLSDA improves the excitation
energy for large d, staying ﬁnite for d → ∞. In spite of this qualitative improvement, the
TDLSDA result is still much too small.
To discuss large d’s, we use a two-site Hubbard model
H = −t
∑
i,j,σ
c†iσcjσ + U
∑
i
ni↑ni↓, (2)
where i and j run over the values 1 and 2, t is a hopping integral and U ≡ 〈ii|1/r|ii〉 is the
Coulomb repulsion between two electrons on the same atom. Here
〈
ij
∣∣∣1
r
∣∣∣kl〉 = ∫ d3r d3r′φi(r)φj(r) 1|r − r′|φk(r′)φl(r′),
where φi is a 1s function on site i. The on-site energy is put equal to zero. This model can be
obtained by using a basis set consisting of just one 1s state on each atom and neglecting all
Coulomb integrals except U . For this two-site system, the Coulomb integral V = 〈11|1/r|22〉
can be easily renormalized into the value of U , U → U − V and the neglect of V is therefore
not serious. However, there are also other Coulomb integrals, e.g., of the type J = 〈12|1/r|12〉,
which are important for small and intermediate d. The Hubbard model is therefore a bad
representation of H2 for such values of d. We introduce a LDA for the Hubbard model. Since
the spin density nσ(r) is the basic variable in the normal DF formalism, we use the spin
occupation number niσ of the orbital i as the basic variable here [17]. We then write the XC
energy functional as
Exc{niσ} = CU
∑
iσ
n
4/3
iσ , (3)
neglecting the small modiﬁcations of the exchange only exponent 4/3 by correlation eﬀects.
We choose C = 1/2, which makes (3) correct for a spin-polarized H atom, since the LDA gives
a rather accurate XC energy for a H atom.
The two-site Hubbard model can be solved exactly, by considering all conﬁgurations. The
excitation energy to the optically allowed state is
∆Eex =
U
2
[
1 +
√
1 + 16
(
t
U
)2]
= U + 4
t2
U
+ tO
(
t3
U3
)
.
The only one-particle excitation connects the bonding and antibonding orbitals. χ0 is then
expressed in terms of products of these orbitals. Taking a matrix element of (1) between such
a product, we obtain
∆ETDLDA =
√
(ω0)2 + 4ω0(U˜ + f˜xc)
= ω0 + 2
(
U˜ + f˜xc
)
+ ω0O
[(
U˜ + f˜xc
ω0
)2]
, (4)
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Fig. 2 – The excitation energy ∆E of the two-site Hubbard model as a function of U/(2t) in the exact
calculation, the TDLDA, TDHFA and RPA.
where ω0 is the eigenvalue diﬀerence for the two orbitals and U˜ and f˜xc are matrix elements
between the orbital product of the Coulomb interaction and fxc, respectively. Here ω0 = 2t,
U˜ = U/2 and f˜xc = −0.176U . Table I summarizes the results in the limit U/t  1. In this
limit the exact f˜ exxc ≈ −U/4, with only a weak energy dependence. We have also studied
the time-dependent Hartree approximation or equivalently the random phase approximation
(RPA), where fxc ≡ 0, as well as the time-dependent Hartree-Fock approximation (TDHFA).
In this limit the RPA gives a much too large result, due to the unphysical self-interaction,
while the self-interaction–free TDHFA gives the correct result. In TDLDA only a small part
of the self-interaction is cancelled, and the RPA is not much improved.
The cancellation of the self-energy is fairly good for the XC energy (here by construction
exact for a H atom), but poor for the TDLDA in the problem considered. The reason is the
diﬀerent density dependences in the approximate and exact exchange energies. In the LDA
the density enters with the (approximate) power 4/3, while in the exact XC energy it tends to
have the power two. For instance, for unpolarized states of the two-site Hubbard model, the
exact exchange energy is −U ∑iσ n2iσ/2, since in this case it just cancels the self-interaction.
Taking the ﬁrst density derivative to obtain the XC potential then gives a prefactor 4/3 in
the LDA but a prefactor 2 in the exact treatment. If the LDA XC energy was accurate, this
then means that the XC potential is not. This was illustrated for the H atom [15]. To obtain
fxc we have to take another density derivative. This gives a prefactor 1/3 in the TDLDA but
unity in the exact treatment. The error in fxc is then even larger, as illustrated in table I.
The limit U/t  1 corresponds to small values of d for the H2 model. Then the Hubbard
model is not a good model of H2, due to the importance of other Coulomb integrals than U .
Figure 2 shows the results of the Hubbard model. The results for U/(2t) < 1 were discussed
in table I. For larger values of U/t, the exact excitation energy is substantially larger than
Table I – The excitation energy of the two-site Hubbard model according to various approximations
for U/t 1.
Method Excitation energy
LDA 2t
RPA 2t + U
TDLDA 2t + 0.82U
TDHFA 2t + 0.5U
Exact 2t + 0.5U
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the result of the RPA or TDLDA. This is not due to the missing cancellation of the self-
interaction, as illustrated by the poor TDHFA result. In this limit the exact excitation energy
is of the order U while the RPA and TDLDA results are ∼ √Ut. This can be traced back to
the structure of eq. (1), the fact that χ0(ω) ∼ 1/[ω2−ω20 ] and that ω0 → 0. This explains the
failure of the TDLDA for large separations. We obtain
f˜ exxc (ω) = −
1
2
(U + t) +
∆Eex
8α2
+
ω2
8
(
1
t
− 1
α2∆Eex
)
, (5)
where α2 = (1−U/√U2 + 16t2)/2. For U/t  1, f˜ exxc (ω) has a very strong energy dependence,
i.e., f˜ exxc (ω = 0) ∼ U3/t2 and f˜ exxc (ω = ∆Eex) ∼ U2/t. While the dependence on U is linear
for U  t, as expected, it becomes very strong for U  t. Similar results were obtained by
Gritsenko et al. [12], who derived their results from a Heitler-London Ansatz. In the LDA we
ﬁnd f˜xc ∼ −U . In this limit, the TDLDA then gives a f˜xc which has not just an incorrect
dependence on U but even the wrong sign.
For the spin-polarized case and large d, the excitation energy is the eigenvalue diﬀerence
ω0, which in this limit is the diﬀerence between the spin-up and spin-down eigenvalues for
a spin-polarized atom. Since this diﬀerence is ﬁnite, it is a qualitative improvement. The
excitation energy is, however, still substantially too small.
For d → 0, H2 reduces to He atom and the bonding and antibonding orbitals approach
1s and 2p orbitals, respectively. The TDLDA gives essentially no correction to the eigenvalue
diﬀerence for the He 1s → 2p transition, due to the small overlap between the 1s and 2p wave
functions. This is consistent with the results in ﬁg. 1, where the TDLDA correction is further
reduced by the fact that the antibonding LDA solution is unbound for d ∼ 1a0.
For a somewhat larger d, the extent of the bonding and antibonding orbitals becomes
comparable. It is then more natural to compare with Be, where 2s and 2p orbitals have a
comparable extent. We assume that radial parts are identical, which is a very good approxi-
mation [18]. Considering the exchange only approximation and neglecting the core electrons,
the integrals of v and fx can be easily calculated. Using Slater orbitals [19], we ﬁnd that the
integrals are 0.161λ and 0.069λ, respectively, where λ is the exponent in the Slater orbital.
Using the LDA value for the diﬀerence of the 2p and 2s orbital energies, ω0 = 0.257Ryd,
we obtain the TDLDA result 0.398Ryd for the 2s to 2p excitation. The full TDLDA calcu-
lation gives 0.363Ryd [8], the diﬀerence being due to the neglect of other excitations in the
treatment above and the simplicity of the model. Using the same simpliﬁed formalism, we
ﬁnd that the excitation energy in the TDHFA is 0.386Ryd, close to the experimental result
0.388Ryd. These considerations illustrate that the model is fairly accurate, and we now use
it to analyze why the TDLDA itself is rather accurate.
We consider a Be atom and calculate f˜x:
f˜Bex =
∂2Enpx (n)
∂n2
=
1
2
∂2Epx(n)
∂n2
≈
≈ 1
2
[
Epx(3) + E
p
x(1)− 2Epx(2)
]
, (6)
where Enpx (n) and E
p
x(n) are the exchange energies of n electrons which are non–spin-polarized
and spin-polarized, respectively. The ﬁrst equality of (6) follows, since Be is non–spin-
polarized, and the second equality follows from direct calculation. Ground-state energies
of the type (6), where the shells are systematically ﬁlled up, are fairly well reproduced by
the LDA [18], and we expect f˜Bex to be fairly accurate. Since correlation eﬀects are small for
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the spin-polarized system, we expect the left-hand side of (6) to be similar to the HF result,
which is
EHFx (3) + E
HF
x (1)− 2EHFx = −
1
3
G1(2s, 2p). (7)
Here G1(2s, 2p) = 〈2s, 2p|1/r|2s2p〉 is a Slater integral. Thus f˜x ≈ −G1(2s, 2p)/6. We
furthermore have that U˜ = G1(2s, 2p)/3. Assuming that the LDA eigenvalue diﬀerence ω0 =
ε2p − ε2s is the same as the Hartree diﬀerence, we obtain the exact excitation energy
∆E = ω0 +
1
3
G1(2s, 2p). (8)
If (6) is fulﬁlled and if U˜ + f˜x  ω0, the TDLDA expression (4) is reduced to exactly (8).
Thus we can understand why TDLDA is rather accurate for Be.
It is interesting to also analyze Li. Since Li has just one valence electron and is spin-
polarized, f˜x obtains an extra factor of two compared with the Be case. If the last part of
eq. (6) is satisﬁed, we ﬁnd that U˜ + f˜Lix = 0, and the excitation energy is ω0. Since the eﬀect
of the core is small, ω0 should be close to the excitation energy. Thus if TDLDA is rather
accurate for Be, the same should also be true for Li, as is indeed observed [4, 7, 8].
We observe the diﬀerence between the Hubbard model and the Be atom. In the Hubbard
model, the diﬀerent density dependencies of the exact and LDA model exchange energies lead
to the large error in the limit U  t. One might have expected similar problems in relating
eqs. (6), (7), since we would expect the exact exchange energy to be ∼ n2I¯, where n is the
number of electrons and I¯ is an average exchange integral. However, I¯ decreases with n in
such a way that the n dependence is approximately n4/3 [18]. This is due to the increase in the
number of nodes as states with higher values of the orbital quantum number l are occupied.
This is crucial for the fairly accurate TDLDA results for Li and Be. The same happens for
H2 at intermediate d, since the antibonding orbital has an extra node. The eﬀect is absent in
the Hubbard model, due to the neglect of various Coulomb integrals which are important at
small d. For larger values of d, however, these integrals are less important and the Hubbard
model much more relevant.
It is very interesting to study the 2s → 2p transition in the F atom, since the LSDA gives
an exceptionally large error (about 0.20Ryd [18]) in the energy for this transition. This is
due to the large diﬀerence in exchange interaction between a 2s and a 2p electron on the
one hand, and the interaction between two 2p electrons on the other hand, which cannot be
described. In contrast, this transition is rather accurately described in the ﬁrst half of ﬁrst
row. In the TDLDA we ﬁnd the energy 1.47Ryd for the 2s → 2p transition of F compared
with the experimental result 1.53Ryd. The error, 0.06Ryd, is relatively small, much smaller
than in the LSDA ∆ SCF calculation (0.20Ryd) or from the eigenvalue diﬀerence (0.19Ryd).
We have shown that the TDLDA gives a rather accurate description of the 1Σ+g → 1Σ+u
excitation for intermediate nuclear separations d. For large d’s the TDLDA fails qualitatively,
while TDLSDA gives a ﬁnite excitation energy. This behaviour was compared with the Hub-
bard model, for which we found that f˜ exxc has a strong energy dependence for U/t  1. For
small and intermediate d’s we compared with small atoms. The relatively accurate description
of the 2s → 2p excitation of Li and Be can be understood by relating it to ground-state energy
diﬀerences. Our results for H2 points towards the need of a strongly energy-dependent fxc to
be able to treat the excitation energies in both the bonding and dissociation regimes.
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