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Abstract
The advent of low cost technologies makes the use of immersive virtual environments more interesting
for several application contexts. 3D models are largely used in such environments for providing feelings
of immersion and presence in the virtual world. 3D models are normally defined in dedicated authoring
tools and then adapted to be used in the virtual environments; thus, any change in the model requires
to loop back to the authoring tool for performing the wished modification and the successive adaptation
processes. The availability of shape modification capabilities within the virtual environment can avoid the
above modification-adaptation loop. To this aim, we present our first step in the development of a 3D
modelling system in Virtual Reality. The shape modification is achieved through a cage-based deformation
approach, applied to semantically enriched meshes, carrying annotated meaningful regions, thus allowing
the direct selection and editing of significant object parts.
1 Introduction
The advances in Virtual and Augmented Reality tech-
nologies, including the improvements in the capabilities
to trace human movements and gestures at low cost
easily affordable by small companies, professionals and
even by amateurs pave the way in the development of
more natural shape interaction and modification ap-
plications usable in various industrial and leisure con-
texts. Early, immersive Virtual Reality (VR) systems
were highly expensive and only large automotive and
aeronautic companies could afford their costs. Immer-
sive VR systems were mainly used for product evalua-
tion allowing simulations at 1:1 scale differently from a
desktop screen that provides only a small size product
visualisation. Anyhow, their usage within the product
development process was and still is requiring addi-
tional efforts. The use of engineering models in VR en-
vironments involves an adaptation process which also
includes format conversion and results in loss of infor-
mation, being only the shape and few other attributes
transferred. Moreover, any further shape modification
resulting from the evaluation and simulation cannot be
done in a VR environment but requires to go back to
the original CAD (Computer-Aided Design System).
The advent of more affordable systems and less in-
trusive devices has enlarged the range of users. For
instance, it opens the possibility for companies to in-
clude end-users in product evaluation and customisa-
tion. Other industries that strongly benefit from these
new technologies are those addressing training, mar-
keting, cultural and entertainment context. In these
contexts, game engines are normally used to create in-
teractive applications. These game engines present two
modalities: the editing and the play modality.
In the edit mode, the application is created, re-
quiring the specification of the arrangement of the in-
cluded digital assets, of the user interaction function-
alities and modalities together with the corresponding
system’s responses, while in play mode the final ap-
plication is played to be used by the end-user. Also
in this case, the creation of VR applications involving
3D environments and data requires the creation of 3D
models, their translation and adaptation for their use
in the VR platform.
Similarly to the industrial product development con-
text, the modification of 3D digital shapes requires to
iterate the whole creation and preparation process, i.e.,
to go back to the 3D authoring system to apply the
required shape modification and then re-perform the
adaptation process with the consequent loss of infor-
mation (e.g., surface type or other geometry organi-
sation in terms of the constituting semantic compo-
nents). Therefore, it is clear that improving VR envi-
ronments with capabilities to modify the shape would
greatly shorten the overall application development cy-
cle. Moreover, considering that the people developing
VR application might be inexpert in 3D modelling it
would be important to provide such functionalities with
easy to use commands, possibly directly in the play
mode such that both the end-user can apply modifi-
cations to the shape according to his/her desires and
the application developer can immediately see his/her
modification. The former opportunity is of interest also
for the development of systems allowing the customi-
sation of products by customers.
In this paper, we present our initial feasibility study
to develop a 3D modelling system integrated within
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the VR environment, based on voice and gesture com-
mands. The allowed modifications of the 3D model can
either be global or local, possibly applied to semanti-
cally meaningful sub-parts of the object. Methods for
importing semantic data into the application are pre-
sented. The system has been developed using the well-
known and widespread Unity 3D game engine; gesture
tracking has been achieved using Leap Motion sensors.
This choice has been motivated by the capability of
tracing bare hand and fingers movements at limited
costs and of integrating more immersive environments
with the use of relatively low-cost head-mounted dis-
plays.
The rest of the paper is organised as follows: Sec-
tion 2 provides an overview of shape modelling tools in
VR focusing on those using Leap Motion Controller.
Section 3 introduces the adopted modelling paradigm
based on cage deformation and the aspects related to
semantic annotation of 3D meshes. Section 4 presents
a system to perform 3D model modifications in a vir-
tual reality environment, while Section 5 introduces
the developed prototype, providing some examples of
achieved results. Conclusions in Section 6 end the pa-
per summarising the achieved results, the ongoing work
and the possible future extensions and applications.
2 Related Works
During the last decade, the interest in the develop-
ment of immersive VR and AR systems for manipulat-
ing and modelling 3D environments through gestures
has increased [9,29,35]. This is also due to the techno-
logical improvement of low-cost AR/VR technologies
and gesture tracking acquisition devices.
More recent Head-Mounted Displays (HMD) have
reduced the limitation of early HMDs related to the
sense of sickness, which allowed only a short use, and
at the same time the lowering of their cost has made
wider access to immersive Virtual environments possi-
ble. Recently, most of the HMD producers have begun
to offer 3D modelling applications.
In general, the commercial systems either address
the generation of objects for games and animation or
try to integrate the CAD user interface in VR environ-
ments using controllers replacing desktop mouse pro-
viding buttons and pointing capabilities.
Shape sculpting by push and pull operations to-
gether with the combination of primitives are the main
capabilities of commercial applications, such as Sculpt-
ing [28], Oculus Medium [40], targeting the anima-
tion sector. Similarly, in the engineering field some
new applications are being developed, such as MakeVR
Pro [34], which provides a CAD-based fully immersive
3D content creation experience. It uses controllers as
3D mouse and widgets (e.g. rulers, grids) for position-
ing and combining objects, while for 3D manipulation
it adopts a smartphone-like metaphor for 2D handling.
MindeskVR [36] allows editing 3D models in a fully
immersive environment with 6 degrees of freedom. Mod-
els are edited using surface control points selected through
controllers acting as a 3D mouse. Combination of free-
hand sketching for shape generation and push-pull and
control point editing is also provided by the Gravity
Sketch [18] tool by means of controllers.
These systems are only focusing on the resulting
shape, without any consideration on its associated se-
mantics, and require the use of controllers for acting
on the shape. Similarly to other researchers [17], [48],
we argue that being able to operate on selected seman-
tically meaningful areas while simply using our hand
movements makes the interaction more natural and
pleasant.
First attempts in gesture-driven shape manipula-
tion were made using wearable and ad-hoc developed
devices or markers to fine track the hand movements
and positions, e.g. [14, 15, 26, 27, 43]. However, adding
hand tracking devices to the virtual set-up was for-
merly problematic because of the relatively high costs
of such devices.
The advent of Leap Motion Controller (LMC), able
to detect and trace the full hand and the fingers’ joints,
allows capturing fine bare hand gestures when hands
are not overlapping or movements are not performed
in the orthogonal direction of the LMC. The additional
benefit of being easily transportable, the simplicity of
their use and the lack of interference with the users’
gestures aligns well with the goal to achieve intuitive
interaction. For these reasons, LMC inspired a large
number of gestural interface studies in recent years.
Various works address the manipulation, e.g. ro-
tation, translation and limited modification in size of
3D objects. Among them, in [21] the user can manip-
ulate 3D holographic objects in AR environments us-
ing the Microsoft Hololens in the real environment’s
scale. The designed holographic objects can be as-
sembled/disassembled interacting with the real envi-
ronment surfaces. Then, the obtained objects can be
exported into a proper file format to be automatically
produced by a 3D printer.
[33] adopted LMC to browse, inspect and deform
the results of a 3D CAD assembly search engine in an
immersive environment provided by HTC Vive HMD.
Using a combination of voice and gesture commands,
the user can easily browse and select the assemblies
most similar to a query one; visualise the correspond-
ing parts; select, move and resize assemblies or their
constituent parts to better inspect their content.
Among the work devoted to effective shape mod-
elling, Vinayak and Ramani [48] developed a system
for modelling and shaping pottery objects using LMC.
In this work, they address the problem of determining
how the shape and motion of a user’s hand and fingers
geometrically relates to the user’s intent of deforming a
shape. Thus, they consider that the expression of user
intent in the shaping processes can be derived from the
geometry of contact between the hand and the manip-
ulated object. The developed system supports the user
in modelling the shape of a pot as a gradual and pro-
gressive convergence of the pot’s profile to the shape
of the user’s hand represented as a point cloud; each
point in the hand’s point cloud attracts a local region
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on the pot, hence deforming the pot’s section. Thus,
in addition to the problems due to occlusions result-
ing from the camera position and hand orientation,
this approach is affected by the density of points in
the manipulating object and the resolution of the pot
mesh.
Cui et al [10] proposed a web-enabled shape mod-
elling system with mid-air free hand interactions whose
movements were captured with Leap Motion sensors.
They included sketching and various global deforma-
tions like compressing, squeezing, enlarging, twisting
and tapering. They allowed the use of either one or two
hands. To make the system more natural they included
constrained deformations and metaphors helping the
user to understand how to act, as the visualisation of
driving wheel for rotation.
Later, Cui and Sourin [11] exploited LMC for shape
modelling. To overcome the Leap Motion problems of
hand jitter, jump release, and occlusion, they proposed
the use of bi-manual interaction and the functional sep-
aration of the hands: one hand (the dominant hand)
controls 3D position and rotation, while the other hand
controls grasping and releasing. Through comparison
with commercial 3D modelling systems using mouse
and keyboard, the results of the paper prove the useful-
ness of optical hand tracking in precise 3D modelling.
Applying the clay modelling approach, Park et al.
[41] proposed a virtual figure model crafting system
aimed at allowing users to freely generate the shape of
a figure and decorate its exterior in VR using HMD.
To provide realistic crafting user experience, they pro-
posed motion grammar-based gestural input with Leap
Motion and considered the support of multiple diffi-
culty levels for user engagement.
More devoted to the engineering context, Cohen
et al. [7] used LMC to capture human gestures cor-
responding to the pinch and pull actions for flexible
manipulations on control points coordinates of NURBS
surfaces. The continuous motion of the designers’ hands
is interpreted in terms of intention and position of the
selected control points of the surfaces. Both single and
dual hands movements are developed.
All these systems are only modifying the geom-
etry, either as clay or by control elements, without
any explicit constraint or support for more meaning-
ful localisation of the deformation. Conversely, we ar-
gue, as expressed in [39] and [30], that having a more
semantic component-based arrangement of the shape
can better support end-users in the modelling activ-
ity. The semantic organisation of the virtual scene is
well recognised as a mean to better support behaviour
specification of VR elements in response to user ac-
tions [6] and [4]. [17] described a semantic model usable
for modelling purposes, highlighting its advantages for
shape modification and the potential of its integration
in game engines.
In this work, we present a starting effort to apply
cage-based deformations, which are largely used in the
animation context, to 3D models immersed in VR, pro-
viding an interaction as natural as possible to the user;
to this aim, we exploit gestures and voice commands.
Figure 1: A teapot shape with some parts of interest
annotated (colours correspond to tags) and surrounded
by the associated cage, depicted in wireframe.
The deformation process is enhanced by a semantic
component-based description of the shape to be ma-
nipulated, allowing easier selection and location of the
modifications.
3 Background: deforming seman-
tic shapes
In this work, we present our preliminary results in ap-
plying voice and gesture interactions to shape defor-
mation directly in a Virtual Environment provided by
the Unity 3D game engine. We represent 3D models as
watertight triangle meshes defined as (VM , TM ), where
VM and TM are the set of mesh vertices and trian-
gles, respectively. Furthermore, we expect models to
carry semantic information in the form of Regions of
Interest (RoIs), parts of the mesh having a meaning to
the user, annotated with additional information, e.g.,
textual tags.
There are several paradigms to express mesh defor-
mation, which differ according to the type of handles
the user can interact with. Handles are typically a few
points or line segments that can be manipulated and
which propagate the deformation to the whole shape.
Skeletons provide segment-like handles, and are the
most popular deformation metaphor in animation be-
cause they are most suitable for pose modification of
articulated shapes. In our work, we apply cage-based
deformation because cages provide more flexibility for
deforming generic shapes. We avoided the use of free-
form deformation techniques (e.g., [44]), because they
allow just limited control over the shape to be deformed
(which depends on the initial shape of the control lat-
tice), or other kinds of deformation techniques such as
the variational ones [1], because of their higher com-
putational complexity due to the minimisation of some
cost function that is required in order to manipulate
the shape.
In the following, we define annotations and describe
how to properly manipulate annotated portions of the
shape through cage-based deformation.
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3.1 Semantic annotation
As anticipated in section 2, the possibility to operate
on selected semantically meaningful areas could pro-
vide faster algorithms, better results and more pleasant
interfaces. Just to give a few examples, the search for a
specific shape could be a lot simpler introducing a filter
to visualise only the shapes resembling a specific object
or containing a specific part (e.g., search for “teapot”
shapes containing a “flower” pattern); visualisation in-
terfaces can be defined for highlighting certain parts
(e.g., focus on the shape of the “pump” in a fridge as-
sembly shape); and, of course, manipulation interfaces
could greatly benefit from the introduction of semantic
annotations.
There is a rich literature about annotation systems
for helping users to define RoIs and associate them tags
and, more in general, information. Some examples are:
3DSA [54], a system for crowd-sourcing textual anno-
tations (tagging) of objects for inferring archaeological
classification of findings; CHiSEL [47], an Information
System based on the use of the 3D representation of an
object as a sort of “blackboard” where different infor-
mation is represented; Aı̈oli [12], a collaborative anno-
tation framework based on photogrammetry and high-
performance cloud computing; and CHER-Ob [46], a
framework providing different tools for the evaluation
and publication of the results of cultural heritage re-
search, and the support for visualisation of different
data formats.
In the engineering domain, the concept of feature
is well known to identify parts associated with con-
text specific semantic information and modelling be-
haviour [13, 45]. On the one hand, features are com-
monly adopted by commercial Mechanical Computer-
Aided Design (CAD) systems, allowing an easy modifi-
cation of parts through meaningful parameters, which
drive the shape changes according to engineering objec-
tives. On the other hand, feature recognition systems
allow the annotation of CAD models in terms of fea-
tures useful for production purposes, allowing the in-
tegration with manufacturing or assembling tools and
operations [24].
As in [42], in this work we define a 3D part-based
annotation A as a pair (S, I), where S is the geometric
selection (or RoI) and I is some associated informa-
tion. A geometric selection can identify a region, a line
or a point of interest; in this study, we experiment an-
notated regions, with S specifying the set of connected
triangles TA ⊆ TM constituting a specific region of in-
terest; vertices of the region VA ⊆ VM can be derived
from triangles efficiently, if needed. We associate to
annotated regions a special tag from a controlled vo-
cabulary, defined a priori, that is, a textual informa-
tion specifying the semantic part of the object. For
instance, parts of the teapot depicted in Figure 1 will
be annotated with tags such as spout, handle, flower.
Annotations (annotated RoIs) can overlap (e.g., flow-
ers overlap with the “body” part of the teapot) hence
indicating a hierarchy among parts. We can arrange
parts into a tree, having the whole object, annotated
Figure 2: Top row: a hand model highlighting the se-
mantic parts at the same containment level: the whole
model (left); fingers, palm and wrist (middle); nails
(right). Bottom row: the corresponding hierarchy of
semantic parts.
with the name of its class (e.g., “teapot”), as the root.
Starting from the root node, we build the hierarchy
of parts populating the tree, checking the containment
of annotations - an annotation is contained inside an-
other if all its associated triangles belong to the other
one as well. Figure 2 shows an annotated hand and the
corresponding hierarchy of parts.
In this work, we assume the object has already been
annotated and we import the “semantised” shape into
our system by loading geometry and tags from a struc-
tured file, as detailed in Section 4.2.1 (see Figure 1).
3.2 Cage-based deformation
Let us denote a cage C any closed mesh that envelops
another mesh M to be deformed (see Figure 1). The
cage is usually a simplified version of the mesh M and
contains much less vertices. This tool finds several ap-
plication contexts, such as the collision detection and
in general everywhere a coarser version of a mesh could
be useful e.g., for reducing the computational complex-
ity. In this work, we will focus on the usage of cages
for manipulating the shapes of objects in 3D authoring
systems. Basically, the user selects and moves in space
a set of cage vertices, that act as control points, and
the object mesh will deform accordingly.
The optimal cage size in terms of vertex cardinality
is given by a trade-off between the number of Degrees
of Freedom (DoF) available to the user for the deforma-
tion and the deformation complexity and computation
time. A fine cage (e.g., having the same number of
vertices of M) will give the user a lot of control points
allowing very detailed deformations, which, however,
are more complex to perform: she/he should be skilled
in order to manage many control points and obtain
the desired shape. Moreover, this will increase con-
siderably the computational time so that possibly a
standard hardware will not suffice to achieve an inter-
active deformation. Conversely, a cage with few points
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enables a coarser control on the deformation but allows
the modification to be much more intuitive and a faster
computation. Some possibilities to automatically con-
struct cages can be found in [3, 5, 49–53].
Cage-based deformation techniques base on the con-
cept of Generalized Barycentric Coordinates (GBC),
which give means for defining the value of a certain
function over a point in space (and so, for example,
over a mesh vertex) in terms of a linear combination of
some control points (cage vertices).
Barycentric coordinates were first introduced by Möbius
in [37] for computing the value of a function over a
point inside a triangle in terms of a linear combination
of the triangle’s vertices. Then, it has been generalised
to closed triangular meshes simultaneously by Floater
et al. [16] and Ju et al. [23] introducing issues that were
partly solved in some successive works [19,22,31,32,55].
Apart from the framework defined in [32], where the
cage triangles were used for obtaining a quasi-conformal
deformation, the general formula for the computation






where cj is the j-th vertex of the cage and wij is the
weight associated with vi and cj . So, if we take f(x) =
x, we can use the previous formula for computing the
position of the vertices in VM using the positions of
the vertices in VC , no matter their position being the
original or a new one. For further detail, we refer the
reader to any of the surveys existing on the topic (e.g.,
[38]).
We can rewrite the formula in matrix form as
VM = B · VC , (2)





4 The proposed 3D shape defor-
mation system in VR
Cage-based deformation techniques are already quite
common on desktop applications (such as the CageLab
tool [2]) for the deformation of shapes, thanks to their
flexibility, ease of implementation and speed. However,
VR environments introduce a number of additional dif-
ficulties that require careful evaluation and treatment.
Here, objects are embedded in a 3D space that
replicates the physical world, increasing the sense of
realism; but how can we exploit the 3D setting to ef-
fectively communicate the information associated with
the annotated geometry to the user? How can she/he
interact with the 3D elements according to a natural
and intuitive behaviour? These questions call for an
efficient mechanism and a natural interface to: i) se-
lect the control points (CPs) related to the area to be
deformed; ii) specify the desired deformation on the se-
lected CPs; iii) apply the required deformation in real
time. Furthermore, we want to exploit the semantics
associated to the object.
In the following, we first describe the application
setting in the virtual environment; then, we focus on
the proposed interaction mechanisms and metaphors
to address the above issues.
4.1 Application setting
The proposed system uses the graphical engine Unity
3D to visualise a single virtual scene accessible by the
user through an HTC Vive head-mounted display (HMD).
The interaction in the 3D space is ensured by the Leap
Motion Controller (LMC), which is able to track fin-
gers’ joint positions and detect simple gestures.
Figure 3 shows the organisation of the proposed
system. A 3D object and its cage are given as in-
put, along with the list of annotations associated to the
model (e.g., defined by a domain expert) and the gener-
alised barycentric coordinates (GBC) values. The two
3D meshes (object and cage), the annotations and the
GBC are processed in the data manager module, also
responsible for managing cage and model modifications
resulting from the user interactions. The visualisation
manager module is responsible for rendering the scene,
updating it during the user interaction, and communi-
cating information, e.g., by adding extra virtual ele-
ments or exploiting colour variation of scene elements.
Finally, the interaction manager module processes and
interprets the data derived by the LMC and the HMD
recognising different interaction techniques.
4.2 Data manager module
The Data Manager module loads the input data in the
system and performs the geometric analysis and pro-
cessing operations required by the deformation, as ex-
pressed by the user either through gestures or voice
and interpreted by the Interaction Manager.
In the rest of this section, after illustrating how in-
put data are structured (sub-section 4.2.1), we describe
the computational solution for the automatic selection
of control points related to a semantic part (sub-section
4.2.2) and the process to apply the desired deformation
to the model mesh (sub-section 4.2.3).
4.2.1 Data load
We assume the model has been previously annotated
and comes ready for the manipulation; therefore, the
data manager loads the following files: i) the model
M, a 3D model represented as a watertight triangle
mesh; ii) the cage, a triangle mesh, generally coarser
than the model itself; iii) annotations, a structured file
specifying geometry, tag, colour and other useful data
to manage the region of interest; iv) the generalised
barycentric coordinates (GBC), a list of pre-computed
values depending on the vertices of M and C that spec-
ify the influence of the different cage vertices on each
one of the object’s vertices. In general, an object ver-
tex might be influenced at a certain extent by all the
5
Figure 3: System overview. From the left, the input data, the modules involved in the system and the resulting
VR environment.
cage vertices.
The input data are structured by the data man-
ager module in appropriate data structures. Vertices
of models M and C are stored in matrices VM and VC ,
where each row corresponds to the 3D coordinates of
a vertex. As shown in Figure 4, VM has size n× 3 and
VC has size m × 3, where n and m are the number of
vertices in M and C respectively.






where the CPi is associated with the position of the
i-th vertex of C (i.e. the i-th row in VC). Finally,
the values of the matrix B in equation 2 are extracted
from the GBC file obtaining a matrix B of size n ×
m, and annotations are arranged in a tree structure
accommodating the hierarchy information among the
different RoIs, as defined in the annotation file.
4.2.2 Automatic identification of CPs related
to an annotation
As introduced in section 3, let A be an annotation as-
sociated with triangles TA and vertices VA and let the
matrices VM and VC , whose rows correspond to the 3D
coordinates of the vertices in the meshes M and C, re-
spectively, be related by the formula (in matrix form)
VM = B · VC . From this relation, it follows that a cer-
tain cage vertex cj impacts each of the model vertices
at a certain extent, defined by the values specified in
the corresponding column (the j − th) of B. Analo-
gously, a mesh vertex vi is influenced by each cage ver-
tex at an extent defined by the elements in the i − th
row of B. However, some cage vertices will have a much
higher influence than others on vi. Thus, given a re-
gion of interest on the mesh, we will select the relevant
control points as the cage vertices whose influence on
the region vertices is greater than a certain threshold τ .
So, given a vertex vi ∈ VA associated with the RoI, we
are interested in finding all the vertices cj ∈ VC whose
influence values bij are greater than τ (see Figure 4).
Applying this procedure for all the vertices in VA,
we end up having a set of cage vertices that can be
used to manipulate the area corresponding to S, up
to a certain precision that depends on the number of
cage vertices around the interested area, their distance
from the area, the presence of other annotations close
to A and the locality of the GBC that have been used.
Indeed, we remember that Mean Value Coordinates
Figure 4: A detail of the matrix multiplication VM =
B · VC , where vi is the vertex under analysis, bij is the
highest value on row i and cj is the corresponding cage
vertex.
(MVC) [16, 23] have a global behaviour, meaning that
every cage vertex always influences the shape almost in
its entirety, while for example Local Barycentric Coor-
dinates (LBC) [55] provides a high localisation of the
influences.
Notice that, while in this work a single threshold
τ has been applied to determinate the CPs associated
with the different RoIs, different thresholds may be
identified for obtaining better fittings of the single RoI.
Of course, the achieved selection can be subject of
user validation, with the possibility of adding/removing
single control points from the set of suggested ones (see
Section 4.4). Note that this validation process does
not affect the result of the previous step permanently:
changing the CPs involved with a certain RoI requires
the editing of the threshold value.
4.2.3 Computation of the deformed mesh
Once the control points have been selected, and the
deformation parameters are interpreted from the user
actions by the interaction manager, the actual defor-
mation occurs; this computation is performed by the
data manager. Firstly, the selected control points are
transformed (applying the same transformation to the
associated cage vertices), secondly the deformation is
propagated to mesh vertices as explained in Section 3.
Cage-based deformation techniques give the user
total freedom, so that he can move one or more control
points in the space regardless of their mutual arrange-
ment. Of course, extreme displacements of vertices can
give bad results, mainly due to the nature of Linear
Blend Skinning techniques, of which cage-based tech-
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niques are a subset (details are given in [25] and [20]).
In this work, we allow three main deformations:
• Translation. The control points are moved in
the space in the same direction. The new control
point position is defined as c′i = ci + d, where ci
is the original position of the i-th cage vertex, c′i
its new position and d a translation vector. Note
that the same transformation can be obtained in
matrix form as V ′CP = VCP +D, where VCP is the
matrix containing the cage vertices correspond-
ing to the selected control points, V ′CP are their
new positions and D = I3 · d.
• Rotation. The control points are rotated with
respect to an arbitrary axis a of an angle θ. Given
the two axes as and ae returned by the interac-
tion manager module and representing the start
and end configuration, the rotation axis a is de-
fined as the line passing through the centroid
(Rc) of the selected CPs and with direction Rd
equal to the vector product between as and ae,
while the rotation angle θ is defined as the varia-
tion between the starting and ending axes as and
ae. Notice that, if Rc does not correspond to the
origin of the world reference frame, a combina-
tion of translation and rotation is required. So,
the new control point positions can be obtained
as c′i = (R(Rd, θ) ·(ci−Rc))+Rc, where R(a, θ)
is the matrix defining the rotation around the
axis a of an angle θ. The corresponding matrix
form is V ′CP = R(Rd, θ) · (VCP −Rc) + Rc.
• Scaling. Differently from the previous deforma-
tions, the proposed scaling operation acts on the
entire 3D model changing the positions of all the
control points. The new control point position
is defined as c′i = k(ci − o) + o, where k is the
scale factor, ci is the original position of the i-
th cage vertex and o is the centroid of the 3D
model, computed as the average of the model’s
vertices position. The corresponding matrix form
is V ′C = K ∗ (VC − o) + o, where K = I3 ∗ k.
In this way, control points are moved toward or
away from the scaling centre (i.e. the centroid of
the 3D model) resulting in a uniform scaling.
4.3 Visualisation manager module
This module receives input from the data manager (see
sub-section 4.2 and the interaction manager (see sub-
section 4.4 to visualise the “semantised” object, the
virtual hands used to interact in the virtual environ-
ment and the effect of the user’s actions on the 3D
model.
Once the data manager module has processed the
input data, the model mesh M is (always) visualised in
the scene in a shaded mode, while the cage model mesh
C is rendered in wire-frame mode to avoid hiding the
model M. At the cage vertices positions, independent
sphere elements are introduced to highlight the control
points (CPs). The user can hide completely the cage
and the CPs (pressing the “Hide cage” and “Hide CPs”
button options with the virtual hand in the menu be-
side the model) to visualise only the 3D model with no
obstruction of additional elements.
Annotations are highlighted in the virtual scene by
assigning each a specific colour on the model M, as ex-
pressed by the data manager module. The latter is also
responsible of identifying the CPs associated with each
annotation (see Section 4.2.2); the visualisation man-
ager receives this information and colours the CPs ac-
cordingly. If a CP influences multiple annotated parts,
then the visualisation manager assigns it the average
of the different colours involved. Figure 5a shows an
example of this effect.
The visualisation manager presents also the data
derived from the interaction manager module. First, it
visualises the result of the hand tracking. Among the
different avatar types of hands included in the Leap
Motion asset, we adopt in our system the capsule hand
type, a solution that allows to visualise flexible fingers
improving the sense of reality in the virtual scene.
In addition, this module provides an echo to the
user for the selection operations detected by the inter-
action manager module, i.e., when the user looks at a
target it is highlighted. It is possible to select a single
CP or a a set of CPs associated with an annotation; in
the latter case, all the associated CPs are highlighted.
Depending on the viewpoint and on the shape com-
plexity, some CPs related to a semantic part may be
hidden behind the model M itself; in this case, a yellow
marker appears in correspondence of the covered CPs.
An example of this behaviour is depicted in Figure 5b,
where the user gazes at the palm.
Finally, to reduce the amount of information visu-
alised simultaneously, this module allows the selective
rendering of annotations according to their hierarchy
level.
4.4 Interaction manager module
The interaction manager communicates with the data
manager module every frame passing the parameters
required for the deformations that are computed by
analysing the user’s commands. In this way, the de-
formation is computed and applied on the model every
frame resulting real-time with the interaction. Then,
to apply the developed shape deformation methods, we
define a set of commands using hand gestures and voice
keywords considering that standard users are non-expert
designers of 3D shapes. Thus, we aim at defining in-
teractions that are easy to learn and easy to use. Gen-
erally, to support these requirements, we define com-
mands simple to be remembered and not similar among
them to avoid getting mixed up. In addition, the user
can apply mathematical transformations (translation,
rotation and scaling) without the necessity of specify-
ing axis, angles or others specialist concepts.
In accordance with these considerations, we designed
different interaction techniques, summarised in Table
1 and described in the following.
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(a) CPs associated to multiple segments (b) Selected CPs not visible from the user point of view
directly
Figure 5: Example of the data represented by the visualisation manager module
(a) Hand-swipe (b) Finger-drag (c) Handling rotation (d) Magnify
Figure 6: Interaction gestures
4.4.1 Selection
With the aim of providing easy to use interactions, we
avoid a selection by using virtual hands. If, on the one
hand this metaphor is extremely natural, on the other
hand it requires an high precision level in picking ex-
actly the desired target. Users’ accuracy has to be even
higher when target objects are small or surrounded by
others possible targets.
For this reasons, we propose the use of a selection
gaze, where the selection operation is performed in two
steps. First, the user acquires the desired target by
looking at the different selectable elements in the scene;
then, she/he confirms the choice by using the voice
command “select”.
The selectable objects in the scene, i.e. the objects
the user can interact with, are single control points,
sets of control points associated with annotated parts
of the object and all the control points.
Once a target has been acquired, it is highlighted to
indicate the selectable element. Finally, once the tar-
get has been confirmed, the colour of the control points
changes from the original colour (obtained as specified
in subsection 4.3) to magenta. The same procedure is
applied to deselect objects. In this case, the interaction
is identical, the voice command to confirm the deselec-
tion is “discard” and the user’s visual echo differs by
changing colour from magenta to the original one.
As mentioned in section 3.1, annotations are organ-
ised into several levels of detail. To browse and change
level of detail for the selection, we propose a hand-
swipe command (see Figure 6a) allowing the user to
increase or decrease the level of detail moving his/her
open hand vertically. If the user aims at accessing the
n-th level, then she/he can use voice commands saying
“level n” to visualise and have access to the level of
information she/he is interested in directly.
4.4.2 Translation
Through the finger-drag gesture (see Figure 6b), the
user can deform a 3D shape by moving the selected CPs
in the virtual space in any direction. This technique
allows to interact with single and multiple CPs. Se-
lecting the unique segment belonging to the first level,
it is possible to move the entire 3D model.
Selected elements can be moved according to the
tip of the index finger position, whose displacement in
the space defines the translation vector d (defined in
Section 4.2.3), yielding the technique simple and intu-
itive. Indeed, it is sufficient for the user to point at
elements she/he aims to relocate, extending the right
index while closing the others, and wait for the acous-
tic signal confirming the gesture detection. Once the
gesture is identified, the user can move the selected ob-
jects in the 3D virtual space with a whole freedom of
movement.
Once the user has reached the desired modification,
she/he can stop the interaction changing the hand pos-
ture, for instance opening the hand completely.
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4.4.3 Rotation
To perform 3D rotation, the user can select the whole
model or its portions, by selecting one or more control
points or an annotated RoI.
Once the selection is accomplished, the user en-
gages the handling rotation technique by maintaining
both hands open, with palms facing each other, until
an acoustic echo communicates the success of the com-
mand recognition. Maintaining the engaging posture,
the user moves his/her hands defining the starting and
the ending axes as and ae in the space characterised
by the hands posture (see Figure 6c). The as and ae
axes are used to compute the rotation parameters as
defined in Section 4.2.3. To conclude the rotation, the
user has to close his/her hands.
This technique is quite simple since the user does
not need to combine several rotations to rotate along
with a generic axis (i.e., not aligned with the coordi-
nate system); then, also users non-expert in design can
achieve the desired result. In addition, large rotations
can be achieved by repeating the gesture several times.
4.4.4 Scaling
The scaling operation (see Figure 6d) increases and
decreases the size of the model. To activate it, the user
has simply to place the hand in front of herself/himself;
if the hand presents all extended fingers then the model
is enlarged, otherwise, if the hand is closed, the model
size is reduced. To stop the interaction, it is sufficient
to remove the hand from the leap motion field of view.
With this technique, the interaction is affected only
by the hand posture (open/closed hand); this means
that no matter if the user changes his/her hand posi-
tion during the interaction. On one hand this ensures
a quite simple interaction, since the user has to control
only one action. On the other hand, the user cannot
scale the 3D model along with a preferred direction,
i.e. the scaling is uniform. In addition, it is not possi-
ble to apply the scaling operation to a portion of the
model yet. A more in-depth study is required on lo-
cal scaling. Indeed, increasing or decreasing the size
of a portion of the model requires a careful analysis of
what happens with respect to other parts of the object
(self-intersection), of the possibility to introduce unac-
ceptable distortions along the “boundary” of the part,
but also of what the scaling centre would be (and so
the direction of the scaling with respect to the original
positions).
5 Preliminary results
The proposed system has been developed adopting Unity
2019.2.4f1 as graphical engine and programming in C#
language. It has been designed for wearing a HTC
Vive head mounted display and a Leap Motion Con-
troller with the VR Headset set up. In this work, the
threshold τ used to define the CPs associated with a
certain ROI has been defined a priori and the user has
no possibility to modify the default value.
(a) Level 1 (b) Level 2 (c) Level 3
Figure 7: The different levels of the annotation hierar-
chy; CPs are coloured according to their influence on
annotations with threshold 0.5, as described in Section
4.2.2
.
(a) Initial stage of
the 3D model
(b) Final stage of
the 3D model
Figure 8: Deformation example applying the same
finger-drag translation on a set of CP.
In the results here proposed, we used a hand model
and cage having 10K and 70 vertices respectively. The
employed GBC are the MVC, which have been chosen
because of their fast implementation and the closed
form expression allowing better performances (parallel
computation) in the computation phase. The threshold
τ has been empirically estimated assuming the value
0.5 and the results of this setting are depicted in Fig-
ure 7. In particular, different annotation levels of the
hierarchy are illustrated, where subfigure 7a represents
the root of the hierarchy with the whole object anno-
tated as “hand”, subfigure 7b represents the segmen-
tation in different semantic (and functional) parts of
the hand and subfigure 7c represents the last level of
the hierarchy, containing only the nails (here the black
part means a not annotated surface).
A simple example of achievable deformation is illus-
trated in Figure 8. Here, the translation of a specific
set of control points, by performing the finger-drag ges-
ture introduced in subsection 4.4, produces a stretching
effect on a portion of the 3D model.
Finger-drag interaction can be applied even to sin-
gle control points translating the single CP in different
directions. On the one hand, specifying the final po-
sitions of single CPs can seem a tedious operation; on
the other hand, this allows to localise more deforma-
tion effects and, in some cases, to achieve more easily
the desired deformation. In addition, this type of in-
teraction allows to obtain deformations that have been
not considered in principle. An example of this be-
haviour is illustrated in Figure 9, where the tip of the
index finger undergoes a sort of “scaling” effect.
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Place the hand in the
middle of the scene
Close the fist to
reduce the model,
Open the hand to
enlarge it
Remove the hand
from the field of view
Scale the
entire 3D model
Figure 9: Deformation example applying several finger-
drag translations on single CPs.
A more “complete” example of deformation is pre-
sented in Figure 10. Here, the user has asked for the
visualisation of a certain level (level 1 - Figure10a) and
then has selected a segment by gazing at it. This trig-
gers the selection of the control points shown in Fig-
ure 10b (highlighted in magenta), which can be used
to perform first a rotation of the control points (result
shown in Figure 10c) and then a translation of the con-
trol points to reduce the distortion introduced by the
operation shown in Figure 10c (result - with some mi-
nor adjustments of the single control points - shown in
Figure 10d).
6 Conclusions
In this paper, we presented our approach and some pre-
liminary results for the development of a 3D modelling
system in VR, which exploits a semantic organisation
of shapes to easily interact with 3D models and de-
form them. To our knowledge this is the first attempt
to directly perform cage-based deformation in VR en-
vironments.
Cage-based deformation is recently achieving larger
interest for authoring 3D shapes in computer graphics
and animation contexts and it is here applied to se-
mantically annotated objects. Their use in VR may al-
low VR application developers to perform quick shape
modifications while testing their applications, without
looping back to external 3D authoring tools and con-
sequent model adaptation to VR systems. However,
while cage-based deformation techniques give a lot of
freedom for the manipulation of 3D shapes, they are
not the best tool for dealing with articulated objects.
For this reason, we are planning to introduce a dual
approach in the framework for working simultaneously
with cages and skeletons, as the one defined in [8].
The inclusion and exploitation of semantic anno-
tation of meaningful object sub-parts in VR supports
a more straightforward selection of the regions of in-
terest and allows their modification in a more natural
way. To this aim, gestures and voice commands have
been combined to gaze selection mechanism to select
and move cage control points to modify shapes possibly
submitted to constraints. Even if limited in the devel-
oped functionalities, results are promising and allow us
to identify possible future extensions.
The current system allows to consider only single
objects, which can be deformed only within a defined
space. A future extension will include the possibility
of dealing with multiple objects, which can in turn be
used to constrain the object deformation.
Modalities to easily specify important parameters,
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(a) Initial stage of the 3D
model (b) Index finger selected
(c) Result of simple rota-
tion
(d) Result after transla-
tion
Figure 10: Deformation result using selection of the control points associated with the ”index” segment, rotation
of the selected control points and translation of the selected control points, with some minor adjustments.
such as the threshold to identify the cage vertices which
most influence the segments and reference elements for
the translation and scaling, have to be studied .
From the modelling point of view, the main limita-
tion is related to the use of the MVC, which provides
only global deformations and can give anti-intuitive re-
sults due to the well known negativity issue (see Figure
10). For better quality results additional coordinates
types will be integrated. In addition, a hierarchical
specification of the cage corresponding to the annota-
tion levels will be studied; this should provide more
precise and localised deformation on the related level.
The number of allowed modifications needs to be fur-
ther extended. Among them, we plan to consider non-
uniform scaling.
Finally, a user evaluation for assessing the usability
of the system is currently in planning.
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