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Abstract
The idea of correlation functions is extended to higher-order correlation functions.
A definition of n t h -order correlation functions is given, and the general nature of these
functions is considered. The emphasis is placed on the case n = 2.
A survey of the ideas of stochastic process is given, and it is shown how it serves
as a model for messages in a communication system.
The second-order autocorrelation functions of periodic, aperiodic, and random
functions are computed and plotted. Properties of second-order autocorrelation func-
tions concerning continuity, behavior at the origin, phase effects of harmonics, and so
forth, are considered. For periodic and aperiodic functions, the relation between the
first- and second-order autocorrelation functions is given. The Fourier transform of
second-order autocorrelation functions is investigated and a physical interpretation of
this transform is given.
Second-order crosscorrelation techniques are used to determine the location of
random noise sources.
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INTRODUCTION
In recent years the mathematical tools of the communication engineer have been
enhanced for handling problems that have arisen with the progress of communication
techniques. In communication systems a continuous flow of information is processed
step by step until the final stage of the system is reached. Hence, in order to analyze
communication systems, it is necessary to have mathematical techniques for handling
time functions that represent a continuous flow of information.
Time functions that fulfill this role (1) can neither be periodic nor aperiodic, for
both periodic and aperiodic functions cannot represent a continuous flow of information.
Functions of time that can represent the flow of information will be called "random
functions." Modern communication theory as developed by N. Wiener uses generalized
harmonic analysis and stochastic process to handle random functions.
It is well known that the concept of correlation has been of great importance in
analyzing communication systems that process random functions. Thus we might be
motivated toward extending the idea of correlation to higher-order correlation and
examining some of the properties of higher-order correlation functions. The object of
this report is precisely this and, except for some general properties of higher-order
correlation functions, the discussion will be confined to the properties of second-order
correlation functions.
The ideas of stochastic process are fundamental in discussing random functions;
therefore a brief survey of this topic will be given first. The concepts of measure
theory that are pertinent to a discussion of stochastic process will be found in
R. E. Wernikoff, "Outline of Lebesgue Theory: A Heuristic Introduction," Technical
Report 310, Research Laboratory of Electronics, M.I.T., January 11, 1957,
Sections III and IV. Some of the ideas of stochastic process are found in K. H. Powers,
"A Unified Theory of Information," Technical Report 311, Research Laboratory of
Electronics, M. I. T., February 1, 1956, Section II.
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I. STOCHASTIC PROCESS
To give the definition of a stochastic process, the concepts of a basic space Q (or
sample space Q), a a-algebra consisting of a class of certain subsets of the basic space
i2, and the random variable defined on a measurable space must be introduced.
The basic space Q2 is a set and the elements of 2 are points (2). A a-algebra of
subsets of the basic space 2 is defined as a class of subsets of Q2 that is closed under
complements and countable unions. It can be shown that a a-algebra of subsets of Q2 is
a a-ring that includes 2 (3).
The set Q2 and a a-algebra of subsets of Q2 is defined (4) as a measurable space,
and a subset of 2 is measurable if, and only if, it is in the a-algebra.
A probability measure is defined (5) as a countably additive non-negative set function
defined on a a-algebra, and has the value unity on the set 2.
A measure space (6) is a measurable space with a probability measure defined on
the (r-algebra. The measurable sets of a measure space can be associated with simple
events or with the indecomposable outcomes of a trial (7).
A random variable is defined (8) as a measurable function defined on a measurable
space.
Having defined these basic concepts, we define a stochastic process (9) as a class
of random variables defined on a measurable space. The random variables of a sto-
chastic process will be denoted by {f(t,w), t E T}, where T is a linear set. T is the
set of parameters and, if T contains a countable number of points, the process is dis-
crete and, if T contains a continuum of points, the process is continuous.
The ar-algebra that is involved in the definition of a stochastic process is the
ar-algebra generated by the subsets of denoted by {w: f(t, w) E A}, where t E T, and A
is any linear Borel set. By definition, a generated a--algebra is the smallest ar-algebra
that contains the subsets of 2 previously specified. The existence of a unique generated
a--algebra can be verified (10).
Suppose that a linear set T is given and that for every finite set of t, ... ,tnE T
a probability distribution function Ft t (i .... , kn) is defined ( 1). The given
probability distribution functions are assumed to be invariant under a permutation of
tl .. t n . Also, it is assumed that
Ft t (i 1 * -X )n) lim tn' t ( ..... n X n+. .1 'm )
1 . . .n kk-oo 1 n+l.. m
k=n+l, .., m (1)
With these assumptions, it can be verified that there exists a stochastic process denoted
by {f'(t, a'), t E T} with the prescribed probability distribution functions. The points '
of the basic space Q' are real functions ,( ) of t, and a real function of W' is defined
as
f'(t, ') = g(t) (2)
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If the set A is an n-dimensional Borel set (12), then
[ (t 1 ) .. (tn)] A (3)
determines an o' set. This set is identical with the ' set,
[f'(t 1 , c ') .... f'(tn, O')] A (4)
from the definition of f'(t, o'). The class of sets that correspond to any finite n,
tl .... tn E T, and an arbitrary n-dimensional Borel set A form an algebra. The given
consistent set of probability distribution functions determines the measure on the alge-
bra of o' sets. By extension and completion of this measure (13), the probability
measure on the T-algebra generated by the algebra of o' sets is determined. From
Eqs. 3 and 4, the real-valued functions f'(t, · ) are measurable on the measurable space
that consists of the 2' space and the r-algebra generated by the algebra of ' sets of
Eq. 4. The function f'(t, *) is the tth coordinate function of the 2' space, and these
coordinate functions are the random variables with the specified probability distribu-
tions.
Suppose that a stochastic process {f(t, o), t E T} is given, and the probability distri-
bution functions of the random variables are specified (14). We know that such a process
exists when the random variables are coordinate functions of a function space. If the
random variables of the process are not coordinate functions, then the given stochastic
process can be represented by the stochastic process whose random variables are
coordinate functions, and the basic space is the function space of real functions. Using
the notation given in the previous paragraph, we obtain the desired representation by
setting the joint probability distribution function of f'(t 1, oa'), .. , f'(tn Wa') equal to the
joint probability distribution function of f(t l , ), .... f(t n, a), where t1 .... t n E T, and n
is arbitrary.
In a stochastic process, the real functions of t, denoted by f(., o) for fixed , are
called "sample functions." If the random variables of the process are coordinate func-
tions and the basic space 2' is function space, then the basic point a' E Q' is the sample
function f'(., o' ).
1. Problems of the Communication Engineer
Some problems of the communication engineer will be examined to illustrate the
application of stochastic processes to communication theory.
The first example is that of representing a set of messages processed by a commu-
nication system as a stochastic process. Suppose the message to be transmitted is the
outcome of n successive throws of a die, then the set of messages can be represented
in the basic space as points (a 1 ... , an), where
1 _<a._ 6, 1 _<j A<n (5)
J
A coordinate function of this space is a random variable, and represents the possible
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message to be transmitted as a result of the outcome of a throw of the die.
The messages in this example were extremely simple, but in more complicated
cases a similar representation of possible messages in terms of a stochastic process
can also be obtained. This representation becomes of extreme importance in the design
of communication systems, for the design is carried out for all possible messages that
the system might handle, and not just for one particular message (15).
Before considering the next example, a strictly stationary stochastic process will
be defined. Suppose that a stochastic process {f(t, t), t E T} is given, and, for any finite
set of t1 ... tnE T, the probability measure of the set,
{): [f(t 1, ),.... f(tn, )JE A} (6)
where A is any n-dimensional Borel set, is equal to the probability measure of
{X: [f(t 1 +h, o) . ... f(tn+h, w)]E A} (7)
for any h, then the process is strictly stationary.
In a temperature-limited thermionic diode the current fluctuates because of the
random emission of electrons from the heated cathode (16). The electrons are emitted
independently and there is no interaction of electrons in space, so that the diode current
is a sum of identical pulses that are delayed according to the emission times of the
electrons. Furthermore, the number of electrons emitted during a finite length of time
has a Poisson distribution; thus there are many possible forms that the fluctuating cur-
rent in a diode can take. Conceptually, this phenomenon can be represented by an aggre-
gate of similar diodes operating under similar conditions, and the diode currents are
sample functions of a stochastic process. If we choose the basic space of this process
as function space, and the random variables as the coordinate functions of this function
space, the process will be strictly stationary and it can be shown that any finite set of
random variables will have a multivariate gaussian distribution. A stochastic process
serves as a mathematical model of a physical phenomenon in this example.
2. Strictly Stationary Stochastic Processes
We have seen that a strictly stationary stochastic process is a model of shot noise
in a temperature-limited thermionic diode. In order to investigate a strictly stationary
process in more detail, the concept of measure-preserving transformations will be
introduced.
Assume that a measure space, consisting of a basic space , a -algebra of its
subsets, and a probability measure defined on the er-algebra, is given. Consider a one-
to-one point transformation T that has its domain and range on the basic space Q. If
T and its inverse take measurable sets of the cr-algebra into measurable sets, whose
probability measure is identical with the original sets, then the one-to-one point trans-
formation is a one-to-one measure-preserving point transformation (17).
Suppose a random variable f(O, o) is defined on a measure space, then a one-to-one
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measure-preserving point transformation and the random variable f(0, o) generate a
family of random variables defined as follows:
f(l, ) = f(0, T- lo)
f(2, w) = f(0, T-2 c) (8)
f(3, ) = f(0, T -3), etc.
and
f(- l, ) = f (0, T o)
f(-2, w) = f(0, T w) (9)
f(-3, ow) = f(0, T3o), etc.
It can be readily shown that the discrete stochastic process,
{f(n, ), -oo < n < oo} (10)
is a strictly stationary stochastic process.
A more general transformation is a measure-preserving set transformation, which
has as its range and domain the sets of the cr-algebra of the measure space. This
transformation (18) is a single-valued transformation into itself, for the images of a
measurable set transformed by a measure-preserving set transformation differ, by
definition, by sets of probability measure zero. Further requirements for a measure-
preserving set transformation are: the probability measures of the image set and the
original set are equal; the transformation of the union of either a finite or a countable
number of measurable sets must be equal to the finite or countable union of each of the
transformed measurable sets; and the transformation of the complement of a measur-
able set must be equal to the complement of the transformation of the measurable set.
Having defined a measure-preserving set transformation, we can show that there
exists a corresponding unique transformation (19) that operates on random variables
defined on the measure space, as in the case of the one-to-one measure-preserving
point transformation. Furthermore, it can be shown that a measure-preserving set
transformation generates a strictly stationary stochastic process (20), as in the case
of the one-to-one measure-preserving point transformation.
Measure-preserving point and set transformations generate strictly stationary
stochastic processes (21). Conversely, in the case of a measure-preserving set trans-
formation, it can be shown that given a strictly stationary stochastic process, there
exists a measure-preserving set transformation that generates this process. The
measure-preserving set transformation T takes the set
{w: [f(1, ), ... f(n, o)] A} (11)
into the set
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{w : f(2, ), ... , f(n + 1, Wo)] A}
where n is an arbitrary integer, and A is any n-dimensional Borel set. The corre-
sponding transformation that operates on the random variable takes f(n, W) into f(n + 1, w);
hence this set transformation is called the "shift transformation."
To define a metrically transitive process, a few more concepts must be defined (22).
An invariant set is a set that differs from its image by sets of probability measure zero
when it is operated on by a measure-preserving point or set transformation. Measure-
preserving transformations are metrically transitive when the invariant sets are sets
of probability measure zero or one. If the shift transformation associated with a strictly
stationary stochastic process is metrically transitive, then the process is called a
"metrically transitive" process.
A metrically transitive process has been defined, so that the ergodic theorem (23)
for the discrete parameter case can be considered. This theorem states that if a metri-
cally transitive discrete process {f(n, w), n ?- O} is given, where n is an integer and
f(O, o) is a random variable with the property
f f(O,( ) dP < o (13)
then, for almost all w,
f(O, o) + f(1, o) + ... + f(n, o)
lim (14)
n-aoo n +
is equal to the mean of f(O, w) over the 2 space. It is evident that Eq. 14 is the time
average of the sample function that corresponds to an w-point in the basic space .
In the case of a continuous-parameter strictly stationary process a group consisting
of measure-preserving transformations must be considered (24). With this and some
other modifications, a discussion analogous to the discrete process can be given for
the continuous-parameter case. For example, the ergodic theorem for the continuous
case states (25) that if a metrically transitive process {f(k, w), 0 _ k < oo} is given, and
f(0, a) is absolutely integrable over the Q space, then for almost all o,
t
lim f(X, ) dX (15)
t--co
is equal to the mean of the random variable f(O, w) over the space.
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II. HIGHER-ORDER CORRELATION FUNCTIONS
The functions of major interest to the communication engineer have been found to be
functions of time that provide a continuous flow of information. Periodic and aperiodic
functions do not provide a flow of information; nevertheless they are important, and so
the higher-order correlation functions of periodic, aperiodic, and random functions will
be defined.
Let the period of a periodic function f(t) be T. Then, the nth-order autocorrelation
function of f(t) is defined as
(T1,* T n) =T f(t) f(t + T1 ). . f(t + T ) dt (16)
or T
Tn) f(t) fT( t+ +T+... +Tn) dt (17)
where T1 , . .. ,T n are arbitrary real numbers, and n > 1. The relation between the two
definitions will be examined in Section IV.
The n th-order autocorrelation function of an aperiodic function that satisfies
/oo ° If(t) n dt< o (18)
is defined as
*(T 1 . T) . = . n ) f(t) f(t + T1 ) ... f(t + Tn) dt (19)
or
(T1 ..... T n) = J f(t) f(t + T1 ) ... f(t + T 1 +T+... + ) dt (20)
where T1,. .,Tn are arbitrary real numbers, and n 1.
In the case of random functions the definition of the n -order autocorrelation func-
tion will be obtained by a procedure that is different from that in the two previous cases.
We have seen that a stochastic process serves as a mathematical model of the possible
messages that a communication system may handle. If the random functions f(', w) that
represent possible messages are sample functions of a metrically transitive process, andf f(t, tc) f(  + T ) f(t + Tn ) dP (21)
where T1, . . ., Tn are arbitrary real numbers and n > 1, is absolutely integrable, then,
by applying the ergodic theorem,
.(Tl .. Tn) = lim 2T f(t, W) f(t + T,).. f(t + Tn, ) dt (22)
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is equal to Eq. 21 for almost all o. The expression given by Eq. 22 is the nth -order
autocorrelation function in this case. In exactly the same manner, the n -order auto-
correlation function (T1, ... Tn) can be defined.
Another concept of importance to the communication engineer is that of
crosscorrelation (26). Let us assume that the metrically transitive processes
{f 1(t, ), -o0 <t < } ... ,{fn+ (t, ) ' -o <t<o} are defined on the same basic space , that
these processes have a common shift transformation, and that
fl (t, ) f (t + Ti O)... fn+ (t Tnw)dP (2 3)
is absolutely integrable. By an application of the ergodic theorem,
T
lim 2T fl(t, ) f(t+ T, )... fn+l(t+Tn, ) dt (24)
T--2oo -
is equal to Eq. 23 for almost all . Equation 24 is defined as the n th-order crosscor-
relation function of the n + 1 processes.
lVhen n = 1 the expressions given by Eqs. 16, 17, 19, 20, and 22 reduce to the
ordinary autocorrelation functions that have been used widely in the solution of com-
munication problems (27). The primary concern here is the case n = 2, but, before we
become involved in the study of second-order correlation functions, it is of interest to
consider the general nature of higher-order correlation functions.
First, observe that the set of higher-order autocorrelation functions of a metrically
transitive process gives the set of all the higher-order moments of the process. For
thinstance, the n -order autocorrelation function gives information concerning the
n + 1 th-order moments of the metrically transitive process, as shown by the ergodic
theorem.
The moments are of interest, for, at least in the case of the first-order probability
distribution function of the process, the moments determine the probability distribution
function uniquely (28). In order to determine the probability distribution function of the
random variable f(t, · ), where t is any fixed point in the linear parameter set T of the
process, the characteristic function of the random variable,
A(d) = eigf(t' ) dP (25)
will be considered. If the characteristic function P(4) is expanded about p = 0 in a
Taylor series, we have
00 .V V
= f fV(t, ) dP (26)
v=0 * 
If the infinite series in Eq. 26 converges to (o) when IL1 < r, where r > 0, then the
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characteristic function can be determined in a region about , * 0, I| , < r, since the
Taylor expansion of (bL) about . *~ 0 is
00 (V)(,)L i - h v (27)
v=O !
where h > 0. Since the Taylor series in Eq. 27 is convergent, ([i) can be determined
over the entire range by analytic continuation. Hence the probability distribution func-
tion of f(t, · ) can be determined in any continuity interval by the Levy formula (29). If
the interval (a - h, a + h) is a continuity interval, and Ft(X) is the probability distribution
function of f(t, · ), then Levy's formula gives
T
Ft(a+h) - Ft(a - h) = lim in h e -ita 4(1)dp (28)
T--oo -T
where h > 0.
An analogous procedure to determine the joint probability distribution function of a
finite number of random variables f(t 1' ), . ., f(t n, a), where t 1, ... t n E T, becomes
awkward, for the procedure involves infinite series of many variables.
Second, observe that autocorrelation functions of order n 2 can be considered as
being crosscorrelation functions. For the case n = 2, the autocorrelation function of
a metrically transitive process {f(t, w),-0o < t < oo} can be considered as the first-order
crosscorrelation function of the metrically transitive process {f(t, o) f(t + T1, W),-00 < t < 0o}
and the original process (30). More will be said about this in Section IV, as well as
about other properties of second-order correlation functions.
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III. SECOND-ORDER AUTOCORRELATION FUNCTIONS OF SIMPLE WAVEFORMS
The definition of an n -order autocorrelation function has already been given, so
that the case n = 2 defines the second-order autocorrelation function. Examples will
be given of second-order autocorrelation functions of a periodic function, an aperiodic
function, and two random functions.
- 377r
Fig. 1. Periodic wave consisting of
positive half-cycles of f(t) =
A sin t.
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Fig. 2. T1, T2 -plane of second-order auto-
correlation function of the clipped
sine wave. The function is zero
in shaded areas.
As an example of a periodic function, a sine wave consisting only of its positive
half-cycles will be considered (31). This periodic function is illustrated in Fig. 1, and
Eq. 17 with n = 2 will be used as the definition for the computation of the second-order
autocorrelation function. The expression of the function that is to be computed is
(T'"l, 1
1 , T2) To f(t) f(t + T1 ) f(t + T1
+ T2 ) dt
and the computation is performed by evaluating this integral over the various regions
of the T 1i T2 -plane in Fig. 2. For example, in triangular region 1, the integral
'(T 1 , T2 ) 2
T ; w -T1 -T23 12
0
sin t sin(t + T1 ) sin(t + T1 + T2 ) dt
where 0 T1 ' w and 0 T2 aTr - T1 , is evaluated to determine the second-order
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(30)
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autocorrelation function. Figure 3a shows the configuration of one period of the clipped
sine wave for this case, and the bounds of integration are determined from this figure.
Equation 30 can be reduced to
A 3 (s 2 T 1 + Tz(T I' T) = T (COS T + COS 2) COS 2 (31)
Similarly, in triangular region 2,
(~' ) -
~(T I Tz = 7 0 sin t sin(t + T1 ) sin(t + T1 - T2 ) dt
2A 3 3 T 1 T 1 + 2 T2
3 cos - cos 2
where 0 T Tr, T1 > InZ >0.
In triangular region 3,
(32)
3 IT-T 1
(T' ~1, ) - 2 1+ z sin t sin(t + T1 ) sin(t + T1 - I T2 ) 
dt
2A3 3 IT21 1 T2 + ZT
-3 cos 2 cos 2
2A 3
(33)
where 0 < 1 rr, ' r > IT2 T1 . The second-order autocorrelation functions in tri-
angular regions 2 and 3 are symmetrical about the line T1 = -T2, since Eqs. 32 and 33
are identical except for the interchange of T1 and T2 .
The second-order autocorrelation function in triangular region 4 is
(T 1, '2) 2 A
3 IrTr1+12
J¥ +|T 
A3 1iT-T 1i-|T 2Z
t'=0
sin t' sin(t' + T2 ) sin(t' + IT 1 + I T2 ) dt'
3 ( sTI| + TZ3 (cos j-l + cos T 2)cos r +3 -rr ~~~~~~~~2 (34)
where t' = t - I 1 I - T2 . Hence, the second-order autocorrelation function in tri-
angular region 4 is obtained by rotating the surface over triangular region 1 180 ° about
the origin O.
In triangular region 5,
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sin t sin(t - IT, ) sin(t - IT, -I TZ ) dt
f(t+ r,-lr2 I)
1r-tr
(a) (b)
(c) (d)
I' r
f(t-lrl + Tr2 )
f(t)
f (t - r, I)
0 IrI r,+Irl. 2 r t
(e) (f)
12
f(
-T
f(t r)
s
l)
I
I) 2 
f(t+ r
,
) f(t) f(t+r +Tr2 )
-rT-r -r - rT
f (t+r)
f (t)
0
(g)
-27r -r -r-T2 r- -r
f (t+r,)
f(t)
0
(h)
Fig. 3. Configuration of clipped sine waves in the determination of c(T 1 , T2):
(a) triangular region 1; (b) triangular region 2; (c) triangular region 3;
(d) triangular region 4; (e) triangular region 5; (f) triangular region 6;
(g) triangular region 7; (h) triangular region 8.
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f (t-rl) f( t) f t +z,+ r)
A 3
(71, 72) = TF
I I
sin t sin(t - IT1 ) sin(t - IT1r + IT2 ) dt
= A Tr 32 . co) I + c s( Tll - T2 ) +~ T co s(2 |(1 T (35)
and in triangular region 6,
3 -Trr+T, 1 |T2
+(T1, T) 2Tr+
IT 
sin t sin(t - I T1 ) sin(t - I T1 + TZ) dt
= A sin t' sin(t' - T2 ) sin(t' + I T - Tz) dt'
T22
(36)
where t' = t - I T1 + T2 . Comparison of Eqs. 35 and 36 shows that the second-order
autocorrelation function in the two regions is symmetrical about T1 = -2, since T1 1
and T2 have been interchanged in the two equations.
Having determined the second-order autocorrelation function in the polygon
ABCDEF, we can show by direct computation that the autocorrelation function can be
determined over the entire T1, T2 -plane from the autocorrelation function over the basic
triangular regions of the polygon. For example, from Fig. 3h, in triangular region 8
the second-order autocorrelation function is given by
3
-T-2+(T1,72) = A2 _ 12T
sin t sin(t + T1 ) sin(t + T1 + T2 ) dt
By direct computation it can be shown that Eq. 37 is equal to Eq. 33. This can be
shown alternatively by relating the points (T1 , T) of triangular region 3 to points (T1 , TZ)
of triangular region 8. Thus
1 = T 1
1 T: + T2 = 2 (38)
From Eqs. 37 and 38,
4(Tj, IT ) = A
3 - 7Tr - Tr3 I
TT sin t sin(t' + T ) sin(t + Tr - T2 ) d t
A 3 ;1-T1
2Tr 
1 | T2 
sin t' sin(t' +T1) sin(t+ T -I TZ ) dt'
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(39)
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Fig. 5. -1' T2 -plane of the autocorrelation function of the function
defined in Eq. 40.
where t = t' - 2Tr. Hence, Eqs. 39 and 33 are identical.
The second-order autocorrelation functions over triangular regions 9 and 2 are
related in a manner similar to the relation that exists over triangular regions 8 and 3.
From Fig. 3g it is seen that the second-order autocorrelation function vanishes over
triangular region 7.
The second-order autocorrelation function over the entire T1 0 half-plane is deter-
mined in this way (see Fig. 4). In the T1 < 0 half-plane the second-order autocorrela-
tion function can be constructed over the entire half-plane from the basic triangular
regions 4, 5, and 6.
Now, the second-order autocorrelation function of an aperiodic function defined by
Eq. 19 with n = 2 will be computed (32) for the function
E when O t 0 <b
f(t) = -E when -b t < 0 (40)
O elsewhere
If we set n 2 in Eq. 19, the value of 4 (T1 , T2 ) does not vary when T1 and T2 are inter-
changed. This means that 4" ( 1 , T2 ) is symmetrical about the line T1 = T2 , so that the
second-order autocorrelation function on one side of T1 = T2 requires computation. The
calculation is performed by considering three regions. The first region is defined by
T1 > 0, T2 > 0, and T2 > T1, and the four subregions 1A, 1B, 1C, and 1D of Fig. 5
require separate computation. The relative positions of the function f(t) for the compu-
tation of the second-order autocorrelation function in region 1 are shown in Fig. 6.
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Fig. 6. Relative positions of the aperiodic function defined in Eq. 40 for
the computation of the second-order autocorrelation function.
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In region 1A we have
¢'(T T ) = E (T2 -2T 1 )
in region 1B,
3
(T1, T2 ) = E (T2 2T 1 )
in region 1C,
0 (T1, T2) = E (2b - T2 )
and in region 1D,
T T2 = 37T(T 1 ,T 2 ) = -E (ab - T2 )
(41)
Figure 7a shows the plot of the second-order autocorrelation function of Eq. 40 in
region 1.
Similarly in region 2, with T1 < 0, T2 > 0, the second-order autocorrelation function
can be readily calculated from Fig. 8a, b, c, and d. The expressions for the second-
order autocorrelation functions are:
0 (T1, T) =
E3 (T2 - T ll) in region 2A
E3(T2 - IT 1 ) in region 2B
(42)
E 3 (2b - T I - T2) in region 2C
E3 (I T1 + T2 - 2b) in region 2D
In Fig. 7b the second-order autocorrelation function in region 2 has been plotted.
In exactly the same manner, the second-order autocorrelation function in region 3, with
T1 < 0, T2 < 0, and I Tll > 1T2 1, is computed from Fig. 8e, f, g, and h.
For the next example, the second-order autocorrelation function of random waves
will be computed (33). Each random wave will be a two-valued function that has values
±E, and the probability distribution of the number of zero-crossings of the random
waves in a finite time interval is Poisson. The random waves are sample functions of
a stochastic process; for a fixed value of c the sample function might be the time func-
tion in Fig. 9.
Suppose that g(t, w) is a random variable, defined on a measure space (34), which
gives the number of zero-crossings up to some fixed time t. The increment in the
number of zero-crossings in the time interval s-t, where s t, is given by
g(s, ) - g(t, W) (43)
18
rT2)
(a)
I #1(T ,T2)
-T2
(c)
(b)
Fig. 7. (a) Plot of ( T) for 1> 0, T > 0, 
T2 > T, > 1 of f(t) given by Eq. 40.
(b) Plot of (T 1, T2 ) for T 1 
< 0, T > 0 of f(t) given by Eq. 40. (c) Plot of
1(T1 , TZ ) for T 1 < 0, T 
< 0, T1 > TZI of f(t) given by Eq. 40.
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(a)T< O T > O, T2 <b IT >1 b,
T2 < T1 
+ b (ZA)
(b) T1 <0, T> O, T2 <b, IT< <b,
T2 > T1 +b (2B)
(C)T1 < 0, T2 > 0, T2 > b, (d) T1 < 0, T2 > 0, T2 < b,
T, I<b (2C) Tfll>b (D)
-b
(e) T1 <O, <0, IT1 > I Z 1,
IT 1i <b, IT21 <b (3A)
(f) T<0, TZ< 0, IT >b, T2 <b ,
T2 < T 1 
+ b (3B)
IrT
XiLbi
II
L
IT1 )
-
(g)T1 < , T <o IT 1> 1 1,
ITl >b, ' Z>b (3C)
(h) 1 < 0, TZ <, I T > b ,
I T2 < b (3D)
Fig. 8. Relative positions of the aperiodic function in Eq. 40 for computing
the second-order autocorrelation function in the regions for which
T1 < 0, T2 > 0 and T1 < , 2 < 0, I T1 > I T21
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Fig. 9. Square waves with Poisson zero-crossings.
If expression 43 is equal to a non-negative integer, the stochastic process
{g(t, ), -0o < t < oo} is a process with strictly stationary increments. The probability of
having n zero-crossings in a finite time interval is given by
P{g(t + T, ) - g(t, c) = n} = nk eT (44)
where n = 0, 1, .. ,T > 0, and k is the number of zero-crossings per unit time. In case
there is a fixed reference to, the process {g(to + T, O) - g(t o , W), T> 0} is a Markov process.
The stochastic process that contains the random wave of Fig. 9 as a sample function
is strictly stationary. This can be checked by verifying Eqs. 6 and 7. The first-order
probability measure is given by
1P{f(t, ) = E} = (45)P{f(t, ) = -E} 2 J
for any fixed t. Equation 45 is valid, for it is equally probable that the random variable
for any.fixed t takes the value E or -E.
Now, it will be shown that the joint probability measure of any finite set of random
variables satisfies Eqs. 6 and 7. To show this, observe that
P{f(t, w) = E f(tl, w) = E} ()n -k(t -tl)6)
n=even
where t 2 a t 1, t1 , t 2 E T. The conditional probability of Eq. 46 has been expressed in
terms of the probability measure of Eq. 44, and the process of the number of zero-
crossings was strictly stationary. It was also found that this process is a Markov
process if there exists a reference time t . If we choose a t that is sufficiently far
in the past, the joint probability measure of f(t1 , w), f(t2 , c), f(t3 , w), where t 1 < t z < t 3,
tl, t, t 3 E T, becomes
21
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P{f(t 1, ) = E, f(t z , ) = E, f(t 3 , w) = E}
= P{f(t l , w) = E} P{f(t z , ) = E f(t, ) = E}
X P{f(t 3 , w) = E f(tz, ) = E} (47)
From Eqs. 45 and 46, the joint probability measure of Eq. 47 satisfies Eqs. 6 and 7.
This relation holds for any finite number of random variables, so that the stochastic
process that contains the random wave of Fig. 9 as a sample function is strictly
stationary.
It has been mentioned that to every strictly stationary process there corresponds
a group of measure-preserving set transformations which generates this process.
Wiener (35) shows that the group of measure-preserving transformations which generates
the strictly stationary process that contains the random function of Fig. 9 as a sample
function is metrically transitive.
The second-order autocorrelation function of the process that contains the random
wave of Fig. 9 will be obtained by computing
f(t, )f (t+ T1, o)f (t+ TI + T, c) dP (48)
Since the process under consideration is metrically transitive, the second-order auto-
correlation function
T
(T1 TZ) = lim ZT f (t, )f (t + 1) W)f (t + T 1 + TZ, ) dt (49)
T-oo
is equal to Eq. 48 for almost all o.
The sample function is discrete; therefore the random variable at time t has the
values
f(t, w) = a i , i = + 1
where
al = E and a_l = -E (50)
Similarly, bj and ck are the values of the random variables at time t + T1 and
t + r 1 + ' 2 , where j = ±1, k = 1, and 1 < 0, T2 < 0. Equation 48 reduces to
'(T1 T2 ) = Y a. bj ck P{f(t, ) = ai, f(t+ T, ) = bj, f(t+Tl+ 
T2 , w) ck}
i=±l j=±l k=±l
E3 P{f(t+ T, L) -Elf(t, ) E} Pf(t+ TI + TZ, ) = -E f(t+ ) = -E}
- P{f(t+T 1, A)) = Elf(t, w) = -E} P{f(t+T I+ TZ, ) = E If(t +T1' c) = E}
+ P{f(t+ T1, A) = E l f(t, c)) = -E} P{f(t+ T + T2 , ) = -E f(t + T1,1 ) 
= E}
- P{f(t+ T1, w) = -E f(t, o)) = E}P{f(t+ T1 + T2 , w) = E I f(t+ T1 , W) = -E} (51)
+ P{f(t + T1, w) = -E I f(t, o) = -E} P{f(t+ T1 + TZ, A) 
= E I f(t + T1 , ) = -E}
- P{f(t+ T1, A ) = E f(t, o) = E} P{f(t+ T1 + Tz , A) = -E I f(t+ T1, o) = E}
+ P{f(t+ T1, ) = E f(t, w) = E} P{f(t+ T1 + T2 , ) = E I f(t+ l, ) = E}
- P{f(t+ T1, w) = -E I f(t, ) = -E} P{f(t+ T1 + T Z , w) = -E I f(t+ T1 A) 
=
-E}}
in which the relation,
P{f(t, o) = a i , f(t ) f(t + T1 + T2 , o ) = Ck}
= P{f(t, w) = ai} P{f(t+ T1, ) = bj I f(t, ) = ai} (52)
X P{f(t+ T1 + TZ, ) = Ck I f(t+ Tr1 , ) = bj}
of Eq. 47 has been used. When the conditional probabilities in Eq. 
52 are expressed in
terms of the probabilities of the number of zero-crossings in a given 
interval, then
Eq. 51 reduces to 0.
In the region T1 < 0, T > 0, IT 11 > T2 the random variables f(t, o), f(t+ T1 ,w),
and f(t+ T + T1 + T, ) will be related, as shown in Fig. 10. The joint probability 
distribution
of the random variables is
P{f(t, w) = a i , f(t+ T1 , w) = bj, f(t + T1 + TZ , c ) = Ck}
= P{f(t, ) = ai} P{f(t+ T1 , W) = bj I f(t, w) = a i} (53)
X P{f(t+ T1 + T2 , () = ck I f(t+ T1, ) = b j }
by the use of the same reasoning as in Eq. 47. Having obtained 
Eq. 53, we can
show that the second-order autocorrelation function vanishes, 
just as in the region
T1 < 0, T2 < 0.
It can be shown, similarly, that the second-order autocorrelation 
function
vanishes in the region T1 > 0, T < 0, and IT2 > T1 . This can 
also be shown from
the relation
23
(T1, T2) = 5(-T 1, T )
and from the fact that (-T 1 , Tz) = 0.
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Fig. 10. Relation between the random variables f(t,
and f(t +-r 1 + TZ, (o) in the region T1 < 0, T2 >
An n n
+ I I I
-E+A
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0), f(t + T 1 ' )
O, T1 i > T2.
H { r[ I t
Fig. 11. A random wave alternating between E + A and -E + A, with the
number of crossings in a given interval Poisson-distributed.
We have shown that the second-order autocorrelation function of the random wave
in Fig. 9 vanishes. Basing our argument on this, we can demonstrate that the second-
order autocorrelation function of the random wave shown in Fig. 11 is
-2k 2zI + A3(T 1 T = [AE+ + e(Ti'TZ) -Z (55)
because the first-order autocorrelation function of the random wave in Fig. 9 is
+(T) = E e2k T r (56)
A plot of Eq. 55 in the quadrant T1 > 0, T2 > 0 is shown in Fig. 12. Figure 13 shows
(T1 , Tz) when T1 < 0 and T2 > 0. Equation 55 is symmetrical about the line T1 = TV, SO
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that the second-order autocorrelation function in the two quadrants determines (T1 , T2 )
in the whole T1, TZ -plane. In these plots, the values k = 1, E = 1, and A = E/Z were
chosen.
TI ,T2)
4.6
Fig. 12. The second-order autocorrelation function of the
wave shown in Fig. 11 as expressed by Eq. 55.
As a second example, the second-order autocorrelation function, consisting of a
series of rectangular pulses of height E and duration d with a separation time between
pulses equal to the pulse duration, as shown in Fig. 14, will be computed (33). The
assumption is made that the pulses have an equal probability of being on or off, and the
state of each on or off pulse is independent of the states of the others.
In this case, the sample functions acquire a certain periodicity by not occurring in
every other interval, but by occurring in every other alternate interval with a probability
25
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(-.rl, T2)
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Fig. 13. The second-order autocorrelation function in the second quadrant of the
wave shown in Fig. 11. The functional expression is given by Eq. 55.
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+E H n r-1 n' l  n n n |ri, I I IF r [
n I I I I I I I I L -
T
Fig. 14. Random wave of rectangular pulses.
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Fig. 15. Relative positions of the pulses to compute the second-order autocorrelation
of the pulse train in Fig. 14, and cross sections of the correlation function
at T2 = 0 and T2 = d/2.
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Fig. 17. The second-order autocorrelation function in the second quadrant
of the wave shown in Fig. 14.
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of 1/2. The second-order autocorrelation function will be determined by computing the
average area over the distance d with the values of T2 fixed and the values of T1 varied.
To illustrate this procedure let T2 = 0, and let T1 vary over positive values. From
Fig. 15a, b, and c, we have
E 3
4d (d -T1 ) when T1 < d
E 3
(T1 , ) 8d (T1-d) when d T1 <2d (57)
E3
8d (3d - 1) when d < T1 3d
which is plotted in Fig. 15d.
The same procedure is repeated with TZ = d/2. Thus
J+T '1', / / -
E 3
-d (d/Z - T1 ) when T1 d/2
0 when d/2 T1 d
E , , __ _, _ , , ,-
8d 1u' WlvviiUA Il I " JU/ L"
3
1E6 when 3d/2 < T1 2d
) when 3
8d (5d/Z- T1 ) when d < T1 < 5d/Z
A plot of (T 1 , d/2) is shown in Fig. 15j. Continuing in this manner, we obtain the
second-order autocorrelation function over the entire plane, in which T1 > 0, T' > 0.
The plot of this function is shown in Fig. 16.
In exactly the same manner, the second-order autocorrelation function can be
evaluated for the half-plane in which T1 < 0, T2 > 0. This is shown in Fig. 17. Figure 18
shows the cross section for fixed values of TZ.
In the pulse train that is being considered an origin can be found that will make the
statistical properties of f(t) and f(-t) identical. This will be shown in Section IV to be a
sufficient condition for the second-order autocorrelation function ( 1, T2) to be sym-
metrical about the line T1 = T2. The use of this symmetry leads to the construction of
the second-order autocorrelation function in the remaining quadrants.
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IV. PROPERTIES OF SECOND-ORDER AUTOCORRELATION FUNCTIONS
Before investigating the properties of second-order autocorrelation functions, the
relation between * (T1 , T2), defined in Eq. 22 for the case n=2, and (T1 , T2), defined in
Eq. 49, will be determined. The two restated definitions are:
T
* 1 1(T1, T2)= lim 2T f(t)f (t+ Tl)f (t+ T2 ) dt (59)
T-oo 
T
4(T 1, -Z) = lim T f(t)f (t+ T1)f (t+ 1 + T2 ) dt (60)
T-o
In Eqs. 59 and 60 the o used in Eqs. 22 and 49 has been dropped for the sake of conven-
ience, but there is no change in the meaning of Eqs. 59 and 60 from the original defini-
tions. Although the definition of the second-order autocorrelation function for random
functions has been used here, identical results hold for the second-order autocorrelation
functions of periodic and aperiodic functions.
By a change of variables (36) in Eq. 60, the following relation between (4(T1 , T2) and
4 (T1, T2) is obtained:
+(T1' T2 ) = (-1 T) 
(-Tl' T2) = *( TI Z)
(T1 -T ) = + (-T"1,- 2)
(-T' -'2 = (Tl -T 2 )2 )rT
(61)
The relation between the two definitions (Eqs. 59 and 60) given by Eqs. 61 becomes clear
by referring to Fig. 19. This figure shows that if the second-order autocorrelation
function is given as (4(T1, T2 ) in the whole T1, T2 -plane, then ) (-r1, 2 ) can be determined
from (T1, T2). For example, to construct * (T1, T2) over the T1 , T2-plane, with T1 > 0,
' > 0, the values of +) (T1 , 2) at points (1, T2 ) are obtained from values of (-' 1 , T2 )
at points (-T 1 , T2 ). The construction of 4* (T1 , TZ) in the other quadrants proceeds in a
similar manner, based on the relations given in Eqs. 61. The points in the T1 , 2z-plane
that are involved in Eqs. 61 are all mirror-image points about the line T1 = 0.
By using an identical procedure, the second-order autocorrelation function ~(T1 , T2)
can be determined if 4)*(T 1, T2 ) is given.
The second-order autocorrelation function defined by ~ (-1, 2 ) is symmetrical about
the line = T2, since ((T1 , T-) = (T, 1). The line of symmetry of the second-order
autocorrelation function defined by )(T1 , T2 ) is T1 = -T 2 . This arises from the relation
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Fig. 19. Relation between 4(T 1 , T2) and *(T1 , T ). The (T1 , T2 )-plane is the
(T1 , r2 )-plane rotated 180 ° about the T-axis.
given by Eqs. 61 and from the fact that the line T1 = -T2 is the mirror image of the line
T1 = T2 about the T2-axis. In the first example given in Section III it was found by actual
computation that the second-order autocorrelation function (T1 , T2 ) of the periodic func-
tion shown in Fig. 1 is symmetrical about the line T1 = -T 2 .
In general, it is difficult to obtain the necessary and sufficient conditions for the
second-order autocorrelation function (T1 , T2 ) to be symmetrical about the line T1 = T2 ,
but in the case of random functions the sufficient conditions can be obtained. Let f (t, o)
be a sample function of a metrically transitive process. Now, if (T1 , T) is symmetrical
about the line T1 = T2, then
~(T1, T2 ) = (T Z, 1) (62)
Equation 62 can be rewritten as
f f (t, Wc)f (t+ Tl,)f (t+ T+ TZ, ) dP
(63)
-= ~f(t, c)f (t+ T-, W)f (t+ T1 + TZ, o ) dP
Since the process is strictly stationary, by definition, we have
P{[f (t, w), f (t + T2 , ), f (t + T1 + T2 , W)] E A}
(64)
= P{[f (t - - T2 , ), f (t - T1, w), f (t, O)] A}
where A is any three-dimensional Borel set. Hence,
f(t, )f (t+ T, W)f (t+ + T., w) dP f (t - 1 T 2 , )f(t - , )f(t, ) dP (65)
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and thus Eq. 63 becomes
Q f (t, ) f(t+Tl, ) f(t+ T1 + TZ ) dP
= E f (t-T 1- T , W)f (t-T 1, )f (t, w) dP (66)
Hence, a sufficient condition for (T1, T2 ) to be symmetrical about the line T1 = 2 is
that
P{[f(t, w), f(t+ T1 , w), f(t+ T + TZ, W)] E A}
= P{[f(t, w), f(t-T 1 , W), f(t-T 1 -T 2 , w)] E Al (67)
since in this case Eq. 66 is satisfied. The random wave in Fig. 11 satisfies the relation
in Eq. 67, because the zero-crossing process is a Markov process. The second-order
autocorrelation function of the random wave of Fig. 11 is given by Eq. 55, and it is
symmetrical about the line T1 = '.
Having concluded the study of some general properties of second-order autocorrela-
tion functions, we shall consider the properties of the second-order autocorrelation
function of periodic functions (32). First, the second-order autocorrelation function of
a periodic function, defined by letting n=2 in Eq. 16, will be expressed in terms of the
Fourier coefficients of the periodic function. Before this is done, however, we shall
show that, under conditions that will become clear later,
~ f(t) g (t)h (t) dt
N N r Tr
-im xN-o (~lim 2 X= it e | i(m+n)t h(t) dt / f(x)e inXdx (68)
X | g (x) e mXdx
A formal procedure will be used, and it will be shown that the restrictions to be imposed
on f(t), g(t), and h(t) are valid for many practical cases.
By applying the Schwarz inequality the following inequality is obtained:
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f (x)e - in x dx)
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rr
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-N
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-N
eimt
e Ji
N
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-N
eint 
e~l
f(x)e inxdx)
g (x)e imx dx dt
4
f(x)e-inx dx) dt
f imt ;ie I(g(t) imx ) dtg (x) e -md rht) 2dt1/2h 2 (t) dtN1 i
-N
If it is assumed that
4
f(x)e - inx dx) dt = 0
N ri
-N -
-imx dx)9 W e 
and that i h (t) dt < co, then Eq. 69 becomes
and tha~~~~~t r 
N
- eint
-N
itr
f (x) e- dx)
N
2- eimt
-N
g ir
j g (x) eimx
-t
(71)
dx)h (t) dt= 0
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elfl f
lir g(t)-
N-oo dt = 0
(70)
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Rewriting Eq. 71, we obtain
/ N iT iT
lim f(t)g(t)h(t) dt 2- - g(t)h(t)e in t dt f(x) e dx
~N IT T~-N r -ta
N it -T
2r S f (t)h(t)ei m t dt g(x)e-imx d
NN Tr 1 w
+ h (t)ei(m+n)t dt f (x)e-inx dx g (x) e dx) = 
(Zr)Z -N -N - -
(72)
The integral of the product of f(t) and g(t)h (t) will be expressed in terms of the Fourier
coefficients of f(t) and g(t)h(t) in the usual manner (37):
1 f (t) [g (t)h (t)] dt
(73)
N
-= lim 2 f g(t)h(t)ein dt f(x)enx dx
Similarly,
1T
g(t) [f(t)h(t)] dt (74)
N I 
= lim 2 . f(t)h(t)ent dt g(x)e - x dx
N-Noo
Substitution of Eqs. 73 and 74 in Eq. 72 gives the desired result of Eq. 68.
Equation 68 was obtained over the interval - rt to r, but a similar equation can be
obtained for a periodic function f(t) over the interval 0 to T1 , where T 1 is the period
of f(t). If we make this change in Eq. 68, the second-order autocorrelation function is
+ (T1, TZ) T=  f f (t)f(t+ T)f (t+ T) d t
N N T1 i(m+n)wt 1 -imolx
N ur 1 - N e ft -N1 f( T1 ) dx
(75)
1 -in°lx
XT f(x+ T)e dx
N N i(MTI + nTZ
= lim e F(m+n) F(n)F(m)
N-o
-N -N
where
Fn) 1 = f(xep 1(-inc 1x) Z
F(n) 1 f(x)exp dx and 
FYn) ~l " 0 dx nd T1Z1
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The assumptions made to obtain Eq. 68 are satisfied if the functions involved are of
bounded variation; hence Eq. 75, which was obtained from Eq. 68, is valid for many
practical cases.
Suppose that the double series in Eq. 75 is absolutely convergent (38), then the series
N N
lim E I F(m)F(n)F(m+n)l (76)
N-oo -N -N
converges. In a double summation of positive terms, the possible methods of summa-
tion are equivalent; therefore, if the terms that correspond to m = 0, n = 0, and m = -n
are extracted, Eq. 76 becomes
r N N N
IF(0)I ilim X IF(n)2 + lim IF(m) + lim F(m
N- oo-N N-oo N-oo -N
NN (77)
+ lim X E IF(m)F(n)F(m+n)l
N--o -N -N
m*O, n*O
m*-n
and it has the same limit as Eq. 76. Hence, if the terms corresponding to m = 0, n = 0,
and m=-n are extracted from Eq. 75 and the relation
N
(T) = lim e F(n)I2 e (78)
N-oo -N
is used, then the series
F(O) {+ (T 1) T)+ 1(T 1 T + - )}-ZF 3 (0)
(79)N N is) (mTl + nO'z)
+ lim E I F(m)F(n)F(m+n) e 1
N-o-_N -N
m*O, n*O
m*-n
is convergent. When the series in Eq. 79 converges to 4 (- 1 , Tr)' the second-order
autocorrelation function is the sum of first-order autocorrelation functions that are free
of the phase relationships of the harmonics, a double summation term that involves the
phase relationships of the harmonics and a constant term.
In order to investigate how the phase relation of the harmonics is included in the
second-order autocorrelation function, the first and second-order autocorrelation
functions of a trigonometric polynomial will be obtained (39). The trigonometric
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polynomial is given by
N
f (t) = Ak cos (kwot+0k) (80)
1
where T = Z is the period and Ok is the phase angle of the k th component. The first-
o
order autocorrelation function of f (t) is
N
+(T) = L A k cos k T (81)
1
and the second-order autocorrelation function is
+ (T1 T2)
N N N
1 1 1
n=k+m
N N N (82
+ AX AkAmAn COS {CO(mnTl- nTz)+ m - k - n}
1 1 1
n=m-k
N N N
+ E XX AmAn cos {W(mT1 + nT.) + m - k+ 
1 1 1
n=k-m
In this equation, the sums are taken over values of k, m, and n that satisfy the relation
shown below each of the triple summation signs.
th th thEquation 82 shows that the phase angles of the n , k , and m harmonics enter
the expression for 4 (T1 , T ) as O k + - n, - k -0 and - k + n, when
the relation between n, m, and k is given by n= k +m, n=m-k, and n=k-m, respec-
tively.
The second-order autocorrelation function of even and odd periodic functions will be
investigated next. To do this, Eq. 79 will be put into a different form. In the double
summation the terms with positive m, n will be added to the corresponding terms with
negative m, n. These terms are complex conjugates. The terms that correspond to
m > 0, n < 0 and m < 0, n > 0 are also complex conjugates, so they, too, will be added.
From the assumption that the series in Eq. 76 is convergent, the new series is
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convergent, and, furthermore, if it converges to +'(T1;T2 ), then
(T T 2) = F(O){ (T 1 ) + (T2.) + (T 1 -r 2 )}-2F 3 (0)
N N
+ 2 lim 1 z
N- 1 1
N N
+ 2 lim 
N-c° ° 1 1
m in
i I 1 (mT1 + nT )
Re F (m) F (n) F(m+n) el( n ]
(83)
Re
The complex spectrum F (n) can be expressed as
(n) (a - ibn)
where an and bn are twice the average of f (t) cos n,
(0, T 1 ), respectively.
If f (t) is an odd periodic function, then F (0) = 0,
case Eq. 83 becomes
N
+ (T1 , T2 ) = 4 lim 7
N- N
N N
)lt and f(t) sin nwlt over the interval
F(n) = -ibn/2 when nO. In this
N
bm bn bm+n sin (mT 1 +nT )
1
Z bm bn bm-n sin Cl (mlT -nT Z )
1 1
mfn
(85)
I
Equation 85 shows that the second-order autocorrelation function of an odd periodic
function does not involve first-order terms and vanishes
When f(t) is an even periodic function, F (n) = an/2,
at T1 = T2 = 0.
and Eq. 83 becomes
. N
p (T1 T. ) = a/ 4 limi a cos wlmTl-1
N N '
N-cc 1 N-oo
N N
+ l aN a a os (m nTZ)
+ im m -n m-n 1 (rTn 2)
N-o(o m1 1
(mn)
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(86)
F (m) F(-n) F(m-n)E
(84)
iW1(MT 1 -nT 2)
Earlier in this section, the sufficient condition for the second-order autocorrelation
function (T 1, TZ ) of a random function to be symmetrical about the line T1 = T2 was
given. The corresponding symmetry, when the second-order autocorrelation function
is defined by ' (T1 , T2 ), is the symmetry of q (T1 , T2 ) about the line T1 = -T2 . The suffi-
cient condition for this symmetry is
P{[f (t, w), f (t + T1, W), f (t + Tz2, w)] A} (87)
= P{[f (t, w), f(t--l, W), f (t -Tz, )] E A}
From the sufficient condition for random waves, it would be suspected that the second-
order autocorrelation function ( 1 TZ) of an even periodic function is symmetrical
about the line T1 =--T2. This is true, for in Eq. 86,
(T1 , T2 ) (T, T1 ) 
(88)
+ (T1, T) = (-T 1 -T) 
(89)
Eq. 88, the value
the values of ('
s of (T1, Tz ) at points A and B of Fig. 20 are equal. Simi-
T1 , T2 ) at points C and D are equal. From Eq. 89, the values
of ' (T1 , T2 ) at points A and D are equal. Hence, in
the first and third quadrants, qc (T1 , TZ) is symmetrical
about the line T1 = -T '
From Eq. 88, the values of I (T1 , TZ ) at points E
and F are equal. From relation 89, the values of
(TI, T2 ) at points E and G are equal. Hence, the
values of 4'(T 1, T2 ) at points F and G are equal. This
shows that c(T1, TZ) is symmetrical about T1 = -T2 in
the fourth quadrant. The use of Eq. 89 shows that the
* ..
1T _ __ ____1 
Fig. 20. T1 , T2 -plan
E and H are equal. T
values of '(T 1, T2 ) at points F and 1i are equal, ana,
Le. from Eq. 88, the values of b (T1 , T2 ) at points F and
E are equal. Hence, the values of 4 (T1, T2 ) at points
his shows that the line T1 = -T2 is the line of symmetry in the
second quadrant.
Having considered the properties of the second-order autocorrelation function of
periodic functions, our next step is to consider the second-order autocorrelation func-
tions of aperiodic functions. For most practical cases, the second-order autocorrela-
tion functions of aperiodic functions will have the following property:
ff |b *(T1, T)I dT dT < o
- 00
(90)
If (T1 , T) satisfies Eq. 90, then *(T 1 , T2 ) is in class L1 in the T1 , T2
-plane.
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A
C
D
If T ( 1 , T2 ) is in L1 , then it can be shown (40) that
* 1 *
( W 2,(o) - 2 f ( ( 1 ' T 2 )e 1 2 dT d (91)
--00
exists, and
lim (,' oZ) = 0 (92)
2 2
*
Since (c1,' W2 ) exists, the order of integration can be exchanged in Eq. 91 in accordance
with Fubini's Theorem (41). Let f(t) be a function in class L 1 in addition to being in
class L 3, and substitute Eq. 19, with n = 2, in Eq. 91. If we change the order of inte-
gration, (1, o2) becomes
~( ) 2 JJ - X f (t)f (t + T 1 )f (t + T2 ) dt e dT dTz
-00
oo oo .oo 
f(t) dt f(t+T1 )e dT1 f(t+ T)e - dT(Z r) -1 - -o
1 _ i(W + o)t r -icl dT f -r )ei= 2 z f(t)e d de  f (T2)e dT
1 -0
where t + T T, t + T2 = T, and F (o) = f (t) exp(-iot) dt.
The. L1 theory of Fourier transform (42) used here is restricted in the sense that
c, (T1 , T2) cannot be recovered from (W1' wZ) unless ~ (o19 2) is in class L1 in the
, w Z-plane. In many cases it becomes difficult to check that (ol, wZ) is in class L 1 ,
but for the present investigation there is no need of recovering *(T1, T2 ) from
(X1' W2Z) ; hence no attempt will be made to develop the L theory.
In the case of a periodic function, from Eq. 83, the second-order autocorrelation
function of a periodic function can be expressed in terms of a sum of first-order auto-
correlation functions and double sums. Equation 93 shows that the effects of the first-
order autocorrelation function also exist in the second-order autocorrelation functions
of a periodic function. When ol = 0, Eq. 93 becomes
*(0, 2) = ZrrF(O) IF(o 2 )I = F(0)(oZ) (94)
where (0) is the energy density spectrum of f(t). Similarly, when w2 = 0, we have
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4 (oI I) = 2rr F(O) F ( ) = F () ( ) (95)
and when c = Cg,
(W1 -Z, o2)= ZF(-w2)F ( 2)F(0)= F(0) (wZ) (96)
To illustrate this point, the Fourier transform of the second-order autocorrelation
functions of two aperiodic functions will be evaluated.
Ee - a t for t 0
f(t) = 0 for t < 0
with a > 0.
The first function is,
(97)
The second-order autocorrelation function of this function is
E 3 -a(T1 + T2 )
3a e when T1 >-0, T2 >a 0
E 3 -a(T1 -27 2 )
3a
E 3 a(2T1 -7T 2 )
--e3a
when 71 >
7T1 < O, 72
0, 72 < 0, and when
< 0, IT 1>IT11
when 71 < 0, 72 > 0, and when
T < 0 T <0, and T, I > IT I1 '2
Since Eq. 98 is in class L 1 , the Fourier transform of +* (T1 T2) defined in Eq.71 g eie nE
exists. The evaluation of Eq. 91 can be simplified by using the symmetry
of (71 72)'
The evaluation of Eq. 91 will be considered in the region in which T1 >
properties
0, 72 <0,
and 1 < 0, T2 > 0. In the first region,
00 0
1
o 0 0120 a0=o
1'(71, T2)e
-i(W 171 + T2)
d72 d71
If we let T = , T2 = 1 and use the symmetry relation,
Eq (T, 99) beco (mes , )
Eq. 99 becomes
00 0
1
a 1
-i ( T + 2z T71 )
dT' d7'1 Z
In the 71 , T2- plane, in which T1 < 0, T72 > 0, ( 1, 2) is
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* (T1, T2 ) = (98)
91
(99)
(100)
(101)
(1~ (WI, " ) is
~ (Ti, TZ) 
coZ iW )
1 ,':"
()2 0 (T, TZ)e dT 2 dT 1 (102)
---m0 ,-=0
Equations 101 and 102 are identical, except for the interchange of 1 and o and the
order of integration. As far as the order of integration is concerned, the integrals given
by Eqs. 101 and 102 exist, and hence, from Fubini's theorem, the order of integration is
immaterial. Therefore it becomes clear that once (c1' WZ) has been evaluated in the
region in which T1 > 0, T2 < 0, the expression for (1o, 2) in the region in which
T1 < 0, T2 > 0 is obtained by interchanging wl and w2 in (w1' w2 ) in the first region.1 z,1 2 i 
In the T1 , T2 -plane, in which T1 > 0, T2 > 0 and T1 > TZ , " (X1' WZ) is
1 T 1 -i(W 1rT+ 0 2 T)
2-T(T I, T)Ie dTzdT1 (103)(Z ) z I
Let T= T, T2 = T , and use Eq. 100; then Eq. 103 becomes
00 T
(21,~2 Tr)Z J (T lJ v T ) e I z d7 I dTd (104)
(2 =0 =0
In the T1, T -plane, in which T1 > 0, T2 > 0, and T1 < Tz , m (W1 , W2 ) is
00 PT2 -i(W+ )
( 1 (T1, T)e dT d 2 (105)
Comparison of Eqs. 104 and 105 shows that the two integrals are identical, except that
I and have been interchanged. Hence, having obtained ' (WI, W ) in the T1 , T2-plane,
in which T1 > 0, 2 > 0 and 1 > T2 , we find that the interchange of ol and w2 in this
expression gives (XI (2)) in the region in which T1 > 0, T2 > 0, and T1 < T .
In the same reasoning used to show that if (' c2 ) has been obtained in the
T1 , T2 -plane in which T1 < 0, T < 0, and IT1 < IT2 1, then, by interchanging W1 and w2
in this expression, (cl WZ2) is obtained in the T1 , T2-plane in which T1 < 0, TZ < 0, and
IT1 1> T21 
To evaluate (l, c2 ) of the function defined in Eq. 97, the preceding method will
not be used, since it can be evaluated readily by substituting 4b (T1, TZ), as defined in
Eq. 98, in Eq. 91 and performing the integration. Then we obtain
* E 1
(1' c2 ) 2 2 (106)
41r a(a + 1Z + + ) + ic 12( 1+ 2)
Let oZ = 0, then Eq. 106 becomes
42
E) a) (a
o)- (Z ia) 7ra 2 2 = F(O)(1)
a +1
where
F () = Z2wa
and the energy density spectrum of f (t) defined in Eq. 97 is
2E a
(C1) 2-a 2 2
a +ol
Similarly, when l 1 = 0 and ol = -WZ, we have
' (, W ) = 2 -WZ WZ)
E E
-2Tra Zaira F (0) ( )a +wa)
As a second example, consider the function,
f (t) = E when 0 < t < b0 elsewhere
It is necessary that * (T1 , T2 ) be evaluated only on one side of the line T1 = TZ
Fig. 21. Plane over which 4 (T1 , TZ ) in Eq. 11Z is defined.
Fig. 21. Below the line T1 = T2 , the second-order autocorrelation function of f (t),
defined in Eq. 111, is
E (b-T1) when T1 > 0, T2 > 0, T1 > 
E 3 (b-T 1 - T2 ) when T 1 > 0, T2 < 0
E 3 (b- IT 2 ) when T1 < 0, T2 < 0, IT 1 4|<IT 2
(112)
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(107)
(108)
(109)
(110)
(111)
in
_ _
Equation 91 is evaluated in regions I, II, and III in Fig. 21, and, by interchanging 1
and o2 in the (W1 , w2 ) that is obtained in these regions, the expressions for & (X1, 2)
will be obtained in regions VI, V, and IV. Summing the six expressions, we have
E 3 -2 sin (wOl+z 2)b +2 sin w1b+Z sin w2b
( (WO1 , W2 ) 2 (113)2 (Z TWO(~ 1 + Z)
Application of L'Hopital's rule gives
limEb f Zb2 sin b/2 (114)
( (WI,' W2 2- = F (0) (Z) (114)lr1-0 ) b/2
where
F(0) Eb (115)2r
and the energy density spectrum of f (t), defined in Eq. 111, is
E22b /sin w b/2\2
,(- Eb 2 (116)2(0Z)-r Z 2b/
Since Eq. 113 is symmetrical with respect to w1 and ,
lim & (o1, 2) = F(0)B(41 ) (117)
2Z-0
L'H6pital's rule is applied again to obtain
lim ( 1w °2 ) = F(0)~ (Z) (118)
These examples show that the second-order autocorrelation function of an aperi-
odic function includes the effects of the first-order autocorrelation function when
F (0) * 0. For an aperiodic function with the property that F (0) = 0, the effects of
the first-order autocorrelation function are absent in the second-order autocorrela-
tion function. An example of the latter case is given by the function defined in
Eq. 40.
The general expression for the Fourier transform of the autocorrelation func-
tion of an aperiodic function was obtained in Eq. 93. For · (, w2 ) to exist, it
was assumed that (T1 , L ) belongs to class L 1. Also, if it is assumed that
*(o 1, o) is in class L 1 , then the integral of (Xl, ) with respect to one of
the variables w1 or oZ is the cross-spectral-density function (43) of the function
f (t) and the square of the original function f (t). The existence of the integral
of ( 1 , 02) with respect to one of the variables is assured by Fubini's theorem.
This integral is
44
00
*(X1l' 1o ) dwz = uF (1l)/X
-00
F () F (-C 1O- I Z) d 2
If F () is also in class L 1 , then the conjugate of
G (l ) is
00
G (c 1 )= 2 -
(119)
the transform of f 2 (t) denoted by
2 i(et 00o
f (t)e dt = (120)
Hence, Eq. 119 becomes
00
1 ( 1 ,' w 2)dw = rF (l)G(COl)
-co
(121)
which concludes the proof.
Properties of the second-order autocorrelation function that are true for both the
aperiodic and random functions will now be considered. The proofs will be given for
random functions, but similar proofs are valid for the aperiodic functions. The random
function f (t, o) is a sample function of a metrically transitive process, and is the
parameter of the process. For the sake of simplification, will be dropped from the
notation of f (t, o).
The first property concerns almost all sample functions of a metrically transitive
process in which Eq. 21 is absolutely integrable when n = 2, and the sample functions
of the process are non-negative. It will be shown that, for almost all sample functions
of a process that satisfies these conditions (39), the following inequality holds for finite
T1 and Tz:
T
lim I
T-oo T
T
f(t)f(t+ l)f(t+T 2 )d < lim - T1 T-oo
3f (t) dt
This inequality is obtained by applying H6lder's (44) inequality to the functions
f3(t+T 1 ), and f 3(t+T 2 ) over the range T <t < T. Thus
T
ZT
'-T
(122)
f 3(t),
dt
FT
,1 T
I= T LT -T
T
f3 (t)dt Z f
T+
-T
+ T1 T+T2
f3 (t) dt -T 2
T1 T +2
1/3
t +T 2 ) dtj
1/3
f (t) dt]
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00
J-00
(123)
--
F (2 )F ( 1 -W) d2
(t + TIi 111 (t + T j)
Since f (t) is non-negative,
;T+ T
T + 1
T+ IT I
T
T+T 2
2T
/-T+T 2
f3 (t) dt T I f3 (t) dt3 1 T
- T-I, I
1 f (t) dt
Z(T+*I{) I T - , 1
f3 ( d T+Ir2 1If3(t)dt < T
If we substitute Eqs. 124 and 125 in Eq. 123, the ineqality becomes
T
1T
J-T
[f (t)]/3 [f
T
3(t +
T + ITI
f (t) dt TT
T+ITI2 1
T 2(T+IT 2 1)
Tl)l/3 [f3(t+
1
2(T+lrlI)
T2 )]1 / 3 dt
T+ I T1
-T IT1
,T+ ITZI 1/3
f (t) dt
The upper limit of the right-hand side of Eq. 126 is
f (t) dt T2(T+ T1 )
T+ IT1 3
f (t) dt
T-IT1 
T+ITZI 1
T Z(T+IT2 1)
T+ITI 1/3
fTIT Zf (t) dt
-T I
T
lim-
T-o T
3f (t) dt lim
T-oo
1
2(T+ITIT)
-T- IT1 I
1 /3
f 3 (t) dt
T
lim T-
T- oo
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Similarly,
(124)
rT+I T21
-T- 21
f 3 (t) dt (125)
< 2TZT f3(t) dt
lim
T-'oo
T
-T,
(126)
1
T-m 2 ( f (t) dt (127)
I
If we apply the ergodic theorem, for almost all w,
T
3lim 2T f (t) dt (128)
T-oo
exists. Hence,
T T
lim T f3(t) dt = lim f3(t) dt (129)
T-oo T-oo 2T
The upper limit of the right-hand side of Eq. 126 is never less than the lower limit of
the left-hand side of Eq. 126. But, from the same argument that was used to obtain
Eq. 129, the lower limit of the left-hand side of Eq. 126 is
T
lim 2T f(t)f(t+T )f(t+T 2 ) dt
T-oo T 
T
=li 2T f(t)f(t+T )f(t+T2) dt (130)
Z-oT
Thus inequality 122 has been obtained.
It is of interest to note that the assumption that f (t) is non-negative was required
to obtain inequality 122 for second-order autocorrelation functions. An assumption
of this nature was not required for the case of first-order autocorrelation functions to
prove
T T
1 1lim 2T f(t)f(t+T) dt < lim 2T f(t) dt (131)
T-oo TT-oo T
The second-order autocorrelation functions of non-negative aperiodic functions satisfy
an inequality similar to Eq. 122, but the aperiodic function of Eq. 40 does not satisfy
the non-negative condition; therefore the second-order autocorrelation function vanishes
at (T = 0, T2 =0).
The next property to be considered concerns the continuity of second-order autocor-
relation functions (45). It is assumed that almost all sample functions of the process
satisfy three conditions:
1. The first-order autocorrelation function * (T) exists and is continuous at T = 0.
2. The first-order autocorrelation function of the square of almost all sample
functions exists for all values of T.
3. The second-order autocorrelation function 4 (T1, T2 ) exists.
With this assumption, it can be shown that the second-order autocorrelation function
of almost all sample functions of the process are continuous everywhere.
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For the proof, consider
*(Tl, T2 ) - +*(T l +k 1 ,T + k2+ k
in which f' (T1 , T2 ) is defined by Eq. 22 when n=2.
(132)
The abbreviated expression,
d' (T 1 , Tz) = f (t)f (t+ T1 )f(t + 2 )
is adopted. To simplify notation, let
a=f(t), b=f(t+T 1), c=f(t+T 2 ), d=f(t+T 1+k 1 ), e=f(t+T2 +k 2 )
and let the expression given as Eq. 132 be denoted by A. Accordingly, Eq. 132 can be
written as
A = I abc - ade 
which can also be put into the form
A = ac (b-d) + ae (b-d) + adc - abeI
For any real numbers a, , y the following inequality holds
la+p+yl a Il+lpl+lyl
Hence, from Eq. 136, it follows that
A < ac (b-d) I + lae (b-d) I + lade - abe I
(135)
(136)
(137)
(138)
Since
(139)
and
(140)I ae (b-d) I Iae (b-dI
Eq. 138 becomes
A < ac (b-d) + ae (b-d) + lade - abe I (141)
The three right-hand numbers of this equation will be considered one by one. For the
first term, it will be shown that b -d I2 exists. The term lb-d can be rewritten as
Ib-dl =b Z +d Z - Zbd (142)
From condition 1,
T
bd lim f(t+T )f(t+
T-'oo T
Tl +k 1)dt = (kl)
Hence, Eq. 142 becomes
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(133)
(134)
(143)
I c ~(b-d~) _ I c (b-dfl I
(144)
which shows that Eq. 142 exists. Furthermore, by condition 2, ac| exists because
2 2 ~2 21
ac =ac = lim
T-oo
T
f (t)f2(t+T ) dtI
Now, by the Schwarz inequality, we have
lac (b-d) |< [lac lb dl21 - {21ac I2 [p (0) - (kl)]
By similar reasoning, the second right-hand term of Eq. 141 satisfies the inequality
(147)ae (b-d) i< Z lae [+ (0)- + (k 1)]
In considering the last term of Eq. 141, write
|adc- abe = adc- abc +abc- abe (148)
from which the following inequality is obtained:
ladc-abelladc-abcla d -a b + abc-abel = ac(d-b)l + ab(c-e)l
Application of inequalities similar to those of Eqs. 139 and 140 leads to
ladc - abel < lIac (d-b) + ab (c-e)l 
(149)
(150)
in which the first right-hand term is the same as in Eq. 146, and by the Schwarz ine-
quality, the last term of Eq. 150 is
ab (c-e) < Z{2 ab [ (0) (k ) ]}1/ (151)
If we combine Eqs. 146, 147, and 151, then Eq. 141 becomes
A 2 ac1 [(0) - (kl) ]
+ {2 ab12 [ (O)- (k )]
Inasmuch as condition 2 ensures that ac 2
+ ae 12 [ (O)- (k )]}
It/
(152)
lae 12, and Ilab 2 are finite for all values
of T1 and T2, then, from condition 1, given any E > 0, there exists 6 > 0 with the
property that
[+ (O) - (kl )] < E (153)
It follows that, given any E > 0, there exists 6 > 0 with the prop-
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(145)
(146)
for every
erty that
Ikl < 6.
__I
lb- djZ = Z[( (O - (k 1)]
A = I(T 1, TZ ) 4 (T1 +k 1, TZ +k)<E (154)
for every kl[ | < 6 and [kz' < 6. This proves that 4 (T1 , TZ) is continuous for all values
of T1 and T2 under conditions 1, 2, and 3.
A relation analogous to Eq. 121 exists for random functions; thus a heuristic verifi-
cation will be given. The Fourier transform of a second-order autocorrelation function
of a random function will be defined in a manner analogous to Eq. 9 1.
00
(~ 1, 2 ) : J ,l T c ,e dT1 dT2
= lim T FT(W1)FT ()FT( +'2) (155)
T-'oo
In Eq. 155, FT () is the Fourier transform of fT (t), where fT (t) = f (t) when -T t T,
and it is zero elsewhere. Consider the product of ( 1, W2 ) and e , and integrate
it with respect to w2. Thus
i2T2_
(SW1 , I 2 )e 2?dw" 2 = lim FT (W1 )
-0 1 C )eT-ooL
00 iw 2T2 (156)
If the transform of fT(t)fT (t + 2) is denoted by GT(1. T2 ) for a fixed T, then
________ 1WZ T
G T (W1 ,) =T F T ( Z ) F T (-° 1 - 02) e dw0z (157)
-oo
Equation 156 now becomes
00 i(, Te
X 2 2T-oc T T T Z
Equation 158 shows that when T2 = 0, the integral of { (W1 , WZ) with respect to 2 is
the cross-spectral-density function of f (t) and f (t).
If the crosscorrelation function of g(t, T2 ) =f(t)f(t+T2 ), where T is fixed, and f(t)
is denoted by g (t, TZ ) , f(t)(Tl1) then, since Eq. 158 gives the cross-spectral-density
function of g (t, T2 ) and f (t), we obtain
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J-co
g (t, T2 ), f (t)e
'" '(T 1, TdT)e I dT2 ~d1 (159)
This relation shows that it may be convenient to consider the second-order autocorrela-
tion of f (t) as a crosscorrelation function of g (t, T2 ) = f(t)f(t+T2 ) and f (t).
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V. APPLICATION OF SECOND-ORDER CROSSCORRELATION TO FIELD MAPPING
In concluding this brief study of second-order correlation functions, an application
of second-order crosscorrelation functions, defined in Eq. 24, to a field mapping prob-
lem (46) will be considered. This problem
was vllr.te] h  Profssnor Y. W. Le aind
is concerned with the determination of the
locations of m sources of independent random
waves by crosscorrelation techniques.
The sources that are assumed to be located
on a plane are designated Sj, where j=l, . . . m,
x as shown in Fig. 22. It is assumed that, for
a fixed j, the sample functions fj (., o) 0
of a metrically transitive process defined
on te asic space .w iS generate a bj.
The m metrically transitive processesFig. 22. Distribution of sources and
location of listening posts. {f1 (t, w), - < t < oo} ... {fm(t, )), -o < t < oo}
are assumed to have a common shift transfor-
mation defined on 2. For each of the m metrically transitive processes, Eq. 21 is
absolutely integrable when n= 1, n=2. Furthermore, we assume that the m metrically
transitive processes satisfy the relation:
If (t, ) dP < oo (160)
Furthermore, the random variables fl (t, ), ... , fm (t(m), a) are independent, where
- 0 < t 1) < , ... , < t(m) < o, w E . This means that
P{fl (t (1), A ... fm (t(m) ) Am}
= P{fI(t(l)0) A1 } P{fm(t m) A) E Am} (161)
where -oo < t ( ) < 00, .. ,-oo < t(m) < o, and Ai is an arbitrary linear Borel set.
On the plane in which the sources are located, three points, L i , i = 1, 2, 3, that
form an equilateral triangle are chosen as listening posts. The separation between the
points is denoted by d. The sample functions received at Li are
m
gi(t,) = fj(t-kdij, ) (162)
j=l
where fj (, w) > 0 is a sample function generated at Sj, dij is the distance between the
points Sj and Li, and k is the reciprocal of the speed of light. The stochastic processes3 1
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{gi(t, ), -co < t <oo }, i= 1, 2, 3 (163)
are metrically transitive processes (30) with a common-shift transformation, which is
equal to the common shift transformation of the original m metrically transitive proc-
esses.
If the metrically transitive processes of Eq. 163 satisfy the relation given in Eq. 23
when n = 2, then the second-order crosscorrelation function exists for almost all , and
it is
123(T1, T) = lim gl(t)g 2 (t +T 1 )g 3 (t +') dtT-oo T
gl(t) g2 (t +T 1 ) g3 (t + T2 )
m m m
= 7 j Cfj(t -kdlj)fj(t+Tl-kdz)fp(t+T-kd3p) (164)
1 1 1
in which w has been dropped for the sake of convenience.
The consequence of the independence condition given in Eq. 161 leads to a simplifi-
cation of Eq. 164.
b 1Z3(T1, T)
m
fj(t - kdlj) fj(t + T1 -- kdzj) fj(t +T -kd 3 j)
1
m 3 3
+ Z Z Zajpfj (t + T kd - kd (t
1 j k f- )fj Tp_ 1k p
j=1 =1 p=l
f p
+ constant terms (165)
where m > 1, T = 0, and ajLp is a constant. The value of 1 2 3 (T1 , T2 ) at
T1() = k(d2i -dli)
(166)
T2) = k (d3i-d l i )
is
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q 123 (i) i) = f3(t-kdli) + Afi (t-kdli)
m _ __ _ _1 
+ j ) f j(td l (tj + T (i) kdzj) f(t+ T(i) kd 3 )
j=l
ji
m 3 3
+1Z ajp fj (t + Tr(i) -kdlj) fj (t + Tp( i ) -kdpj)
j=l =1 p=l
joi p
+ other constant terms (167)
where m > 1 and A is a constant.
Before proceeding with the case of m > 1 sources, the simple case of a single source
will be considered. In this case the second-order crosscorrelation function defined in
Eq. 164 is
1(T1,' T2 ) fl(t -kdll)fl(t -kd +l)fl(t -kd31 (168)
and its value at
T k (dk -dll)
(169)
21) = k(d31 dll)
is
123 T1 ,T2 (t -kd 170)1 ,1 f3(t-kd (
From Eq. 122,
ft t) fj(t) fj(t + Tl)fj(t + TZ) (171)
and hence Eqs. 168, 170, and 171 lead to the inequality
123 1)3 ' T 1) 123(T T2) (172)
(1) (1)
From this inequality, it can be seen that the time displacements 1 ,T of Eq. 169
can be determined by plotting ) 1 2 3 (rl, T2 ) against T1, T2 with the aid of a correlator.
An accurate measurement of 1)(1) is possible only when a sharp peak in
12 3('rl T2) exists at the point (T 1T (1)).
Returning to the case of m > 1 sources, we find that the plot of Eq. 165 will deter-
mine T(1i) and 2i) for inequality 171, and a similar inequality for the first-order auto-
correlation function given by
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fjZ(t) fj(t) fj(t + T) (173)
will hold. The value of the second-order crosscorrelation function at (T Tz)) is
(Tven by g(.l23(i) (i) iEqthseui
given by 13(( T in Eq. 167, and the summation terms of this equation may
13 1(i) (i)introduce an error in the measured T and . This error is dependent upon the rela-
tive positions of the points Sj, and the nature of the random function fj(t).
Next, we shall consider the problem of determining the locations of the sources on the
(i) (i)plane from the measured values of T i )1 and T i ) . The differences in the distances
d2i-di, d3i -dli, and d2i -d 3i can be expressed in terms of T ) and T2 i ) by the equa-
tions:
d2 i-di = T(i)/k (174a)
d3i -di = T(i)/k (174b)
3i li (/
d -d 3 i = T() -T )/k (174c)Zi 3i 1 2 
Three families of hyperbolas, whose respective foci are L 1 and L, L1 and L 3,
and L2 and L 3 (points L1 , L, and L 3 are shown in Fig. 22), are used to aid in the
determination of the locations of sources Si, 1 i < m. Any two families of hyper-
bolas determine the location of a source S. as the intersection of a branch from
each family of hyperbolas. The choice between the two families is dictated by the
geometrical configuration of S and the fixed points L1 , L, and L 3. There is a
relation between the location of the sources on the x, y-plane and the points
T( , T2 on the T1 , T2-plane. In Fig. 23 regions 1' through 6' in the x, y-plane
correspond to regions 1 through 6 in the T1 , T2 -plane. For example, if source S 1
is on the positive y-axis, then
Fig. 23. Relation between the areas in which sources S and
points (T i ) , () lie.
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d21 = d3 1 (175)
Hence, Eq. 169 becomes
T (1) 1) k(d 2 1 -dll)> 0 (176)
This shows that the source S 1 on the positive y-axis falls on the line T1 = TZ in the
T1, T2 -plane. Then, when the source S 1 is on the line y = x//3, we have
dll = d31 (177)
Now, Eq. 169 becomes
(1) >1 = k(d 2 1 -dll)> 
(178)
(1) 
If the source S 1 falls on the line y = x/3 > 0, then the corresponding point
(T 1) 2(1) is on the positive T-axis in the T1, Tz-plane. If the source falls between
the positive y-axis and the line y = x//3> 0, then the corresponding point (T1 ) , T(1))
is between the line T1 = T2 and the positive T-axis. A similar analysis verifies the
correspondence between regions 2, 3, ... ,6 on the x, y-plane and the regions 2', 3', ... ,6'
on the T1, T2 -plane.
Having given the general procedure involved in locating sources by second-order
crosscorrelation techniques, we shall work an example to show how this technique (47)
can be used to locate independent sources that generate the random square waves shown
in Fig. 9. Hereafter, the random square waves will be called "Poisson square waves."
The Poisson square waves will be displaced upward by an amount E, since the analysis
applies to non-negative random waves. To simplify the calculation, only two inde-
pendent sources are considered in illustrating the general procedure. Figure 24
shows the area that is being considered in the x, y-plane, and the three listening
Li
L2
a a
( 2 2 )
2 2 /3
(O 2, )
Fig. 24. Location of listening posts L 1 , L, L3
X and area of interest; a= 30 km.
L3
a a
2 2/- )
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posts L1 , L2 , and L3 that are located at points
0, 2, -- , and 2
respectively. If f1 (t) and f 2 (t) denote the random signals generated by sources S 1 and
S2, the signals received at L1 , L2 , and L 3 are:
g1 (t) = f 1 (t-kdll) + f 2 (t-kd1 2 ) (179)
g2 (t) = f1 (t-kd2 1) + f2 (t-kd2 2 ) (180)
g3 (t) = fl(t-kd3 1 ) + f2 (t-kd3 2) (181)
respectively, where d.. is the distance (in kilometers) between the it h listening post
.th J 10ec/km.
and j source, and k is the inverse of the velocity of light in air, that is, k=-- 3 sec/km.
Since the two sources are independent, the second-order crosscorrelation function of
gl(t), g(t), and g3 (t) is
g 1(t)g 2 (t + T1 )g 3 (t + T2 )
= fl(t-kd11 )f l (t+T 1 -kd 2 1 )fl (t + T 2 -kd 3 1 )
+ f2 (t -kd 1 2 )f(t + T1 -kd22)f(t + T2 -kd32)
+ f(t -kd 1 1) f2(t + T1 - 2kd22)f2(t +T2 - kd32
+ f( t + -kd21) f2 (t - kd 1 2 )f 2 (t +T 2 -kd 3 2 )
+ f(t + 2 -kd 31 ) f2 (t-kdl2 )f 2 (t+Tl-kd2 )
+ f 2 (t-kd1 2 ) fl(t + ' 1 -kd 2 1 )fl(t+T2 -kd 3 1 )
+ f2 (t+T -kdzz) fl(t-kdll)fl(t+T2 -kd 31 )
+ f(t+T2 -kd3z) fl(t-kd ll)f(t+T -kd z l ) (182)
In this example the signal fl(t) is the sum of the Poisson square wave fla(t) that
takes the values E and -E, and flb(t)=E; and f(t) is the sum of another Poisson
square wave f2 a(t) that takes the values E' and -E', and f 2b(t)=E'. From Eq. 45,
f l a(t) = 0
(183)
f 2 a(t) = 0
It was shown in Section III that the second-order autocorrelation function of a Poisson
square wave vanishes; thus we have
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fla(t)fla(t +T1)fla(t+Tz)= 
(184)
fZa(t)fZa(t + Tl)fa(t + TZ) = 0
If we use Eqs. 183 and 184, the first two terms of Eq. 182 become
fl(t -kd 1ll)f l (t+ T1 -kd )f l (t+ T2 -kd 31 )
= E 3 +E fla(t kdll)fla(t + T1 -kd 1 )
+ fla(t -kdll)fla(t + T2 -kd 3 1) + fla(t +T 1
fz(t -kdlz2)f2(t + T1 -kd2Z)fz(t + TZ -kd3Z)
= E' 3 + E' f 2 a(t -kdl 2 )f 2 a(t+l -kdz 2 )
_ _a _z Z I
-kd 2 1 )fla(t +T z -kd 3 1 )]
+ f2 a(t-kd12)fZa(t+T2 -kd 32 ) + f2a(t +T 1 -kd2 ) f2a(t + T2 -kd32)
Equation 183 is used to rewrite the third term of Eq. 182 as
fl (t -kd 1 1 ) fz(t + T1 -kdz 2 ) f 2 (t + T2 -kd 32 )
= EE' 2 + E f 2 a(t + T -kd 2 2 )f2a(t+T -kd 3 2 )
Similarly, the remaining terms of Eq. 182 reduce to
12 )f 2 a(t + T -kd 32 )EE 
' + E f2 a(t-kd
EE' + E fZa(t-kdl2 )f2 a(t+T -kd 22)
EE 2 + E'fla(t+T1 kd 2 1 )fla(t+T2 -kd 31 )
E'E + E' fla(t-kdll)fla(t
E'E + E' fla(t-kdll)fla(t
+ T2 -kd 31 )
+ T -kd 2 1 )
If we sum Eqs. 184 through 192 and use the expression for the first-order autocorrela-
tion function of the Poisson square wave given by Eq. 54, Eq. 182 reduces to
gl(t)gz(+ 't + T3(+ .,)
= (E+El)(E+E)2 + EZ [e - k l k (d Z 1 - dl 31 ) - T I + Z
+-Zklk(lIdlld3 i)+ Zi -2kl k(dl + Z I]
(193)+ -Zk 2 k(dl -d2 2 )+ T 1 ]}
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(185)
-I
(186)
(187)
(188)
(189)
(190)
(191)
(192)
-. I ---`
-- --
-_
A,
fl
where k and k are the average numbers of zero-crossings per microsecond of the
Poisson waves fa(t) and fa(t).
The values of T1 and T2 that correspond to the peak values of Eq. 193 determine
the positions of the sources. These values of T1 and T for the j source are denoted
by (T(j) T(j ) ) . To work an example, a set of values for the d..i's must be given. Sub-
stituting the values of dij in Eq. 193, we obtain a plot of gl(t)g 2 (t+Tl)g3 (t+T 2 )
as a function of T and T2 that will be used for determining the values of
(1j), T2)) . In the actual case, however, the values of (Tj),Tij)) are determined
directly by crosscorrelating gl(t), g2 (t), and g3 (t) without any knowledge of the dij's.
For the example, assume that
d d21 d3 = 17.32 km (194)
and
dl dZZ = 15.35 km, d = 22.85 km (195)
These values specify points S1 and S2 in Fig. 25. (S 1 is at the intersection of hyper-
bolas given by Eq. 199 and 200 with T = 0. S is at the intersection of hyperbolas given
by Eq. 199 with T= 0 and the hyperbola given by Eq. 200 with T= 25.)
To simplify Eq. 193, let
E = E' = 1 and k = k = 1 (196)
Equation 193 then becomes
gl(t) g 2 (t + T 1 )g 3 (t + T2 )
=24+2e + e + e e e+e
(197)
Equation 197 is plotted in Fig. 26. From this figure,
(T1)= 0, T() = ) () 0, (22 (198)
From these values the sources are located by means of the hyperbolic grid system shown
in Fig. 25. This system consists of three families of hyperbolas superimposed on each
other, as previously described. Points L 1 and L of Fig. 25 are the foci of the family
of hyperbolas given by
x + a + Y + a- x +y- ) = 0. .3T (199)
When points L1 , L 3 and L2 , L3 are the foci, the equations of the two families
of hyperbolas are:
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Fig. 25. Hyperbolic grid system
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Fig. 27. Trace of hyperbolas from Fig. 25. T = -60, -30, and -90.
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values are shown beside each of the hyperbolas. For instance, if T = -60, -30, and
-90 sec are the parameter values of the hyperbolas given by Eqs. 199, 200, and 201,
respectively, then these hyperbolas are as shown in Fig. 27, which has been traced from
Fig. 5.
Equation 174a shows that T( ) is the difference in transmission time of a signal from
.th the source to L2 and L 1 . The parameter of the family of hyperbolas given by
Eq. 199 gives, similarly, the difference in time for a signal from the jth source to
reach L and L Hence, the j h source lies on the hyperbola given by Eq. 199 withW2 I. th
T = ). By a similar argument, the j source must also lie on the hyperbola given by
Eq. 200 with - = T~ 3 ) .Hnce , theEq. O  T = T 2i. Hence, of the intersection of the two hyperbolas determines the
location of the jh source. Clearly, the source S1 is at the intersection of the two
hyperbolas given by Eqs. 199 and Z00 with T =0. The source S2 is at the intersection
of the hyperbolas specified by Eq. 199 with T = 0, and the hyperbola given by Eq. 200
with T = 25. The positions of S and S2 determined in this way agree with the positions
specified by Eqs. 194 and 195.
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