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Plasma turbulence simulations are often computationally expensive with delicate numerical sta-
bility. Yet, long simulations are needed to generate uncorrelated turbulence data for studies such as
microwave scattering through density perturbations. For this reason, alternative methods of pro-
ducing accurate synthetic turbulence profiles via statistical methods is of interest. Such a method
is proposed where the two-point covariance function of the desired turbulence is used to construct
a multi-variate normal distribution. Sampling from this distribution produces random fields which
are both qualitatively and quantitatively similar to the input turbulence data set. The resulting
‘synthetic’ turbulent profiles are uncorrelated in ‘time’ so it is useful only for scenarios that do not
require such physical evolution.
I. INTRODUCTION
Turbulence is a ubiquitous fluid phenomenon that has
often significant and unexpected effects on transport of
energy and density within the fluid as well as the prop-
agation of waves throughout it. Due to the analytically
intractable nature of the fluid equations, numerical mod-
eling is often the only reliable method for predicting and
understanding the fluid behavior. These simulations can
be very computationally expensive, depending on the
method used. Kinetic simulations are possible, but only
for very small scale lengths, which often do not capture
the required diversity of scale intrinsic to turbulence. For
this reason, fluid codes are often the tool of choice, de-
pending on the physics of interest. In cases where the
turbulent evolution is unimportant, and instead uncor-
related snapshots of the turbulent density/temperature
structure are required (such as electromagnetic propaga-
tion through plasma turbulence [1, 2] or statistical trans-
port of energy and particles in the tokamak scrape-off-
layer [3]), fluid simulations are expensive. Instead, meth-
ods for generating these snapshots without the use of
turbulence simulations are preferred.
In this paper we present such a method, which can
generate realistic synthetic turbulence via direct sam-
pling of a specially constructed multivariate normal dis-
tribution. Other methods exist for generating syn-
thetic turbulence for such purposes, including inversion of
Fourier spectra with imposed stochastic noise, and sum-
mation of Gaussian distributions with normal stochastic
spacing [4, 5]. Though these methods can reproduce spa-
tial spectra accurately, they are not guaranteed to obtain
the correct spatial covariance. The method presented
herein accurately reproduces both of these properties, as
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will be discussed in later sections.
A. Method
The stochastic nature of magnetized plasma turbu-
lence dictates that, under steady-state conditions, the
distribution of values of an associated field (e.g. the den-
sity) at a particular point over a long period of time
will converge to some stationary distribution. In some
cases, such as the Hasegawa-Wakatani model [6] (which
is subsequently discussed in further detail) this station-
ary distribution is Gaussian, as shown in figure 1. In
this article we describe how plasma turbulence with this
property may be effectively modeled using Gaussian pro-
cesses. Though a normal distribution is used herein be-
cause it describes the model data, in principle any ap-
propriate analytical distribution function can be used to
fit the desired stationary distribution and be used for the
random sampling.
A Gaussian process is a statistical model in which the
value of a field at any point in some continuous space of
interest is normally distributed, and the joint distribu-
tion of any finite collection of these points is multivariate
normal. Additionally, the covariance between the values
of the field at any two points in the space xi and xj is
defined by some covariance function K(xi, xj) which de-
pends only on the spatial location of the two points. If
y = [y1, y2, . . . , yN ] are the values of the field at some
collection of points {xi}1≤i≤N , then
y ∼ N (µ,Σ) , (1)
where
Σij = K(xi, xj). (2)
The mean vector µ may be chosen to represent the
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Figure 1. The distribution of densities for a given point in
turbulence data generated by the Hasegawa-Wakatani model
is very well represented by a Gaussian distribution (top) with
residuals only as large as 0.004 (bottom).
background profile of the field, or simply taken to be
zero in the case of perturbed quantities. The stochas-
tic properties of the model are therefore entirely dictated
by the covariance matrix Σ and by extension the co-
variance function K(xi, xj). In order to model plasma
turbulence fields through Gaussian processes, we must
therefore characterize the spatial covariance function of
whichever type turbulence is desired - this procedure is
discussed in the following section.
Once the covariance function is known, the joint dis-
tribution for a chosen set of points in the space may
be constructed, and random fields generated simply by
drawing samples from this distribution. Examples of
samples drawn from Gaussian processes with different
covariance functions are shown in figure 2, and illustrate
how the covariance function dictates the spatial structure
of the generated fields. This figure is discussed in more
detail in section IV B.
In order to efficiently draw samples from the joint
distribution, we apply the Karhunen-Loe`ve transform,
which in the special case of a multivariate normal distri-
bution allows the sample to be expressed as a linear com-
bination of independent normal random variables. The
first step is to compute the eigen-decomposition of the
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Figure 2. Four example covariance functions are shown (top),
each showing unique features in the resulting field sample (A-
D).
covariance matrix Σ = QΛQ−1 where
Q =
 | | |v1 v2 . . . vm
| | |
 , Λ =

λ1
λ2
. . .
λm
 (3)
and vi, λi are the i’th eigenvector and eigenvalue of Σ
respectively. The field values y can now be expressed as
y = µ+ Qu, (4)
where
u ∼ N (0,Λ) . (5)
New samples can now be easily produced by drawing a
new u, which is computationally inexpensive because Λ
is diagonal.
3II. COVARIANCE FUNCTION ESTIMATION
To ensure that we are able to correctly infer a spatial
covariance function from turbulence simulation data, a
dataset with known covariance was analysed. This test-
ing dataset consisted of 5000 images and was produced
via the Gaussian process sampling approach described in
the previous section, using the following covariance func-
tion K(xi, xj) = sinc
(√
(xi − xj)>(xi − xj)
)
. Results
obtained from reconstructing the covariance function of
the testing dataset are shown in figure 3.
Any covariance calculated using a finite set of samples
is merely an estimator of the underlying true covariance
(only being exact in the limit of infinitely many sam-
ples) - this is reflected in spread of observed covariances
at a given separation. This spread can be significantly
reduced however, by averaging over covariance estimates
which share the same separation, as shown in the lower
plot of figure 3. This procedure recovers the original co-
variance function with impressive accuracy, and is used
in the following section to estimate the covariance func-
tion of turbulence data generated using the Hasegawa-
Wakatani model.
III. GENERATION OF SYNTHETIC
TURBULENCE PROFILES
To reproduce turbulence with the desired traits, the
covariance function of the turbulence must be known.
This can be obtained through experimental measure-
ments or simulation. Using a simulation to obtain the
covariance function requires a relatively short simulation
to turbulent saturation only - this can then be used to
efficiently generate unlimited amounts of uncorrelated
turbulence profiles with the same features. As a proof
of concept, a simple two-dimensional plasma turbulence
model has been chosen here for generation of these initial
profiles.
A. Turbulence simulation covariance
The Hasegawa-Wakatani model [6] is a two-
dimensional resistive drift-wave turbulence model rele-
vant to magnetized plasmas. The equations evolve the
density, n, and vorticity, $:
∂n
∂t
= −[φ, n]− κ∂φ
∂z
− α(φ− n) (6)
∂$
∂t
= −[φ,$]− α(φ− n) (7)
where κ represents a background density gradient in the
x-direction, α is proportional to the parallel conductiv-
ity, φ = ∇−2$ is the electric potential calculated by
inverting the vorticity, and the bracket operator is de-
fined such that [f, g] = ∂f∂x
∂g
∂z − ∂f∂z ∂g∂x . The background
Figure 3. A given value of point separation has a distribution
of observed covariance values for finitely many samples (top),
and the mean of this distribution is an effective estimator for
the true covariance (bottom).
magnetic field is in the y-direction, so the x − z plane
simulated is the perpendicular plane.
The BOUT++ framework [7] was used to evolve these
equations to a saturated state producing turbulence with
an estimated covariance function seen in figure 4. The
covariance function was parameterised through represen-
tation as a sum of cosine basis functions such that on
some interval [0, L]
K(xi, xj) ≈
N∑
n=0
an cos
(npi
L
√
(xi − xj)>(xi − xj)
)
. (8)
IV. VALIDATION OF SYNTHETIC
TURBULENCE
The turbulence produced via sampling from the mul-
tivariate normal distribution is shown in comparison to
the original Hasegawa-Wakatani turbulence in figure 5.
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Figure 4. The estimated covariance function of the Hasegawa-
Wakatani turbulence is shown (points), and is well-modelled
using a sum of cosine basis functions (line) as in equation 8.
By design, the two-point covariance function is on aver-
age the same as that of the simulated turbulence. An-
other feature of the turbulence is the spatial spectrum,
which shows the relative amplitude of the density per-
turbation signal that exists at each wave number. Qual-
itatively, the synthetic and original turbulence are very
similar, agreeing at large and small inverse structure size.
There is agreement within 5% everywhere except for a
peak of 25% error around 0.4ρ−1i , however the absolute
difference is relatively small at this point since the spec-
tral magnitude is a tenth of the maximum value.
Theoretically this agreement is expected because the
distribution of spatial scales are inherently captured by
the covariance function. Assuming the turbulence is a
Gaussian process, which figure 1 supports, then by def-
inition the correct covariance will provide a matching
spectrum as the processes are identical. Any differences
between the spectra can therefore be attributed to one
or both of the following: The Hasegawa-Wakatani turbu-
lence cannot be represented exactly as a Gaussian pro-
cess, or our assumption that the covariance is spatially
invariant is an over-simplification, and results in an esti-
mated covariance function which cannot fully reproduce
the desired behaviour.
A. Limitations
The primary limitation of this process to create syn-
thetic turbulence is that the generated turbulent struc-
tures will always be consistent throughout the domain
because the covariance function must be stationary and
isotropic. This means complex features with strong local
correlations, such as single shocks or swirls are unable to
be reproduced due to their local anisotropic covariance.
In cases where many samples are required for statistical
averaging, such as with full-wave electromagnetic prop-
agation through plasma turbulence, it is thought that
these features will average out, but this is an important
consideration to be made on an individual basis for each
application.
Another limitation of the method is that the gener-
ated profiles will always have an isotropic distribution of
turbulence amplitude across the domain, and will there-
fore not reproduce trends in background or fluctuation
profiles. However, turbulent fluctuations can be scaled
after generation to match experimental or simulation pro-
file envelopes.
B. Other applications
A Gaussian process is completely specified by the
choice of covariance function, and depending on the par-
ticular function used the resulting fields can possess in-
teresting or unique features - this is illustrated by figure
2 where four example random fields are plotted alongside
the covariance functions used to produce them. For the
two covariance functions containing the exponential de-
cay, a non-zero gradient exists at zero separation, mean-
ing that there is a non-zero difference in covariances for
two very close points. This results in the small scale
structures seen in the resulting fields for these two covari-
ances. The Gaussian covariance function is not centered
about zero, indicating that the strongest correlation ex-
ists between points that are separated by a distance of
2 (arbitrary units). This naturally leads to a periodic-
ity in the resulting field that has a wavelength of 2, but
the overall structure is still irregular. The field resulting
from sampling the distribution with a uniformly random
covariance function appears to have no distinct features.
Upon examination of its spatial spectrum it was found
to be white noise (ie. the spatial spectrum power is uni-
formly distributed across all wave numbers). This large
variety of structures and features that can be generated
shows the flexibility of this method and expands the pos-
sible applications.
Each sample of the normal distribution will produce
a unique slice of turbulence uncorrelated with the other
samples. However, it may be possible to parameterize the
temporal correlation to include as an extra dimensional-
ity in the covariance matrix, approximating the evolution
of the turbulence. This evolution, however, would not
necessarily be physical, though it would demonstrate the
correct temporal correlation. For applications that re-
quire temporal accuracy, direct fluid/kinetic simulation is
more appropriate. Other methods, such as the synthetic-
eddy-method, are able to produce uncorrelated snapshots
like the method presented here but with a physical rep-
resentation of the flows [8, 9]. These methods trade effi-
ciency for accuracy, appealing to a different set of appli-
cations.
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Figure 5. The true (A) and synthetic (B) turbulence are qualitatively similar. The spatial spectra (C) agree at small and large
wave number, and differ by roughly 25% at mid wave number. The magnitude in the differing regions, however, is relatively
low so that this difference is not significant.
Finally, an generalisation of this method could be
used to generate turbulence with a spatially varying non-
stationary covariance [10]. This would allow for the
generation of samples that contain different turbulent
properties throughout the domain (eg. turbulent struc-
tures that vary as you move across the separatrix in a
tokamak). Relaxing the assumption that K(xi, xj) =
K(
∣∣xi − xj∣∣) would allow such a scenario, but would also
increase the dimensionality of the covariance function
thus significantly increasing the computational cost of
generating the distribution from which samples are taken.
V. CONCLUSION
By treating turbulence as a Gaussian process, a co-
variance function can be used to generate a multivari-
ate normal distribution from which synthetic turbulent
structures may be sampled. These turbulent profiles will
have, on average, the same spatial covariance as that
used to generate the normal distribution. Assuming this
covariance function is taken from a measurement or sim-
ulation of a turbulent system, the synthetic turbulence
will have the same atemporal properties of the original
system. This method also ensures that the spatial spec-
trum of the synthetic turbulence also matches that of
the original system. This method can be, as envisioned
here, used to efficiently generate turbulent profiles for
the investigation of the propagation of electromagnetic
waves through plasma turbulence. Other possibilities in-
clude statistical analysis of transport and flux and the
production of turbulent structures for animation/CGI.
Presented here is a tool to efficiently support other areas
of research.
6Acknowledgements
This work has received funding from the RCUK En-
ergy Programme, grant number EP/I501045. It was also
received support from EPSRC grant EP/M001423/1. It
has been carried out within the framework of the EU-
ROfusion Consortium and has received funding from the
Euratom research and training programme 2014-2018 un-
der grant agreement No 633053. The views and opinions
expressed herein do not necessarily reflect those of the
European Commission.
[1] B. Eliasson and K. Papadopoulos. Hf wave propagation
and induced ionospheric turbulence in the magnetic equa-
torial region. Journal of Geophysical Research: Space
Physics, 121(3):2727–2742, 2016. 2015JA022323.
[2] A Ko¨hn, E Holzhauer, J Leddy, M B Thomas, and
R G L Vann. Influence of plasma turbulence on mi-
crowave propagation. Plasma Physics and Controlled Fu-
sion, 58(10):105008, 2016.
[3] A. Mekkaoui, Y. Marandet, D. Reiter, P. Boerner,
P. Genesio, J. Rosato, H. Capes, M. Koubiti, L. Godbert-
Mouret, and R. Stamm. A coarse-grained transport
model for neutral particles in turbulent plasmas. Physics
of Plasmas, 19(12):122310, 2012.
[4] A.J. Baran and D.G. Infield. Simulating atmospheric
turbulence by synthetic realization of time series in rela-
tion to power spectra. Journal of Sound and Vibration,
180(4):627 – 635, 1995.
[5] Guillaume Aubard, Xavier Gloerfelt, and J. C. Robi-
net. Characterisation of Synthetic Turbulence Methods
for Large-Eddy Simulation of Supersonic Boundary Lay-
ers, pages 81–84. Springer Berlin Heidelberg, Berlin, Hei-
delberg, 2012.
[6] M. Wakatani and A. Hasegawa. A collisional drift wave
description of plasma edge turbulence. Physics of Fluids,
27(3):611, 1984.
[7] B.D. Dudson, M.V. Umansky, X.Q. Xu, P.B. Snyder,
and H.R. Wilson. BOUT++: A framework for parallel
plasma fluid simulations. Computer Physics Communi-
cations, 180(9):1467–1480, September 2009.
[8] Grgory Pinon, Clment Carlier, Arnaud Fur, Benot Gau-
rier, Grgory Germain, and lie Rivoalen. Account of am-
bient turbulence for turbine wakes using a synthetic-
eddy-method. Journal of Physics: Conference Series,
854(1):012016, 2017.
[9] A. Mekkaoui. Derivation of stochastic differential equa-
tions for scrape-off layer plasma fluctuations from ex-
perimentally measured statistics. Physics of Plasmas,
20(1):010701, 2013.
[10] Mark D. Risser and Catherine A. Calder. Regression-
based covariance functions for nonstationary spa-
tial modeling. Environmetrics, 26(4):284–297, 2015.
env.2336.
