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Collocation and Metaphor: A Corpus-based Research on Color 
Words in Japanese  
－Taking barairo and haiiro as Examples－ 





































平＋平 平＋片 平＋漢 片＋平 片＋片 片＋漢 漢＋平 漢＋片 漢＋漢
バラ色 1 0 34 1 2 138 1 0 53 230




 コーパスデータは BCCWJ の Web 版アプリケーション「中納言」を利用し、色彩語「バ
ラ色」と「灰色」の表記法(平仮名、片仮名、漢字表記)を配慮した上で抽出した。その結
果、「バラ色」と「灰色」それぞれ計 230 例と 1160 例が収集された。具体的には表 1 に示す。
(以下説明する際、表記の形式としては「バラ色」と「灰色」に統一した。) 
 







ず、「バラ色」に関しては、以下の用例を本研究の検討の対象から除外した。(計 33 例) 
 ①複合色彩形容詞：(計 9 例) 深いバラ色、薄バラ色、淡いバラ色など  
②韻文(短歌・詩・俳句):(計 6 例) 例文(略す) 
③固有名詞：(計 2 例)「バライロガモ」など   
④引用・題名：(計 10 例)「バラ色の雲」『ぼくのバラ色の人生』など   
⑤メタ表現：(計 1 例)「～薔薇色は、明るい希望に満ちた世界をたとえることが多い。」   





続いて、「灰色」に関しては、計 233 例の用例を本研究の検討の対象から除外した。 
①複合色彩形容詞：(計 69 例) 薄灰色、青灰色、淡い灰色など   
②韻文：短歌・詩・俳句 (計 16 例) 例文(略す) 
③固有名詞：(計 48 例) 灰色熊、灰色狼、灰色アルバトロス、灰色カビ病など  
④引用・題名：(計 32 例)『灰色の潟』『灰色のなかに』「灰色の男たち」など   
⑤～っぽい：(計 15 例) 灰色っぽい汁、灰色っぽい覇気のない会社など    
⑥灰色系：(計 3 例)「彼女にはキスマークの灰色系の上下を進めました～」など  
⑦メタ表現：(計 4 例)「闇夜の猫はどれも灰色」など  
⑧ファンタジー人物：(計 43 例)「灰色の武神」「灰色の紳士」 
⑨明喩表現：(計 1 例)「灰色のような運勢」 



















表現形式 ～の 以外 ～の 以外 ～の 以外 ～の 以外 ～の 以外 ～の 以外







字義の意味 比喩的意味 字義の意味 比喩的意味 字義の意味 比喩的意味
色彩名
「灰色」の意味
表現形式 ～の 以外 ～の 以外 ～の 以外 ～の 以外 ～の 以外 ～の 以外







字義の意味 比喩的意味 字義の意味 比喩的意味 字義の意味 比喩的意味
 辞書による色彩語「バラ色」と「灰色」の意味の解釈に基づいて、二つの色彩語を含む
表現の意味の分布をまとめた。表 2 と表 3 が示したとおりである。 
 






















今回、BCCWJ を用いて、「バラ色」を含むメタファー表現 95 例を抽出した。その中に、
「バラ色の～」という表現形式が 48 例であり、「バラ色の」以外の表し方は 47 例が抽出さ
れた。それぞれのまとめは下記の図 1 と表 4 のとおりである。 
まず、図 1 を見ると、[バラ色の人生]が 10 例、「バラ色の未来」が 9 例、「バラ色の日々」









                     (高月まつり,2005『家政夫様には逆らえません』) 
 (3)～寝太郎がいない日々を。大変だろうけれど、私を煩わすモノが一つ減った日々を。
薔薇色の未来がやってくると信じるほど私はおめでたくない。～    
(Yahoo!ブログ, 2008)  
 (4)～経済法則の貫徹するところ、ついにはアヘン貿易すら合法化せざるをえないであろ
うと、清国貿易の前途に甘い薔薇色の夢を描きだす。～ 
                          (衞藤瀋吉,2004『近代中国政治史研究』) 























































































































































 続いて、「バラ色の」以外の表し方(計 47 例)について分析を行う。表 4 に示したとおり、
まず、「バラ色」の共起表現が多種多様であることが分かった。 
 
 表 4 「バラ色」を含むメタファー表現② ―「バラ色」の共起表現 (47 例) 
 








































(大前研一, 1999 『企業参謀―戦略的思考とはなにか』) 
(10) ～しかし、残念ながら、北海道の開拓の前史をばら色にいろどる逸話のみをつづり
あわせて、この時期をえがくことは、かえって真実をゆがめはしないかとおそれる。～ 
























 今回、BCCWJ を用いて、「灰色」を含むメタファー表現 112 例を抽出した。その中に、「灰
色の～」という表現形式が 80 例であり、「灰色の」以外の表し方は 32 例が抽出された。そ













(芦﨑治, 2004 『逃げない人を、人は助ける－テンプスタッフ成長の哲学』)  
(12)～二十一世紀のユーゴスラビアの未来を占う重要な闘いはしかし、蓋を開けてみれば
限りなくクロに近い灰色の判定で幕が下りた。～ 
















































































(森有正, 1999 『森有正エッセー集成』)  
 (15)～これから先、忍には、片足を失ったままでの長い人生が、はじまるわけである。
沖の人生も、当然、暗く長い灰色の道となるであろう。～ 



















































 続いて、「灰色の」以外の表し方(計 32 例)について分析を行う。下記の表 5 のとおりで
ある。 
 









































(仁科透, 1996 『黒いコンドル―泣くな！海外駐在課長』)  
 (19)～～ソロモンは、ここの最初のところでは、灰色がかった音色とゆっくりしたテン
ポを選んでいるのである。～ 
















































































認知効果」認知科学 14-3 pp.380-397 
坂本真樹・古牧久典(2005)「心理実験とコーパスを用いた色彩語共感覚メタファーの表現効












Preparation of Teaching Materials in Classical Literature using an 
Electrical Dictionary for Morphological analysis "Chuko-Wabun UniDic" 


















































































図 1 操作画面（「和文茶まめ」） 
 


















































































































    読み 本文   逐語訳    品詞    活用の種類  活用形  注釈等 
 




















（図 4中、黒地にしてある列）を削除する（図 5）。 
図 4 解析結果そのままの状態 
 

























































































































４．４ 教材作成目的から見た「中古和文 UniDic」の解析精度 
 中古和文UniDic は、平安仮名文学作品に対しては高い解析精度を実現しており、中古和





























表 2 各テキストにおける要修正箇所数と解析精度 
   





要修正 10 11 10 10 3 





要修正 14 14 13 12 17 





要修正 50 72 58 48 46 
精度 96.4% 94.8% 95.8% 96.6% 96.7% 
 
 なお、表 2 の単位境界・語彙素・品詞等の要修正箇所の半数ほどは「形状詞」という品





















Vol.2010-CH-85(No.4) pp.1-8  
小木曽智信・小椋秀樹・近藤明日子・須永哲矢(2010)「形態素解析辞書「中古和文 UniDic」
とその活用例」『日本語学会 2010 年度秋季大会予稿集』 pp.243-248  
小椋秀樹・須永哲矢(2012)『中古和文 UniDic短単位規程集』平成 21（2009）‐平成 23（2011）
年度科学研究費補助金基礎研究(C)「和文系資料を対象とした形態素解析辞書の開発」研
究成果報告書 2（課題番号 21520492、代表者 小木曽智信） 
関連 URL 
日本語歴史コーパス「中納言」 http://maro.ninjal.ac.jp/ 





読み 本文 訳 品詞 活用の種類 活用形 注釈 
 
あさましく 驚きあきれ 形容詞 形容詞-シク 連用形   
 
候ひ まし 動詞 四段-ハ行 連用形 丁寧→読者 
 
し た 助動詞 助動詞-キ 連体形   
 
こと 事 名詞       
 
は は 係助詞       
 
、 、         
 
人 人 名詞       
 
に に 格助詞       
 
も も 係助詞       
 
知ら 知ら 動詞 四段-ラ行 未然形   
 
せ せ 助動詞 下二段-サ行 連用形 使役 
 
給は なさら 動詞 四段-ハ行 未然形 尊敬→花山 
 
で ないで 接続助詞       
 
、 、         
 
みそかに 密かに 形容動詞 ナリ活用 連用形   
 
花山寺 花山寺 固有名詞       
 
に に 格助詞       
 
御座しまし いらっしゃっ 動詞 四段-サ行 連用形 尊敬→花山 
 
て て 接続助詞       
 
、 、         
 
御 御 接頭辞       
すけ 出家 出家 名詞       
 




動詞 サ行変格 未然形   
 
させ 助動詞 下二段-サ行 連用形 尊敬→花山 
 
給へ 動詞 四段-ハ行 已然形 尊敬→花山 
 
り ってしまっ 助動詞 助動詞-リ 連用形   
 
し たの 助動詞 助動詞-キ 連体形   
 
こそ こそ（驚きだ） 係助詞     結びは省略。「あさまし
く候ひし」など。 
 
。 。（当時）       
 
御 御 接頭辞       
 
年 年（は） 名詞       
 








久保 圭（大阪大学 日本語日本文化教育センター，京都大学 学際融合教育研究推進センター）
荒牧 英治（科学技術振興機構さきがけ，京都大学 学際融合教育研究推進センター）
What We Can Know? What We May Know?
Agreement of Patient Status Estimation using Illness Narrative Corpus
Yasuyuki Usuda (Grad. School of Human and Environmental Studies, Kyoto Univ.)
Yumiko Shimamoto (Center for the Promotion of Interdisciplinary Education and Research, Kyoto Univ.)
Kay Kubo (Center for Japanese Language and Culture, Osaka Univ., Center for the Promotion of
Interdisciplinary Education and Research, Kyoto Univ.)














である。記述の重要な焦点として、患者の生活の質 (Quality of Life: QOL) も想定される。
闘病記テキストは多数の公刊された書籍の他、ブログなどインターネット上の文書類も豊
富に存在する。加えて、患者のQOLを測定するための整備された尺度である SF-36v2日本










































進の効果について検討した 太田 and 古米 (1994)、門林 et al. (2006)、岡本 et al. (2011)、











あたり 10ページのサンプルを 2ヶ所、計 20ページずつ無作為に取り出したものである。使
用した書籍の一覧を以下に挙げる。
表 1: 使用した書籍一覧




BF（書簡） 白血病 〈新装版〉 永遠の愛を誓って
小西豊海 闘病者の母 急性リンパ性白血病 生きぬいて!愛娘 一 母は負けないよ
小林茂登子 闘病者本人 慢性骨髄性白血病 あたりまえの日に帰りたい 一一骨髄性白血病からの生還
大谷賀子 闘病者本人 慢性骨髄性白血病 生きてるってシアワセ!
那須田稔・
岸川悦子 闘病者ではない著者 慢性骨髄性白血病 母さん子守歌うたって 寸越窯 ・いのちの記録
平美樹 闘病者本人 急性骨髄性白血病 病院を出ょうーネコの脱出奮闘記
相河ラズ 闘病者本人 上咽頭がん 余命半年から生きてます! 面白いほど不運な男の笑う闘病記
野実香 闘病者本人 乳癌 癌と闘わない–私の選択: 私の人生、私が選んではいけませんか?





黒岩由起子 闘病者の娘 食道がん 手術は、しません―父と娘の「ガン闘病」450 日
星野史雄 闘病者本人 大腸がん 闘病記専門書店の店主が、がんになって考えたこと
横山友美佳 闘病者本人 肺がん 明日もまた生きていこう 十八歳でがん宣告を受けた私
梅本典敏・良子 闘病者の両親 悪性脳腫瘍グリオーマ 希望 ライト 麻依子の闘病記 (悪性脳腫瘍】
森下純子 闘病者の母 横紋筋肉腫（小児がん） ママでなくてよかったよ―小児がんで逝った 8 歳 498 日間の闘い
山崎敏子 闘病者の母 ユーイング肉腫 がんばれば、幸せになれるよ―小児がんと闘った 9 歳の息子が遺した言葉
米原万里 闘病者本人 卵巣癌 打ちのめされるようなすごい本
脇英策・佳子 闘病者の妻 非ホジキンリンパ種 夕焼けの日曜日 夫婦で戦った 284 日のがん闘病記
笹塚始 闘病者本人 前立腺ガン 前立腺ガン闘病記―68 歳早期発見
安武信吾・




鈴木はとこ 闘病者本人 子宮頸がん がんよがんよとんでいけ―子宮頸がん闘病記
小実健一 闘病者本人 咽頭癌 「咽頭癌治療」と「その副作用」との闘病記
小松武幸 闘病者の夫 乳がん ママが生きた証
片倉もとこ 闘病者本人 がん 旅だちの記
中島梓 闘病者本人 すい臓がん→肝臓がん 転移
橋照雄・真知子 闘病者の父母 急性骨髄性白血病 悠君ごめんね―父と母の白血病闘病記
藤谷ペコ 闘病者本人 乳がん 若年性乳がんになっちゃった!―ペコの闘病日記
曾山尚幸 闘病者本人 悪性リンパ腫 無差別料理研究家ｓｏｙａｍａｘの闘病記　悪性リンパ腫　１９歳の骨髄移植
尾形千秋 闘病者の娘 成人 T 細胞白血病 成人 T 細胞白血病 ATL 闘病記 (ATL シリーズ 2)
峯直法 闘病者本人 悪性リンパ腫 悪性リンパ腫なんて怖くない 直君の悪性リンパ腫格闘記
加納朋子 闘病者本人 急性骨髄性白血病 無菌病棟より愛をこめて
但馬裕子 闘病者本人 外陰がん→癌性腹膜炎 ひかりのなかへ―700 日の DIARY
横山文野・
山口智久 闘病者本人・夫 C349 　 その夜、妻に最期のキスをした。
垣添忠生 闘病者の夫 肺の小細胞がん 妻を看取る日 国立がんセンター名誉総長の喪失と再生の記録
神田麻希子 闘病者本人 仙骨ユーイング肉腫 神様、私をもっと生きさせて!―小児がんと闘った青春期 4 年間の命の詩
横幕真紀 闘病者の母 急性骨髄性白血病 ずっとそばにいるよ―天使になった航平
筒井好美 闘病者本人 下咽頭の扁平上皮がん ママの声、聞こえるよ
光武綾 闘病者の母 横紋筋肉腫 愛してるよカズ―小児ガンと闘った母親と息子の愛の記録
７２３ 闘病者本人 子宮頸がん HPV 　２４歳、子宮頸がん患者デビュー
高野由美子 闘病者の母 急性リンパ性白血病 俺、マジダメかもしれない…―「急性リンパ性白血病」で逝った最愛の息子へ
佐藤由美 闘病者本人 腺様のう胞がん 余命ゼロを生きる 現役美容師、奇跡の物語
渡美佳子 闘病者の母 胚細胞腫瘍 ビビるなよ！　２５歳で逝った息子が私に放った
本田麻由美 闘病者本人 乳がん 「34 歳でがんはないよね？」―あるジャーナリストの揺れる心の軌跡
キャシー中島 闘病者の母 小細胞がん 6%の明日―もう一度あなたのお母さんになりたい
武本和枝 闘病者の妻 肝臓ガン 余命 1ヵ月! 「ガン宣告」された夫と妻の感動の記録。
橋秀夫 闘病者本人 肺がん 拝啓 肺ガンになっちゃいました
田村まり子 闘病者本人 乳がん わたしは風にのって―ポレポレ乳がん闘病記
渥美雅子 闘病者本人 子宮がん 子宮癌のおかげです―女弁護士の全摘 57 日間の記録
仁科亜季子 闘病者本人 子宮頸がん 「子宮頸がん」―経験したからこそ伝えたい!
岸本葉子・
中富庸介 闘病者本人・医師 虫垂がん がんと心
中島梓 闘病者本人 下部胆管癌 ガン病棟のピーターラビット
小野允雄 闘病記本人 大腸がん 余命半年からの生還 大腸がん闘病の記録
尾関良二 闘病者本人 スキルス胃がん 僕は、慢性末期がん―「余命半年」の宣告どおりに死にたくない人におくる本
















































































に合算される。9つの下位尺度は表 2の通りである (福原 and 鈴鴨, 2011)。
5人の被験者（t1, t2, ..., t5）に 3節のコーパスを読むよう依頼し、それぞれのサンプルご
とに、患者の健康状態について SF-36v2に回答することを求めた。臨床心理学を専攻とする
大学院修了生，並びに博士後期課程・前期課程の５名（男子３名，女子２名：平均年齢 25.6





































































率は 100％であった．得られた SF-36v2の回答について、『健康関連QOL尺度　 SF-36v2
日本語版マニュアル』(福原 and 鈴鴨, 2011)に基づき、被験者ごとに 9つの下位尺度ごとに
得点の重み和を算出した。算出された得点の重み和について、被験者ごとにケンドールの順
位相関係数を算出し、平均を求めて比較した。本研究ではこの順位相関係数の値を一致度と



















表 3: 無回答率 (p) と一致度の平均 (a)
下位項目 無回答率 (p) 一致度の平均 (a) [SD]
身体機能 0.11 0.469 [0.055]
日常役割機能（身体） 0.12 0.429 [0.084]
体の痛み 0.26 0.163 [0.144]
全体的健康感 0.04 0.487 [0.063]
活力 0.21 0.357 [0.089]
社会生活機能 0.15 0.344 [0.077]
日常役割機能（精神） 0.25 0.209 [0.095]
心の健康 0.19 0.375 [0.045]
健康推移 0.17 0.342 [0.151]
5.2 無回答率と一致度の関連
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A Study on the Giving-receiving Expressions  
that Collocate with the Japanese Verb “OSHIERU”  









(1) a.  田中さんが本を買った。 
   b.??田中さんが僕に本を買った。 
              +方向性  −方向性 
   c.  田中さんが僕に本を買って{くれた/くださった/きた}。 






(2) a.  田中さんが書き方を教えた。 
   b.  田中さんが僕に書き方を教えた。 
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3 情報処理振興事業教会技術センター編(1987)の『計算機用日本語基本動詞辞書 IPAL(Basic 
verbs) 辞書編』に「おしえる」と「かう」の第 1文型の例として以下のようなものが記述
されている。 
・「おしえる」【教える】N1が N2ヲ N3ニ(N4デ)  
  「S先生は学生にチョムスキーを原書で教えている」 
・「かう」【買う】N1ガ N2ニ N3ヲ 












































(6)   渡辺さんが       小林さんに            本を           貸し  てあげる。 
+ガ, human, Ag    +ニ, human, G        +ヲ, concrete, O     +貸ス 
+ガ, human, Ag    +ノタメニ, human, Bf                          +テアゲル 
(ibid.:20)5 















てました。          (『現代日本語書き言葉均衡コーパス』Yahoo!知恵袋データ) 
(8)      わたしは、     ダンナに  そうやって   教え   てもらいました。 
               に             ガ                 教える 













・INFORMATION STRUCTURE: That component of sentence grammar in which propositions 
as conceptual representations of states of affairs are paired with lexicogrammatical structures in 
accordance with the mental states of interlocutors who use and interpret these structures as units 







































(9) A : 君は、朝 6時に起きるんですか。 
   B :*はい、(私は)φ起きるんです。 
(中右・神尾・高見 1998:136) 





















                                                   
10 結束性とは、文と文の間における文法的・語彙的繋がりのことを示す。 
 (例) A:森田さんはどこ出身ですか。 
     B:東京です。 




















  本動詞「教える」を含む補助動詞を調べ、表 1のような結果を得られた。 
 






やる 266 0 
あげる 457 4 
さしあげる 14 0 
くれる 2,487 16 
くださる 16,776 4 
もらう 1,141 8 
いただく 1,393 5 
いる 830 8 
ある 10 0 
いく 74 4 
くる 44 0 
しまう 21 0 
その他 187 2 



























  まず、動詞「教える」と共起する授受表現の文構造について以下のように考えられる。 
 
・Aが     Bに     Oを   教え   てやる・あげる・さしあげる 
   ガ       ニ      ヲ	  教える 
   ガ   ニ/ノタメニ               テヤル・アゲル・サシアゲル 
・Cが     Aに     Oを   教え   てくれる・くださる 
   ガ       ニ      ヲ	  教える 
   ガ   ニ/ノタメニ               テクレル・クダサル 
・Aが     Cに     Oを    教え    てもらう・いただく 
       ニ       ガ      ヲ     教える 
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Double Type Data on ‘ChaKi.NET’
— Visualization of Reading Time —
Masayuki Asahara (Center for Corpus Development, NINJAL)
Yu Ikemoto (Kinki University)
Toshio Morita (Sowa Research Co., Ltd.)
1. はじめに






































































文節の次で改行して呈示する。表 1の例は、サンプル名 PN1c 00001の 2画面目の一部の結果







画面 ID 文節 ID 呈示文節 停留時間 (msec)
2 0 子育ての 1428
2 1 かたわら 248
2 2 テレビ、 208
2 3 ラジオなどで 191
2 4 活躍中。 206
2 5 ３３歳。 203
2 6 幼稚園から 203
2 7 大学まで 230
2 8 通った 199
2 9 青山学院では、 170
2 10 とにかく 193
2 11 活発で、 109
2 12 目立つ 192
2 13 生徒だったと 204





















が視野角 0.2 度未満としている。これは 50cm 離れてみる場合のモニター上の誤差が約 2mm
となる。我々の実験では 21インチの 1920x1080ピクセル画面上の文字を 22ポイントで呈示
する。等幅フォントの文字幅は約 8mmである。
図 3に視線走査実験で得られるデータ例を示す。表 1と同じ PN1c 00001の 2画面目の結果
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表 2 Dundee Eye-Tracking Corpus
WORD TEXT LINE OLEN WLEN XPOS WNUM FDUR OBLP WDLP LAUN TXFR
Are 1 1 3 3 1 1 216 1 1 0 351
tourists 1 1 8 8 6 2 156 2 2 -5 3
enticed 1 1 7 7 17 3 227 4 4 -11 1
these 1 1 5 5 25 5 187 1 1 -8 73
attractions 1 1 11 11 33 6 182 3 3 -8 2
threatening 1 1 11 11 44 7 96 2 2 -11 3
Blink 1 -99 11 11 -99 -99 82 -99 -99 -99 -99
threatening 1 1 11 11 52 7 232 10 10 -99 3
very 1 1 4 4 62 9 335 2 2 -10 56
their 1 1 5 5 57 8 168 3 3 5 225
existence? 1 1 10 9 65 10 173 0 0 -8 4
existence? 1 1 10 9 71 10 188 6 6 -6 4
existence? 1 1 10 9 72 10 88 7 7 -1 4
enticed 1 1 7 7 19 3 174 6 6 53 1
these 1 1 5 5 29 5 168 5 5 -10 73
these 1 1 5 5 28 5 170 4 4 1 73
attractions 1 1 11 11 36 6 271 6 6 -8 2
attractions 1 1 11 11 34 6 88 4 4 2 2
threatening 1 1 11 11 46 7 232 4 4 -12 3
very 1 1 4 4 61 9 202 1 1 -15 56
existence? 1 1 10 9 72 10 222 7 7 -11 4
existence? 1 1 10 9 74 10 157 9 9 -2 4




以前は Tobiiや SR Research社などの一部のベンダーが高価な視線走査装置を販売していた





コーパスの先行研究である “Dundee Eye-tracking Corpus” Kennedy and Pynte (2005)について
述べ、現在収集している日本語視線走査実験データの表現手法についても示す。
3.1 Dundee Eye-Tracking Corpus
読み時間を付与したコーパスの先行研究として Kennedyらの Dundee Eye-Tracking Corpus







表 2 に Dundee Corpus の例を示す。WORD が注視点が含まれた単語で時系列に表示され
る。TEXTが呈示画面番号、LINEが呈示行番号、OLENが句読点を含めた文字列（オブジェ
クトと呼ぶ）長、WLENが句読点を含めない単語文字列長、XPOSが注視点になる文字位置、
WNUM が単語のインデックス、FDUR が停留時間 (単位は msec。以下時間・時刻について
は msec とする。)、OBLP がオブジェクト中の注視点位置、WDLP が単語中の注視点位置、
LAUNが注視前のサッケード（視点を移動する眼球運動）長を相対位置で示したもの、TXFR
がテキスト中の単語頻度である。尚、WORDの Blinkはまたたきを表現する。
この例では 3 単語目 (1-origin) の “by” が読み飛ばされたり、 8 単語目の “their” が 9 単語
目の “very” より後に読まれたり (単語を超えても LAUN が正の値) する。10 単語目の単語
“existence”は文字列長が長いために単語内で複数個所注視点が含まれる。
3.2 日本語視線走査実験データの表現手法























では、前画面から復帰するための途中で CIDX 26の注視点を経て CIDX 6の注視点で読文を
開始し、CIDX 5に推移している。また CIDX 6と CIDX 5の関係をみると、周辺視野でとな
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表 3 日本語の視線走査情報（First Pass）
LINE CIDX FDUR DSUM FSTT FEND CHAR SUW BPH
1 1 . 0 . . 子 子育て 子育ての
1 2 . 0 . . 育 子育て 子育ての
1 3 . 0 . . て 子育て 子育ての
1 4 . 0 . . の の 子育ての
1 5 168 554 1055 1222 か かたわら かたわら
1 6 180 180 857 1036 た かたわら かたわら
1 7 . 0 . . わ かたわら かたわら
1 8 . 0 . . ら かたわら かたわら
1 9 . 0 . . テ テレビ テレビ、
1 10 . 0 . . レ テレビ テレビ、
1 11 . 0 . . ビ テレビ テレビ、
1 12 105 105 3120 3224 、 、 テレビ、
1 13 . 0 . . ラ ラジオ ラジオなどで
1 14 . 0 . . ジ ラジオ ラジオなどで
1 15 . 0 . . オ ラジオ ラジオなどで
1 16 187 187 1280 1466 な など ラジオなどで
1 17 . 0 . . ど など ラジオなどで
1 18 . 0 . . で で ラジオなどで
1 19 167 167 1490 1656 活 活躍 活躍中。
1 20 . 0 . . 躍 活躍 活躍中。
1 21 186 186 1674 1859 中 中 活躍中。
1 22 . 0 . . 。 。 活躍中。
2 23 . 0 . . ３ ３３ ３３歳。
2 24 . 0 . . ３ ３３ ３３歳。
2 25 442 442 2179 2620 歳 歳 ３３歳。












































表 4 日本語の視線走査情報（First Pass）の単語単位の集計
WIDX FDUR DSUM FSTT FEND SUW BPH
1 . 0 . . 子育て 子育ての
2 . 0 . . の 子育ての
3 348 734 857 1222 かたわら かたわら
4 . 0 . . テレビ テレビ、
5 105 105 3120 3224 、 テレビ、
6 . 0 . . ラジオ ラジオなどで
7 187 187 1280 1466 など ラジオなどで
8 . 0 . . で ラジオなどで
9 167 167 1490 1656 活躍 活躍中。
10 186 186 1674 1859 中 活躍中。
11 . 0 . . 。 活躍中。
12 . 0 . . ３３ ３３歳。
13 442 442 2179 2620 歳 ３３歳。






















表 5 日本語の視線走査情報（Whole Pass）
LINE FIDX FDUR DSUM FCNT FSTT FEND CHAR SUW BPH
5 1 366 366 1 7 372 年 年 二、三年時に
-99 2 111 111 1 528 638
2 3 146 311 2 662 807 歳 歳 ３３歳。
1 4 180 180 1 857 1036 た かたわら かたわら
1 5 168 320 2 1055 1222 か かたわら かたわら
1 6 187 187 1 1280 1466 な など ラジオなどで
1 7 167 167 1 1490 1656 活 活躍 活躍中。
1 8 186 186 1 1674 1859 中 中 活躍中。
-99 9 120 . . 2032 2151
2 10 442 442 1 2179 2620 歳 歳 ３３歳。
1 11 234 234 1 2663 2896 か かたわら かたわら
1 12 152 320 2 2914 3065 か かたわら かたわら
1 13 105 105 1 3120 3224 、 、 テレビ、
2 14 165 311 2 3685 3849 歳 歳 ３３歳。
3 15 318 318 1 3889 4206 稚 幼稚 　幼稚園から
3 16 167 167 1 4234 4400 大 大学 大学まで
3 17 302 302 1 4425 4726 通 通っ 通った
3 18 259 259 1 4752 5010 学 学院 青山学院では、
3 19 239 239 1 5031 5269 院 学院 青山学院では、
































• 視線走査実験で得られた読み時間の可視化 (First Pass:コーパス出現順単語呈示)







日本語視線走査実験 (First Pass) の ChaKi.NET 上での可視化（文字単位の注視時間情報を単語単位に集積）














































































Kennedy, A., and J. Pynte (2005). “Parafoveal-on-foveal effecits in normal reading.” Vision Re-
search, 45, pp. 153–168.
Matsumoto, Yuji, Masayuki Asahara, Kou Kawabe, Yurika Takahashi, Yukio Tono, Akira Ohtani,
and Toshio Morita (2005). “Chaki: An annotated corpora management and search system.”







吉田 拓夢 (茨城大学 工学部 情報工学科) 1
新納 浩幸 (茨城大学 工学部 情報工学科) 2
Detection of Misleading Data by Outlier Detection Methods
Hiromu Yoshida (Ibaraki University, Department of Computer and Information Sciences)
Hiroyuki Shinnou (Ibaraki University, Department of Computer and Information Sciences)
1 はじめに





テストデータに合うようにチューニングすることを領域適応という (Sogaard (2013)) 3．領域適応の
問題の一つは負の転移である (Rosenstein et al. (2005))．これはソース領域のデータを使いすぎると
ターゲット領域での識別精度が下がる現象である．我々は負の転移の原因を Misleading データの存
在だと考えている．Misleading データとは分類器の学習に悪影響を与えるデータであり，Misleading
データを検出，削除しておくことは分類器の精度向上に寄与する (Jiang and Zhai (2007))．
本論文では Misleading データはターゲット領域に対して外れ値になっていると予想し，この予想
を確認する．まず訓練データ D から分類器を作成し，テストデータでその正解率 p0 を測る．次に
Dの中の各データ xに対して，D − x から分類器を作成し，テストデータでその正解率 p1 を測る．
p1 > p0のとき xは Misleading データと考えられる．このようにして予め Misleading データを検出
しておき，それを正解データと考えて，次に外れ値検出手法を利用して，どの程度 Misleading デー
タを検出できるかを調べる．外れ値検出手法としては (1)最近傍法，(2) LOF および (3) 確率密度
比を試した．
実験では現代日本語書き言葉均衡コーパス (BCCWJ コーパス (Maekawa (2007))) における 3つ
の領域 OC (Yahoo! 知恵袋) ，PB (書籍) 及び PN (新聞) を利用する．SemEval-2 の日本語 WSD
タスク (Okumura et al. (2010))ではこれらのコーパスの一部に語義タグを付けたデータを公開して
おり，そのデータを利用する．すべての領域である程度の頻度が存在する多義語 16単語を対象にし
て，WSD の領域適応の実験を行う．領域適応としては OC→ PB，PB→ PN，PN→ OC，OC→








手法は (1) 最近傍法，(2) LOF および (3) 確率密度比である．以下，それぞれの手法を説明する．
210t4067l@hcs.ibaraki.ac.jp
2shinnou@mx.ibaraki.ac.jp
3領域適応は機械学習の分野では転移学習 (神嶌敏弘 (2010)) の一種と見なされている．
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2.1 最近傍法 (Erk の手法)
Erkによる外れ値検出の手法 (Erk (2006))を示す．外れ値の度合いを測るデータ点を点 xとする．
この点 xに対して，対象データの中で最近傍となる点 tn と，その点 tに対する最近傍点 tn’を定め
る．これらの 3つの点について，以下の距離を求める．
点 xと点 tn の距離 dxt
点 tn と点 tn
′ の距離 dtt’





LOF(local outlier factor)は密度をベースとした外れ値検出手法である (Breuning et al. (2000))．
ある点のまわりの密度が他の点と比べて小さいほど，LOFの値は大きくなる．LOFの値を測る点を
xとしたとき，xの k距離近傍集合 Nk(x)を以下の様に定める．
Nk(x) = {y ∈ D \ {x}|d(x, y) ≤ kdist(x)}
ここで，kdist(x)は以下の条件を満たす d(x, o)である．
1. 少なくとも k個のデータ o′ ∈ D \ {x}に対して d(x, o′) ≤ d(x, o)が成立する
2. 高々k − 1個のデータ o′ ∈ D \ {x}に対してのみ d(x, o) < d(x, o)が成立する





これは局所到達可能密度 (local reachability density，lrd)と呼ばれる値で，xの k近傍内にあるデー
タの到達可能距離 (reachability distance，rd)の平均の逆数となっている．到達可能距離 rdは以下
で定める値である．
rdk(x, y) = max{d(x, y), kdist(y)}














対象単語 wの用例 xの素性リストを {f1, f2, · · · , fn} とする．求めるのは領域 R ∈ {S, T}上の x








領域 R のコーパス内の w の全ての用例について素性リストを作成しておく．ここで用例の数を
N(R)とおく．またN(R)個の用例の中で，素性 f が現れた用例数を n(R, f)とおく．MAP 推定で
スムージングを行い，PR(f)を以下で定義する (高村大也 (2010))．
PR(f) =
n(R, f) + 1
N(R) + 2
以上より，ソース領域 S の用例 xに対して，確率密度比 w(x) = PT (x)/PS(x)が計算できる．
3 実験
BCCWJ コーパスの PB(書籍)，OC(Yahoo! 知恵袋)及び PN (新聞) を異なった領域として実験
を行う．SemEval-2 の日本語 WSD タスク (Okumura et al. (2010))ではこれら領域のコーパスの一
部に語義タグを付けたデータを公開しており，そのデータを利用する．この 3つの領域からある程
度頻度のある多義語 16単語を WSD の対象単語とする．これら単語と辞書上での語義数及び各コー
パスでの頻度と語義数を表 1に示す．4領域適応の方向としては OC→ PB，PB→ PN，PN→OC，
OC→ PN，PN→ PB，PB→ OC の計 6通りの方向が存在する．
表 1: 対象単語
単語 辞書上の OC での OC での PB での PB での PN での PN での
語義数 頻度　 語義数 頻度　 語義数 頻度　 語義数
言う 3 666 2 1114 2 363 2
入れる 3 73 2 56 3 32 2
書く 2 99 2 62 2 27 2
聞く 3 124 2 123 2 52 2
子供 2 77 2 93 2 29 2
時間 4 53 2 74 2 59 2
自分 2 128 2 308 2 71 2
出る 3 131 3 152 3 89 3
取る 8 61 7 81 7 43 7
場合 2 126 2 137 2 73 2
入る 3 68 4 118 4 65 3
前 3 105 3 160 2 106 4
見る 6 262 5 273 6 87 3
持つ 4 62 4 153 3 59 3
やる 5 117 3 156 4 27 2
ゆく 2 219 2 133 2 27 2




習で用いるソースデータを x(S) = {x1, x2, ..., xn}とする．このソースデータに対して，任意の i番
目のデータ xi1つを取り除いた新たなソースデータを x(S)iとする．ここで新たなソースデータ x(S)i
4語義は岩波国語辞書がもとになっている．そこでの中分類までを対象にした．また「入る」は辞書上の語義が 3 つだが，





スデータ x(S) に対して x(S)1 から x(S)n までの新しい n個のソースデータを作成，学習し，データ






PB PN OC PN OC PB
言う 159/666 158/666 127/1114 75/1114 82/363 35/363
23.87 23.72 11.40 6.730 22.59 9.640
入れる 6/73 28/73 19/56 15/56 3/32 1/32
8.220 38.36 33.93 26.79 9.380 3.130
書く 21/99 39/99 0/62 2/62 12/27 15/27
21.21 39.40 - 3.230 44.44 55.56
聞く 26/124 21/124 26/123 0/123 4/52 27/52
20.97 16.94 21.14 - 7.700 51.92
子供 5/77 0/77 12/93 1/93 12/29 13/29
6.490 - 12.90 1.080 41.38 44.83
時間 1/53 8/53 0/74 0/74 0/59 5/59
1.890 15.09 - - - 8.470
自分 13/128 25/128 0/308 0/308 0/71 1/71
10.16 19.53 - - - 1.410
出る 14/131 10/131 39/152 32/152 22/89 10/89
10.69 7.630 25.66 21.05 24.72 11.24
取る 6/61 5/61 10/81 18/81 12/43 22/43
9.840 8.200 12.35 22.22 27.91 51.16
場合 0/126 0/126 7/137 13/137 14/73 9/73
- - 5.110 9.490 19.18 12.33
入る 36/68 11/68 38/118 27/118 27/65 42/65
52.94 16.18 32.20 22.88 41.54 64.62
前 8/105 5/105 10/160 1/160 15/106 2/106
7.620 4.760 6.250 0.625 14.15 1.890
見る 10/262 3/262 3/273 12/273 8/87 28/87
38.18 1.150 1.100 4.400 9.200 32.18
持つ 8/62 0/62 2/153 11/153 1/59 1/59
12.90 - 1.310 7.190 1.690 1.690
やる 0/117 0/117 0/156 0/156 0/27 0/27
- - - - - -
ゆく 17/219 0/219 15/133 1/133 3/27 3/27





出した値を正規化し，閾値 θ = 1.96より大きな値をMisleadingデータとみなした．Erk,密度比の手
法はそれぞれMisleadingデータの検出正答率の平均が大きくなるような閾値を探し，結果，Erkの






表 3: 提案手法による検出正答率 (% )
OC PB PN
avr
PB PN OC PN OC PB
Erk 3.590 9.920 14.36 19.07 10.64 29.32 14.48
LOF 3.67 10.19 6.990 5.260 18.48 19.62 10.70
密度比 10.49 10.03 8.880 11.93 17.02 22.10 13.41
また，提案手法によるmisleadingデータを除いた場合の領域適応の正答率を表 4に示す．LOFの
手法のみが僅かに通常の領域適応の正答率を上回った．
表 4: 提案手法でmisleadingを除いた場合の正答率 (% )
OC PB PN
avr
PB PN OC PN OC PB
Erk 70.91 68.27 69.45 75.38 69.45 73.33 70.10
LOF 70.71 67.11 70.09 75.57 68.70 73.44 70.94
密度比 69.63 67.34 68.38 76.37 59.72 66.42 67.98
NORMAL 70.77 66.96 70.29 75.56 68.49 73.26 70.89
4 考察

























単語 OC→ PB PB→ PN PN→ OC OC→ PN PN→ PB PB→ OC
言う X X X X
入れる X X X X X
書く X X X
聞く X
子供 X X
時間 X X X
自分 X X
出る X X
取る X X X
場合 X X X X
入る X X X X
前 X
見る X
持つ X X X
やる X X X
ゆく X X X
次に本論文で行った外れ値検出手法で検出された Misleading データの割合が，全体のデータの 1
割以下である場合に，負の転移が生じないという判定を行う．これによって外れ値検出手法を利用し
て，負の転移が生じない対象単語の検出評価を行うことができる．検出の正解率，再現率，F値をそ







PB PN OC PN OC PB
Erk 0.286 0.333 0.500 0.533 0.250 0.615 0.420
LOF 0.375 0.375 0.438 0.563 0.438 0.563 0.458
密度比 0.000 1.000 0.000 0.500 0.000 0.000 0.250




PB PN OC PN OC PB
Erk 0.667 0.833 1.000 0.889 0.429 0.889 0.784
LOF 1.000 1.000 1.000 1.000 1.000 1.000 1.000
密度比 0.000 0.333 0.000 0.556 0.000 0.000 0.148




PB PN OC PN OC PB
Erk 0.400 0.476 0.667 0.667 0.316 0.727 0.542
LOF 0.545 0.545 0.609 0.720 0.609 0.720 0.625
密度比 - 0.500 - 0.526 - - 0.513
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1 はじめに



















実験では現代日本語書き言葉均衡コーパス（BCCWJ コーパス (Maekawa (2007))）における 3つ
の領域 OC (Yahoo! 知恵袋) ，PB (書籍) 及び PN (新聞) を利用する．SemEval-2 の日本語 WSD
タスク (Okumura et al. (2010))ではこれらのコーパスの一部に語義タグを付けたデータを公開して
おり，そのデータを利用する．すべての領域である程度の頻度が存在する多義語 16単語を対象にし
て，WSD の領域適応の実験を行う．領域適応としては OC→ PB，PB→ PN，PN→ OC，OC→





























まず，分類器によって識別した n個のラベルなしデータ xj (j = 1, 2, . . . , n) に対する識別の信頼


























この rj と wj の値を合計したものがデータ xj の評価値となる．
3 実験
実験では現代日本語書き言葉均衡コーパス（BCCWJ コーパス (Maekawa (2007))）における 3つ
の領域 OC (Yahoo! 知恵袋) ，PB (書籍) 及び PN (新聞)を利用する．SemEval-2 の日本語 WSD
タスク (Okumura et al. (2010))ではこれらのコーパスの一部に語義タグを付けたデータを公開して





単語 辞書上の OC PB PN
語義数 頻度 語義数 頻度 語義数 頻度 語義数
言う 3 666 2 1114 2 363 2
入れる 3 73 2 56 3 32 2
書く 2 99 2 62 2 27 2
聞く 3 124 2 123 2 52 2
子供 2 77 2 93 2 29 2
時間 4 53 2 74 2 59 2
自分 2 128 2 308 2 71 2
出る 3 131 3 152 3 89 3
取る 8 61 7 81 7 43 7
場合 2 126 2 137 2 73 2
入る 3 68 4 118 4 65 3
前 3 105 3 160 2 106 4
見る 6 262 5 273 6 87 3
持つ 4 62 4 153 3 59 3
やる 5 117 3 156 4 27 2
ゆく 2 219 2 133 2 27 2
平均 3.35 193.9 2.94 150.6 2.88 75.56 2.69
領域適応としては OC→ PB，PB→ PN，PN→ OC，OC→ PN，PN→ PB，PB→ OC の計 6




らは各単語 5点ずつ選択する場合と全体から 80点選択する場合をそれぞれ 5回行いその平均を求め






表 2: 実験結果 (マクロ平均 (%))
通常の能動学習 ランダムに選択 ランダムに選択 全対象単語に 領域間距離を
(各単語 5点ずつ) (全体から 80点) 対する能動学習 用いた能動学習
OC→ PB 74.80 73.55 72.40 75.49 71.76
PB→ PN 79.74 72.29 72.40 81.14 76.94
PN→ OC 73.39 71.23 69.89 74.38 68.43
OC→ PN 75.23 71.59 69.33 73.86 70.47
PN→ PB 78.26 76.40 72.09 79.55 77.33




表 3: 実験結果 (マイクロ平均 (%))
通常の能動学習 ランダムに選択 ランダムに選択 全対象単語に 領域間距離を
(各単語 5点ずつ) (全体から 80点) 対する能動学習 用いた能動学習
OC→ PB 78.89 77.85 78.33 78.45 77.36
PB→ PN 83.37 82.47 78.33 84.62 83.13
PN→ OC 74.82 73.94 74.85 74.99 72.88
OC→ PN 75.60 74.80 77.49 67.00 65.26
PN→ PB 82.09 81.02 74.69 81.65 83.03





単語 wiについてソース領域 Sからターゲット領域 T への領域適応の実験を行う．まずターゲット
領域 T のラベル付きデータをランダムに 15個取り出し，残りを評価データとする．つまり利用で
きる訓練データはソース領域 S のラベル付きデータとターゲット領域 T からランダムに取り出した
15個のラベル付きデータとなる．この訓練データを用いて手法 A により分類器を作成し，先の評価
データの語義識別の正解率 Pi,k を測る．この実験を 5回行い Pi,1, Pi,2, · · · , Pi,5を得る．それらの平
均 Pi を「単語 wi の S から T への領域適応における手法 A の平均正解率」とする．上記の単語 wi
を 16種類の各対象単語 w1, w2, · · · , w16 に変えることで，16個の平均正解率 P1, P2, · · · , P16 が得ら
れる．それらの平均 P を「S から T への領域適応における手法 A の平均正解率」とする．
上記の手法 A としては，以下の 3種類を試す．(1) ソース領域のラベル付きデータのみを用いる
手法 (ターゲット領域の 15個のラベル付きデータの重みを 0 とする手法)（S-Only），(2) ターゲッ
ト領域からランダムに取り出した 15個のラベル付きデータのみを用いる手法 (ソース領域のラベル
付きデータの重みを 0 とする手法)（T-Only），(3) ソース領域のラベル付きデータとターゲット領
域の 15個のラベル付きデータを用いる手法（S+T）．
S から T への領域適応における各手法の平均正解率を表 4に示す．
表 4: 各手法の平均正解率
領域適応 S-Only T-only S+T
OC→ PB 0.7137 0.7559 0.7511
PB→ PN 0.7678 0.7206 0.7801
PN→ OC 0.6926 0.7716 0.7630
OC→ PN 0.6829 0.7300 0.7324
PN→ PB 0.7543 0.7561 0.7863
PB→ OC 0.6988 0.7766 0.7533
平均 0.7184 0.7518 0.7611









単語 OC→ PB PB→ PN PN→ OC OC→ PN PN→ PB PB→ OC
言う X X X X
入れる X X X X X
書く X X X
聞く X
子供 X X
時間 X X X
自分 X X
出る X X
取る X X X
場合 X X X X
入る X X X X
前 X
見る X
持つ X X X
やる X X X











表 6: 実験結果 (マクロ平均 (%))
通常の ランダム ランダム 全対象単語 領域間距離 負の転移を
能動学習 (各単語 5点) (全体から) に対する を利用 考慮
OC→ PB 74.80 73.55 72.40 75.49 71.76 75.92
PB→ PN 79.74 72.29 72.40 81.14 76.94 80.71
PN→ OC 73.39 71.23 69.89 74.38 68.43 74.17
OC→ PN 75.23 71.59 69.33 73.86 70.47 75.01
PN→ PB 78.26 76.40 72.09 79.55 77.33 78.08
PB→ OC 76.22 74.30 72.09 77.03 72.04 75.66
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表 7: 実験結果 (マイクロ平均 (%))
通常の ランダム ランダム 全対象単語 領域間距離 負の転移を
能動学習 (各単語 5点) (全体から) に対する を利用 考慮
OC→ PB 78.89 77.85 78.33 78.45 77.36 78.86
PB→ PN 83.37 82.47 78.33 84.62 83.13 83.95
PN→ OC 74.82 73.94 74.85 74.99 72.88 75.66
OC→ PN 75.60 74.80 77.49 67.00 65.26 76.18
PN→ PB 82.09 81.02 74.69 81.65 83.03 81.99
PB→ OC 78.70 76.35 74.69 78.20 74.57 78.95
5 おわりに
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1 はじめに










WSDは文 x 内の多義語m の語義 c ∈ C を識別する問題である．事後確率最大化に基づければ，
arg maxc∈C P (c|x) を解く問題といえる．例えば，単語m = 「ボタン」には少なくとも (c1) 服のボ
タン，(c2) スイッチのボタン，(c3) 花のボタン（牡丹），の３つの語義がある．そして文 x =「シャ
ツのボタンが取れた」が与えられたときに，文中の「ボタン」が C = {c1, c2, c3}内のどれかを識別
する．通常は教師付き学習手法を用いて P (c|x)を推定して解くことになる．しかし，WSD の領域
適応の問題は，前述したように，学習もとのソースドメインのコーパスと，分類器の適用先である
ターゲットドメインのコーパスが異なる問題である．領域適応ではソースドメイン S から S 上の確
率密度 Ps(c|x)は学習できるという設定なので，Ps(c|x)やその他の情報を利用して，ターゲットド
メイン T 上の確率密度 Pt(c|x)を推定できれば良い．ここで「シャツのボタンが取れた」という文中
の「ボタン」の語義は，この文がどんな領域のコーパスに現れても変化するとは考えられない．つ
まり P (c|x)は領域に依存していないと考えられる．つまり Ps(c|x) = Pt(c|x)が成立している．今
Ps(c|x)は学習できるので，Ps(c|x) = Pt(c|x)が成立していれば，Pt(c|x)を推定する必要はないよ
うに見える．ただしソースドメインだけを使って推定した Ps(c|x)では，実際の識別精度は低い場合
が多い．それは Ps(x) 6= Pt(x)から生じている．Ps(c|x) = Pt(c|x)だが Ps(x) 6= Pt(x)という仮定
の下で，Pt(c|x)を推定する問題は共変量シフトの問題 (Shimodaira (2000)杉山将 (2006))である．
訓練データを D = {(xi, yi)}Ni=1 とする．共変量シフトでは Pt(y|x) に確率モデル P (y|x; θ)を設




w(xi) log P (yi|xi; θ)
実験では BCCWJ コーパスMaekawa (2007)の 3つ領域 OC (Yahoo! 知恵袋) PB (書籍) と PN












考えられる．実際，この解決手法は古くから扱われている (Shimodaira (2000))(杉山将 (2006))．
教師付き領域適応手法では標準手法とも言える Daumé(Daumé III, Hal (2007))の手法も重み付け
の手法である．ただしこれは事例への重みではなく，素性への重みである．そこではソースドメイン
の訓練データのベクトル xs を (xs, xs, 0) と連結した 3 倍の長さのベクトルになるよう形成し，同様





and Zhai (2007))と齋木の研究 (Yosuke Saiki and Okumura (2008))が挙げられる．Jiangは密度比
を手動で調整し，モデルにはロジスティック回帰を用いている．また齋木は P (x) を unigramでモデ
ル化することで密度比を推定し，モデルには最大エントロピー法のモデルを用いている．ただしど
ちらの研究もタスクにWSDを扱っていない．更に確率密度比 w(x)の算出には結局 Ps(x)と Pt(x)
をそれぞれ求めてその比を取る手法になっており，本論文利用した uLSIF のように直接 w(x)を推
定する手法は用いられていない．
3 確率密度比












N(R)とおく．またN(R)個の用例の中で，素性 f が現れた用例数を n(R, f)とおく．MAP 推定で
スムージングを行い，PR(f)を以下で定義する．高村大也 (2010)
PR(f) =
n(R, f) + 1
N(R) + 2















ここで，α = (α1, α2, · · · , αb)T はサンプルデータから学習されるパラメータを，ϕl(x) は，以下の
ような基底関数を表す．
ϕl(x) >= 0 ∀x ∈ D ∀l = 1, 2, · · · , b (2)












αlKσ(x, xTl ) (4)








































































































































度が 50以上多義語 16単語をWSDの対象単語とする．領域適応としては，OC → PB，PB → OC，
PB → PN，PN → PB，OC → PN，PN → OC の 6通りの実験を行う．
分類器は Classias (Okazaki (2009))を用いて学習した．(OC→ PB)の結果を表 1に，(PB→ OC)
の結果を表 2に，(PB → OC)の結果を表 3に，(PN → PB)の結果を表 4に，(OC → PN)の結果
を表 5に，(PN → OC)の結果を表 6に示す．







表 1: 実験結果 (OC → PB)
単語 Normal NB uLSIF
聞く 0.6667 0.6098 0.7642
言う 0.8205 0.7971 0.5835
子供 0.2903 0.7742 0.2473
時間 0.9054 0.9054 0.9054
自分 0.9513 0.8506 0.974
入れる 0.6727 0.5636 0.6364
出る 0.5658 0.6053 0.5592
取る 0.2593 0.2716 0.2716
場合 0.8467 0.854 0.8467
入る 0.4746 0.3729 0.4237
前 0.7438 0.8063 0.6438
見る 0.8493 0.8456 0.8382
持つ 0.7712 0.6993 0.6993
やる 0.9355 0.9355 0.9355
いく 0.8872 0.8647 0.8647
書く 0.7903 0.7903 0.9032
平均 0.7144 0.7216 0.6935
表 2: 実験結果 (PB → OC)
単語 Normal NB uLSIF
聞く 0.6774 0.5484 0.6613
言う 0.8363 0.8498 0.5315
子供 0.1558 0.1299 0.1299
時間 0.8302 0.8302 0.8302
自分 0.875 0.875 0.875
入れる 0.726 0.7534 0.7397
出る 0.6641 0.6183 0.687
取る 0.2787 0.3607 0.0984
場合 0.9286 0.9048 0.9762
入る 0.6029 0.5588 0.6324
前 0.8942 0.8846 0.875
見る 0.5611 0.5573 0.5611
持つ 0.8033 0.8197 0.5902
やる 0.9402 0.9402 0.9402
いく 0.6895 0.6119 0.6849
書く 0.7374 0.7374 0.7374
平均 0.7 0.6863 0.6594
表 3: 実験結果 (PB → PN)
単語 Normal NB uLSIF
聞く 0.7115 0.6923 0.7115
言う 0.9366 0.9284 0.7218
子供 0.5517 0.5517 0.5172
時間 0.661 0.661 0.661
自分 0.9859 0.9859 0.9859
入れる 0.7188 0.7813 0.7188
出る 0.8427 0.7753 0.7191
取る 0.4186 0.3721 0.2791
場合 0.8493 0.8493 0.8493
入る 0.5692 0.5538 0.2154
前 0.875 0.8558 0.7308
見る 0.7011 0.7586 0.6897
持つ 0.9153 0.8814 0.9153
やる 0.963 0.963 0.963
いく 0.8519 0.8148 0.8519
書く 0.7778 0.7037 0.7778
平均 0.7706 0.758 0.7067
表 4: 実験結果 (PN → PB)
単語 Normal NB uLSIF
聞く 0.5528 0.2602 0.7642
言う 0.8402 0.7828 0.5835
子供 0.5161 0.2473 0.2473
時間 0.8649 0.9054 0.9054
自分 0.974 0.974 0.974
入れる 0.6545 0.4 0.6364
出る 0.6447 0.5592 0.5592
取る 0.3827 0.2716 0.4074
場合 0.8394 0.1533 0.8467
入る 0.5897 0.3761 0.3761
前 0.8938 0.8562 0.6438
見る 0.8519 0.8444 0.8444
持つ 0.6993 0.6993 0.6993
やる 0.9416 0.9416 0.9416
いく 0.8647 0.8647 0.8647
書く 0.8387 0.9032 0.9032
平均 0.7468 0.6275 0.6998
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表 5: 実験結果 (OC → PN)
単語 Normal NB uLSIF
聞く 0.4231 0.4615 0.7115
言う 0.4711 0.4545 0.7218
子供 0.4483 0.5172 0.4828
時間 0.678 0.661 0.661
自分 0.9718 0.9296 0.9859
入れる 0.7188 0.7188 0.7188
出る 0.7079 0.7416 0.7191
取る 0.2558 0.2558 0.2326
場合 0.8493 0.8493 0.8493
入る 0.3231 0.4154 0.2154
前 0.7619 0.7238 0.7238
見る 0.6897 0.7241 0.6897
持つ 0.8983 0.9153 0.9153
やる 1 1 1
いく 0.8519 0.8519 0.8519
書く 0.8148 0.8148 0.7778
平均 0.679 0.6897 0.7035
表 6: 実験結果 (PN → OC)
単語 Normal NB uLSIF
聞く 0.5242 0.3629 0.6613
言う 0.8318 0.7553 0.5315
子供 0.5325 0.8701 0.8701
時間 0.8302 0.8302 0.8302
自分 0.875 0.875 0.875
入れる 0.7534 0.2877 0.7397
出る 0.6947 0.5878 0.687
取る 0.2623 0.0492 0.0984
場合 0.9603 0.9762 0.9762
入る 0.4328 0.3433 0.2985
前 0.8762 0.7905 0.8667
見る 0.5692 0.5654 0.5654
持つ 0.5902 0.5574 0.5902
やる 0.9565 0.9565 0.9565
いく 0.6849 0.6849 0.6849
書く 0.6869 0.7374 0.7374




領域適応 Normal NB uLSIF
OC → PB 0.7144 0.7216 0.6935
PB → OC 0.7 0.6863 0.6594
PB → PN 0.7706 0.758 0.7067
PN → PB 0.7468 0.6275 0.6998
OC → PN 0.679 0.6897 0.7035







5.1 NB と uLSIF の比較
本実験で算出した NB と uLSIF の値を比較するために，各領域適応の各対象単語に関して両者の
手法で算出した確率密度比が小さいデータ上位 10% を取り出した．NB により取り出したデータ群
を H とし，uLSIF により取り出したデータ群を K として，|H ∩K|/|H ∪K|の値を調べた．この
値が 1 に近ければ NB と uLSIF の値は概ね同じような傾向があると言える．結果を表 9に示す．




表 9: NBと uLSIFの密度比が低い共通用例
単語 OC → PB PB → OC PB → PN PN → PB PN → OC OC → PN
聞く 0.6 0.333 0.143 0.667 0.667 0.263
言う 0.158 0.121 0.099 0.241 0.108 0.128
子供 0.273 0.286 0 1 1 0.077
時間 0.429 0.167 0.4 0.2 0.2 0.429
自分 0.333 0.132 0.034 0.556 0.4 0.091
入れる 0.4 0.111 0.111 1 0.5 0.077
出る 0.3 0.111 0.304 0.385 0.2 0.529
取る 0.2 0.333 0 0.333 0.333 0.091
場合 0.412 0.13 0.13 0.556 0.556 0.2
入る 0.2 0.1 0.294 0.333 0.333 0.5
前 0.333 0.333 0.185 0.333 0.333 0.25
見る 0.083 0.256 0.059 0.455 0.455 0
持つ 0.333 0.2 0.071 0.333 0.5 0.333
やる 0.375 0.154 0 0.333 0.333 0
いく 0.257 0.182 0 0 0.333 0
書く 0.053 0.333 0.091 0 1 0.053
平均 0.429 0.258 0.071 0.333 0.5 0.132
5.2 確率密度比の p 乗の利用
共変量シフト下での学習ではパラメータ推定のバラツキが大きいことが指摘されている．このパラ
メータのバラツキによって識別精度が安定しないと考えられる．そこで，確率密度比w(x)を 0 < p < 1
乗した w(x)p を重みとして適用し，バラツキを抑えることが提案されている (杉山将 (2006))．
ここで以上のバラツキを抑える手法を用いて再度実験を行ってみる．前章の実験において NBと
uLSIFで，確率密度比を w(x)0.5 として実験を行う．その結果を表 10と表 11に示す．
表 10: 実験結果
領域適応 Normal NB uLSIF NB (w(x)0.5) uLSIF (w(x)0.5)
OC → PB 0.7144 0.7216 0.6935 0.712 0.7038
PB → OC 0.7 0.6863 0.6594 0.6849 0.659
PB → PN 0.7706 0.758 0.7067 0.7595 0.7203
PN → PB 0.7468 0.6275 0.6998 0.6484 0.7049
OC → PN 0.679 0.6897 0.7035 0.6929 0.6829
PN → OC 0.6913 0.6394 0.6856 0.6767 0.7075















学習では，訓練データ (x, y) に対して，確率密度比 w(x) = Pt(x)Ps(x) の重みをつけて学習する．ここで
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ル LDA（Latent Dirichlet Allocation）（Bleiら(2003)）を使用したものとしては，（Boyd-Graber
ら(2007)）や（Guo ら(2011)）がある．Boyd-Graberらは，トピックが持つ単語の確率分布を
概念体系 WordNet 上での単語生成過程である WORDNET-WALK に置き換えた Latent 


























すると，単語 A，B，C，D の生成確率はそれぞれ 0.03，0.27，0.28，0.42である．トピック
ごとの単語の確率分布をこのようなルート概念からの遷移による確率分布に置き換えるこ
とで，単語の語義ごとの確率を扱うことができる．たとえば，単語 A と単語 C が同じ単語
の場合，この単語は語義 X より語義 Y を取りやすい． 
 
 
図 3.1  WORDNET-WALKによる単語の生成確率の例 
 
3.2. LDAWN における多義語の語義推定 
LDAWN における多義語の語義推定方法について述べる．LDAWNでは，全文書の全単語




                                                
  
   
 
   
 (3.1) 
 
 は文書数，  は文書 中の単語数，    は文書 の 番目の単語    のトピックであり，    は
概念体系上のルート概念から単語    の語義までの経路である．                 は概念（語
義）から単語への遷移確率（図 3.1 の例で言うと，概念 X から単語 A への遷移確率などが
この確率に該当する）である．       は文書が持つトピックの確率分布からトピックを選択
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となる． はトピック数，  は文書 が持つトピックに関する確率分布，  はトピック に
おける各概念からその下位概念への遷移の確率分布であり，それぞれ多項分布のパラメー
タである．  ，   はディリクレ分布のパラメータである．これらは，パラメータのパラメ
ータなのでハイパーパラメータと呼ばれる． のハイパーパラメータ  については，下位概
念への遷移に関するパラメータなので，遷移確率パラメータと呼ぶことにする．トピック 
における概念  からその下位概念  への遷移確率パラメータ         を，すべての下位概念に
ついての和            となるように設定すると，遷移確率パラメータは定数 でその影響
を調整できる．そのため，遷移確率パラメータは            となるように設定する．遷移




              
            
    




式について，   の経路中で通過する概念を             とする．パラメータ と を積分消去
し，単語  に関する変量   と   以外の変量を定数と見なすと，条件付き分布
                  は， 
 
                    
      
   
      
     
 
             
              
          
     
 
   
  (3.4) 
 
となる．数式表記の簡単化のため，  を    としている． はトピック数，     
 は現在サン
プリング対象としている  を除いた状態で，  を含んでいる文書 中でトピック が割り当
てられた単語の数，          
  は同様に  を除いた状態で，トピック が割り当てられた全単語
が概念  からその下位概念    へのリンクを通過した回数である．さらに(3.4)式を  につい




                 
      
   
      
     
  
             
              
          
     
 
     
  (3.5) 
 
(3.5)式の前半部分は，文書 でトピック  が割り当てられる確率であり，後半部分はトピッ
ク  で単語  が出現する確率を表している．すべてのトピック  について(3.5)式から確率を
計算し，得られた確率に従って単語  にトピック  を割り当てる．その後，割り当てられた




















としては，各概念 の確率    を求め，概念  から概念  への遷移確率      を， 
 
                 
        
     
 
     
     
 (3.6) 
 
として求める方法がある（Jiangら(1997)）．この遷移確率をそのまま遷移確率パラメータ      
の値とする． 
単語の出現頻度から概念の確率    を求める方法として，ここでは（Resnik(1995)）を採
用する．Resnik の手法では，ある概念の頻度は，その概念が含む概念（その概念自身とす
べての下位概念）に属する単語のコーパス中での出現頻度の総和であるとし，概念 の確率











する．この場合の各概念の頻度       を式で表すと，概念  から概念  へ到達する経路の数
を           ，概念 が含むリーフ概念の集合を    としたとき， 
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概念への各経路の確率が等しくなる．ルート概念     から任意のリーフ概念  へ到達する任
意の経路      の遷移確率         は，経路       中で通過する概念を       とすると， 
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である．すべてのリーフ概念の頻度          とすると， 
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表 4.1 出典別の文章数と総形態素数 
出典 文章数 総形態素数 
日本経済新聞 5018 121301 
朝日新聞 91400 2272555 
アエラ 49589 1183897 
平凡社百科辞典 10072 284059 
岩波情報科学辞典 13578 357607 
雑誌 21199 528452 
用例集 16946 368285 
 
今回は実験対象として日本経済新聞の全文章を選択する．日本経済新聞の全文章中の多義
語の種類数は 4822，名詞と動詞のトークン数はそれぞれ 12149，6199 だった．また，多義







































った実験について述べる．表 5.1 の設定で実験を行い，正解率の平均を算出した結果を表 
5.2に示す． 
 
表 5.1 文書の扱いに関する実験の各種設定値 
パラメータ 設定値 
入力文書の形態 {一日分を一文書，一文章を一文書} 
遷移確率パラメータの  {5.0，10.0} 






















      
0.3230 0.3457 0.2786 0.4053 
一日分を一文書 
       
0.3119 0.3338 0.2689 0.4059 
一文章を一文書 
      
0.3567 0.3785 0.3141 0.4226 
一文章を一文書 
       













表 5.3 の設定で実験を行った結果を表 5.4 に示す．なお，均等な遷移確率パラメータに
おける          のときの実験結果は，5.1 節の実験結果と同じものである．表 5.4 の結
果を見ると，遷移確率パラメータの を各経路均等とした場合の方が全体的に精度が良い． 
 
表 5.3 遷移確率パラメータに関する実験の各種設定値 
パラメータ 設定値 
入力文書の形態 一文章を一文書 























      
0.3478 0.3772 0.2901 0.4151 
単語頻度に比例 
       
0.3465 0.3811 0.2787 0.4191 
単語頻度に比例 
       
0.3472 0.3827 0.2777 0.4180 
各経路均等 
      
0.3567 0.3785 0.3141 0.4226 
各経路均等 
       
0.3587 0.3755 0.3258 0.4234 
各経路均等 
       






ラインの正解率を表 6.1に示す．なお，この値は 1000回の平均を取ったものである． 
 
表 6.1 ランダムベースラインの実験結果（1000回の平均） 
マイクロ平均（全体） マイクロ平均（名詞） マイクロ平均（動詞） マクロ平均 


































トピックモデルをベースにした既存手法 LDAWN に対し，EDR 電子化辞書による概念体




定数      で がルート概念からの各リーフ概念への経路が均等の場合であり，マクロ平
均は 0.4243 であった．全多義語に対するマイクロ平均が最大となったのは，文書の入力形
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Modeling Japanese Language Register Using Corpus Metadata




This study proposes to combine extra-linguistic and inter-linguistic features in the modeling of linguis-
tic variation, or register, in Japanese. A comprehensive account of register variation in Japanese has
recently become possible with the public availability of the Balanced Corpus of Contemporary Writ-
ten Japanese (BCCWJ), a 100 million token corpus that contains a wide variety of written Japanese
(Maekawa, 2007).
First, this study will provide necessary background on register studies and the connection between
them and corpus metadata. Next, the metadata available in the BCCWJ are analyzed into several cat-
egories thought to influence register, taking into account any hierarchical properties that exist within
the metadata. Finally, two pilot experiments using techniques from subgroup discovery (Wrobel, 1997;
Langohr et al., 2013) and exceptional model mining (Duivesteijn, 2013) are conducted on the BCCWJ,
showing some possibilities for further explorations of register variation within the BCCWJ.
2. Previous Research
2.1 Language Variation
Numerous studies on the topic of linguistic variation have been conducted using the different termi-
nologies of style, genre, register, text type, and domain, to describe the variation observable in language
(Eckert & Rickford, 2001; Biber, 1995; Irvine, 2001; Lee, 2001). A possible account of the differences
between the terms is offered below (also see Lee, 2001):
• Register: A variety of language associated with the specific situation of use. Example: register
of written academic Japanese; classroom conversation
• Genre: A category of language defined by a community, or associated with expected rhetorical
structure and themes. Example: genre of Japanese research articles; crime novels
• Style: Variations in language associated with an individual’s “unique” uses of language. Exam-
ple: sensationalist style; vague written style
• Text type: A grouping of texts based purely on linguistic features. Example: informational text
type
• Domain: Text devoted to a single topic or a small set of related topics, often inside one genre.




Different approaches to modeling language variation have been developed, mirroring the needs and
interests of many fields, including: socio-linguistics, historical linguistics, dialect research, NLP, text
classification, and authorship identification. However, for the purposes of the present work, we will
mostly be concerned with register in the broader sense, covering the situation of use, community, in-
dividual unique usage of language–but all of which must be tied to actual linguistic features. The vo-
cabulary used to describe register is furthermore limited to the metadata available within the BCCWJ,
which is introduced in the following section.
2.2 Corpus Metadata
In the context of a corpus, we define metadata to be any data that describes some language-external
fact about some part of a corpus. Therefore, this definition encompasses not only the common case of
data describing some fact at the document level, but also includes data at the level of document groups,
as well as data at the lower token, sentence, and paragraph levels (see Figure 1). A summary of the
metadata annotations within the BCCWJ is provided in Maruyama (2012), while a further summary
of metadata into formal and informal annotation approaches, as well as one based on granularity and



















list, speech, caption, ...
Figure 1: Metadata at the sentence, document, and subcorpus levels. The metadata used in this study are
marked in bold.
Library classification systems such as the Dewey Decimal Classification (DDC) or the Japanese coun-
terpart, the Nippon Decimal Classification (NDC), are classification systems which rely on expert cat-
alogers and are arguably optimized for the efficient classification and storage of material in libraries.
This guided approach to classification espouses a singular point of view and is thus susceptible to any
oversights or gaps in knowledge of the catalogers. The organization of knowledge into ontologies is in
many ways the most formal approach in this metadata category, and there are many cases where such a
formal specification has been useful (Hirst, 2009, provides several).
In contrast, the other approach to metadata is more informal, and can involve collaborative classi-
fication of content using sets of tags in what is sometimes called a folksonomy (Vander Wal, 2007).
This approach eschews the singular viewpoint (i.e., that of the compiler) of an ontology for the plural-




















Figure 3: A part of the hierarchical structure of the register-focused metadata within the British National
Corpus Baby (as described in Gries, 2009, pp. 3–4).
arguably makes it more flexible in describing a wider variety of metadata, given that the vocabulary of
tags is unrestricted enough and that the number of taggers is sufficient to overcome incongruities in the
tag data (Halpin, Robu, & Shepherd, 2007).
Finally, metadata can also be analyzed according to their granularity or dimensionality. The granu-
larity of metadata refers to the complexity of structure contained in the metadata. For example, 1-di-
mensional metadata are composed of elements that are independent of one another1. An example of
higher-dimensionality metadata is the NDC, in which 10 top-level categories further branch out into
sub-categories (Figure 2).
As the annotation of corpus metadata depends on the research aims of the corpus and can thus encom-
pass a diverse set of attributes, we limit the discussion to those corpus metadata which are involved in
the identification of language variety of one kind or another. A representative example of corpus meta-
data that has been used for such purposes is that contained within the British National Corpus Baby
(BNC Baby)2. For example, the text categories in the BNC Baby can be represented as a three-level
hierarchy of mode, register, and sub-register, as shown in Figure 3.
Contrasting the hierarchy of the NDC with the register-focused hierarchy of the BNC Baby reveals
limitations in using it as a proxy for register distinctions. A strict hierarchy such as the NDC is unable
to capture all linguistic variation and situational factors. This is evident because the branching factor in
the hierarchy, from parent to children, is often a combination of topic, register, and genre differences,
which can interact at different levels. Instead, the realization of an ontology of linguistic variation with
an associated metadata vocabulary would allow for the expression of arbitrary differences within and
1The Simple Dublin Core Metadata Element Set (DCMES) vocabulary is an example of this kind of
linear structure (“Dublin Core Metadata Element Set, Version 1.1,” 2012).




Table 1: Number of tokens, sentences, paragraphs, and documents in the BCCWJ arranged according to
media label. The last column “Hierarchy type” offers a short description of metadata at the media
level.
Code Media label Tokens Sentences Paragraphs Documents Hierarchy type
LB+PB+OB Books 70,472,742 3,155,084 1,552,490 22,058 NDC, C-CODE
OY Yahoo! Blogs 13,212,757 943,646 783,871 52,676 Yahoo! topics
OC Yahoo! Q&A 12,088,127 780,510 624,616 91,445 Yahoo! topics
OM Minutes of the Diet 5,600,649 139,802 45,810 159 place and type
OW White papers 5,495,254 139,373 101,587 1,500 govt. division
PM Magazines 5,114,752 281,765 155,260 1,996 magazine class.
OP Local govt. newsletters 4,739,306 255,841 209,679 354 municipality
OL Laws 1,206,481 33,289 25,364 346 subject
OT School textbooks 1,126,214 63,370 45,952 412 subject and grade
PN Newspapers 1,036,285 50,960 26,546 1,473 daily, evening
OV Verse 237,685 18,974 18,974 252 haiku, etc.
Total 120,330,252 5,862,614 3,590,149 172,671
between texts. However, the author has not yet encountered this kind of systematic encoding of the
metadata inherent in corpora, and will, for the purposes of this study seek to examine only those parts
of the metadata within the BCCWJ that more directly influence linguistic variation3.
3. Materials
The BCCWJ contains a wide variety of contemporary written4 Japanese documents with associated
metadata of many forms. As can be seen in Table 1, the whole corpus, as used in this study, consists
of approximately 120 million tokens5, and is sub-divided according to general media labels. For the
purposes of this study, the term “media label” is used in preference to the more established “subcor-
pus”, as it provides a more accurate grouping of samples in the BCCWJ when one is not interested in
differences between the three Books subcorpora (LB, PB, and OB).
Adding to the metadata that is unique to each media, the BCCWJ provides a variety of metadata
for varying subsets of the corpus including: author name, gender, author decade of birth, publishing
date, and publisher name. Most importantly for our purposes, up to 4 “genre” labels per document are
provided, which allows the construction of hierarchies unique to each media label (see the “Hierarchy
type” column in Table 1). It is quite evident that these “genre” labels represent different conceptual-
izations of genre, differing in their inclusion of topic, register, audience, and so on (see also Tanomura
(2014) for another critique). The next section will detail the process of constructing hierarchies from
3See (Garbacz, 2006) for the beginnings of such an attempt based on the theory of document genres
proposed in (Yates & Orlikowski, 1992; Orlikowski & Yates, 1994; Yates, Orlikowski, & Okamura,
1999).
4One notable exception is the Minutes of the Diet subcorpus, which consists of official transcriptions
of dialogue.
5Tokens here refer to the Short Unit Words (SUWs) contained in the UniDic morphological dictionary
version 2.1.2, which were extracted using the morphological analyzer MeCab version 0.966 from





An understanding of the relationships between the metadata is a prerequisite to evaluating the discrim-
inatory power of metadata in the modeling of language variation. Subgroup discovery, as described
in the MIDOS algorithm (Wrobel, 1997), seeks to discover subgroups that have unusual distributional
characteristics with respect to the entire population. Like MIDOS, we are looking for subgroups that
have unusual distributional characteristics with respect to the entire population, but we are also further
interested in unusual distributions with respect to the parent subgroup. First we define the language
model that will be used to measure differences between different subgroups, and, in the succeeding
subsection, detail the algorithm and modifications used to discover subgroups in the BCCWJ.
4.1 Language Model
The language contained in documents and subgroups is represented using a vector of word weights, cal-
culated using a variant (wf.idf) of the well-known tf-idf (term frequency-inverse document frequency)
formulation first proposed by Spärk Jones in 1972. Given a corpus containing documents, it is possible
to weight words according to not only their frequency, but also to their dispersion across the number of








number of occurrences of 𝑡 in 𝑑𝑖
df(𝑡, 𝐷) = number of documents where 𝑡 occurs in
wf(𝑡, 𝐷) = 1 + log2tf(𝑡, 𝐷)
idf(𝑡, 𝐷) = log2
𝑁
df(𝑡, 𝐷)
wf.idf(𝑡, 𝐷) = wf(𝑡, 𝐷) ⋅ idf(𝑡, 𝐷)
where 𝑡 and 𝑑 correspond to a term and a document, respectively. 𝑁 is the total number of documents
in the collection, which is 172,675 in the case of the BCCWJ. The term-frequency tf is weighted using
sublinear scaling (wf), while the inverse document frequency idf is just the logarithm of the total number
of documents divided by the number of documents containing 𝑡. This model, although simplistic, was
chosen as a first step towards introducing more varied features that are able to capture more nuanced
register variation in future work.
4.2 Subgroup Discovery and Exceptional Model Mining
Algorithm 1 gives the general outline of the SD/EMM process (a detailed explanation of the process is
offered in Duivesteijn (2013), pp. 13–30). Intuitively, the algorithm starts the search from the vocabu-
lary of features available (corresponding to the various metadata categories here). It then searches for
increasingly small subsets of the data based on the most promising (according to the quality measure
𝜑) subsets found so far. New subsets are thus comprised of conjoining the current promising subsets
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(there are at most w of them) with new ones using the refinement operator 𝜂. For example, if a promising
subset was (topic = “politics”), the refinement operator would generate contrasting subgroups such as
(topic = “politics” ∧ gender = “female”) and (topic = “politics” ∧ gender != “female”). The quality
score would then be computed by using the results of comparing the new subgroup and its complement
with the whole dataset Ω. The search would continue until the maximum search depth (d) was reached,
or until no more subgroups could be found, and the final result of which would be a list of the top-q
subgroups sorted according to the chosen quality measure.
Algorithm 1: Beam search for top-q Exceptional Model Mining (reproduced from Duivesteijn,
2013, p. 19).
Input : Dataset Ω, QualityMeasure 𝜑, RefinementOperator 𝜂, Integer w, d, q, Constraints 𝐶
Output: PriorityQueue resultSet
1 candidateQueue ← new Queue;
2 candidateQueue.enqueue({});
3 for Integer level ← 1; level ≤ d; level++ do
4 beam ← new PriorityQueue(w);
5 while candidateQueue ≠ ∅ do
6 seed ← candidateQueue.dequeue();
7 set ← 𝜂(seed);
8 foreach desc ∈ set do
9 quality ← 𝜑(desc);











The following provides a detailed description of the parameters and methods used in Algorithm 1.
4.2.1 Distance function
The correlation between two wf.idf vectors 𝐱 = (𝑥1, 𝑥2, … , 𝑥𝑛) and 𝐲 = (𝑦1, 𝑦2, … , 𝑦𝑚) is calcu-
lated using the sample correlation 𝑟:
𝑟 =
∑𝑖(𝑥𝑖 − ̄𝑥)(𝑦𝑖 − ̄𝑦)
󰞏∑𝑖(𝑥𝑖 − ̄𝑥)






The search width was set to 10, and the search depth was set to 8, though in practice no subgroups
matching all the constraints were found beyond the fifth depth level.
4.2.3 Refinement operator
For nominal 𝑎𝑖 with values 𝑣1, … , 𝑣𝑔 we add {𝐷(𝑎𝑖 = 𝑣𝑗), 𝐷(𝑎𝑖 ≠ 𝑣𝑗)}
𝑔
𝑗=1 to 𝜂(𝐷). The refinement
of hierarchical data presents another challenge in that we must take into account the explicit constraints
that hold within hierarchical data (cf. Park and Fürnkranz (2008), p. 2). Therefore, for each refinement
of hierarchical metadata, all children of the current position in the hierarchy are generated.
4.2.4 Constraints
The minimum number of samples was chosen to be 20.
4.2.5 Quality measures
Following (Duivesteijn, 2013), two different quality measures were considered: 𝜑𝑠𝑐𝑑 and 𝜑𝑒𝑛𝑡. The
first quality measure, though statistically-oriented, revealed to be overly sensitive to the large subgroup
document sizes the BCCWJ includes (which include over 170,000 documents) and measuring most sub-
groups’ 𝑝 value as zero. Thus the use of 𝜑𝑠𝑐𝑑 was deemed to not be suitable for discovering subgroups
in the present data, and other measures were considered:
• The most simple measure is simply the absolute difference between the correlation coefficient of
the subgroup and its complement:
𝜑𝑎𝑏𝑠(𝐷) = |𝑟𝐺𝐷 − 𝑟𝐺
𝐶
𝐷 |
• As the previous measure does not take into account the subgroup size or the distribution of the
split of data between the subgroup and its complement, the entropy function 𝜑𝑒𝑓 was considered:
𝜑𝑒𝑓(𝐷) = −𝑛/𝑁 𝑙𝑜𝑔2 𝑛/𝑁 − 𝑛
𝐶/𝑁 𝑙𝑜𝑔2 𝑛
𝐶/𝑁
• Finally, by combining 𝜑𝑎𝑏𝑠 and 𝜑𝑒𝑓 , we arrive at the heuristic measure 𝜑𝑒𝑛𝑡, which favors
bigger, more balanced subgroups over those based on only the absolute difference between cor-
relations:
𝜑𝑒𝑛𝑡(𝐷) = 𝜑𝑒𝑓(𝐷) ⋅ 𝜑𝑎𝑏𝑠(𝐷)
5. Results
The results of two subgroup discovery runs conducted on the BCCWJ are presented in Table 2, both
limited to the top 10 results for each run. The first run used 𝜑𝑒𝑛𝑡 as the quality measure, while the




Table 2: Results of top-q beam search using 𝜑𝑒𝑛𝑡 and 𝜑𝑎𝑏𝑠 as the quality measure (top 10 for each shown).
Labels with no official English transcription translated by author.
Quality measure ← 𝜑𝑒𝑛𝑡 (Other parameters: q ← 40, beam width ← 10, search depth ← 8, minimum document coverage ← 20)
Subgroup condition 𝜑𝑒𝑛𝑡 𝜑𝑎𝑏𝑠 𝜑𝑒𝑓 𝑟 𝑟𝐶 𝐺 𝐺𝐶
category=“Yahoo! Q&A” 0.417 0.418 0.997 0.570 0.988 91,445 81,230
category=“Yahoo! Blogs” 0.293 0.330 0.887 0.647 0.977 52,680 119,995
topic=“literature and lit. criticism, etc.” ∧ audience=“expert” 0.162 0.264 0.615 0.556 0.820 2,630 14,644
audience=“expert” 0.156 0.277 0.562 0.557 0.834 2,637 17,411
media=“book” ∧ audience=“expert” 0.151 0.239 0.634 0.557 0.796 2,637 13,879
topic=“foreign literary novel” ∧ audience=“expert” 0.149 0.256 0.582 0.556 0.813 2,632 16,276
media=“book” ∧ audience=“expert” ∧ topic=“medicine” 0.148 0.268 0.551 0.281 0.548 337 2,300
audience=“expert” ∧ topic=“medicine” 0.148 0.268 0.551 0.281 0.548 337 2,300
media=“book” ∧ audience=“expert” ∧ topic=“elec. communication” 0.146 0.327 0.446 0.225 0.552 245 2,392
audience=“expert” ∧ topic=“elec. communication” 0.146 0.327 0.446 0.225 0.552 245 2,392
Quality measure ← 𝜑𝑎𝑏𝑠 (Other parameters: q ← 40, beam width ← 10, search depth ← 8, minimum document coverage ← 20)
Subgroup condition 𝜑𝑎𝑏𝑠 𝜑𝑒𝑛𝑡 𝜑𝑒𝑓 𝑟 𝑟𝐶 𝐺 𝐺𝐶
category=“law” 0.833 0.017 0.021 0.166 0.999 346 172,329
topic=“foreign language” 0.753 0.012 0.016 0.113 0.866 29 20,019
media=“comics” ∧ topic=“foreign language” 0.753 0.012 0.016 0.113 0.865 29 19,994
media=“illustrated book” ∧ topic=“foreign language” 0.752 0.012 0.016 0.113 0.865 29 19,989
topic=“language learning” 0.735 0.013 0.017 0.130 0.866 32 20016
media=“comics” ∧ topic=“language learning” 0.736 0.013 0.017 0.130 0.865 32 19,991
media=“illustrated book” ∧ topic=“language learning” 0.735 0.013 0.017 0.130 0.865 32 19,986
category=“verse” 0.735 0.012 0.016 0.264 0.999 252 172,423
media=“comics” 0.729 0.010 0.014 0.137 0.866 25 20,023
topic=“language learning” ∧ media=“comics” 0.729 0.010 0.014 0.137 0.865 25 19,991
6. Discussion
Overall, the top scoring subgroup condition was category, which is a joining of the media label with
any hierarchical metadata that exist for it (see Table 1). While the Yahoo! Q&A and Blogs subcorpora
displayed the largest differences in correlation to the global model when factoring in their relatively large
size, the Law documents media displayed the greatest absolute difference. A perhaps more interesting
subgroup condition found in these two lists is the audience metadata extracted from the c-code, as it
indeed describes an important element of register that is missing in otherwise more complete metadata
such as the NDC hierarchy. The NDC or other media hierarchies did not feature strongly in the top
results, though further examination of lower results did reveal more 3- and 4-part conjoined conditions.
7. Conclusion
Using both the metadata and the language data available within the BCCWJ, the present study con-
ducted two pilot subgroup discovery experiments to uncover subgroups in the BCCWJ that exhibit
divergent language usage based on the correlation differences between subgroups. However, the re-
sulting subgroups from the pilot study revealed mostly those subsets of the data that were expected to
exhibit specialized language, such as law documents or Internet data, with more complicated group-
ings of metadata not featuring prominently within the top results. Further experiments are needed to





Future work should not only look to improve the subgroup discovery task or to improve feature extrac-
tion, but to also inform future annotation of corpus metadata, especially those metadata which help to
uncover subgroups with divergent linguistic properties.
Finally, Wu, Markert, and Sharoff (2010) introduce a new method of quantifying genre hierarchies in
terms of their visual and distributional imbalance based on tree balance entropy scores (pp. 755-757).
Incorporating these measures could provide an additional quantification of subgroup distributional-
ity alongside the entropy split function 𝜑𝑒𝑓 , especially important in that it would permit comparisons
between the different hierarchical metadata within the BCCWJ. These methods would also allow the
hierarchies present in the BCCWJ to be compared to more established (from the point of view of suit-
ability for register studies) metadata hierarchies such as those of the BNC Baby introduced in 2.2, or
the Lancaster-Oslo/Bergen (LOB) Corpus6.
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「Yang」が最もよく使用されるものである．インドネシア語の「A Yang B」は，Bが A を
修飾しており，日本語の「B の A」，「BA」又は「B のほうの A」や英語の「BA」又は「A which 






















部分，機械学習を行う SVMの部分から成る．  
本システムのコーパス部分では品詞タグつきコーパスを扱う．素性抽出部分では，Python 




















































... pemegang/nnc saham/nnc publik/nnc ./. Dan/nn riil/nn estat/nn biasanya/jj tidak/neg diperdagangkan/nn 
dengan/in baik/jj dibawah/nn kepemilikan/nn publik/nnc ./. Salomon/nn Brothers/nn mengatakan/vbi ,/, Kami/prp 
yakin/nn properti-properti/nn riil/nn estat/nn akan/md ... 




































表 1 コーパスで使用されている品詞の種類 
タグ 説明 例 
, コンマ , ; 
. 文章の区切り . 
- ダッシュ - 
SYM 記号 % 
NN 普通名詞 Indeks, biaya, tenaga 
PRP 人称代名詞 Kita, mereka, ia 
PRN 数字代名詞 Satunya, keduanya, ketiganya 
PRL 位置格代名詞 Sana, situ, sini 
WRB Wh副詞 Apa, bagaimana, mengapa 
WP Wh代名詞 Apa, apakah, apa-apa 
VBI 自動詞 Ada, berakhir, berkata 
VBT 他動詞 Membantu, menolak, menjadi  
MD 助動詞 Akan, bias, telah 
JJ 形容詞 Swasta, jauh, baik 
CDP 基数 Satu, juta, milyar 
CDO 順序 Pertama, kedua, ketiga 
NEG 否定詞 Belum, bukan, tidak 
IN 前置詞 Dengan, kepada, untuk 
CC 等位接続詞 Atau, dan, karena 
SC 従属接続詞 Bahwa, sekaligus, yang 
RB 副詞 Hanya, mungkin, sebagaimana 
DT 限定詞 Ini, para, tersebut 




表 2 名詞の細分類 
タグ 説明 例 
NNC 加算普通名詞 Cara, laut, tahap 
NNU 不加算普通名詞 Peringatan, pikiran, system 
NNG 属格普通名詞 Adanya, lainnya, misalnya 
NNP 固有普通名詞 Desa, dunia, lembaga 
 
５． 実験 
 本システムでは素性に単語の位置を考慮した．単語列W：｛A, B, C, D, E, F, G｝とこれ
に対応する品詞 P：｛pA, pB, pC, pD, pE, pF, pG｝があるとする．ここで，pDを名詞とすると，「A 
B C D Yang E F G」という文章において，名詞の D の位置を 0，A の位置を-3，B の位置を















を表 3に，形態素と品詞を利用した場合の「estat/nn」の素性ベクトルを表 4に示す． 
 




-3 -2 -1 0 +1 +2 +3 
ない . Dan riil estat biasanya tidak diperdagangkan 
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実験で使用したコーパスには，42,451 種類，計 451,339 個の名詞を含んでいた．そして，
その中から「Yang」がつくものは 17,588 個であった．これは全体の 3.90%を占めているた
め，69.10%が最頻出ベースラインである．実験の結果は表 5のとおりである． 
 








前 3後 3 97.07 






表 5より，ウィンドウサイズは 3よりも 5のときの方が正解率が高いことが見て取れる．
この差は 0.30%であった． 






(1)「…naik pada tingkat yang jauh lebih cepat…」 
「…より速いペースの段階に上がった…」 
(2)「…dan 12 bulan yang berakhir pada September 1988…」 
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（Komiya and Okumura (2012)）では，語義曖昧性解消（Word Sense Disambiguation，WSD）
の領域適応の適切な手法は用例によって異なると考え，supervised な領域適応において，分
類器の出力する確信度の高い方の答えを採用することにより，分類の精度を向上させる手















  また，（Komiya and Okumura (2012)）は，WSD の supervised な領域適応において，本稿で
も使用する確信度という尺度を用い，用例ごとに訓練事例を自動的に選択した．（古宮，奥

















































分類器としてはマルチクラス対応の SVM（libsvm）(Chang and Lin (2001))を使用した．ま
た，libsvm の確率として出力される分類の確からしさを確信度として用いた．カーネルは
予備実験の結果，線形カーネルが最も高い正解率を示したため，これを採用した．また，






・WSD の対象単語の前後二語までの形態素の表記（4 種類） 
・WSD の対象単語の前後二語までの品詞（4 種類） 
・WSD の対象単語の前後二語までの品詞の細分類（4 種類） 
・WSD の対象単語の前後二語までの分類コード（4 種類） 














はない白書と Yahoo! 知恵袋のデータ，また RWC コーパスの毎日新聞コーパス（Hashida et 








表 1 に示す． 
表 1 それぞれのデータにおける 50 用例以上の単語 
数，単語ごとの用例数の平均と標準偏差 
コーパスの種類 単語 平均 標準偏差 
コア Yahoo！知恵袋 22 157.77 153.77 
コア 白書 5 79.20 21.01 
コア Yahoo！ブログ 9 245.22 431.84 
コア 書籍 35 158.91 204.97 
コア 雑誌 26 284.92 872.53 
コア 新聞 25 92.28 78.08 
非コア 白書 38 2,088.84 2,234.52 
非コア Yahoo！知恵袋 42 3,979.17 5,786.02 













7 語義：「手」，8 語義：「する」，「取る」，9 語義：「上げる」である． 
 
６．結果 
表 2 に使用したデータの区分と適応手法別の実験結果を示す．このうちの「9 つのコー
パス」が 9 つのコーパス全ての結果の平均である．また，「コアデータ」には 6 つの BCCWJ 
のコアデータの結果の平均を，「コアデータ以外」には BCCWJ のふたつのコアデータ以外
















表 2 コーパスと適応手法別の実験結果 
データの種類 9 つのコーパス コアデータ以外 コアデータ 
手法 マイクロ マクロ マイクロ マクロ マイクロ マクロ 
Self  92.35% 86.44% 91.89% 85.15% 90.07% 85.21%
平均的なコーパス 71.33% 75.47% 80.53% 79.07% 68.77% 77.53%
全てのコーパス 74.60% 77.97% 84.57% 83.31% 79.27% 80.92%
確信度 74.59% 77.92% 83.00% 81.85% 77.34% 79.85%
確信度 Prior  70.86% 75.98% 83.71% 82.06% 66.10% 77.16%
確信度 MFS  72.22% 77.33% 83.62% 81.76% 69.84% 79.26%
確信度 Snum  74.85% 78.13% 84.68% 82.51% 77.54% 80.23%
 
７．考察  





























調整することで WSD の正解率が上昇することが分かった． 
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1). 表層    
2).  品詞  
3).  品詞細分類  
4).  文字種（「ひらがな」「カタカナ」「漢字」「アルファベット」「その他」）  
5).  英語タイトルと今みている形態素の位置の差（負の数も可）  
6).  翻訳辞書にのっているか否か（0か 1）  
翻訳辞書にはWikipedia日英京都関連文書対訳コーパス1を元にGIZA++2を用いて翻訳確率を
計算後，0.1以上の確率がついたペアが格納されている  
7). 日本語読み音訳素性値  
今みている形態素をローマ字に変換した文字列と英語タイトルの各単語の編集距離を元に
した音訳距離．0から 10の値  
8). 英語読み音訳素性値  
今みている形態素をローマ字に変換した文字列と英語タイトルの各単語との動的計画法に
よるコストを元にした音訳距離．0から 10の値  
9). 音訳素性値のうち小さい方  























































































































素性 システムがとれたタイトル カバレージ 
全部 922 0.719 
-音訳 806 0.629 
 
表２．マイクロ平均・マクロ平均 
 素性 再現率 精度 F値 
マイクロ平均 全部 0.514 0.739 0.606 
 -音訳 0.352 0.741 0.477 
マクロ平均 全部 0.488 0.588 0.533 
 -音訳 0.335 0.531 0.411 
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 観客Ｂ これは質問ではないのですが、わたしたちの中では有名なあのお話を 
あらためて聞かせていただけますでしょうか。   
	 糸井  ‥‥あのお話、というのは？   
	 観客Ｂ 「小豆ジャム」のお話です。   
	 糸井  ああ‥‥（苦笑）。   
	 観客Ｂ 記録に残しておきたいと思いますので、この場でぜひ、お話し 
いただけるとうれしいです。  
	 全観客=> （クスクス）	 	 	 	 	 	 【笑い】	 	 
	 糸井->	 何か？	 おかしいことが？	 	 	 【笑いの対象を特定する試み】  
	 観客Ｂ いえ！	 すみません、つい。   








	 Schegloff (ibid.)は、遡及的連鎖を開始する「応答」として、「笑い」、「聞き返し」（本稿 4.2.1




                                                   
1 ただし、すべての「笑い」「気づき」「評価」が遡及的連鎖を開始するわけではない。例えば、次の事例
の評価発話（「高いですねー」）は、質問―応答の発話ペアの「拡張（post-expansion）」(Schegloff 2007:118-148)
であり、むしろ予測的連鎖に位置づけられるものである（cf. 鈴木 2007）。 
 A: 身長何センチですか？ 
 B: 170 センチです。 






	 	 1A:-> もうこんな時間か。 	 	 【評価対象】 
	 	 2B:=> そんなにイライラしないで。 【評価】 














 	 なお本発表では、上記の第一から第三の問題について、現段階での見解を示す。 
 
３．使用コーパス 
	 本研究では、日本語話し言葉コーパス（CSJ）、千葉大学 3 人会話コーパス、宇都宮大学
音声対話データベースの３種の会話コーパスを対象に遡及的連鎖のアノテーションを試行
した。日本語話し言葉コーパスは、「独話」「対話」「朗読」のうち「対話」のみを対象とし、
15 分の講演インタビューと 28 分の課題指向対話を取り上げた。千葉大学 3 人会話コーパ







































【事例３】（A が B にインタビューしている。直前で、B がもう６〜７年ほど大学院に在籍
していることが述べられている。）2 
 
	 01A:  な［ に ］を (0.2) 研究してるんですか？ (.)［ずっと 
	 02B:=>   ［うん］                               ［k- (0.2) 私？ 
	 03A:  う［ん 
	 04B:  	 ［私？ 
	 05       (0.1) 
	 06A:   ［うん］ 
	 07B:=> ［haha］haha［ha お わた］しのことか。 
	 08A:   	 	 	 	 	  ［ha ha ha ha ］ 
	 09A:    a［hh ］.h.h［.h.h.h］ 
	 10B:    ［ええ］  ［.h.h.h］私は.h え：と：勉強自体は： 











                                                   
2 事例３から事例７では、発話の音声的特徴を可視化するため以下の記号を用いる。 
	 	 ↑↓	 	 	 ピッチの上下   ？	 	 	 	 上昇イントネーション 
	 	 。 	 	 	 下降・終了イントネーション 、	 	 	 	 継続イントネーション 
	 	 あ：	 	 	 引き延ばされている音  あ-	 	 	  途切れて不完全な音 
	 	 （あ）	 	 聞き取りが確定できない音 
	 	 ＞ああ＜	 周囲よりスピードが速い部分 ＜ああ＞	 周囲よりスピードが遅い部分 
	 	 °ああ°	 	  周囲より音が小さい部分 ¥ああ¥	 笑いながらの発話 
	 	 .hhh	 	  吸気音    h	 	 	  呼気音や笑い 
	 	 (.)	 	 	  0.2 秒以下の沈黙   (1.0)	 	  0.2 秒以上の沈黙（かっこ内は秒数） 





























	 01B:   .h でね (0.4) 人がひ- (0.2) 一人 (0.4) 主人 主人公 
	 02       (1.1) 
	 03A:   サラリーマン風の。 
	 04       (1.4) 
	 05B:   サラリーマン風ではねえけど［工事］現場の人（で／だ）しょ 
	 06A:=>                            	 	 	 ［えっ］ 
	 07       (0.2) 
	 08A:=>        えっ (.) ［＞そうな-＜ そうなんだ］ 
	 09B:          	 	 	 	 ［ 一  人  だ  も  ん 	 ］だってヘルメットかぶってるよ？ 
 
【事例５】（A が B にインタビューしている。インタビューに先立つ講演の中で、B は、初
めて海外旅行に行った中国・大連のトイレが衝撃的だった話をしていた。） 
 
	 01A:  水洗なんですよね。 
	 02B:  うす- (.) 一応水洗でしたね。 



























	 01L:    ＞だか多分＜ビーが［最初で：、 
	 02R:       	 	 	 	 	 	 	 	 	 ［うん：うん 
	 03L:    .hhhh (.) その：次がこう- (0.4) 眼鏡をこ、はず、 
	 04       (0.2) 
	 05R:   うん    
	 06       (0.4) 
	 07L:       外そうとしてる：、ところ：？ (.) ん？ 
	 08R:=>        えっ t-、＞待った＜エーがなん- (.) エーは：、 















に「食いついて」反応しているような発話を指す。事例７の場合、発話 01 から 06 にかけ
ての B の発話の主旨は「欧米人の留学生は少ない」ということであるが、インタビュアーA
は、その事実に対しての反応も示しつつ（発話 07「へえ：：：：：」）、それとは違う情報




【事例７】（A が B にインタビューしている。B が在籍する大学院への留学生の話。）	 
	 01A:  白人はいないんですか 
	 02B:  .h いないですね：［あのね：］.h 私大学院にもうかなりの (0.6) 




	 04B:  ろく (.) 年 (.) な［な年ぐら］いいるんですけ［ど：］.h ひっとり：(0.2)  
	 05A:                  ［う ： ん］              ［うん］ 
	 06B:  ぐらいですね：留学生で［.h あの：(0.2) 欧米の人がいたのは］ 
	 07A:                        ［  へ  え    :    :    :    :    ］: ［: .h 
	 08B:                                                             	 	 	  ［うん 
	 09A:=> まだいらっしゃるんですね在籍してるんで［すºねº 
	 10B:                                        ［うん 
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Can We Recognize Objects Using the Texts in Corpora? 

































３.１ データ①：BCCWJ からの用例取得 
 BCCWJから動物（一般に知識があると考えられる単語親密度 5.000以上 3）に関する要素・

















 A．カモシカの被害防止対策調査 カモシカの食害発生機構の解明 カモシカの林業被害
が近年，特に問題になっており～     （「環境白書」） 
 B．カモシカが増えたため，ヒノキの幼木を食い荒らされるという被害を受けている～ 
      （中村幸昭「鳥羽水族館館長のジョーク箱」） 
 C．最近カモシカに食われる被害が出ている『会津の伝統野菜を守る会』によって選ばれ





















３.３ 結果：BCCWJ から取得した用例を用いた対象物同定実験 
 10種類の動物 6について，BCCWJから抽出できる意味的な用例から対象物を同定した結果，







































































































    （アリソン・プリンス「ハンス・クリスチャン・アンデルセン哀しき道化」） 
 






























































































 Google-日本語Ngram（Web から抽出された約 200億文（約 2,550億語）11の日本語データ）
を用いて，取得可能な用例を調査した。 
調査①で調査した動物のうち 3 種類の動物について用例（n-gram データ（1～7 gram）・









  コンテンツの著作権はスタジオタヌキが所有しています 
  水族館といえばイルカやオットセイなどによるショーをして 
 
さらに，同内容と考えられる用例を，調査①の作業（データ①参照）と同様に，意味的
                                                   




























































 A-1. コーパスの規模が大きいため取得できる（別種類の）用例による 
   例）剥製にされていることがあり，置物になっている。（タヌキ） 
     シャチなどに襲われることがある。（オットセイ） 
     小斑があるものもいる。（ジュウシマツ） 
     歌に複雑な文法があるという説があり，書籍もある。（ジュウシマツ） 
 A-2.  個別のタイトルや固有名詞，複合名詞などの用例の多様さによる 
   例）三大伝説は，證誠寺・分福茶釜・隠神刑部とされる。（タヌキ） 
     うどんやそばにこの動物の名がついた種類がある 12。冷やしたものもある。 
     丼や握り飯など米を用いたメニューもある。（タヌキ） 
 A-3. 共起情報の頻度による 
   例）この動物に喩えるのは，特に中年以上の男性や猫が多い。（タヌキ） 
     イタチ，河童，ウサギ，猪などと一緒に扱われることが多い。（タヌキ） 
     アザラシ，ペンギン，イルカなどの海獣類と並列されやすい。（オットセイ） 
     子供の頃など，昔飼っていたという人が多い。（ジュウシマツ） 
 A-4. 同種の用例が複数得られることによる（詳細情報） 
   例）タマネギを炒めるなどしてこの動物の色という表現がある 13。（タヌキ） 
     青いこの形に似た猫型ロボットが著名である 14。（タヌキ） 
 
B. 均衡コーパスとの性質的差異として得やすい情報 
 B-1. 一般的評価・俗説 
   例）可愛い。いたずらをすると思われている。（タヌキ）・愛らしい。（ジュウシマツ） 
 B-2. 商品情報 
   例）ぬいぐるみや人形に模られる。（タヌキ） 
     陰茎や睾丸，骨格筋から抽出したエキスが加工食品に用いられる。（オットセイ） 
 B-3. 一般的経験 
   例）同種の鳥類とあわせて，家族・ペアなどで複数飼いされる。（ジュウシマツ） 
     水族館でショーが見られる。（オットセイ） 
     鳴き声に特徴があるといわれ，鳴きまねをする人や動物がいる。（オットセイ） 
 
４.２.２ BCCWJ から得やすい情報 





報についての用例は，Web コーパスからは得にくいものである（以下 D）。 
 









C. 文脈から得られる情報（下線部は Google-日本語 Ngramからも高頻度で得られる情報） 
 C-1. 詳細・関連・補足情報 
   例）庭で見ることもある。餌付けされて野生に戻らなくなることがある。（タヌキ） 
     里山で食害の被害の原因となる。雑食性で人家の残飯をあさることもある。 
     荒毛の下に柔らかい上質の毛皮を持つ。長い毛 1本に短い毛が約五十本もあり， 
    保湿効果を高めている。                   （オットセイ） 
     鵺の胴がこの動物であると平家物語に描かれている。（タヌキ） 
     小型で 11ｃｍ。（ジュウシマツ） 
 C-2. 文をまたぐと考えられる情報 
   例）高速道路などでよくはねられて死んでいる 15。（タヌキ） 
     全身が硬直した様子などを，この動物になったと喩える例がある。（オットセイ） 
 
D. 一般的に言及されにくい情報 
 D-1. 専門的知識 16 
   例）ヒレ状の前後の脚はアシカより長く，水中の生活に適応している。（オットセイ） 
     プラスチックの悪影響の代表的例として，網絡まりがあげられる。（オットセイ） 
     平安時代は猫をこの用字で表していた。（タヌキ） 
     日本で作り出された。（ジュウシマツ） 
 D-2. 限定的知識 
   例）サイコロを二つ使うことをこう呼ぶゲームがある。（タヌキ） 
     夕食抜きの素泊まり客をこう呼ぶ。（タヌキ） 
 D-3. 経験が得にくい 
   例）アベル・タスマン国立公園では，人を恐れずじゃれついてくる。（オットセイ） 
     水面からひょっこり丸顔をのぞかせる。（オットセイ） 







 E-1. 催事など 
   例）世界じゅうのこの鳥の展覧会が行われる。（ジュウシマツ：Google日本語 Ngram） 
    その他，演劇名・映画名などの固有名詞とそれに関する情報 17 
 E-2. 流行など 
   例）タヌキケーキ。（タヌキ：Google日本語 Ngram） 
 E-3. その他時代的と考えられる情報 
   例）酒をよくのむといわれる。（タヌキ：BCCWJ） 
 







 例）「平成狸合戦ぽんぽこ（映画）」：1994 年 7月 16日公開で，テレビ放送が繰り返されている。 
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C-2 C-3 “sentence@quasi ” type=“quasi” sentence





例 C-1 <s>梅が咲いた。</s> <s>桜も咲いた。</s>
例 C-2 <s>梅が咲いた。</s> <s>桜も咲いた </s>
例 C-3 <s>梅も咲いたし、桜も咲いた </s>












例 C-4 <s>ウグイスが「梅が咲いた」と歌った </s>
例M-4 <s>ウグイスが「梅が咲いた」と歌った </s>→
例C-5 <s>ウグイスが「<s>梅が咲いた。</s>」と歌った </s>
例M-5 <ss> <s>ウグイスが </s> <s>「梅が咲いた。」</s> <s>と歌った </s> </ss>→
例C-6 <s>ウグイスが「<s>梅が咲いた。</s> <s>桜も咲いた </s>」と歌った </s>
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浅井拓也 (早稲田大学),菊池英明 (早稲田大学),前川喜久雄 (国立国語研究所)
Automatic Annotation of Breathing Noise in Spontaneous
Monologue: A Preliminary Report






従来，話し言葉を対象にした息継ぎ音の自動検出では，Price et al. (1989)やWightman and Ostendorf
(1994) などがある．Price et al. (1989) はプロのアナウンサーが発話した音声に対して，ケプストラ
ムを特徴量としたガウス混合分布モデル (Gaussian mixture model，GMM) ベースの検出器を使い，






























これらの解析ファイルに関して，まず試験的に解析者 2名 (エキスパート 1名，学生 1名)による息継
ぎ音の手動アノテーションを行った．これは，そもそも自発音声における息継ぎ音は録音された音声か
ら一貫性を持ってアノテーションを行うことが可能なのかを調査することが目的である．アノテーショ
ン範囲は上記 8ファイルの冒頭 70secと終端 60secであり，非発話区間単位に息継ぎ音が含まれている
か否かを評価した．
















ID 平均発話速度 講演時間 性別 息継ぎ音フレーム数 非息継ぎ音フレーム数
A01M0015 11.57 716.24 男性 5855 10537
A03M0059 11.48 890.57 男性 6904 11746
A02M0076 8.27 1474.08 男性 7227 8494
A02M0098 7.10 1551.37 男性 10330 32441
A01F0067 10.43 942.75 女性 5996 18860
A03F0153 10.00 991.77 女性 7319 8488
A01F0122 8.17 828.17 女性 5548 15473
A06F0028 7.85 959.69 女性 7040 8817
3.1 音響的特徴量の観察
上記データに関して，音響的特徴量の観察を行った．この観察では，CSJ コアデータの音響的特徴
量を，静的な特徴量 (MFCC)，動的な特徴量 (∆MFCC，∆∆MFCC)，パワー (パワー，∆パワー，∆∆パ
ワー)の三軸で観察する．ここでの目的は，これらの音響的特徴量のうち，息継ぎ音の自動検出器に効
果的な特徴量を選択することである．









続いて ∆MFCC の観察を行う．∆MFCC12 次元のペアプロットを図 3 に示す．分布を確認すると，
∆MFCC12次元においては，息継ぎ音，非息継ぎ音の分布の中心点がほぼ同じ位置にあり，分離が行え
る次元が存在しないことが分かる．












図 2 MFCC12 次元のペアプロット
図 3 ∆MFCC12 次元のペアプロット
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ている．また，SVMのアルゴリズムは統計解析用プログラム言語 Rの e1071 libraryを利用し，ラジア




accuracy，κ 係数を使用した．モデル評価時には，解析に使用したデータのうちの 23 のデータを学習用
に， 13 をテスト用にし，3-fold cross validation法を行った．
4.1 フルモデル vs MFCCモデル
CSJ非発話区間における息継ぎ音の音響的特徴量を観察すると，MFCC12次元が最も自動検出の結果
に影響を与えやすいデータである．そこで，まずは，この値のみを使用しモデルの学習を行った (MFCC
モデル)．モデルの学習結果を表 2左に示す．この学習の κ係数は 3回の試行平均 0.63となった．
この検討と同様に，∆MFCC，∆∆MFCCに関しても，それ単独に学習を行ったが，モデルの学習は収
束しなかった．そのため，MFCCモデルにその他の特徴量を全て加えたモデル (フルモデル)を作成し，




表 2 MFCC モデルとフルモデルの評価値比較
MFCCモデル フルモデル
k=1 k=2 k=3 mean sd k=1 k=2 k=3 mean sd
precision 0.67 0.70 0.70 0.69 0.02 0.74 0.73 0.77 0.75 0.02
recall 0.81 0.78 0.79 0.79 0.02 0.82 0.77 0.81 0.80 0.03
F 0.74 0.74 0.74 0.74 0.00 0.78 0.75 0.79 0.77 0.02
accuracy 0.83 0.84 0.85 0.84 0.01 0.85 0.85 0.87 0.86 0.01







男性モデルの評価結果を表 3左に，女性モデルの学習結果を表 3右に示す．男性モデルの 3回の試行







k=1 k=2 k=3 mean sd k=1 k=2 k=3 mean sd
precision 0.68 0.65 0.65 0.66 0.02 0.80 0.80 0.85 0.82 0.03
recall 0.81 0.76 0.80 0.79 0.03 0.90 0.84 0.84 0.86 0.04
F 0.74 0.70 0.72 0.72 0.02 0.85 0.82 0.84 0.84 0.02
accuracy 0.84 0.82 0.84 0.83 0.01 0.89 0.89 0.90 0.89 0.00






この検討の結果を表 4に示す．この表においては各条件の κ 係数のみを示している．Unweightedは
通常の κ係数，Weightedは重み付け κの値である．





表 4 各発話者別 κ 係数
F0067 F0122 M0015 M0076 M0098 F0153 M0059 F0028
Unweighted 0.67 0.75 0.51 0.46 0.36 0.80 0.63 0.53
Weighted 0.67 0.75 0.51 0.46 0.36 0.80 0.63 0.53
4.4 話速の差の比較
最後に，話速の差に関する検討を行う．本稿では解析データの選別に関して，ファイル単位での話速










k=1 k=2 k=3 mean sd k=1 k=2 k=3 mean sd
precision 0.79 0.81 0.85 0.82 0.03 0.72 0.67 0.68 0.69 0.03
recall 0.89 0.82 0.84 0.85 0.03 0.77 0.72 0.73 0.74 0.03
F 0.84 0.82 0.85 0.83 0.02 0.74 0.70 0.70 0.71 0.03
accuracy 0.88 0.88 0.90 0.89 0.01 0.84 0.83 0.82 0.83 0.01







k=1 k=2 k=3 mean sd k=1 k=2 k=3 mean sd
precision 0.68 0.61 0.59 0.63 0.05 0.79 0.83 0.84 0.82 0.03
recall 0.72 0.69 0.69 0.70 0.02 0.92 0.81 0.79 0.84 0.07
F 0.70 0.65 0.64 0.66 0.03 0.85 0.82 0.82 0.83 0.02
accuracy 0.83 0.80 0.80 0.81 0.02 0.89 0.89 0.87 0.88 0.01




も効率がよいことが分かった．続いて，SVM を使用した自動検出器を作成し，3-fold cross validation
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Building a Database of Japanese Adjective Examples





























































































用形に対して適用される。したがって，イ形容詞は 1語当り 2個，ナ形容詞は 1語当り 4個のコー
パスを構築することになる。

































































































































































































































































































表 3: 「楽しい」の共起語一覧 (連体修飾用法)
ガ (連体) 修飾 ガ
こと (45) とても (17) の (10)
時間 (35) 本当に (9) 人生 (7)
もの (30) とっても (6) みんな (4)
生活 (21) こんなに (5) 信雄 (3)
事 (18) もっと (5) 出社 (3)
表 4: 「楽しい」の共起語一覧 (副詞的用法)
pred ＾外の関係 ＾ガ
なる (78) こと (18) の (12)
する (48) ため (12) 毎日 (5)
学ぶ (24) 方法 (11) こと (5)
過ごす (21) 方 (7) ゲーム (5)
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Towards Full-Sentence Definitions of Japanese Words
Satoshi Sato (Graduate School of Engineering, Nagoya University)





















• 語を定義するために使用する語彙の統制 (LDOCE [3]など)










































1. 見出し語 (それ自身) 例：【語源】 《語源》
2. 見出し語の活用形・派生形 例：【巧妙】 《巧妙な》


































































































































1. 100語は、旧日本語能力試験の出題基準 [6]の語彙表の「コ」で始まる語のうち、旧 1級
に位置付けられている語から選んだ。


































































































研究費基盤研究 (B) 「平易な日本語表現への工学的アプローチ」(課題番号 24300052) の助
成を受けている。
参考文献
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[5] Sadao Kurohashi and Yasuyuki Sakai. Semantic analysis of japanese noun phrases - a
new approach to dictionary-based understanding. In Proc. of ACL-1999, pp. 481–488,
1999.





A Similarity-based Model using Statistical Machine Translation for














































































れていることが多い．例えば，図 1の問題では， 1⃝が正解であるが，選択肢中の “兵衛佐の妹なら美 
問 5 この文章を通して、兵衛佐の妹に対する兵部卿宮の気持ちはどのように移り変わっているか。その説
















































単語数 2,837,101 3,720,257 6,557,358
文字数 12,763,402 17,300,081 30,063,483
セグメント数 19,102
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Evaluation of Error Detection in Japanese Composition Support 
System “Nutmeg” 
 
Yutaka YAGI (Picolab Co., Ltd.) 
Bor HODOŠČEK (National Institute for Japanese Language and Linguistics) 
Takeshi ABEKAWA (National Institute of Informatics) 












(1) コミュニケーションの目的と主題に関わる「フィールド」（Field of Discourse） 
(2) コミュニケーションを行うための手段に関わる「モード」（Mode of Discourse） 






































た誤用タグ付きデータで、2014 年 2 月現在、大学院や大学あるいは語学学校に在籍する 192
人の日本語学習者による 285 作文（総文字数 205,520 字）に含まれる約 6,500 箇所の誤用に
対しておよそ 9,000 件の誤用タグを付与して公開中である1。誤用タグは大きく「誤用の対





体の精度が 77.6%であった。内訳を表 1 に示す。 
まず、日本語教師が添削で指摘した誤用 100 件のうち、78 件をシステムが自動的に検出
した。この中には、以下に挙げる誤用例 1、2 のような副詞に関するものや、誤用例 3、4
                                                        
1 学習者作文コーパス「なたね」 http://hinoki.ryu.titech.ac.jp/natane 
表 1 日本語教師の指摘箇所とシステムの検出箇所の比較 
 システムによる検出有り システムによる検出無し 































2014 年 1 月から、上記のレジスター誤り検出機能を備えた作文推敲支援システムの評価
実験を行っている。学習者に依頼する内容の大まかな手順は以下の通りである。 
1. J-CAT（Japanese Computernized Adaptive Test）を受験する 
2. 背景調査のアンケートに回答する 



































文の助詞誤り訂正」自然言語処理, vol.19, no.5, pp.381-400. 
水本智也、小町守、永田昌明、松本裕治（2013）「日本語学習者の作文自動誤り訂正のため




Halliday M.A.K. and C.M.I.M. Matthiessen (2004). An Introduction to Functional Grammar. 3rd ed. 
London: Arnold 
ホドシチェク・ボル、仁科喜久子（2011）「作文支援システムにおけるレジスターの扱い」
世界日本語教育研究大会 異文化コミュニケーションのための日本語教育 2, pp.522-523. 







柏野 和佳子（国立国語研究所 言語資源研究系） 
中村 壮範（国立国語研究所 コーパス開発センター） 
 
Text Analysis of the Library Subcorpus of the BCCWJ  
Using a Text Search Tool 
Wakako Kashino （Dept. Corpus Studies, NINJAL） 





























①典型例抽出を目的とする作業（Kashino and Okumura 2010） 
・判断のゆれを検証するために同一サンプルを作業者3人で判定。 終的には3人の結果を見直
                                                  
 waka@ninjal.ac.jp 














(a) 専門度 1 専門家向き，2 やや専門的な一般向き，3 一般向き，4 中高生向き，5 小学生・幼児向
き 
(b) 客観度 1 とても客観的，2 どちらかといえば客観的，3 どちらかといえば主観的，4 とても主観
的 
(c) 硬度 1 とても硬い，2 どちらかといえば硬い，3 どちらかといえば軟らかい，4 とても軟らかい 
(d) くだけ度 1 とてもくだけている，2 どちらかといえばくだけている，3 くだけていない 






















                                                  
2 C コードの第 1 桁は販売対象を示す。0:一般 1:教養 2:実用 3:専門 5:婦人 6:学参 I（小中） 7:学























「図書館コーパス検索ツール」を構築している。先行事例としては， 1 億語規模の BNC









                                                  































































































































































































































・開発ツール  Microsoft Visual Studio 2012 
・フレームワーク asp.net 
・サーバ OS  Microsoft Windows Server 2008R2 Standard 
・Web サーバソフト Microsoft Internet Information Services ver7.5 
・DBMS  Microsoft SQLServer2012 
【ハードウェア】 
・サーバ本体  DELL PowerEdge R310 
・CPU  Intel Xeon X3430(2.40GHz，8MB キャッシュ，1333MHz) 
・メモリ  24GB 
・HDD  300GB 15000RPM(6Gbps SAS HDD/3.5 インチ)×3 
※RAID5 構成で実質容量 600GB 
【動作確認】 
Google Chrome32，Internet Explorer10 
 
３.２ 「図書館コーパス検索ツール」の表示画面 
 次のように 3 つの表示画面から構成される。 
(1)検索画面 
 文体情報及び，書誌情報に基づく検索が可能。 
 図 1 は，NDC の一桁目が「6」であり，文章の硬軟が「とても硬い」という指定を行っ
ている画面である。左下の「検索」の BOX に，自動的に検索式を生成し，表示する。 
(2)検索結果の表示画面 
 図 2 のように，該当サンプルのリストを表示する。該当件数が多い場合は，複数ページ
に分割表示する。 
(3)データ表示画面 
 図 1 の左下にある，「データ表示」というリンクテキストをクリックすると，検索結果の
テキストデータの各種情報を表示する。現在のところ，(a) 品詞（大分類），(b) 語種，(c) 活
















































図 3 「とても硬い」「とても軟らかい」のサンプル数と短単位数 
 




















図 6 「とても硬い」平均文長と文末の文体  図 7 「とても軟らかい」平均文長と文末の文体 
 
 平均文長は，サンプル全体の文字数を，BCCWJ に付与されている「sentence 開始タグ」
の数で割って求めている。その結果，「とても硬い」の平均文長は長く，「とても軟らか
い」の平均文長は短いという特徴がはっきりわかる。 
BCCWJ では公開ファイル形式のひとつとして XML 形式がある。文体の文末は，会話部









































表 3 語彙素一覧より得た「名詞-普通名詞-サ変可能」と「助詞-終助詞」の語 
 
「とても硬い」名詞-普通名詞-サ変可能（上位 20 語）： 
物，関係，研究，意味，教育，存在，生活，労働，活動，生産，利用，戦争，運動， 
規定，著作，裁判，決定，影響，支配，計画 




「とても硬い」助詞-終助詞（頻度 50 以上）： 
か 2165，よ 213，な 150，ね 103，わ 63，の 58，ぞ 53 
「とても軟らかい」助詞-終助詞（頻度 50 以上）： 
か 7391，よ 7026，ね 5442，な 3730，の 2109，わ 1650，さ 1018，ぞ 608，い 514，ぜ
























Lee, Y. D. (2001) Genres, Registers, Text Types, Domains, and Styles: Clarifying the Concepts and 
Navigating a Path Through the BNC Jungle, Language Learning & Technology, 5:3, pp.37-72. 
Wakako Kashino and Manabu Okumura(2010) An Approach toward Register Classification of Book 















































































































図 3 Q&A：LBr3_00037『ドイツ暮らしの   図 4 引用：LBl8_00017『試行錯誤の文章教室』 










図 5 イラスト：LBb5_00011『絵とき    図 6 コマ割り：LBsn_00022『東京で遊ぼ』 
インテリアライティングの技法早わかり』           
 
図 7 辞書：LBp6_00009『蕎麦屋の         図 8 カタログ：LBj6_00025『熱帯魚・水草 






F0 Changes at the End of Utterance in Monolog and Dialog
Yuichi Ishimoto (Center for Research Resources, NINJAL）
Hanae Koiso (Dept. Linguistic Theory and Structure, NINJAL)
1. はじめに
発話の韻律的特徴のひとつとして，発話末において基本周波数（F0）が急激に低下する final
lowering現象が生じることが指摘されている（Pierrehumbert and Beckman (1988)）。小磯・石















































に類似した単位として，統語・語用論の観点から認定される長い単位 (LUU: Long Utterance















な お 予 稿 集 に は 実 験 ゼ ロ を 含みませんでしたが ここでは 実 験 ゼ ロ 系 列 の 同定実験を 含めて 説明いたします
%L %L %L %L %L %L %L %L %L %LL% L% L% L% L% L% L% L% L%
A A A A A A A A A AH- H- H- H- H- H-H% H%
AP AP AP AP AP AP AP AP AP AP
IP IP IP IP IP IP IP








図 1 節単位末の F0特徴量
表 1 分析 1のデータ数
CSJ独話 CSJ対話 千葉大コーパス
強境界 (S) 847 27 46
絶対境界 (A) 1369 114 295
し標準化を行っている。








句を含む発話を対象とした。分析に用いた CSJ および千葉大 3 人会話コーパスのデータ数を
表 1に示す。
3.2 結果
CSJ の独話音声と対話音声における強境界および絶対境界直前の F0 最小値を図 2 に示す。
独話に対する t検定の結果，平均の差は有意（t(1954.10)=21.82, p<0.001）で発話末のほうが
より低い F0になっている。仮に対話においても発話末に（強境界よりも相対的に強い）final





ている話者 1名（Speaker ID: 514）の F0について調べた。結果を図 3に示す。データ数は独話

















































図 3 CSJの強境界 (S)と絶対境界 (A)における F0最小値（話者 1名）
意差があり（t(19.12)=2.18, p<0.05），対話の F0の平均には有意差はなかった（t(29.95)=-0.90,























図 4 千葉 3人会話コーパスの強境界 (S)と絶対境界 (A)における F0最小値
対話・会話では，独話で見られるような final loweringに相当する発話末での急激な F0下降は
出現しない（出現しづらい）可能性が高い。














度合と節単位絶対境界 (A)および強境界 (S)の直前の F0の値との対応関係について調査した。






CSJ の独話における自発性の程度と強境界および絶対境界直前の F0 最小値の対応関係を






















































図 5 自発性の印象評定と F0最小値（上: 強境界，下: 絶対境界）
表 2 一般化線形混合モデルのパラメータ（応答変数: F0最小値）
Estimate Std. Error 自由度 t値
(Intercept) -1.687 0.107 146.9 -15.723 p<0.001 ***
自発性の程度 0.182 0.030 133.8 6.047 p<0.001 ***
講演（模擬） -0.157 0.081 135.4 -1.939 p=0.055 .









境界 (1)，講演タイプは学会講演 (0)・模擬講演 (1)とダミー変数化している。モデルから得ら
れた説明変数のパラメータを表 2に示す。3つの説明変数のうち、自発性の程度および節境界
ラベル（強・絶対）が有意であった。すなわち，図 5とあわせて考えると，自発性が高くなる
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Early Results of Page Collection and Linguistics Annotation 
in Ultra Large Scale Web Corpus Construction 
 
Masayuki ASAHARA (Center for Corpus Development, NINJAL) 
Mizuho IMADA (Center for Corpus Development, NINJAL) 
Sachi YASUDA (Center for Corpus Development, NINJAL) 
Hikari KONISHI(Center for Corpus Development, NINJAL) 
Kikuo MAEKAWA(Dept. of Corpus Studies, Center for Corpus Development, NINJAL) 
 
１．はじめに 
 国立国語研究所では 2006～2010 年度の期間に 1 億語規模の書き言葉コーパス『現代日本





題を解消するため，国立国語研究所コーパス開発センターでは 2011 年度から 6 年の期間で，
Web を母集団とした 100 億語規模の超大規模コーパスを構築する計画に着手した。 
現在，6 年のプロジェクトの 3 年が過ぎ，収集と組織化について進捗している。またプロ
ジェクトの初期において収集と組織化のための環境構築に工数をかけた。現時点の環境整
備・収集・組織化についてはある程度目途がつきつつある。2012 年 10 月より本収集を開始











2012 年 6 月に収集のための環境整備が完了し，環境整備に関して所内のセキュリティ委
員会に諮り，クローラ運用の許諾を得た。許諾後すぐにクローラの試験運用 1 か月前より
クローラに関する情報提供・問い合わせ窓口としての Web ページ/メールアドレス/電話を設
置した。1 か月の周知期間を経て，2012 年 7～8 月より試験収集を開始し，Heritrix（2） 




その際に得られた収集速度の情報からクローラ運用方針を年間 4 回収集，1 回あたりの収集
量は 1 億 URL 規模で 3 か月間に設定した。URL は 1 年間通して 4 回収集し，季節に偏らな
いように配慮する一方，URL の更新頻度およびリンク先の情報に基づき，収集する URL を
1 年毎に変更する方針にした。2012 年 10 月より 3 カ月ごとに収集を行い，2013 年 12 月末
現在，5 回目の収集の最中で次の 1 年間に収集すべき URL サンプルを決定する状況にある。 
以下収集の統計量について示す。全体については 2012 年第 4 四半期（2012-4Q）～2013
年第 3 四半期（2013-3Q）についての統計量を，各論については 2012 年第 4 四半期のみの
統計量を示す。 
 
表１：2012 年第 4 四半期から 2013 年第 3 四半期の収集ページ数 
  2012-4Q 2013-1Q 2013-2Q 2013-3Q 
ページ数 （1 期） 61,668,805 58,844,092 61,479,268 57,892,917 
内容の重複なしページ数 45,933,605 42,932,982 45,111,527 42,192,931 
4 期通しての統計 
総異なり URL 数（4 期） 64,539,233 
(内) 内容の重複ありページ数 27,604,915 
(内) 内容の重複なしページ数 36,934,706 
  
表１に収集したページ数の統計量を示す。1 億 URL を収集しても robots.txt の順守や各種
HTTP エラーにより，ページとして収集できたものが約六割にすぎない。重複検出は URL
毎に各ページのハッシュ値を計算し同一性を認定する。各期において内容の重複なし（異
なり）ページ数は 4000 万強になる。4 期通しての総異なり URL 数は約 6400 万 URL と 1 億
URL に至らない。4 期中 2 期以上収集できたページ数の内，内容の重複があるページ数は
約四割の 2700 万ページ，反対に内容の重複がないページ数は 3600 万ページになる。 
図１：2012 年第 4 四半期収集ページの重複 
図１に 2012 年第 4 四半期収集 Web ページの重複検出結果について示す。同じハッシュ値









と呼ばれる当該 URL はサーバ上にないということを 404 HTTP ステータスコードでは返さ
ず 200 HTTP ステータスコードで返し当該ページがないことを示すコンテンツを返すペー
ジである。 
表２：2012 年第 4 四半期から 2013 年第 3 四半期の収集リンク数 
  2012-4Q 2013-1Q 2013-2Q 2013-3Q 
リンク先（のべ） 6,905,805,383 6,610,763,700 7,064,611,259 7,222,958,033 
  69 億 URL 66 億 URL 70 億 URL 72 億 URL 
リンク先（異なり） 892,135,930 843,166,672 865,694,816 855,684,918 
  8.9 億 URL 8.4 億 URL 8.6 億 URL 8.5 億 URL 
4 期通しての統計 
リンク先（異なり） 1,642,699,579 
  16 億 URL 
 
表２に 2012 年第 4 四半期（2012-4Q）～2013 年第 3 四半期（2013-3Q）の収集リンク数を
示す。おおよそ 6000 万 URL の収集に対し，のべ 70 億前後，異なり 9 億弱の URL が収集
できている。4 期を通した集計によるリンク先数が異なり 16 億 URL であることから 1 年間
通して同じURLを 4期収集することにより 1期のみクロールするのみ比べてリンクが約 1.8
倍（8.5 億～8.9 億→16 億 URL）に成長していることがわかる。 
図２：2012 年第 4 四半期収集リンク先の統計 
図２に 2012 年第 4 四半期の収集リンク先統計を示す。グラフ横軸はある URL がリンク
先として出現する回数（被リンク数）で，グラフ縦軸が横軸相当の被リンク数を持つ URL
の異なり数である。グラフの両軸は対数である。グラフ左上が 1 回しかリンクされていな
い URL 数で約 6 億件である。グラフ右下が最も多い被リンク数約 850 万を持つページで 1
件ある。これは有名ブログサイトのトップページであり，ブログの個々のページからリン
クされている。 
これらの統計情報から 2014 年以降の収集対象 URL を決定する。収集対象 URL は，4 期
にクロールした同一 URL のうち内容が毎回変わっていた URL と，収集した Web ページの
リンク先 URL の二種類を想定している。現在までに収集した Web ページに対するレジスタ
分析は進んでいないが，レジスタ分析が進み次第，レジスタ分析結果の分散を見ながら収










8-core の CPU の並列処理により約 1 週間で 1 年分の収集データの正規化作業が完了する。
正規化されたデータは MeCab/IPADIC，MeCab/UniDic，JUMAN により形態素解析を行う。
32-core の計算サーバ上の並列処理により，それぞれ 1 日弱で 1 年分の収集データの形態素
解析作業が完了する。さらに IPA 品詞体系に基づく CaboCha と益岡・田窪品詞体系に基づ
く KNP により係り受け解析を行う。32-core の計算サーバ上の並列処理により 1～2 週間で
係り受け解析作業が完了する。 
表３に組織化したデータの基礎統計量を示す。Heritrix は収集 Web ページを圧縮 1GB サ
イズの WARC データに分割して出力する。展開すると約 3 倍程度になるため，表中の収集
WARC ファイル数に 3GB をかけた値が収集 Web ページ容量（メタデータを含む）と概算す
ることができる。URL 数は前節の収集における URL 数である。正規化処理は nwc-toolkit
による。正規化処理の際に文抽出なしに形態素解析（MeCab/IPADIC）を行うと各期のべ約
620～647 億形態素になる。文抽出を行うと形態素数は各期約 300 億強になることから大体
半分の形態素が日本語の文中の形態素ではないとして排除されている。抽出された文数は
のべ数で各期 25 億文前後，文単位の同一性を認定すると文の異なり数は各期 10 億文にな
る。 
表３：組織化したデータの基礎統計量 
  2012-4Q 2013-1Q 2013-2Q 2013-3Q 
収集 WARC  
ファイル 
814 870 910 905 
URL 数 61,668,805 58,844,092 61,479,268 57,892,917
形態素数 64,714,650,129 62,077,520,745 63,414,252,638 65,736,027,334
 （文抽出なし） 647 億形態素 620 億形態素 634 億形態素 647 億形態素
形態素数 33,767,409,441 32,651,138,004 33,073,991,355 30,923,912,566
 （文抽出あり） 337 億形態素 326 億形態素 330 億形態素 309 億形態素
文数 2,678,315,774 2,600,122,908 2,659,617,620 2,478,309,312
 （のべ数） 26 億文 26 億文 26 億文 24 億文
文数 1,097,011,506 1,048,772,913 1,063,649,324 1,007,771,383
 （異なり数） 10 億文 10 億文 10 億文 10 億文
 
 
図３に 2012 年第 4 四半期の収集文の重複を示す。横軸が同一文の出現回数で縦軸が当該
出現回数の文の異なり数を表す。両軸とも対数で表現する。10 億文のうち約 9 割の 8.9 億
文が 1 回しか出現しない文である。以下，ページの重複も含めて同一文が異なりで 1 億文
規模存在する。これらは定型的な表現やリンクの見出し語であることが多く，一番多く出
現した文は 2,885,654 回出現する「職業とキャリア」（Yahoo!知恵袋のカテゴリ名）であった。 
ここで文抽出処理の妥当性について検証する。検証データとして BCCWJ に nwc-toolkit を適
用して文数とバイト数がどの程度変化するかについて示す。 





























図３：2012 年第 4 四半期収集文の同一性 
                      
表４：BCCWJ の nwc-toolkit-text-filter の適用による変化 
  
ジャンル名 文数 バイト数 
  処理前 処理後 変化率 処理前 処理後 変化率 
LB 451,273 394,782 0.87 186,908 176,792 0.95 
OB 222,437 203,467 0.91 23,236 22,242 0.96 
OC 42,506 45,082 1.06 369,004 368,572 1.00 
OL 38,827 34,761 0.90 6,004 5,864 0.98 
OM 140,422 116,295 0.83 26,948 26,052 0.97 
OP 257,796 142,660 0.55 22,372 14,636 0.65 
OT 64,100 47,680 0.74 5,992 5,340 0.89 
OV 18,977 17,807 0.94 1,656 1,632 0.99 
OW 146,402 126,140 0.86 28,072 24,876 0.89 
OY 117,816 76,205 0.65 224,064 213,480 0.95 
PB 392,301 308,827 0.79 176,812 163,476 0.92 
PM 301,399 227,089 0.75 30,248 25,812 0.85 
PN 80,563 65,055 0.81 10,164 9,152 0.90 
合計 2,274,819 1,805,850 0.79 1,111,480 1,057,926 0.95 
 
現在収集しているコーパスデータについて語彙表の作成や n-gram データを進めている。
unixコマンド sort, uniq, wcなどに基づく単純な集計手法では sortアルゴリズムや途中で出力
される中間ファイルにより時間計算量・空間計算量が想定よりも大きく時間がかかること
がわかった。現在様々なソフトウェアを組み合わせて効率化をはかっており，2012 年第 4





４．本言語資源とグーグル「Web 日本語 N グラム」との比較 
最後に 2012 年第 4 四半期収集データとグーグル「Web 日本語 N グラム」との比較を行
う。 
表５：2012 年第 4 四半期収集データとグーグル「Web 日本語 N グラム」との比較 
  
  本言語資源(2012-4Q) 本言語資源(2012-4Q)  「Web 日本語 N グラム」
  MeCab/IPADIC MeCab/IPADIC MeCab/IPADIC 
  頻度 3 以上（文抽出有） 頻度 3 以上（文抽出有） 頻度 20 以上 
  文単位での重複性排除有 文単位での重複性排除無 [工藤・賀沢 2007] 
総形態素数 18,075,529,620 33,767,409,441 255,198,240,937
（のべ） 180 億形態素 337 億形態素 2550 億形態素
総文数 1,097,011,506 2,678,315,774 20,036,793,177
  （異なり） 10 億文 （のべ） 26 億文 200 億文
1-gram 0.039 億 0.050 億 0.025 億
2-gram 0.47 億 0.85 億 0.80 億
3-gram 1.6 億 4.4 億 3.9 億
4-gram 2.1 億 8.7 億 7.0 億
5-gram 1.7 億 10.3 億 7.7 億
6-gram 1.2 億 9.7 億 6.8 億
7-gram 0.84 億 8.5 億 5.7 億
 
 表５に 2012 年第 4 四半期収集データと 2007 年公開のグーグル「Web 日本語 N グラム」
の比較結果を示す。「Web 日本語 N グラム」では頻度 20 以上の n-gram データのみを配布し
ている。本研究ではできるだけ低頻度のデータを被覆するべく適切な頻度を検討中である
が，速報値として頻度 3 以上の概算値を報告する。総文数においては「Web 日本語 N グラ
ム」の規模の 20 分の 1 から 10 分の 1 くらいの規模である。しかし低頻度のものも組織化
することにより n-gram データの被覆では遜色ないレベルにできると考える。 
表６・表７は 2012 年第 4 四半期収集データとグーグル「Web 日本語 N グラム」の頻度
順位上位 10 件を比較するものである。頻度順位において，文境界メタ記号や句読点・記号
類を含む n-gram は排除している。これらより各 n-gram の定性的な分析を行う。 
 まず本言語資源と「Web 日本語 N グラム」とで標本の量を比較すると 10 倍（文単位で









 5-gram 以上になると「Web 日本語 N グラム」においても定型的な表現の影響が避けられ
ず，多くみられるようになる。一方，文単位での重複性を排除したものについては，文の
一部を変えるような定型的な表現（「タグ が 付け られ た 質問」「に関する ウェブ 上 の 
情報 を 探す」などは見られるが，基本的には機能表現中心のコロケーションが得られて
いることがわかる。 




ああ ああ ああ」や「え え え え え え え」などは，一文中に同じ文字が連続している
表現の形態素解析結果である。例えば「え」が p 回出現するような一文に対して，p-6 回の




表６：2012 年第 4 四半期収集データとグーグル「Web 日本語 N グラム」との比較 
頻度順位上位 10 件（1-gram～4-gram） 
  順位 1-gram 2-gram 3-gram 4-gram 
本言語資源 1 の し て て い ます し て い ます 
MeCab/IPADIC 2 に まし た て い た て い まし た 
  3 て て い し て い さ れ て いる 
2012-4Q 4 が て いる し て いる し て い た 
文単位での重複性排除有 5 は し た と 思い ます さ れ て い 
  6 を で は さ れ て た の です が 
  7 た に は に なっ て て き まし た 
  8 で さ れ の です が れ て い ます 
  9 と ませ ん し まし た は あり ませ ん 
  10 し い ます さ れ た に なり まし た 
本言語資源 1 の まし た  記事 へ の 記事 へ の トラック 
MeCab/IPADIC 2 に でしょ う お願い し ます 専用 ページ を 表示 
  3 を 行っ て Q & A 利用 する こと が 
2012-4Q 4 は 思っ て 続き を 読む 機能 を 利用 する 
文単位での重複性排除無 5 て 情報 を マーク へ 投稿 おすすめ の 知恵 ノート 
  6 が 利用 規約 専用 ページ を 正確 性 の 保証 
  7 た おすすめ の 機能 を 利用 お客様 自身 の 責任 
  8 で 記事 へ 済み の 質問 回答 を 指示 する 
  9 と 追加 する おすすめ の 知恵 便利 に 新規 取得 
  10 し 場合 は エンターテインメント と 趣味 はてな ブック マーク へ 
「Web 日本語 N グラム」 1 の し て て い ます し て い ます 
MeCab/IPADIC 2 に まし た し て い さ れ て いる 
  3 を て い て い た さ れ て い 
[工藤・賀沢 2007] 4 は て いる し て いる は あり ませ ん 
  5 て し た さ れ て れ て い ます 
  6 が ませ ん に なっ て て い まし た 
  7 た さ れ し まし た に なり まし た 
  8 で に は さ れ た し て おり ます 
  9 と で は れ て いる て き まし た 
  10 し い ます あり ま せん し て い た 
 
例えば，「N1 が N2 が V1 する N3 を V2」といった文に対して「『N が』が先行する『V』」
といった問い合わせを行う際に何件出現すると言えるだろうか？多くのコンコーダンサは
<N1 が,V1>, <N1 が,V2>,<N2 が,V1>,<N2 が V2>の全組み合わせを出力し 4 件と出力するだ
ろう。 









環境を Web API つきで対外的に公開し利用可能なようにする。2014 年度以降進めていく利
用者系に関する意見などをいただければ幸いである。 
 
表７：2012 年第 4 四半期収集データとグーグル「Web 日本語 N グラム」との比較 
頻度順位上位 10 件（5-gram～7-gram） 
  順位 5-gram 6-gram 7-gram 
本言語資源 1 さ れ て い ます で は ない でしょ う か の で は ない でしょ う か 
MeCab/IPADIC 2 で は あり ませ ん て い た の です が の タグ が 付け られ た 質問 
  3 と 思っ て い ます の で は ない でしょ う で は ない か と 思い ます 
2012-4Q 4 し て い まし た の で は ない か と に関する ウェブ 上 の 情報 を 探す 
文単位での重複性排除有 5 で は ない で しょう に 行っ て き まし た ああ ああ ああ ああ ああ ああ ああ 
  6 の で は ない か よう な 気 が し ます の で は ない か と 思い 
  7 は ない でしょ う か タグ が 付け られ た 質問 し て いた の です が 
  8 に なっ て い ます の タグ が 付け られ た  思っ て い た の です が 
  9 て い まし た が さ せ て いただき まし た え え え え え え え 
  10 て い た の です たい と 思っ て い ます と 思っ て い た の です 
本言語資源 1 記事 へ の トラック バック 機能 を 利用 する こと が 機能 を 利用 する こと が でき 
MeCab/IPADIC 2 機能 を 利用 する こと 利用 する こと が でき ませ 利用 する こと が でき ませ ん 
  3 利用 する こと が でき 正確 性 を 保証 し て 正確 性 を 保証 し て おり 
2012-4Q 4 正確 性 を 保証 し お客様 自身 の 責任 と 判断 お客様 自身 の 責任 と 判断 で 
文単位での重複性排除無 5 お客様 自身 の 責任 と すべて の 機能 を 利用 する すべて の 機能 を 利用 する こと 
  6 はてな ブック マーク へ 投稿 知恵袋 の すべて の 機能 を 知恵袋 の すべて の 機能 を 利用 
  7 更新 情報 が 届き ます おすすめ の 解決 済み の 質問 ニックネーム の My 知恵袋 で 確認 でき 
  8 おすすめ の 解決 済み の 記事 へ の トラック バック URL 質問 年月 や 画像 の 有無 を 
  9 すべて の 機能 を 利用 ニックネーム の My 知恵袋 で 確認 質問 や 知恵 ノート は 選択 さ 
  10 質問 年月 や 画像 の する こと が でき ませ ん 以上 更新 が ない ブログ に 表示 
「Web 日本語 N グラム」 1 さ れ て い ます 無料 で お 届け し ます 料 無料 で お 届け し ます 
MeCab/IPADIC 2 で は あり ませ ん 料 無料 で お 届け し 配送 料 無料 で お 届け し 
  3 で お 届け し ます 配送 料 無料 で お 届け 国内 配送 料 無料 で お 届け 
[工藤・賀沢 2007] 4 無料 で お 届け し 国内 配送 料 無料 で お 以上 国内 配送 料 無料 で お 
  5 1500 円 以上 国内 配送 円 以上 国内 配送 料 無料 円 以上 国内 配送 料 無料 で 
  6 料 無料 で お 届け 以上 国内 配送 料 無料 で 1500 円 以上 国内 配送 料 無料 
  7 配送 料 無料 で お 1500 円 以上 国内 配送 料 は インライン フレーム を 使用 し て 
  8 国内 配送 料 無料 で を 使用 し て い ます フレーム を 使用 し て い ます 
  9 以上 国内 配送 料 無料 インライン フレーム を 使用 し て インライン フレーム を 使用 し て い 
















































attachment; Kamide and Mitchel 1999）を研究する際に，BCCWJ に様々な構造を問い合
わせてみると「N ガ N ヲ VP N ガ」という語順が 1 例，「N ガ ADV N ガ」という語順が






















の 3 年が経ち，単純に 100 億語規模のコーパスを構築するだけでなく，継続的に同規模の
スナップショット的なコーパスを 1 年間に複数回構築可能である環境が構築されつつある。
収集においては Heritrix クローラを利用して年間 4 回のクロールを行い，組織化においては
正規化・形態素解析・係り受け解析まで進捗している。組織化における残る課題は述語項
構造解析とレジスタ分析と語彙表構築であるが，これについても早急に環境を整えたい。
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1 はじめに
多くの自然言語処理システムでは，その適用領域を限定することで，システムのパフォーマンスを







その用例中の対象単語に語義 c ∈ C を付与する．次に用例中の対象単語の周辺の文脈を特徴ベクト
ル xで表し，先に付与した語義とのペア (x, c)を作る．このペアの集合が訓練データとなり，この訓












パスに様々なコーパスを加え合わせたコーパス Gからシソーラス TG を構築した場合，シソーラス
TGはシソーラス TS を包含していると考えられ，TS が TGよりも有用であるとは単純には言えない．
本論文では，基本的に TGよりも TS を使う方が WSD の識別精度の観点では有利であるが，Gが
Sを拡大するような形になっている場合に，TGを使う効果が現れると考える．そこで TGが TS に比
較して有効な度合い αを導入し，TGと TS の以下で示す線形結合により領域 Sに固有のシソーラス
TS′ を作成することを提案する．













また (式 1)の実現方法としては，S と Gのそれぞれから単語 wの縮約ベクトル ws と wg を作成し，
wsと wg に (式 1)に対応する重みを乗じて結合させることで，単語 wの特徴ベクトル wsg を構築し，
{wsg}w∈G をクラスタリングすることで TS′ を構築する．
実験では現代日本語書き言葉均衡コーパス（BCCWJ (Maekawa (2007))）における 3つの領域 OC
(Yahoo! 知恵袋) ，OY (Yahoo! ブログ) 及び PB (書籍) を利用する．提案手法を用いて各領域の固
有のシソーラスを構築した．また東京工業大学の奥村研究室では BCCWJ に語義タグをつけたデー
タを構築しており，本実験の WSD ではこのデータを利用させていただいた．ある程度の頻度を持





本論文では TGが TS に比較して有効な度合い αを導入し，αを用いた TGと TS の線形結合 (式 1)
により領域 S に固有のシソーラス TS′ を作成する．
αの算出法を示す．本論文では基本的に TS は TGよりも有効であると考える．そして TGが TS よ
りも有効になるとしたら，Gが S を拡大するような形になっている場合だと考える．この拡大の度
合いが αを意味する．そして本論文ではこの拡大の度合いを以下のように考える．
まずGや Sには WSD で利用される重要な単語がある．それをここでは代表単語群とよぶ．そし
てGの代表単語群をWG，S の代表単語群をWS とする．ここで注意として S ⊂ GだがWS ⊂ WG
とは限らない．今，そこでWS −WG = WS −WS ∩WGの意味を考えると，これは Sにおいてのみ
重要である単語と考えられ，その度合いは以下で示させる．
|WS −WG|








コーパス S の場合は，累積頻度が全体の 8割になるまでの単語群，またコーパス Gの場合は，累積
頻度が全体の 7割になるまでの単語群を代表単語群とした．
2.2 シソーラスの線形結合
前述した TGが TS に比較して有効な度合い αを利用して，領域 Sに固有のシソーラス TS′ の構築
方法を述べる．
S と Gのそれぞれから単語 wの縮約ベクトル ws と wg を作成する．具体的にはトピックモデル
である Latent Dirichlet Allocation (LDA) (Blei et al. (2003)) を用いて作成する．コーパス S に対
して LDA により p(w|zi)が得られる．ここで ziは i番目の潜在的トピックである．またここではト









i=1 p(w|zi) である．同様にしてコーパスG に対して LDA を適用して wg を得る．注
意として w 6∈ S の場合，ws は 0 ベクトルとなる．
LDA から求まった wsや wg はクラスタ数を 100 とした場合の，単語 wのソフトクラスタリング
結果に相当する．これらのクラスタリング結果に重み αをつけて統合することで，領域 S に固有の
シソーラス TS′ を構築する．具体的には重み付きアンサンブルクラスタリングを行う．処理的には
wsに 1−αを乗じた 100次元のベクトルと，wg に αを乗じた 100次元のベクトルを結合させ，200
次元のベクトル wsg を作成する (図 1参照)．この wsg を単語 wの特徴ベクトルと考えてG内の単語
をクラスタリングする．このときのクラスタ数は 1000 に設定する．またクラスタリングアルゴリズ
ムには k-means を用いた．




た WSD の領域は固定する．ここでは BCCWJ の 3つの領域 OC (Yahoo! 知恵袋) ，OY (Yahoo!
ブログ) 及び PB (書籍)を利用する．つまり提案手法により 3 つの領域固有のシソーラスを構築し，
それぞれの領域の WSD において，領域固有のシソーラスの効果を確かめる．また対象領域を含む
より大きなコーパス Gとしては，上記 3 つの領域のコーパスを合わせたコーパスとした．







OC OY PB G
(OC+OY+PB)
サイズ (KB) 125,347 129,384 255,528 510,260
名詞の種類数 83,130 141,950 181,356 278,629
WSD 対象単語数 32 23 46 -
WSD 平均語義数 2.81 2.91 3.06 -
WSD 平均用例数 158.4 139.5 128.4 -
表 2: 対象単語とその領域内の語義数
OC ある (4)，いう (2)，意味付ける (3)，いれる (2)，教える (3)，買う (2)，書く (2)，聞く (2)，
来る (2)，くれる (2)，子供騙し (2)，時間割り (2)，自分自身 (2)，ため (3)，できる (3)，出
る (3)，とき (3)，ところ (3)，とる (7)，ない (2)，なか (3)，なる (2)，願う (2)，場合 (2)，
入る (4)，前 (3)，みる (5)，持つ (4)，やる (3)，行く (2)，よい (3)，よる (3)
OY 買う (2)，来る (2)，くれる (2)，こと (3)，時 (2)，時間割り (4)，自分自身 (2)，する (8)，
ため (3)，できる (3)，出る (3)，度 (3)，とき (2)，ない (2)，なか (2)，年 (3)，日 (3)，人
(3)，分 (5)，まあ (2)，前 (2)，もの (4)，やる (2)
PB あう (6)，あげる (6)，歩く (2)，言う (2)，生きる (2)，意味付ける (3)，入れる (3)，書く
(2)，考える (2)，関係付ける (3)，聞く (2)，技術屋 (2)，来る (2)，こどもだまし (2)，これ
(2)，時間割り (2)，時代物 (5)，自分自身 (2)，社会問題 (3)，する (8)，それ (3)，高い (2)，
出す (3)，立つ (4)，立てる (5)，強い (2)，手 (4)，出る (3)，とる (7)，人間業 (2)，場合 (2)，
入る (4)，場所割り (2)，人 (2)，一つ (3)，ほとんど (2)，前 (2)，身 (2)，見える (4)，見る
(6)，持つ (3)，モデルチェンジ (3)，山 (2)，やる (4)，行く (2)，呼ぶ (2)
また WSD で利用した素性は以下の 9 種類である．(e0) w の表記，(e1) w の品詞，(e2) w−1 の
表記，(e3) w−1 の品詞，(e4) w1 の表記，(e5) w1 の品詞，(e6) w の前後 3単語までの自立語の表
記，(e7) e6 のクラスタ番号，(e8) w−1，w1，(e6) の各単語に対するクラスタ番号．なお対象単語の
直前の単語を w−1，直後の単語を w1 としている．
シソーラス T を用いた各領域における WSD の実験を述べる．まず各対象単語の用例を素性リス
トに変換するが，その際，シソーラス T を利用して素性の一部に T におけるクラスタ番号が付与さ
れている（上記の素性 (e8) に相当）．実験は 5分割交差検定で行う．つまり対象単語 wの用例の素
性リストの集合を 5分割し，1つをテストデータ，残り 4つを訓練データとして SVM で学習し，w
に対する正解率を測る．テストデータを変更することで 5 つの正解率が得られるが，それらの平均
を wに対する正解率とする．領域 S における各対象単語ごとに上記の正解率を測り，それらを平均
した値を領域 S におけるシソーラス T の平均正解率とする．
シソーラス T としては，シソーラスを使わないもの None とその領域 S のコーパスのみから作成
したシソーラス TS，コーパス Gから作成したシソーラス TG および提案手法に従って作成したシ




表 3: 利用したシソーラスに対する平均正解率 (%)
OC OY PB 平均
None 83.66 84.58 82.58 83.51
TS (対象コーパス) 83.54 84.92 83.18 83.88
TG (全コーパス) 83.21 84.38 83.21 83.60
TS′ (提案手法) 83.45 85.49 82.74 83.89






本論文では TS と TG を以下の方法で結合している．
TS′ = (1− α)TS + αTG
この式において αは TG の重みである．本論文では αの意味を TG が TS に比較して有効な度合い
αと考えたが，それ自体は上記の式に沿っている．問題は αの算出方法であり，本論文で考案した
(式 2)が妥当な値を示しているかどうかは不明である．
ここでは αの値を 0.2, 0.4, 0.6, 0.8と変化させた場合の平均正解率の変化を各領域に対して求めた．























































0.0 0.2 0.4 0.5 0.6 0.8 1.0 
図 4: αに対する平均正解率（ＰＢ）
これらの図からわかるように適切な αの値を求めることができれば，TS や TGを単独で用いるよ
りも，それらを結合した Ts′ を用いた場合の方が WSD の精度が高まる．
しかしどの図も αと平均正解率が線形あるいは単峰性の関係になっていない．これは αの算出が
困難であることを示すと共に，TS′ を (式 1)でモデル化することが不適切であることも示唆してい
る．対象単語毎に適切なシソーラスが異なることが原因だと予想している．
4.2 その他のシソーラスとの比較
TS と TG の結合方法として，本論文では LDA を用いて，それぞれのコーパスに対する単語の次
元圧縮表現 (100次元)を導き，それらを重み付きで結合して単語をベクトル化し，それをもとにク
ラスタリングする (クラスタ数 1000)という手順をとった．
ただし TS と TG の結合方法としては，コーパス S とコーパス Gを結合させたコーパス S + Gを







表 4: その他のシソーラスによる平均正解率 (%)
OC OY PB 平均
TS+G 83.37 84.04 83.05 83.49
分類語彙表 83.04 84.53 83.17 83.58
Tnews 83.72 84.45 82.59 83.59




本研究は WSD へ分野依存知識を利用する研究の一つである．従来，WSD へ分野依存知識を利
用する研究は Domain-Driven Disambiguation (DDD) と呼ばれるアプローチの中で行われてきた
(Strapparava et al. (2004))．これは基本的に対象単語の語義を内容語の領域と対象語義の領域との




また WSD へ分野依存知識を利用するアプローチは，WSD の領域適応の問題と関連が深い．領
域適応とは学習元のデータが存在するソース領域と，実際に学習により得られた分類器を適用する
先のターゲット領域が異なる問題である (Sogaard (2013))．ターゲット領域の知識をどのように取り
込めるかが１つの課題である．我々は論文 (新納浩幸・佐々木稔 (2013)) において，WSD の領域適
応にターゲット領域のトピックモデルを利用することを提案したが，そこではターゲット領域のシ
ソーラス (本論文の TS に相当)のみを利用している．一方，森は形態素解析の領域適応の問題を扱
い，ターゲット領域の知識を含むより広範囲の領域の知識を利用することで，ターゲット領域の知識
のみの利用よりも更に精度が上がったことを報告している (森信介 (2012))．しかし WSD などの他
のタスクでもこの性質があるのかどうかは不明である．
ターゲット領域の知識は分野依存知識に相当し，ターゲット領域の知識を含むより大規模な知識は
一般知識に相当する．WSD では分野依存知識（シソーラス Ts に相当）が概ね有効であるが，一般
知識（シソーラス TG に相当）を併用して利用することで精度向上が期待できる．論文 (Kunii and
Shinnou (2013)) では Ts と TG のそれぞれから得られる素性に重みをつけて, その素性を WSD の
分類器の学習に利用している．本論文では Ts と TG を融合した TS′ を構築するというアプローチを
とっている．どちらも分野依存知識と一般知識を融合して利用する研究である．
5 おわりに
本論文では適用領域を限定させた WSD の精度向上のために，WSD で利用されるシソーラスを，





BCCWJ の 3つの領域 OC，OY，PB の各々で様々なシソーラスを用いてWSD を行うことで提
案手法を評価した．提案手法により構築したシソーラスを用いた場合の正解率が，総合的に見れば，
最も優れていたが，その差はわずかであり有意性には疑問もある．
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Structure of Two-letter Kanji Compounds Based on Complex Network
Analysis
























































キ指数 γ は近い値（1.14から 1.16）をとっている。Yamamoto, and Yamazaki (2009)にこれ
らの詳細が述べられている。
次節以降では、なぜ二字熟語ネットワークがスモールワールドかつスケールフリーにな
表 1: 3冊の国語辞典から得た二字熟語ネットワークの特性値。平均経路長 lが小さく、ク
ラスター係数Cは同じ規模のランダムネットワークでの値Crandomよりもはるかに大きい。
次数分布 P(k)のベキ指数 γ の値も記す。
辞書 頂点数 辺数
平均次数 経路長 クラスター係数 ベキ指数
〈k〉 l C Crandom γ
広辞苑 5458 74617 27.3 3.14 0.138 0.00501 1.14
岩国 3904 32150 16.5 3.31 0.085 0.00424 1.16


















大、年、· · ·がそれに続く。モデルの説明のため、それぞれの漢字に i = 1,2, . . . ,8576の番
号をつけ、i番目の漢字の出現頻度数を xiとする。「漢字 iの重要度が xiである」と解釈す
る4。
漢字 iと jが辺で結ばれるかどうか（つまり、熟語をつくるかどうか）を確率的に決め
る。pi j = cxix jという確率で iと jを辺で結ぶことにする（cは定数）。例えば、c = 10−6の



















































長 l,クラスター係数C,およびベキ指数 γ はきわめて近い値である。
頂点数 辺数
平均次数 経路長 クラスター係数 ベキ指数
〈k〉 l C γ
モデル 3012 41130 27.3 2.85 0.191 1.12















































Peng, Minett, and Wang (2008)は、中国語の熟語ネットワークの構造を解析した。中国語
のネットワークの経路長およびクラスター係数は日本語と近い値であるが、次数分布の指











熟語ネットワークのスケールフリー性の起源として、Peng, Minett, and Wang (2008)は優
先的接続の効果を推測している。優先的接続のモデルは、ネットワークのスケールフリー














5「金持ちがさらに金持ちになる (The rich gets richer.)」とたとえられる
6Barabásiらのモデルから導かれるのは γ = 3,これを拡張した Dorogovtsev, Mendes, and Samukhin (2000)の
モデルにより得られるのは 2 < γ < ∞である。中国語のネットワークのスケールフリー指数 γ = 1.40およ
び 1.49がこの範囲に入らないことから、熟語ネットワークのスケールフリー性を優先的接続で説明しよう
とするのはそもそも的外れであると思われる
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Sergey N. Dorogovtsev, José F. F. Mendes, and Alexander N. Samukhin (2000) “Structure of
growing networks with preferential linking”, Phys. Rev. Lett. 85:21, pp. 4633–4636.
Guido Caldarelli, Andrea Capocci, Paolo De Los Rios, and Miguel A. Muñoz (2002) “Scale-free





Layering BCCWJ Corpus Annotations in Kachako 
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Kachako BCCWJ  
.  
. . BCCWJ DVD  
BCCWJ  
























BCCWJ (a) (b) (c) (d) (e) (f)
(g) (h) (i)
1 Kachako UIMA BCCWJ
1 BCCWJ  
BCCWJ org.kachako.types.japanese.document.
Kachako  
sample, sampling, type, article, blockEnd, cluster, titleBlock, list, paragraph, sentence, 
figureBlock, figure, caption, table, quotation, citation, source, speech, speaker, noteBody, 
noteBodyInline 
abstract, authorsData, contents, profile, rejectedBlock, verse, verseLine, ruby, correction, 
missingCharacter, enclosedCharacter, cursive, image, superscript, subscript, fraction, delete 
br, info, rejectedSpan, substitution, denominator, div, listItem, noteMarker, mergedSample, 











. . DepPara2  




DepPara2 ( , 2010)
CaboCha CaboCha
DepPara2
a),b) Ruby ( 1)  
a) DVD XML CaboCha  
SUW  
BCCWJ start, end, pos, cType, cForm, lForm, 
lemma, pron, pronBase, orthBase, orth, goshu, iType, 





begin --- "start" 10  
end ---   "end" 10  
pos --- "pos" '-' 1  
detailedPos --- "pos" '-' 2
 
posList[0] --- "pos" '-' 3  
posList[1] --- "pos" '-' 4  
conjugateType --- "cType"  
surfaceForm --- "orthBase"  
readings[0] --- "lForm"  
baseForm --- "formBase"  
conjugateForm --- "cForm"  





elements ---  
LUW  
BCCWJ  B, SL, l_lemma, l_lForm, 





begin --- documentText  
end --- documentText  
B --- "B"  'B'= 'S'=  
SL --- "SL" 
baseForm --- "l_lema" 
readings[0] --- "l_Form" 
conjugateType --- "l_cType" 
conjugateForm --- "l_cForm" 
pos --- "l_pos" '-' 1
 
detailedPos --- "l_pos" '-' 2
 
posList[0] --- "l_pos" '-' 3
 
posList[1] --- "l_pos" '-' 4
 
surfaceForm --- "l_orthBase" 
elements ---  




b) CaboCha patch a)  
patch DVD XML
Kachako UIMA BCCWJ Reader
BCCWJ Reader patch  
DepPara2 Sentence BCCWJ DVD
BCCWJ DepPara2 JapaneseSentence
DepPara2  



















end   ---  
source ---  
target ---  




label ---  
begin ---  




label ---  
begin ---  





label ---  
begin ---  
end ---  
source --- ID 
target --- ID 
 




BCCWJ DepPara2 CabochaSegment BCCWJ DepPara2
Kachako
AnnotationMetadata  
DepPara2 patch BCCWJ DVD LUW







. .  
BCCWJ
Pred Np
( 2) Coref (
3)  
. .  
BCCWJ
BCCWJ DVD
DepPara2 patch  
( ) 
@@ -31 +34 @@ 
-* 0 0D 0/0 0 
+* 0 1D 0/0 0 
@@ -34 +37 @@ 
-* 1 0D 0/0 0 
+* 1 2D 0/0 0 
@@ -37 +40 @@ 
-* 2 0D 0/0 0 
+* 2 3D 0/0 0 
@@ -40 +43 @@ 
-* 3 0D 0/0 0 
+* 3 5D 0/0 0 
@@ -42 +45 @@ 
-* 4 0D 0/0 0 
+* 4 5D 0/0 0 
@@ -45 +48 @@ 
-* 5 0D 0/0 0 
+* 5 6D 0/0 0 
@@ -48 +51 @@ 
-* 6 0D 0/0 0 
+* 6 -1Z 0/0 0 
@@ -53,0 +57,3 @@ 
+#! SEGMENT_S Parallel 0 1 
"" 
+#! SEGMENT S Parallel 2 3 BCCWJ M-XML (DVD ) <sentence type="quasi"><LUW B="S" SL="v" 
l_lemma=" " l_lForm=" " 
l_wType=" " l_pos=" " l_formBase="
"><SUW orderID="380" lemmaID="38386" 
Cabocha  ( + ) 
* 0 0D 0/0 0
 ,*,*,*,*,*, , ,*, ,*,*,
*,*,*,*,* 
* 1 0D 0/0 0 
 , ,*,*, , - , , ,
*, , ,*,*,*,*,*,* 
 , ,*,*,*,*, , ,*, ,*,*,*,*,*,*,* 
 ,*,*,*, - , , , ,
*, , ,*,*,*,*,*,* 
 , ,*,*,*,*, , ,*, ,*,*,*,*,*,*,* 
 , ,*,*,*,*, , ,*, ,*,*,*,*,*,*,* 
 , ,*,*,*,*,, ,*,,*,*,*,*,*,*,* 
 , ,*,*,*,*,, ,*,,*,*,*,*,*,*,* 
 , ,*,*,*,*,, ,*,,*,*,*,*,*,*,* 
 , ,*,*,*,*,, ,*,,*,*,*,*,*,*,* 
EOSarallel 0 1 "" 
+#! SEGMENT_S Parallel 2 3 "" 
+#! GROUP_S Parallel 0 1  "" 
Cabocha  
( ) 













































begin/end NumTrans  
. BCCWJ Reader  
UIMA






BCCWJ Reader  
Directory  BCCWJ DVD
DVD
BCCWJ Reader Directory M-XML zip
 





OutputOnlyDepPara2Data  BCCWJ DepPara2 patch
patch



























Sphinx-4(Walker et al., 2004) NTCIR 
















LB.zip 1.31GB 366 357.9 
OB.zip 163MB 47 346.8 
OC.zip 546MB 132 413.6 
OL.zip 35.9MB 13 276.1 
OM.zip 198MB 463 42.7 
OP.zip 159MB 109 145.8 
OT.zip 39.3MB 12 327.5 
OV.zip 10MB 2 500.0 
OW.zip 191.1MB 58 329.4 
OY.zip 525.7MB 156 336.9 
PB.zip 1.22GB 357 341.7 
PM.zip 202.7MB 56 361.9 
PN.zip 61.8MB 11 561.8 
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表 1 従来の拡張 CaboChaフォーマットの概要
タグ 摘要
## コメント記号
#! DOC <id> 文書開始タグ (IDの宣言)
#! DOCID\t<id>\t<Bibinfo> 文書単位の書誌情報
#! SEGMENT_S <TagName> <StartLPos> <EndLPos> "<Comments>" 文内で閉じたセグメント
#! SEGMENT <TagName> <StartGPos> <EndGPos> "<Comments>" 文間の関係を指定するセグメント
#! LINK_S <TagName> <FromSegSNo> <EndSegSNo> "<Comments>" 文内有向リンク
#! LINK <TagName> <FromSegNo> <EndSegNo> "<Comments>" 文間有向リンク
#! GROUP_S <TagName> <SegSNo> <SegS> ... "<Comments>" 文内同値類
#! GROUP <TagName> <SegNo> <SegNo> ... "<Comments>" 文間同値類
DOCは文書単位に <ID>相当の自然数 (1-origin)を割り当てる。DOCIDは文書単位の書誌情報
を格納する。書誌情報を表す<Bibinfo>は XML フラグメントで与えることとする。先に述












0 駒 1 と 2 盤 3 は 4 も 5 っ 6 て 7 い 8 ま 9 せ 10 ん 11 。12
----------------------------------------------------------------
#! SEGMENT_S Parallel 0 1 "駒"


















#! SEGMENT_S <TagName> <StartLPos> <EndLPos> "<Comments>"
#! ATTR <Key1> "<Value1>"
#! ATTR <Key2> "<Value2>"





二つ目は <TagName> に対して名前空間<ns> を付与し名前衝突を回避する機構の導入であ
る。次の記法により、要素名と属性名に対して、名前空間を記述する。
名前空間定義 
#! SEGMENT_S <ns>:<TagName> <StartLPos> <EndLPos> "<Comments>"









アノテーション 開発者 名前空間 セグメント リンク グループ
並列・同格構造 奈良先端大・国語研 - © × ©
時間情報 国語研 bccwj-timebank © © ×
拡張固有表現 東工大 bccwj-ene © × ×
語義 東工大 bccwj-wsd © × ×
項構造シソーラス 岡山大 bccwj-pth © © ×
れる・られる 国語研 bccwj-auxv © × ×
日本語フレームネット 慶應大 bccwj-jfn © × ©
拡張モダリティ 奈良先端大・東北大 bccwj-eme © × ×
否定の焦点 山梨大 bccwj-wsb © © ×



















例: OC01 00001 （サンプル名を表す;以下同様）
* 0 1D 0/0 0
駒 名詞,普通名詞,一般,*,*,*,コマ,駒,駒
と 助詞,格助詞,*,*,*,*,ト,と,と
* 1 2D 0/0 0
盤 名詞,普通名詞,一般,*,*,*,バン,盤,盤
は 助詞,係助詞,*,*,*,*,ハ,は,は
* 2 -1D 0/0 0









#! SEGMENT_S Parallel 0 1 "駒"
#! SEGMENT_S Parallel 2 3 "盤"
#! GROUP_S Parallel 0 1 ""
■時間情報 時間情報のアノテーション
は国語研でアノテーションが進められた
(小西ほか (2013), 保田ほか (2013))。時間




例: PN4b 00001 (bccwj-timebank)












ブッシュ 名詞, 固有名詞, 人名, 一般,*,*, ブッシュ, ブッ
シュ,ブッシュ
を 助詞,格助詞,*,*,*,*,ヲ,を,を
* 2 -1D 0/0 0





#! SEGMENT_S bccwj-timebank:TIMEX3 2 5 "１１月"
#! ATTR bccwj-timebank:tid "t4"
#! ATTR bccwj-timebank:type "DATE"
#! ATTR bccwj-timebank:definite "FALSE"
#! ATTR bccwj-timebank:valueFromSurface "XXXX-11"
#! ATTR bccwj-timebank:value "2004-11"
#! SEGMENT_S bccwj-timebank:EVENT 17 19 "倒す"
#! ATTR bccwj-timebank:class "OCCURRENCE"
#! ATTR bccwj-timebank:eid "e8"
#! ATTR bccwj-timebank:modality "UNDEF"
#! ATTR bccwj-timebank:tense "UNDEF"
#! ATTR bccwj-timebank:eventID "e8"
#! ATTR bccwj-timebank:aspect "UNDEF"
#! ATTR bccwj-timebank:cardinality "UNDEF"
#! ATTR bccwj-timebank:polarity "UNDEF"
#! ATTR bccwj-timebank:signalID "UNDEF"
#! ATTR bccwj-timebank:eiid "ei8"
#! ATTR bccwj-timebank:nf_morph "UNDEF"
#! LINK_S bccwj-timebank:TLINK 0 1 ""
#! ATTR bccwj-timebank:task "T2E"
#! ATTR bccwj-timebank:relatedToEventInstance "ei8"
#! ATTR bccwj-timebank:relTypeA "contains"
#! ATTR bccwj-timebank:relTypeB "contains"
#! ATTR bccwj-timebank:relTypeC "contains"









例: OC11 00001 (bccwj-ene)













* 3 5D 0/0 0


















#! SEGMENT_S bccwj-ene:Name 0 6 "ラーメン花月"
#! ATTR bccwj-ene:level1 "名前"
#! ATTR bccwj-ene:level2 "施設名"
#! ATTR bccwj-ene:level3 "ＧＯＥ"
#! ATTR bccwj-ene:level4 "ＧＯＥ_その他"
#! ATTR bccwj-ene:ENE "GOE_Other"
#! SEGMENT_S bccwj-ene:Name 7 11 "ホッピー"
#! ATTR bccwj-ene:level1 "名前"
#! ATTR bccwj-ene:level2 "製品名"
#! ATTR bccwj-ene:level3 "食べ物名"
#! ATTR bccwj-ene:level4 "食べ物名_その他"
#! ATTR bccwj-ene:ENE "Food_Other"
#! SEGMENT_S bccwj-ene:Numex 12 14 "１００円"
#! ATTR bccwj-ene:level1 "数値表現"
#! ATTR bccwj-ene:level2 "金額表現"











例: PN1c 00001 (bccwj-wsd)








#! SEGMENT_S bccwj-wsd:wsd 0 5 "キャスター"
#! ATTR bccwj-wsd:sense "11335-0-0-1-0"














例: PB12 00001 (bccwj-pth)
* 0 2D 0/0 0
単に 副詞,*,*,*,*,*,タンニ,単に,単に




* 2 4D 0/0 0





* 3 4D 0/0 0
紅茶 名詞,普通名詞,一般,*,*,*,コウチャ,紅茶,紅茶
を 助詞,格助詞,*,*,*,*,ヲ,を,を
* 4 7D 0/0 0










* 6 7D 0/0 0
味覚 名詞,普通名詞,一般,*,*,*,ミカク,味覚,味覚
体験 名詞, 普通名詞, サ変可能,*,*,*, タイケン, 体験, 体
験
に 助詞,格助詞,*,*,*,*,ニ,に,に









#! SEGMENT_S bccwj-pth:semrole 0 2 "単に"
#! SEGMENT_S bccwj-pth:semrole 2 11 "コーヒーと間
違えて"
#! SEGMENT_S bccwj-pth:pred 7 9 "間違え"
#! SEGMENT_S bccwj-pth:semrole 11 14 "紅茶を"
#! SEGMENT_S bccwj-pth:pred 14 16 "飲ん"
#! LINK_S bccwj-pth:semrole6 4 0 ""
#! ATTR bccwj-pth:role "副詞相当"
#! ATTR bccwj-pth:flag "0"
#! ATTR bccwj-pth:userid "6"
#! LINK_S bccwj-pth:semrole9 4 0 ""
#! ATTR bccwj-pth:role "副詞相当"
#! ATTR bccwj-pth:flag "0"
#! ATTR bccwj-pth:userid "9"
#! LINK_S bccwj-pth:semrole6 4 1 ""
#! ATTR bccwj-pth:role "副詞相当"
#! ATTR bccwj-pth:flag "0"
#! ATTR bccwj-pth:userid "6"
#! LINK_S bccwj-pth:semrole9 4 1 ""
#! ATTR bccwj-pth:role "副詞相当"
#! ATTR bccwj-pth:flag "0"
#! ATTR bccwj-pth:userid "9"
#! LINK_S bccwj-pth:semrole6 4 3 ""
#! ATTR bccwj-pth:role "対象"
#! ATTR bccwj-pth:flag "0"
#! ATTR bccwj-pth:userid "6"
#! LINK_S bccwj-pth:semrole9 4 3 ""
#! ATTR bccwj-pth:role "対象"
#! ATTR bccwj-pth:flag "0"








例: PN2f 00003 (bccwj-auxv)
* 0 2D 0/0 0
俺 代名詞,*,*,*,*,*,オレ,俺,俺
は 助詞,係助詞,*,*,*,*,ハ,は,は
* 1 2D 0/0 0
もう 副詞,*,*,*,*,*,モウ,もう,もう
* 2 3D 0/0 0
やら 動詞,非自立可能,*,*,五段-ラ行,未然形-一般,ヤル,
遣る,やら










#! SEGMENT_S bccwj-auxv:auxv 6 7 "れ"
#! ATTR bccwj-auxv:label "受身"
#! ATTR bccwj-auxv:direct "直接"
#! ATTR bccwj-auxv:sentiment "有情"
#! ATTR bccwj-auxv:agentivity "-"
#! ATTR bccwj-auxv:projection "-"
#! ATTR bccwj-auxv:existence "-"

















例: PB42 00003 (bccwj-jfn)
* 0 1D 0/0 0





* 1 -1D 0/0 0
施設 名詞,普通名詞,サ変可能,*,*,*,シセツ,施設,施設
にて 助詞,格助詞,*,*,*,*,ニテ,にて,にて
#! SEGMENT_S bccwj-jfn:SEG 0 7 "マザーテレサの"
#! ATTR bccwj-jfn:Lemma-name "N"
#! ATTR bccwj-jfn:FE-feID "1598"
#! ATTR bccwj-jfn:FE-name "Name"
#! SEGMENT_S bccwj-jfn:SEG 7 9 "施設"
#! ATTR bccwj-jfn:Lemma-name "N"
#! ATTR bccwj-jfn:Target-name "Target"
#! ATTR bccwj-jfn:GF-name "Target"
#! ATTR bccwj-jfn:PT-name "Target"
#! ATTR bccwj-jfn:Postpos-name "Target"








例: PB49 00005 (bccwj-eme)
* 0 2D 0/0 0
　 空白,*,*,*,*,*,,　,　
平七郎 名詞, 固有名詞, 人名, 名,*,*, ヘイシチロウ, ヘイ
シチロウ,平七郎
は 助詞,係助詞,*,*,*,*,ハ,は,は
* 1 2D 0/0 0





* 2 -1D 0/0 0







#! SEGMENT_S bccwj-eme:Event 12 14 "急い"
#! ATTR bccwj-eme:morphIDs "80"
#! ATTR bccwj-eme:pseudo ""
#! ATTR bccwj-eme:source "wr:筆者"
#! ATTR bccwj-eme:time "非未来"
#! ATTR bccwj-eme:conditional "0"
#! ATTR bccwj-eme:pmtype "叙述"
#! ATTR bccwj-eme:actuality "成立"
#! ATTR bccwj-eme:evaluation "0"
#! ATTR bccwj-eme:focus ""
#! ATTR bccwj-eme:degree ""
#! SEGMENT_S bccwj-eme:Event 15 16 "い"
#! ATTR bccwj-eme:morphIDs "100"
#! ATTR bccwj-eme:pseudo ""
#! ATTR bccwj-eme:source "wr:筆者"
#! ATTR bccwj-eme:time "非未来"
#! ATTR bccwj-eme:conditional "0"
#! ATTR bccwj-eme:pmtype "叙述"
#! ATTR bccwj-eme:actuality "成立"
#! ATTR bccwj-eme:evaluation "0"
#! ATTR bccwj-eme:focus ""









例: PN2f 00003 (bccwj-wsb)





















#! SEGMENT_S bccwj-wsb:Negation 15 17 "ない"
#! ATTR bccwj-wsb:morphID "4450"
#! ATTR bccwj-wsb:POS "否定複合辞"
#! SEGMENT_S bccwj-wsb:Focus 5 7 "切っ"
#! ATTR bccwj-wsb:morphID "4380"
#! ATTR bccwj-wsb:argTypes "テ節;動詞句"
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#! ATTR bccwj-wsb:class "付加-連用修飾"
#! ATTR bccwj-wsb:description "様態の副詞句が使用さ
れている"
#! SEGMENT_S bccwj-wsb:Clue 11 17 "わけではない"
#! ATTR bccwj-wsb:morphIDs "4420.4430.4440.4450"
#! LINK_S bccwj-wsb:FocusOfNegation 0 1 ""









例: PB40 00003 (bccwj-pas)
* 0 1D 0/0 0
客先 名詞,普通名詞,一般,*,*,*,キャクサキ,客先,客先
の 助詞,格助詞,*,*,*,*,ノ,の,の
* 1 2D 0/0 0








* 3 4D 0/0 0









#! SEGMENT bccwj-pas:Np 0 2 "客先"
#! SEGMENT bccwj-pas:Np 5 7 "基準"
#! SEGMENT bccwj-pas:Pred 8 11 "厳しく"
#! ATTR bccwj-pas:type "述語"
#! SEGMENT bccwj-pas:Pred 12 14 "守れ"
#! ATTR bccwj-pas:type "述語"
:
#! LINK bccwj-pas:Ga 2 1 ""
#! LINK bccwj-pas:O 3 1 ""
:




#! SEGMENT bccwj-pas:Pred 392 395 ""
#! ATTR bccwj-pas:type "述語"
#! ATTR bccwj-pas:Exophora_Ga "その他"
4.2 重ね合わせ事例
アノテーションを重ね合わせた事例を稿末の付録Ａ．に示す。時間情報 (bccwj-timebank)


























報アノテーション」 自然言語処理, 20:2, pp. 201–222．
Matsumoto, Yuji, Masayuki Asahara, Kou Kawabe, Yurika Takahashi, Yukio Tono, Akira Ohtani,
and Toshio Morita (2005). “Chaki: An annotated corpora management and search system.”
Proc. of the Corpus Linguistics Conference Series (Corpus Linguistics 2005).
松吉俊・佐尾ちとせ・乾健太郎・松本裕治 (2011)．「拡張モダリティタグ付与コーパスの設計
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* 0 1D 0/0 0
若く 形容詞, 一般,*,*, 形容詞, 連用形-一般, ワカイ, 若
い,若く




* 2 3D 0/0 0
散っ 動詞, 一般,*,*, 五段-ラ行, 連用形-促音便, チル, 散
る,散っ
た 助動詞,*,*,*,助動詞-タ,連体形-一般,タ,た,た
* 3 -1D 0/0 0
夢 名詞,普通名詞,一般,*,*,*,ユメ,夢,夢
#! SEGMENT_S bccwj-timebank:event 0 2 "若く"
#! ATTR bccwj-timebank:eid "e1"
#! ATTR bccwj-timebank:class "STATE"
#! SEGMENT_S bccwj-timebank:event 2 3 "し"
#! ATTR bccwj-timebank:eid "e2"
#! ATTR bccwj-timebank:class ""
#! SEGMENT_S bccwj-timebank:event 4 7 "散った"
#! ATTR bccwj-timebank:eid "e3"
#! ATTR bccwj-timebank:class ""
#! SEGMENT_S bccwj-wsd:wsd 4 6 "散っ"
#! ATTR bccwj-wsd:sense "33687-0-0-4-0"
#! ATTR bccwj-wsd:explanation "&lt;4&gt; 比ゆ的に、
人がいさぎよく死ぬ。多く、戦死にいう。「花と―」"
#! SEGMENT_S bccwj-wsd:wsd 7 8 "夢"
#! ATTR bccwj-wsd:sense "52859-0-0-3-0"
#! ATTR bccwj-wsd:explanation "&lt;3&gt;（現在のと
ころ実現してはいないが）将来は実現させたい願い・理想。
「彼の―は大きい」「―を描く」"
#! SEGMENT_S bccwj-pas:Pred 2 3 "し"
#! ATTR bccwj-pas:type "述語"
#! SEGMENT_S bccwj-pas:Pred 4 6 "散っ"
#! ATTR bccwj-pas:type "述語"
#! SEGMENT_S bccwj-pas:Np 7 8 "夢"
#! SEGMENT_S bccwj-jfn:JFN 4 6 "散っ"
#! ATTR bccwj-jfn:Lemma-name "V"
#! ATTR bccwj-jfn:Target-name "Target"
#! ATTR bccwj-jfn:GF-name "Target"
#! ATTR bccwj-jfn:PT-name "Target"
#! SEGMENT_S bccwj-jfn:JFN 7 8 "夢"
#! ATTR bccwj-jfn:Lemma-name "V"
#! ATTR bccwj-jfn:FE-feID "6803"
#! ATTR bccwj-jfn:FE-name "Entity"
#! LINK_S bccwj-pas:Ga 6 7 ""








Influence of Word Unit and Sentence Length on the Ratio of Parts of 
Speech 



























品詞の認定は BCCWJ で用いられている UniDic の品詞体系に従った。なお、本稿では樺
島(1954)(1955)(1979)に基づいて品詞を類別する4が、その際の基準は接尾辞を除き、UniDic
の大分類を利用した。接尾辞については UniDic の中分類までの情報を利用した。品詞分類















       表 1 本稿での品詞の類別 






















BCCWJ 全体における<sentence>タグで定義された「文」の数は 5,515,952 個であった。
ただし、この全てがいわゆる通常の文というわけではない。間淵(2011:237)が指摘している
ように、<sentence>は自動的に付与されているため、「文と認定されるべき要素であっても、




表 2 文の長さの分布（<sentence>タグ全体） 
言語単位 最小値 第 1 四分位数 中央値 平均値 第 3 四分位数 最大値
短単位(SUW) 1.0 113.2 225.5 275.0 352.5 5527.0
長単位(LUW) 1.0 89.8 178.5 232.0 283.5 5019.0




























  図 1 文の長さの分布          図 2 カバー率 
 
 図 1 から、文の長さが短い値を示す部分、とくに 1
～10 の付近が変則的な動きになっていることが見て
取れる。 
 図 2 のカバー率から、短単位は文の長さが 37 語で
全体の 90％をカバー、長単位は 29 語で全体の 90％
をカバーしていることが分かる。 
 図 3 は、文の長さが 20 語以下の分布を示したもの
である。これを見ると、短単位、長単位ともに文の
長さが 1 から 2 にかけて下降、2 から上昇に転じて
いる。短単位では、文の長さが3～5にかけて下降し、
その後 8 まで上下を繰り返している。長単位ではや 













表 3 は「通常の文」の長さの分布を示したものである。表 2 の<sentence>タグ全体に比
べると第 1 四分位数～最大値の値が低くなっていることが分かる。 
                                                  





表 3 文の長さの分布（「通常の文」） 
言語単位 最小値 第 1 四分位数 中央値 平均値 第 3 四分位数 最大値
短単位(SUW) 1.0 105.0 209.0 242.2 323.0 3279.0
長単位(LUW) 1.0 84.5 168.0 204.1 261.5 2917.0
 
図 4 は通常の文について、文の長さの分布を示したものである。図 1 と違って文の長さ
が少ないあたりのカーブがなだらかになっていて不規則性が解消されていることが分かる。
図 5 は通常の文のカバー率である。カバー率が 90％に達する文の長さは図 3 と比べると若













  図 4 文の長さの分布（通常の文）   図 5 カバー率（通常の文） 
４．３ 通常でない文について 
 表 4 は、「通常でない文」すなわち、「。．！？」」で終わっていない文の長さの分布、図 6
は「通常でない文」における文の長さの分布、図 7 はそのカバー率である。ここには、見
出し相当の語句などが含まれるため、文の長さが短い方に偏っていることが分かる。また、
図 6の分布の形も図 4と異なる形になっている。90％のカバー率になるのは短単位で 18語、
長単位で 13 語であり、こちらも前記 2 つのカバー率よりも急峻であることが分かる。 
 
表 4 文の長さの分布（「通常でない文」） 
言語単位 最小値 第 1 四分位数 中央値 平均値 第 3 四分位数 最大値
短単位(SUW) 1.0 72.3 143.5 194.1 217.8 5527.0




















である。また、表 6、表 7 に分けて言語単位別の分布の様子である。最小値と最大値を除い
て文の長さは短単位も長単位も＜。 」 ． ？ ！＞の順になっていることが分かる。 
 
表 5 文の長さの分布 
文末の記号 。 ． ！ ？ 」 
文数 3643999 62346 118680 163037 386211 
割合 83.30 1.43 2.71 3.73 8.83 
 
表 6 文末の記号別の文の長さの分布（短単位） 
文末の記号 最小値 第 1 四分位数 中央値 平均値 第 3 四分位数 最大値
。 1.0 102.5 204.0 238.3 313.5 3279.0 
． 1.0 45.8 90.5 105.2 136.5 461.0 
！ 1.0 30.8 60.5 66.1 92.3 182.0 
？ 1.0 33.0 65.0 73.0 97.0 433.0 
」 1.0 51.0 101.0 113.7 158.0 430.0 
 
表 7 文末の記号別の文の長さの分布（長単位） 
文末の記号 最小値 第 1 四分位数 中央値 平均値 第 3 四分位数 最大値
。 1.0 82.3 163.5 200.8 252.8 2917.0 
． 1.0 36.8 72.5 85.8 114.5 367.0 
！ 1.0 27.5 54.0 58.5 82.5 150.0 
？ 1.0 29.5 58.0 65.7 86.5 403.0 
」 1.0 44.3 87.5 97.5 131.8 354.0 
 










       図 11 文の長さの分布（？）  図 12 文の長さの分布（」） 
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続詞・感動詞類）、P（助詞・助動詞類）の 5 つに分類した。P 以外は樺島(1954)以降の一
連の分類と同じものである。樺島の分類には助詞・助動詞を含めていないが、延べ語数の
水準での品詞類の構成比を見るには助詞・助動詞は言語量が多いため重要な要素であると
考え、考察の対象とすることにした。表 8 は BCCWJ 全体の「通常の文」における各品詞
類の割合である。短単位と長単位の違いとしては、N の比率が長単位では相対的に低く、P
の比率が相対的に高くなることが挙げられる。V、M、I の比率は短単位でも長単位でもあ
まり変わらない。表 9、表 10 はそれぞれ短単位、長単位での文末記号別の品詞類の比率で




表 8 品詞類の比率（通常の文） 
 N V M I P 
短単位 0.376 0.141 0.067 0.006 0.410 
長単位 0.297 0.129 0.078 0.010 0.485 
 
表 9 文末の記号別の品詞類の比率（短単位） 
文末の記号 N V M I P 
。 0.380 0.142 0.066 0.006 0.407 
． 0.460 0.125 0.058 0.006 0.350 
！ 0.373 0.124 0.090 0.015 0.398 
？ 0.312 0.124 0.078 0.007 0.480 
」 0.300 0.142 0.086 0.013 0.459 
 
表 10 文末の記号別の品詞類の比率（長単位） 
文末の記号 N V M I P 
。 0.300 0.130 0.077 0.009 0.484 
． 0.351 0.117 0.069 0.010 0.454 
！ 0.296 0.123 0.101 0.022 0.458 
？ 0.255 0.120 0.088 0.011 0.527 
」 0.254 0.133 0.093 0.020 0.500 
 
 図 13、図 14 はそれぞれ短単位、長単位における文の長さによる品詞類の比率の推移を示
したものである。ここでは 4．2 節で採り上げた「通常の文」を対象としている。図 13、図
14 からは、文の長さが 10 を超えたあたりから各品詞類の比率が一定化することが見て取れ
る。ただし、短単位では長さ 43 から N（名詞類）の比率が P（助詞・助動詞類）の比率を





































いるかを調査した。文の長さが 1～100 について相関を調べた結果を表 11、表 12 に示す。
相関係数（ピアソンの積率相関係数）が絶対値で 0.7 以上の部分のセルを網掛けで示したが、
文の長さとの相関があったのは、短単位の N（名詞類）のみであった。各品詞類どうしの
相関は、短単位で V と P、V と I、I と P の３組、長単位で I と P、N と V、V と I、N と I、
N と P、V と P、M と P の 7 組であった。 
 
表 11 文の長さと品詞類との相関行列（短単位） 
 文の長さ N V M I P 
文の長さ 1.000 0.951 -0.157 -0.575 -0.210 -0.307 
N  1.000 -0.210 -0.566 -0.187 -0.358 
V   1.000 -0.568 -0.885 0.975 
M    1.000 0.681 -0.438 
I     1.000 -0.832 
P      1.000 
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表 12 文の長さと品詞類との相関行列（長単位） 
 文の長さ N V M I P 
文の長さ 1.000 -0.156 0.033 -0.306 -0.213 0.260 
N  1.000 -0.965 0.454 0.940 -0.931 
V  1.000 -0.493 -0.954 0.928 
M  1.000 0.637 -0.726 
I  1.000 -0.986 
P   1.000 
 
５．３ レジスターによる違い 
 文の長さによる品詞類の比率はレジスターによって違いがあるかを見てみよう。図 15 に































図 15 レジスターごとの文の長さによる品詞類の比率の推移（短単位） 
 
 N（名詞類）と P（助詞・助動詞類）との関係が各レジスターで違いが見られた。全体の
傾向と同じような、最初 P が大きく、途中で N が上回るようになるのは、LB（図書館・書
籍）、PB（出版・書籍）である。OY（Yahoo!ブログ）もその傾向に近いが、N が P を上回
るところまでいかず、ほぼ同じ値に収束している。OT（教科書）、PM9（雑誌）は最初 N
と P がほぼ同じ値であり、途中から N が P より大きくなる傾向がある。OB（ベストセラ
ー）、OC（Yahoo!知恵袋）、OM（国会会議録）は OV(韻文)P が終始 N を上回っている。
OL（法律）、OP（広報紙）、 OW（白書）、PN（新聞）は終始 N が P を上回っている。N
と P の関係は長単位ではほとんどのレジスターで P が N を上回っている。ただし、OL で 
は N と P の比率がほぼ同じであった。紙幅の関係で対照的な分布を示す LB と OL の 2 つ 
図 16 レジスターごとの文の長さによる品詞類の比率の推移（長単位） 
                                                  
9 PM は OP と同じグループとも考えられる。 
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続詞・感動詞類）を設けさらに P（助詞・助動詞類）の追加した 5 分類とした。結果として
は以下の傾向が観察された。 
（１）短単位と長単位とでは N と P の比率に変化が見られた。N は短単位より長単位の方





さ 43 から N＞P となり逆転する。 
（４）文の長さとの相関が見られた品詞類は短単位の N の場合のみであった（長さ 1～100
における相関係数において係数 0.951）。 
（５）レジスターによる違いについては、短単位において N と P について違いが見られた。 
   常に N＞P：OL OP OW PN 
   常に N＜P：OB OC OM OV 
   N＜P から N＞P へ変化：LB PB 
   N＜P から N＝P へ変化：OY 
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「鶴岡調査」は 1950 年の第 1 回調査から 2011 年までほぼ 20 年おきに 4 回実施され、31 種
類の音声項目とアクセント 5 項目などについて約 400 名のサンプリング調査と同一人物へ
の追跡調査を行っている。図 2～4 は第 3 回までの調査のうち、音声項目 216（番）の「ス
イクヮ→スイカ」の発音の変化をコーホート分析し、それぞれ時代効果、加齢効果、世代
効果の別に分離してグラフ化したものである（中村・米田ほか,2011 より転載。縦軸はロジ
ット尺度2、横軸は図 2 が実年代、図 3 が年齢、図 4 が生年代である）。 
図 2 の時代効果は、調査年の 1950 年、1971 年、1991 年の 3 点でプロットされている。
これを見ると 1950 年と比較して 1971 年では時代効果は大きく上昇したものの、1991 年で
は逆に下降していることが見て取れる。時代によって共通語化を促進する力に強弱があっ
たことになる。図 3 は加齢効果である。このグラフはフラットなので、スイカの音声項目








                                                        
2 ロジット尺度とは、共通語化率を定数＋加齢効果＋時代効果＋世代効果で表すモデルを、log[π(i,j)/{1-π(i,j)}] = β^G + 




















るが、図 4 では 1930 年～1940 年頃が最も急な傾きになっている。ただし古い年代では就学
率が低く、年代が新しくなるにしたがって就学率が高くなると考えると、古い年代の変化
率が新しい年代より低くなることはありうる。しかしそのように考えても 1900 年、1920～




の 10 年前の 1915 年～1940 年生まれとなる（10 歳で考えた場合）。しかし図 4 を見ると、










府は 1971 年 7 月 15 日にブレストン・ウッズ体制の終結を宣言し、日本は固定為替制から
変動相場制への転換を余儀なくされた。この年 1 ドル 360 円だった円は 1991 年には 130 円



























 ただし、現在使用されている一貫した指標で得られる経済成長率は、1956 年（内閣府 平
成 2 年基準）までしか遡れない。それ以前の 1931 年までは概念も推計手法も異なる国民総
支出（経済企画庁 『国民所得白書 昭和 40 年版』）から推計するしかなく、さらにそれ
以前となると大川・高松・山本推計などの学術研究の成果を利用するしかない。これらの
異なる指標を単純につなげただけでは、専門的には問題があるとの指摘があるものの、そ
の調整は難しい。そのため、ここでは 1955 年以前は総務省統計局の『日本長期統計総覧 第
3 巻』の数値を、1956 年以後は内閣府平成 2 年基準の数値を利用して分析する3。 
 世代効果の数値は図 4 のグラフから読み取ったものを使用する。図 4 ではコーホート区
分幅が 8 年で、グラフに記された点はその区分の中央値が掲載されている。つまり満 1 歳
～満 8 歳を一つの世代とし、その代表値を満 4 歳の値としたということである。これと比
較する経済成長率は満 1 歳時～満 8 歳時の経済成長率の平均とし、その中央の年を作用年




については、0 歳から 20 歳までの分析を行い、統計的に有意になったものを採用した。結





系列分析の際に重視される。この数値は 0～4 の値を取り、2 に近いほど良好とされるが、
                                                        
3 経済成長率は暦年（1月から 12月まで）と、年度（4月から翌年の 3 月まで）の集計があるが、分析に使用したのは




成長率で 4 割ほど説明できることになる。わずか 1 例の二次分析では実証性に乏しいが、
ひとまず仮説を立てた二要因のうちの一方は支持されたと思われる。 
 
表 1 スイカの世代効果と経済成長率の重回帰分析結果 
  経済成長率の回帰係数 定数の回帰係数 p値 自由度 修正済み決定係数 ダービン・ワトソン比 






































 図 5 は全てを重ねて図示したものである。変異形出現率はンデス率が最も高く 45%前後、
次いでヤッパリ率の 35%前後、最も低いのがジャナイ率で 25%前後となっている。一番下
が経済成長率で 2%前後である。しかしこれでは比較しにくいため、各変異形の 1985 年の
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割合が 10%になるように相対化したのが図 6～8 のグラフである。最も前年の経済成長率と
似ているのが図 6 のヤッパリ率で、ここまで連動していると単なる偶然とは見なしにくい。 
 
  
図 5 各変異形の割合と前年の経済成長率       図 6 相対化ヤッパリ率と前年の経済成長率 
 
  
図 7 相対化ジャナイ率と前年の経済成長率       図 8 相対化ンデス率と前年の経済成長率 
 
ここでもう一つ着目されるのが普及の S カーブとの関係である。これまでの先行研究で





４.２.２ 経済成長率と短単位 100万語当たりの出現数 
 図 9～11 は、縦軸が各出版年の短単位 100 万語当たりの出現数（PMW）、横軸が経済成




   

















表 2 変異形出現率と経済成長率の重回帰分析結果 
  経済成長率の回帰係数 定数の回帰係数 p値 自由度 修正済み決定係数 ダービン・ワトソン比 
ヤッパリ 3.640  -0.392  0.002  18  0.410  2.575  
ジャナイ 1.385  -0.088  0.002  18  0.406  3.130  































































の統計入門』 くろしお出版 所収の Seagull-Stat を、コーパスデータの分析に当たっては田
野村忠温氏開発の sortKWIC を使用した。皆様に深く感謝申し上げます。 
 
文 献 
















A Semantic Analysis on the Property Predication of Adjectives 














(1) a. 雪は白い。          b. 雪が白い。         (益岡 2000: 45) 
 (2) a. あたりは騒がしい。    b. あたりが騒がしい。     (益岡 2000(45)を改変) 









































































感覚形容詞           感情形容詞          属性形容詞         評価性形容詞 
形容詞 は が  形容詞 は が  形容詞 は が  形容詞 は が 
痛い 17 82  嬉しい 23 42  美しい 37 40  望ましい 10 64 
冷たい 29 16  楽しい 43 21  重い 27 30  激しい 22 50 
寒い 34 4  つらい 26 15  明るい 28 16  羨ましい 4 27 
涼しい 7 1  悲しい 6 5  高い 9 25  懐かしい 3 28 
臭い 1 2  恥ずかしい 4 5  赤い 5 7  計 39 169 
計 88 105  寂しい 7 2  計 106 118  総数 208 
総数 193  計 109 90  総数 224     



















成分 表現 有題文 無題文 
程度が高い とても / かなり / 大変 / なかなか など 74 62 












 (4) a. その後はわいわいがやがやしながら、楽しい時間を過ごしました。ちょっと忙しい
一日でしたが、楽しい一日でもありました。家に誰かが遊びに来てくれる事はと
ても嬉しいし、 その人達の食事の用意をする事も嫌いではない、喜んで食べて貰
える顔を見るのが好きなくらい・・・                          (OY14_23122) 














きながら、夕日を見てその美しさに驚嘆していた。               (PB29_00231) 
   b. 望遠鏡で太陽像を白紙に投影すると、その中心部が最も明るく、周縁部にいくほ





















成分 表現 有題文 無題文 
持続性 まだ / ひたすら / 引き続き / 現在でも など 21 6 
一般性 概して / 世間一般 / 問わず / 総じて 5 1 
時間の経過 もう / すでに 5 0 
強い決意 
決して / それにしても / かならず / 
だんぜん / やっぱり / でも 
28 5 















たようだ。                                                  (LBd9_00131) 
  b. 夕暮れの渡月橋から、何気に山を見上げたら、少し時間の早い日没・・・。夕日
がまだ明るくて、光り輝いていました。貴金属に例えるならプラチナのような輝




















 (7) a. めっちゃ楽しかったです。金沢まで来てよかったよ。やっぱりトニセンは楽しい
ですね。オレキミに手の振りができてました。                  (OY14_00565) 
      b. その後は、彼女らの大学の話や、元のクラスの子らの近況を聞いたりして盛り上
がる。大学は大学で楽しんでるみたいやけど、やっぱ高校時代が懐かしい懐かし

























成分 表現 有題文 無題文 
程度が低い 少し / 少々 / やや / ほんのり / ちょっぴり 0 22 
限定性 最近 / 今の季節は / 場合には / ～では など 4 24 
条件 ば / と / たら / なら 0 21 
理由 ため / ので / から / せいか / せいで 2 11 


















湯船に浸かり飲みながら沖縄旅行を思い出すのでありました。  (OY11_04724) 



































 (11)  二月に入ってから、三階の一般病棟で死者が増えた。療養病棟の患者の病状が悪
化すると、一般病棟に移されるのだ。いつもより施設内の死亡率が高いと病院内
で噂になった。                        (LBs9_00119) 
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 A Subsidiary Kana Character in Konjaku-Monogatarishū 
Yumi Fujiike (Center for Corpus Development, NINJAL) 



































名は 1312 箇所、表記にして 240 種類超であった。以下に捨て仮名の処理例を示す。 
汝チ → 汝  此カク → 此  候フウ → 候ウ 




































読み 種類 全訓 品詞 捨て仮名 漢字のみ 総計
1 ナンジ 汝ヂ 代名詞 20 24 44
2 ムカシ 昔シ 普通名詞 5 49 54
3 マタ 亦タ 副詞 4 93 97
4 サトリ 智リ 普通名詞 3 3 6
5 ヨル 夜ル 普通名詞 2 4 6
6 タテマツル 奉ツ 動詞 2 130 132
7 タビ 度ビ 普通名詞/助数詞 2 7 9
8 ヒトエニ 偏ヘ 副詞 2 13 15
9 カタチ 形チ 普通名詞 1 12 13
10 シルシ 験シ 普通名詞 1 13 14
11 モノ 者ノ 普通名詞 1 31 32
12 ノチ 後チ 普通名詞 1 104 105
13 ヒル 昼ル 普通名詞 1 4 5
14 タメ 為メ 普通名詞 1 53 54
15 アイダ 間ダ 普通名詞 1 120 121
16 ソモソモ 抑モ 普通名詞 1 1 2
17 ヒト 人ト 普通名詞 1 233 234
18 タマタマ 適マ 副詞 1 0 1
19 ユメ 夢メ 普通名詞 1 41 42
20 キミ・ギミ 君ミ 接尾辞 1 6 7
21 シルシ 注シ 普通名詞 1 0 1
22 トモ・ドモ 共モ 普通名詞 1 7 8
23 ヒジリ 聖リ 普通名詞 1 0 1
24 カズ 員ズ 普通名詞 1 6 7
25 ココロ 心ロ 普通名詞 1 81 82
26 アラズ 非ラ 動詞=助動詞 1 37 38
27 ツユ 露ユ 副詞 1 8 9
28 ヨワイ 齢ヒ 普通名詞 1 2 3
29 イウ 云イ ○ 動詞 1 416 417
30 ナガイ 永ガ 形容詞 1 15 16
31 イワオ 巌ヲ 普通名詞 1 2 3
32 ナル 成ナル ○ 動詞 1 51 52
33 ホラ 宝ウ螺 普通名詞 1 0 1










































用例 巻12 全体 用例（読み） 数 用例（読み） 数 用例（読み） 数 用例（読み） 数 用例（読み） 数 用例（読み） 数 用例（読み） 数
1 ナンジ 汝ヂ 20 261
2 ムカシ 昔シ 5 33
3 マタ 亦タ 4 5
4 サトリ 智リ 3 45 智（シル） 1
5 ヨル 夜ル 2 56 夜（ヨ） 314 夜（ヤ）内2例接尾辞 20
6 タテマツル 奉ツ 2 19 奉（ウケタマワル） 11
7 タビ 度ビ 2 6 度（ド） 78
8 ヒトエニ 偏ヘ 2 5
9 カタチ 形チ 1 119
10 シルシ 験シ 1 26 験（ゲン） 10 験（ゲンズル） 6
11 モノ 者ノ 1 22 者（シャ・ジャ） 115 者（ハ）係助詞 3
12 ノチ 後チ 1 16 後（ウシロ） 80 後（シリエ：後方） 38 後（シリ） 7 後（アト） 3 後（ゴ） 2 後（オクレル） 2 後（カ：彼） 1
13 ヒル 昼ル 1 16
14 タメ 為メ 1 13 為（スル） 839 為（ナス） 9 為（ヰ）お経の一部 4 為（イル）誤写か 1
15 アイダ 間ダ 1 12 間（マ） 36 間（ケン・ゲン） 30 間（ヒマ） 1 間（ヒラク） 1
16 ソモソモ 抑モ 1 12 抑（オサエル） 6
17 ヒト 人ト 1 9 人（ニン） 247 人（タリ） 84
18 タマタマ 適マ 1 9 適（カナウ）人名 1
19 ユメ 夢メ 1 9
20 キミ・ギミ 君ミ 1 7 君|達（キン|ダチ） 41
21 シルシ 注シ 1 6 注（シルス） 4
22 トモ・ドモ 共モ 1 5
23 ヒジリ 聖リ 1 4 聖（ショウ） 1
24 カズ 員ズ 1 3
25 ココロ 心ロ 1 3 心（シン・ジン） 20
26 アラズ 非ラ 1 3 非（トガ） 1
27 ツユ 露ユ 1 2
28 ヨワイ 齢ヒ 1 2
29 イウ 云イ 1 1
30 ナガイ 永ガ 1 1
31 イワオ 巌ヲ 1 1 巌（イワ） 4
32 ナル 成ナル 1 1 成（ナス） 63



















表 2 捨て仮名表記の語と捨て仮名がない表記の語 
 

















                 （巻第十七「比叡山僧依虚空蔵助得智語第三十三」） 
（3）夜ル薪ヲ拾テ、火ヲ打テ木ヲ焼ク間、夜深更テ、… 




















































































23 スコシ 少シ 副詞
24 モシ 若シ 副詞
25 モッパラ 専ラ 副詞
20 イカニ 如何ニ 副詞
21 シカ 然 副詞
22 シバラク 暫ク 副詞
17 オロカ 愚カ 形状詞
18 タイラカ 平ラカ 形状詞
19 イカデ 如何デ 副詞
11 メグリ 巡リ 普通名詞
15 アキラカ 明ラカ 形状詞
16 オオキ 大キ 形状詞




14 ヒカリ 光 普通名詞
4 チカイ 誓イ 普通名詞
7 チギリ 契リ 普通名詞
8 ナガレ 流レ 普通名詞
普通名詞
13 ケムリ 煙 普通名詞
6 サトリ 悟リ 普通名詞
頻度
1 アワレ 哀レ 普通名詞/形状詞可能
2 イトナミ 営ミ 普通名詞
3 オモイ 思イ 普通名詞
































３．５．『今昔物語集』巻 12 における捨て仮名の機能 
3.2 節から 3.4 節まで、『今昔物語集』巻 12 を対象とした捨て仮名に関する調査結果を見










読み 全訓 種類 数 今昔あり
1 ムカシ 昔シ 6 ○
2 イノチ 命チ 6
3 トキ 時キ 5 ○
4 ナンジ 汝チ 4 ○
5 トシゴロ 年シコロ／年シ來ロ 4
6 タビ 度ヒ 4 ○
7 ミル ○ 見ミ 3
8 ホトケ 佛ケ 3 ○
9 ノチ 後チ 3 ○
10 モロモロ 諸ロ 3
11 アイダ 間ダ 3 ○
12 ニョシキ ○ 女職シキ 2
13 トク ○ 説ト 2
14 ロウ ○ 樓ロウ 1
15 ラク ○ 樂ラク 1
16 カンバツ ○ 旱魃ハツ 1
17 チュウトウ ○ 偸チウ盜タウ 1
18 ラン ○ 亂ラン 1
19 ヨウモウ ○ 楊ヤウマウ 1
20 ワレ ○ 我ワレ 1
21 リヤク 利益ク 1
22 ヨルヒル 夜ルヒル 1
23 ヨル 夜ル 1 ○
24 ヨ ○ 世ヨ 1
25 ヨシ 由シ 1
26 ヨウゴ 擁護コ 1
27 ミ|ナ ○ 御ミ|名 1
28 ミチシルベ 道チシルベ 1
29 ミチ 道チ 1
30 サキ 前キ 1 ○
31 フチュウ ○ 不注チウ 1
読み 全訓 種類 数 今昔あり
32 ハヤシ 林シ 1
33 ナニゴト ○ 何ナニコト 1
34 トモ ○ 共トモ 1
35 ノリ ○ 説ノリ 1
36 トシ 年シ 1 ○
37 トコロ 所ロ 1 ○
38 メ ○ 妻メ 1
39 チョク ○ 勅チヨク 1
40 フボ ○ 父フ母ホ 1
41 チチハハ 父チ母ハ 1
42 タマウ ○ 給タマ 1
43 タグイ 類クヒ 1 ○
44 ハベル ○ 侍ハムヘリ 1 ○
45 コト ○ 殊コト 1
46 コ ○ 子コ 1
47 シシ ○ 完シヽ 1
48 スガタ ○ 躰スカタ 1
49 カミ 髪ミ 1
50 カゼ 風ゼ 1
51 カズ 數ス 1
52 オトコ ○ 男ヲトコ 1 ○
53 ナンガン ○ 男ナム官クワン 1
54 オケ ○ 桶ヲケ 1
55 イマ 今マ 1 ○
56 ヒト|タビ 一ト|度ビ 1
57 ワレ 我レ 7
58 タトエ 喩ヒ 2
59 イヨイヨ 彌ヨ 1
60 ウエ 上ヘ 1 ○
61 オノオノ 各ノ 1 ○
62 カタチ 形チ 1 ○
総計 104






















持つ語は 62 種類となった。 



















昔あり」に「○」としたもので、18 種類あった。『今昔物語集』は 58 万短単位超であるの
に対して『法華百座聞書抄』は約 2 万短単位（ともに延べ語数）と資料規模は 30 分の 1 程



























集』（本朝部）の 30 分の 1 程度の規模である『法華百座聞書抄』の捨て仮名は 3 分の 1 弱
しかカバーされないことが明らかになった。これは、捨て仮名（ないし捨て仮名的な表記）
のありようは資料によって異なり、その結果として前処理のみで網羅的に処理することは
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総数 330,942    
「…が聞く」 18,860 97 67 76 
「…を聞く」 211,825 97 15 46 
「…に聞く」 70,570 94 3 88 







名詞＋助詞情報 件数 ④能力や機能を発揮する ⑤利用できる、可能である ⑥技能がすぐれている 
総数 31,687    
「…が効く」 10,630 79 22 1 
「…を効く」 1,096 87 11 0 
「…に効く」 7,467 100 0 0 
「…で効く」 1,544 100 3 0 
 
〈表３〉動詞「利く」のコロケーション上位 100に見られる意味（数値は述べ語数） 
名詞＋助詞情報 件数 ④能力や機能を発揮する ⑤利用できる、可能である ⑥技能がすぐれている 
総数 10,674    
「…が利く」 4,978 56 46 4 
「…を利く」 1,793 49 36 1 
「…に利く」 1,013 68 48 4 





























総数 14,702       
「…がきく」 4,980 13 0 9 42 45 0 
「…をきく」 6,163 64 10 33 14 11 0 
「…にきく」 2,458 34 1 58 22 25 0 















2.2.2	 「聞く」の場合	 	 
〈表５〉動詞「が聞く」のコロケーション頻度上位 100と日本語母語話者・日本語学習者
の判断の一致数 
	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 8 3 0 4 0 10 0 7 
上位 50 12 1 0 2 0 8 0 9 
上位 75 13 1 0 2 0 6 0 10 
上位 100 13 0 0 2 0 3 0 10 
100位以下 54 0 0 1 0 6 0 15 
     
〈表６〉動詞「を聞く」のコロケーション頻度上位 100と日本語母語話者・日本語学習者
の判断の一致数 
	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 21 18 0 3 0 0 0 0 
上位 50 21 8 0 10 0 0 0 0 
上位 75 17 9 0 7 0 0 0 0 
上位 100 18 7 0 2 0 0 0 0 










	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 12 10 0 6 0 1 0 6 
上位 50 15 4 0 4 0 7 0 3 
上位 75 14 1 0 7 0 3 0 3 
上位 100 10 1 0 3 0 4 0 0 




	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 16 8 0 5 0 5 0 0 
上位 50 13 7 0 10 0 5 0 0 
上位 75 15 2 0 14 0 1 0 0 
上位 100 14 1 0 11 0 5 0 0 





2.2.3	 「効く」の場合	 	 
〈表９〉動詞「が効く」のコロケーション頻度上位 100と日本語母語話者・日本語学習者
の判断の一致数 
	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 21 11 0 4 0 6 0 2 
上位 50 16 1 0 2 0 6 0 8 
上位 75 14 0 0 2 0 4 0 7 
上位 100 14 0 0 1 0 4 0 4 




	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 0 0 16 0 7 1 0 7 
上位 50 0 0 10 0 10 0 0 0 
上位 75 0 0 5 0 10 0 0 0 
上位 100 0 0 3 0 7 0 0 0 










	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 24 6 0 8 0 5 0 5 
上位 50 14 4 0 8 0 4 0 7 
上位 75 10 1 0 1 0 6 0 1 
上位 100 12 0 0 0 0 7 0 0 




	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 5 0 12 5 3 6 0 6 
上位 50 0 0 3 1 12 3 0 6 
上位 75 0 0 5 0 9 0 0 6 
上位 100 3 0 1 0 6 0 0 6 





2.2.4	 「利く」の場合	 	 
〈表 13〉動詞「が利く」のコロケーション頻度上位 100と日本語母語話者・日本語学習者
の判断の一致数 
	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 22 4 2 9 0 8 0 0 
上位 50 17  0 5 2 0 6 0 12 
上位 75 8 0 5 1 0 2 0 4 
上位 100 5 0 9 0 0 1 0 2 
100位以下 15 0 12 0 0 2 0 14 
     
〈表 14〉動詞「を利く」のコロケーション頻度上位 100と日本語母語話者・日本語学習者
の判断の一致数 
	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 4 1 13 0 4 3 0 2 
上位 50 1 0 7 0 10 0 0 2 
上位 75 2 0 1 0 10 1 0 4 
上位 100 0 0 1 0 5 0 0 0 
100位以下 0 0 3 0 39 1 0 2 









	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 8 1 11 1 0 5 0 8 
上位 50 3 0 9 3 0 0 0 6 
上位 75 1 0 9 0 0 1 0 6 
上位 100 2 0 7 0 0 0 0 4 




	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 0 0 11 0 5 4 0 6 
上位 50 0 0 1 0 9 2 0 5 
上位 75 0 0 2 0 8 0 0 3 
上位 100 0 0 2 0 9 0 0 2 
100位以下 1 0 13 0 39 0 0 2 
	 
	 





	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 20 6 0 5 0 4 0 4 
上位 50 19 3 0 1 0 5 0 7 
上位 75 13 1 0 3 0 3 0 6 
上位 100 17 0 0 1 0 2 0 5 
100位以下 31 0 0 0 0 2 0 21 




	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 17 9 0 4 0 1 0 7 
上位 50 18 6 0 5 0 3 0 4 
上位 75 19 3 0 5 0 5 0 5 
上位 100 13 0 0 1 0 4 0 7 
100位以下 33 0 0 0 0 14 0 17 
  







	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 19 2 0 7 0 7 0 6 
上位 50 19 3 0 5 0 7 0 5 
上位 75 14 2 0 3 0 9 0 2 
上位 100 16 0 0 3 0 6 0 5 




	  判定 
順位 
4点 3点 2点 1点 
母語話者 学習者 母語話者 学習者 母語話者 学習者 母語話者 学習者 
上位 25 15 1 1 7 0 7 0 2 
上位 50 3 0 5 2 0 4 0 5 
上位 75 7 0 3 0 0 0 0 4 
上位 100 3 0 7 0 0 0 0 1 

























ィヤ スランジ ディルーシャ・グルミラ アリモヴァ(2013)「５言語の“丁寧”の意味・



























A Quantitative Analysis of Respectful Verbs to Addressees of 
Conversations in Taiyo Corpus 













調査に利用するコーパスは、1895（明治 28）年から 1928（昭和 3）年まで刊行された総
合雑誌『太陽』をコーパス化した『太陽コーパス』である。『太陽コーパス』には、1895・


























者数（異なり）を刊行年別に示したものが表 1 である。 










表 2 調査対象とする動詞の尊敬待遇表現形式 
 
この検索条件にマッチしたレコードから手作業により調査対象である形式を選別した。
各形式の粗頻度と 1 万語あたりの相対頻度（括弧内）を示したものが表 3・表 4 である。命
令形5をとる場合とそれ以外では出現する形式に偏りがあるため、表 3 に命令形以外をとる
場合、表 4 に命令形をとる場合を分けて示した。 
                                                   





1895 1901 1909 1917 1925 通年
延べ語数 41704 53124 96412 76562 31678 299480
作品数 15 13 21 22 22 93

























表 3 動詞の尊敬待遇表現形式の頻度（命令形以外） 
 











説明変数とする位相は次の①～④の 4 種類である。 
①年 
該当形式が出現する雑誌の刊行年である。コーパスの XML 雑誌タグの年属性値に




種に分類し、「男・女」の 2 種に該当するレコードを分析対象とした。 
③話者階層 
該当形式が出現する会話の話者の社会的階層である。コーパスには話者階層に関
御〜なさる 48 (11.5) 57 (10.7) 65 (6.7) 47 (6.1) 9 (2.8) 226 (7.5) 
御〜だ 59 (14.1) 69 (13.0) 41 (4.3) 35 (4.6) 18 (5.7) 222 (7.4) 
おっしゃる 24 (5.8) 38 (7.2) 31 (3.2) 46 (6.0) 20 (6.3) 159 (5.3) 
〜てくださる 29 (7.0) 33 (6.2) 32 (3.3) 31 (4.0) 18 (5.7) 143 (4.8) 
御〜になる 22 (5.3) 14 (2.6) 25 (2.6) 41 (5.4) 35 (11.0) 137 (4.6) 
〜なさる 18 (4.3) 23 (4.3) 30 (3.1) 22 (2.9) 4 (1.3) 97 (3.2) 
〜ていらっしゃる 6 (1.4) 12 (2.3) 11 (1.1) 36 (4.7) 4 (1.3) 69 (2.3) 
なさる 7 (1.7) 4 (0.8) 22 (2.3) 15 (2.0) 6 (1.9) 54 (1.8) 
いらっしゃる 2 (0.5) 2 (0.4) 20 (2.1) 20 (2.6) 6 (1.9) 50 (1.7) 
御〜あそばす 10 (2.4) 4 (0.8) 12 (1.2) 7 (0.9) 0 (0.0) 33 (1.1) 
御〜くださる 2 (0.5) 4 (0.8) 15 (1.6) 6 (0.8) 5 (1.6) 32 (1.1) 
〜たまう 7 (1.7) 6 (1.1) 6 (0.6) 1 (0.1) 0 (0.0) 20 (0.7) 
計 234 (56.1) 266 (50.1) 310 (32.2) 307 (40.1) 125 (39.5) 1242 (41.5) 
1909 1917 1925 通年1895 1901
〜てくださる 33 (7.9) 21 (4.0) 82 (8.5) 53 (6.9) 20 (6.3) 209 (7.0) 
御〜なさる 30 (7.2) 27 (5.1) 62 (6.4) 33 (4.3) 24 (7.6) 176 (5.9) 
〜たまう 23 (5.5) 9 (1.7) 51 (5.3) 63 (8.2) 17 (5.4) 163 (5.4) 
御〜 31 (7.4) 37 (7.0) 32 (3.3) 21 (2.7) 18 (5.7) 139 (4.6) 
〜なさる 6 (1.4) 6 (1.1) 21 (2.2) 7 (0.9) 2 (0.6) 42 (1.4) 
御〜くださる 7 (1.7) 1 (0.2) 18 (1.9) 5 (0.7) 7 (2.2) 38 (1.3) 
いらっしゃる 0 (0.0) 0 (0.0) 5 (0.5) 7 (0.9) 3 (0.9) 15 (0.5) 
〜ていらっしゃる 1 (0.2) 0 (0.0) 1 (0.1) 9 (1.2) 4 (1.3) 15 (0.5) 
なさる 2 (0.5) 2 (0.4) 2 (0.2) 2 (0.3) 1 (0.3) 9 (0.3) 
おっしゃる 3 (0.7) 0 (0.0) 3 (0.3) 1 (0.1) 2 (0.6) 9 (0.3) 
御〜あそばす 5 (1.2) 0 (0.0) 2 (0.2) 1 (0.1) 0 (0.0) 8 (0.3) 
計 141 (33.8) 103 (19.4) 279 (28.9) 202 (26.4) 98 (30.9) 823 (27.5) 

























中、382 レコードを学習用、100 レコードを評価用とした。 
ランダムフォレストによって得られた分類ルールによる形式の分類実験の結果を表 5、説
明変数（位相）の重要度を図 1 に示す。 
表 5 分類実験の結果（命令形以外） 
 
                                                   
6 http://www.r-project.org/ 
7 スクリプト作成では金（2009）、石田・小林（2013）等を参照した。 
〜てくださる 〜なさる おっしゃる 御〜だ 御〜なさる 御〜になる
〜てくださる 1 0 2 10 7 0
〜なさる 0 5 0 2 3 0
おっしゃる 1 1 4 2 7 0
御〜だ 0 3 2 9 5 0
御〜なさる 2 3 3 0 16 0







図 1 説明変数の重要度（命令形以外） 
表 5 の分類実験の正解率は 35%と非常に低く、位相による形式の分類ルール作成は事実
上失敗している。これは、6 形式の選択では 4 種の位相の影響力は限定的であることを意味
する。ただし、こうした分類ルール作成の過程においてではあるが、図 1 から 4 種の位相
のうち年と口語文体が他の位相と比べて重要度が高いという結果が得られた。重要度上位 2
位の各位相でどの形式が選択されやすいのか見るため、年別の形式比率を図 2 に、口語文
体別の形式比率を図 3 に示す。 
  
    図 2 年別の形式比率（命令形以外）        図 3 口語文体別の形式比率（命令形以外） 







られた分類ルールによる形式の分類実験の結果を表 6、説明変数（位相）の重要度を図 4 に
示す。 
                                                   
8 当時の動詞の尊敬待遇表現形式の主な経年変化として、「御～なさる」の頻度の減少と「御～になる」の
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表 6 分類実験の結果（命令形） 
 
 
図 4 説明変数の重要度（命令形） 
表 6 の分類実験の正解率は 55%で、命令形以外よりは高い値ではあるものの、分類ルー
ルの作成に成功しているとは言い難い。命令形以外ほどではないにせよ、命令形において
も、6 形式の選択に 4 種の位相はそれほど大きな影響力を持たないことがわかる。 
また、図 4 から、4 種の位相のうち、重要度の高いものは第一に口語文体、次いで年と話
者性別という結果が得られた。命令形以外の場合とは順位が異なることは注意される。重
要度上位 3 位の各位相でどの形式が選択されやすいのか見るため、口語文体別の形式比率
を図 5 に、年別の形式比率を図 6 に、話者性別別の形式比率を図 7 に示す。 
   
図 5 口語文体別の形式比率（命令形）           図 6 年別の形式比率（命令形） 
〜たまう 〜てくださる 〜なさる 御〜 御〜くださる 御〜なさる
〜たまう 26 0 0 0 0 0
〜てくださる 7 16 0 1 0 4
〜なさる 3 2 1 2 0 1
御〜 4 0 0 7 0 0
御〜くださる 0 6 0 0 0 0
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図 7 話者性別別の形式比率（命令形） 
例えば、図 5 から「ございます体」では「～てくださる」が、「ですます体」では「～て
くださる」「御～なさる」が、「その他」では「～たまう」が選択されやすく、図 6 からは



















石田基広・小林雄一郎（2013）「第 10 章 方言データのテキストマイニング 「茸」のア
クセントパターンを例に」『R で学ぶ日本語テキストマイニング』ひつじ書房、pp.173-190 




































Study of Sentence Final-Form “kanji-da” and “kanji-ga-suru” 




















・「感じ＋助動詞」 7325 例 
キー: (語彙素 = "感じ" AND 語彙素読み = "カンジ" AND 品詞 LIKE "名詞%") AND 後方
共起: 品詞 LIKE "助動詞%" ON 1 WORDS FROM キー WITH OPTIONS unit="1" AND 
tglWords="50" AND limitToSelfSentence="0" AND endOfLine="CRLF" AND tglKugiri="" AND 
encoding="UTF-8" AND tglFixVariable="2"  
・「感じ＋（助詞）＋スル」 2729 例 
キー: (語彙素 = "感じ" AND 語彙素読み = "カンジ" AND 品詞 LIKE "名詞%") AND 後方
共起: (品詞 LIKE "動詞%" AND 語彙素 = "為る") WITHIN 3 WORDS FROM キー WITH 
OPTIONS unit="1" AND tglWords="50" AND limitToSelfSentence="1" AND endOfLine="CRLF" 

























ももやすねの裏側の筋肉に力が入る感じです。  [PB34_00316] 
（5） ひよこ豆のカレーを食べてみました。感想は・・・まあ普通かなｗ ちょっと濃
厚な豆。でも肉の方がイイナー。尼さんになった気分だなー。って感じでした。 















はしませんでした。     [PB23_00189] 
（10） 信介がたずねると、トミちゃんはすこし首をかしげて、 「そうね、うまく言え
ないけれども、何かちょっと生気がないみたい。生気がないって言うより、迷ってい
るみたいな感じがするわ。    [OB1X_00023] 
（11） 一見、経路にはいっていない中央・篠ノ井・信越本線の名古屋市内―直江津間（三
百二十五．八ｋｍ）の乗車券と、妙高高原―直江津間の急行券を買えばよさそうな感




（12） a. 彼女なんですが、（中略）現在は咳が出て声が出にくそうな感じです。 
 b. ? 彼女なんですが、（中略）現在は咳が出て声が出にくそうな感じがします。 
 











 D-1. 述部が、主語で表されたものの身体的感覚を述べるもの。 



































図書館 書籍 833 (15.3%) 614 (25.6%) 1447 (18.4%)
書籍 627 (11.5%) 477 (19.9%) 1104 (14.1%)
雑誌 206 (03.8%)  86 (03.6%) 292 (03.7%)
新聞  22 (00.4%)   6 (00.2%)  28 (00.4%)
ブログ 2049 (37.6%) 564 (23.5%) 2613 (33.3%)
知恵袋 1520 (27.9%) 449 (18.7%) 1969 (25.1%)
ベストセラー 135 (02.5%)  92 (03.8%) 227 (02.9%)
国会会議録  56 (01.0%)  98 (04.1%) 154 (02.0%)
広報誌   2 (00.0%) 11 (00.5%)  13 (00.2%)
教科書  5 (00.2%)   5 (00.1%)










図 1 「感じダ」の使われるレジスター 
 




図 2 「感じがスル」の使われるレジスター 
 
































新屋映子 (1989) 「”文末名詞”について」『国語学』159 
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村木新次郎 (1991) 『日本語動詞の諸相』ひつじ書房 
 







柏野 和佳子（国立国語研究所 言語資源研究系） 
Words that Need to Be Taught as "Written Language":  
Analysis of the BCCWJ 
Mari Kida （The Japan Foundation Japanese-Language Institute,Urawa） 


















2012 年度日本語教育指導者養成プログラム1の学生 4 人が、大学院の授業における課題や
レポート、研究論文などのアカデミックな文章として書いた合計 72 文書から抽出した。調
査対象とした文書は、2012 年 11 月から 2013 年 3 月末までの約 5 か月間、1 年間の大学院
















2日本語能力試験は、2010 年に新しく改定され、1 級～4 級の 4 段階評価だったのを、N1~N5 の 5 段階評価




















の→ という  
混合という問題 
152 などという質問があった という→ の などの質問 
24 インドネシア人学習者には外国語はともかく、 「は」を取る 学習者は外国語はともかく 
224 大学入学試験の科目に入っておらず 「は」の挿入 科目には入っておらず 
82 日本語の学習の動機になり N の N → NN 日本語学習の動機 
257 大学の 2 学期試験を受けた 1年生は NN → N の N 2 学期の試験 
51 一番人気なのは日本語だった －な→－がある 人気がある 






170 2 回ともテーマが絞られなくて なくて→ず 絞られず 
 
 レポートなどの文体には、受身表現のほうがふさわしい場合がある例（抽出番号 265 番）、
「～という」と「の」の適切な選択（22 番と 152 番）、「は」の挿入が必要な場合とそうで
ない例（24 番と 224 番）、「の」の挿入に関する例（82 番と 257 番）、「－な」「－の」のい










 本章では、前節でとりあげた①～③の 3 点について、実際の書き言葉における使用実態






３．１ 「N の N」か「NN」か 





かれる場合が多い。今回、「の」を省くべきと修正された事例は表 2 に示すとおり、8 件あ
った。一方、学習者にとってはその「の」が冗長であるのか否かという判断が時に難しく、
「の」を省くべきではない事例も収集されている。表 3 の 6 件である。 
 
表 2 「N の N」から「NN」への修正例 
 
表 3 「NN」から「N の N」への修正例 
 
表 2 と表 3 には、「N の N」および「NN」の表現形式の BCCWJ における頻度を示してい
る。一方の頻度が高い場合は高い方に色をつけて強調する。なお、原文通りの表現である
「大学生の生活」および、「大学生生活」はいずれも頻度は 0 であったため、表 2 の 139 番
は、「大学の生活」「大学生活」で検索をして得た頻度を示している。表 2 の 633 番はいず
れも 0 であるが、「口頭」を「発表」に変えて検索をしてみると、「発表の練習」は頻度 1、
「発表練習」は頻度 4 という結果が得られ、やや「NN」の方が多いことが確認できる。よ
って、表 2 に関しておおむね「NN」の頻度が高いという結果が得られる。 
しかしながら、表 3 は、95 番以外は、ほとんど BCCWJ に用例がない。「NN」よりも適




不足」「証人の不足」で頻度 2、「職人不足」で頻度 1、402 番に関しては、「勉強の仕方（し
方・しかた）」で頻度 42、「勉強仕方（し方・しかた）」で 0、785 番に関しては、「学校の雰





表 2 の 340 番の「蛇の年」などの例である。この場合、まず、「蛇の年」「蛇年」は、「巳年」
抽出番号 修正箇所の用例　（【　】が修正箇所） 「NのN」の頻度 「NN」の頻度
82 【日本語の学習】の動機になり 13 46
94 そのイベントは【毎年の2月】に開かれ 3 524
126 【日本語の教育】の中心は 4 95
139 【大学生の生活】を送った時に 3 68
252 大使館に【就職の希望者】はN2合格者を要求する 0 33
340 2013年は【蛇の年】で 10 521
455 【研究のデータ】によると 1 23
633 【口頭の練習】としては教師からの質問に答える形が主である 0 0
抽出番号 修正箇所の用例　（【　】が修正箇所） 「NのN」の頻度 「NN」の頻度
95 日本語学習者の【交流場】という目的を持っている 136 0
257 大学の【2学期試験】を受けた1年生は 0 4
268 大学院課程に指導できる【修士不足】 0 0
402 データの【収集し方】を見てみると 1 0
785 慣れない【授業雰囲気】 0 0








































習者のレポートにおいても、次の表 4 の 51 番に示すように、「人気な」から「人気がある」
への修正が行われていた。 
さらに、上記 1)と 2)の「人気」の例では、「―な」「―の」の形に文体差はなく感じられ
るが、今回の調査結果には、表 4 の 347 番から 710 番までの例に示すように、「―な」から






























で検索を行う。ここでは、表 5 の 100 番と 435 番より、「できなく」と「できず」の組と、
170 番や 363 番のような用例をできるだけ調べるために、「なくて」（「なく、」を含む）
と「ず、」の組を取り上げ、その文体差を BCCWJ のレジスタ別に分析してみることにする。 
 












科書，広報紙，新聞]，中[書籍]，軟[雑誌，Web データ]の 3 つに区分し、それぞれの使用頻
度を求める。その結果を、表 6、表 7 に示す。 
表 6、表 7 では、出現率を、サブコーパス別に、使用頻度を 100 万語あたりで正規化した
数値（PMW）で求めている。それから硬、中、軟別に出現率の平均を求め、硬、中、軟別






























































表 6 「できなく」と「できず」の[硬中軟]別の出現率の比較 
 
表 7 「なくて」と「ず、」の[硬中軟]別の出現率の比較 
 
硬軟 サブコーパス 頻度 語数 出現率(PMW) 比率
出版・新聞 26 1061729 24.5
特定目的・教科書 19 928448 20.5
特定目的・広報紙 106 3755161 28.2
特定目的・白書 42 4685801 9.0
20.5
出版・新聞 59 1061729 55.6
特定目的・教科書 19 928448 20.5
特定目的・広報紙 39 3755161 10.4
特定目的・白書 47 4685801 10.0
24.1
出版・書籍 1053 28348233 37.1
図書館・書籍 1025 30377866 33.7
特定目的・ベストセラー 125 3742261 33.4
34.8
出版・書籍 964 28348233 34.0
図書館・書籍 914 30377866 30.1
特定目的・ベストセラー 117 3742261 31.3
31.8
出版・雑誌 139 4242224 32.8
特定目的・ブログ 247 10101397 24.5
特定目的・知恵袋 499 10162945 49.1
35.4
出版・雑誌 104 4242224 24.5
特定目的・ブログ 307 10101397 30.4























硬軟 語 サブコーパス 頻度 語数 出現率(PMW) 比率
出版・新聞 34 1061729 32.0
特定目的・教科書 17 928448 18.3
特定目的・広報紙 25 3755161 6.7
特定目的・白書 10 4685801 2.1
14.8
出版・新聞 535 1061729 503.9
特定目的・教科書 44 928448 47.4
特定目的・広報紙 450 3755161 119.8
特定目的・白書 379 4685801 80.9
188.0
出版・書籍 1540 28348233 54.3
図書館・書籍 1703 30377866 56.1
特定目的・ベストセラー 285 3742261 76.2
62.2
出版・書籍 10644 28348233 375.5
図書館・書籍 13127 30377866 432.1
特定目的・ベストセラー 1820 3742261 486.3
431.3
出版・雑誌 251 4242224 59.2
特定目的・ブログ 1044 10101397 103.4
特定目的・知恵袋 1893 10162945 186.3
116.3
出版・雑誌 1454 4242224 342.7
特定目的・ブログ 2522 10101397 249.7

























































































































趙 海城（明星大学 人文学部） 
On the Japanese Compound-Postpositions: "N wo tsuuzite" vs. "N wo 
tooshite" 
ZHAO Haicheng (Meisei University) 
 
１．はじめに 





















































































 ・5 日間を通しての会議で、様々な意見が交換された。 


























 ・熱帯地方では 1 年を通じて寒暖の差があまり大きくない。 






資料：「現代日本語書き言葉均衡コーパス」(以下 BCCWJ と呼ぶ)を使用した。BCCWJ は






指定し、キーを名詞に指定することにより、「N を(通し/とおし/透し/とほし) て」、「N を(通
じ/つうじ) て」をすべて検索した。各レジスターの割合及びヒットした用例数は表１の通
りである。 




「N を通して」は 4416 例3で、N の異なり語数は 1613 個だった。「N を通じて」は 5015
例4で、N の異なり語数は 1655 個だった。 
N が 5 回以上出現した「N を通して」は 2333 例で、N の異なり語数は 147 個だった。
同じく N が 5 回以上出現した「N を通じて」は 2933 例で、N の異なり語数は 190 個だっ
た。本稿では N が 5 回以上出現した用例を分析対象とした。 
 
















白書 法律 韻文 合計 
％ 60.3 4.1 1.0 9.8 0.9 3.6 4.9 9.8 4.5 1.0 0.2 100.0 
通じて 3021 119 87 188 60 279 326 61 852 22 ０ 5015 
％ 60.2 2.4 1.7 3.7 1.2 5.6 6.5 1.2 17.0 0.4 0.0 100.0 
頻度 48.4 28.1 81.9 18.6 64.6 74.3 63.9 6.0 181.8 20.4 0.0 48.4 
通して 3286 187 49 175 86 307 73 159 93 ０ １ 4416 
％ 74.4 4.2 1.1 4.0 0.0 1.9 7.0 1.7 3.6 0.0 0 100.0 
頻度 52.6 44.1 46.2 17.3 1.1 22.9 60.2 7.2 33.9 0.0 4.4 42.6 
 
                                                   
3 【N＋を通して 4416 例】の検索条件式 
キー: 品詞 LIKE "名詞%" AND 後方共起: (語彙素読み = "ヲ" AND 品詞 LIKE "助詞-格
助詞%") ON 1 WORDS FROM キー AND 後方共起: 語彙素 = "通す" ON 2 WORDS 
FROM キー AND 後方共起: (語彙素読み = "テ" AND 品詞 LIKE "助詞-接続助詞%") ON 
3 WORDS FROM キー WITH OPTIONS unit="1" AND tglWords="20" AND 
limitToSelfSentence="1" AND endOfLine="CRLF" AND tglKugiri="|" AND 
encoding="UTF-8" AND tglFixVariable="2" 
4 【N＋を通じて 5015 例】の検索条件式 
キー: 品詞 LIKE "名詞%" AND 後方共起: (語彙素読み = "ヲ" AND 品詞 LIKE "助詞-格助
詞%") ON 1 WORDS FROM キー AND 後方共起: 語彙素 = "通ずる" ON 2 WORDS 
FROM キー AND 後方共起: (語彙素読み = "テ" AND 品詞 LIKE "助詞-接続助詞%") ON 3 
WORDS FROM キー WITH OPTIONS unit="1" AND tglWords="20" AND 








図１ サブコーパス別の 100 万語あたり「Ｎを通じて」「Ｎを通して」の出現頻度 
  





















先ほど触れたように、「N を通して」における N の出現頻度が 5 回以上のものは 147 個
で、2333 例であった。この 147 個のＮの意味分類は 91 種類で、そのうち、「N を通して」
だけの意味分類は 35 種類で、N の異なり語数は 45 個で、用例数は 677 例であった。表 2
は「N を通して」だけに前接する名詞の意味分類及び名詞例を示している。 
                                                   
6国立国語研究所(2004)『分類語彙表―増補改訂版』大日本図書 
 
書籍 雑誌 新聞 ブログ 教科書 広報誌
国会会
議録
知恵袋 白書 法律 韻文
N+を通じて 48.4 28.1 81.9 18.6 64.6 74.3 63.9 6.0 181.8 20.4 0.0






































自然 1.5010 光 映像( 9)、 9 
身体 1.5601 頭・目鼻・顔 目( 246)、眼( 25)、口( 18)、 289 
1.5603 手足・指 腕( 5)、手( 5)、 10 
1.5604 膜・筋・神経・内臓 胎盤( 6)、 6 
1.5605 皮・毛髪・羽毛 皮膚( 6)、 6 
物質 1.5120 空気 空気( 8)、 8 
1.5151 風 風( 7)、 7 








家族 1.2130 子・子孫 子ども( 6)、 6 
人間 1.2020 自他 自分( 5)、 5 












言語 1.3100 言語活動 主張( 6)、 6 
1.3151 書き 記録( 5)、 5 
行為 1.3410 身の上 独身( 8)、 8 
心 1.3001 感覚 五感( 5)、感覚( 11)、 16 
1.3020 好悪・愛憎 鑑賞( 6)、 6 
1.3070 意味・問題・趣旨など 問題( 7)、 7 
1.3071 論理・証明・偽り・誤り・訂正 筋( 17)、 17 
生活 1.3331 食生活 食( 7)、食事( 5)、 12 
1.3371 旅・行楽 旅( 6)、 6 








衣料 1.4200 衣料・綿・革・糸 糸( 10)、 10 
1.4240 そで・襟・身ごろ・ポケットなど 袖( 11)、 11 
機械 1.4610 鏡・レンズ・カメラ カメラ( 7)、レンズ( 28)、眼
鏡( 5)、フィルター( 20)、 
60 
資材 1.4120 木・石・金 ガラス( 14)、 14 
1.4160 コード・縄・綱など ワイヤー( 5)、紐( 5)、 10 
住居 1.4440 屋根・柱・壁・窓・天井など 壁( 8)、窓( 17)、 25 






空間 1.1741 上下 下( 5)、 5 
1.1750 面・側・表裏 画面( 6)、 6 
形 1.1800 形・型・姿・構え 姿( 10)、 10 
1.1830 穴・口 穴( 13)、 13 
時間 1.1635 朝晩 闇( 5)、 5 





量 1.1951 群・組・対 シリーズ( 7)、 7 
合計  677 
 
 「N を通して」だけに前接する名詞には和語が多いことが分かる。N の異なり語数 45 個
中、2 字漢語サ変可能名詞は 6 例だけであった。また、N の意味分類を見ると、「人間活動
主体」は「子供、自分、通訳」のような特定の人間を指していることが分かる。また、「人
間活動―精神及び行為」は「私的な活動、感覚」を表す名詞が多いことが分かる。よって、







「N を通じて」における N の出現頻度が 5 回以上のものは 190 個、2933 例であった。
190 個の名詞の意味分類は 103 種類で、そのうち、「N を通じて」だけの意味分類は 47 種
類、N の異なり語数は 62 個で、用例数は 493 例であった。表 3 は「N を通じて」だけに前
接する名詞の意味分類及び名詞例を示している。 
 


















自然 1.5030 音 音( 7)、 7 
天地 1.5210 天体 衛星( 7)、 7 








機関 1.2710 政府機関 政府( 5)、 5 
1.2720 公共機関 ＪＩＣＡ( 6)、 6 
1.2750 国際機構 国連( 6)、 6 
公私 1.2540 都会・田舎 地方( 14)、 14 
1.2550 政治的区画 県( 7)、 7 
社会 1.2620 現場 窓口( 7)、 7 
1.2630 社寺・学校 学校( 19)、大学( 8)、 27 
成員 1.2411 管理的・書記的職業 大臣( 5)、 5 












経済 1.3710 経済・収支 投資( 8)、予算( 5)、 13 
1.3760 取引 取引( 6)、貿易( 6)、 12 
1.3770 授受 提供( 9)、 9 
言語 1.3133 会議・論議 議論( 13)、会議( 7)、会談( 6)、協
議( 12)、審議( 8)、話し合い( 8)、 
54 





1.3161 目録・暦 番組( 5)、 5 
交わり 1.3541 奉仕 サービス( 5)、 5 
1.3542 競争 競争( 18)、試合( 5)、 23 
1.3551 戦争 戦争( 10)、 10 
事業 1.3801 生産・産業 開発( 9)、 9 
1.3833 興行 開催( 8)、 8 
1.3850 技術・設備・修理 整備( 10)、 10 
1.3852 扱い・操作・使用 利用( 9)、 9 
心 1.3040 信念・努力・忍耐 努力( 10)、 10 
1.3061 思考・意見・疑い 検討( 9)、 9 
1.3081 方法 手段( 12)、 12 
1.3082 制度・慣例 制度( 17)、 17 
待遇 1.3600 支配・政治 改革( 8)、 8 
1.3620 運営 運営( 5)、管理( 5)、 10 
1.3630 人事 選挙( 12)、 12 
1.3650 救護・救援 ＯＤＡ( 5)、援助( 7)、 12 






作用 1.1510 動き 運転( 6)、 6 
1.1523 巡回 サイクル( 6)、 6 
1.1550 合体・出会い・集合など 結合( 5)、 5 
1.1560 接近・接触・隔離 接触( 9)、 9 
1.1581 伸縮 拡大( 15)、 15 
1.1583 進歩・衰退 強化( 7)、向上( 5)、低下( 5)、 17 
事柄 1.1040 本体・代理 他( 7)、 7 
時間 1.1600 時間 時間( 5)、 5 
1.1650 順序 前半( 6)、 6 
1.1670 時間的前後 前後( 10)、 10 
存在 1.1220 成立 形成( 6)、 6 
類 1.1112 因果 影響( 6)、効果( 5)、 11 
1.1131 連絡・所属 連鎖( 6)、 6 
合計  493 
 

















 N を通して N を通じて 
行ラベル N の語種別個数 割合 N の語種別個数 割合 
外来語 535 12.1% 604 12.0% 
漢語 2510 56.8% 3595 71.7% 
記号 7 0.2% 30 0.6% 
固有語 88 2.0% 161 3.2% 
混種語 36 0.8% 29 0.6% 
和語 1240 28.1% 596 11.9% 
総計 4416 100.0% 5015 100.0% 
 
4．3．「N を通じて」と「N を通して」両方に前接する名詞 
N が 5 回以上出現した用例の中で、「N を通じて」と「N を通して」両者に共通するもの








上記共通する N の 79 語中、出現回数の開きが５回以上あった項目を図 2 で示す。 
 
 
図 2「N を通じて」と「N を通して」に共通するＮの比較（出現頻度の開き≧5 回） 
 
図 2 が示すように、「N を通じて」が多い項目は「生涯～参加」の 32 語で、「N を通して」
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「驚く」が 1926 例ヒットし、その中の 500 件が表示された。「名詞＋ニ＋驚く」は 245 例
で、使用率は 49％で、「名詞＋デ＋驚く」は 8 例あり、使用率は 1.6％である。 
「怯える」が 469 例ヒットした。「名詞＋ニ＋怯える」は 330 例で、使用率は 70.4％で、「名
詞＋デ＋怯える」は 14 例あり、使用率は 3.0％である。 
「苦しむ」が 1256 例ヒットし、その中の 500 件が表示された。「名詞＋ニ＋苦しむ」は 311
例で、使用率は 62.2％で、「名詞＋デ＋苦しむ」は 64 例あり、使用率は 12.8％である。 
「困る」が 1834 例ヒットし、その中の 500 件が表示された。「名詞＋ニ＋困る」は 203 例





「悩む」が 1966 例ヒットし、その中の 500 件が表示された。「名詞＋ニ＋悩む」は 170 例
で、使用率は 34.0％で、「名詞＋デ＋悩む」は 123 例あり、使用率は 24.6％である。 
「びっくり」が 778 例ヒットした。「名詞＋ニ＋びっくり」は 182 例で、使用率は 23.4％
で、「名詞＋デ＋びっくり」は 34 例あり、使用率は 4.4％である。 
「迷う」が 825 例ヒットし、その中の 500 件が表示された。「名詞＋ニ＋迷う」は 273 例










6.1 前接の名詞が A パターン人間の生活に関する類の場合 
日常生活を表す名詞の抽象度が低く、デ格しか使えなく、ニ格とデ格の交替が難しい。 
（1）Au の機種で悩んでいるんですけど…           （Yahoo!知恵袋 2005） 
（2）バックの色で悩んでいます。               （Yahoo!知恵袋 2005） 
（3）十一月挙式予定なのですが引き出物で悩んでいます。  （Yahoo!知恵袋 2005） 




                              （『サライ』小学館 2004） 
（5b）進路に悩んで、私は大学受験のため倉レの寮を出て… 
                       （中元輝夫『雑草の記』光陽出版社 2002） 
（6a）子育てで悩んでいます。                （Yahoo!知恵袋 2005） 
（6b）子育てに悩む親に対して情報提供をしたり… 
                 （衣川光正『ライブ解説職務論文文例集』公人社 2003） 
前接の名詞は病気に関する類の場合、デ格とニ格の交替ができる。 
（7a）こんな症状で悩んでいる人いませんか。          （Yahoo!知恵袋 2005） 
（7b）戦争の悲惨さから夢がみられなくなる症状に悩む。 


















 以上 A パターンのような、日常生活を描く抽象度の低い名詞の場合、デ格しか使えなく、
デ格とニ格の交替が難しいが、人間の生活を表す名詞や病名などの固有名詞は相対的に抽
象度が高くなり、デ格とニ格の交替ができるようになった。 




                  （『市政だより青葉区版』宮城県仙台市青葉区 2008） 
（10）上司や同僚との人間関係に悩んでいる人もいるでしょう。 
             （上原泰次『日々、夢に向かって邁進！』中央通信社 2003） 
（11）家族がネックになったり、家族との関係に悩んだり… 
        （東京都豊島区立男女平等推進センター編『男が語る一家族・家庭』1994） 
（12）人に接触する機会が多くて対人関係に悩む職業の方やセールスマンに多い傾向があ
ります。               （高野正博『大腸の病気』保健同人社 2002） 
 不足・欠乏 
（13）現在百九十 MB の RAN でリソース不足に悩んでいます。 （Yahoo!知恵袋 2005） 
（14）有効需要不足に悩んでいた日本経済にとって… 
                （高橋乗宣『「経済白書」で読む奇跡の 50 年』1995）  
（15）急速な少子化の進展で研究開発人材の不足に悩むみんなが… 
                     （『au・au』 マガジンハウス 2003） 
（16）住宅不足に悩む庶民へ住宅をという名目をかかげて、東知事の下で発足した。 
                 （伊東光晴『現代経済の変貌』岩波書店 1997） 
（17）急速な少子化の進展で研究開発人材の不足に悩むのは確実。 
                    （高藤康浩『勝つ工場』日本経済新聞社 2005） 
（18）イタリアでも税率を下げたくらいなのだが、歳入不足に悩むイギリス政府にとって    





                     （井上靖ほか編『昭和文学全集』小学館 1989） 
被害 
（21）知的財産権侵害に悩む各種業界団体らにより設立された任意団体。 
                        （警察庁『警察白書』行政 2003） 







            （風早正宏『ゼミナール経営管理入門』日本経済新聞社 2004） 
（24）各県ともいま地方活性化に悩んでいるが… 
                     （松谷みよ子『現代民話考』立風書房 1994） 
（25）円高や原材料価格の高騰に悩んでいるのは、自動車業界だけではない。 
                               （Yahoo!ブログ 2008） 
過疎 
（26）過疎に悩む山村においては、林業が活性化することは重要ではあるが… 
                    （西野寿章『山村地域開発論』原書房 2004） 
対人関係 
（27）家庭の不和になやまなければならない自らの宿命を転換することです。 
                    （池田大作『新・人間革命』聖教新聞社 1998） 
存在 
（28）怪物自身も、知性をもつがゆえに自分自身の存在に悩み、苦しむ。 
               （カレル・チャペック著小林恭ニほか『山椒魚戦争』1994） 
矛盾、ジレンマ 
（29）いつもそのジレンマに悩んで押し売りの前で首をひねるのだが… 
                       （藤沢周平『竹光始末』新潮社 2002） 
6.3 前接の名詞は C パターン対立関係、行為、事件を表す類 
 名詞の抽象度が高いことから、ニ格しか使えなく、ニ格とデ格の交替が難しい。 
（30）もともとこの制度は、地域の迷惑行為に悩む住民が… 
                  （山口ニ郎『ブレア時代のイギリス』岩波書店 2005） 
6.4 前接の名詞は D パターン心理、感情、感覚に関する類 
 同じく名詞の抽象度が高いため、ニ格とデ格の交替が難しい。 
（31）好きだから不安になる彼の本心に悩むあなたに 5 つのメッセージ… 
                 （近藤裕『「運命の人」に出会う 25 のレッセン』2001） 
（32）人は深い孤独に悩む。   
（吉村英夫ほか『ほろっと本音キラッと青春』アールズ出版 2002） 
（33）仕事全体が見えぬとき、無力感に悩み… 
                  （松山巖『手の孤独、手の力』中央公論新社 2001） 
（34）人は自分の非行を誰一人知る者がいなくても罪の意識に悩む。 
        （長野晃子『日本人はなぜいつも「申し訳ない」と思うのか』草思社 2003） 
6.5 名詞の抽象度が高いが、ニ格とデ格と交替ができる場合 
問題                       
（35）子供の非行、不良行為その他の問題で悩む保護者等から相談を受けて… 
                （『青少年白書』総務庁青少年対策本部 大蔵省印刷局） 
（36）深刻なごみ問題に悩む私たちの時代に… 
                （コリーヌ・ブレ『山猫の愛のように』読売新聞社 1997） 
ストレス 
（37）思い通りにいかないというストレスで悩んでいるときは頭が空めぐりしたり、血液
の循環が悪くなったりします。   （須藤和廣『めざせ！健康美容師』知道出版 2004） 
（38）健康な人がストレスに悩む場合にもきわめて有効なことがわかっています。 






（39）男性不信で悩んでいます。               （Yahoo!知恵袋 2005） 
（40）不信に悩むものは傷つき狂った動物のように… 
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応として、他動詞「伝える」もともに調査を行った。 











「伝わる」は 111 例4、「伝える」は 217 例抽出され、教科別に意味を分類すると以下のよ
うな結果となった(表 1)(表 2)。 
 
表1.　「伝わる」教科別分類
①-1-1 ①-1-2 ①-2 ② ③ ⑤ ⑥ 計
外国語 1 1
技術家庭 1 1
芸術 2 1 4 7
国語 1 7 9 2 2 4 25
社会 2 2 2 3 11 20
情報 1 3 1 5
数学 1 1
理科 41 5 5 51
計 46 5 15 11 5 14 15 111  
表2.　「伝える」教科別分類
① ② ③ ④ ⑤ 計
外国語 12 1 13
技術家庭 6 3 9
芸術 1 7 10 7 1 26
国語 39 3 3 1 46
社会 26 6 1 26 59
情報 13 13
数学 2 1 3
保健体育 5 5
理科 23 5 15 43
計 24 115 38 11 29 217  
 
まず、表 1 の「伝わる」について意味別、教科別に見ると、理科における①-1-1 の「電気・
熱・音や刺激などがある道筋を通る。またそのようにしてある所に達する。」としての使用
が多く、「音」や「地震波」、「P 波」、「S 波」などが伝わる、という例が見受けられる。小
学校 5 年の理科では、①-1-2 の「液は，ガラスぼうを伝わらせて入れる。」というような、
液体が何かに沿って流れるという意味での使用例があり、これは理科(小学校 5 年に 2 例、
























































  「結ぶ」は 150 例5あり、教科別に意味を分類すると以下のような結果となった(表 3) 6。 
  
表3.　「結ぶ」教科別分類
① ⑦ ⑧ ⑨ ⑩ ⑫ ⑬ その他 計
外国語 2 2
技術家庭 2 1 2 5
芸術 2 1 3
国語 1 2 1 1 2 7
社会 36 1 59 1 97
情報 2 2
数学 1 13 14
理科 16 2 2 20
計 4 69 5 62 5 2 1 2 150  
 
  「結ぶ」では社会が 97 例あり、64.7%を占めている。意味別に見ると、⑦「連絡や通信
を可能にするために、複数のものをつなぐ。」、⑨「約束して強い関係を作る。」での使用が
多く、⑨の社会では、条約や同盟を結ぶという例が多数見られる。 

















                                                   
5 「結ぶ」では、『明鏡国語辞典』での②～⑥、⑪、⑭の使用例は見られなかった。 
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―巻 12 と巻 27 の語彙比較による― 
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                   図１ 各資料の語種構成比率（異なり語数）  
 
図１によると、『今昔』の巻 12 と巻 27 との間で大きな落差がある。巻７は純漢文を依拠
資料とする漢文訓読文の巻、巻 12 は和化漢文を依拠資料とする漢文訓読文の巻であるが、
そこにはほとんど差がない。巻 27 と平安和文（『大和』『和泉』）との間には差があるが、
巻 12 と巻 27 の差に比べると小さい。このように、和漢混淆文である『今昔』における、
巻 12（漢文訓読文）と巻 27（和文）の語彙に大きな差があることから、この 2 つの巻の語
彙を比較することで、文体の違いによる語彙の違いを知ることができると予想される。 
３．巻 12 と巻 27 の特徴語の抽出 
 『今昔』の巻 12 と巻 27 について、一方の巻によく使われ、他方の巻にあまり使われな
い特徴語を抽出する。抽出の手順は次の通りである。まず、巻 12、巻 27 それぞれにおいて、
各語の頻度と、巻全体の延べ語数を用いて、各語の使用率を計算し、10,000 語あたりに何
件使われるかを数値に表した。 
  使用率 = （頻度／延べ語数）×10,000  
次に、上記で算出した巻 12 使用率と巻 27 使用率とを比較した比率を算出した。表２は、
一定頻度以上の語彙について、50音順に冒頭の 10語の上記の数値を一覧にしたものである。
表２の「1.相」、「3.会ふ」、「4.合ふ」は、巻 12 比率、巻 27 比率ともに 0.4 から 0.6 の間の数
値を示しており、巻 12 や巻 27 のいずれかに偏って使用されているわけでなない。これに
対して、「5.障泥」は巻 12 の比率が 0.8 を、また、「10.上がる」は巻 27 の比率が 0.92 を、
それぞれ示しており、巻 12 および巻 27 それぞれに、特徴的な語と見てよいだろう。本稿
では、この比率が 0.8 以上のものを、その巻の特徴語と扱うことにした。その結果、巻 12
                                                        
3 語の認定基準は、小木曽・小椋・須永（2012）が、中古和文を対象として定めた、短単位規程に従う
が、『今昔』に適用するにあたって一部変更したところがある。 




資料 異なり語数 延べ語数 
今昔巻 7 1,861 12,590 
今昔巻 12 2,426 17,859 
今昔巻 27 1,837 14,294 





の特徴語が 303 語、巻 27 の特徴語が 243 語得られた。 
 
表２ 『今昔』巻 12・巻 27 の使用率の比率（50 音順冒頭 10 語） 

















1 アイ 相 接辞 4 3 7 2.24 2.1 4.34 0.52 0.48
2 アイダ 間 名詞 123 34 157 68.87 23.79 92.66 0.74 0.26
3 アウ 会ふ 動詞 21 19 40 11.76 13.29 25.05 0.47 0.53
4 アウ 合ふ 動詞 13 9 22 7.28 6.3 13.58 0.54 0.46
5 アオリ 障泥 名詞 5 1 6 2.8 0.7 3.5 0.8 0.2 
6 アカイ 赤し 形容詞 2 5 7 1.12 3.5 4.62 0.24 0.76
7 アカイ 明し 形容詞 2 6 8 1.12 4.2 5.32 0.21 0.79
8 アカガネ 銅 名詞 5 3 8 2.8 2.1 4.9 0.57 0.43
9 アカツキ 暁 名詞 2 5 7 1.12 3.5 4.62 0.24 0.76
10 アガル 上がる 動詞 1 9 10 0.56 6.3 6.86 0.08 0.92
４．内容の違いによる特徴語 
 巻 12 の特徴語、巻 27 の特徴語は、それぞれ、説話の内容の違いに基づく特徴語がその
多くを占める。例えば「阿闍梨」という語は、巻 12 に 44 件用いられており、巻 27 には 1
件も用いられていない。巻 12 のそれらは、6 つの説話で、飯室の阿闍梨（第 22 話）ら 6 人
の人物を指して用いられているものである。「阿闍梨」とは、平安時代の日本では、儀式を
執り行うなど一定の役割を担う、真言宗や天台宗の僧侶の職名として用いられることが一
般的であった（『日本国語大辞典 第 2 版』小学館）。『今昔』で、「阿闍梨」が巻 12 に多く、
巻 27 に皆無であるのは、それぞれの巻に収録された説話が、このような人物を多く登場さ
せているか否かという、説話の内容の違いに基づく現象である。同じく「尼」が、巻 12 に
24 件あって、巻 27 に皆無であるのも、尼が登場する説話が一定数あるか全く無いかの違い
によるものである。巻 12 と巻 27 の説話を読んで検討した結果、巻 12 特徴語 303 語中 231
語が、内容の違いに基づく特徴語だと考えられた。同じような手順で、巻 27 特徴語を一語
一語検討していくと、「兄」「弟」など、243 語中 149 語が内容の違いに基づく特徴語だと考
えられた。 




巻 12 にまとまった件数があり、巻 27 にはそれがほとんどない語の中には、特定の慣用
句として用いられている例が多くを占めるものがある。このような場合は、その語自体が
特徴的だということよりも、その慣用句が特徴的だと見るべきだろう。 











は「流涙」の訓読表現）など、全部で 10 語ある。 








例えば、動詞「与ふ」は、巻 12 には 20 件あるのに対して、巻 27 では 2 件にとどまり、




これらの例のような、誰かが何かを誰かに授与するという内容は、巻 12 にも巻 27 にも
よく見られるものであり、「与ふ」が、巻 12 の特徴語となる理由を、説話が扱う内容の違
いに求めることはできない。 




セムトテ （巻 27-21） 
この例も、誰かが何かを誰かに授与することを言っているものであるが、「与ふ」ではな









巻 12 の特徴語のうち、巻 27 に対立語を持つものについて、各巻の頻度とともに一覧にす




表３で 35 対、表４で 28 対が得られているが、そのうち 13 対が双方向から得られたもの





表３『今昔』巻 12 特徴語のうち巻 27 に対立語があるもの 




















和 名詞 10 0 必ず 和 副詞 29 23 
女子（をんなご） 和 名詞 7 0 女の童 和 句 0 23 
奇異 漢 名詞 19 2 あさまし 和 形容詞・形状詞 1 31 ＊
悟り〔有り〕 和 名詞 10 1 賢し 和 形容詞・形状詞 1 9 ＊
大臣（だいじん） 漢 名詞 15 3 大臣（おとど） 和 名詞 0 18 
＊
為（ため） 和 名詞 54 8 とて 和 句 16 45 
端正 漢 名詞 6 0 うるはし 和 形容詞・形状詞 0 3 
並び〔に〕 和 名詞 16 0 など 和 助詞 6 95 
女人（にょにん） 漢 名詞 16 0 女（をんな） 和 名詞 17 111 
父母（ぶも） 漢 名詞 30 4 親 和 名詞 1 4 ＊
諸々 和 名詞 25 1 あまた 和 副詞 0 18 ＊
汝 和 代名詞 44 6
其（そこ） 和 代名詞 6 25 ＊
己（おのれ） 和 代名詞 2 19 
与ふ 和 動詞 20 2 取らす 和 句 0 12 
哀れむ 和 動詞 10 0 哀れ 和 形容詞・形状詞 10 14 
至る 和 動詞 27 3 つく 和 動詞 19 44 
生まる 和 動詞 20 0 生む 和 動詞 1 4 ＊
終はる 和 動詞 26 1 果つ 和 動詞 2 10 ＊
悲しむ 和 動詞 35 2 悲し 和 形容詞・形状詞 9 2 
化（け）す 混 動詞 5 0 成る 和 動詞 53 74 
叫ぶ 和 動詞 11 0 声を挙ぐ 和 句 11 4 
従ふ 和 動詞 22 2 つく 和 動詞 19 44 
住す 混 動詞 14 1 住む 和 動詞 10 43 ＊
生ず 混 動詞 8 0 生む 和 動詞 4 1 
悩む 和 動詞 6 0 煩ふ 和 動詞 7 4 
開（ひら）く 和 動詞 22 4 開（あ）く 和 動詞 1 19 ＊
経（ふ） 和 動詞 26 4 過ぐ 和 動詞 12 30 
在（ましま）す 和 動詞 29 1 おはす 和 動詞 1 38 ＊
用ゐる 和 動詞 6 0 使ふ 和 動詞 7 5 
養ふ 和 動詞 6 1 傅（かしづ）く 和 動詞 1 2 
喜ぶ 和 動詞 32 4 嬉し 和 形容詞・形状詞 2 11 ＊
明らか 和 形容詞・形状詞 5 0 明（あか）し 和 形容詞・形状詞 2 6 
速やか 和 形容詞・形状詞 17 2 疾（と）し 和 形容詞・形状詞 3 11 ＊
具（つぶ）さ 和 形容詞・形状詞 7 1 詳し 和 形容詞・形状詞 0 3 
つゆ 和 副詞 8 0 聊か 和 副詞 3 3 





表４『今昔』巻 27 特徴語のうち巻 12 に対立語があるもの 


















あまた 和 名詞 1 18
多く 和 名詞 14 5 ＊
諸々 和 名詞 25 1 
大臣（おとど） 和 名詞 0 18 大臣（だいじん） 漢 名詞 15 3 ＊
親 和 名詞 1 4 父母（ぶも） 漢 名詞 30 4 ＊
顔 和 名詞 1 15 面（おもて） 和 名詞 3 3 
侭 和 名詞 0 16
如し 和 助動詞 93 11 
時に 和 句 75 57 
様（やう） 漢 名詞 12 62 如し 和 助動詞 93 11 
渡り 和 名詞 0 9 辺（ほとり） 和 名詞 15 16 
己（おのれ） 和 代名詞 2 19 汝 和 代名詞 44 6 ＊
開（あ）く 和 動詞 1 19 開（ひら）く 和 動詞 22 4 ＊
生む 和 動詞 1 4 生まる 和 動詞 20 9 ＊
御（おは）す 和 動詞 1 38 在（ましま）す 和 動詞 29 1 ＊
斯かり 和 動詞 1 23 然り 和 動詞 184 107 
住む 和 動詞 10 43 住す 混 動詞 14 1 ＊
果つ 和 動詞 2 10 終わる 和 動詞 26 1 ＊
あさまし 和 形容詞・形状詞 1 31 奇異 漢 名詞 19 2 ＊
怪し 和 形容詞・形状詞 1 23 怪しむ 和 動詞 28 12 
嬉し 和 形容詞・形状詞 2 11 喜ぶ 和 動詞 32 4 ＊
恐ろし 和 形容詞・形状詞 10 52 恐る 和 動詞 8 13 
賢し 和 形容詞・形状詞 1 9 悟り有り 和 句 5 1 ＊
斯様（かやう） 漢 形容詞・形状詞 0 8
如此（かくのご
と）し 
和 句 35 1 
疾（と）し 和 形容詞・形状詞 3 11 速やか 和 形容詞・形状詞 17 2 ＊
いと 和 副詞 6 33 極めて 和 副詞 31 29 
え 和 副詞 0 27 能ふ 和 動詞 4 0 
然（さ） 和 副詞 4 25 然（しか） 和 副詞 3 3 
暫し 和 副詞 1 9 暫く 和 副詞 12 10 
軈（やが）て 和 副詞 0 6 即ち 和 副詞 20 6 
あな 和 副詞 0 8 ああ 和 副詞 1 0 












   
 
 
                                 
 
 
  図２ 語の対立と語彙の層 
 
 「＊」が付いている 13 語が該当し、例えば、下の層にある「あさまし」から上の層にあ
る「奇異」との対立が見える。「奇異」「あさまし」の対は、上層からも下層からも対立が
見える、非常に鮮明な対立を持っている。 













 先に挙げた 50 対の対立を見ると、語種・品詞の観点から、次の３つの類型に分けられる。
各類型における挙例では、漢の側の層（中間的な層を含む）の語／和の側の層（中間的な
層を含む）の語、という形式であげる 





思い浮かぶが、それは上の 10 対（20％）にとどまり、実際は多くない。 







                                                        

























































Correction of the Tag Information on BCCWJ 
Hasegawa Morihisa(Tokyo Metropolitan University) 
 
１．目的 
 本発表では、「現代日本語書き言葉均衡コーパス DVD 版」（Contemporary Written Balanced 
Corpus of Japanese、以後 BCCWJ と略す）の C-XML ファイルに付与されている文タグの修













































 なお、BCCWJ では文字コードの符号化方式に UTF-8 が採用されているため、以後の正規












(2) <sentence>もはやまっしぐら、一直線である。</sentence>               (LBa0_00002) 
(3) <sentence>戦前とくらべたら、なんというちがいでしょう！</sentence>  (LBa9_00026) 















































(8) 。[^"<〕〉」）］』》 。]|。<r|。<q|。<sa|。<no 
(9) <sentence type="quasi">□「説明をしにおうかがいしたいと思いますが、お名前と住所
を教えてください。」</sentence>                                   (PB11_00006) 
(10) <sentence type="quasi">ココの素材を加工できるソフトを教えてください。。。。活字
















交遊して作詩し、作劇して日を暮した。…</sentence>                  (PB29_00042) 
 
 データは EOS まで読み込まれるが、一読み込み単位で修正箇所数が最大となったのは、
48 箇所の修正が必要となる OB3X_00110 である。なお OB3X_00110 にはルビタグが多くつ













(14) <sentence type="quasi">□ピカチュウしか知らなくて（；σ。σ）ゞ ゴメンネェ．．．






検索方法 要修正 必要なし 合計 
文字法 3,300(1.9%) 169,375(98.1%) 172,675(100%) 
否定法 3,738(2.2%) 168,937(97.8%) 172,675(100%) 
 
 文字法の検索では、少なくとも一カ所以上の修正点をもつファイルは 3,300 あり、中でも













表２ 媒体別の修正ファイル数             表３ 媒体別の修正箇所数とその差 
媒体 文字法 否定法  媒体 文字法（A) 否定法（B) （B)-（A) 
PB    775 825 PB 3,938 4,254 316
PM    102 109 PM 434 457 23
PN    5 5 PN 12 12 0
LB    289 306 LB 1,004 1,053 49
OW   49 50 OW 103 105 2
OT    22 22 OT 86 86 0
OP    44 45 OP 98 103 5
OB    112 114 OB 670 737 67
OC    821 980 OC 1,421 1,589 168
OY    1,059 1,258 OY 2,111 2,373 262
OV    15 16 OV 36 37 1
OL    5 5 OL 8 8 0
OM   2 3 OM 19 20 1











「音借用」</quote>語のことである。                                (PB28_00049) 
(17) □「父の少年時代の写真を見ると、変な気持ちになります。<sampling type="start" />
私の孫の年齢ですから。五十年の恨のたった一つだけ、（略）         (LBi9_00146) 
 






(18)  貼り付け方を教えてください。？                                (OC02_07366) 




から無作為抽出した 100 カ所（用例数が 100 以下の場合は全て）について確認する。 
 
表４ 後続文字列別の修正箇所数と検討数、その中で実際に文が後続した数 





箇所数 3758 3757 647 120 147 6 4 1501 9940
検討数 100 100 100 100 100 6 4 100 610












(20)  <sentence type="quasi">□「そう言うと兵をひきいて城外へ突撃した。張巡の兵は勇
戦して賊将十四人をとらえ、八百余の首級をあげた。ん</sentence>      (PB49_00170) 
 
４．３．２ 漢字 





が必要なようにね。                                              (PB59_00243) 
(22)  ＊〜且―。安<image description="二重線のダッシュ" />。（抑揚） 〜でさえ―であ
る。                                                            (OT03_00030) 
 
４．３．３ カタカナ 






(23)  <sentence type="quasi">ローイング、プル系トレーニングに。ナイロンパッド付きな
ので 手首を保護します。カラー：ＢＫ（黒）</sentence>               (OY07_00073) 
(24)  <sentence type="verse">お伝たちまち縄目にかかる。ヤンレ エエ<verseLine 
/></sentence>                                                     (LBl2_00041) 
(25)  廃人ＯＸです。ヘ（゜∀゜ヘ）アヒャ！                            (OY03_09472) 
 
４．３．４ 数字 




０８年は１１月２８日）だった。                                   (OY14_38930) 
(27)  産業振興センター（☎３６０‐３１９６で。【有料講座。４時間〜、５，１６５円】
▶パソコン入門（略）                                             (OP75_00001) 
(28)  <sentence type="quasi">お手入れも楽々。１２３６３２ ＡＴＬＩＵＭ／アトリウム
ランチョンマット アイボリー</sentence>                         (OY04_01548) 
 
４．３．５ アルファベット 





(29)  <sentence type="quasi">（略）外さなきゃならないんですｐ（´⌒｀。Ｑ）グスン
</sentence>                                                     (OY14_31617) 
(30)  <sentence type="quasi">□（Ｔ。Ｔ）</sentence>                    (OY15_10298) 
(31)  。ｏ○☆＊゜¨゜゜・＊：．．                                   (OC14_04623) 
(32)  初登場第３位キタ――（゜∀゜）⌒Ｙ⌒（。Ａ。）⌒Ｙ⌒（゜∀゜）⌒Ｙ⌒（。Ａ。）






(33) <sentence type="quasi">⊂⌒￣⊃。Д。）⊃．．．．．．．．．．．．．。</sentence> 
(OC14_04563) 












ています。『被告』イコール犯罪者という意味では、（略）          (PB13_00114) 













表 ５．主 要 媒 体 別 の句 点 に後 続 する文 字 の文 字 種 とその割 合  
 ひらがな 漢字 カタカナ 数字 記号 合計 
ＰＢ 1821 1658 273 12 94 3858 
47.2% 43.0% 7.1% 0.3% 2.4% 100.0% 
ＬＢ 482 410 63 38 4 997 
48.3% 41.1% 6.3% 3.8% 0.4% 100.0% 
ＯＢ 350 259 37 1 20 667 
52.5% 38.8% 5.5% 0.1% 3.0% 100.0% 
ＯＣ 347 432 75 18 514 1386 
25.0% 31.2% 5.4% 1.3% 37.1% 100.0% 
ＯＹ 469 638 143 32 779 2061 










表 ６ 句 点 ＋記 号 に前 接 する文 字 の内 訳  
 ひらがな 漢字 カタカナ 数字 アルファベット 記号Ａ それ以外 合計 
箇所数 474 42 16 2 6 726 235 1501
 




(37)  <sentence type="quasi">（＾。＾）〜</sentence>                    (OC01_00522) 
(38)  <sentence type="quasi">（。・ｍ・）クスクス</sentence>             (OC01_00542) 






(40)  <sentence>。寝過ぎですよね．．．</sentence>                       (OY14_24922) 
(41)  <sentence>。．</sentence>                                 (OY03_03891 他多数) 
 
 ひらがなのように、句点＋記号が後続する例も３割強あるが、半数近くを占めるのが記
号 A の例である。そこで記号 A（726 例）が、どの媒体に多いのか調べた結果（表７）、記




媒体 ＰＢ ＯＴ ＯＣ ＯＹ 合計 
箇所数 4 19 133 570 726 
割合 0.6% 2.6% 18.3% 78.5% 100.0% 
 
(42)   １字以上の半角カタカナをワイルドカードで検索する場合は半角文字で“［ヲ‐゜］
｛１，｝”（半角カタカタの記号も含める場合は“［。‐゜］｛１，｝”のようにし
ます．（略）                                                      (PB35_00023) 
 



















(43)  <sentence type="quasi">傑作ポチを戴けるととても嬉しく思います♡ 御協力に感謝
申し上げます（ｏ＊。＿。）ｏペコッ</sentence>                     (OY14_28649) 
(44)  <sentence type="quasi">σ（・・； 早く元気になってねぇ〜♥ （略） 「カシャカ
シャ」って、ケーキなんかも作りたい♫ デジカメ持って散歩もしたい♬ 私、欲張り





















（http://www.tanomura.com/temporary/bccwj_tanomura_2.pdf、2013 年 2 月 24 日取得） 










From Sentence-final Expressions to Utterance-initial 
Discourse-pragmatic Expressions 
Yuko Higashiizumi (Tokyo Gakugei University) 






















































   B: ヨーロッパ行ったらね。 
   A: ワイン、でしょ↑ 
   B: ヨーロッパ行ったらワインでね、（うん	 Inf(女)）水をの、くれってゆうのはね、 

















という観点から議論されるようになってきている（高田他 2011:88–89、藤井 2013 など）。
本研究はこれらの議論と軌を一にするものである。 
 








































ジャンル – – 文学 
期間 1895–1925 1894–1925 1971–2008 
 
	 今回の調査対象である『女性雑誌』および『BCCWJ』における「ダロウ」の用法に、

















1817 97.5% 326 95.9% 37789 97.4% 430 93.1% 
 




0 0.0% 0 0.0% 192 0.5% 22 4.8% 
 



































































































	 本研究の一部は、第 13回国際語用論学会（International Pragmatics Association）のパネル・
セッション Cross-Linguistic Approach to Form–Function–Periphery (LP and RP) Mapping: With 









































Higashiizumi, Yuko, and Noriko O. Onodera (2013) Form-Function-Periphery Mapping in Japanese: 
‘Exchange-Structure’ and ‘Action-Structure’. Abstracts, pp.105–106. The 13th International 
Pragmatics Conference, New Delhi, India, 8-13 September 2013 
Mori, Junko (1996) Historical Change of the Japanese Connective Datte: Its Form and 






















Survey on the Usage of Honorific Forms in the BCCWJ 
Toshinobu Ogiso (National Institute for Japanese Language and Linguistics) 
Ryunosuke Kanda 




























































 表 1 に挙げた形式の用例を BCCWJ から取得して、各形式の使用頻度を集計した。用例
の調査は、 






































総計約 14 万例、尊敬語が約 8.6 万例、謙譲語が約 5.4 万例 であった。レジスター別には OL
（法律）に全く現れないことが目を引くが、敬語形式が法律文になじまないことは自明で
あろう。 
                                                  






表 2 各形式のレジスター別用例数（粗頻度） 




てくださる 6116 1081 29199 0 774 3785 49 13 12 4938 6320 775 91 53153
なさる 2985 629 1420 0 371 13 538 7 1 1030 2461 181 22 9658
御－くださる 1044 208 1572 0 181 5328 7 3 9 1785 827 221 36 11221
御－だ・です 697 90 1481 0 437 35 4 1 0 464 623 177 7 4016
御－なさる 601 107 72 0 81 2 1 3 0 243 294 17 0 1421




ていただく 2079 401 2288 0 4549 1085 12 0 5 1902 1974 340 56 14691
御－いたす 336 69 1534 0 1906 37 1 0 0 973 223 27 0 5106
御－いただく 456 90 289 0 1705 410 2 0 0 567 437 78 6 4040
御－する 3718 685 9929 0 4323 1371 20 4 15 4381 2988 682 73 28189
御－申し上げる 288 54 49 0 1350 56 1 0 0 186 166 14 1 2165
申し上げる 54 7 2 0 79 14 2 0 0 29 34 2 0 223







形式別に見た命令形の分布は表 3 の通りである。表 2 の用例数をもとに命令形の割合を
計算すると、「てくださる」の 90.79%、「なさる」の 86.04%、「御－てくださる」の 91.77%、
「御－なさる」の 64.60%が命令形である。尊敬語のこれら 4 形式全体の 89.83%が命令形と
なっている。 
表 3 各形式の命令形の用例数 




てくださる 4619 811 28623 0 683 3733 44 13 12 3913 5032 691 81 48255
なさる 2434 533 1217 0 251 12 536 6 1 985 2159 157 19 8310
御－くださる 747 142 1496 0 123 5305 7 1 9 1592 623 217 36 10298




御－いたす 1 2 0 0 0 0 0 0 0 0 2 0 0 5
御－する 11 3 0 0 1 0 0 1 0 2 3 1 1 23
御－申し上げる 1 1 0 0 0 0 0 0 0 0 0 0 0 2









表 1 の敬語形式の非命令形の用例数（表 2 の用例数から表 3 の用例数を減じたもの）を、
各レジスターの総語数（記号等を除く）で除し、調整頻度（100 万語あたりの用例数）にし




















る」の尊敬用法の調整頻度（100 万語あたり頻度）を計算すると表 4 のようになる。 
この数字は、今回調査した敬語形式と比較して非常に使用頻度が高く、調査対象形式の
全体を上回る。今回の調査範囲では「れる」「られる」を扱わなかったことで尊敬語が大幅
LB OB OC OL OM OP OT OV OW OY PB PM PN
尊敬語御－になる 62  120  41  0  376  18  12  0  0  22  39  22  5 
尊敬語御－なさる 8  8  2  0  15  0  0  0  0  2  4  1  0 
尊敬語御－だ・です 23  24  144  0  86  9  4  4  0  46  22  40  5 
尊敬語御－くださる 10  18  7  0  11  6  0  9  0  19  7  1  0 
尊敬語なさる 18  26  20  0  24  0  2  4  0  4  11  5  2 
尊敬語てくださる 49  72  56  0  18  14  5  0  0  101  45  19  7 
謙譲語申し上げる 2  2  0  0  15  4  2  0  0  3  1  0  0 
謙譲語御－申し上げる 9  14  5  0  265  15  1  0  0  18  6  3  1 
謙譲語御－する 122  182  968  0  847  365  22  13  3  430  105  153  53 
謙譲語御－いただく 15  24  28  0  334  109  2  0  0  56  15  18  4 
謙譲語御－いたす 11  18  150  0  374  10  1  0  0  95  8  6  0 
















表 4 助動詞「れる」「られる」尊敬用法の調整頻度（100 万語あたりの用例数） 
※小山田・浅原・前川（2012）にもとづく試算 
 OC OW OY PB PM PN コア全体





とめた結果が図 2 である。 
 
敬語の使用が多い OM（国会会議録）や OC（Yahoo!知恵袋）、OY（Yahoo!ブログ）では、
謙譲語が 8 割程度となっている。書籍は OB（ベストセラー）, PB（出版）, LB（図書館）










 このような考えから、各形式の動詞数 100 万語あたりの頻度をまとめたものが図 3 であ
る。図 1 と比較したとき特に OP（広報誌）の数値の伸びが顕著である。図 1 では、OM > OC 













LB OB OC OL OM OP OT OV OW OY PB PM PN
尊敬語
謙譲語



















LB OB OC OL OM OP OT OV OW OY PB PM PN
尊敬語御－になる 434  787  284  0  2392  246  89  0  2  178  279  184  47 
尊敬語御－なさる 55  53  16  0  96  0  0  0  0  19  26  9  0 
尊敬語御－だ・です 159  158  1007  0  545  126  33  26  0  373  158  335  47 
尊敬語御－くださる 68  116  52  0  72  83  0  52  0  155  52  8  0 
尊敬語なさる 126  169  138  0  150  4  16  26  0  36  76  45  20 
尊敬語てくださる 343  474  392  0  114  188  41  0  0  825  326  159  68 
謙譲語申し上げる 12  12  1  0  99  51  16  0  0  23  9  4  0 
謙譲語御－申し上げる 66  93  33  0  1685  202  8  0  0  150  42  26  7 
謙譲語御－する 848  1198  6750  0  5395  4954  163  79  29  3524  755  1288  488 
謙譲語御－いただく 104  158  196  0  2128  1482  16  0  0  456  111  148  41 
謙譲語御－いたす 77  118  1043  0  2379  134  8  0  0  783  56  51  0 
















掲げる（表 5，表 6）。表中の名詞はサ変動詞語幹として使われていたものである。 
 
表 5 尊敬語の元の動詞（頻度上位 30 語） 
順位 てくださる なさる 御－くださる 御－だ・です 御－なさる 御－になる 
1 来る 371 居る 44 許す 53 勧める 1846 出でる 68 考え 465
2 教える 323 心配 42 出でる 36 持つ 389 休む 32 出でる 331
3 する 309 来る 35 待つ 34 分かる 318 心配 24 分かる 249
4 言う 175 御免 30 了承 28 出でる 211 苦労 22 見える 246
5 居る 113 結婚 26 越す 26 考える 209 返る 19 聞く 206
6 与える 85 言う 25 付き合う 18 有る 206 結婚 17 指摘 196
7 見る 78 する 24 教える 16 苦労 112 話す 14 遣る 169
8 送る 70 苦労 17 助ける 16 過ごす 106 利用 9 亡くなる 162
9 成る 68 為る 16 守る 15 承知 90 検討 9 帰り 153
10 読む 62 行く 15 賛同 15 呼ぶ 43 相談 9 書く 133
11 掛ける 60 御覧 15 読む 13 希望 30 指摘 7 持つ 122
12 応援 60 相談 14 伝える 13 思う 29 有る 5 思い 111
13 答える 58 反対 11 指導 12 探す 28 待つ 5 読み 106
14 聞く 58 約束 10 与える 12 忘れる 24 入る 5 話す 101
15 仰る 58 判断 10 可決 12 使う 16 答弁 5 使う 98
16 書く 52 答弁 10 参加 11 記憶 15 控える 5 会う 91
17 遣る 51 対処 10 回答 10 聞く 14 聞く 4 答え 88
18 話す 48 勉強 10 協力 10 聞き及ぶ 14 安心 4 出し 76
19 行く 46 見る 9 容赦 10 執心 14 遠慮 4 出掛ける 71
20 回答 43 利用 9 利用 9 待つ 13 勉強 4 尋ねる 64

























和 11187 4616 2012 24726 1224 11 3943 355 557 3627 283 5609
混 272 20 6 1 14 89 10 13 13 8 115
漢 2915 465 2022 3439 925 212 803 961 353 376 212 459

















22 紹介 38 出品 8 貸す 9 泊まる 12 遣る 3 触れ 62
23 喜ぶ 37 要求 8 話す 9 困る 12 出席 3 決める 59
24 入れる 36 遠慮 8 楽しむ 9 成る 11 許す 3 知る 52
25 為る 35 研究 8 尽力 9 立腹 10 会う 3 作る 50
26 説明 31 入院 8 送る 9 気付く 9 約束 3 調べ 48
27 取る 30 再婚 8 過ごす 9 住まう 8 渡す 3 戻る 45
28 見せる 30 出席 7 任せる 9 決まる 8 判断 3 認める 45
29 案内 30 我慢 7 教示 9 所望 8 仕事 3 休み 45
30 届ける 30 発表 7 出席 8 済む 7 調べる 3 有る 43
 
 
表 6 謙譲語の元の動詞（頻度上位 30 語） 
順位 ていただく 御－いたす 御－いただく 御－する 御－申し上げる 申し上げる4
1 教える 1643 願う 2668 答える 297 願う 11301 願う 455 感謝 101
2 する 1570 答える 587 理解 269 勧める 1914 答える 454 答弁 13
3 見る 445 伺う 299 分かる 219 聞く 1820 説明 307 説明 10
4 来る 352 尋ねる 168 利用 154 伺う 1543 礼 159 祈念 7
5 遣る 337 諮る 168 協力 108 話す 957 報告 101 質問 6
6 考える 254 説明 113 考える 102 紹介 806 答弁 99 要望 5
7 クリック 186 聞く 92 答弁 100 待つ 745 詫びる 76 失礼 5
8 行く 166 報告 88 越す 93 会う 733 祈る 69 報告 4
9 読む 164 勧める 75 説明 87 尋ねる 705 話す 42 提出 3
10 見せる 157 届ける 63 話す 81 答える 531 待つ 31 注文 3
11 理解 139 紹介 57 教える 75 邪魔 363 挨拶 26 拝察 3
12 分かる 128 掛ける 51 検討 66 送る 360 質問 25 提案 2
13 取る 128 案内 48 読む 63 届ける 342 提案 22 期待 2
14 言う 128 断る 41 指摘 62 伝える 341 案内 19 提供 2
15 置く 128 送る 39 述べる 58 掛ける 271 断る 14 尊敬 2
16 知る 127 話す 32 出でる 58 馳走 229 遠慮 13 要請 2
17 出す 125 伝える 25 審議 55 説明 214 察する 13 歓迎 2
18 作る 123 待つ 21 連絡 53 返す 194 紹介 12 発表 2
19 聞く 121 連絡 21 楽しむ 52 案内 177 尋ねる 11 推挙 2
20 収める 116 受ける 20 示す 49 渡す 177 祈念 9 反論 2
21 成る 114 質問 20 許す 49 任せる 165 伺う 8  
22 参加 98 教える 19 紹介 43 見せる 150 連絡 8  
23 送る 92 察する 19 付き合う 42 受ける 137 伝える 7  
24 掛ける 92 返す 17 待つ 41 断る 128 返事 7  
25 検討 91 持つ 16 支払う 40 出掛ける 126 要望 7  
26 持つ 89 会う 16 参加 40 迎える 121 相談 6  
27 付ける 89 用意 16 議論 37 教える 119 披露 6  
28 答える 88 見受ける 15 聞く 36 預かる 113 注意 6  
29 思う 88 預かる 14 持つ 36 相談 104 期待 6  
30 為る 86 邪魔 13 集まる 36 連絡 88 指摘 4  
 
                                                  































この形式について、BCCWJ における用例数を調査した。粗頻度と調整頻度を表 7 に挙
げる。 
 
LB OB OC OM OP OT OY PB PM PN
御－くださる 297 66 76 58 23 193 204 4
てくださる 1497 270 576 91 52 5 1025 1288 84 10
御－いただく 456 90 289 1705 410 2 567 437 78 6

















表 7 「〈漢語〉くださる」「〈漢語〉いただく」の用例数と調整頻度（100 万語あたり） 
 LB OB OC OM OP OY PB PM PN 
〈漢語〉
いただく 
用例数 22 3 129 73 125 105 38 11 4
調整頻度 0.72 0.80 12.58 14.31 33.29 10.30 1.33 2.47 2.92 
〈漢語〉
くださる 
用例数 16 2 180 1 142 66 33 3 0





回答(40), 連絡(28), 落札(26), 参加(24), 協力(17), 指摘(11), 確認(11), 答弁(11), 検討
(10), 理解(10), 応募(9), 納付(9), 応援(9), 賛同(9), 利用(7), 評価(7), 説明(7) 
「－くださる」 
参照(79), 連絡(68), 回答(28), 参加(27), 注意(25), 利用(24), 確認(21), 持参(14), 相談




























Tense/Aspect Markers in Hokke Hyakuza Kikigaki Shō and Konjaku 
Monogatari Shū 
Takahiro Noda (National Institute for Japanese Language and Linguistics) 
 
１. はじめに 












 『法華百座聞書抄』は、ある内親王の発願により 1110 年 2 月 28 日より 300 日間講じられ
た法華経・阿弥陀経・般若心経の説教の聞き書きであり、院政後期の抄写本（法隆寺蔵本）








 調査では、『法華百座聞書抄総索引』の本文編をテキスト化したものを XML 形式でマー
クアップし、さらに形態素解析を施したものを使用した。また、『今昔物語集』は通時コー
パスプロジェクトの一環として現在開発中のコーパス（テキストは小学館新編日本古典文









表 1 調査資料総語数 
『法華百座聞書抄』 20053 語 
『今昔物語集』 
巻 12 45038 語 

























三 23 オ） 
(6) 只乗興而言タケルヤ（杜詩続翠抄・八 31 ウ） 
 さらに、(5)のような、中世以前の「たり」には見られない存在動詞への後接例などをあ
                                                        
1
 フランス語の単純未来形 je chanterai や ne V pas の通時的変化に見られる fusion（融合；












 中納言日本語歴史コーパスを用いて、中古 10 作品の状況を調査した結果を示す。まず、
表 2 は「たり」「り」「つ」「ぬ」のトークン頻度、および、それぞれの形式の使用率である。 
 
表 2 中古10作品のアスペクト形式のトークン頻度と使用率（トークン頻度／総語数＊100） 
 
 成立年代順に並べたが、取り立てて目立った傾向はない。以下の表 3、表 4 に示すのは
それぞれのアスペクト形式の総数に対する「けり」「き」の後接数および後接率である。 
 




01竹取物語 10144 102 1.01% 59 0.58% 48 0.47% 108 1.06%
02古今和歌集 31017 76 0.25% 432 1.39% 75 0.24% 347 1.12%
03伊勢物語 13657 104 0.76% 110 0.81% 29 0.21% 180 1.32%
04土佐日記 6606 43 0.65% 107 1.62% 21 0.32% 69 1.04%
05大和物語 22878 258 1.13% 110 0.48% 74 0.32% 227 0.99%
06落窪物語 53952 653 1.21% 329 0.61% 340 0.63% 499 0.92%
07枕草子 64996 1544 2.38% 183 0.28% 292 0.45% 379 0.58%
08源氏物語 435893 4333 0.99% 3447 0.79% 1545 0.35% 3264 0.75%
09紫式部日記 17094 327 1.91% 86 0.50% 35 0.20% 76 0.44%
10和泉式部日記 10759 147 1.37% 21 0.20% 58 0.54% 133 1.24%
総計 666996 7587 1.14% 4884 0.73% 2517 0.38% 5282 0.79%
たり り つ ぬ
01竹取物語 6 5.88% 1 1.69% 2 4.17% 15 13.89%
02古今和歌集 41 53.95% 61 14.12% 3 4.00% 93 26.80%
03伊勢物語 54 51.92% 42 38.18% 9 31.03% 88 48.89%
04土佐日記 0 0.00% 10 9.35% 0 0.00% 12 17.39%
05大和物語 149 57.75% 61 55.45% 17 22.97% 105 46.26%
06落窪物語 40 6.13% 16 4.86% 19 5.59% 51 10.22%
07枕草子 24 1.55% 8 4.37% 8 2.74% 49 12.93%
08源氏物語 116 2.68% 85 2.47% 80 5.18% 452 13.85%
09紫式部日記 6 1.83% 0 0.00% 1 2.86% 14 18.42%
10和泉式部日記 4 2.72% 0 0.00% 1 1.72% 18 13.53%
総計 440 5.80% 284 5.81% 140 5.56% 897 16.98%
たりけり りけり てけり にけり
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01竹取物語 3 2.94% 0 0.00% 4 8.33% 3 2.78%
02古今和歌集 0 0.00% 0 0.00% 10 13.33% 30 8.65%
03伊勢物語 1 0.96% 2 1.82% 1 3.45% 7 3.89%
04土佐日記 3 6.98% 2 1.87% 0 0.00% 1 1.45%
05大和物語 5 1.94% 0 0.00% 7 9.46% 12 5.29%
06落窪物語 24 3.68% 7 2.13% 6 1.76% 27 5.41%
07枕草子 50 3.24% 11 6.01% 3 1.03% 29 7.65%
08源氏物語 168 3.88% 124 3.60% 51 3.30% 298 9.13%
09紫式部日記 12 3.67% 1 1.16% 0 0.00% 5 6.58%
10和泉式部日記 3 2.04% 0 0.00% 2 3.45% 8 6.02%
総計 269 3.55% 147 3.01% 84 3.34% 420 7.95%
たりき りき てき にき
たり つ ぬ たり ぬ たり つ ぬ り
02古今和歌集 1 49 50 36 2 31 58 127
03伊勢物語 14 14 1 1
05大和物語 2 9 11 1 1 2









たり ぬ たり つ ぬ り
02古今和歌集 5 13 3 21 198
03伊勢物語 1 1 54 9 72 42 177 193
05大和物語 1 1 145 17 95 61 318 332














 表 7 に『法華百座聞書抄』の「たり」「り」「つ」「ぬ」のトークン頻度および使用率を示
す。 
表 7 アスペクト形式のトークン頻度と使用率（トークン頻度／総語数＊100） 
 
 先の中古 10 作品と比較して顕著な傾向は見られないが、『今昔物語集』巻 27 での「り」
の数値が低い点が指摘できる。これは和文体的性質が色濃いとされる本朝世俗部の巻であ
ることも無関係ではないだろうが、中古和文作品では「給ふ」の前接例の数が際立ってお
り、たとえば『源氏物語』では「り」3447 例中の 2621 例を「給ふ」前接形が占める。一方、




 以下、表 8・表 9 に示すのは「けり」「き」の後接率である。 
 
表 8 アスペクト形式の「けり」後接率 
 
作品名 総語数 「けり」総数 使用率
01竹取物語 10144 111 1.09%
02古今和歌集 31017 764 2.46%
03伊勢物語 13657 668 4.89%
04土佐日記 6606 81 1.23%
05大和物語 22878 1288 5.63%
06落窪物語 53952 511 0.95%
07枕草子 64996 346 0.53%
08源氏物語 435893 3635 0.83%
09紫式部日記 17094 80 0.47%
10和泉式部日記 10759 68 0.63%
合計 666996 7552 1.13%
総語数
法華百座 20053 106 0.53% 135 0.67% 60 0.30% 82 0.41%
今昔12 45038 233 0.52% 201 0.45% 84 0.19% 202 0.45%
今昔27 31164 478 1.53% 38 0.12% 153 0.49% 291 0.93%
たり り つ ぬ
法華百座 11 10.38% 2 1.48% 2 3.33% 11 13.41%
今昔12 6 2.58% 3 1.49% 5 5.95% 18 8.91%
今昔27 126 26.36% 8 21.05% 28 18.30% 120 41.24%
たりけり りけり てけり にけり
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表 9 アスペクト形式の「き」後接率 
 





示す数値は『今昔物語集』巻 12 や一部を除く中古和文に近い傾向を示している。 
 表 9 の「き」後接例は用例数も少なく、あくまで参考にとどめざるを得ないが、「たりき」
「りき」の例は先掲の(5)のような、室町期に現れる「たし」へと継承されていく形式だと
考えられる。以下、参考に「たりし」と「たりけり」の例を示す。 





















法華百座 4 3.77% 6 4.44% 1 1.67% 0 0.00%
今昔12 7 3.00% 5 2.49% 0 0.00% 6 2.97%
今昔27 6 1.26% 1 2.63% 1 0.65% 8 2.75%


















(19) 此は法花寺のあかつきのかねの聲と思て、我懈怠しにけりとおどろきて…（法華・オ 186） 
(20) わがころもをとらへさせて、ほどもなくゆきつきにけり。（法華・オ 238） 
(21) …ひじりをおがみてなむさり給にける。（法華・オ 261） 
(22) 魚とらむために三年ばかりがほどよるひる念佛をしけるは、みな極樂へまいりにけり。
（法華・オ 276） 
(23) しまのうちにひとりものこらず往生しにければ往生のしまとなむいひ…（法華・オ 277） 
(24) 「かずもしらずも、ひさしくもなりなりにけるかな」とかなしくをぼえて…（法華・オ
290） 
(25) 嚴をみるに、とひたてまつらむとをもひつることもわすれにけり。（法華・オ 394） 
(26) 師子、酒をほしきままにのみて、ゑひてねにけるをみて…（法華・ウ 175） 

































聞書抄総索引』, 557-558. 武蔵野書院. 
坂詰力治（1975）「法華百座聞書抄における助動詞について」小林芳規(編)『法華百座聞書





る』, 225-242. 和泉書院. （初出：川端善明・仁田義雄(編)（1997）『日本語文法：体
系と方法』, pp. 211-227. ひつじ書房.） 
山下和弘（2013）「『今昔物語集』に見られるテアリとタリの対比：「テアリ対タリ」「テア
リケリ対タリケリ」」『国語国文学研究』48, 37-51. 







間淵 洋子（国立国語研究所 コーパス開発センター）† 
 
On the Ruby Elements in Taiyo Corpus: The Case of Group-ruby 



































】は夙く發たうぞ。（太陽 1895 年 2 号 川上眉山「書記官」） 
(4) 今では局長が引受て、萬事表面上商會の世話をして居る仲であつて見れば、すでに




















調査には，2005 年に公開された『太陽コーパス』CD-ROM を用いた。 
 『太陽コーパス』は，言文一致を経て口語体による書き言葉が安定し普及する時期（明
治時代後期～大正時代）の書き言葉を代表できるコーパスとして作られたものであり，月



















・ 1910 年頃までは，記事の属する欄によって (1)総ルビ（ほとんどすべての漢字に振
り仮名があるもの），(2)パラルビ（一部の漢字に振り仮名があるもの），(3)無ルビ（特
別な場合を除き振り仮名がないもの）かが決まっている。 












事のうち，1 割程度に該当する 364 記事に対してルビが付与されている。 













抽出することができる。今回は，スクリプト言語 perl を用い，XPath 式「//r」を元に 2 文
字以上の「r」要素（本文行文字列）と「rt」属性値（ルビ文字列）の対を抽出した2。 
これによって抽出されるのは，『太陽コーパス』において，2 文字以上の本文文字列を範
囲として r タグが付されているものすべてであり，延べ 26,165 件の表記とルビの対（ルビ
は語形を示していると考えられるので，以下「表記-語対」と呼ぶ）が抽出された。これら
は，記事の異なりで 12,800 程度に，更に表記揺れ等を統一し，異なり 4,900 程度の表記-
語対に集約した。 













                                                        
1 「記事」タグ内「ジャンル」属性に格納された NDC 番号のみを規準として対象記事を定めている。 












漢語 和語 混種語 外国語
表意ルビ 170 4200 7 259 4636 
本文
語種 
漢語 160 3800 6 205 4171 
和語 3 290 1 26 320 
和語・漢語 2 42 3 47 
混種語 10 1 11 
宛字 5 58 24 87 
表音ルビ 39 14 53 
本文
語種 
和語 1 1 
宛字 38 14 52 









































表３ 出現記事数 上位 30 語 
表記-語対 本文行語種 ルビ語種 ルビタイプ 出現記事数 出現率 
一人/ひとり 漢語 和語 表意 141 39% 
如何/いかん 漢語 和語 表意 134 37% 
今日/きょう 漢語 和語 表意 120 33% 
二人/ふたり 漢語 和語 表意 120 33% 
何處/どこ 和語 和語 表意 115 32% 
此方/こちら 和語 和語 表意 106 29% 
何時/いつ 和語 和語 表意 92 25% 
此處/ここ 和語 和語 表意 89 24% 
其處/そこ 和語 和語 表意 85 23% 
一寸/ちょっと 漢語 和語 表意 83 23% 
可愛/かわいい 宛字 和語 表音 73 20% 
何故/なぜ 和語 和語 表意 68 19% 
昨日/きのう 漢語 和語 表意 64 18% 
田舍/いなか 漢語 和語 表意 62 17% 
明日/あす 漢語 和語 表意 57 16% 
今朝/けさ 漢語 和語 表意 57 16% 
這入/はいる 和語 和語 表意 54 15% 
不可/いけない 漢語 和語 表意 51 14% 
可笑/おかしい 宛字 和語 表意 51 14% 
心地/ここち 漢語 和語 表意 50 14% 
屹底/きっと 宛字 和語 表音 49 13% 
先刻/さっき 漢語 和語 表意 47 13% 
身體/からだ 漢語 和語 表意 46 13% 
煙草/タバコ 漢語 外国語 表意 46 13% 
四邊/あたり 漢語 和語 表意 44 12% 
今年/ことし 漢語 和語 表意 44 12% 
眞面目/まじめ 漢語 和語 表意 44 12% 
眞似/まね 宛字 和語 表意 43 12% 
甲斐/かい 宛字 和語 表意 42 12% 









































































 [1] 漢語に対し、外来語のルビがついている場合 












 本発表では，『太陽コーパス』の XML タグを用いて，複数文字に対応するルビの抽出を
試み，以下の調査報告を行なった。 
                                                        
3 例えば，BCCWJ コアでは「先刻-さっき」「住居-すまい」の表記-語対はなし，「身体-からだ」について





















































The Usage of Degree Adverbs in the Magazine Material of Modern 
Japanese 













































































































文語 記事数 51 262 143 73 19 2 550 
粗頻度 83 914 841 263 42 2 2145 
口語 記事数 0 15 69 163 139 140 526 
粗頻度 0 42 204 388 483 300 1417 
口語
会話 
記事数 0 2 11 14 11 12 50 





文語 記事数 51 207 136 79 23 0 496 
粗頻度 73 600 665 320 65 0 1723 
口語 記事数 1 17 75 127 114 103 437 
粗頻度 3 36 190 282 264 196 971 
口語
会話 
記事数 0 3 12 9 2 12 38 





文語 記事数 29 188 123 61 20 1 422 
粗頻度 40 583 564 192 44 1 1424 
口語 記事数 0 11 49 126 119 100 405 
粗頻度 0 22 108 291 267 217 905 
口語
会話 
記事数 0 1 4 7 1 3 16 





文語 記事数 21 136 104 52 19 2 334 
粗頻度 30 282 394 133 35 3 877 
口語 記事数 0 8 36 131 114 133 422 
粗頻度 0 10 69 351 311 290 1031 
口語
会話 
記事数 0 0 0 9 1 6 16 






文語 記事数 0 39 40 13 5 0 97 
粗頻度 0 59 104 27 7 0 197 
口語 記事数 0 9 45 122 117 153 446 
粗頻度 0 11 107 319 327 409 1173 
口語
会話 
記事数 0 0 8 8 7 9 32 





文語 記事数 1 37 16 11 2 0 67 
粗頻度 1 53 25 27 2 0 108 
口語 記事数 0 21 67 108 78 107 381 
粗頻度 0 45 126 207 180 176 734 
口語
会話 
記事数 0 2 13 19 13 22 69 




文語 記事数 1 16 14 6 2 0 39 
粗頻度 1 20 19 9 6 0 55 
口語 記事数 1 13 56 98 73 86 327 
粗頻度 1 28 108 205 132 145 619 
口語
会話 
記事数 0 2 14 14 4 9 43 










文語 記事数 0 27 32 9 6 0 74 
粗頻度 0 45 72 17 12 0 146 
口語 記事数 0 3 3 29 41 42 118 
粗頻度 0 3 3 45 90 59 200 
口語
会話 
記事数 0 0 0 0 0 0 0 




文語 記事数 0 11 1 6 1 0 19 
粗頻度 0 12 1 8 1 0 22 
口語 記事数 0 2 19 49 38 61 169 
粗頻度 0 2 30 80 67 85 264 
口語
会話 
記事数 0 1 7 10 8 13 39 





文語 記事数 0 3 0 1 0 0 4 
粗頻度 0 4 0 2 0 0 6 
口語 記事数 0 4 23 19 24 33 103 
粗頻度 0 10 39 29 45 77 200 
口語
会話 
記事数 0 0 10 7 7 11 35 




文語 記事数 0 10 6 6 2 0 24 
粗頻度 0 13 14 7 3 0 37 
口語 記事数 0 4 21 29 13 26 93 
粗頻度 0 6 27 34 13 37 117 
口語
会話 
記事数 0 2 2 2 1 3 10 




文語 記事数 1 53 23 4 2 1 84 
粗頻度 1 100 47 4 2 1 155 
口語 記事数 0 1 9 5 4 8 26 
粗頻度 0 1 14 5 4 8 30 
口語
会話 
記事数 0 0 1 0 0 0 1 




文語 記事数 0 4 2 1 0 0 7 
粗頻度 0 5 5 2 0 0 12 
口語 記事数 0 3 6 17 22 31 79 
粗頻度 0 4 10 25 41 46 126 
口語
会話 
記事数 0 0 3 5 6 7 21 





文語 記事数 0 9 1 1 0 0 11 
粗頻度 0 14 1 2 0 0 17 
口語 記事数 0 8 10 14 9 18 59 
粗頻度 0 13 14 21 10 26 84 
口語
会話 
記事数 0 2 4 4 4 8 22 


















※総記事数は文語 1765 記事・口語 1781 記事 
おおいに 文語 31.2 ずいぶん 文語 3.8 しごく 文語 1.36 
口語 29.5 口語 21.4 口語 5.22 
はなはだ 文語 28.1 よほど 文語 2.2 いたく 文語 4.8 
口語 24.5 口語 18.4 口語 1.6 
すこぶる 文語 23.9 いちじる
しく 
文語 4.2 ひどく 文語 0.4 
口語 22.7 口語 6.6 口語 4.4 
きわめて 文語 18.9 だいぶ 文語 1.1 たいそう 文語 0.62 
口語 23.7 口語 9.5 口語 3.3 
ひじょう
に 
文語 5.5 たいへん 文語 0.23 
口語 25 口語 5.8 
 





















































































馬の民に其國を奪はる（『明六雑誌』３「陳言一則」1874 文語）   
(10)桂公も大いに意を強うし、翌日早速澁澤氏以下當代の實業家を招待して、同じく諒解を
求められたのだといふ。（『太陽』9「時局に面して安田善次郎翁を想ふ」1925 口語） 

























































表 4 各語の全用例における口語会話出現率（％） 
たいへん 32.7 よほど 11.7 きわめて 2.1 
たいそう 31.4 しごく 8.5 すこぶる 1.9 
ひどく 24.4 ひじょうに 5.9 いたく 0.9 
だいぶ 20.7 おおいに 4.6 いちじるしく 0 
ずいぶん 15.4 はなはだ 4.1 
 

























































（『太陽』4「銅山王」1909 口語会話）  
(27)急いで病院へ駈け着けて見ると、 病人の枕頭には、 前夜の通りに叔母と父親とがしよ
んぼり番をして居た。 朝の間は大變心持が好さ相に見えたが、 午後から何うも容態






















(31)北八「こいつは大變 〳 〵（『東海道中膝栗毛』） 





























渡辺 実 (2002)『国語意味論』塙書房 
 
※辞書・資料類（資料類の引用に際しては振り仮名を省略するなど表記を一部改めた。） 
『日本国語大辞典』第二版 小学館 2001 
『使い方のわかる類語例解辞典』小学館 1994 
中村幸彦他『近世随想集』日本古典文学大系 岩波書店 1965 
松村明他校注『新井白石』日本思想大系 岩波書店 1975 
小高敏郎他校注『戴恩記 折たく柴の記 蘭東事始』日本古典文学大系 岩波書店 1964 
麻生磯次校注『東海道中膝栗毛』日本古典文学大系 岩波書店 1958 
中村幸彦校注『春色梅兒誉美』日本古典文学大系 岩波書店 1962 
 
関連 URL 






Temporal Change of Stylistic Features in the Judgment Documents  
of the Supreme Court of Japan 

















































































6 形態素解析器 MeCab，形態素解析辞書 UniDic を用いて形態素解析（短単位）した結果の数から，感動詞，
記号，その他，フィラーを除いた数 
7 個別意見には，法廷意見（多数意見）と反対の結論とする「反対意見」，法廷意見を補足する「補足意見」，
法廷意見と結論を同じだが理由が異なる「意見」の 3 種類がある。今回はその区別は行っていない。 
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種類 又 及び しかし そして かつ ないし なお すなわち されば 更に 
比率 28.65 25.01 8.37 7.11 6.38 5.21 4.93 2.53 2.49 2.03 
 
４.５ 結果３ 表記の移り変わり 
代表的な接続詞について，表記の移り変わり（観点3）を示したのが，図3（次頁）であ
る。これは，法廷意見部分のみを対象として，単純頻度をグラフ化したものである。なお，
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