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Résumé
Pour un groupe de Kac-Moody déployé (au sens de J. Tits) sur un corps réellement
valué quelconque, on construit une masure affine ordonnée sur laquelle ce groupe agit.
Cette construction généralise celle déjà effectuée par S. Gaussent et l’auteur quand le corps
résiduel contient le corps des complexes [GR08] et celle de F. Bruhat et J. Tits quand
le groupe est réductif. On montre que cette masure vérifie bien toutes les propriétés des
masures affines ordonnées comme définies dans [R11]. On utilise le groupe de Kac-Moody
maximal au sens d’O. Mathieu et on montre quelques résultats pour celui-ci sur un corps
quelconque ; en particulier on prouve, dans certains cas, un résultat de simplicité pour ce
groupe maximal.
Abstract
For a split Kac-Moody group (in J. Tits’ definition) over a field endowed with a real
valuation, we build an ordered affine hovel on which the group acts. This construction
generalizes the one already done by S. Gaussent and the author when the residue field
contains the complex field [GR08] and the one by F. Bruhat and J. Tits when the group
is reductive. We prove that this hovel has all properties of ordered affine hovels (masures
affines ordonnées) as defined in [R11]. We use the maximal Kac-Moody group as defined
by O. Mathieu and we prove a few new results about it over any field; in particular we
prove, in some cases, a simplicity result for this group.
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Introduction
L’étude des groupes de Kac-Moody sur un corps local a été initiée par Howard Garland
[Ga95] pour certains groupes de lacets. Dans [R06] on a construit un immeuble "microaffine"
pour tous les groupes de Kac-Moody (minimaux au sens de J. Tits) sur un corps muni
d’une valuation réelle. C’est un immeuble (en général non discret) avec les bonnes propriétés
habituelles des immeubles. Cependant cet immeuble microaffine n’est pas l’analogue des
immeubles de F. Bruhat et J. Tits pour les groupes réductifs. Il correspond plutôt à leur
frontière dans la compactification de Satake ou compactification polyédrique. De plus il ne
traduit pas les décompositions de Cartan de [Ga95].
Une autre construction est envisageable pour un groupe de Kac-Moody sur un corps
réellement valué. Elle est la généralisation directe de celle de Bruhat-Tits ([BT72] et [BT84]) et
traduit les décompositions de Cartan de [Ga95] dans le cas des groupes de lacets. Cependant,
comme ces décompositions ne sont vérifiées qu’après torsion, l’espace I ainsi construit à
la Bruhat-Tits est tel que deux points quelconques ne sont pas toujours dans un même
appartement. Il ne mérite donc pas le nom d’immeuble. Il s’est avéré cependant utile et a
donc été considéré sous le nom de masure (hovel).
La construction de cette masure a été effectuée dans [GR08] et on a pu l’utiliser pour
des résultats en théorie des représentations. Le corps valué intéressant dans ce cadre est le
corps des séries de Laurent complexes C((t)). On s’est donc placé dans le cas d’un corps K
muni d’une valuation discrète avec un corps résiduel contenant C. Cette situation d’égale
caractéristique 0 simplifie les raisonnements et permet, en particulier, d’utiliser les résultats
du livre de S. Kumar [Ku02]. On a cependant dû faire quelques hypothèses restrictives sur le
groupe de Kac-Moody (en particulier la symétrisabilité).
Par ailleurs dans [R11] on a élaboré une définition abstraite de masure affine (inspirée de
la définition abstraite des immeubles affines de [T86]) et on a montré qu’elle est satisfaite par
la plupart des masures définies précédemment. De cette définition découlent des propriétés
intéressantes : les résidus en chaque point sont des immeubles jumelés, à l’infini on trouve
des immeubles jumelés et deux immeubles microaffines, il existe un préordre invariant sur la
masure.
Le but du présent article est de construire la masure affine d’un groupe de Kac-Moody
déployé sur un corps muni d’une valuation réelle non triviale et de montrer qu’elle satisfait aux
axiomes abstraits de masure affine ordonnée de [R11]. Ceci est réalisé sans aucune restriction
sur le groupe de Kac-Moody ni sur le corps valué. Pour cela on a essentiellement remplacé
dans [GR08] les groupes de Kac-Moody à la Kumar par ceux d’Olivier Mathieu [M89] et la
représentation adjointe dans l’algèbre de Lie par celle dans l’algèbre enveloppante entière,
puisqu’on va considérer aussi de la caractéristique (résiduelle) positive.
Il y a en fait beaucoup de choix possibles pour les groupes de Kac-Moody, cf. [T89]. On
considère ici les groupes déployés "minimaux" tels que définis par Jacques Tits [T87] ; leurs
propriétés essentielles sont expliquées dans [T92] et aussi [Re02]. On a résumé celles-ci et
prouvé quelques compléments (essentiellement sur les morphismes) dans la première partie de
cet article.
La seconde partie est consacrée à l’algèbre enveloppante entière introduite par J. Tits
pour construire ses groupes et à la représentation adjointe, déjà largement utilisée par B.
Rémy. On y montre un théorème de Poincaré-Birkhoff-Witt (avec des puissances divisées
tordues) et on y construit des exponentielles tordues. Ces résultats tirent leur origine dans un
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travail de généralisation du théorème de simplicité de R. Moody [Mo82], qui est expliqué dans
l’appendice.
Les relations de commutation dans un groupe de Kac-Moody minimal G sont compliquées
(voire inexistantes). Pour mener à bien des calculs on va raisonner dans un groupe maximal qui
ici sera celui (Gpma ou Gnma) défini par O. Mathieu. On a cependant besoin d’une connaissance
plus concrète de celui-ci, c’est le but de la troisième partie. Il est en partie accompli grâce aux
exponentielles tordues de la partie précédente.
Dans ces trois premières parties on étudie les groupes de Kac-Moody de manière générale
sur un anneau quelconque, ou sur un corps si on veut plus de résultats de structure. On
les considère ensuite sur un corps valué (mais aussi sur son anneau des entiers). Dans la
quatrième partie on construit l’appartement témoin et les sous-groupes parahoriques (ou
assimilés) associés aux sous-ensembles ou filtres de cet appartement témoin. C’est la partie
la plus technique. Comme dans [GR08], ces sous-groupes parahoriques du groupe de Kac-
Moody G sont construits en plusieurs étapes en utilisant les groupes maximaux Gpma et Gnma
contenant G. On a cependant dû apporter des changements substantiels aux raisonnements
de [GR08].
On récolte enfin dans la cinquième partie les fruits du travail précédent. Par un procédé
classique utilisant l’appartement témoin et les sous-groupes parahoriques, on y construit la
masure affine (ordonnée) d’un groupe déployé sur un corps réellement valué. Et on montre les
mêmes résultats qu’en [GR08] ou [R11]. Les raisonnements sont sans changement substantiel,
mais, grâce aux parties précédentes, il n’y a plus d’hypothèse technique superflue.
L’appendice rassemble des résultats sur le groupe de Kac-Moody maximal à la Mathieu
Gpma (sur un corps k quelconque) qui sont conséquences des résultats des parties 2 et 3. On
y compare Gpma avec d’autres groupes de Kac-Moody maximaux définis par M. Ronan et
B. Rémy [ReR06] ou L. Carbone et H. Garland [CG03]. On y généralise aussi le théorème de
simplicité d’un sous-quotient de Gpma dû à R. Moody [Mo82] en caractéristique 0 ; on l’obtient
ici en caractéristique p assez grande, pour un corps non algébrique sur Fp.
Je remercie Bertrand Rémy pour m’avoir suggéré d’étudier l’article [Mo82] de R. Moody
et Olivier Mathieu pour m’avoir signalé son article [M96] et pour quelques éclaircissements
sur la construction de son groupe de Kac-Moody ou la simplicité des algèbres de Kac-Moody.
1 Le groupe de Kac-Moody minimal (à la Tits)
On introduit ici le groupe de Kac-Moody objet principal d’étude de cet article et on y
étudie en particulier sa fonctorialité.
1.1 Systèmes générateurs de racines
1) Une matrice de Kac-Moody (ou matrice de Cartan généralisée) est une matrice carrée
A = (ai,j)i,j∈I , à coefficients entiers, indexée par un ensemble fini I et qui vérifie :
(i) ai,i = 2 ∀i ∈ I ,
(ii) ai,j ≤ 0 ∀i 6= j ,
(iii) ai,j = 0 ⇐⇒ aj,i = 0.
2) Un système générateur de racines (en abrégé SGR) [Ba96] est un quadruplet S =
(A,Y, (αi)i∈I , (α
∨
i )i∈I) formé d’une matrice de Kac-Moody A indexée par I, d’un Z−module
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libre Y de rang fini n, d’une famille (αi)i∈I dans son dual X = Y ∗ et d’une famille (α∨i )i∈I
dans Y . Ces données sont soumises à la condition de compatibilité suivante : ai,j = αj(α∨i ).
On dit que |I| est le rang du SGR S et n sa dimension.
On dit que le SGR S est libre (ou adjoint) (resp. colibre (ou coadjoint)) si (αi)i∈I (resp.
(α∨i )i∈I) est libre dans (ou engendre) X (resp. Y ).
Par exemple le SGR simplement connexe SA = (A,YA, (αi)i∈I , (α∨i )i∈I) avec YA de base
les α∨i est le seul SGR colibre et coadjoint associé à A.
3) On introduit le Z−module libre Q =
⊕
i∈I Zαi. Il y a donc un homomorphisme de
groupes bar : Q → X , α 7→ α tel que bar(αi) = αi. On note Q+ =
∑
i∈I Nαi ⊂ Q et
Q− = −Q+. Quand S est libre on identifie Q à un sous-module de X et on ne fait pas de
différence entre α et α. Le SGR adjoint minimal SAm = (A,Q∗, (αi)i∈I , (α∨i )i∈I) est libre et
adjoint.
On note Q∨ =
∑
i∈I Zαi
∨. On dit que le SGR S est sans cotorsion si Q∨ est facteur direct
dans Y i.e. Y/Q∨ est sans torsion. C’est le cas de SA pour lequel Q∨ = Y .
4) On note V = Y ⊗Z R et VC = Y ⊗Z C ; pour α ∈ Q et h ∈ VC, on écrit α(h) = α(h).
L’algèbre de Kac-Moody complexe gS associée à S est engendrée par hS = VC et des éléments
(ei, fi)i∈I avec les relations suivantes (pour h, h′ ∈ hS et i 6= j ∈ I) :
(KMT1) [h, h′] = 0 ; [h, ei] = αi(h)ei ; [h, fi] = −αi(h)fi ; [ei, fi] = −α∨i .
(KMT2) [ei, fj ] = 0 ; (ad ei)1−ai,j (ej) = (ad fi)1−ai,j (fj) = 0.
On a alors une graduation de l’algèbre de Lie gS par Q : gS = hS ⊕ (⊕α∈∆ gα) où
∆ ⊂ Q \ {0} est le système de racines de gS . On a hS = (gS)0, gαi = C.ei et g−αi = C.fi, de
plus gα ⊂ gα = {x ∈ gS | [h, x] = α(x) ∀h ∈ h} est non nul pour α ∈ ∆ ∪ {0}.
On sait que ∆ et les gα ne dépendent que de A et non de S. On note gA = gSA .
Les racines αi sont dites simples. Les racines de ∆+ = ∆ ∩ Q+ (resp. ∆− = −∆+) sont
dites positives (resp. négatives). On a ∆ = ∆−
⊔
∆+.
La sous-algèbre nilpotente (resp. de Borel) positive est n+S = ⊕α∈∆+ gα (indépendante de
S et donc notée aussi n+A) (resp. b
+
S = hS ⊕ n
+
S ). On a de même des sous-algèbres négatives
n−S = n
−
A et b
−
S = hS ⊕ n
−
S avec la décomposition triangulaire g
−
S = n
−
S ⊕ hS ⊕ n
+
S .
5) Le groupe de Weyl (vectoriel) W v associé à A est un groupe de Coxeter de système
de générateurs l’ensemble S = { si | i ∈ I} des automorphismes de Q définis par si(α) =
α− α(α∨i )αi. Il stabilise ∆ et agit aussi sur X et Y par des formules semblables.
On note Φ = ∆re l’ensemble des racines réelles c’est à dire des éléments de ∆ ou Q
de la forme α = w(αi) avec w ∈ W v et i ∈ I. Si α ∈ Φ, alors sα = w.si.w−1 est bien
déterminé par α, indépendamment du choix de w et de i tels que α = w(αi). Pour β ∈ Q on
a sα(β) = β − β(α∨)α pour un α∨ ∈ Y avec α(α∨) = 2. Si Φ+ = Φ ∩∆+ et Φ− = −Φ+, on a
Φ = Φ+
⊔
Φ−.
Les racines de ∆im = ∆ \Φ sont dites imaginaires.
Si on a deux parties Ψ ⊂ Ψ′ de ∆ ∪ {0}, on dit que Ψ est close (resp. un idéal de Ψ′) si :
α, β ∈ Ψ, (resp. α ∈ Ψ, β ∈ Ψ′), p, q ≥ 1, pα+ qβ ∈ ∆ ∪ {0} ⇒ pα+ qβ ∈ Ψ. La partie Ψ est
dite prénilpotente s’il existe w,w′ ∈ W v tels que wΨ ⊂ ∆+ et w′Ψ ⊂ ∆−, alors Ψ est finie et
contenue dans la partie w−1(Φ+) ∩ (w′)−1(Φ−) de Φ qui est nilpotente (i.e. prénilpotente et
close).
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6) Unmorphisme de SGR, ϕ : S = (A,Y, (αi)i∈I , (α∨i )i∈I)→ S
′ = (A′, Y ′, (α′i)i∈I′ , (α
′∨
i )i∈I′)
est une application linéaire ϕ : Y → Y ′ et une injection I → I ′ , i 7→ i telles que A = A′|I×I ,
ϕ(α∨i ) = α
′∨
i et α
′
i ◦ ϕ = αi ∀i ∈ I. On note ϕ
∗ : X ′ = Y ′∗ → X = Y ∗ l’application duale
Cette définition de morphisme est duale de celle de [Ba96, 4.1.1] qui est valable dans un
cadre plus général.
Pour un morphisme de SGR ϕ : S → S ′, on définit de manière évidente un morphisme
gϕ : gS → gS′ entre les algèbres de Lie correspondantes.
7) Soit ϕ : S → S ′ un morphisme de SGR. On dit que :
S est une extension centrale torique de S ′ si ϕ est surjective et I = I ′ ; elle est dite de plus
scindée si Ker(ϕ) a un supplémentaire contenant Q∨,
S est une extension centrale finie de S ′ si ϕ est injective, I = I ′ et les dimensions sont
égales,
plus généralement S est extension centrale de S ′ si ϕ∗ est injective et I = I ′,
S est un sous-SGR de S ′ si ϕ est injective et Y ′/ϕ(Y ) est sans torsion,
S ′ est une extension semi-directe (torique) de S si S est un sous-SGR de S ′ et si I = I ′.
Elle est dite directe si, de plus, il existe un supplémentaire de ϕ(Y ) dans Y ′ contenu dans
Ker(αi), ∀i ∈ I.
ϕ est une extension commutative si I = I ′ (alors A = A′ et Q = Q′).
1.2 Tores associés
À un SGR S, on associe un Z−schéma en groupe TS = TY (vu comme foncteur en groupe
sur la catégorie des anneaux) défini par TY (k) = Y ⊗Z k∗ (pour tout anneau k) ou par
TY = Spec(Z[X]). C’est un tore (isomorphe à (Mult)dim(S)) de groupe de cocaractères (resp.
caractères) Y (resp. X), voir [DG70].
Un morphisme ϕ : S → S ′ de SGR donne un homomorphisme Tϕ : TS → TS′ de tores.
Le groupe de Weyl W v agit sur TS via ses actions sur Y et X.
Si ϕ est extension centrale, Tϕ est surjectif (au sens schématique) de noyau le groupe
multiplicatif Z de groupe des caractères X/ϕ∗(X ′). Si ϕ est extension centrale torique, Tϕ est
surjectif (au sens fonctoriel) de noyau le tore TKer(ϕ). Si ϕ est extension centrale finie, alors
le théorème des diviseurs élémentaires appliqué à ϕ∗(X ′) ⊂ X donne une description explicite
de Z(k) comme produit de groupes de racines de l’unité et l’homomorphisme Tϕ(k) n’est pas
surjectif pour tout anneau k.
Si S est un sous-SGR de S ′, Tϕ identifie TS à un sous-tore facteur direct de TS′ .
Proposition 1.3. Soit S = (A,Y, (αi)i∈I , (α∨i )i∈I) un SGR.
a) Il existe une extension centrale finie Ss de S qui est sans cotorsion. Le SGR S est
extension centrale de Sad = (A,Q
∗
, (αi)i∈I , (α
∨
i )i∈I) qui est adjoint. Si S est libre alors S
s et
Sad aussi.
b) Le SGR S1 = (A,Q∨, (αi|Q∨)i∈I , (α
∨
i )i∈I) n’est en général pas libre. Le SGR S
s (resp.
SA) en est extension semi-directe (resp. centrale torique).
c) Il existe une extension centrale torique Ssc de S qui est sans cotorsion et colibre. Si
S est colibre et sans cotorsion, cette extension est scindée. Si S est libre ou si Q est facteur
direct dans X, alors c’est également vrai pour Ssc.
d) Il existe une extension semi-directe Sℓ de S qui est libre (et avec Qℓ facteur direct de
Xℓ). Si S est libre et Q facteur direct de X, cette extension est directe. Si S est colibre ou si
Q∨ est facteur direct dans Y , alors c’est également vrai pour Sℓ.
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e) Si S est libre, colibre et sans cotorsion, alors S est extension semi-directe d’un SGR
Smat libre, colibre, sans cotorsion et de dimension 2r − s où r est le rang de S et s (≤ r) le
rang de la matrice A.
Remarques. 1) On a Sscℓ = Sℓsc et les constructions de c) et d) sont fonctorielles en S.
2) Dans le cas e) le SGR Smat vérifie donc les hypothèses de [M88a, p 16]. Mais S n’est
pas toujours extension directe de Smat.
3) Quand la matrice A est inversible (par exemple dans le cas classique d’une matrice de
Cartan) tout SGR est libre, colibre et extension semi-directe (ou aussi centrale torique) d’un
SGR de dimension égale au rang (i.e. semi-simple dans le cas classique).
Démonstration. On considère un supplémentaire Y0 de (Q∨ ⊗ Q) ∩ Y dans Y et on pose
Y s = Q∨ ⊕ Y0. Les assertions a) et b) sont alors évidentes.
c) On définit Y sc = Y ⊕ (⊕i∈I Zu∨i ), son dual est donc X
sc = X ⊕ (⊕i∈I Zui) où les ui
forment une base duale des u∨i . On note α
sc
i = αi ∈ X, α
sc∨
i = α
∨
i + u
∨
i et ϕ est la projection
de Y sc sur Y . cf. [Re02, 7.1.2].
d) On définit Y ℓ = Y ⊕ (⊕i∈I Zv∨i ), son dual est donc X
ℓ = X ⊕ (⊕i∈I Zvi) où les vi
forment une base duale des v∨i . On note α
ℓ
i = αi + vi, α
ℓ∨
i = α
∨
i et ϕ est l’injection canonique
de Y dans Y ℓ .
e) Soit ψ : Y → Zr, y 7→ (αi(y))i∈I . Comme S est libre, ψ(Y ) est de rang r, tandis que
ψ(Q∨) est de rang s. Le module Qψ(Q∨) ∩ ψ(Y ) a un supplémentaire dans ψ(Y ) de rang
r − s ; on suppose que la base de ce supplémentaire est ψ(v1), · · · , ψ(vr−s) pour des vi ∈ Y .
Comme S est colibre Y mat = Q∨⊕ (⊕r−sj=1 Zvj) est de rang 2r−s. Comme le quotient de Y par
Q∨ est sans torsion , il en est de même pour Y mat. On note αmati = αi|Ymat et α
mat∨
i = α
∨
i .
L’injection de Y mat dans Y fait bien de S une extension semi-directe de Smat et Smat est
colibre, sans cotorsion, de dimension 2r − s. Comme ψ(Y mat) = ψ(Q∨) ⊕ (⊕r−sj=1 Zψ(vj)) est
de rang r, les αmati sont bien libres dans X
mat = (Y mat)∗.
1.4 Relations dans Aut(gA)
cf. [T87, 3.3 et 3.6]
Pour i ∈ I, ad(ei) et ad(fi) sont localement nilpotents dans gA ou gS , exp(ad(ei)),
exp(ad(fi)) sont des automorphismes de gA ou gS et l’on a exp(ad(ei)).exp(ad(fi)).exp(ad(ei))
= exp(ad(fi)).exp(ad(ei)).exp(ad(fi)), que l’on note s∗i ou s
∗
αi . L’application s
∗
i 7→ si s’étend
en un homomorphisme surjectif w∗ 7→ w du sous-groupe W ∗ de Aut(gA) engendré par les
s∗i sur le groupe de Weyl W
v. Le groupe W ∗ stabilise h et permute les gα pour α ∈ ∆ ; les
actions induites sur h ou ∆ se déduisent des actions de W v via l’homomorphisme précédent.
En particulier W ∗ est le même qu’il soit défini sur gA ou gS .
Pour α ∈ Φ, l’espace gα est de dimension 1 et on peut choisir les éléments de base (eα)α∈Φ
de façon que eαi = ei, [eα, fα] = −α
∨ et w∗eα = ±ewα pour α ∈ Φ, i ∈ I et w∗ ∈W ∗.
Si α, β ∈ Φ forment une paire prénilpotente de racines, l’ensemble [α, β] = { pα + qβ ∈
Φ | p, q ∈ N} est fini. Si α et β sont non colinéaires, on note ]α, β[= [α, β] \ {α, β}, et on
l’ordonne, par exemple de façon que p/q soit croissant ; on a alors la formule suivante pour les
commutateurs (pour r, r′ ∈ C) :
(exp(ad(reα)), exp(ad(r
′eβ))) =
∏
exp(ad(Cα,βp,q r
pr′qeγ))
où γ = pα+ qβ parcourt ]α, β[ et les Cα,βp,q sont des entiers bien définis.
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1.5 Foncteur de Steinberg
cf. [T87, 3.6]
Ce foncteur StA de la catégorie des anneaux dans celle des groupes est engendré par |Φ|
exemplaires du groupe additif Add. Plus précisément, pour α ∈ Φ, k un anneau et r ∈ k, on
introduit le symbole xα(r) et le groupe StA(k) est engendré par les éléments xα(r) pour α ∈ Φ,
r ∈ k soumis aux relations xα(r + r′) = xα(r).xα(r′) et aux relations de commutation :
(KMT3) (xα(r), xβ(r′)) =
∏
xγ(C
α,β
p,q rpr′q)
pour r, r′ ∈ k, {α, β} prénilpotente et γ, Cα,βp,q comme ci-dessus en 1.4.
Si Ψ est une partie nilpotente de Φ et si on remplace ci-dessus Φ par Ψ, on définit un
foncteur en groupes UΨ. C’est un groupe algébrique unipotent isomorphe comme schéma à
(Add)|Ψ| et qui ne dépend que de Ψ et A (donc Φ) mais pas de S. Si α ∈ Φ et Ψ = {α},
Uα = U{α} est un sous-foncteur en groupes de StA isomorphe à Add par xα. En fait StA est
l’amalgame des groupes Uα et U[α,β] pour α ∈ Φ et {α, β} prénilpotente.
Pour α ∈ Φ, k un anneau et r ∈ k∗, on définit dans StA(k), s˜α(r) = xα(r).x−α(r−1).xα(r),
s˜α = s˜α(1) et α∗(r) = s˜−1α .s˜α(r
−1). On a s˜α(−r) = s˜α(r)−1 = s˜α.α∗(−r−1). En particulier
s˜−1α = s˜α(−1).
Remarque. Si jamais le quotient gA de gA par son idéal gradué maximal d’intersection
triviale avec hA est différent de gA, la différence n’affecte que les espaces radiciels imaginaires.
Le remplacement de gA par gA ne change donc pas StA (ni GS défini ci-dessous) ; ce n’est par
contre pas vrai pour le groupe GpmaS du § 3.
1.6 Le groupe de Kac-Moody minimal GS (à la Tits)
cf. [T87, 3.6], [Re02, 8.3.3]
Pour un anneau k, on définit le groupe GS(k) comme le quotient du produit libre StA(k)∗
TS(k) par les 4 relations suivantes, pour α racine simple, β ∈ Φ, r ∈ k et t ∈ TS(k) :
(KMT4) t.xα(r).t−1 = xα(α(t)r),
(KMT5) s˜α.t.s˜−1α = sα(t),
(KMT6) s˜α(r−1) = s˜α.α∨(r),
(KMT7) s˜α.xβ(r).s˜−1α = xγ(ǫr),
si γ = sα(β) et s∗α(eβ) = ǫeγ (avec ǫ = ±1).
Remarque. Les relations (KMT5) et (KMT7) permettent aussitôt de généraliser (KMT4)
au cas où α ∈ Φ n’est pas simple.
Propriétés. 1) D’après [T87, 3.10.b] il existe des foncteurs en groupes G# et U
±
# satisfaisant
aux axiomes (KMG 1 à 9) de l.c. . D’après le théorème 1 (i) p. 553 de l.c. , il en résulte que,
pour tout anneau k, l’homomorphisme canonique de TS(k) dans GS(k) est injectif.
2) Pour tout α ∈ Φ, l’homomorphisme xαk : k → Uα(k) → GS(k) est injectif, voir la
démonstration de [Re02, 9.6.1] si Y/Zα∨i est sans torsion (∀i ∈ I) ou si k n’a pas d’éléments
nilpotents ; le cas général se traite comme dans la partie b) de la démonstration du lemme
4.11 ci-dessous. Plus généralement ces mêmes raisonnements montrent que, pour toute partie
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nilpotente Ψ de Φ, l’homomorphisme canonique de UΨ(k) dans GS(k) est injectif et aussi que,
pour α 6= β et r ou r′ non nul xα(r) 6= xβ(r′).
3) On identifie donc TS , Uα et UΨ à des sous-foncteurs en groupes de GS ; si Ψ′ est un
idéal de Ψ, UΨ′ est distingué dans UΨ. De même on note U
±
S (resp. B
±
S ) le sous-foncteur en
groupe de GS tel que, pour un anneau k, U
±
S (k) (resp. B
±
S (k)) est le sous-groupe engendré
par les Uα(k) pour α ∈ Φ± (resp. et par TS(k)).
4) On note NS le sous-foncteur de GS tel que NS(k) soit le sous-groupe engendré par
TS(k) et les s˜α pour α racine simple. On a un homomorphisme νv de NS sur W v trivial sur
TS tel que νv(s˜α) = sα et NS(k) agit sur TS et Φ via νv, cf. (KMT4), (KMT5), (KMT7)
et 2) ci-dessus. D’après [T87, 3.7.d] les s˜αi satisfont aux relations de tresse, d’après (KMT6)
(s˜αi)
2 ∈ TS(k), le noyau de νv est donc égal à TS(k).
Si k est un corps avec au moins quatre éléments, NS(k) est le normalisateur de TS(k) dans
GS(k) [Re02, 8.4.1]. Si k est un corps infini, on sait de plus que tous les sous-tores k−déployés
maximaux de GS sont conjugués à TS par GS(k) [Re02, 10.4.1].
5) Les théorèmes 1 et 1’ p. 553 de [T87] montrent que, sur les corps, GS vérifie les axiomes
(KMG 1 à 9) de l.c. : il existe un homomorphisme π de foncteurs en groupes GS → G# qui
est un isomorphisme sur les corps et vérifie π(U±S ) ⊂ U
±
#. En particulier (KMG4) dit que, pour
une extension de corps k → k′, GS(k) s’injecte dans GS(k′).
Si k est un corps, (GS(k), (Uα(k))α∈Φ,TS(k)) est une donnée radicielle de type Φ, au
sens de [R06, 1.4], ou donnée radicielle jumelée entière [Re02, 8.4.1] (c’est plus précis que les
données radicielles jumelées de l.c. , i.e. les RGD-systems de [AB08, 8.6.1]). En particulier,
pour u ∈ Uα(k) \ {1}, il existe u′, u′′ ∈ U−α(k) tels que m(u) := u′uu′′ conjugue Uβ(k) en
Usα(β)(k), ∀β ∈ Φ, donc m(u) ∈ NS(k) ; on a m(xα(r)) = s˜−α(r
−1). On montre que B±S (k) est
produit semi-direct de TS(k) et U
±
S (k) [Re02, 1.5.4]. Pour une partie nilpotente de la forme
Ψ = Φ+ ∩ wΦ−, on a UΨ(k) = U
+
S (k) ∩ wU
−
S (k)w
−1 cf. l.c. 3.5.4. Le centre de GS(k) est
{t ∈ TS(k) | αi(t) = 1,∀i ∈ I} cf. l.c. 8.4.3.
Toujours si k est un corps, la donnée radicielle ci-dessus permet de construire des immeubles
combinatoires jumelés I v+(k) et I
v
−(k), agités par GS(k) : l’immeuble I
v
ǫ (k) de GS sur k est
associé au système de Tits (GS(k),BǫS(k),NS(k)).
1.7 Un quotient du foncteur de Steinberg
Pour un anneau k, on définit StA(k) comme le quotient de StA(k) par les relations
suivantes, pour α, β racines simples, γ ∈ Φ et r, r′ ∈ k :
(KMT5) s˜α.β∗(r).s˜−1α = β
∗(r).α∗(r−α(β
∨)),
(KMT7) s˜α(r).xγ(r′).s˜α(r)−1 = xδ(ǫ.r−γ(α
∨).r′),
si δ = sα(γ) et s∗α(eγ) = ǫ.eδ,
(KMT8) a) α∗ : k∗ → StA(k) est un homomorphisme de groupes,
b) α∗(r).β∗(r′) = β∗(r′).α∗(r), on note TA(k) le groupe commutatif engendré par
tous ces éléments (pour α, β racines simples et r, r′ ∈ k),
c) La formule γ(α∗(r)) = rγ(α
∨) définit un homomorphisme de groupes TA(k)→
k∗, noté γ.
On note de la même manière les éléments et leurs images dans StA(k).
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Remarques. 1) Dans le cas classique, Steinberg considère lui aussi un quotient de StA un
peu analogue : comparer (KMT7) et (KMT8) respectivement aux conditions (B’) et (C) de
[S62] ou [S68].
2) On n’a pas cherché ici un système minimal de relations pour StA(k). Le lecteur trouvera
des réductions faciles par lui-même et d’autres moins évidentes dans [T87, 3.7 ou 3.8], [S62]
ou [S68].
3) L’endomorphisme s′β du groupe TA(k) défini par s
′
β(t) = t.β
∗(β(t))−1 est une involution,
car s′β(s
′
β(t)) = t.β
∗(β(t))−1.β∗(β(t.β∗(β(t))−1))−1 = t.β∗(β(t))−1.β∗(β(t))−1.β∗(β(β∗(β(t))))
= t (car β ◦ β∗ est l’élévation au carré). En fait pour t = γ∗(r) on a s′β(t) = s
′
β(γ
∗(r)) =
γ∗(r).β∗(β(γ∗(r)))−1 = γ∗(r).β∗(r−β(γ
∨)) ( = (γ∗ − β(γ∨)β∗)(r) avec une notation additive
pour Hom(k∗,StA(k)) ). En particulier (KMT5) et (KMT5) sont semblables.
4) La relation (KMT4) : t.xα(r).t−1 = xα(α(t)r), pour α ∈ Φ, r ∈ k et t ∈ TA(k) est
conséquence des relations ci-dessus :
En effet pour α, β racines simples, r ∈ k∗, r′ ∈ k, on a : β∗(r).xα(r′).β∗(r)−1 =
s˜−1β .s˜β(r
−1).xα(r
′).s˜β(r
−1)−1.s˜β = s˜
−1
β .xγ(ǫ.r
α(β∨).r′).s˜β = xα(r
α(β∨).r′) = xα(α(β
∗(r)).r′)
(avec γ = sβ(α) et s∗β(eα) = ǫ.eγ).
Cette relation s’étend au cas α non simple d’après (KMT5), (KMT7) et (KMT8) : si α,
β sont simples et γ satisfait à (KMT4),on a :
β∗(r).xsα(γ)((−1)
γ(α∨).ǫ.r′).β∗(r)−1 = β∗(r).s˜−1α .xγ(r
′).s˜α.β
∗(r)−1
= s˜−1α .β
∗(r).α∗(r−α(β
∨)).xγ(r
′).α∗(rα(β
∨)).β∗(r)−1.s˜α
= s˜−1α .xγ(r
γ(β∨).(r−α(β
∨))γ(α
∨).r′).s˜α = xsα(γ)((−1)
γ(α∨).ǫ.rγ(β
∨)−α(β∨).γ(α∨).r′)
et γ(β∨)− α(β∨).γ(α∨) = sα(γ)(β∨). Donc sα(γ) satisfait aussi à (KMT4).
5) On peut appliquer (KMT7) à γ = ±α. On sait que s∗α(e±α) = e∓α. Donc s˜α(r).x±α(r
′)
.s˜α(r)
−1 = x∓α(r
∓2.r′) et s˜α(r) = s˜α(r).s˜α(r).s˜α(r)−1 = x−α(r−1).xα(r).x−α(r−1) = s˜−α(r−1).
Proposition 1.8. 1) L’homomorphisme canonique de StA dans GS se factorise par StA,
autrement dit les relations (KMT5), (KMT7) et (KMT8) sont satisfaites dans GS .
2) Pour un anneau k, GS(k) est le quotient du produit libre StA(k) ∗ TS(k) par les 2
relations suivantes (pour α racine simple, β ∈ Φ, r ∈ k et t ∈ TS(k)) :
(KMT4) t.xβ(r).t−1 = xβ(β(t).r),
(KMT6) α∗(r) = α∨(r) si r ∈ k∗.
3) La relation (KMT6) induit un homomorphisme de foncteurs en groupes ψ : TA → TS
dont le noyau ZS est central dans StA. Le foncteur GS est le quotient (comme foncteur en
groupes) du produit semi-direct (StA/ZS) ⋊ TS par TA/ZS antidiagonal. En particulier le
quotient (comme foncteur en groupes) StA/ZS s’injecte dans GS .
Démonstration. Par définition de α∗(r) et (KMT6), la relation (KMT6) est bien satisfaite
dans GS(k). On en déduit aussitôt la relation (KMT8) et que l’image de TA(k) est dans
TS(k). D’autre part les deux involutions s′β et sβ coïncident sur cette image d’après les cal-
culs de 1.7.3 ; ainsi (KMT5) est une conséquence de (KMT5). Enfin s˜α(r).xγ(r′).s˜α(r)−1 =
s˜α.α
∗(r−1).xγ(r
′).α∗(r).s˜−1α = s˜α.xγ(γ(α
∗(r−1)).r′).s˜−1α = s˜α.xγ(r
−γ(α∨).r′).s˜−1α = xδ(ǫ.r
−γ(α∨).r′),
d’où (KMT7).
On a ainsi montré 1) et que les relations (KMT4), (KMT6) sont vérifiées dans GS(k).
Inversement il faut montrer que (KMT5), (KMT6) et (KMT7) sont des conséquences de
(KMT4), (KMT5), (KMT6), (KMT7) et (KMT8). La relation (KMT7) est un cas particulier
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de (KMT7), (KMT6) découle de (KMT6) et de la définition de α∗. Pour α simple et t ∈ TS(k),
on a : t−1.s˜α.t.s˜−1α = t
−1.xα(1).x−α(1).xα(1).t.s˜
−1
α = xα(α(t)
−1).x−α(α(t)).xα(α(t)
−1).s˜−1α =
s˜α(α(t)
−1).s˜−1α = s˜α.α
∗(α(t)).s˜−1α = α
∗(α(t)−1) = α∨(α(t)−1) = t−1.sα(t) ; en effet pour
t = λ(r) avec λ ∈ Y et r ∈ k∗ on a : sα(λ(r)) = (λ − α(λ)α∨)(r) = λ(r).α∨(r−α(λ)) =
λ(r).α∨(α(λ(r))−1). Ainsi (KMT5) est satisfaite.
3) On a vu en 1.6.1 que TS s’injecte dans GS , la relation (KMT6) n’induit donc aucun
quotient dans TS . Par contre, comme TA est engendré par les α∗, cette relation se traduit par
un homomorphisme ψ : TA → TS ; celui-ci est compatible avec les morphismes γ : TA(k)→
k∗ et γ : TS(k)→ k∗ (pour γ ∈ Φ), d’après (KMT8c) et la relation correspondante dans TS .
Ainsi la relation (KMT4) (1.7.4) montre que le noyau ZS est central dans StA. La relation
(KMT4) montre que GS est quotient du produit semi-direct indiqué par des relations induites
par (KMT6). La relation (KMT4) montre que ce quotient se limite à l’action antidiagonale
de TA/ZS .
Corollaire 1.9. 1) Pour le SGR simplement connexe SA, on a TA = TSA et StA = GSA , que
l’on notera aussi GA ou GA.
2) Si k est un corps, l’homomorphisme canonique de U±SA(k) dans U
±
S (k) est un isomor-
phisme.
Démonstration. 1) Comme TSA(k) est produit direct des groupes α
∨(k∗) (pour α racine
simple) et s’injecte dans GSA(k), la relation (KMT6) permet d’identifier TA(k) et TSA(k).
Alors (KMT4) se réduit à (KMT4) dont on sait qu’il est vérifié dans StA(k) (1.7.4), on a
donc bien l’identification proposée.
2) On sait dans GSA(k) que TSA(k) et U
±
SA
(k) forment un produit semi-direct (1.6.5) le
quotient par ZS(k) n’affecte donc pas U
±
SA
(k).
1.10 Fonctorialité
Si ϕ : S → S ′ est une extension commutative de SGR, la proposition 1.8 permet de définir
un morphisme Gϕ : GS → GS′ de foncteurs. En effet S et S ′ correspondent à la même matrice
A, donc les mêmes Φ, gA, StA(k) et StA(k). La compatibilité de ϕ avec les racines et coracines
permet de définir Gϕ(k) comme le passage au quotient de Id ∗Tϕ(k). Pour tout anneau k, les
homomorphismes Gϕ(k) et Tϕ(k) ont même noyau ; le groupe GS′(k) est engendré par TS′(k)
et le sous-groupe (distingué) image de Gϕ(k) (1.8.3) ; on a NS′(k) = ϕ(NS(k)).TS′(k) . De
plus l’image réciproque de NS′(k) (resp. TS′(k)) dans GS(k) est égale à NS(k) (resp. TS(k)).
Le noyau KerGϕ est central dans GS (mais trivial si S est un sous-SGR). Par construction
Gϕ induit un isomorphisme de U
+
S (k) sur U
+
S′(k) et de U
−
S (k) sur U
−
S′(k), pour tout corps k
(1.9.2).
Sur un corps k, on voit facilement qu’il est possible d’identifier les immeubles combinatoires
I v± de GS et GS′ avec leurs facettes et leurs appartements. Les actions de GS(k) et GS′(k)
sont compatibles (via Gϕ(k)).
On va étudier quelques cas particuliers intéressants.
Corollaire 1.11. Si le SGR S ′ est extension semi-directe (resp. directe) du SGR S, alors
GS′ est produit semi-direct (resp. direct) de GS par un tore TZ où Z est un supplémentaire
de Y dans Y ′ et, pour un anneau k, l’action de TZ(k) sur GS(k) est donnée par les relations
t.t′.t−1 = t′ et t.xα(r).t−1 = xα(α(t).r) pour t ∈ TZ(k), t′ ∈ TS(k), α ∈ Φ et r ∈ k.
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Démonstration. On a Y ′ = Y ⊕ Z, donc TY ′ = TY × TZ ⊂ GS′ . Dans StA ∗ (TY × TZ) la
relation (KMT6) n’implique que StA ∗ TY et (KMT4) décrit l’action de TZ sur StA, d’où le
résultat.
Corollaire 1.12. Si le SGR S est extension centrale torique du SGR S ′, alors GS′ est quotient
(comme foncteur en groupes) de GS par un sous-tore facteur direct T′ de TS , central dans GS .
Si l’extension centrale est scindée, alors GS est isomorphe au produit direct de GS′ et T′.
Démonstration. Comme ϕ : Y → Y ′ est surjective, Z = Kerϕ est facteur direct dans Y et
contenu dans les noyaux Kerβ pour β ∈ Φ. On pose T′ = TZ et la première assertion est
alors une conséquence directe de 1.8. Si l’extension est scindée, Z a un supplémentaire Y ′′
contenant les coracines et ϕ induit un isomorphisme de S ′′ sur S ′, d’où le résultat.
Corollaire 1.13. Si ϕ : S → S ′ est une extension centrale finie, alors pour un anneau k,
Tϕ(k) : TS(k)→ TS′(k) a pour noyau le groupe fini Z(k) = { z ∈ TS(k) | χ ◦ Tϕ(z) = 1 ∀χ ∈
X ′ } contenu dans tous les noyaux de racines de Φ. Ce groupe Z(k) est central dans GS(k), le
quotient GS(k)/Z(k) est un sous-groupe distingué de GS′(k) et GS′(k) = (GS(k)/Z(k)).TS′(k).
N.B. Sauf si k est un corps algébriquement clos,GS′(k) n’est pas forcément égal àGS(k)/Z(k),
car Tϕ(k) n’est pas forcément surjective, voir 1.2.
Démonstration. Là encore (KMT6) dans GS′ est conséquence de la même relation dans GS
et (KMT4) montre que TS′(k) normalise l’image de GS(k). L’injection de TS′(k) dans GS′(k)
permet de contrôler la situation.
2 Algèbre enveloppante entière
Cette algèbre "enveloppante" est la base de la construction par J. Tits de son groupe de
Kac-Moody étudié ci-dessus. On va prouver ci-dessous un théorème de Poincaré-Birkhoff-Witt
et introduire des "exponentielles tordues" dans le complété de cette algèbre.
2.1 Rappels
cf. [T87], [Re02], [M88a], [B-Lie, VIII § 12].
1) Dans l’algèbre enveloppante UC(gS) de l’algèbre de Lie complexe gS , J. Tits [T87, § 4]
a introduit la sous−Z−algèbre US engendrée par les éléments suivants :
e
(n)
i =
eni
n!
pour i ∈ I et n ∈ N,
f
(n)
i =
fni
n!
pour i ∈ I et n ∈ N,(
h
n
)
pour h ∈ Y et n ∈ N.
La sous-algèbre U+S (resp. U
−
S , U
0
S) est engendrée par les éléments du premier type (resp. du
second type, du troisième type). On oubliera souvent l’indice S dans les notations précédentes,
d’ailleurs U+S et U
−
S ne dépendent que de A et non de S.
On sait que US (resp. U
+
S , U
−
S , U
0
S) est une Z−forme de l’algèbre enveloppante cor-
respondante UC(gS) (resp UC(n
+
S ), UC(n
−
S ), UC(hS)) et que l’on a la décomposition unique
US = U
+
S .U
0
S .U
−
S .
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2) La graduation de l’algèbre de Lie gS par Q induit une graduation de l’algèbre associative
US par Q ; le sous-espace de poids α ∈ Q est noté USα. La sous-algèbre U
+
S (resp. U
−
S ) est
graduée par Q+ (resp. Q−), la sous-algèbre U0S est de poids 0.
L’algèbre US est un sous−US−module pour la représentation adjointe ad de UC(gS) sur
elle-même. En effet (ad e(n)i )(u) =
(ad(ei))
n
n!
.(u) =
∑
p+q=n (−1)
q.e
(p)
i .u.e
(q)
i et, pour h ∈ Y ,
ad
(
h
n
)
agit sur UC(gS)α par multiplication par
(
α(h)
n
)
∈ Z.
La filtration de UC(gS) induit une filtration sur US . Le niveau 1 de cette filtration est donc
somme directe de Z et de gSZ = gS ∩ US . L’algèbre de Lie gSZ est un sous−US−module pour
l’action adjointe, elle a une décomposition triangulaire gSZ = n
+
SZ ⊕ Y ⊕ n
−
SZ (où n
±
SZ =
n±S ∩U
±
S et Y = hSZ = HS ∩U
0
S) et une décomposition radicielle gSZ = Y ⊕ (⊕α∈∆ gSαZ) (où
gSαZ = gα ∩ US).
3) L’algèbre US (ou U
+
S , U
−
S , U
0
S) a une structure de Z−bigèbre cocommutative, co-
inversible, elle est non commutative (sauf U0S). Sa comultiplication ∇, sa co-unité ǫ et sa
co-inversion (ou antiautomorphisme principal) τ respectent la graduation et la filtration : elles
sont données sur les générateurs par les formules suivantes (pour i ∈ I, h ∈ Y et n ∈ N) :
∇
(
h
n
)
=
∑
p+q=n
(
h
p
)
⊗
(
h
q
)
, ǫ
(
h
n
)
= 0 pour n > 0
et τ
(
h
n
)
=
(
−h
n
)
= (−1)n.
(
h+ n− 1
n
)
= (−1)n.
∑
p+q=n
(
n− 1
p
)(
h
q
)
∇e
(n)
i =
∑
p+q=n e
(p)
i ⊗ e
(q)
i , ǫe
(n)
i = 0 pour n > 0 et τe
(n)
i = (−1)
ne
(n)
i
∇f
(n)
i =
∑
p+q=n f
(p)
i ⊗ f
(q)
i , ǫf
(n)
i = 0 pour n > 0 et τf
(n)
i = (−1)
nf
(n)
i .
4) Les automorphismes s∗i de 1.4 s’étendent à UC(gS) et stabilisent US . On a une action de
W ∗ sur US . Ainsi, pour une racine réelle α et un eα base (sur Z) de gαZ, l’élément e
(n)
α =
enα
n!
est dans US ; c’est une base de USnα∩UC(gα). On a comme ci-dessus∇e
(n)
α =
∑
p+q=n e
(p)
α ⊗e
(q)
α ,
ǫe
(n)
α = 0 pour n > 0 et τe
(n)
α = (−1)ne
(n)
α .
L’automorphisme exp(ad(eα)) de UC(gS) stabilise US , puisqu’on a
(ad(eα))
n
n!
.(u) =∑
p+q=n (−1)
q.e
(p)
α .u.e
(q)
α . On note s∗α l’élément suivant exp(ad(eα)).exp(ad(fα)).exp(ad(eα)) =
exp(ad(fα)).exp(ad(eα)).exp(ad(fα)) ; cet élément de W ∗ dépend du choix de eα comme base
de gαZ, si on change eα en −eα, on change s∗α en (s
∗
α)
−1.
Plus généralement le foncteur en groupe GS admet une représentation adjointe Ad dans les
automorphismes de US respectant sa filtration et donc aussi dans les automorphismes de gSZ
[Re02, 9.5]. Pour α ∈ Φ et r ∈ R, xα(r) agit sur USR = US ⊗ R comme
∑
n≥0 ad(e
(n)
α ) ⊗ rn ;
le groupe TS agit selon la décomposition de US ou gZ selon les poids.
5) L’algèbre U+ est graduée par Q+. On peut la graduer par un degré total dans N dont
chaque facteur regroupe un nombre fini d’anciens facteurs. Ainsi sa complétion positive (pour
le degré total) est Û+ =
∏
α∈Q+ U
+
α ; c’est une algèbre pour le prolongement naturel de la
multiplication de U+. On peut de même considérer l’algèbre Û+k =
∏
α∈Q+ U
+
α ⊗k (en général
différente de Û+ ⊗ k) pour tout anneau k.
On peut considérer la complétion positive Ûp de U selon le degré total (dans Z) ; c’est
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une algèbre contenant Û+. On définit de même Ûpk qui contient Û
+
k . L’algèbre Û
p
k contient
l’algèbre de Lie ĝpk = (⊕α<0 gαk)⊕ hk ⊕ (
∏
α>0 gαk).
L’action adjointe ad de U sur U respecte la graduation. On peut donc la prolonger en une
action de Ûp (ou Ûpk ) sur elle même. L’algèbre de Lie ĝ
p
k est un sous−ad(Û
p
k )−module.
Les résultats précédents et suivants sont bien sûr encore valables si on remplace ∆+ par
∆− ou par un conjugué de ∆± par un élément du groupe de Weyl W v. On peut en particulier
définir des complétions négatives Û−, Ûn ou ĝn (selon l’opposé du degré total).
Proposition 2.2. L’algèbre de Lie gZ (resp. n
+
Z , n
−
Z ) est le U−module (resp. U
+−module,
U−−module) engendré par hSZ = Y et les ei, fi (resp. par les ei, par les fi) pour i ∈ I (pour
l’action adjointe de U). L’algèbre de Lie gZ contient la sous-algèbre de Lie g1Z engendrée par
hSZ et les ei, fi pour i ∈ I.
Démonstration. Comme gZ est une algèbre de Lie, elle contient g1Z ; comme c’est un sous−U−module
de U elle contient le U−module g2Z engendré par hSZ et les ei, fi. Si jamais gZ 6= g
2
Z, il existe
un nombre premier p tel que l’image de g2Z dans gZ ⊗ Fp n’est pas tout gZ ⊗ Fp. Mais ceci
contredit [M96, 1.7.2 p308]. Le raisonnement pour n± est analogue.
Corollaire 2.3. a) Soit K un corps de caractéristique p. Si, pour tout coefficient de la matrice
de Kac-Moody A, on a p > −ai,j ou si p = 0, alors l’algèbre g1K = g
1
Z ⊗ K (engendrée par
hSZ⊗K et les ei, fi pour i ∈ I) est égale à gK = gZ⊗K. De même l’algèbre de Lie n
+
K = n
+
Z⊗K
(resp. n−K = n
−
Z ⊗K) est engendrée par les ei (resp. les fi).
b) Dans le cas simplement lacé i.e. si |ai,j | ≤ 1 pour i 6= j, on a g1Z = gZ.
Démonstration. Le a) est clair pour p = 0 ; pour p > 0 c’est [M96, 1.7.3 p308]. On en déduit
alors facilement le b) comme dans la démonstration précédente. On peut aussi utiliser la
proposition 2.2 et [MT72, prop 1 p181] pour prouver a) et b). Voir aussi [T81, prop 1].
Proposition 2.4. Soit x ∈ gZ. Il existe des éléments x[n] ∈ U pour n ∈ N, tels que x[0] = 1,
x[1] = x et (si on note x(n) = xn/n! ∈ UC(gS)) l’élément x[n] − x(n) est de filtration < n dans
UC(gS). Si de plus x ∈ gαZ, α ∈ Q, on peut supposer x[n] ∈ Unα.
Remarque. Pour x ∈ Y = hZ, on peut prendre x[n] =
(
h
n
)
. Pour x ∈ gαZ, α ∈ Φ, on peut
prendre x[n] = x(n). Le problème se pose pour x ∈ gαZ, α ∈ ∆im. Des calculs explicites sont
faits dans [Mi85] ; on constate que x[n] n’est pas forcément dans
∑
n∈N Qx
n.
Démonstration. Pour a, b ∈ Z, x, y ∈ gZ, on a (ax + by)(n) =
∑
p+q=n a
pbqx(p)y(q) modulo
filtration < n. On déduit ainsi l’existence des (ax+by)[n] de celle des x[p], y[q]. La démonstration
se réduit donc au cas où x est homogène et l’un des générateurs du Z−module gZ. Le résultat
signalé en remarque pour x = ei, x = fi ou x ∈ Y et la proposition 2.2 montrent qu’il suffit
de démontrer le lemme suivant (le cas négatif est semblable).
Lemme 2.5. Soient β ∈ ∆+ et x ∈ gβZ tels qu’il existe des éléments x[n] ∈ Unβ satisfaisant
aux conditions de la proposition précédente. Pour i ∈ I, k ∈ N, notons y = (ad(ei)k/k!)(x) ∈
gZ et γ = β + kαi (∈ ∆+ si y 6= 0). Alors il existe des éléments y[n] ∈ Unγ (pour n ∈ N)
satisfaisant aux conditions de la proposition précédente.
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Démonstration. On raisonne par récurrence sur n ; c’est vrai pour n = 0 ou 1. Si β et αi sont
colinéaires, on a β = αi, donc y = 0 pour k ≥ 1. On peut donc supposer β et αi indépendants.
On travaille dans l’algèbre Û+C =
∏
α∈Q+ U
+
αC et pour z ∈ n
+ on note exp z =
∑
n∈N z
(n).
On a alors (exp ei).(exp x).(exp − ei) = exp(
∑
m∈N (ad(ei)
m/m!)(x))
et aussi (exp ei).z.(exp− ei) =
∑
p,q (−1)
qe
(p)
i ze
(q)
i =
∑
n∈N ((ad ei)
n/n!)(z) pour z ∈ U+C ,
voir [B-Lie, II § 6 ex.1 p90 et VIII § 12 lemme 2 p174].
Identifions les termes de poids nγ dans les 2 membres de la première relation ci-dessus, en
calculant modulo filtration < n.
Dans le membre de gauche on trouve
∑
p+q=nk (−1)
qe
(p)
i x
(n)e
(q)
i qui n’est différent de∑
p+q=nk (−1)
qe
(p)
i x
[n]e
(q)
i ∈ Unγ que par le terme de poids nγ de (exp ei).z.(exp − ei) (pour
z = x[n] − x(n) ∈ UnγC de filtration < n) c’est à dire par
∑
p+q=nk (−1)
qe
(p)
i ze
(q)
i . D’après la
seconde relation ci-dessus ce dernier terme est de filtration < n. Ainsi le terme de poids nγ
du membre de gauche est dans Unγ modulo filtration < n.
Dans le membre de droite les termes de poids dans nβ − Nαi sont ceux de la somme
(
∑
m∈N ((ad ei)
m/m!)(x) )n/n!, égale à
∑
∑
pj=n
∏
j∈N (((ad ei)
j/j!)(x))(pj ) modulo des termes
de filtration < n et de mêmes poids. Pour sélectionner les termes de poids nγ dans cette der-
nière somme, on a 2 conditions sur les pj : n =
∑
pj et nk =
∑
jpj. Ainsi pj = 0 pour j > nk,
pj ≤ n et jpj ≤ nk ; donc si pj = n on a j = k. Ainsi la partie de poids nγ du membre de
droite est, modulo filtration < n, la somme de y(n) et de produits
∏j=kn
j=o (((ad ei)
j/j!)(x))(pj )
avec des pj < n. Par récurrence le j-ième terme de l’un de ces produits est dans U modulo
filtration < pj, donc chacun de ces produits est dans Unγ modulo filtration < n.
Par comparaison des membres de gauche et de droite, on obtient que y(n) est dans Unγ
modulo filtration < n.
2.6 Poincaré-Birkhoff-Witt pour U
Pour α ∈ ∆ ∪ {0}, soit Bα une base de gαZ sur Z. Pour α = αi racine simple, on choisit
Bα = {ei} et B−α = {fi}. Par conjugaison par W v, pour α ∈ Φ, on peut choisir Bα = {eα}
et B−α = {fα} de façon que [eα, fα] = −α∨. On ordonne la base B = ∪Bα de gZ de manière
quelconque.
Pour x ∈ B on choisit des éléments x[n] comme en 2.4. Pour N = (Nx)x∈B ∈ N(B), on
définit [N ] =
∏
x∈B x
[Nx] (ce produit est pris dans l’ordre choisi et est en fait fini car presque
tous les Nx sont nuls). Le poids de [N ] (et, par définition, de N) est la somme pondérée
pds([N ]) =
∑
Nxpds(x) ∈ Q des poids des x ∈ B.
Proposition. Ces éléments [N ] forment une base de U sur Z.
Remarques. 1) L’algèbre graduée gr(U) définie par la filtration de U est donc une algèbre
de polynômes divisés à coefficients dans Z et dont les indéterminées sont les éléments de B.
2) Bien sûr ces résultats sont encore valables sur un anneau R quelconque. Si R contient
Q, on peut remplacer x[n] par x(n) pour tout x ∈ B.
Démonstration. C’est une conséquence immédiate de 2.4 d’après [B-Lie, VIII § 12 n˚ 3 prop.
1] qui se généralise sans problème à la dimension infinie.
Proposition 2.7. Pour x ∈ gαZ, α ∈ ∆ ∪ {0}, on peut modifier les x[n] de la proposition 2.4
de façon à satisfaire aux relations supplémentaires suivantes :
∇(x[n]) =
∑
p+q=n x
[p] ⊗ x[q] et ǫ(x[n]) = 0 pour n > 0.
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Définition. Pour x ∈ gαZ, α ∈ ∆ ∪ {0}, on dit que (x[n])n∈N est une suite exponentielle
associée à x si elle satisfait aux conditions des propositions 2.4 (y compris x[n] ∈ Unα) et 2.7.
Plus généralement, si x ∈ gk pour k un anneau, il existe des suites exponentielles inhomo-
gènes associées à x ; on peut prendre (λy + µz)[n] =
∑
p+q=n λ
pµqy[p]z[q].
Remarque. U (resp. gr(U)) est donc isomorphe comme cogèbre graduée (resp. bigèbre gra-
duée) à une algèbre de polynômes divisés, plus précisément à l’algèbre symétrique à puissances
divisées SpdZ (gZ).
Démonstration. Quitte à soustraire ǫ(x[n]), on peut supposer ǫ(x[n]) = 0, pour n > 0. On
raisonne par récurrence sur n ; c’est clair pour n = 0, 1. Supposons le résultat vrai pour
m < n, alors pour N ∈ N(B) et d◦(N) :=
∑
x Nx < n on a ∇([N ]) =
∑
P+Q=N [P ]⊗ [Q] (avec
des P,Q ∈ N(B)). La propriété des x(n) vis à vis de ∇ et la relation entre x(n) et x[n] montre
qu’il existe des anP,R ∈ C tels que :
∇(x[n]) =
∑
p+q=n x
[p] ⊗ x[q] +
∑
d◦(P+R)<n a
n
P,R[P ]⊗ [R].
D’après la propriété de la co-unité ǫ, anP,R = 0 si P ou R = 0. Par co-commutativité,
anP,R = a
n
R,P . Enfin ∇ étant compatible à la graduation, a
n
P,R = 0 si le poids de P + R (i.e.
de [P ].[R]) est différent de nα. D’après la co-associativité et la formule ci-dessus pour ∇([N ])
quand d◦(N) < n on a :
∇(x[n])⊗ 1 +
∑r>0
p+q+r=n x
[p] ⊗ x[q] ⊗ x[r] +
∑
d◦(P+Q+R)<n a
n
P+Q,R[P ]⊗ [Q]⊗ [R]
= 1⊗∇(x[n]) +
∑p>0
p+q+r=n x
[p] ⊗ x[q] ⊗ x[r] +
∑
d◦(P+Q+R)<n a
n
P,Q+R[P ]⊗ [Q]⊗ [R]
Après remplacement de ∇(x[n]) par son expression et simplification, on obtient :∑
d◦(P+Q)<n a
n
P,Q[P ]⊗ [Q]⊗ 1 +
∑
d◦(P+Q+R)<n a
n
P+Q,R[P ]⊗ [Q]⊗ [R]
=
∑
d◦(Q+R)<n a
n
Q,R1⊗ [Q]⊗ [R] +
∑
d◦(P+Q+R)<n a
n
P,Q+R[P ]⊗ [Q]⊗ [R]
On identifie alors les coefficients de [P ]⊗[Q]⊗[R] dans les 2 membres. Pour P = 0,Q = 0 ou
R = 0, on retrouve des relations connues. Pour P,Q,R 6= 0, on trouve que anP+Q,R = a
n
P,Q+R.
Sachant de plus que anP,R = a
n
R,P , on en déduit que a
n
P,R (pour P,R 6= 0) ne dépend que de
P +R, on le note donc bnP+R. (On laisse au lecteur cet exercice élémentaire, mais nécessitant
l’examen de plusieurs cas.)
L’élément x{n} = x[n] −
∑S 6=0
d◦(S)<n b
n
S[S] est bien égal à x
(n) modulo filtration < n et,
comme bnS = 0 pour pds(S) 6= nα, son poids est bien nα. On a :
∇x{n} =
∑
p+r=n x
[p] ⊗ x[r] +
∑
d◦(P+R)<n a
n
P,R[P ]⊗ [R]
−
∑S 6=0
d◦(S)<n b
n
S([S]⊗ 1 + 1⊗ [S])−
∑
bnS[P ]⊗ [R]
où la dernière somme porte sur les P,R tels que P + R = S, d◦(S) < n et P,R 6= 0. Elle est
donc égale à la seconde somme puisque anP,R = b
n
P+R ou 0 selon que P et R 6= 0 ou non. Ainsi :
∇x{n} = x{n} ⊗ 1 + 1⊗ x{n} +
∑p,r 6=0
p+r=n x
[p] ⊗ x[r]
2.8 Exponentielles tordues
On raisonne dans Û+R pour une racine α ∈ ∆
+ (ou Û−R pour α ∈ ∆
−) et un anneau R.
Si x ∈ gαZ, α ∈ ∆+ et λ ∈ R, l’exponentielle tordue [exp]λx =
∑
n≥0 λ
nx[n] ∈ Û+R n’est
définie que modulo le choix de la suite exponentielle x[n].
Ses propriétés multiplicatives sont mauvaises : [exp](λ + µ)x =
∑
n≥0 (λ + µ)
nx[n] est en
général différent de [exp]λx.[exp]µx. Pour λ ∈ Z il faudrait poser [exp]λx = ([exp]x)λ (voir
ci-dessous pour λ < 0), mais l’extension pour λ ∈ R pose problème. Pour tous x, y ∈ gZ,
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λ, µ ∈ k, [exp](λx).[exp](µy) est un choix possible d’exponentielle tordue (inhomogène) pour
λx+ µy.
Par contre ǫ([exp]λx) = 1 et pour le coproduit ∇[exp]λx = [exp]λx⊗̂[exp]λx : l’exponen-
tielle tordue est un élément de type groupe. La co-inversion τ vérifie prod ◦ (Id⊗̂τ) ◦∇ = ǫ =
prod ◦ (τ⊗̂Id) ◦ ∇. Donc ([exp]λx).(τ [exp]λx) = 1 = (τ [exp]λx).([exp]λx) : l’exponentielle
tordue est inversible dans Û+R et son inverse vaut τ [exp]λx =
∑
n≥0 λ
nτx[n]. Bien sûr τx[n] est
l’une des suites exponentielles associées à τx = −x, comme la suite (−1)nx[n], mais elle n’est
pas clairement liée (en général) à cette dernière.
Pour R contenant Q, ou α ∈ Φ, on peut considérer les exponentielles classiques exp(x) ∈
Û±R qui ont d’excellentes propriétés.
2.9 Unicité des exponentielles tordues
1) Pour x ∈ gαZ, cherchons s’il existe une suite exponentielle x{n} autre que x[n]. D’après
la démonstration de 2.7, il suffit de se poser la question quand on change x[n+1] sans changer
x[m] pour m ≤ n. On a alors x{n+1} = x[n+1] + y avec y ∈ U(n+1)αZ de filtration ≤ n. Sachant
que ∇x[n+1] =
∑
p+q=n+1 x
[p]⊗ x[q], on a ∇x{n+1} =
∑
p+q=n+1 x
{p}⊗ x{q} si et seulement si
∇y = y⊗1+1⊗y, autrement dit si y est primitif dans la cogèbre U , c’est à dire si y ∈ g(n+1)αZ
[B-Lie, II § 1 n˚ 5 cor p13].
Ainsi la suite x[n] n’est unique qu’à des éléments x2 ∈ g2αZ, · · · , xm ∈ gmαZ, · · · près. Au-
trement dit un autre choix pour [exp]x peut s’écrire [exp]′x = [exp]x.[exp]x2.[exp]x3. · · · .[exp]xm. · · · .
2) Pour α racine réelle, il y a unicité puisque gmαZ = 0 pour m ≥ 2, on a donc toujours
x[n] = x(n) et [exp]x = exp x. Par contre il n’y a pas unicité des x[n] pour α = 0 ou α racine
imaginaire. On verra en 2.12 dans des cas affines les bons choix proposés par D. Mitzman.
3) Pour x ∈ gαZ mais en raisonnant dans Û
+
Q , on obtient qu’il existe y2 ∈ g2αQ, · · · , ym ∈
gmαQ, · · · tels que [exp]x = exp(x).exp(y2). · · · .exp(ym). · · · . En particulier ([exp]x)−1 =
τ [exp]x = · · · .exp(−ym). · · · .exp(−y2).exp(−x). Si les espaces gmα commutent, les expo-
nentielles ci-dessus commutent.
Mais l’on a naturellement [exp]λx = exp(λx).exp(λ2y2). · · · .exp(λmym). · · · et non pas
[exp]λx = exp(λx).exp(λy2). · · · .exp(λym). · · · (qui d’ailleurs n’est en général pas dans Û
+
Q ).
Il paraît donc difficile de faire de [exp] un sous-groupe à un paramètre pour α ∈ ∆im.
4) Remarque : l’expression ci-dessus de [exp]x (pour x ∈ gαZ, α ∈ ∆) en terme d’ex-
ponentielles classiques, montre que, ∀n,m ∈ N, x[n] ∈ UQ(⊕r≥1 grαQ) ∩ Unα et x[n].x[m] =(
n+m
n
)
x[n+m] modulo UQ(⊕r≥2 grαQ). Ce n’était pas clair auparavant pour α imaginaire.
Ainsi la base de U sur Z construite en 2.6, qui est compatible avec la graduation par les
poids dans Q, est aussi compatible avec la décomposition de UC ou UQ en produit tensoriel
correspondant à la décomposition en somme directe g = h ⊕ (⊕α∈∆ gα), à condition de
regrouper une racine imaginaire et ses multiples positifs. Pour α imaginaire, cette base est
compatible à la filtration par les (⊕n≥N gnα).
2.10 Exponentielles tordues en poids nul
On peut essayer de généraliser 2.8 et 2.9 pour α = 0 i.e. x = h ∈ Y = hZ. On travaille donc
dans U0 et, pour simplifier, on se place en rang 1 : Y est de base h et Uo =
∑
i≥0 Z
(
h
i
)
.
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On raisonne dans Û0R =
∏
i≥0 R
(
h
i
)
pour un anneau R ; ce n’est pas le complété de
U0R pour la graduation par Q ; la multiplication de U
0
R se prolonge car
(
h
p
)(
h
q
)
∈
∑i=p+q
i=sup(p,q) Z
(
h
i
)
. Ainsi Û0R est une algèbre commutative avec une comultiplication ∇ :
Û0R → Û
0
R⊗̂Û
0
R, mais malheureusement sans co-inversion et dépendant du choix de h (au lieu
de −h), voir ci-dessous.
On sait que U0 est la bigèbre des distributions à l’origine du groupe multiplicatif Mult.
La bigèbre affine de ce groupe est Z[Mult] = Z[T, T−1] et la dualité entre ces 2 bigèbres est
donnée par
(
h
i
)
Tm =
(
m
i
)
(en fait
(
h
i
)
est ∂
∂T i
= 1i!(
∂
∂T )
i calculé en l’élément neutre)
cf. [DG70, II § 4 5.10].
Pour x ∈ R, on peut poser [x] =
∑
i≥0 (x−1)
i
(
h
i
)
∈ Û0R (c’est moralement (1+(x−1))
h).
On a bien [x]T n = xn pour n ≥ 0 ; par contre pour n < 0, ceci n’a un sens que si x − 1 est
nilpotent (donc x ∈ R∗).
On a ∇[x] = [x]⊗ [x] ∈ Û0R⊗̂Û
0
R : l’élément [x] est de type groupe.
Le prolongement naturel de τ devrait donner :
τ [x] =
∑
i≥0 (x− 1)
i
(
−h
i
)
=
∑
p,q (1− x)
p+q
(
p+ q − 1
p
)(
h
q
)
=
∑
q≥0 (1− x)
q(
∑
p≥0 (1− x)
p
(
p+ q − 1
p
)
)
(
h
q
)
.
Mais ce calcul n’a un sens dans Û0R que si 1− x est nilpotent, auquel cas τ [x] est bien égal
à [x−1] =
∑
q≥0 (1− x)
qx−q
(
h
q
)
, vu le calcul ci-dessus de x−q = [x]T−q.
Les exponentielles tordues en poids nul semblent donc trop imparfaites.
2.11 Polynômes de Mitzman
[Mi85, p114-116]
On considère des indéterminées Z = (Zs)s≥1 et ζ. Le polynôme Λs(Z) est le coefficient de
ζs dans le développement de l’expression formelle exp(
∑
j≥1 Zj
ζj
j ). C’est un polynôme en les
Zj à coefficients positifs dans Q. Son poids total est s si Zj est de poids j.
On a : Λ0 = 1, Λ1 = Z1, Λ2 = Z
(2)
1 + (1/2)Z2, Λ3 = Z
(3)
1 + (1/2)Z1Z2 + (1/3)Z3, · · ·
Cas particuliers. Pour certaines spécialisations des indéterminées, on a :
si Zi = 0 pour i ≥ 2, alors Λn = Z
(n)
1 ,
si Zi = Zi pour i ≥ 1, alors Λn = Zn,
si Zi = tiZ pour i ≥ 1 et t ∈ R, alors Λn = tn
(
Z + n− 1
n
)
= (−t)n
(
−Z
n
)
.
Lemme. a) nΛn =
∑p≥1
p+q=n ZpΛq, si n ≥ 1.
b) Λn(Z + Z ′) =
∑
p+q=n Λp(Z).Λq(Z
′).
c) Λn(Z) est congru à Z
(n)
1 modulo des polynômes de degré total ≤ n − 1. Pour n ≥ 1
Λs(Z) n’a pas de terme constant.
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Démonstration. La première assertion résulte de la troisième ligne de la démonstration de
[Mi85, 4.1.14] p.115 puisque exp(
∑
j≥1 Zjζ
j/j) =
∑
n≥0 Λn(Z)ζ
n. Pour la seconde assertion,
on a
∑
n≥0 Λn(Z + Z
′)ζn = exp(
∑
j≥1 (Zj + Z
′
j)
ζj
j ) = exp(
∑
j≥1 Zj
ζj
j ).exp(
∑
j≥1 Z
′
j
ζj
j ) =
(
∑
p≥0 Λp(Z)ζ
p)
.(
∑
q≥0 Λq(Z)ζ
q), d’où le résultat. Enfin la dernière assertion est claire.
2.12 Exponentielles tordues dans les algèbres affines
Dans une Q−algèbre de Lie graduée considérons une suite x = (xi)i≥1 d’éléments com-
mutant deux à deux et de poids pds(xi) = i.pds(x1). Dans l’algèbre enveloppante on peut
donc calculer x{n} = Λn(x) qui est de poids n.pds(x1). D’après le lemme la suite des x{n}
est exponentielle. On peut donc lui associer l’exponentielle tordue {exp}x =
∑
n x
{n} =
exp(
∑
j xj/j) =
∏
j exp(xj/j).
Revenons à la situation de 2.9 : α ∈ ∆ et x ∈ gαZ. Supposons que les espaces gα, g2α,· · · ,
giα,· · · commutent deux à deux. C’est vrai dans le cas des algèbres de Kac-Moody affines
(ou semi-simples) ; mais malheureusement ce sont essentiellement les seuls cas où cela soit
vérifié. Pour une suite exponentielle x[n], il existe des éléments yi ∈ giαQ pour i ≥ 2 tels
que [exp]x = exp(x).exp(y2). · · · .exp(ym). · · · = exp(x+ y2 + · · ·+ ym + · · · ). Posons x1 = x,
x2 = 2y2,· · · , xm = mym,· · · . On a alors [exp]x = exp(
∑
j≥1 xj/j). En identifiant les termes de
poids nα, on obtient x[n] = Λn(x) ∈ U . Grâce à 2.11.a on en déduit facilement par récurrence
que xi ∈ gZ, ∀i ; mais les exemples ci-dessous montrent que yi = xi/i n’est en général pas dans
gZ.
David Mitzman a calculé explicitement une base de l’algèbre enveloppante entière US dans
le cas affine (et pour un certain SGR S) [Mi85, 4.2.6 et 4.4.12]. Elle s’exprime comme la base de
2.6 ; avec h[n] = Λn(h, h, · · · ) = (−1)n
(
−h
n
)
pour h ∈ hZ et x[n] = Λn(x, 0, · · · ) = x(n) pour
x base de gα, α ∈ Φ. Si α ∈ ∆im et x ∈ Bα le choix de x[n] est x[n] = Λn(x, x2, · · · , xm, · · · )
avec des xi ∈ giαZ ; donc [exp]x = exp(x).
∏∞
j=2 exp(
1
jxj), par définition des Λn. On va décrire
ces xj dans le cas le plus facile, cf. l.c. 4.2.5 : g est simplement lacée (donc non tordue, de
type A˜, D˜ ou E˜). Voir aussi le corollaire 2.3.b.
Une algèbre de Lie g de l’un de ces types peut s’écrire comme extension centrale (avec centre
de dimension 1) d’un produit semi-direct (avec C) d’une algèbre de lacets g′ = g1 ⊗ C[t, t−1]
où g1 est une algèbre de Lie simple complexe de type A, D ou E. Les racines imaginaires
sont les multiples entiers d’une racine δ et, pour n 6= 0, on a gnδ = h1 ⊗ tn où h1 est une
sous-algèbre de Cartan de g1. Si h1, · · · , hℓ est une base de coracines dans h1, l’espace gnδZ
admet pour base Bnδ = {hi,n = hi ⊗ tn | i = 1, ℓ }. Le bon choix (de Mitzman) pour (hi,n)[p]
est Λp(hi,n, hi,2n, · · · , hi,jn, · · · ), cf. l.c. 3.9.1 et 4.2.3.
On peut remarquer que (hi,n)[p] = Λp(hi ⊗ tn, hi ⊗ t2n, · · · , hi ⊗ tjn, · · · ) a pour image
(hi)
[p]⊗ tnp =
(
h+ p− 1
p
)
⊗ tnp =
(
−h
p
)
⊗ (−tn)p dans le quotient UC(g1)⊗C[t, t−1] de
UC(g
′) (troisième cas particulier de 2.11).
L’exemple de S˜L2 : Pour le type A˜1, on peut préciser encore plus. On a g′ = sl2 ⊗
C[t, t−1] ⊂ EndC[t,t−1](C[t, t−1]2). Si h = diag(1,−1) ∈ sl2, alors, pour n 6= 0, gnδZ a pour base
hn = t
nh. La représentation naturelle de g′ sur C[t, t−1]2 induit un homomorphisme π de UC(g′)
dans EndC[t,t−1](C[t, t−1]2) ou de Û
p
C dans EndC((t))(C((t))
2). On a π(h[p]n ) = (−tn)p
(
−h
p
)
=
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tnp
(
h+ p− 1
p
)
∈ EndZ((t))(Z((t))2). On en déduit que π(U) ⊂ EndZ[t,t−1](Z[t, t−1]2) et
que, pour λ dans un anneau k, π([exp]λhn) = diag(u, v) ∈ Endk((t))(k((t))
2) avec u =∑∞
p=0 (λt
n)p
(
p
p
)
= 1+ λtn + λ2t2n + · · · et v =
∑∞
p=0 (−λt
n)p
(
1
p
)
= 1− λtn = u−1. En
particulier π([exp]λhn) est bien inversible et même dans SL2(k((t))).
2.13 Sous-algèbres et complétions
1) Pour α ∈ ∆, Uα = UC(⊕n≥1 gnα)∩(⊕n≥0 Unα) = UC(⊕n≥1 gnα)∩U est une sous−Z−algèbre
de U . Pour α ∈ Φ, Uα admet pour base sur Z les e(n)α , n ∈ N. Pour α ∈ ∆im et n ∈ N, on
choisit une base Bnα de gnαZ et des suites exponentielles x[p] pour x ∈ Bnα. D’après 2.9.4 ci-
dessus, ces x[p] sont dans Uα et, d’après 2.6, les [N ] =
∏
x∈B(α)
x[Nx] (pour (α) = N∗α ⊂ ∆im,
B(α) = ∪β∈(α) Bβ, N ∈ N(B(α))) forment une base de Uα. On en déduit, en particulier, que Uα
est une sous−Z−bigèbre co-inversible de U .
Si Ψ ⊂ ∆ ∪ {0} est un ensemble clos, gΨ = ⊕α∈Ψ gα est une algèbre de Lie ; l’algèbre
U(Ψ) engendrée par les Uα pour α ∈ Ψ est une sous-bigèbre co-inversible de U de base les [N ]
pour N ∈ N(BΨ) avec BΨ = ∪α∈Ψ Bα. L’algèbre enveloppante de gΨ est UC(Ψ) = U(Ψ)⊗C et
U(Ψ) = UC(Ψ) ∩ U . Les algèbres U(Ψ) et gΨZ = gΨ ∩ gZ sont stables par l’action adjointe de
U(Ψ). Pour Ψ = ∆+ (resp Ψ = ∆+ ∪ {0}) on a U(Ψ) = U+ (resp. U(Ψ) = U0 ⊗ U+). On a
Uα = U((α)).
Pour un anneau k, on note Uαk = U
α ⊗Z k et Uk(Ψ) = U(Ψ)⊗Z k.
2) Si Ψ ⊂ ∆+ est clos, l’algèbre U(Ψ) est graduée par Q+. On peut la graduer par le degré
total. Sa complétion positive Û(Ψ) =
∏
α∈Q+ U(Ψ)α est une sous−Z−algèbre de Û
+. On peut
de même considérer l’algèbre Ûk(Ψ) =
∏
α∈Q+ U(Ψ)α ⊗ k (en général différente de Û(Ψ)⊗ k)
pour tout anneau k.
Si Ψ ⊂ ∆ ∪ {0} est clos, on peut considérer la complétion positive Ûp(Ψ) de U(Ψ) selon
le degré total (dans Z) ; c’est une sous−Z−algèbre de Ûp = Ûp(∆ ∪ {0}). On définit de même
Ûpk (Ψ). L’intersection de Û
p
k (Ψ) avec ĝ
p
k est ĝ
p
k(Ψ) = (⊕
α<0
α∈Ψ gαk)⊕ hk ⊕ (
∏α>0
α∈Ψ gαk). Bien sûr
Ûpk (Ψ) et ĝ
p
k(Ψ) sont des sous−ad(Û
p
k (Ψ))−modules de Û
p
k
Si Ψ′ est un idéal de Ψ, Ûpk (Ψ
′) (resp Uk(Ψ′)) est un idéal de Û
p
k (Ψ) (resp Uk(Ψ)).
3) Les résultats précédents et suivants sont bien sûr encore valables si on remplace ∆+ par
∆− ou par un conjugué de ∆± par un élément du groupe de Weyl W v. On peut en particulier
définir des complétions négatives Ûn(Ψ) (selon l’opposé du degré total).
2.14 Modules intégrables à plus haut poids
Soit λ un poids dominant de TS , i.e. λ ∈ X+ = {λ ∈ X | λ(α∨i ) ≥ 0 , ∀i ∈ I }. Considérons
le gS−module irréductible L(λ) de plus haut poids λ [Ka90, chap. 9 et 10]. Si vλ est un vecteur
non nul de poids λ, L(λ) est un quotient du module de Verma V (λ) = UC(gS) ⊗UC(b+S )
Cvλ
(dans le cas non symétrisable, on prend plutôt pour L(λ) le quotient intégrable maximal de
V (λ) comme en [M88a, p28]). Le sous−US−module LZ(λ) = US .vλ = U
−
S .vλ est une Z−forme
de L(λ) ; on peut définir Lk(λ) = LZ(λ)⊗Z k, pour tout anneau k. Ces modules sont intégrables
au sens de [T81] et gradués par Q−(à translation près) avec des espaces de poids de dimension
finie. En particulier on a une représentation diagonalisable de TS dans LZ(λ).
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Il est clair que, pour tout anneau k, Lk(λ) est en fait un Û
p
S,k−module.
On définit de même des modules intégrables à plus bas poids Lk(λ) pour λ ∈ −X+ ; ce
sont des ÛnS,k−modules.
3 Les groupes de Kac-Moody maximaux (à la Mathieu)
On va étudier ci-dessous deux groupes de Kac-Moody "maximaux" dits positif et négatif
qui contiennent le groupe minimal étudié dans la première partie. Ils se déduisent l’un de
l’autre par l’échange de ∆+ et ∆− ; on va donc essentiellement se concentrer sur le groupe
positif. Ce groupe sera noté GpmaS , les sous-groupes ou les algèbres associées seront en général
notés avec un exposant pma ou ma+. Les analogues pour ∆− seront notés avec un exposant
nma ou ma−.
3.1 Groupes (pro-)unipotents
Soit Ψ ⊂ ∆+ un ensemble clos de racines. On considère l’algèbre U(Ψ) de 2.13, qui ne
dépend que de A et Ψ (et non de S). C’est une Z−bigèbre co-inversible, cocommutative,
graduée par Q+ : U(Ψ) =
⊕
α∈NΨ U(Ψ)α ; tous ses espaces de poids sont libres de dimension
finie sur Z. On considère son dual restreint Z[UmaΨ ] =
⊕
α∈NΨ U(Ψ)
∗
α. C’est une Z−bigèbre
commutative et co-inversible (sa co-inversion est le dual de τ encore noté τ , qui est un
isomorphisme d’algèbres) ; c’est à dire l’algèbre d’un schéma en groupe affine UmaΨ que l’on
verra comme un foncteur en groupes : pour un anneau R, UmaΨ (R) = HomZ−alg(Z[U
ma
Ψ ], R).
On note Uma+ = Uma∆+ . Pour α ∈ ∆
+
im on note U(α) = U
ma
{nα|n≥1 }, pour α ∈ Φ
+ on note
Uα = U(α) = U
ma
{α} ; U
ma
Ψ et U(α) sont des sous-schémas en groupe de U
ma+.
La définition de Z[M ] = Z[UmaΨ ] dans [M88a, p 19-21] est plus compliquée car elle ne se
limite pas à Ψ ⊂ ∆+. Dans notre cas le lemme 3 de l.c. dit bien que Q[M ] est le Q−dual
restreint de UQ(Ψ) et alors Z[M ] (défini page 21 de l.c. ) est bien le dual restreint de U(Ψ).
La base de U(Ψ) indexée par des N ∈ N(BΨ) expliquée en 2.13.1 fournit par dualité une
base (ZN )N de Z[UmaΨ ], indexée par les mêmes N . Comme ∇[N ] =
∑
P+Q=N [P ] ⊗ [Q], on a
ZP .ZQ = ZP+Q. Ainsi Z[UmaΨ ] est une algèbre de polynômes sur Z dont les indéterminées Zx
sont indexées par les x ∈ BΨ.
On retrouve ainsi un résultat de Olivier Mathieu [M89, lemme 2 p41]. Inversement si on
admet ce résultat, Z[UmaΨ ] admet comme base des monômes, son dual restreint U(Ψ) admet
une base graduée qui a de bonnes propriétés pour le coproduit ∇. Un raisonnement analogue
au raisonnement d’unicité de 2.9 permet alors de construire des suites exponentielles.
Proposition 3.2. Pour Ψ comme ci-dessus et R un anneau, UmaΨ (R) s’identifie au sous-groupe
multiplicatif de ÛR(Ψ) formé des produits
∏
x∈BΨ
[exp]λxx, pour des λx ∈ R, le produit étant
pris dans l’ordre (quelconque) choisi sur B. L’écriture d’un élément de UmaΨ (R) sous la forme
d’un tel produit est unique.
Remarques. 1) Si Ψ est fini et donc formé de racines réelles, on retrouve le groupe de
sommes formelles de [Re02, 9.2], c’est à dire l’unique schéma en groupe lisse connexe unipotent
d’algèbre de Lie gΨZ = ⊕α∈Ψ gαZ, cf. [T87, prop. 1 p547] et aussi 3.4 ci-dessous. Dans ce cas
les exponentielles sont classiques et les produits sont finis.
2) Pour α ∈ Φ+, le choix de l’élément de base eα de gαZ détermine un isomorphisme xα
du groupe additif Add sur Uα donné par xα(r) = exp(r.eα).
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3) Dans les produits infinis proposés et pour tout n ∈ N, tous les facteurs sauf un nombre
fini sont égaux à 1 modulo des termes de degré total ≥ n. Ces produits infinis sont donc bien
dans ÛR(Ψ).
Démonstration. Le R−dual de R[UmaΨ ] est ÛR(Ψ). Donc U
ma
Ψ (R) s’identifie à l’ensemble des
éléments y ∈ ÛR(Ψ) tels que 1 = ǫ(y) (= y(1)) et y(ϕ.ϕ′) = y(ϕ).y(ϕ′) pour tous ϕ,ϕ′ ∈
R[UmaΨ ] i.e. y ◦ ∇
∗ = prod ◦ (y ⊗ y) ou encore ∇y = y ⊗ y. Ainsi UmaΨ (R) est l’ensemble
des éléments de ÛR(Ψ) de terme constant 1 et de type groupe. Parmi ces éléments il y a les
produits infinis de l’énoncé. Mais R[UmaΨ ] est une algèbre de polynômes d’indéterminées Zx,
x ∈ BΨ. Par définition Zx(
∏
y [exp]λyy) = λx. Ainsi ces produits infinis fournissent une et
une seule fois toutes les applications de BΨ dans R, donc tous les homomorphismes de R[UmaΨ ]
dans R.
Lemme 3.3. Soient Ψ′ ⊂ Ψ ⊂ ∆+ des sous-ensembles clos de racines.
a) UmaΨ′ est un sous-groupe fermé de U
ma
Ψ et Z[U
ma
Ψ /U
ma
Ψ′ ] est une algèbre de polynômes
d’indéterminées indexées par BΨ \ BΨ′.
b) Si Ψ \Ψ′ est également clos, alors on a une décomposition unique UmaΨ = U
ma
Ψ′ .U
ma
Ψ\Ψ′ .
c) Si Ψ′ est un idéal de Ψ, alors UmaΨ′ est un sous-groupe distingué de U
ma
Ψ et on a un
produit semi-direct si, de plus, Ψ \Ψ′ est clos.
d) Si Ψ \Ψ′ est réduit à une racine α, alors le quotient UmaΨ /U
ma
Ψ′ est isomorphe au groupe
additif Add pour α réelle et au groupe unipotent commutatif Addmult(α) pour α imaginaire.
e) Si α, β ∈ Ψ, α+ β ∈ Ψ implique α+ β ∈ Ψ′, alors UmaΨ /U
ma
Ψ′ est commutatif. Le groupe
UmaΨ /U
ma
Ψ′ (R) est isomorphe au groupe additif
∏
α∈Ψ\Ψ′ gRα.
f) Si Ψ′′ ⊂ Ψ′ est un autre sous-ensemble clos et si α ∈ Ψ′, β ∈ Ψ, α + β ∈ ∆ implique
α+ β ∈ Ψ′′, alors UmaΨ′′ contient le groupe de commutateurs (U
ma
Ψ ,U
ma
Ψ′ )
Démonstration. a) U(Ψ′) est une sous-bigèbre co-inversible de U(Ψ), donc UmaΨ′ est un sous-
groupe de UmaΨ . Ce sous-groupe est fermé, défini par l’annulation des indéterminées Zx pour
x ∈ BΨ \ BΨ′ . Pour la dernière assertion il suffit dans 3.2 d’ordonner B de façon que BΨ′ soit
en dernier (à droite).
L’assertion b) résulte aussitôt de la proposition 3.2
c) Plaçons nous d’abord sur C (ou un anneau contenant Q). On peut alors remplacer dans
3.2 les exponentielles tordues par les exponentielles habituelles. Des calculs classiques montrent
alors que UmaΨ′ (C) est distingué dans U
ma
Ψ (C). En fait il est clair que U
ma
Ψ (C) ou U
ma
Ψ′ (C) est le
groupe introduit dans [Ku02, 6.1.1] presque sous le même nom et on peut donc faire référence
à [Ku02, 6.1.2]. Le normalisateur de UmaΨ′ dans U
ma
Ψ est fermé dans U
ma
Ψ [DG70, II § 1 3.6b].
Comme Z[UmaΨ ] est une algèbre de polynômes et que l’on vient de voir que ce normalisateur
est égal à UmaΨ sur C, il en est de même sur Z.
d) Ordonnons BΨ de manière que Bα soit en premier. Alors, d’après 2.6 et 3.2, un élément
de UmaΨ (R) s’écrit de manière unique sous la forme (
∏
x∈Bα
[exp]λxx)z avec des λx ∈ R et
z ∈ UmaΨ′ (R). Soit Θ = {nα ∈ ∆ | n ≥ 2 } ⊂ Ψ
′ (vide si α est réelle) ; il reste à montrer que
(
∏
x [exp]λxx).(
∏
x [exp]λ
′
xx) =
∏
x [exp](λx + λ
′
x)x (modulo U
ma
Θ (R)). Mais on a vu dans la
remarque 2.9.4 que, pour x, y ∈ Bα, x[n], y[n] ∈ Uα (ces éléments commutent donc modulo
U(Θ)), et que x[n].x[m] =
(
n+m
n
)
x[n+m] modulo U(Θ). Le résultat est alors clair.
e) Il est clair que les éléments de ÛpR(Ψ) commutent modulo l’idéal Û
p
R(Ψ
′). Vus 3.2 et les
bonnes propriétés de la base des [N ] (2.9.4), UmaΨ (R)/U
ma
Ψ′ (R) est commutatif isomorphe au
produit direct des groupes Uma(α)(R)/U
ma
(α)\{α}(R) pour α ∈ Ψ \Ψ
′.
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f) Comme en c) on a le résultat sur C. Le centralisateur de UmaΨ′ /U
ma
Ψ′′ dans U
ma
Ψ /U
ma
Ψ′′ est
donc égal à UmaΨ /U
ma
Ψ′′ sur C. Mais ce centralisateur est fermé dans U
ma
Ψ /U
ma
Ψ′′ [DG70, II § 1 3.6c].
Comme Z[UmaΨ /U
ma
Ψ′′ ] est un anneau de polynômes, ce centralisateur est égal à U
ma
Ψ /U
ma
Ψ′′ .
3.4 Filtrations de UmaΨ
Soient Ψ un sous-ensemble clos de ∆+ et n le plus petit des degrés totaux (deg(α) =
∑
ni)
des α =
∑
niαi ∈ Ψ. Choisissons α ∈ Ψ de degré total n, alors Ψ′ = Ψ \ {α} est un idéal de
Ψ. Ainsi UmaΨ′ est un sous-groupe distingué de U
ma
Ψ et le quotient U
ma
Ψ /U
ma
Ψ′ est isomorphe au
groupe additif Add ou à Addmult(α). Si α est réelle on a un produit semi-direct.
Ce procédé fournit une numérotation de Ψ par N (ou un intervalle [0, N ] de N) : Ψ = {βi}.
Pour n ∈ N, on note Ψn = {βi | i ≥ n }. D’après le lemme 3.3 le groupe UmaΨn est distingué
dans UmaΨ et U
ma
Ψn
/UmaΨn+1 est isomorphe à Add
mult(βn). La proposition 3.2 montre que UmaΨ est
limite projective des UmaΨ /U
ma
Ψn
. Ainsi UmaΨ est un groupe pro-unipotent (ou même unipotent
si Ψ est fini).
Pour d ∈ N, notons Ψ(d) l’ensemble des racines de Ψ de degré total ≥ d. Alors les UmaΨ(d) sont
distingués dans UmaΨ et U
ma
Ψ(d)/U
ma
Ψ(d+1)(R) est isomorphe au groupe additif
⊕
α∈Ψ(d)\Ψ(d+1) gRα.
Le groupe UmaΨ (R) est limite projective des U
ma
Ψ /U
ma
Ψ(d)(R).
3.5 Groupes de Borel et paraboliques minimaux
Le groupe de Borel Bma+S est par définition le produit semi-direct TS⋉U
ma+ pour l’action
suivante de TS sur Uma+. Pour un anneau R, TS(R) agit sur USR par des automorphismes
de bigèbre : sur USαR, l’action Ad(t) de t ∈ TS(R) est la multiplication par α(t) ∈ R∗. On
en déduit aussitôt l’action sur Uma+(R) : Int(t).[exp]λx = [exp]α(t)λx si x ∈ gαR. Il est clair
que les groupes UmaΨ de 3.3 sont stables par l’action de TS .
Si α = αi est une racine simple on a Uma+ = Uα ⋉ Uma∆+\{α}. On définit comme ci-dessus
U−α avec Z[U−α] dans le dual de UC(g−α) ∩ US et isomorphe à Add par x−α : Add → U−α,
x−α(r) = exp(rfα). O. Mathieu définit un schéma en groupe affine parabolique minimal
P
pma
i = P
pma
α (contenant Bma+S et associé à ∆
+∪{0,−α}) et un sous-groupe fermé AYα = A
Y
i
(associé à {0,±α}) ; il montre que Ppmaα = AYα ⋉ U
ma
∆+\{α} [M88a, lemme 8 p26].
Le schéma en groupe AYα contient les sous-groupes fermés TS , Uα et U−α, plus précisément
Z[AYα ] est contenu dans le dual de US ∩ UC(gα ⊗ h ⊗ g−α) et sa restriction à US ∩ UC(g±α)
(resp. US ∩UC(h)) est Z[U±α] (resp. Z[TS ]). Il est clair (cf. e.g. [l.c. lemme 7.2]) que AYα est le
groupe réductif de SGR ( (2), Y, α, α∨) il agit sur gZ et est isogène au produit de SL2 par un
tore déployé.
L’élément s˜i = xα(1).x−α(1).xα(1) de AYα (Z) normalise TS , vérifie s˜2i = α
∨(−1) ∈ TS(Z)
et échange xα, x−α ; il agit sur gZ comme s∗i (cf. 1.4). Enfin la double classe (grosse cellule)
Ci = B
ma+
S .s˜i.B
ma+
S de P
pma
i est un ouvert dense et se décompose de manière unique sous la
forme Ci = Uαi .s˜i.B
ma+
S = s˜i.U−αi .B
ma+
S .
Remarque. Mathieu se place dans le cas d’un SGR S libre, colibre, sans cotorsion et de
dimension 2|I|−rang(A). Bien sûr ces hypothèses sont inutiles pour la plupart de ses résultats
(c’est particulièrement clair pour la dernière). On se placera cependant dans ce cadre (depuis
l’alinéa précédent) jusqu’à la fin de ce paragraphe où on examinera la généralisation grâce aux
résultats de 1.3.
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On abandonne en général dans la suite (et jusqu’en 3.17) l’indice S et on abrège parfois
Bma+ en B, Ppmai en Pi, A
Y
i en Ai, etc.
3.6 La construction de Mathieu
cf. [M88a, XVIII § 2], [M88b], [M89, I et II]
On considère des schémas sur Z, même si on n’aura essentiellement besoin de raisonner
que sur des (sous-anneaux de) corps, éventuellement de caractéristique positive.
Soient w ∈W v et w˜ = si1 . · · · .sin une décomposition réduite de w. On considère le schéma
E(w˜) = Pi1 ×
B Pi2 ×
B · · · ×B Pin et le schéma de Demazure D(w˜) = E(w˜)/B.
Le schéma B(w) est l’affinisé de E(w˜), c’est à dire Spec(Z[E(w˜)]), il ne dépend que de w
[M89, p 40, l -15 à -1]. En particulier B(si) = Pi.
Si w′ ≤ w (pour l’ordre de Bruhat-Chevalley), il existe une décomposition réduite w˜′ de
w′ extraite de w˜. Si dans l’écriture de E(w˜), on remplace par B les Pij correspondant à des
sij absents de w˜
′, on obtient un sous-schéma fermé de E(w˜) clairement isomorphe à E(w˜′).
L’immersion fermée E(w˜′) → E(w˜) induit un morphisme B(w′) → B(w) entre les affinisés ;
c’est aussi une immersion fermée, indépendante des choix de w˜ et w˜′ [M88a, bas de page 255].
On a donc un système inductif de schémas B(w) et on note Gpma le ind-schéma limite
inductive de ce système ; c’est le groupe de Kac-Moody positivement maximal associé à S.
Chaque morphisme B(w)→ Gpma est une immersion fermée. On verra essentiellement Gpma
comme un foncteur sur la catégorie des anneaux : Gpma(R) = lim−→B(w)(R).
En fait Gpma est un ind-schéma en groupe : pour des décompositions réduites w˜ =
si1 . · · · .sin et w˜
′ = sj1 . · · · .sjm , il existe un morphisme naturel de Pi1 × · · · × Pin × Pj1 ×
· · ·×Pjm dans B(ψ(w,w
′)) pour un certain ψ(w,w′) ≤ w.w′ [M89, p 41 et 45]. Ce morphisme
se factorise donc par B(w) ×B(w′). Ceci permet de définir la multiplication dans Gpma. La
définition de l’inversion est claire. Pour cette structure de groupe le composé Pi1×· · ·×Pin →
E(w˜)→ B(w) →֒ Gpma est simplement la multiplication.
3.7 Modules à plus haut poids et représentation adjointe
1) Pour λ ∈ X+, on a défini en 2.14 un US−module à plus haut poids LZ(λ) qui est
intégrable, donc un TS−module. Pour un anneau k le module Lk(λ) est stable par Û
p
Sk donc
par Uma+(k). On obtient ainsi une représentation de Bma+ dans LZ(λ). L’intégrabilité de
LZ(λ) [T81] montre en fait que LZ(λ) est un Ai−module donc aussi un Pi−module (∀i ∈ I).
Ce module est "localement fini", plus précisément pour tout sous−Z−module M de rang fini
de LZ(λ), il existe un sous−Z−module facteur direct de rang fini M ′ de LZ(λ) contenant
M , tel que M ′ ⊗ k soit un Pi(k)−module pour tout anneau k. On en déduit aussitôt un
morphisme de B(w) dans GL(LZ(λ)), ∀w ∈W . On obtient ainsi une représentation de Gpma
dans GL(LZ(λ)).
2) Soit M = LZ(λ) le module à plus haut poids précédent : M = ⊕ν∈Q+ Mλ−ν . Pour un
anneau k, on définit le complété négatif M̂nk de M ⊗ k : M̂
n
k =
∏
ν∈Q+ Mλ−ν ⊗ k. Il est clair
que M̂nk est un Û
n
k−module gradué ; en particulier c’est un U
ma−(k)−module.
3) Pour un anneau k, l’action adjointe ad de l’algèbre Ûpk sur elle même (2.1.5) induit
une action, dite adjointe et notée Ad, du groupe Uma+(k) ⊂ Ûpk sur Û
p
k . L’action de TS(k)
est définie par les poids, d’où la représentation adjointe Ad de Bma+(k) sur Ûpk . Cette action
stabilise évidemment ĝpk et Û
+
k .
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Pour α ∈ Φ, r ∈ k et u ∈ Ûpk , Ad(xα(r))(u) =
∑
n≥0 (ad e
(n)
α ).rnu =
∑
p,q≥0 e
(p)
α .rnu.e
(p)
α .
3.8 Le cas classique
Supposons la matrice A de Cartan i.e. ∆ = Φ fini et W v fini. Soit G le groupe réductif
déployé sur Z de SGR S ; d’après l’hypothèse de Mathieu il est semi-simple simplement
connexe. Le groupe Bma+S = TS ⋉ U
ma+ est le sous-groupe de Borel B de G (cf. 3.2.1)
et Ppmaαi = A
Y
αi ⋉ U
ma
∆+\{αi}
est un sous-groupe parabolique minimal de G.
Pour une décomposition réduite w˜ = si1 . · · · .sin dansW
v, le produit définit un morphisme
π : E(w˜) = Pαi1 ×
B · · · ×B Pαin → G. Si on restreint π aux grosses cellules, on obtient
un isomorphisme de Ω(w˜) = Ci1 ×
B · · · ×B Cin sur son image Uαi1 .s˜i1 . · · · .Uαin .s˜in .B =
s˜i1 . · · · .s˜in .U−sin .··· .si2(αi1 ). · · · .U−sin (αin−1 ).U−αin .B.
Si w = w0 est l’élément de plus grande longueur deW v, cette image est un ouvert dense : la
grosse cellule C(G) de G. On a donc la suite de morphismes : Ω(w˜0)
  i // E(w˜0)
π // G avec
i et π ◦ i des immersions ouvertes. De plus l’image C(G) de π ◦ i rencontre toutes les fibres
GFp de G pour p premier.
Proposition 3.9. Dans ces conditions π identifie Z[G] à Z[E(w˜0)]. Ainsi G s’identifie à
B(w0) lui même égal à Gpma.
N.B. Si w 6= w0, on trouve de la même manière que B(w) est la sous-variété de Schubert
de G associée à w (au moins sur C).
Démonstration. Regardons d’abord sur C. Comme G est un groupe affine, π se factorise par
B(w˜0). On a donc la suite de morphismes :
Ω(w˜0)C
  i // E(w˜0)C
π
33
Aff // B(w˜0)C = G
pma
C
π˜ // GC
Ce composé est une immersion ouverte d’image dense. Pour les algèbres de fonctions, comme
i est d’image dense i∗ est injectif et Aff∗ est l’identité par définition. Donc (Aff ◦ i)∗ est
injectif et Aff ◦ i est dominant. Ainsi l’image de Aff ◦ i contient un ouvert dense Ω′ de
B(w˜0)(C). Soit γ ∈ Kerπ˜, γΩ′ ∩ Ω′ 6= ∅, il existe donc g′, g′′ ∈ Ω′ tels que γg′ = g′′, ainsi
π˜(g′) = π˜(g′′). Mais π˜ ◦Aff ◦ i est injectif, on en déduit que g′ = g′′, γ = 1 i.e. π˜ est injectif.
Ainsi Gpma est un sous-groupe de G contenant un ouvert dense : on a Gpma = G.
On a le diagramme : Z[Ω(w˜0)] _

Z[E(w˜0)] _

? _
i∗oo Z[G]
 _

? _
π∗oo
C[Ω(w˜0)] C[E(w˜0)]?
_i∗oo C[G]? _=oo
Les flèches horizontales sont injectives car i∗ et (π ◦ i)∗ le sont. Le schéma Ω(w˜0) est
produit de groupes additifs et multiplicatifs, la flèche verticale de gauche est donc injective.
Ainsi toutes les flèches sont injectives.
Pour montrer que Z[E(w˜0)] = π∗Z[G] il suffit donc de montrer que Z[Ω(w˜0)]∩C[G] = Z[G].
Ceci est clairement vrai si on remplace Z par Q. Donc si ce n’est pas vrai pour Z, il existe n ≥ 2
et ϕ ∈ Z[Ω(w˜0)] ∩ Q[G] tels que ϕ /∈ Z[G] mais nϕ ∈ Z[G]. Soit p un diviseur premier de n ;
quitte à modifier ϕ on peut supposer n = p. Mais alors pϕ est une fonction non identiquement
nulle sur GFp alors qu’elle est nulle sur Ω(w˜0)Fp . C’est absurde car Ω(w˜0)Fp est un ouvert
dense de GFp .
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3.10 Application au cas non classique
Soit J ⊂ I. On note ∆(J) = ∆ ∩ (⊕i∈JZαi), ∆±(J) = ∆(J) ∩ ∆±, ∆±J = ∆
± \∆±(J),
Uma+(J) = Uma∆+(J) et U
ma+
J = U
ma
∆+
J
. D’après 3.3 on a U+ = Uma+(J)⋉ Uma+J .
Supposons J de type fini et notons G(J) le groupe réductif déployé sur Z de SGR S(J) =
(A|J , Y, (αi)i∈J , (α
∨
i )i∈J). Il est clair que son groupe unipotent maximal positif est U
ma+(J) =:
U+(J) et son sous-groupe de Borel positif B+(J) = TY ⋉ U+(J). Enfin, pour j ∈ J , son
parabolique minimal associé à j est Pj(J) = Aj ⋉ Uma∆+(J)\{j}, il vérifie Pj = Pj(J)⋉ U
ma+
J .
Le groupe de Weyl (fini) W v(J) = 〈si | i ∈ J〉 ⊂ W v admet un élément de plus grande
longueur wJ0 .
Corollaire. B(wJ0 ) est isomorphe au sous-groupe parabolique P(J) = G(J)⋉U
ma+
J de G
pma.
Remarque. Si J n’est pas forcément de type fini, la démonstration ci-dessous prouve que
le ind-schéma en groupe limite inductive des B(w) pour w ∈ W v(J) est le sous-groupe
parabolique P(J) = Gpma(J)⋉Uma+J produit semi-direct par U
ma+
J du groupe de Kac-Moody
Gpma(J) = GpmaS(J).
Démonstration. On a E(w˜0) = Pj1 ×
Bma+ Pj2×
Bma+ · · ·×B
ma+
Pjn , Pjk = Pjk(J)⋉U
ma+
J et
Bma+ = B+(J)⋉ Uma+J . On en déduit facilement que E(w˜0) = Pj1(J)×
B+(J)Pj2(J)×
B+(J)
· · · ×B
+(J) Pjn(J) ⋉ U
ma+
J , et, comme l’affinisé d’un produit est le produit des affinisés,
B(wJ0 ) = G(J)⋉ U
ma+
J .
3.11 Sous-groupes radiciels négatifs
On a défini Uα et xα : Add→ Uα pour α ∈ Φ+ (en 3.2.2) ou pour −α = αi simple (en 3.5).
Pour i ∈ I, s˜i = xαi(1).x−αi(1).xαi (1) ∈ A
Y
αi(Z) ⊂ P
pma
αi (Z) ⊂ Gpma(Z) est un élément du
normalisateur dans Gpma de TY ; il induit sur TY la réflexion si. De plus s˜i agit sur gZ comme
s∗i (cf. 1.4 et 3.7.3).
Si α ∈ Φ et eα est une base de gαZ, il existe w ∈ W v tel que w−1α = αj est une racine
simple. On considère une décomposition w = si1 . · · · .sin , w = s˜i1 . · · · .s˜in et on a eα = w(ǫej)
avec ǫ = ±1. On pose alors Uα = w.Uαj .w
−1 et xα(r) = w.xαj (ǫr).w
−1, pour r dans un anneau
R.
Lemme. Ces définitions de Uα et xα ne dépendent que de α et eα (et non des autres choix
effectués). Pour α ∈ Φ+ (ou −α simple) elles coïncident avec celles de 3.1, 3.2 ou 3.5.
Démonstration. Supposons que eα = s˜i1 . · · · .s˜in(ǫeαj ) = s˜i′1 . · · · .s˜i′m(ǫ
′eαj′ ), donc eαj′ =
w(ǫǫ′eαj ) pour w = s˜
−1
i′m
. · · · .s˜−1
i′1
.s˜i1 . · · · .s˜in . On doit montrer que xαj (r) est conjugué de
xαj′ (ǫǫ
′r) par w. Mais on sait que les s∗i = s˜i vérifient les relations de tresse ([T87, (d)
p551] ou calcul classique dans le groupe réductif G({i, j}) quand sisj est d’ordre fini), que
s˜2i = α
∨
i (−1) ∈ TY (Z) et on connaît les relations de commutation entre les s˜i et les éléments
du tore. Ainsi, pour toute expression réduite w = sj1 . · · · .sjp de w = si′m . · · · .si′1 .si1 . · · · .sin ,
on peut réduire l’expression ci-dessus de w sous la forme w = s˜j1 . · · · .s˜jp.t avec t ∈ TY (Z).
Il suffit donc de montrer que si w(αj) = αj′ , il existe une décomposition réduite w =
sj1 . · · · .sjp de w pour laquelle un w comme ci-dessus vérifie la relation eαj′ = wǫ
′′eαj et
xαj′ (r) = w.xαj (ǫ
′′r).w−1. D’après [T87, 3.3.1] ou, pour un énoncé plus précis [He91, 2.17 p85],
on est ramené à l’un des deux cas suivants : j1, · · · , jp ∈ {j, j′} = J de type fini ou j = j′ et
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j1, · · · , jp ∈ {j, j
′′} = J de type fini. Tout se passe alors dans le groupe réductif G(J) et le
résultat est connu.
Si −α est simple, la coïncidence des deux définitions de xα et Uα est claire. Si α ∈ Φ+, il
existe une suite i1, · · · , in ∈ I telle que sin . · · · .si1α est une racine simple et ∀j sij . · · · .si1α ∈
Φ+. Pour vérifier la coïncidence des deux définitions de xα et Uα, on doit vérifier que, si i ∈ I,
α ∈ Φ+, β = siα ∈ Φ+ et eβ = s˜iǫeα, alors exp(reβ) = s˜i.exp(ǫreα).s˜
−1
i ; c’est la définition
précise du produit semi-direct Ppmai = A
Y
i ⋉ U
ma
∆+\{αi}
de 3.5.
3.12 Comparaison avec le groupe à la Tits
On a défini en 1.6 le groupe de Kac-Moody minimal G = GS . On choisit toujours S comme
à la remarque 3.5 et on prend les eα, fα de 1.4 dans la base B de 2.6.
Pour un anneau k, les générateurs de G(k) sont les xα(r), α ∈ Φ, r ∈ k et t ∈ TY (k), on
les envoie sur les éléments de même nom dans Gpma(k).
Proposition. On obtient ainsi un homomorphisme de foncteurs en groupes i : G→ Gpma.
Démonstration. Il s’agit de vérifier les relations (KMT3) à (KMT7) dans Gpma(k). La relation
(KMT3) espérée entre xα(r) et xβ(r′) provient de la relation constatée entre exp(ad reα) et
exp(ad r′eβ) dans Aut(gA). Comme {α, β} est une paire prénilpotente, il existe Ψ finie close
dans Φ contenant α et β. D’après 3.11 on peut supposer Ψ ⊂ Φ+. D’après la remarque 3.2.1
cette relation est en fait constatée dans UmaΨ , d’où le résultat.
Les relations (KMT4) à (KMT6) n’impliquent que des éléments du groupe réductif de rang
1 AYα , elles sont trivialement satisfaites.
Enfin (KMT7) est clair d’après 3.11.
Remarques. 1) L’homomorphisme i envoie aussi s˜α sur l’élément de même nom de Gpma(Z)
(pour α racine simple). L’image i(N) de N est donc engendrée par TS et les s˜α pour α racine
simple. Par construction i est un isomorphisme sur TS et s˜i1 . · · · .s˜in 6= 1 si la décomposition
si1 . · · · .sin est réduite (second alinéa de 3.8). Donc i est un isomorphisme de N sur i(N) (que
l’on note encore N).
2) En conjuguant par un élément n de N(Z) tel que vν(n) = w ∈ W v, on trouve dans
Gpma un sous-groupe analogue à Uma+ mais associé à w∆+. Ainsi Gpma ne dépend pas du
choix de ∆+ dans sa classe de W v−conjugaison. Par contre l’algèbre Ûp dépend a priori de ce
choix et si on change ∆+ en ∆−, le groupe obtenu Gnma est différent.
3) L’homomorphisme i induit un isomorphisme du groupe Uα sur le sous-groupe de même
nom de Gpma : c’est clair par définition pour α ∈ Φ+, on s’y ramène pour α ∈ Φ− grâce à
3.11.
Proposition 3.13. Si k est un corps, alors ik est injectif.
N.B. Si k est un corps, on notera souvent avec la lettre romaine correspondante l’ensemble
des points sur k d’un schéma. La proposition nous permet donc d’identifier G = G(k) à un
sous-groupe de Gpma = Gpma(k).
Démonstration. D’après [Re02, prop. 8.4.1] G est muni d’une donnée radicielle jumelée entière
et donc d’un système de Tits (G,B+, N, S) avec B+ ∩N = T . Alors B+.Ker(i) est un sous-
groupe parabolique de G, mais par construction il ne peut contenir aucun U−α pour α simple,
donc B+.Ker(i) = B+ et Ker(i) est contenu dans B+ et tous ses conjugués. D’après [Re02,
1.5.4 et 1.2.3.v], l’intersection de tous ces conjugués est réduite à T . Mais par construction i|T
est injectif, d’où le résultat.
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3.14 Comparaison des représentations
1) On a vu en 3.7.3 que, pour un anneau k, Ûpk est un B
ma+(k)−module. D’après 2.1.4 la
restriction à B+(k) de cette représentation stabilise Uk (et gk) et y induit la même représen-
tation que la représentation adjointe de G(k).
2) Pour λ ∈ X+, on a construit en 3.7.1 le module à plus haut poids M = L(λ) pour
Gpma. Il est clair que la restriction à G (via i) de cette représentation est la représentation
classique à plus haut poids de G.
3) En 3.7.2 on a construit une représentation de Uma− sur le complété négatif M̂nk de
M . Il est clair que la restriction à U− (via i) de cette représentation est le complété de la
représentation de G ci-dessus (restreinte à U−).
Proposition 3.15. Soit w˜ = si1 . · · · .sim une décomposition réduite de w ∈W
v et µ : F(w˜) :=
Pαi1 × · · · × Pαim → B(w) le morphisme de multiplication. Si k est un corps, alors µk est
surjectif.
Démonstration. Il faut revenir un peu sur les définitions de 3.6. Le groupe (Bma+)m−1 agit sur
F(w˜) par (b1, · · · , bm−1).(p1, · · · , pm) = (p1b
−1
1 , b1p2b
−1
2 , · · · , bm−1pm) et E(w˜) est le quotient
schématique ; on note π le morphisme de passage au quotient. Le schéma B(w) est l’affinisé
de E(w˜), on note ν : E(w˜) → B(w) le morphisme naturel. On a donc µ = ν ◦ π. On se place
maintenant sur le corps k (sans forcément le noter dans les noms).
Soit λ ∈ X+ un poids dominant entier régulier et L(λ) la représentation intégrable de
plus haut poids λ (cf. [M88a, p246] ou 3.7 ci-dessus) ; les groupes Bma+ et Pi agissent dessus.
On choisit un vecteur de plus haut poids eλ ; pour w ∈ W v, ewλ = weλ ∈ L(λ)wλ est défini
au signe près et le sous-espace vectoriel Ew(λ) = U
+
k .ewλ est de dimension finie. De plus
Ev(λ) ⊂ Ew(λ) si v ≤ w pour l’ordre de Bruhat-Chevalley, mais si v < w, Ev(λ) a une
composante nulle sur kewλ. On note Σw l’adhérence de Bma+(k).kewλ dans Ew(λ) ; c’est une
sous-variété affine fermée de Ew(λ). On a Σw = B(w)(k).keλ il contient donc Σv si v ≤ w (cf.
[M88a, p64] formulé en caractéristique 0, mais qui se généralise). Ainsi Σcw := Σw \
⋃
v<w Σv,
contient l’ouvert de Σw défini par la non nullité de la coordonnée sur ewλ.
On a un morphisme ζ de F(w˜) dans Σw donné par la "formule naïve" ζ(p1, · · · , pm) =
p1.p2. · · · .pm.eλ, il se factorise en un morphisme η de E(w˜) dans Σw (cf. [M88a, p65, 66]
en caractéristique 0) puis, comme Σw est affine et ν une affinisation, en un morphisme
ξ : B(w) → Σw, simplement donné par l’action de B(w) ⊂ Gpma sur eλ cf. 3.7.1. On a
donc le diagramme :
ζ : F(w˜)
π //
µ
44E(w˜)
ν //
η
))
B(w)
ξ
// Σw
Si v ≤ w, il existe une décomposition réduite v˜ de v "extraite" de w˜. Le sous-schéma fermé
de F(w˜) formé des éléments dont le j-ème facteur est 1 si sij est omis dans v˜ est isomorphe à
F(v˜). On obtient ainsi un diagramme dont toutes les flèches verticales sont injectives :
F(w˜)
π //
µ
**
E(w˜)
ν // B(w)
ξ
// Σw
F(v˜)
?
OO
π // E(v˜)
?
OO
ν // B(v)
?
OO
ξ
// Σv
?
OO
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On note C(w) = B(w)\
⋃
v<w B(v) qui contient ξ
−1(Σcw). Par récurrence il suffit de montrer
que µ(F(w˜)) ⊃ C(w).
On note Fc(w˜) = Ci1 × · · · × Cim ouvert de F(w˜) saturé pour le quotient par (B
ma+)m−1.
Mais Cij = B
ma+.sij .B
ma+ = Uij .sij .B
ma+ et cette dernière décomposition est unique. Donc
Ui1 .si1×· · ·×Uim.sim .B
ma+ est un système de représentants de Ec(w˜) := Fc(w˜)/(Bma+)m−1 =
π(Fc(w˜)) et (Bma+)m−1 agit librement sur Fc(w˜). Ainsi Ec(w˜) ≃ Ui1 × · · · × Uim ×B
ma+ est
un ouvert affine de E(w˜).
D’autre part ζ(ui1 .si1 , · · · , uim .sim .b) = si1 . · · · .sim.u
′
1. · · · .u
′
mbeλ avec u
′
j ∈ Uβj pour
βj = si1 . · · · .sij(αij ) ∈ Φ. En particulier la coordonnée de cet élément sur ewλ est non nulle ;
il appartient donc à Σcw : on a ζ(F
c(w˜)) = η(Ec(w˜)) ⊂ Σcw ; donc µ(F
c(w˜)) ⊂ ξ−1(Σcw) ⊂ C(w).
Le complémentaire de Fc(w˜) est réunion de sous-schémas fermés obtenus en remplaçant
dans F(w˜) l’un des facteurs Pi par Bma+, ce qui, dans l’image par π revient à supprimer ce
facteur. Alors le processus de multiplication décrit dans [M89, p45] montre que l’image par µ
de ce sous-schéma fermé est dans un B(v) pour v < w. Ainsi Fc(w˜) ⊃ µ−1(C(w)) et finalement
Fc(w˜) = µ−1(C(w)). De plus π(Fc(w˜)) = Ec(w˜). Donc Ec(w˜) = ν−1(C(w)).
Soit B(w)f un ouvert principal de B(w) contenu dans C(w). Alors ν−1(B(w)f ) =
E(w˜)f◦ν = E
c(w˜)f◦ν , ouvert principal donc affine de Ec(w˜). On a donc k[B(w)f ] = k[B(w)][f−1]
= k[E(w˜)][(f ◦ ν)−1] ⊂ k[Ec(w˜)][(f ◦ ν)−1] = k[Ec(w˜)f◦ν ] = k[E(w˜)f◦ν ]. Mais E(w˜) est
réunion de 2m ouverts affines (démonstration par récurrence selon l’esquisse des pages 54,
55 de [M88a]) ; donc k[E(w˜)f◦ν ] ⊂ k[E(w˜)][(f ◦ ν)−1]. Ainsi k[B(w)f ] = k[E(w˜)f◦ν ]. Cela
prouve que ν induit un isomorphisme de ν−1(B(w)f ) sur B(w)f et donc aussi de Ec(w˜) =
ν−1(C(w)) sur C(w). On sait de plus que π induit un isomorphisme du sous-schéma fermé
Ui1 .si1 × · · · × Uim .sim .B de F(w˜) sur E
c(w˜). Donc πk est surjectif.
3.16 Structure de BN−paire raffinée sur Gpma
On note U+ (resp. U−) le sous-foncteur en groupe de Gpma engendré par les sous-groupes
Uα pour α ∈ Φ+ (resp. α ∈ Φ−) ; il s’identifie via i (au moins sur un corps) avec le sous-groupe
de même nom de G. On a U+ ⊂ Uma+. On rappelle que S = {si | i ∈ I} est le système de
générateurs deW v et que N est l’image par i du groupe de même nom de G (remarque 3.12.1).
Proposition. Si k est un corps, le sextuplet (Gpma, N,Uma+, U−, T, S) est une BN−paire
raffinée (refined Tits system).
Remarque. On a donc (cf. e.g. [Re02, 1.2]) un système de Tits (Gpma, Bma+ = TUma+, N, S),
une décomposition de Bruhat Gpma =
∐
n∈N U
+nUma+ =
∐
n∈N U
ma+nUma+, une décom-
position de Birkhoff Gpma =
∐
n∈N U
−nUma+ et U− ∩NUma+ = N ∩ Uma+ = {1}.
Démonstration. Vérifions les axiomes de [KP85], voir aussi [Re02].
(RT1) : le groupe Gpma admet bien N , Uma+, U− et T comme sous-groupes. Le groupe
T normalise les Uα (α ∈ Φ) donc aussi U− et Uma+, il est distingué dans N et N/T = W v
est engendré par les éléments de S qui sont d’ordre 2. Par construction Gpma est réunion des
B(w) qui sont engendrés par des sous-groupes Pi (d’après 3.15). On a vu que Pi est engendré
par U−αi = s˜i.Uαi .s˜
−1
i et B
ma+ = TUma+. Donc Gpma est engendré par N et Uma+.
(RT2) Pour s = si ∈ S, Us = Uma+∩sU−s est dans G qui est muni d’une donnée radicielle
jumelée (G, (Uα)α∈Φ, T ) [Re02, prop 8.4.1] et d’après le théorème 1.5.4 de l.c. on a Usi = Uαi .
Un résultat classique dans le groupe Ai donne donc (RT2a) ; tandis que (RT2b) est clair. Enfin
(RT2c) résulte de 3.3 (voir aussi 3.5).
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(RT3) Soient u− ∈ U−, u+ ∈ Uma+ et n ∈ N tels que u−nu+ = 1. Alors n et u−sont dans G
ainsi donc que u+. On déduit de l’axiome (RT3) dans G [Re02, 1.5.4] que u− = u+ = n = 1.
Corollaire 3.17. Si k est un corps, U+ = U+(k) = G(k) ∩ Uma+(k) et B+ = B+(k) =
G(k) ∩Bma+(k).
Remarque. Le sextuplet (G,N,U+, U−, T, S) est aussi une BN−paire raffinée (1.6.5 et
[Re02, 1.5.4]).
Démonstration. On a deux systèmes de Tits (Gpma, Bma+, N, S) et (G,B+, N, S), cf. 1.6.5.
Donc Gpma =
∐
w∈W v B
ma+wBma+ et G =
∐
w∈W v B
+wB+. Comme B+ ⊂ Bma+, on a
Bma+ ∩G = B+. Mais Bma+ = T ⋉ Uma+ et B+ = T ⋉ U+ donc B+ ∩ Uma+ = U+.
Corollaire 3.18. Si k est un corps, l’injection i induit un isomorphisme simplicial G(k)−équi-
variant de l’immeuble I v+ associé à G sur k sur l’immeuble Î
v
+ associé au système de Tits
(Gpma, Bma+, N, S). Plus précisément ces deux immeubles ont les mêmes facettes et les appar-
tements de I v+ sont des appartements de Î
v
+, mais, en général, Î
v
+ a plus d’appartements.
Démonstration. Les appartements sont isomorphes car associés au même groupe N . D’après
3.17 G/B+ s’injecte dans Gpma/Bma+, d’où une injection I v+ →֒ Î
v
+. Mais, par construction,
si α est simple, c’est le même groupe Uα qui est transitif sur les chambres (de I v+ ou
Î v+) sα−adjacentes à la chambre fondamentale C
v
f (associée à B
+), ce sont donc les mêmes
chambres. Par récurrence sur la longueur de galeries, on en déduit que I v+ = Î
v
+.
3.19 Changement de SGR
1) On a décrit ci-dessus le groupe à la Mathieu GpmaS associé à un SGR S libre, colibre,
sans cotorsion et vérifiant de plus une certaine condition de dimension (cf. 3.5). ll est clair
que cette condition n’intervient pas dans les constructions de Mathieu, on peut donc s’en
affranchir. On a d’ailleurs vu en 1.3 que si S est libre, colibre, sans cotorsion il est extension
semi-directe d’un SGR Smat vérifiant de plus cette condition de dimension. On en a déduit
en 1.11 que GS est produit semi-direct de GSmat par un tore T1. De même G
pma
S est produit
semi-direct de GpmaSmat par ce tore T1. Ces décompositions en produit semi-direct proviennent
de la même décomposition TS = TSmat ×T1 et sont donc compatibles avec les morphismes de
foncteurs i de 3.12.
2) Soit S un SGR quelconque. D’après 1.3 il existe une extension centrale torique Ssc de
S et une extension semi-directe Sscℓ de Ssc qui est libre, colibre et sans cotorsion. D’après les
corollaires 1.11 et 1.12 GS est quotient de GSsc par un sous-tore central T2 de TSsc et GSscℓ
est produit semi-direct de GSsc par un sous-tore T3 de TSscℓ . Inversement GSsc est le noyau
d’un homomorphisme θ de GSscℓ sur T3.
L’homomorphisme θ s’étend au groupe Gpma
Sscℓ
(construit ci-dessus) : on prend θ trivial sur
Uma+
Sscℓ
, on connaît θ sur TSscℓ et les groupes Ai de 3.5, donc θ est défini sur B
ma+
Sscℓ
et les
paraboliques Pi ; son extension à G
pma
Sscℓ
découle alors de la construction de 3.6. On définit
donc GpmaSsc comme le noyau de θ. Enfin G
pma
S est le quotient (comme foncteur en groupe) de
G
pma
Ssc par le tore T2.
On a ainsi défini GpmaS et un morphisme de foncteurs iS : GS → G
pma
S pour tout SGR S.
Si S est libre, colibre et sans cotorsion on a ainsi deux définitions de GpmaS . Mais alors,
d’après 1.3, 1.11 et 1.12, GSsc est produit direct de GS par T2 et GSscℓ produit semi-direct de
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GSsc par T3. Il est clair que G
pma
Ssc et G
pma
Sscℓ
comme définis en 1) s’écrivent de la même manière
comme produit semi-direct. D’où l’identification avec les groupes définis comme ci-dessus.
3) Fonctorialité. La construction de Mathieu est clairement fonctorielle en S pour les SGR
libres, colibres, sans cotorsion et les extensions commutatives de SGR. On a remarqué en 1.3.1
que les constructions S 7→ Ssc et Ssc 7→ Sscℓ sont fonctorielles. Une extension commutative
ϕ : S → S∗ définit donc un morphisme de foncteurs en groupes G
pma
Sscℓ
→ Gpma
Sscℓ∗
. Ce morphisme
est compatible avec les homomorphismes θ sur les tores T3 correspondants, il induit donc un
morphisme GpmaSsc → G
pma
Ssc∗
. Ce dernier morphisme échange les tores T2 correspondants, ce qui
donne le morphisme Gpmaϕ : G
pma
S → G
pma
S∗
cherché.
Le groupe GpmaS est donc fonctoriel en S pour les extensions commutatives de SGR
(de manière compatible avec la fonctorialité des groupes GS et les morphismes iS). Par
construction, si ϕ : S → S ′ est un tel morphisme, Gpmaϕ induit un isomorphisme de Uma+S
sur Uma+S′ et le morphisme Tϕ de TS dans TS′ . Si k est un corps, G
pma
ϕk induit l’isomorphisme
Gϕk de U
±
S (k) sur U
±
S′(k) cf. 1.10 et 3.12.
3.20 Comparaison avec les groupes de Kac-Moody à la Kumar
Dans [Ku02, 6.1.6 et 1.1.2] S. Kumar considère un SGR vérifiant les mêmes conditions que
celles demandées par O. Mathieu (cf. 3.5). On reste donc dans ce cadre et bien sûr on se place,
comme Kumar, sur le corps C.
Pour Θ clos dans ∆+, les groupes UΘ, T et N définis dans l.c. 6.1 s’identifient clairement
à UpmaΘ , T et N définis ci-dessus. De même pour une partie de type fini J de I, le groupe
parabolique PJ de Kumar s’identifie au groupe P (J) = G(J) ⋉ Uma+J de 3.10, en particulier
les deux définitions des paraboliques minimaux Pi coïncident.
On a vu que (Gpma, Bma+ = TUma+, N, S) est un système de Tits. D’après [l.c. 5.1.7]
Gpma est le produit amalgamé des sous-groupes N et Pi. Mais c’est exactement la définition
de l.c. 6.1.16 du groupe de Kac-Moody à la Kumar. Donc sur C les groupes à la Kumar et à
la Mathieu coïncident.
L’injection iC de 3.12 permet d’identifier G(C) et le groupe minimal à la Kumar [Ku02,
7.4.1].
4 Appartement affine et sous-groupes parahoriques
On considère dorénavant un SGR fixe S qui est libre et le groupe de Kac-Moody GS associé
sur un corps K. On a vu en 1.3 et 1.11 que si S est un SGR non libre, GS est un sous-groupe
d’un groupe GSℓ avec S
ℓ libre. Toute action de GSℓ(K) sur une masure induira donc une
action de GS(K) sur celle-ci. On peut noter que l’essentialisé de la masure de GSℓ(K) ne
dépend pas du choix de Sℓ : les appartements sont des espaces affines sous HomZ(Q,R). C’est
le choix fait par B. Rémy pour ses réalisations coniques d’immeubles jumelés.
On abrégera fréquemment GS(K) en GS ou même G. On notera avec la lettre romaine
correspondante les points sur K d’un foncteur en groupe noté avec une lettre gothique ; de
même pour les morphismes de foncteurs.
À partir de 4.2, le corps K sera supposé muni d’une valuation réelle ω.
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4.1 Comparaison avec [R06] et [R11]
Le quintuplet (V,W v, (αi)i∈I , (α∨i )i∈I ,∆im) de 1.1 satisfait aux conditions de [R11, 1.1
et 1.2.1], on est dans le cas Kac-Moody (modérément imaginaire). On peut en particulier
définir dans V des facettes vectorielles et des cônes de Tits positif ou négatif ±T [R11, 1.3].
Ces notions sont également introduites dans [R06, 1.1 à 1.3] où T est noté Av. On note
Cvf = { v ∈ V | α(v) > 0,∀α ∈ Φ
+} la chambre vectorielle fondamentale, donc T = W v.C
v
f .
Une facette vectorielle est dite sphérique si son fixateur (dans W v) est fini i.e. si elle est
contenue dans ±T ◦ (intérieur du cône de Tits).
D’après 1.6 le groupe de Kac-Moody G contient un sous-groupe T et des sous-groupes
radiciels Uα pour α ∈ Φ, chacun isomorphe au groupe additif (K,+) par un isomorphisme xα.
Le triplet (G, (Uα)α∈Φ, T ) est une donnée radicielle de type Φ au sens de [R06, 1.4]. Le groupe
N défini dans [R06, 1.5.3] coïncide avec celui de 1.6.4, il est muni d’une application surjective
νv : N →W v de noyau T .
On reprend, sauf exception signalée, les notations de [R06, § 1]. On a en particulier un
immeuble I v+ dont les appartements sont isomorphes à Av = T , mais aussi un immeuble I v−
dont les appartements sont isomorphes à −T . Ces deux immeubles sont jumelés [Re02] ; comme
dans [R06] on ne garde que les facettes sphériques dans I v±. On a déjà vu ces immeubles de
manière combinatoire en 1.6.5, mais on les verra désormais sous la forme de ces réalisations
coniques. En 3.18 on a vu que Gpma (resp Gnma) agit sur I v+ (resp. I
v
−).
4.2 L’appartement affine témoin A
1) On suppose dorénavant le corps K muni d’une valuation réelle non triviale ω, et ainsi
Λ = ω(K∗) est un sous-groupe non trivial de R. On note O l’anneau des entiers de (K,ω) et
m son idéal maximal.
On note A l’espace vectoriel V considéré comme espace affine ; on note cependant toujours
0 l’élément neutre de V .
Le groupe T = T(K) agit sur A par translations : si t ∈ T , ν(t) est l’élément de V tel que
χ(ν(t)) = −ω(χ(t)), ∀χ ∈ X. Cette action est W v−équivariante. D’après le raisonnement de
[R06, 2.9.2] on a :
2) Lemme. Il existe une action affine ν de N sur A qui induit la précédente sur T et telle
que, pour n ∈ N , ν(n) est une application affine d’application linéaire associée νv(n).
3) L’image de N est ν(N) =WY Λ =W v⋉(Y ⊗Λ). Son noyau est H =Ker(ν) = O∗⊗Y =
T(O).
4) Par construction le point 0 est fixé par les éléments m(xαi(±1)) = s˜
±1
−αi et donc
(par conjugaison : (KMT7) ) par tous les s˜α, pour α ∈ Φ. D’après (KMT6) pour u 6= 0,
m(xα(u)) = s˜−α(u
−1) = s˜−α.(−α)
∨(u) = α∨(u).s˜−α et α(ν(α∨(u))) = −ω(α(α∨(u))) =
−ω(u2) = −2ω(u). Donc ν(m(xα(u))) est la réflexion rα,ω(u) par rapport à l’hyperplan
M(α, ω(u)) = {y ∈ V | α(y) + ω(u) = 0}, c’est à dire l’application affine d’application
linéaire associée sα et d’ensemble de points fixes M(α, ω(u)).
5)Définitions. L’appartement affine témoin A est l’espace affine A (sous l’espace vectoriel
V muni deW v, Φ et ∆) muni de l’ensembleM des murs (réels)M(α, k) = {y ∈ V | α(y)+k =
0} pour α ∈ Φ et k ∈ Λ et de l’ensemble Mi des murs imaginaires M(α, k) pour α ∈ ∆im
et k ∈ Λ. L’espace D(α, k) = {y ∈ V | α(y) + k ≥ 0}, défini pour α ∈ X et k ∈ R est un
demi-appartement si α ∈ Φ et k ∈ Λ. On note D◦(α, k) = {y ∈ V | α(y) + k > 0}.
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Ainsi A satisfait aux conditions de [R11, 1.4] (à une variante près pour Mi, cf. l.c. 1.6.2) ;
il est semi-discret si et seulement si la valuation ω est discrète. On choisit x0 = 0 comme point
spécial privilégié. On reprend les notations de [R11] (sauf pour P∨, Q∨ et cl, voir ci-dessous).
On notera les ressemblances et différences avec [R06, § 2]. Le cas Λ = Z est traité dans [GR08,
§ 2 et 3.1].
On note Q∨ =
∑
i∈I Zα
∨
i et P
∨ = {y ∈ V | αi(y) ∈ Z,∀i}. Donc Q∨ ⊂ Y ⊂ P∨ ⊂ V .
Pour un filtre F de parties de A, on considère comme dans [R11] ou [GR08] plusieurs
variantes d’enclos : si P ⊂ X \ {0}, clP(F ) est le filtre formé des sous-ensembles de A
contenant un élément de F de la forme ∩α∈P D(α, kα) avec pour chaque α, kα ∈ Λ ∪ {+∞}
(en particulier chaque D(α, kα) contient F ). On note cl(F ) = cl∆(F ), clsi(F ) = clΦ(F ). On
définit aussi (selon Charignon [Ch10]) cl#(F ) comme le filtre formé des sous-ensembles de A
contenant un élément de F de la forme
⋂n
i=1D(αi, ki) où α1, · · · , αn ∈ Φ et ki ∈ Λ ∪ {∞}.
On a cl#(F ) ⊃ clsi(F ) ⊃ cl(F ) ⊃ conv(F ) (enveloppe convexe fermée de F ) ; cl(F ) et clsi(F )
coïncident avec ceux définis dans [R11]. Un filtre F est dit clos si F = cl(F ) et, quand on ne
précise pas, l’enclos de F désigne cl(F ).
Une facette-locale de A est associée à un point x de A et une facette vectorielle F v dans V ;
c’est le filtre F ℓ(x, F v) = germx(x+F v). La facette associée à F ℓ(x, F v) est le filtre F (x, F v)
formé des ensembles contenant une intersection de demi-espaces D(α, kα) ou D◦(α, kα) (un
seul kα ∈ Λ ∪ {+∞} pour chaque α ∈ ∆), cette intersection devant contenir F ℓ(x, F v) i.e.
un voisinage de x dans x + F v. La facette fermée F (x, F v) est l’adhérence de F (x, F v) et
aussi cl(F ℓ(x, F v)) = cl(F (x, F v)). Les facettes F ℓ(x, F v), F (x, F v) et F (x, F v) sont dites
sphériques si F v l’est.
S’il existe α ∈ ∆im avec α(x) /∈ Λ, il se pourrait que F (x, F v) soit légèrement plus gros
que la facette définie dans [R11], cf. l.c. 1.6.2.
6) Le groupe de Weyl. Pour α ∈ Φ, il est clair que le groupe de Weyl (affine) W ,
engendré par les réflexions par rapports aux murs, contient les translations de vecteur dans
Λα∨. Ainsi Q∨ ⊗ Λ (noté Q∨ dans [R11]) est un groupe de translations de V , contenu dans
W et invariant par W v. On a W =W v ⋉ (Q∨ ⊗ Λ).
Le groupe P∨Λ = Λ.P
∨ = {y ∈ V | αi(y) ∈ Λ,∀i} est noté P∨ dans [R11]. Ainsi
WP =W
v ⋉ P∨Λ est le plus grand sous-groupe de W
e
R =W
v ⋉ V stabilisant M (et Mi).
Comme N est engendré par T et les s˜α, il est clair que ν(N) =WY =W v ⋉ (Y ⊗ Λ). On
a : W ⊂WY ⊂WP ⊂W eR.
7) Valuation des groupes radiciels. Pour α ∈ Φ et u ∈ Uα, on pose ϕα(u) = ω(r) si
u = xα(r) avec r ∈ K. Les ϕα forment une valuation de la donnée radicielle (G, (Uα), T ) [R06,
2.2]. Voir aussi [Ch10]
On considère le monoïde ordonné R˜ de [BT72, 6.4.1] formé d’éléments r, r+ (pour r ∈ R)
et ∞ vérifiant r < r+ < s < s+ < ∞ si r < s. On note Λ˜ l’ensemble des éléments de R˜
qui sont borne inférieure d’une partie minorée de Λ. On a Λ˜ = Λ ∪ {∞} si Λ est discret et
Λ˜ = Λ ∪ {∞} ∪ {r+ | r ∈ R} sinon. Les idéaux fractionnaires de O sont indexés par Λ˜ : à
λ ∈ Λ˜ on associe Kλ = {r ∈ K | ω(r) ≥ λ}.
Pour λ ∈ Λ˜ et α ∈ Φ, Uα,λ = {u ∈ Uα | ϕα(u) ≥ λ} est un sous-groupe de Uα ; on a
Uα,∞ = {1}.
4.3 Premiers groupes associés à un filtre Ω de parties de A
Soit Ω un tel filtre.
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1) Pour α ∈ X, soit fΛΩ (α) = fΩ(α) = inf{λ ∈ Λ | Ω ⊂ D(α, λ)} = inf{λ ∈ Λ |
α(Ω) + λ ⊂ [0,+∞[} ∈ Λ˜. Pour α ∈ ∆ (resp. Φ, X) fΩ(α) ne dépend que de cl(Ω) (resp.
clsi(Ω) ou cl#(Ω), conv(X) ⊃ Ω). Si Ω est un ensemble, fΩ(α) 6= λ+, ∀α ∈ X, ∀λ ∈ Λ. Cette
fonction fΩ est concave [BT72] : ∀α, β ∈ X, fΩ(α+ β) ≤ fΩ(α) + fΩ(β) et fΩ(0) = 0.
On dit que Ω est presque-ouvert si ∀α ∈ Φ, fΩ(α) + fΩ(−α) > 0. On dit que Ω est étroit
si aucun mur ne sépare Ω en deux, autrement dit si ∀α ∈ Φ, fΩ(α) + fΩ(−α) = 0 ou 0+ ou
(dans le cas discret) inf{λ ∈ Λ | λ > 0} et s’il n’existe pas de λ ∈ Λ avec fΩ(α) = λ+ et
fΩ(−α) = (−λ)
+.
2) Pour α ∈ Φ, on note Uα,Ω = Uα,fΩ(α) ; U
(α)
Ω est le groupe engendré par Uα,Ω et U−α,Ω
et on note N (α)Ω = N ∩ U
(α)
Ω .
On définit UΩ comme le groupe engendré par les Uα,Ω (pour α ∈ Φ) et U
±
Ω = UΩ∩U
± ; on
verra (4.12) que U+Ω (resp. U
−
Ω )n’est pas forcément égal au groupe U
++
Ω (resp. U
−−
Ω ) engendré
par les Uα,Ω pour α ∈ Φ+ (resp. α ∈ Φ−).
Le groupe NuΩ (⊂ N ∩ UΩ) est engendré par tous les N
(α)
Ω pour α ∈ Φ.
Tous ces groupes sont normalisés par H et on peut donc définir NminΩ = HN
u
Ω et P
min
Ω =
HUΩ. Ces groupes ne dépendent que de l’enclos cl(Ω) de Ω et même que de cl#(Ω). Si Ω ⊂ Ω′,
on a UΩ ⊃ UΩ′ , etc.
3) Lemme. Soient α ∈ Φ et Ω un filtre comme ci-dessus.
a)U (α)Ω = Uα,Ω.U−α,Ω.N
(α)
Ω = U−α,Ω.Uα,Ω.N
(α)
Ω .
b) Si fΩ(α) + fΩ(−α) > 0, alors N
(α)
Ω ⊂ H. Si fΩ(α) = −fΩ(−α) = k ∈ Λ, alors
ν(N
(α)
Ω ) = {rα,k, 1}.
c) N (α)Ω fixe Ω, i.e. ∀n ∈ N
(α)
Ω , il existe S ∈ Ω fixe point par point par ν(n).
Démonstration. cf. [GR08, lemma 3.3]
4) Le groupe WminΩ = ν(N
min
Ω ) = N
min
Ω /H est engendré par les réflexions rα,k pour α ∈ Φ
et k ∈ Λ tels que Ω ⊂ M(α, k). Il est contenu dans le fixateur WΩ de Ω dans W . Il y a bien
sûr égalité si Ω est réduit à un point spécial, mais aussi si Ω est une facette sphérique et si
Λ est discret. En effet dans ce dernier cas l’image de WΩ dans W v fixe une facette vectorielle
sphérique et on est ramené au cas classique où W est produit semi-direct d’un groupe de
Weyl fini par un groupe discret de translations ; ce cas est traité dans [BT72, 7.1.10] et ne se
généralise pas si Λ est dense. D’après 4.12.4 ci-dessous il ne se généralise pas non plus au cas
non classique (i.e. non sphérique).
4.4 Algèbres et modules associés au filtre Ω
1) Pour α ∈ ∆ et λ ∈ Λ˜, on pose gα,λ = gαZ⊗Kλ et gα,Ω = gα,fΩ(α). De même hO = hZ⊗O.
Par concavité de fΩ, il est clair que gΩ = hO ⊕ (⊕α∈∆ gα,Ω) est une sous−O−algèbre de Lie
de gK = gZ ⊗K.
On peut de même considérer les complétions positive et négative : ĝpΩ = (⊕α<0 gα,Ω) ⊕
hO ⊕ (
∏
α>0 gα,Ω) et ĝ
n
Ω = (⊕α>0 gα,Ω) ⊕ hO ⊕ (
∏
α<0 gα,Ω) si Ω est un ensemble, sinon
ĝ
p
Ω = ∪Ω′∈Ω ĝ
p
Ω′ et ĝ
n
Ω = ∪Ω′∈Ω ĝ
n
Ω′ .
Ces algèbres ne dépendent que de cl(Ω). Par contre clsi(Ω) ou cl#(Ω) pourraient être
insuffisants pour les déterminer.
2) L’algèbre enveloppante entière US est graduée par Q ⊂ X. On peut donc définir
UΩ =
⊕
α∈Q Uα,Ω avec Uα,Ω = US,α ⊗Z KfΩ(α). C’est une sous−O−bigèbre graduée de
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US,K = US ⊗Z K. Le terme de niveau 1 de la filtration induite par celle de US,K est O ⊕ gΩ.
On peut avoir UΩ 6= Ucl(Ω).
On peut considérer la complétion positive ÛpΩ (resp. négative Û
n
Ω) de UΩ pour le degré total
(resp. son opposé) ; c’est une sous-algèbre de ÛpK (resp. Û
n
K).
3) Soit λ un poids dominant de TS (i.e. λ ∈ X+). On a construit en 2.14 une forme entière
LZ(λ) du module intégrable L(λ) de plus haut poids λ. Tout poids de M = L(λ) est de la
forme µ = λ − ν avec ν ∈ Q+. Pour µ ∈ X et r ∈ Λ˜, on pose Mµ,r = LZ(λ)µ ⊗Z Kr puis
Mµ,Ω = Mµ,fΩ(µ) et MΩ =
⊕
µ∈X Mµ,Ω ; en particulier Mλ,Ω = KfΩ(λ).vλ. Par concavité de
fΩ, il est clair queMΩ est un sous−Û
p
Ω−module gradué deM⊗K. On peut avoirMΩ 6=Mcl(Ω),
mais MΩ ne dépend que de clP(M)(Ω) où P(M) est l’ensemble des poids de M .
On peut considérer la complétion négative de MΩ : M̂nΩ =
∏
ν∈Q+ Mλ−ν,Ω si Ω est un
ensemble et M̂nΩ = ∪Ω′∈Ω M̂
n
Ω′ sinon. Il est clair que M̂
n
Ω est un sous−Û
p
Ω−module gradué de
M̂ ⊗K.
Bien sûr on construit aussi MΩ et sa complétion positive M̂
p
Ω pour un module intégrable
M à plus bas poids λ ∈ −X+.
4.5 Groupes (pro-)unipotents associés au filtre Ω
1) Soit Ψ ⊂ ∆+ un ensemble clos de racines. On lui a associé une Z−bigèbre U(Ψ) (2.13.2
et 3.1). On peut donc définir U(Ψ)Ω =
⊕
α∈Q+ U(Ψ)α,Ω (avec U(Ψ)α,Ω = U(Ψ)α ⊗KfΩ(α)) ;
c’est une sous−O−bigèbre de UΩ et de U(Ψ)⊗K (plus précisément leur intersection).
2) Le plus simple pour associer à U(Ψ)Ω un sous-groupe de UmaΨ (K) semble être de procéder
comme suit :
Si Ω est un ensemble on considère la complétion Û(Ψ)Ω =
∏
α∈Q+ U(Ψ)α,Ω ; c’est une
sous-algèbre de ÛpΩ et de ÛK(Ψ) et elle contient [exp]λx pour x ∈ gαZ et λ ∈ KfΩ(α). Le
monoïde UmaΩ (Ψ) est l’intersection de Û(Ψ)Ω ou Û
p
Ω et de U
ma
Ψ (K) (qui est un sous-groupe des
éléments inversibles de ÛK(Ψ)). On sait que l’inverse d’un élément de UmaΨ (K) est son image
par la co-inversion τ et il est clair que Û(Ψ)Ω est stable par τ (car τ est graduée et stabilise
U(Ψ)). Ainsi UmaΩ (Ψ) est un sous-groupe de U
ma
Ψ (K). D’après 3.2 il est clair que U
ma
Ω (Ψ) est
formé des produits
∏
x∈BΨ
[exp]λx.x pour λx ∈ KfΩ(pds(x)) (il suffit de raisonner par récurrence
sur le degré total).
Si Ω est un filtre, le groupe UmaΩ (Ψ) est la réunion des U
ma
Ω′ (Ψ) pour Ω
′ ∈ Ω, donc encore
l’intersection de UmaΨ (K) et de Û(Ψ)Ω = ∪Ω′∈Ω Û(Ψ)Ω′ .
3) On sait que G et UmaΨ (K) s’injectent dans G
pma(K) (3.3a, 3.6 et 3.13). On note donc
UpmΩ (Ψ) = G∩U
ma
Ω (Ψ). On a aussi U
pm
Ω (Ψ) = U
+ ∩UmaΩ (Ψ) puisque U
+ = G∩Uma+ (3.17).
Pour un filtre on a UpmΩ (Ψ) = ∪Ω′∈Ω U
pm
Ω′ (Ψ). Bien sûr U
pm+
Ω := U
pm
Ω (∆
+) contient U+Ω (et
Unm−Ω := U
nm
Ω (∆
−) ⊃ U−Ω ).
4) Remarques : a) Le sous-groupe H = T(O) de T = T(K) stabilise les algèbres et
modules construits en 4.4 ou ci-dessus. Ainsi H normalise UmaΩ (Ψ) et U
pm
Ω (Ψ).
b) Comme Û(Ψ)Ω est une sous-algèbre de Û
p
Ω et de ÛK(Ψ), il est clair que les groupes
UmaΩ (Ψ) et U
pm
Ω (Ψ) stabilisent Û
p
Ω et ĝ
p
Ω pour l’action adjointe de U
ma
Ψ (K) sur Û
p
K , cf. 3.7.3.
c) Pour α ∈ Φ et Ψ = {α}, UmaΩ (Ψ) est le sous-groupe Uα,Ω de Uα ⊂ G isomorphe à KfΩ(α)
par xα : r 7→ exp(reα) (défini en 4.2.7).
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d) Si Ω ⊂ Ω′, on a UmaΩ (Ψ) ⊃ U
ma
Ω′ (Ψ) et U
pm
Ω (Ψ) ⊃ U
pm
Ω′ (Ψ). Si Ω est la réunion d’une
famille (Ωi)i∈N de filtres, alors fΩ est le sup (pris dans Λ˜) des fΩi et U(Ψ)Ω = ∩i∈N U(Ψ)Ωi .
Ainsi UmaΩ (Ψ) = ∩i∈N U
ma
Ωi
(Ψ) et UpmΩ (Ψ) = ∩i∈N U
pm
Ωi
(Ψ).
e) Pour Ω = {0} ⊂ A, on a UΩ = US ⊗Z O, U(Ψ)Ω = US(Ψ)⊗Z O, UmaΩ (Ψ) = U
ma
Ψ (O).
f) UmaΩ (Ψ) et U
pm
Ω (Ψ) ne dépendent que de cl(Ω) (cela pourrait être faux pour cl
si(Ω) ou
cl#(Ω)).
5) Lemme. Soient Ψ′ ⊂ Ψ ⊂ ∆+ des sous-ensembles clos de racines.
a) UmaΩ (Ψ
′) (resp. UpmΩ (Ψ
′)) est un sous-groupe de UmaΩ (Ψ) (resp. U
pm
Ω (Ψ)).
b) Si Ψ \ Ψ′ est également clos, alors on a des décompositions uniques UmaΩ (Ψ) =
UmaΩ (Ψ
′).UmaΩ (Ψ \Ψ
′) et UpmΩ (Ψ) = U
pm
Ω (Ψ
′).UpmΩ (Ψ \Ψ
′).
c) Si Ψ′ est un idéal de Ψ, alors UmaΩ (Ψ
′) (resp. UpmΩ (Ψ
′)) est un sous-groupe distingué de
UmaΩ (Ψ) (resp. U
pm
Ω (Ψ)) et on a un produit semi-direct si, de plus, Ψ \Ψ
′ est clos.
d) Si α ∈ ∆+ est une racine simple, on a Uma+Ω = Uα,Ω ⋉ U
ma
Ω (∆
+ \ {α}) et Upm+Ω =
Uα,Ω ⋉ U
pm
Ω (∆
+ \ {α}). Les groupes UmaΩ (∆
+ \ {α}) et UpmΩ (∆
+ \ {α}) sont normalisés par
HU
(α)
Ω .
Démonstration. Le a) est clair. Pour le b) et le c) on a des décompositions analogues dans
UmaΨ (K) (3.3) et, par exemple, U
ma
Ω (Ψ
′) = UmaΨ′ (K) ∩ Û
p
Ω, d’où les résultats par intersection
(puisque UpΩ est graduée). La première partie de d) résulte de c). On sait donc que U
ma
Ω (∆
+ \
{α}) et UpmΩ (∆
+ \ {α}) sont normalisés par H et Uα,Ω. Le même raisonnement avec ∆+
remplacé par sα(∆+) = ∆+ ∪{−α} \ {α} montre qu’ils sont aussi normalisés par U−α,Ω, d’où
la conclusion.
6) On a vu en 3.5 que Uma∆+\{α}(K) est normalisé par G
(α) = AYα (K) = 〈T,Uα, U−α〉. Cela
signifie en particulier que U−α ⋉ Uma∆+\{α} = sα(U
ma
∆+). On peut donc ainsi définir dans G
pma
un groupe Uma(w∆+) pour tout w ∈W v.
7) Dans toutes les notations précédentes un + (resp. un −) peut remplacer Ψ quand
Ψ = ∆+ (resp. Ψ = ∆−).
On considère aussi le groupe de Kac-Moody négativement maximal Gnma construit comme
Gpma en échangeant ∆+ et ∆−. Plus généralement on peut changer p en n et ± en ∓ dans
ce qui précède pour obtenir des groupes similaires (avec des propriétés similaires) dans le cas
négatif.
Proposition 4.6. Soit Ω un filtre de parties de A. Il y a trois sous-groupes de G associés à
Ω et indépendants du choix de ∆+ dans sa classe de W v−conjugaison.
1) Le groupe UΩ (engendré par tous les Uα,Ω) est égal à UΩ = U
−
Ω .U
+
Ω .N
u
Ω = U
+
Ω .U
−
Ω .N
u
Ω.
2) Le groupe UpmΩ (engendré par les groupes U
pm+
Ω et UΩ) est égal à U
pm
Ω = U
pm+
Ω .U
−
Ω .N
u
Ω.
3) Symétriquement le groupe UnmΩ (engendré par les groupes U
nm−
Ω et UΩ) est égal à
UnmΩ = U
nm−
Ω .U
+
Ω .N
u
Ω.
4) On a :
i)UΩ ∩N = N
u
Ω ii)U
pm
Ω ∩N = N
u
Ω
iii)UΩ ∩ (N.U
±) = NuΩ.U
±
Ω iv)U
pm
Ω ∩ (N.U
+) = NuΩ.U
pm+
Ω
v)UΩ ∩ U
± = U±Ω vi)U
pm
Ω ∩ U
+ = Upm+Ω
et symétriquement pour UnmΩ .
36 Guy Rousseau
Démonstration. On refait la preuve de [GR08, prop. 3.4] en utilisant 4.5.5, 4.3.3 et la remarque
3.16.
Remarques. a) Le groupe H normalise UΩ, U
+
Ω , U
−
Ω , N
u
Ω, U
pm+
Ω , U
nm−
Ω , U
pm
Ω et U
nm
Ω .
Le groupe NminΩ = HN
u
Ω est contenu dans le fixateur N̂Ω de Ω. On note P
min
Ω = HUΩ,
P pmΩ = HU
pm
Ω et P
nm
Ω = HU
nm
Ω . Ces trois groupes vérifient les mêmes décompositions que 1),
2) et 3) ci-dessus en remplaçant NuΩ par N
min
Ω . On verra en 5.14.2 que P
pm
Ω = P
nm
Ω quand Ω
est un point spécial ou quand Ω est une facette sphérique et la valuation est discrète.
b) L’égalité U+Ω = U
pm+
Ω est équivalente à U
pm
Ω = UΩ ; on verra en 5.7.3 qu’elle n’est pas
toujours satisfaite.
c) On montre également au cours de la preuve de 4.6 que Upm+Ω .U
nm−
Ω .N
u
Ω ou U
nm−
Ω .U
pm+
Ω .N
u
Ω
ne dépend pas du choix de ∆+ dans sa classe de W v−conjugaison.
d) Dans le cas classique des groupes réductifs, on a G = Gpma = Gnma, U++Ω = U
+
Ω =
Uma+Ω = U
pm+
Ω et U
−−
Ω = U
−
Ω = U
ma−
Ω = U
nm−
Ω . De plus UΩ (= U
pm
Ω = U
nm
Ω ) est le même que
le groupe défini en [BT72, 6.4.2 et 6.4.9]. Le groupe PminΩ est noté PΩ par Bruhat et Tits.
Proposition 4.7. Décomposition d’Iwasawa
Supposons Ω étroit, alors G = U+NUΩ.
Supposons de plus Ω presque-ouvert, alors l’application naturelle de ν(N) =WY Λ = N/H
sur U+\G/HUΩ est bijective
Démonstration. Voir la preuve de [GR08, prop. 3.6]
Remarques. 1) On a aussi G = U−NUΩ et, de la même façon avec les groupes maximaux
Gpma = Uma+NUΩ et Gnma = Uma−NUΩ.
2) Ainsi quand Ω est étroit, tout sous-groupe P de G contenant UΩ peut s’écrire P =
(P ∩ U+N).UΩ. Si de plus P ∩ U+N = U
+
P .NP avec U
+
P = P ∩ U
+ et NP = P ∩ N on a
P = U+P .NP .UΩ et, si NP ⊂ N̂Ω, P = U
+
P .U
−
Ω .NP cf. 4.10.
4.8 Représentations des groupes associés à Ω
1) Supposons que Ω est un ensemble. D’après 4.5.4b le groupe Uma+Ω stabilise Û
p
Ω et ĝ
p
Ω pour
l’action de Uma+ sur ÛpK . Le groupe U
+ stabilise UK et gK pour l’action adjointe de G et U+ cf.
2.1.4. Les deux actions coïncident sur U+ ⊂ G∩Uma+. Donc Upm+Ω = G∩U
ma+
Ω = U
+∩Uma+Ω
(4.5.3) stabilise UΩ = Û
p
Ω ∩ UK et gΩ = ĝ
p
Ω ∩ gK pour l’action adjointe de G.
De même Unm−Ω stabilise UΩ et gΩ. Ainsi UΩ et gΩ sont stables par Uα,Ω pour tout α ∈ Φ
et donc par UΩ.
Finalement on sait que UΩ et gΩ sont stables par les groupes UΩ, U
pm
Ω , U
nm
Ω et H (qui
normalise les trois autres) (4.5.4a et 4.6a). Ce résultat est encore vrai si Ω est un filtre, car
alors tous ces objets sont réunion filtrante des objets correspondant à Ω′ ∈ Ω.
2) Soit M = LZ(λ) un U−module à plus haut poids comme en 4.4.3. Supposons dans un
premier temps que Ω est un ensemble. Comme MΩ est un Û
p
Ω−module, le groupe U
ma+
Ω ⊂
(ÛpΩ)
∗ stabilise MΩ pour l’action de Gpma cf. 3.7. Ce module MΩ est en particulier stable par
Upm+Ω et les groupes Uα,Ω pour α ∈ Φ
+.
Comme M̂nΩ est un Û
n
Ω−module, le groupe U
ma−
Ω stabilise M̂
n
Ω, pour la représentation de
Uma− sur M̂nK (cf. 3.7) qui induit sur U
− la même action que G (3.14.3). Comme G stabilise
MK , le groupe U
nm−
Ω = G ∩ U
ma−
Ω = U
− ∩ Uma−Ω stabilise MΩ =MK ∩ M̂
n
Ω.
Groupes de Kac-Moody sur un corps local, II Masures ordonnées 37
Ainsi le sous-module MΩ de MK est stable par l’action de U
pm+
Ω et U
nm−
Ω . Ce résultat est
encore vrai quand Ω est un filtre.
Le groupe UΩ est engendré par les Uα,Ω pour α ∈ Φ qui sont dans U
pm+
Ω ou U
nm−
Ω . Ainsi
MΩ est stable par UΩ, U
±
Ω , U
pm
Ω et U
nm
Ω . On sait aussi qu’il est stable par H.
3) Ces résultats sont encore vrais, mutatis mutandis, pour des modules à plus bas poids.
Définition 4.9. Si Ω est un ensemble, on considère le sous-groupe P˜Ω de G formé des éléments
stabilisant UΩ et MΩ pour tout module M à plus haut ou plus bas poids (comme en 4.4.3).
On note N˜Ω = N ∩ P˜Ω.
D’après 4.8 le groupe P˜Ω contient UΩ, U
±
Ω , U
pm
Ω , U
nm
Ω et H. D’après la remarque 4.7.2 il
est utile de déterminer P˜Ω ∩ U±N , voir 4.11.
On note P la réunion de ∆ et de tous les ensembles de poids des modules M ci-dessus. Le
groupe P˜Ω ne dépend que de clP(Ω) (et non seulement de cl(Ω)).
4.10 Conjugaison par N
Soit n ∈ N , on peut écrire n = n0t avec n0 dans N0 = N(Z) (le groupe engendré par les
m(xα(±1)) qui fixe 0) cf. 4.2.4, νv(n) = w ∈W v et t ∈ T .
1) Pour M = LK(λ) un module à plus haut ou plus bas poids ou M = gK ou M = UK ,
µ ∈ X et r ∈ R, on a nMµ,r =Mwµ,r+ω(µ(t)). Considérons également l’action sur A : nD(µ, r) =
n0D(µ, r + ω(µ(t))) = D(wµ, r + ω(µ(t))). Donc r ≥ fΩ(µ) ⇔ Ω ⊂ D(µ, r) ⇔ ν(n).Ω ⊂
D(wµ, r + ω(µ(t))) ⇔ r + ω(µ(t)) ≥ fν(n).Ω(wµ) et ainsi fν(n).Ω(wµ) = fΩ(µ) + ω(µ(t)).
Finalement nMΩ =Mν(n)Ω.
Ainsi P˜ν(n).Ω = nP˜Ωn
−1 ; en particulier le fixateur N̂Ω de Ω dans N (pour l’action ν)
normalise P˜Ω. On a vu en 4.3.4 que NminΩ = HN
u
Ω ⊂ N̂Ω.
2) On a aussi nUα,rn−1 = Uwα,r+ω(µ(t)), donc nUΩn
−1 = Uν(n).Ω, nN
u
Ωn
−1 = Nuν(n).Ω et
N̂Ω normalise les groupes UΩ, PΩ, NuΩ et N
min
Ω .
3) D’après 1) on a Ad(n)UΩ(Ψ) = Uν(n).Ω(wΨ) pour Ψ ⊂ ∆
+. Pour n = m(xα(±1))
(α racine simple) et Ψα = ∆+ ∩ sα(∆+) = ∆+ \ {α}, on peut passer aux complétés :
Ad(n).ÛpΩ(Ψα) = Û
p
ν(n).Ω(Ψα). Donc nU
ma
Ω (Ψα)n
−1 = Umaν(n).Ω(Ψα) ; plus précisément pour
β ∈ Ψα, x ∈ gβZ et λ ∈ K, n.[exp]λx.n−1 est une exponentielle tordue associée à λ′ = λβ(t) ∈
K et Ad(n0).x ∈ gsα(β)Z et cela passe aux produits infinis.
D’après 2) et 4.5.6 on a nUmaΩ (∆
+)n−1 = Umaν(n).Ω(w∆
+) si w = sα. Ce résultat s’étend
alors au cas général pour w. Par intersection avec G, on a nUpmΩ (∆
+)n−1 = Upmν(n).Ω(w∆
+).
D’après 4.6, on a nUpmΩ n
−1 = Upmν(n).Ω et nU
nm
Ω n
−1 = Unmν(n).Ω. En particulier N̂Ω normalise
UpmΩ et U
nm
Ω .
Lemme 4.11. Si Ω est un ensemble, P˜Ω ∩ U+N = U
pm+
Ω .N˜Ω et P˜Ω ∩ U
−N = Unm−Ω .N˜Ω.
De plus N˜Ω est le stabilisateur (dans N pour l’action ν sur A) du P−enclos clP (Ω) de Ω, il
normalise UΩ, U
pm+
Ω , U
nm−
Ω ,· · ·
N.B. En particulier N˜Ω ⊃ N̂Ω ⊃ NminΩ .
Démonstration. On refait la preuve de [GR08, 3.10] car il y a quelques changements substan-
tiels.
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a) Soient n ∈ N et u ∈ U+ tels que un ∈ P˜Ω et w = νv(n). Pour M = MΩ ou gΩ ou UΩ,
g ∈ P˜Ω et µ, µ′ ∈ X, on définit µ′ |g|µ comme la restriction de g à Mµ suivie de la projection
sur Mµ′ (parallèlement aux autres espaces de poids). Pour tout µ ∈ X, wµ|un|µ = wµ|n|µ et
n = ⊕µ wµ|n|µ (en un sens évident), donc n ∈ N˜Ω. Ainsi P˜Ω ∩U+N = (P˜Ω ∩U+).N˜Ω. Il reste
à déterminer N˜Ω et P˜Ω ∩ U+ (ainsi que P˜Ω ∩ U−).
b) On a vu en 4.8 que Upm+Ω ⊂ P˜Ω∩U
+. Inversement soit u ∈ Uma+ stabilisant UΩ et donc
ÛpΩ. On peut écrire u =
∏
α∈∆+ uα avec les conventions suivantes : l’ordre des facteurs uα est
tel que la hauteur croît de droite à gauche et, pour α ∈ ∆+, uα = [exp]tα1eα1. · · · .[exp]tαseαs
avec eα1, · · · , eαs une base de gαZ et les tαi dans K (si α ∈ Φ+ on a s = 1 et [exp] = exp).
Nous allons montrer que u ∈ Uma+Ω et pour cela que, ∀α ∈ ∆
+, ω(tαi) ≥ fΩ(α). Par récurrence
on peut supposer que c’est vrai pour uα′ à droite de uα, alors ces uα′ sont dans U
ma+
Ω et
stabilisent ÛpΩ, on peut donc les supposer égaux à 1. Donc u = (
∏β 6=α
ht(β)≥ht(α) uβ).uα et ainsi
α|u|0 = α|uα|0.
Choisissons un élément h ∈ B0 (base de hZ) tel que α(h) = m 6= 0 ; quitte à changer
h en −h et donc à utiliser une autre base de UZ, on peut supposer m > 0. Par ailleurs
Ad([exp]tαieαi) =
∑∞
p=0 t
p
αiad(e
[p]
αi ) et Ad(uα)
(
h
n
)
a pour terme de poids α l’expression
∑s
i=1 tαiad(eαi)
(
h
n
)
=
∑s
i=1 tαi(eαi
(
h
n
)
−
(
h
n
)
eαi) = −
∑s
i=1 tαieαi(
(
h+ α(h)
n
)
−(
h
n
)
) = −
∑s
i=1 tαieαi(
∑n−1
q=0
(
h
q
)(
α(h)
n− q
)
) et doit être dans Uα,Ω. Comme les eαi
(
h
q
)
pour 1 ≤ i ≤ s et q ∈ N font partie d’une base de UZ, on doit avoir ω(tαi
(
α(h)
n− q
)
) ≥ fΩ(α)
pour 1 ≤ i ≤ s et q ≤ n−1. Pour n = m et q = 0 on obtient le résultat cherché ω(tαi) ≥ fΩ(α)
c) Reprenons les notations de 4.10 : nMµ,r = Mwµ,r+ω(µ(t)) et nD(µ, r) = D(wµ, r +
ω(µ(t))). Donc n ∈ P˜Ω si et seulement si, ∀µ ∈ P, fΩ(µ) + ω(µ(t)) = fΩ(wµ) c’est à dire
nD(µ, fΩ(µ)) = D(wµ, fΩ(wµ)) ; c’est équivalent au fait que n stabilise l’ensemble clP(Ω).
Le groupe N˜Ω normalise UΩ, U
pm+
Ω , U
nm−
Ω ,· · · car ces groupes ne dépendent que de clP (Ω).
Exemples 4.12. 1) Soit x un point spécial de A et Ω = {x}, alors clP (x) est une partie
bornée de {y ∈ A | α(y) = α(x),∀α ∈ Φ} = cl(x), car tout élément de X est combinaison
linéaire à coefficients dans Q+ d’éléments de P. Donc N˜x = N̂x = Nminx (car νv(Nminx ) =W v
cf. 4.3). D’après 4.7 et 4.11, on a P˜x = U
pm+
x .Nminx .Ux = U
pm+
x .Ux.N
min
x = P
pm
x = Pnmx .
2) Si de plus x = 0 est l’origine de A, on a g0 = gZ ⊗ O et M0 = MZ ⊗ O pour tout
module à plus haut ou plus bas poids. Il est clair que ces modules sont stables par G(O) (3.7
et 3.14). Donc P˜0 ⊃ G(O). On a H,U0 ⊂ G(O) par construction et aussi U
++
0 = U
+(O).
Comme Uma+0 = U
ma+(O) (3.2 et 4.5.2), on a Upm+0 = U
+(K) ∩ Uma+(O).
On se demande si cette dernière intersection est égale à U+(O) ⊂ U+#(O) (resp. U
+
#(O))
(voir 1.6.5). Cela prouverait que P˜0 = P
pm
0 = P
nm
0 = G(O) (resp. peut-être G#(O)). Un
résultat analogue a été prouvé dans [GR08, 3.14] quand le corps résiduel de K contient C.
Mais il concerne le groupe minimal G à la Kumar avec sa structure de ind-groupe (sur C mais
étendue aux C−algèbres). Il pourrait donc ne pas avoir de rapport avec le résultat cherché
ici, car 3.20 ne donne une identification que pour les points rationnels sur C des groupes
maximaux ou minimaux. Le foncteur en groupes minimal G n’est pas forcément le meilleur
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choix sur tous les anneaux, un foncteur G#, comme en 1.6.1, peut être plus adapté, voir 3)
ci-dessous.
D’après 3.17 et 1.6.1, 1.6.5 (KMG7), on a toujours G(K)∩Uma+(K) = U+(K) et U+#(O) =
U+#(K) ∩G#(O) mais cela ne permet pas de répondre aux questions.
3) Cas de S˜L2 : On considère le SGR S = (
(
2 −2
−2 2
)
, Y = Zh, α0 = −α1, α∨0 = −α
∨
1 =
−h). L’algèbre de Kac-Moody correspondante est g = sl2(C)⊗CC[t, t−1], voir 2.12. Si on pose
δ = α0 + α1 ∈ Q, on a ∆
+
im = N
∗δ, ∆+re = {α1 + nδ, α0 + nδ | n ∈ N} et les espaces propres
sont, pour n ∈ Z, gnδ = C
(
tn 0
0 −tn
)
, gα1+nδ = C
(
0 tn
0 0
)
et gα0+nδ = C
(
0 0
tn+1 0
)
.
Comme S est non libre on considère la masure essentielle et l’appartement A correspondant
du début de cette section : α0 et α1 forment donc une base de l’espace vectoriel réel V ∗.
a) La représentation naturelle π de gZ sur EndZ[t,t−1](Z[t, t−1]
2
) (2.12) induit une identi-
fication de G = G(K) et SL2(K[t, t−1]) qui envoie U+ = U+(K) sur le groupe des matrices
de SL2(K[t]) qui sont triangulaires supérieures strictes modulo t. Le foncteur en groupe G#
de 1.6.1 peut être choisi tel que G#(k) = SL2(k[t, t−1]) pour tout anneau k. On sait que le
groupe U+ est produit libre des sous-groupes us(K[t]) =
(
1 K[t]
0 1
)
= 〈Uα1+nδ(K) | n ∈ N〉
et ui(tK[t]) =
(
1 0
tK[t] 0
)
= 〈Uα0+nδ(K) | n ∈ N〉, cf. [T87, 3.10d] ; et on a :(
1 0
̟ 1
)(
1 t
0 1
)(
1 0
−̟ 1
)
=
(
1−̟t t
−̟2t 1 +̟t
)
=
(
1 ̟−1
0 1
)(
1 0
−̟2t 1
)(
1 −̟−1
0 1
)
où on note ̟ un élément non nul de l’idéal maximal m de O (e.g. une uniformisante dans le
cas discret).
Cet élément g ∈ G est dans U0 (d’après l’expression de gauche) et dans U+ (expression
du milieu ou de droite) donc dans U+0 . Cependant l’expression de droite montre que g n’est
pas dans U++0 , puisqu’il y a unicité des décompositions dans le produit libre U
+. On a donc
une inclusion stricte : U+(O) = U++0 $ U
+
0 .
b) La représentation naturelle π permet d’identifier Gpma = Gpma(K) à SL2(K((t))) ; voir
[Ku02, 13.2.8] pour un résultat voisin. Dans cette identification Uma+(K) (resp. Uma+(O))
devient le groupe des matrices de SL2(K[[t]]) (resp. SL2(O[[t]])) qui sont triangulaires supé-
rieures strictes modulo t (l’ingrédient essentiel de la démonstration a été expliqué en 2.12).
On s’est demandé en 2) si Upm+0 = U
ma+(O) ∩ U+(K) = Uma+(O) ∩ SL2(K[t, t
−1]) est égal
à U+(O) (c’est impossible d’après a) ) ou éventuellement à U+#(O) = U
+(K) ∩ G#(O). Ce
dernier groupe est formé des matrices de SL2(O[t]) qui sont triangulaires supérieures strictes
modulo t, il est donc bien égal à Upm+0 = U
ma+(O) ∩G(K).
On a donc :
U+(O) = U++0 $ U
+
0 = U0 ∩ U
+ ⊂ G(O) ∩ U+ ⊂ G#(O) ∩ U
+ = U+#(O) = U
pm+
0 .
En particulier U+ 6= U+#. Mais en fait U0 = G#(O) et U
pm+
0 = U
+
0 = U
+
#(O), car U0 est
le groupe engendré par les matrices élémentaires de SL2(O[t, t−1]) et on sait que celui-ci est
égal à SL2(O[t, t−1]) = G#(O) [Chu84, th. 3.1] 1.
c) On considère Ω = {0, z} ⊂ A avec z déterminé par δ(z) = 0 et α1(z) = p ∈ N. Alors
Uma+Ω est topologiquement engendré par u
s(O[[t]]) et ui(̟ptO[[t]]) dans SL2(K[[t]]). On en
déduit assez facilement que Uma+Ω (resp. U
pm+
Ω ) est contenu dans (en fait égal à) l’ensemble
1. Merci à Leonid Vaserstein pour cette référence.
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des matrices
(
a b
c d
)
∈ SL2(O[[t]]) (resp. SL2(O[t])) telles que a ≡ 1, d ≡ 1 et c ≡ 0 modulo
̟pt. De même Uma−Ω est topologiquement engendré par u
s(t−1O[[t−1]]) et ui(̟pO[[t−1]])
dans SL2(K[[t−1]]) ; donc U
ma−
Ω (resp. U
nm−
Ω ) est contenu dans (en fait égal à) l’ensemble des
matrices
(
a b
c d
)
∈ SL2(O[[t
−1]]) (resp. SL2(O[t])) telles que a, d ≡ 1 modulo ̟pt−1, b ≡ 0
modulo t−1 et c ≡ 0 modulo ̟p. Ainsi Upm+Ω et U
nm−
Ω sont contenus dans le groupe VΩ des
matrices
(
a b
c d
)
∈ SL2(O[t, t
−1]) telles que a, d ≡ 1 et c ≡ 0 modulo ̟p. D’autre part (si
p ≥ 1) N̂Ω est formé des matrices diagonales avec d−1 = a = u.tn pour u ∈ O∗ et n ∈ Z. On
voit facilement que, si p ≥ 2, la matrice
(
1 +̟p−1t 1
−̟2p−2t2 1−̟p−1t
)
est dans GΩ mais pas dans
VΩ.N̂Ω. Donc Ω ne satisfait à aucune des conditions (GF±) de 5.3 ci-dessous (si p ≥ 2).
4) On considère toujours S˜L2 avec son appartement A d’espace vectoriel associé V et
α1, α0 = δ − α1 base du dual V ∗. On suppose Λ = Z. Les murs ont alors pour équations
(±α1+nδ)(x) +m = 0 avec n,m ∈ Z et les coracines vérifient α∨0 = −α
∨
1 . Le groupe de Weyl
(affine) associé est W =W v ⋉Z.α∨1 . Le groupe de Weyl vectoriel W
v contient la transvection
σ donnée par σ(x) = x− δ(x).α∨1 . Si l’on considère la translation τα∨1 de vecteur α
∨
1 , l’élément
τα∨1 ◦ σ de W fixe tous les points de l’hyperplan affine d’équation δ(x) = 1. Cependant le
point y tel que δ(y) = 1 et α1(y) = 12 n’est dans aucun mur. Ainsi W
min
y = {1} alors que
Wy est infini. Ce phénomène disparaît si on considère un espace vectoriel V où α∨0 et α
∨
1 sont
indépendants.
Définition 4.13. Soit Ω un sous-ensemble de A. On définit le groupe P̂Ω comme l’intersection
des groupes P˜LΩ′ où Ω
′ est une partie non vide de Ω, L/K une extension valuée et P˜LΩ′
est le groupe construit de manière analogue à P˜Ω′ dans G(L). (On sait que G(K) s’injecte
fonctoriellement dans G(L) cf. 1.6.)
Si Ω est un filtre de parties de A, on définit P̂Ω = ∪Ω′∈Ω P̂Ω′ .
Si Ω est un point ou une facette de A, on dira que P̂Ω est le "fixateur" de Ω voir ci-dessous
5.1 et 5.7.2.
Propriétés. 1) On a une fonctorialité évidente en le corps des différents groupes ou algèbres
définis jusqu’en 4.6 (i.e. sauf P˜Ω et P̂Ω). En particulier le sous-groupe P̂Ω de P˜LΩ contient les
groupes P pmΩ , P
nm
Ω , PΩ et N̂Ω. D’après 4.10, pour n ∈ N on a P̂ν(n)Ω = nP̂Ωn
−1. Bien sûr si
Ω ⊂ Ω′, on a P̂Ω ⊃ P̂Ω′ .
2) Soient Ω un sous-ensemble de A et x un point de Ω. Il existe une extension valuée
L/K telle que x soit un point spécial de AL (e.g. si ω(L∗) = R). D’après 4.12.1 on a
N(L) ∩ P˜Lx = N̂(L)x, donc N ∩ P̂Ω = N̂Ω = N̂Ω. Cette relation est encore valable si Ω
est un filtre. Par contre, même pour un ensemble, on ne sait pas si l’inclusion ∩x∈Ω P̂x ⊂ P̂Ω
est toujours une égalité.
3) Si Ω est un ensemble, Upm+Ω .N̂Ω ⊂ P̂Ω∩U
+N ⊂ ∩Ω′,L P˜
L
Ω′∩U
+(L)N(L) = ∩Ω′,L U
pm+
Ω′ (L)N˜
L
Ω′ =
(∩Ω′,L U
pm+
Ω′ (L)).(∩Ω′,L N˜
L
Ω′) = U
pm+
Ω .N̂Ω, d’après 1), 2) ci-dessus, 4.11 et l’unicité dans les dé-
compositions de 3.16. Donc P̂Ω∩U+N = U
pm+
Ω .N̂Ω, P̂Ω∩U
+ = Upm+Ω et ceci est encore valable
pour un filtre.
4) Si Ω est étroit on a, d’après 4.7, P̂Ω = U
pm+
Ω .N̂Ω.UΩ = U
pm+
Ω .UΩ.N̂Ω = U
pm+
Ω .U
−
Ω .N̂Ω =
Unm−Ω .U
+
Ω .N̂Ω. Ainsi P̂Ω = P
pm
Ω .N̂Ω = P
nm
Ω .N̂Ω.
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5) On ne va utiliser P̂Ω que si Ω est un point ou une facette et, dans ce cas, on ne définira
que plus tard (5.14) le sous-groupe parahorique PΩ (avec P
pm
Ω = P
nm
Ω = PΩ ⊂ P̂Ω).
Les propriétés des groupes P̂x sont résumées dans la proposition suivante. Il n’est pas
exclus que, pour tout x dans A, P̂x = Ux.N̂x i.e. U
pm+
x = U+x et U
nm−
x = U
−
x cf. 4.12.3b. En
5.7.3 on verra que ceci ne peut se généraliser à tout ensemble Ω à la place de x.
Proposition 4.14. Les groupes P̂x associés aux points de A satisfont aux propriétés suivantes :
(P1) P̂x ∩N = N̂x (le fixateur de x dans N).
(P2) nP̂xn−1 = P̂ν(n)x.
(P3) P̂x = U
pm+
x .Unm−x .N̂x = U
nm−
x .U
pm+
x .N̂x avec U
pm+
x = P̂x∩U
+ et Unm−x = P̂x∩U
−.
On a en fait (P3’) P̂x = U
pm+
x .U−x .N̂x = U
nm−
x .U
+
x .N̂x
4.15 Comparaison avec les raisonnements de [GR08]
La généralisation des résultats de [GR08] (en particulier le lemme 4.11) à la caractéristique
résiduelle positive a nécessité, sans surprise, le remplacement de l’algèbre de Lie gΩ par
l’algèbre "enveloppante" UΩ.
Les raisonnements de [GR08, sect. 3.7] sont compliqués, entachés d’une ou deux erreurs
(dont je suis responsable) et utilisent la symétrisabilité. C’était sans doute trop ambitieux de
définir à ce stade les groupes PΩ au lieu des groupes P̂Ω. On a pu simplifier et généraliser en
restreignant l’ambition et en utilisant des extensions de corps (comme suggéré par les travaux
de Cyril Charignon [Ch10] ou [Ch11]).
5 La masure affine ordonnée
Dans cette section on ne va utiliser que les propriétés (P1) à (P3) des groupes P̂x indiquées
dans la proposition 4.14. La mention qui sera faite des groupes P̂Ω plus généraux n’est pas
indispensable au raisonnement.
Définition 5.1. La masure I = I (G,K) de G sur K est le quotient de l’ensemble G × A
par la relation :
(g, x) ∼ (h, y)⇔ il existe n ∈ N tel que y = ν(n).x et g−1hn ∈ P̂x.
Il est clair que ∼ est une relation d’équivalence [BT72, 7.4.1].
L’application A→ I , x 7→ cl(1, x) est injective d’après (P1). Elle identifie A à son image
A(T ) = A(T,K), l’appartement de T dans I .
L’action à gauche de G sur G × A induit une action de G sur I . Les appartements de
I sont les g.A(T ) pour g ∈ G. L’action de N sur A(T ) se fait via ν ; en particulier H fixe
(point par point) A(T ). Par construction le fixateur de x ∈ A est Gx = P̂x et, pour g ∈ G on
a gx ∈ A⇔ g ∈ NP̂x.
Comme P̂x contient Ux, il est clair que, ∀α ∈ Φ, ∀r ∈ K, xα(r) fixe D(α, ω(r)). Donc,
pour k ∈ R, le groupe HUα,k fixe D(α, k).
5.2 Les groupes GΩ
Pour Ω une partie de A, on note GΩ = ∩x∈Ω P̂x et pour Ω un filtre, GΩ = ∪Ω′∈ΩGΩ′ . Le
groupe GΩ est le fixateur de Ω (pour l’action de G sur I qui contient A).
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Par construction de P̂Ω, on a GΩ ⊃ P̂Ω (donc GΩ ⊃ U
pm+
Ω , U
nm−
Ω ) et GΩ ∩ N = N̂Ω =
P̂Ω ∩N .
D’après 4.5.4d et (P3) on a GΩ ∩ U+ = U
pm+
Ω et GΩ ∩ U
− = Unm−Ω .
Lemme. Le sous-ensemble G(Ω ⊂ A) de G consistant en les g ∈ G tels que gΩ ⊂ A est
G(Ω ⊂ A) = ∪Ω′∈Ω(∩x∈Ω′ NP̂x).
Démonstration. gΩ ⊂ A ⇔ ∃Ω′ ∈ Ω, gΩ′ ⊂ A ⇔ ∃Ω′ ∈ Ω,∀x ∈ Ω′, gx ∈ A ⇔ ∃Ω′ ∈ Ω,∀x ∈
Ω′, g ∈ NP̂x.
Définition 5.3. On considère les conditions suivantes :
(GF+) GΩ = U
pm+
Ω .U
nm−
Ω .N̂Ω.
(GF−) GΩ = U
nm−
Ω .U
pm+
Ω .N̂Ω.
(TF) G(Ω ⊂ A) = NGΩ.
On dit que Ω a un fixateur transitif s’il satisfait (TF).
On dit que Ω a un assez bon fixateur s’il satisfait (TF) et (GF+) ou (GF−).
On dit que Ω a un bon fixateur s’il satisfait (TF), (GF+) et (GF−).
D’après la remarque 4.6c, cette définition ne dépend pas du choix de ∆+ dans sa classe de
W v−conjugaison. La condition (GF+) ou (GF−) implique que GΩ = P̂Ω (4.13.1) ; le groupe
N permute les filtres satisfaisant (GF+), (GF−) ou (TF) et les fixateurs correspondants (cf.
4.13.1).
D’après (P3) et 5.1 un point a toujours un bon fixateur. Mais il existe des ensembles ne
vérifiant ni (GF+) ni (GF−), cf. 4.12.3c.
Lemme 5.4. Soit Ω un filtre de parties de A. Si Ω a un fixateur transitif, alors GΩ est transitif
sur les appartements contenant Ω.
Démonstration. C’est classique et dans [GR08, Rem. 4.2].
Conséquence. Alors GΩ et tous ses sous-groupes normaux ne dépendent pas du choix de
l’appartement contenant Ω.
Proposition 5.5. 1) Supposons Ω ⊂ Ω′ ⊂ cl(Ω). Si Ω dans A a un bon (ou assez bon)
fixateur, alors c’est également vrai pour Ω′ et GΩ = N̂Ω.GΩ′ , N.GΩ = N.GΩ′ . En particulier
tout appartement contenant Ω contient aussi son enclos cl(Ω).
Inversement si A = supp(Ω), le plus petit espace affine contenant Ω, (ou si supp(Ω′) =
supp(Ω), donc N̂Ω′ = N̂Ω), Ω a un assez bon fixateur et Ω′ a un bon fixateur, alors Ω a un
bon fixateur.
2) Si un filtre Ω dans A est engendré par une famille F de filtres (i.e. S ∈ Ω ⇔ ∃F ∈
F , S ∈ F ) avec des bons (ou assez bons) fixateurs, alors Ω a un bon (ou assez bon) fixateur
GΩ =
⋃
F∈F GF .
3) Supposons que le filtre Ω dans A est la réunion d’une suite croissante (Fi)i∈N (i.e.
S ∈ Ω ⇔ S ∈ Fi,∀i) de filtres avec de bons (ou assez bons) fixateurs et que, pour un certain
i, l’espace supp(Fi) a un fixateur fini W0 dans ν(N) =WY Λ, alors Ω a un bon (ou assez bon)
fixateur GΩ =
⋂
i∈N GFi.
4)Soient Ω et Ω′ deux filtres dans A. Supposons que Ω′ satisfait à (GF+) (resp. (GF+)
et (TF)) et qu’il existe un nombre fini de chambres vectorielles fermées positives Cv1 , · · · , C
v
n
telles que : Ω ⊂ ∪i=1,n Ω′ + Cvi . Alors Ω ∪ Ω
′ satisfait à (GF+) (resp. (GF+) et (TF)) et
GΩ∪Ω′ = GΩ ∩GΩ′ .
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Démonstration. Voir [GR08, prop. 4.3]
Remarque 5.6. Dans 4) ci-dessus, les mêmes résultats sont vrais si on change + en −.
Si Ω′ a un bon fixateur, Ω ⊂ ∪i=1,n Ω′ +Cvi et Ω ⊂ ∪i=1,n Ω
′ −Cvi , alors Ω ∪Ω
′ a un bon
fixateur.
Si Ω satisfait à (GF−), Ω′ satisfait à (GF+), Ω ou Ω′ satisfait à (TF), Ω ⊂ ∪i=1,n Ω′+Cvi
et Ω′ ⊂ ∪i=1,n Ω− Cvi , alors Ω ∪ Ω
′ a un bon fixateur.
5.7 Exemples de filtres avec de bons fixateurs
Pour les preuves manquantes ci-dessous, voir [GR08, sect. 4.2].
1) Si x ≤ y ou y ≤ x dans A i.e. si y−x ∈ ±T (cône de Tits), alors {x, y}, [x, y] et cl({x, y})
ont de bons fixateurs ( 5.6 et (P3)). De plus, si x 6= y, ]x, y] = [x, y] \ {x} a un bon fixateur et
le germe de segment [x, y) = germx([x, y]) ou le germe d’intervalle ]x, y) = germx(]x, y]) est
dit préordonné et a un bon fixateur (5.5.2).
Si x
◦
≤ y ou y
◦
≤x dans A i.e. si y − x ∈ ±T ◦ (intérieur du cône de Tits), la demi-droite
δ d’origine x et contenant y est dite générique et a un bon fixateur. En effet δ est réunion
croissante des segments [x, x+n(y−x)] pour n ∈ N et, si n > 0, ce segment a un fixateur fini
dans W (car y − x ∈ ±T ◦) ; on peut donc appliquer 5.5.3. De même la droite contenant x et
y a aussi un bon fixateur.
2) Une facette locale F ℓ(x, F v), une facette F (x, F v) ou une facette fermée F (x, F v)a
un bon fixateur. Ici et dans la suite F v désigne une facette vectorielle et Cv une chambre
vectorielle de V .
3) Un quartier q = x+ Cv a un bon fixateur.
On notera que le fixateur du quartier q = qx,+∞ = x + Cvf est Gq = HU
pm
q = HU
pm+
q ,
alors que HUnmq = HU
+
q = HU
++
x , car U
nm−
q = {1} et N̂q = H. On a vu en 4.12.3 que U
++
x
peut être plus petit que U+x ⊂ U
pm+
q . On peut donc avoir P̂q = Gq = HU
pm
q 6= HU
nm
q =
HUq = HU
+
q = U
+
q .N̂q.
4) Un germe de quartier Q = germ∞(x + Cv) a un bon fixateur (5.5.2). Le fixateur de
Q±∞ = germ∞(x ± C
v
f ) est HU
± car tout élément de U± est un produit fini d’éléments de
groupes Uα pour α ∈ Φ±. Par contre Uma+ n’est pas la réunion des U
ma+
Ω pour Ω ∈ Q∞, on
n’a sans doute pas d’action de Gpma sur I .
5) L’appartement A lui-même a un bon fixateur GA = H. Par définition le stabilisateur
de A est donc G(A ⊂ A) = N . Comme le corps K est infini, il résulte alors de 1.6.4 que les
appartements de I sont en bijection avec les sous-tores déployés maximaux de G.
6) Un mur M(α, k) a un bon fixateur : soit x ∈ M(α, k) et ξ dans une cloison vectorielle
de Kerα, alors M(α, k) est réunion croissante des cl({x − nξ, x + nξ}) dont le support
M(α, k) a un fixateur fini ({1, rα,k}) dans WY Λ, on conclut grâce à 1) ci-dessus et 5.5.3.
Ce résultat s’étend au cas du support d’une facette sphérique. Le (bon) fixateur de M(α, k)
est Uα,k.U−α,k.{1, rα,k}.H.
7) Un demi-appartement D(α, k) est l’enclos de deux quartiers dont des cloisons sont dans
M(α, k) et opposées, d’après 3) ci-dessus et 5.5.1, 5.5.4, il a un bon fixateur, qui est égal à
Uα,k.H.
8) Si x1
◦
≤x2 i.e. si x2 − x1 ∈ T ◦, alors cl(F (x1, F v1 ), F (x2, F
v
2 )) a un bon fixateur pour
toutes facettes vectorielles F v1 et F
v
2 de signes quelconques : d’après 2) ci-dessus on peut
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appliquer la remarque 5.6 aux facettes locales F ℓ(x1, F v1 ) et F
ℓ(x2, F
v
2 ), on conclut grâce à
5.5.1.
9) L’enclos cl(F (x, F v1 ), F (x, F
v
2 )) a un bon fixateur dès que les facettes vectorielles F
v
1
et F v2 sont de signe opposés ou si l’une d’elles est sphérique. En effet le premier cas est clair
par 2) ci-dessus et la remarque 5.6. Si la facette vectorielle F v1 est sphérique, elle est contenue
dans le cône de Tits ouvert T ◦ (ou −T ◦), il existe donc une chambre Cv et un ξ ∈ F v1 tels
que, ∀t > 0, Cv contient tξ−Vt pour un voisinage Vt de 0 dans F v2 . Alors F
ℓ(x, F v1 ) ⊂ x+C
v
et F ℓ(x, F v2 ) ⊂ F
ℓ(x, F v1 )−C
v. D’après 2) ci-dessus et la remarque 5.6 F ℓ(x, F v2 ) ∪ F
ℓ(x, F v1 )
a un bon fixateur et on conclut par 5.5.1.
5.8 Intersection d’appartements
Soient A = g.A(T ) = g.A un appartement de I et x, y ∈ A, la relation g−1x ≤ g−1y
(resp. g−1x
◦
≤ g−1y) dans A ne dépend pas du choix de g d’après 5.7.5, car N stabilise le cône
de Tits et son intérieur ; on note cette relation x ≤ Ay (resp. x
◦
≤ A y).
Soient A1, A2 deux appartements de I et x, y ∈ A1 ∩A2 tels que x ≤ A1y. Alors x ≤ A2y
(car {x, y} a un bon fixateur). On définit donc ainsi une relation ≤ (et aussi
◦
≤ ) sur I ×I ;
on verra en 5.17 que c’est un préordre. Il résulte de 5.5.1 que A1 ∩ A2 contient cl({x, y})
(calculé dans A1 ou A2) et en particulier le segment [x, y] (qui est le même dans A1 et A2) ;
on dit qu’une intersection d’appartements est convexe pour le préordre ≤ .
5.9 Extension centrale finie du groupe
Contrairement aux conventions depuis 4.0, on va modifier le SGR.
Soit ϕ : S → S ′ un morphisme de SGR libres qui est une extension centrale finie. On
abrégera GS en G, GS′ en G′, Gϕ en ϕ, etc.
Alors Y est un sous-module de Y ′ de même rang, donc V = V ′ et, comme I = I ′, on
a g = g′, Φ = Φ′. Le morphisme ϕ : G → G′ est décrit en 1.10 et 1.13, en particulier
G′ = T ′.ϕ(G), ϕ−1(N ′) = N et le noyau de ϕ est dans T et même dans H puisqu’il est fini.
Par construction (4.2) les appartements affines A et A′ sont identiques, les actions ν et ν ′
de N et N ′ sont compatibles et on a les mêmes murs puisque pour α ∈ Φ, Gϕ ◦ xα = x′α et
Gϕ(N) ⊂ N
′. Les images ν(N) =WY Λ =W v ⋉ (Y ⊗ Λ) et ν ′(N ′) =WY ′Λ =W v ⋉ (Y ′ ⊗ Λ′)
sont en général différentes (4.2.6), mais on a T = ϕ−1(T ′) et N ′ = ϕ(N)T ′.
Pour Ω ⊂ A, les algèbres de Lie gΩ et g′Ω ont les mêmes composantes de poids non nul,
cf. 2.2 (ce n’est pas vrai en poids nul : si K est de caractéristique positive l’application de
hK dans h′K peut même ne pas être injective). Ainsi l’isomorphisme ϕ de U
ma+ sur U ′ma+
(3.19.3) induit un isomorphisme de Uma+Ω sur U
′ma+
Ω et aussi de U
pm+
Ω sur U
′pm+
Ω , on identifie
ces groupes. On a les résultats symétriques pour Unm−Ω et U
′nm−
Ω , etc. Comme les actions de
N et N ′ sur A sont compatibles et Kerϕ ⊂ T , on a N̂Ω = ϕ−1(N̂ ′Ω). Pour x ∈ A, on a donc
P̂ ′x = U
pm+
x .Unm−x .N̂
′
x = ϕ(P̂x).N̂
′
x et ϕ
−1(P̂ ′x) = P̂x car Kerϕ ⊂ H ⊂ N̂x.
Les relations ci-dessus permettent facilement de montrer que l’application ϕ×Id : G×A→
G′ × A passe au quotient en une bijection de la masure I sur la masure I ′. Cette bijection
est compatible avec ϕ et les actions de G et G′ ; elle échange les facettes. Comme G′ = ϕ(G)T ′
et N = ϕ−1(N ′) les appartements de I et I ′ sont les mêmes. On identifie ces deux masures.
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Proposition 5.10. Soient ϕ : S → S ′ une extension centrale finie de SGR libres et Ω un filtre
de parties de A. Alors Ω a un bon (ou assez bon) fixateur GΩ pour G = GS si et seulement si
il en a un G′Ω pour G
′ = GS′ . Dans ce cas G′Ω = ϕ(GΩ).N̂
′
Ω.
Démonstration. Comme les actions de G et G′ sur I sont compatibles, on a ϕ−1(G′Ω) = GΩ.
Supposons queG′Ω est un (assez) bon fixateur (pour le signe+). On aG
′
Ω = U
pm+
Ω .U
nm−
Ω .N̂
′
Ω,
donc GΩ = ϕ−1(G′Ω) = U
pm+
Ω .U
nm−
Ω .ϕ
−1(N̂ ′Ω) = U
pm+
Ω .U
nm−
Ω .N̂Ω, d’où (GF+) pour Ω
et G. Soit Ω′ ∈ Ω, G(Ω′ ⊂ A) = ∩x∈Ω′ NP̂x ⊂ ϕ−1(∩x∈Ω′ N ′P̂ ′x) ⊂ ϕ−1(N ′G′Ω) =
ϕ−1(N ′.Unm−Ω .U
pm+
Ω ) = ϕ
−1(N ′).Unm−Ω .U
pm+
Ω = N.GΩ. Donc (TF) est satisfait par le filtre Ω
et le groupe G.
Supposons que GΩ est un (assez) bon fixateur (pour le signe +). Soit g′ ∈ G′(Ω ⊂ A),
quitte à multiplier à gauche g′ par un élément de T ′ on peut supposer g′ ∈ ϕ(G). Donc il existe
Ω′ ∈ Ω tel que g′ ∈ (∩x∈Ω′ N ′P̂ ′x)∩ϕ(G) = ∩x∈Ω′ (N
′P̂ ′x∩ϕ(G)) = ∩x∈Ω′ (N
′∩ϕ(G)).ϕ(P̂x) =
∩x∈Ω′ ϕ(N).ϕ(P̂x) = ϕ(∩x∈Ω′ NP̂x) = ϕ(N.GΩ) = ϕ(N).U
nm−
Ω .U
pm+
Ω ⊂ N
′G′Ω. D’où (TF)
pour Ω et G′.
Pour g′ ∈ G′Ω, ce calcul montre que g
′ ∈ T ′.ϕ(N).Unm−Ω .U
pm+
Ω = N
′.Unm−Ω .U
pm+
Ω .
Mais Unm−Ω , U
pm+
Ω sont dans G
′
Ω, donc g
′ ∈ (N ′ ∩ G′Ω).U
nm−
Ω .U
pm+
Ω = N̂
′
Ω.U
nm−
Ω .U
pm+
Ω =
N̂ ′Ω.ϕ(GΩ). D’où (GF+) pour Ω et G
′, plus la dernière assertion de l’énoncé.
5.11 Passage au simplement connexe
1) D’après 1.3 on a une suite d’extensions commutatives de SGR SA → S1 →֒ Ss → S qui
sont successivement centrale torique, semi-directe et centrale finie. On note GA, G1, Gs, G les
groupes correspondants et ψ le composé des morphismes GA → G1 →֒ Gs → G.
D’après 5.9, Gs et G ont la même masure I . Par contre SA et S1 ne sont en général pas
libres, on considère les actions de GA et G1 sur I via leurs morphismes dans G.
2) On a G = ψ(GA).T (1.8.3) ; on en déduit aussitôt que le groupe simplement connexe GA
permute transitivement les appartements de I . Le stabilisateur de A dans GA est le groupe
ψ−1(N) = NA = NSA (1.10) et, d’après la construction de 4.2, ν(N
A) =W =W v⋉ (Q∨⊗Λ).
Ainsi tout appartement de I est muni d’une unique structure d’appartement de type A telle
que GA induise des isomorphismes d’appartements (au sens de [R11, 1.13]).
3) Dans [R11, 6.1 et 6.2] on se place dans le cas S = Ss (libre) et le groupe G1 qui y est
défini est égal à G1.H = ψ(GA).H.
5.12 Paires conviviales
1) On dit qu’une paire (F1, F2) formée de deux filtres de parties de I est conviviale s’il
existe un appartement contenant ces deux filtres et si deux appartements A,A′ contenant
F1, F2 sont isomorphes par un isomorphisme fixant l’enclos de F1 et F2 (calculé dans A ou
A′).
On ne considérera ici que des paires G−conviviales, i.e. telles que les isomorphismes
d’appartements soient induits par des éléments de G. Une paire (F1, F2) est donc G−conviviale
dès que Ω = F1 ∪F2 est contenu dans un appartement et y a un assez bon fixateur (car GΩ =
Upm+Ω .U
nm−
Ω .N̂Ω et U
pm+
Ω , U
nm−
Ω ⊂ ψ(G
A) induisent des isomorphismes d’appartements).
2) Lemme. Soient F1, F2 deux filtres de parties de A.
Supposons G = GF1 .N.GF2 , alors pour tous g1, g2 ∈ G, g1F1 et g2F2 sont contenus dans
un même appartement.
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Si G = GF1 .N.GF2 ou si F1 ou F2 a un fixateur transitif, alors F1 et F2 sont conjugués
par G si et seulement si ils le sont par N .
Démonstration. Les conséquences de G = GF1 .N.GF2 sont classiques, cf. e.g. [R06, 3.6 et 3.7].
La dernière assertion résulte de 5.4 et 5.7.5.
3) Il résulte donc de la décomposition d’Iwasawa 4.7 et de 5.7.4 qu’un filtre étroit dans un
appartement et un germe de quartier sont toujours dans un même appartement. D’après 5.7
et 5.5.4 une facette (ou un germe de segment, un germe d’intervalle, une facette locale, une
facette fermée) et un germe de quartier forment une paire G−conviviale.
4) Par convexité ordonnée un appartement contenant un point x et un germe de quartier
Q = germ∞(y+C
v), contient le quartier q = x+Cv et son enclos donc son adhérence x+C
v
.
On en déduit qu’une facette F (x, F v) et un filtre étroit F contenant x sont toujours dans un
même appartement. Ainsi, d’après 5.7.9, deux facettes F (x, F v1 ) et F (x, F
v
2 ) en le même point
forment une paire G−conviviale dès que F v1 et F
v
2 sont de signes opposés ou si l’une d’elles
est sphérique.
5) Soient C = F (x,Cv) une chambre de A etM(α, k) l’un de ses murs (avec C ⊂ D(α, k)).
Alors Uα,k = Uα,C agit transitivement sur les chambres C ′ 6= C adjacentes à C le long de
M(α, k) ; en particulier n’importe laquelle de ces chambres C ′ est dans un même appartement
que le demi-appartement D(α, k), cf. [GR08, 4.3.4]. De plus C ′ et D(α, k) forment une paire
conviviale : si C ′ ⊂ A, C ′ ∪D(α, k) a un bon fixateur H.Uα,k+ (5.7.7).
6) On a vu en [GR08, 6.10] que deux points de la masure I ne sont pas toujours contenus
dans un même appartement. C’est pour cette raison que l’on a abandonné le nom d’immeuble
pour I ; une définition abstraite des masures affines n’est pas possible dans des termes
approchant ceux de [R08], d’où la définition de [R11] inspirée de [T86]. On reproduit ci-dessous
cette définition dans une formulation utilisant la notion de paire conviviale.
Une paire de points ou une paire de facettes de I n’est pas toujours conviviale. De plus
dans l’exemple 4.12.3c de S˜L2, on a trouvé deux points de A dont le fixateur n’est pas assez
bon. Par contre il est peut-être possible que le fixateur de deux points de A soit toujours
transitif (donc qu’une paire de points d’un même appartement soit toujours conviviale).
Définition 5.13. Une masure affine de type A est un ensemble I muni d’un recouvrement
par un ensemble A de sous-ensembles appelés appartements tel que :
(MA1) Tout A ∈ A est muni d’une structure d’appartement de type A (au sens de [R11,
1.13] i.e. est "isomorphe" à A).
(MA2) Si F est un point, un germe d’intervalle préordonné, une demi-droite générique ou
une cheminée solide d’un appartement A, alors (F,F ) est une paire conviviale.
(MA3+4) Si R est un germe de cheminée évasée, si F est une facette ou un germe de
cheminée solide, alors (R, F ) est une paire conviviale.
(La notion de cheminée, utilisée ci-dessus, ne sera définie qu’en 5.15.1.)
La masure affine I est dite ordonnée si elle vérifie l’axiome supplémentaire suivant :
(MAO) Soient x, y deux points de I et A,A′ deux appartements les contenant ; si x ≤ y
(dans A), alors les segments [x, y]A et [x, y]A′ définis par x et y dans A et A′ sont égaux.
La masure affine I est dite épaisse si toute cloison de I est dans l’adhérence d’au moins
trois chambres.
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5.14 Sous-groupes parahoriques et types de facettes
1) Si Ω ⊂ A a un assez bon fixateur, on a GΩ = (ψ(GA) ∩GΩ)N̂Ω, puisque U
pm+
Ω , U
nm−
Ω ,
... ne dépendent pas du SGR à extension commutative près. En particulier le fixateur GAΩ de Ω
dans GA agit transitivement sur les appartements de I contenant Ω. On note P̂ scΩ = ψ(G
A
Ω)H.
Ainsi GΩ = P̂Ω = P̂ scΩ .N̂Ω. Le groupe N̂
sc
Ω = N ∩ P̂
sc
Ω = N̂Ω∩ P̂
sc
Ω a pour image via ν le fixateur
WΩ de Ω dans W . On a aussi P̂ scΩ = P
pm
Ω .N̂
sc
Ω = P
nm
Ω .N̂
sc
Ω .
Il est clair que les facettes F = F (x, F v) et F = F (x, F v) ont le même fixateur dans W ,
donc P̂ scF = P̂
sc
F
.
2) Quand WΩ =WminΩ , on note PΩ = P̂
sc
Ω (qui est alors aussi égal à P
pm
Ω et P
nm
Ω ). Cela se
produit si Ω est réduit à un point spécial ou si Ω est une facette sphérique et si la valuation est
discrète (d’après 4.3.4) ; c’est a priori rare en dehors de ces deux cas d’après [BT72, 7.1.10.2]
et 4.12.4.
Pour généraliser la définition de [BT72, 1.5.1], on définit un sous-groupe parahorique comme
le groupe PF = PF associé à une facette sphérique F ou F . On parle de sous-groupe d’Iwahori
si F ou F est une chambre.
3) Le type global affine d’un filtre de I qui a un assez bon fixateur (en particulier une
facette) est son orbite sous GA. Dans un appartement A de I deux filtres (assez bien fixés) ont
même type si et seulement si ils sont conjugués par le groupe de WeylWA de A (cf. le 1), 5.12.2
et 5.11.2). Pour les facettes (ou les filtres étroits assez bien fixés) la relation "avoir le même type
global affine" est la relation engendrée par transitivité à partir des relations précédentes dans
les appartements. En effet, étant données deux facettes F1, F2 il existe toujours un quartier
q et des appartements A1, A2 contenant q et respectivement F1, F2 (cf. 5.12.3) ; de plus q
contient forcément un WAi−conjugué de Fi.
Le type global affine d’une facette coïncide donc avec le type habituel dans le cas d’un
immeuble affine discret. Mais en valuation dense et si on suppose A essentiel, le type global
affine d’une facette locale F ℓ(x, F v) est la donnée de l’orbite W.x de x et de l’orbite de F v
sous Wx (c’est à dire du type (vectoriel) de F v si x est spécial).
5.15 Cheminées
1) Une cheminée dans A est associée à une facette F = F (x, F v0 ) (sa base) et une
facette vectorielle F v (sa direction), c’est le filtre r(F,F v) = cl(F + F v) = cl(F + F v) =
cl(F ℓ(x, F v0 ) + F
v) ⊃ F + F
v
.
La cheminée r(F,F v) est dite évasée si F v est sphérique, son signe est alors celui de
F v. Cette cheminée est dite solide (resp. pleine) si la direction de tout sous-espace affine la
contenant a un fixateur fini dans W v (resp. est V ). Une cheminée évasée est solide. L’enclos
d’un quartier est une cheminée pleine.
Si F v0 = F
v la cheminée r(F (x, F v), F v) est l’enclos de la face de quartier x + F v ; cette
face est dite sphérique si F v est sphérique..
Un raccourci de la cheminée r(F,F v) est défini par un élément ξ ∈ F
v
, c’est la cheminée
cl(F + ξ + F v). Le germe de la cheminée r(F,F v) est le filtre R(F,F v) = germ∞(r(F,F v))
formé des parties de A contenant un de ses raccourcis.
Si F v est la facette vectorielle minimale, on a r(F,F v) = R(F,F v) = F .
2) À la facette vectorielle F v est associé un sous-groupe parabolique P (F v) de G avec une
décomposition de Levi P (F v) =M(F v)⋉U(F v). Le groupe M(F v) est engendré par T et les
Uα pour α ∈ Φ et α(F v) = 0, cf. [R11, 6.4] ou [Re02, 6.2].
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Si F v = F v(J) = {v ∈ C
v
f | αj(v) = 0,∀j ∈ J} pour J ⊂ I (cf. 4.1), le groupe M(F
v)
est clairement un quotient du groupe de Kac-Moody minimal GS(J)(K) = G(J) (notations de
3.10). D’après la remarque 3.10 et 3.13 on a en fait égalité : M(F v) = G(J). Ce groupe G(J)
induit sur A une structure d’appartement A(J) dont les murs sont les M(α, k) pour α ∈ ∆(J)
et k ∈ Λ.
L’enclos correspondant clJ (F ) de la facette F est une facette fermée de A(J), on note
M(F,F v) son fixateur dans M(F v) = G(J). Cette construction se réalise aussi si F v est une
autre facette vectorielle ou si F est réduit à un point F = {x} (ou F = F (x, F v)).
Le sous-groupe "parahorique" de G associé à r est le produit semi-direct Pµ(r) =
M(F,F v)⋉U(F v). Il ne dépend en fait que du germe R(F,F v), on le note donc aussi Pµ(R).
Les résultats suivants se démontrent comme dans [R11, § 6].
3) Proposition. Le groupe Pµ(R) fixe (point par point) le germe de cheminée R.
4) Proposition. Soient R1 et R2 deux germes de cheminées de A avec R1 évasé, alors
G = Pµ(R1).N.P
µ(R2).
5) Proposition. Une cheminée solide et son germe ont de bons fixateurs. Il en est de même
pour une face de quartier sphérique x + F v et son germe (à l’infini) ; le fixateur (point par
point) de germ∞(x+ F v) est M(x, F v).U(F v).
6) Proposition. Soient R1 un germe de cheminée évasée et R2 un germe de cheminée
solide ou une facette dans A, alors R1 ∪R2 a un assez bon fixateur (et même un bon fixateur
si R2 est évasé).
7) Remarque. On obtient donc de nouvelles paires G−conviviales dans I : un germe
de cheminée évasée et un germe de cheminée solide ou un germe de cheminée évasée et une
facette. Cela permet en particulier de définir des rétractions de I sur un appartement A avec
pour centre un germe de cheminée évasée pleine de A (par exemple un germe de quartier)
[R11, 2.6].
Théorème 5.16. La masure affine I construite en 5.1 est une masure affine ordonnée épaisse
au sens de [R11] ou 5.13. Elle est semi-discrète si la valuation ω de K est discrète.
Démonstration. L’axiome (MA1) résulte de 5.11.2 et (MA2) résulte de ce que l’on a vu en 5.7
ou 5.15.5 : les filtres impliqués dans (MA2) ont de bons fixateurs. Enfin (MA3+4) résulte de
5.15.7. Les dernières assertions se montrent comme dans [R11, 6.11]. On notera cependant que
l’épaisseur d’une cloison est le cardinal du corps résiduel de K et donc peut être finie dans
notre cas, plus général que celui de [GR08].
Remarques 5.17. 1) La masure I a donc toutes les propriétés démontrées dans [R11], un
certain nombre d’entre elles ont déjà été prouvées ci-dessus. On obtient cependant au moins
deux propriété intéressantes supplémentaires : les relations ≤ et
◦
≤ de 5.8 sont des préordres
(elles sont transitives) et les résidus en chaque point de I ont une structure d’immeubles
jumelés.
2) On notera les propriétés de l’action du groupe G : il est transitif sur les appartements
et tous les isomorphismes entre appartements dont l’existence est exigée par les axiomes
de [R11] ou 5.13 sont induits par des éléments de G. On peut dire que l’action de G est
fortement transitive. Dans le cas classique d’une action de groupe sur un immeuble affine
discret, cette notion de forte transitivité entraîne clairement la notion classique (et lui est sans
doute équivalente).
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Proposition 5.18. Les immeubles jumelés à l’infini associés à la masure I en [R11, § 3]
s’identifient (avec leurs appartements et leur action de G) aux immeubles jumelés de G définis
par J. Tits (1.6.5).
L’immeuble microaffine positif (resp. négatif) à l’infini associé à la masure I en [R11, §
4] s’identifie (avec ses appartements et son action de G) à l’immeuble microaffine de [R06]
(dans sa réalisation de Satake) associé à G et à la valuation ω de K (resp. l’analogue obtenu
en changeant le cône de Tits en son opposé).
Remarque. Cyril Charignon construit directement dans [Ch10] un objet immobilier conte-
nant I , les immeubles microaffines ci-dessus et d’autres masures affines associées aux sous-
groupes paraboliques non sphériques de G. C’est la généralisation au cas Kac-Moody de la
compactification de Satake (ou compactification polyédrique) des immeubles de Bruhat-Tits.
Cette dernière a été construite abstraitement (sans l’aide d’un groupe) dans [Ch08].
Démonstration. On identifie facilement l’appartement canonique (et son action de N) d’un
immeuble de [R11] avec celui qui doit lui correspondre, cf. [R11, 3.3.3 et 4.4]. Il reste donc à
identifier les fixateurs de points de ces appartements.
Le fixateur de la facette vectorielle (sphérique) F v dans l’immeuble de 1.6.5 est le sous-
groupe parabolique P (F v) engendré par T et les Uα pour α(F v) ≥ 0. Il est clair qu’un
élément de chacun de ces groupes transforme une face de quartier de A de direction F v en
une face parallèle (dans I ). Ainsi P (F v) fixe la classe de parallélisme des faces de quartier
correspondant à F v.
Un point de l’appartement As de l’immeuble de [R06] est de la forme xs = (F v, y˜) avec F v
une facette vectorielle sphérique positive de V , 〈F v〉 l’espace vectoriel engendré et y˜ ∈ V/〈F v〉
[l.c. , 4.2]. On lui associe le germe (à l’infini) de la face de quartier y+F v pour y ∈ y˜. Le fixateur
de xs est engendré par U(F v), le groupe M(x, F v) et le sous-groupe de T induisant dans A
des translations de vecteur dans 〈F v〉 [l.c. , 4.2.3]. Les deux premiers groupes engendrent le
fixateur point par point du germe de la face de quartier y+F v (5.15.5) et le troisième groupe
stabilise évidemment ce germe.
Ces inclusions entre les fixateurs de points permettent de définir des applications surjectives
et G−équivariantes des immeubles de 1.6.5 ou [R06] vers les immeubles correspondants de
[R11]. Mais un point x et son transformé gx sont toujours dans un même appartement et les
applications ci-dessus sont injectives sur les appartements. Les inclusions entre fixateurs sont
donc des égalités et on a bien les identifications d’immeubles annoncées.
5.19 Immeubles et groupe de Kac-Moody maximal
Le groupe Gpma n’agit pas sur la masure affine I . Par contre, d’après 3.18 il agit sur
l’immeuble vectoriel I v+.
Le groupe G agit sur l’immeuble microaffine positif I µs+ de [R06, § 4] (dans sa réalisation de
Satake) qui est réunion disjointe d’immeubles indexés par les facettes sphériques positives. Plus
précisément, à une telle facette F v on associe l’immeuble de Bruhat-Tits (non étendu) I (F v)
du groupe réductif M(F v) sur K. Le groupe U(F v) agit trivialement sur I (F v) et G permute
les I (F v) selon son action sur I v+ : Un germe de cheminée ou de face de quartierR = R(F,F
v)
correspond à une facette ou un point R∞ de I (F v). Le fixateur (point par point) de cette
facette ou ce point R∞ pour l’action de G sur I
µs
+ est ZM(F
v).M(F,F v).U(F v) avec les
notations de 5.15.2 et ZM(F v) le centre de M(F v). Ce fixateur de R∞ est donc plus grand
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que Pµ(R) qui est le fixateur (point par point) de R (5.15.3) et (par définition) le fixateur
strict de R∞.
Le fixateur de la facette sphérique positive F v pour l’action deGpma sur I v+ est P
pma(F v) =
M(F v)⋉ Uma+(F v) (cf. 3.10 et 3.18). On peut donc prolonger l’action de G sur I µs+ en une
action de Gpma :
P pma(F v) agit sur I (F v) via M(F v) i.e. Uma+(F v) agit trivialement. Le fixateur dans
Gpma deR∞ comme ci-dessus est ZM(F v).M(F,F v).Uma+(F v) ; il contient le groupe P
µ
pma(R)
= M(F,F v).Uma+(F v) que l’on appelle encore fixateur strict de R∞ pour l’action de Gpma
(même si ce n’est pas justifié par une action sur I qui contient le filtre R).
Pour deux germes de cheminées évasées positives R1 et R2, la démonstration dans [R11,
6.7] de la proposition 5.15.4 se généralise : Gpma = Pµpma(R1).N.P
µ
pma(R2).
N.B. Dans [R06, 4.2.1] on peut modifier le quotient en envoyant F v×YR sur YR par la seconde
projection. On obtient une réalisation géométrique I µS+ , de Satake au sens fort, de l’immeuble
microaffine, sur laquelle G et Gpma agissent. Alors le fixateur strict Pµ(R) (resp. Pµpma(R))
est le fixateur de R ⊂ YR ⊂ I
µS
+ pour l’action de G (resp. G
pma).
6 Appendice : Comparaison et simplicité
Pour la construction des masures nous avons plongé le groupe de Kac-Moody GS dans le
groupe de Kac-Moody maximal à la Mathieu GpmaS . Plaçons nous sur un corps quelconque k et
notons G = GS(k), Gpma = G
pma
S (k), etc. Alors G
pma apparaît comme le complété de G pour
une certaine filtration. D’autres groupes maximaux ont été définis par Rémy et Ronan [ReR06]
ou Carbone et Garland [CG03] à l’aide d’autres filtrations, on va essayer de les comparer en
tirant parti des résultats des sections 2 et 3.
Par ailleurs Moody, dans un preprint non publié [Mo82], a démontré la simplicité d’un
groupe analogue à Gpma en caractéristique 0. Là encore on va utiliser les sections 2 et 3 pour
montrer dans certains cas la simplicité d’un sous-quotient de Gpma (théorème 6.19).
6.1 Le groupe complété à la Rémy-Ronan
1) Ce groupe Grr est l’adhérence de l’image de G dans le groupe des automorphismes de
son immeuble positif I v+ [ReR06]. Il contient donc le quotient de G par le noyau Z
′(G) =
∩g∈G gB
+g−1 de l’action de G sur cet immeuble. Ce groupe Z ′(G) est en fait le centre de G :
Z ′(G) = Z(G) = {t ∈ T | αi(t) = 1,∀i ∈ I } (1.6.5 et [ReR06, lemma 1B1]).
On va s’intéresser plutôt à une variante de Grr définie par Caprace et Rémy [CaR09, 1.2].
Ce groupe Gcrr contient G et le groupe Grr en est un quotient.
2) Pour r ∈ N, soit D(r) (resp. C(r)) la réunion des chambres fermées de l’immeuble I v+
(resp. de son appartement standard Av) qui sont à distance numérique ≤ r de la chambre
fondamentale C0. Les fixateurs U
+
D(r) et U
+
C(r) de D(r) et C(r) dans U
+ = U+(k) forment
deux filtrations de U+ qui sont exhaustives (U+D(0) = U
+
C(0) = U
+) et séparées (le système de
Tits (G,B+, N, S) est saturé i.e. le fixateur de Av dans G est T [R06, 1.9] et T ∩ U+ = {1} :
1.6.5). De plus U+D(r) est le plus grand sous-groupe distingué de U
+ contenu dans U+C(r).
Les deux filtrations sont en fait très liées car, d’après [CaR09, 2.1], il existe une fonction
croissante r : N → N tendant vers l’infini telle que, pour α ∈ Φ+, Uα ⊂ U+C(R) ⇒ Uα ⊂
U+D(r(R)).
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3) On définit de la même manière des fixateurs Uma+D(r) et U
ma+
C(r) , pour l’action de U
ma+ sur
I v+ (3.18). Les filtrations correspondantes de U
ma+ sont plus différentes : l’intersection des
Uma+
C(r)
contient les groupes UmaN∗α(k) pour α ∈ ∆
+
im ( le système de Tits (G
pma, Bma+, N, S) est
rarement saturé) et celle des Uma+D(r) est souvent triviale (cf. 6.5).
4) Le groupe U rr+ est le complété de U+ pour sa filtration par les U+D(r). Plus généralement
le groupe Gcrr est le complété de G pour sa filtration (non exhaustive) par les U+D(r) ; il est
muni de la topologie correspondante. En particulier U rr+ est ouvert dans Gcrr.
Le groupe Grr est le séparé-complété de G pour la filtration par les fixateurs GD(r) ⊂ B
+.
C’est un quotient de Gcrr par un sous-groupe Z ′(Gcrr) contenant Z(G) (cf. 1) ) ; il contient
U rr+. Si le corps k est fini, Z ′(Gcrr) = Z(G) [CaR09, prop.1].
6.2 Le groupe complété à la Carbone-Garland
Soit λ ∈ X+ un poids dominant régulier (i.e. λ(α∨i ) > 0, ∀i ∈ I). On considère la
représentation πλ de G ou Gpma (de plus haut poids λ) dans V λ = LZ(λ) ⊗ k (3.7.1). Le
groupeGcgλ défini par Carbone et Garland [CG03] est le séparé-complété deG pour la filtration
définie par les fixateurs de parties finies de V λ, i.e. par les fixateurs de sous-espaces vectoriels
de dimension finie de V λ. Pour n ∈ N soit V (n) la somme des sous-espaces de V λ de poids
λ − α avec α ∈ Q+ et deg(α) ≤ n. Ainsi Gcgλ est le séparé-complété de G pour la filtration
définie par les fixateurs GV (n) de V (n).
Cette filtration n’est pas séparée : ∩nGV (n) = Kerπλ. Si vλ est un vecteur de plus haut
poids et si g ∈ Kerπλ, il fixe vλ et s˜i(vλ) ∀i ∈ I, donc est de la forme g = tu avec t ∈ T ,
u ∈ U+ et λ(t) = s˜i(λ)(t) = 1. Mais s˜i(λ) = λ− λ(α∨i )αi et λ(α
∨
i ) 6= 0, donc λ(t) = αi(t) = 1
∀i ∈ I : t ∈ Z(G)∩Ker(λ) (1.6.5). Inversement Z(G)∩Ker(λ) agit trivialement sur V λ, donc
Kerπλ = (Z(G)∩Ker(λ)).(U+∩ Kerπλ). On verra plus loin que U+∩ Kerπλ = {1} (6.3.4).
Si l’on veut une filtration séparée et donc plonger G dans son complété, on modifie la
construction en faisant agir G sur la somme directe V λ1 ⊕ · · · ⊕V λr où λ1, · · · , λr engendrent
X ; on note alors V (n) la somme des V (n) correspondant aux différents facteurs. Le complété
de Carbone-Garland modifié Gcgm ainsi obtenu est donc défini par une filtration contenue
dans U+, celle des U+V (n) = U
+ ∩GV (n).
Pour comparer Gcgm et Gcrr on va comparer cette filtration sur U+ avec celle des U+D(r).
On note U cg+ le séparé complété de U+ pour la filtration par les U+V (n).
6.3 Comparaison
1) D’après 3.2, 3.3 et 3.4, Uma+ est complet pour la filtration par les sous-groupes distingués
Uma+n = U
ma
Ψ(n)(k) où Ψ(n) = {α ∈ ∆
+ | deg(α) ≥ n}. On note U
+
l’adhérence de U+ dans
Uma+ pour la topologie associée ; c’est aussi le complété de U+ pour la filtration par les
U+n = U
+ ∩ Uma+n .
2) Pour i ∈ I et α ∈ ∆+ \{αi}, on a si(α) ∈ ∆+ et deg(si(α)) ≤ (1+M)deg(α), où M est
le maximum des valeurs absolues de coefficients non diagonaux de la matrice de Kac-Moody
A. Ainsi Uma+n(1+M) ⊂ s˜i(U
ma+
n ) ⊂ U
ma+
n/(1+M) et s˜i est un automorphisme du groupe topologique
Uma+
∆+\{αi}
(k).
3) Dès que deg(α) ≥ (1 + M)d, on a deg(si1 . · · · .sid(α)) ≥
deg(α)
(1+M)d
pour toute suite
i1, · · · , id ∈ I. On en déduit que, pour n ≥ (1 +M)d, Uma+n est dans le conjugué de U
ma+
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par si1 . · · · .sid et donc U
ma+
n fixe C(d) pour l’action de G
pma sur I v+. On a U
ma+
n ⊂ U
ma+
C(d) et
même Uma+n ⊂ U
ma+
D(d) , car U
ma+
n est distingué dans U
ma+. En particulier U+n ⊂ U
+
D(d) ⊂ U
+
C(d).
4) Vue la forme de l’action de Uma+ ⊂ Û+k sur V
λ, on a Uma+n+1 ⊂ U
ma+
V (n) . Par ailleurs,
pour b ∈ Bma+ et i1, · · · , id ∈ I, le fixateur de b.si1 . · · · .sid(vλ) dans U
ma+ est dans Uma+ ∩
b.si1 .··· .sidBma+, c’est à dire dans le fixateur (dans Uma+) de b.si1 . · · · .sid(C0). Comme en 2)
ci-dessus on montre que le poids de si1 . · · · .sid(vλ) est λ−α avec deg(α) ≤
M ′
M ((1+M)
d− 1)
si M ′ = Max{λ(α∨i ) | i ∈ I}. Donc, si u ∈ U
ma+
V (n) avec n ≥
M ′
M (1 +M)
d, u fixe toutes les
chambres de la forme b.si1 . · · · .sid(C0), c’est à dire les chambres de D(d).
Ainsi Uma+n+1 ⊂ U
ma+
V (n) ⊂ U
ma+
D(d) et U
+
n+1 ⊂ U
+
V (n) ⊂ U
+
D(d) pour n ≥
M ′
M (1 +M)
d. Comme
la filtration par les U+D(d) est séparée, il en est de même de celle par les U
+
V (n) ; en particulier
U+∩ Kerπλ = {1}.
5) De ces comparaisons de filtrations on déduit des homomorphismes continus :
φ : U
+ γ // U cg+
ρ // U rr+ . Le problème de la comparaison des groupes U
ma+, U cg+ et
U rr+ se traduit donc en deux questions : A-t’on Uma+ = U
+
? (voir 6.10 et 6.11)
φ, γ et ρ sont-ils des isomorphismes de groupes topologiques ? (voir 6.7 à 6.9)
Si k est un corps fini, Uma+ et donc U
+
sont compacts. Comme U cg+ et U rr+ sont
séparés, les homomorphismes φ, γ et ρ sont surjectifs, fermés et ouverts. Ce sont donc des
isomorphismes de groupes topologiques si et seulement si ils sont injectifs.
6) Remarques a) La filtration (Uma+n )n∈N de U
ma+ permet de définir une métrique
invariante à gauche sur Gpma, pour laquelle Gpma est complet et dont les boules ouvertes
sont les gUma+n . D’après la décomposition de Bruhat, le fait que U
ma+
⊳ Bma+ et la relation
de 2) impliquant les s˜i, cette métrique est équivalente à celle, invariante à droite, dont les
boules ouvertes sont les Uma+n g. Ainsi G
pma est un groupe topologique, dans lequel Uma+ est
ouvert. L’adhérence G de G dans Gpma est le séparé-complété de G pour la filtration induite.
b) Comme G, Gcgm et Gcrr sont des séparés-complétés pour les filtrations dans U+ de 4) ci-
dessus, les homomorphismes de 5) ci-dessus se prolongent en φ : G
γ // Gcgm
ρ // Gcrr .
Par définition Kerφ = U
+
∩ Z ′(Gpma) où Z ′(Gpma) = ∩g∈Gpma gBma+g−1 est le noyau de
l’action de Gpma sur l’immeuble I v+.
c) Le groupe Z(G) s’envoie trivialement dans Grr. D’après les calculs de 6.2 on a donc un
homomorphisme continu Gcgλ → Grr. Celui-ci est surjectif, fermé et ouvert si le corps est fini
(résultat de U. Baumgartner et B. Rémy cf. [CER08, Th. 2.6]).
Proposition 6.4. Les centres Z(G), Z(Gpma) ainsi que Z ′(Gpma) = ∩g∈Gpma gBma+g−1
vérifient Z(G) ⊂ Z(Gpma) ⊂ Z ′(Gpma) et Z ′(Gpma) = Z(G).(Z ′(Gpma) ∩Uma+), Z(Gpma) =
Z(G).(Z(Gpma) ∩ Uma+). De plus Z ′(Gpma) ∩ Uma+ est distingué dans Gpma.
Démonstration. Comme Z(G) centralise Uma+ il est contenu dans Z(Gpma). Mais Bma+ est
égal à son normalisateur (car il fait partie d’un système de Tits) on a donc Z(Gpma) ⊂ Bma+
et même Z(Gpma) ⊂ Z ′(Gpma). Soit h ∈ Z ′(Gpma). On écrit h = tu avec t ∈ T et u ∈ Uma+.
Soit i ∈ I, on peut alors écrire u = exp(aei).v avec a ∈ k et v ∈ Uma∆+\{αi}(k). Soient
λ ∈ k et yλ = exp(λfi), alors yλhy
−1
λ = t.exp((αi(t) − 1)λfi).yλ.exp(aei).y
−1
λ .yλ.v.y
−1
λ avec
yλ.v.y
−1
λ ∈ U
ma
∆+\{αi}
(k). Un calcul rapide dans SL2 montre alors que yλuy
−1
λ ∈ B
ma+ ∀λ ∈ k
si et seulement si αi(t) = 1 et a = 0 ; donc t ∈ Z(G) et Z ′(Gpma) ⊂ Z(G).U
ma+
2 .
Cette dernière assertion montre que le groupe Z ′(Gpma)∩Uma+ est normalisé par les U−αi
(pour i ∈ I) ; comme il est normalisé par Bma+, il est distingué dans Gpma.
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6.5 GK-simplicité
On dit que l’algèbre de Lie gk = gS ⊗Z k est simple au sens du théorème de Gabber-Kac
(ou GK-simple) si tout sous−Uk−module gradué non trivial de gk contenu dans n
+
k est réduit
à {0}.
De même on dit que le groupe Gpma est GK-simple si tout sous-groupe distingué de Gpma
contenu dans Uma+ est réduit à {1}, i.e. si Z ′(Gpma) ∩ Uma+ = ∩r∈N U
ma+
D(r) = {1} ou si
Z ′(Gpma) = Z(G). On espère que Gpma est toujours GK-simple (voir 6.9.1 ou 6.8). L’assertion
correspondante pour G est toujours satisfaite (6.1.1).
Remarque. En caractéristique 0, gk est GK-simple dans le cas symétrisable (et même conjec-
turalement dans tous les cas). Mais, comme me l’a indiqué O. Mathieu, cela n’implique pas la
GK-simplicité en caractéristique p ; voir ci-dessous l’exemple des lacets de SLn (6.8). On voit
facilement que gk est GK-simple si et seulement si ∀α ∈ ∆
+
im tout X ∈ gkα tel que, ∀j ∈ I,
∀q ∈ N∗ ad(f (q)j )X = 0 est forcément nul. L’ensemble de ces X ∈ gkα est déterminé par des
équations linéaires à coefficients entiers indépendantes de k. Si gC est GK-simple, un déter-
minant déterminé par ces équations est non nul. Ainsi la condition ci-dessus est vérifiée pour
gkα si la caractéristique p de k ne divise pas ce déterminant. Malheureusement ∆
+
im est vide
ou infini, on pourrait donc avoir gk non GK-simple quelque soit la caractéristique. Par contre
dans le cas affine on n’a qu’un nombre fini de déterminants à considérer car il y a périodicité
des espaces radiciels imaginaires. En effet, pour le type affine X(k)n , g′′A = gA/centre est réalisé
comme sous-algèbre de Lie de s⊗C[t, t−1] où s est l’algèbre simple de type Xn ; d’après [Ka90]
(resp. les calculs explicites de [Mi85]) g′′A (resp. (g
′′
A)Z) est stable par multiplication par t
±k.
Si la matrice de Kac-Moody A a tous ses facteurs de type affine (ou de type fini), alors gk
est GK-simple si la caractéristique p de k est assez grande.
Proposition 6.6. Supposons gk GK-simple et k infini. Soit u ∈ Uma+n \ U
ma+
n+1 avec n ≥ 1.
Alors il existe j ∈ I et y ∈ U−αj tels que yuy
−1 /∈ Bma+ (si n = 1) ou yuy−1 ∈ Uma+ \Uma+n
(si n ≥ 2).
Démonstration. (cf. [Mo82, prop. 8] en caractéristique 0)
On calcule dans l’algèbre Ûpk (∆
+) = Û+k qui est graduée par les poids dans Q
+ et le
degré total dans N (2.13.2) et aussi dans Ûpk (sj(∆
+)). Soit u ∈ Uma+n \ U
ma+
n+1 ⊂ Û
p
k (∆
+) ; sa
composante un de degré n est dans l’algèbre de Lie gk. Soit α ∈ ∆+ de degré n tel que la
composante uα de un sur gkα soit non nulle. Comme gk est GK-simple, il existe j ∈ I et q ≥ 1
tels que adf (q)j uα 6= 0 (sinon ad(Uk)uα est de plus bas degré n).
Si n = 1, on a α = αj , u = exp(uα)u′ avec u′ ∈ Uma∆+\{αj}(k). Soit y = expfj, alors
yuy−1 = y.expuα.y
−1.y.u′.y−1 avec y.u′.y−1 ∈ Uma∆+\{αj}(k) et y.expuα.y
−1 /∈ Bma+. Donc
yuy−1 /∈ Bma+.
Si n ≥ 2, u ∈ Uma∆+\{αj}(k) et ce groupe est normalisé par U−αj (contenu dans U
ma
sj(∆+)
(k))
cf. 3.3. Soient λ ∈ k et yλ = exp(λfj) ∈ U−αj , alors yλuy
−1
λ ∈ U
ma+ vaut
∑
m∈N λ
madf
(m)
j u
(voir la démonstration de 2.5) ; sa composante de poids α − qαj est donc égale à la somme
finie
∑
m≥q λ
madf
(m)
j uα+(m−q)αj , où uα+(m−q)αj est la composante de poids α+(m− q)αj de
u dans Ûpk (∆
+).
Cette composante de yλuy
−1
λ s’exprime comme un polynôme en λ dont le terme de degré
q est non nul. Comme k est infini, il existe un λ ∈ k tel que ce polynôme soit non nul et donc
yλuy
−1
λ /∈ U
ma+
n , puisque sa composante de poids α− qαj est non nulle.
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Proposition 6.7. Supposons gk GK-simple et k infini. Alors φ, γ et ρ sont des homéomor-
phismes. Ainsi G, Gcgm et Gcrr sont des groupes topologiques isomorphes (et de même pour
U
+
, U cg+ et U rr+).
Remarque. On verra en 6.9.4 que γ : G→ Gcgm est un isomorphisme sous la seule hypothèse
que gk est GK-simple.
Démonstration. Soit u ∈ Uma+n \U
ma+
n+1 avec n ≥ 1. D’après la proposition 6.6 il existe m ≤ n,
j1, · · · , jm ∈ I et ui ∈ U−αji tels que um. · · · .u1.u.(um. · · · .u1)
−1 /∈ Bma+. Mais Bma+ est le
fixateur de la chambre fondamentale C0, donc u ne fixe pas la chambre (um. · · · .u1)−1C0 qui
est à distance ≤ m de C0 (on a une galerie C0, (u1)−1C0, (u2.u1)−1C0, · · · ). On a donc montré
que Uma+
D(r)
⊂ Uma+r+1 pour r ∈ N. Avec les inclusions inverses prouvées en 6.3.4, on voit que les
trois filtrations sont équivalentes et donc φ, γ et ρ sont des homéomorphismes.
Exemple 6.8. On considère la matrice de Kac-Moody A de type A˜m−1 avec m ≥ 3. Pour un
bon choix du SGR S, on obtient des algèbres et groupes de lacets : gk = slm(k) ⊗k k[t, t−1],
G = SLm(k[t, t
−1]), ĝk = slm(k)⊗ k((t)) et Gpma = SLm(k((t))).
Si la caractéristique p de k divise m, gk contient toutes les matrices scalaires. Celles-ci sont
clairement annulées par ad(Uk) et sont contenues dans n
+
k si le scalaire est dans tk[t]. Donc gk
n’est pas GK-simple dès que p divise m ; il est facile de voir que la réciproque est vraie.
Notons V = km et ε1, · · · , εm sa base canonique. Soit R = k[[t]], on considère les réseaux
V0 = Rε1⊕ · · · ⊕Rεm, V1 = Rε1⊕ · · · ⊕Rεm−1⊕Rtεm,· · · , Vm−1 = Rε1⊕Rtε2⊕ · · · ⊕Rtεm,
Vm = tV0 et de manière générale Vam+b = taVb pour a, b ∈ Z. Alors Bma+ est le stabilisateur
dans Gpma de tous ces réseaux et il est assez facile de voir que Uma+n = {g ∈ G
pma | (g−1)Vi ⊂
Vi+n ∀i ∈ Z} pour n ≥ 1. Également Uma+mn est formé des matrices à coefficients dans R
congrues à l’identité modulo tn et à une matrice triangulaire supérieure modulo tn+1.
Le groupe Uma+ ne contient pas de matrice scalaire. Mais si p divise m, on peut trouver
dans Uma+mn \U
ma+
mn+1 une matrice diagonale u dont tous les coefficients sont égaux modulo t
pn.
Si y = exp(λfj), alors yuy−1 a les mêmes coefficients que u sauf un (colonne j, ligne j + 1)
qui est dans tpnR, donc yuy−1 ∈ Uma+mn . La conclusion de la proposition 6.6 n’est pas vérifiée.
Les sommets de l’appartement standard Av sont associés aux réseaux de la forme Rtn1ε1⊕
· · · ⊕Rtnmεm. Ainsi le fixateur d’une partie finie de Av est formé des g ∈ Gpma stabilisant un
nombre fini de tels sous-modules. On en déduit facilement que la filtration de Gpma par les
GpmaC(r) est équivalente à la filtration par les B
ma+(n) = {g = (gij) ∈ SLm(R) | gij ∈ t
nR,∀i 6=
j}.
Notons Uma+[n] = Uma+ ∩ (∩m−1i=1 (exp fi)B
ma+(n)(exp − fi)). On calcule facilement
que Uma+[n] est formé des matrices g = (gij) ∈ SLm(R) telles que gij ∈ tnR,∀i 6= j et
gii − gi+1,i+1 ∈ t
nR,∀i ≤ m− 1. Ainsi gm11 ∈ 1 + t
nR et g11 ∈ 1 + tR. Si pe est la plus grande
puissance de p divisant m, on en déduit que g11 − 1 ∈ tn/p
e
R ; donc Uma+[n] ⊂ Uma+mn/pe .
Comme la filtration par les Uma+D(r) est plus fine que celle par les U
ma+[n], on déduit de
l’inclusion précédente et de celles prouvées en 6.3.4 que toutes ces filtrations sont équivalentes.
La conclusion de la proposition 6.7 est vérifiée même si gk n’est pas GK-simple. On a aussi
Z ′(Gpma) = Z(G) : Gpma est GK-simple.
Remarques 6.9. 1) On a vu au cours de la démonstration de la proposition 6.7 que, si gk est
GK-simple et k infini, les filtrations de Uma+ par les Uma+n , U
ma+
V (n) ou U
ma+
D(d) sont équivalentes.
En particulier Gpma est GK-simple : Z ′(Gpma) = Z(G) (cf. [Mo82, prop. 8] en caractéristique
0).
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2) Si Gpma est GK-simple ou plus généralement si Z ′(Gpma)∩G = Z(G), l’homomorphisme
φ : G → Gcrr est injectif (6.3.6.b). Si de plus k est fini, on en déduit que φ : U
+
→ U rr+
et γ : U
+
→ U cg+ sont des isomorphismes de groupes topologiques (6.3.5) ; ainsi les groupes
topologiques G, Gcgm et Gcrr sont isomorphes. Inversement pour k fini, l’isomorphisme de G
et Gcrr implique que Z ′(Gpma)∩G = Z(G) (6.1.4) ; si la caractéristique de k est grande, cela
implique que Gpma est GK-simple (6.11).
3) Si jamais gk n’est pas GK-simple en caractéristique 0, on peut montrer que Gpma n’est
pas GK-simple ; en particulier Gpma et Gcrr ne sont pas isomorphes.
4) Supposons gk GK-simple. Soit k′ un corps contenant k. On considère l’immeuble I v+(k
′)
de G sur k′, il contient I v+. On note D
′(r) la boule de I v+(k
′) de centre C0 et rayon r et U
ma+
D′(r)
son fixateur dans Uma+. Les groupes Uma+n , U
ma+
V (n) et U
ma+
D′(r) sont les intersections avec U
ma+
des groupes analogues à Uma+n , U
ma+
V (n) et U
ma+
D(r) dans U
ma+(k′). Si k′ est infini la démonstration
de 6.7 prouve que Uma+D′(r) ⊂ U
ma+
r+1 ⊂ U
ma+
V (r) ⊂ U
ma+
D′(d) ⊂ U
ma+
D(d) si r ≥
M ′
M (1 +M)
d. Notons
U rri+ (resp. Gcrri) le complété de U+ (resp. G) pour la filtration par les U+D′(r) = U
+∩Uma+D′(r).
Alors les groupes G, Gcgm et Gcrri sont des groupes topologiques isomorphes (et de même
pour U
+
, U cg+ et U rri+). En particulier U rri+ et Gcrri ne dépendent pas du choix du corps
infini k′ contenant k.
5) Supposons gk GK-simple. S’il y a injection continue du groupe U rr+ associé à k dans
celui associé à l’extension infinie k′ (hypothèse raisonnable mais non évidemment vérifiée)
alors φ est un isomorphisme de groupes topologiques et Gcrr = Gcrri, U rr+ = U rri+.
6.10 Comparaison de Uma+ et U
+
Il s’agit de savoir si U+ est dense dans Uma+, c’est à dire si Uma+ est topologiquement
engendré par les sous-groupes radiciels Uα pour α ∈ Φ+. On va répondre par un contre-exemple
et une proposition assez générale.
Contre-exemple. On considère la matrice de Kac-Moody A =
(
2 −m
−m 2
)
avec m ≥ 3
et G = GSA(F2). On note α, β les racines simples, e (resp. f) une base de gα (resp. de
gβ) sur k = F2 et a = exp(e) (resp. b = exp(f)) l’élément non trivial de Uα (resp. Uβ).
D’après [Ka90, exer. 5.25] les plus petites racines de Φ+ sont α, β, α+mβ, β+mα tandis que
β + α, β + 2α, · · · , β + (m − 1)α,α + 2β, · · · , α + (m − 1)β sont des racines imaginaires. De
plus β + rα ou α+ rβ n’est pas une racine pour r > m.
Soit Ψ l’idéal de ∆+ formé des racines positives de la forme rβ+qα avec r ≥ 2 ou r+q ≥ 4 ;
il contient toutes les racines réelles positives sauf α et β. Notons UmaΨ = U
ma
Ψ (k), c’est un
sous-groupe ouvert de Uma+. D’après 3.3 Uma+/UmaΨ est un groupe commutatif isomorphe
à gα ⊕ gβ ⊕ gβ+α ⊕ gβ+2α. Si U+ est dense dans Uma+ ce groupe doit être engendré par les
images de a et b.
On fait des calculs dans le quotient de Û+k par l’idéal Û
+
N∗Ψ⊗k. On utilise que U
ma+ ⊂ Û+k
et UmaΨ ⊂ 1 + Û
+
N∗Ψ ⊗ k. On note e
(n) ∗ f = ad(e(n))f ∈ gk. Ainsi gα ⊕ gβ ⊕ gβ+α ⊕ gβ+2α =
F2e⊕F2f⊕F2(e∗f)⊕F2(e(2)∗f), Û+k admet 1, e, e
(2), e(3), f, ef, e(2)f, e∗f, e(e∗f), e(2)∗f comme
base d’un supplémentaire de Û+N∗Ψ⊗k et l’isomorphisme de U
ma/UmaΨ sur gα⊕gβ⊕gβ+α⊕gβ+2α
s’obtient par la projection évidente.
Dans cette algèbre quotient a = 1+e+e(2)+e(3) et b = 1+f . On peut calculer facilement
les 17 mots en a et b de longueur ≤ 8. On constate que (ab)2 = 1 + e ∗ f + e(2) ∗ f = (ba)2
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et (ab)4 = (ba)4 = 1. Ainsi ces 17 mots constituent toute l’image de U+ dans cette algèbre
quotient et il y a au maximum 14 mots différents. Comme Uma+/UmaΨ est de cardinal 16, il
n’est pas égal au groupe engendré par a et b (il contient 8 éléments et pas [exp]e(2) ∗ f).
On en déduit que U+ n’est pas dense dans Uma+.
Proposition 6.11. Supposons la caractéristique p du corps k nulle ou strictement plus grande
que M (6.3.2). Alors le groupe U+ (resp. G) est dense dans Uma+ (resp. Gpma).
Remarque. Dans le cas simplement lacé, le résultat est valable sans condition sur la carac-
téristique.
Démonstration. D’après 2.3 l’algèbre de Lie n+k est engendrée par les ei pour i ∈ I. Montrons
par récurrence sur n que tout élément g ∈ Uma+n est congru à un élément de U
+ modulo Uma+n+1 ,
c’est clair pour n = 1. D’après 3.3 Uma+n /U
ma+
n+1 est un groupe commutatif isomorphe à gn =
⊕deg(α)=n gkα. D’après 3.2 et les bonnes propriétés de la base des [N ] (2.9.4), l’isomorphisme
ϕn est donné comme suit : on plonge Uma+ dans Û
+
k et l’élément g ∈ U
ma+
n est congru à
1 + ϕn(g) modulo Û
+
k,≥n+1 =
∏
deg(α)≥n+1 Û
+
kα. Il suffit de montrer le résultat cherché pour
des éléments g engendrant Uma+n /U
ma+
n+1 , on va considérer ceux tels que ϕn(g) soit de la forme
[ei, v] avec i ∈ I et v ∈ gn−1. Par hypothèse il existe h ∈ U
+
n−1 tel que ϕn−1(h) = v, donc
h est congru à 1 + v modulo Û+k,≥n. Considérons h
′ = (exp ei).h.(exp − ei).h
−1 ∈ U+. On
calcule facilement ce produit dans Û+k /Û
+
k,≥n+1, il est égal à 1 + [ei, v]. Donc h
′ ∈ Uma+n et
ϕn(h
′) = ϕn(g) i.e. g = h′ modulo U
ma+
n+1 .
Ainsi U+ est dense dans Uma+ ; mais Gpma = G.Uma+ (cf. 3.16, 3.17) donc G est dense
dans Gpma.
Théorème 6.12. Supposons gk GK-simple et le corps k infini de caractéristique nulle ou
> M . Alors les groupes topologiques Gpma, Gcgm et Gcrr sont isomorphes
Démonstration. Cela résulte aussitôt des propositions 6.7 et 6.11.
6.13 Simplicité
On va maintenant généraliser le résultat de simplicité de Moody [Mo82]. On suit son schéma
de démonstration en reproduisant même les parties inchangées, à cause de la disponibilité
restreinte de cette référence.
On note G(1) (resp. G
pma
(1) ) le sous-groupe de G (resp. G
pma) engendré par les groupes
radiciels Uα pour α ∈ Φ (resp. et par Uma+). Il est normalisé par T et les s˜αi donc est
distingué dans G (resp. Gpma). D’après 6.4 on a Z ′(Gpma) ⊂ Z(G).Gpma(1) .
Lemme 6.14. 1) Si |k| ≥ 4, le groupe G(1) est parfait et égal au groupe dérivé de G.
2) Le groupe Gpma
(1)
est topologiquement parfait (i.e. égal à l’adhérence de son groupe dérivé)
et égal à l’adhérence du groupe dérivé de Gpma, dans les cas suivants :
a) La caractéristique p de k est nulle ou > M et |k| ≥ 4.
b) La matrice de Kac-Moody A n’a pas de facteur de type affine et k est infini.
Remarque. Dans les conditions de 2)b ci-dessus, si de plus k n’est pas extension algébrique
d’un corps fini, alors Gpma(1) est parfait.
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Démonstration. 1) Soient α ∈ Φ et r, r′ ∈ k∗, alors α∨(r) ∈ G(1) et (α
∨(r), xα(r
′)) =
xα((r
2 − 1)r′). Donc Uα ⊂ (G(1), G(1)) ⊂ (G,G) ⊂ G(1) puisque G = T.G(1).
2) Le cas a) résulte de 1), de la proposition 6.11 et de ce que Gpma = T.Gpma(1) . Pour le cas
b) on peut utiliser le lemme 6.15 ci-dessous. Par un calcul analogue au précédent on en déduit
que Uma+n est parfait modulo U
ma+
n+1 .
Lemme 6.15. On suppose la matrice de Kac-Moody A sans facteur de type affine et le corps
k infini, alors ∀α ∈ ∆ il existe tα ∈ T ∩ G(1) tel que α(tα) 6= 1. Si k n’est pas extension
algébrique d’un corps fini on peut supposer t = tα indépendant de α.
Démonstration. On peut supposer A indécomposable et même de type indéfini, car le cas de
type fini est clair. D’après [Ka90, 4.3] il existe alors λ =
∑
ajα
∨
j ∈ Q
∨ ⊂ Y avec aj ∈ N∗
et αi(λ) < 0 ∀i, j ∈ I. Soient x ∈ k∗ et t = λ(x) ∈ T ; comme λ ∈ Q∨, t ∈ G(1). Si
α =
∑
niαi ∈ ∆, on a α(t) = xα(λ) ; mais les ni sont tous de même signe et non tous nuls,
donc α(λ) =
∑
niαi(λ) 6= 0. Ainsi α(t) 6= 1 si x est d’ordre ≥ |α(λ)| dans k∗ ou, mieux, s’il
est d’ordre infini.
Proposition 6.16. On suppose Gpma(1) topologiquement parfait et la matrice de Kac-Moody
A indécomposable. Soit K un sous-groupe fermé de Gpma normalisé par Gpma(1) , alors K ⊂
Z ′(Gpma) ou K ⊃ Gpma(1) .
Remarque. Ainsi Gpma(1) /(Z
′(Gpma)∩Gpma(1) ) est topologiquement simple. Notons que, d’après
3.19, ce quotient ne dépend que de A et k (mais pas de S).
Démonstration. Le système de Tits (Gpma, Bma+, N), les groupes Uma+ et K satisfont aux
conditions du théorème 5 de [B-Lie, IV § 2 n˚ 7] sauf peut-être (2) ou (3) (avec ′′U ′′ = Uma+,
′′H ′′ = K et ′′G′′1 = G
pma
(1) ). On peut donc suivre la démonstration de ce théorème jusqu’au
point où (2) et (3) sont utilisés. Si K 6⊂ Z ′(Gpma) on obtient donc Gpma
(1)
⊂ KUma+. Les
sous-groupes KUma+n sont ouverts donc fermés ; comme G
pma
(1) est topologiquement parfait, on
a Gpma(1) ⊂ KU
ma+
n , ∀n ≥ 1 (cf. 3.4). Soit g ∈ G
pma
(1) , écrivons g = knun avec kn ∈ K et
un ∈ U
ma+
n . La suite un tend vers 1, donc kn = gu
−1
n tend vers g et comme K est fermé
g ∈ K.
Lemme 6.17. On suppose Gpma(1) topologiquement parfait et la matrice de Kac-Moody A
indécomposable. Soient K un sous-groupe de Gpma normalisé par Gpma(1) et t ∈ T ∩ G
pma
(1)
tels que K 6⊂ Z ′(Gpma) et α(t) 6= 1 ∀α ∈ ∆. Alors t ∈ K.
Démonstration. D’après 6.16 K contient Gpma(1) . Soit kn une suite d’éléments de K convergeant
vers t. Pour s assez grand u = kst−1 ∈ Uma+. On va montrer que t est conjugué dans G
pma
(1) à
ut = ks ∈ K, donc t ∈ K.
Montrons qu’il existe des suites un, vn dans Uma+ telles que, ∀n ≥ 1,
(1) un, vn ∈ Uma+n , u1 = u,
(2) vnuntv−1n = un+1t.
Si c’est le cas, la suite des produits vn.vn−1. · · · .v2.v1 converge vers un élément v ∈ Uma+
et vutv−1 = t.
Supposons u1, · · · , ur et v1, · · · , vr−1 déjà construits. On sait que Uma+r /U
ma+
r+1 est iso-
morphe au groupe additif somme des gkα pour deg(α) = r. Notons
∑
α Xα l’élément corres-
pondant à la classe de ur. On définit vr comme un élément de Uma+r dont la classe modulo
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Uma+r+1 correspond à
∑
α
−1
1−α(t) .Xα. Soit ur+1 = vrurtv
−1
r t
−1, sa classe modulo Uma+r+1 corres-
pond à l’élément
∑
α (
−1
1−α(t) + 1 +
α(t)
1−α(t) ).Xα = 0. Donc ur+1 ∈ U
ma+
r+1 .
Lemme 6.18. Soient Gpma, K et t comme en 6.17. Si u ∈ Uma+, il existe v ∈ Uma+ tel que
vtv−1t−1 = u, en particulier u ∈ K. Donc Uma+ ⊂ K.
Démonstration. Montrons qu’il existe deux suites un, vn dans Uma+ telles que :
(1) vn ∈ Uma+n , u
−1un ∈ U
ma+
n+1 , pour n ≥ 0,
(2) vn. · · · .v1.t.v
−1
1 . · · · .v
−1
n = unt, pour n ≥ 1.
Si c’est le cas, la suite des produits vn.vn−1. · · · .v2.v1 converge vers un élément v ∈ Uma+,
un tend vers u et vtv−1 = ut.
Posons u0 = u, v0 = 1 et supposons u0, · · · , ur−1, v0, · · · , vr−1 déjà construits. La classe
de u−1ur−1 dans Uma+r /U
ma+
r+1 correspond à un élément
∑
α Xα de la somme des gkα pour
deg(α) = r. On définit vr comme un élément de Uma+r dont la classe modulo U
ma+
r+1 correspond
à
∑
α
−1
1−α(t) .Xα. Alors u
−1.vr. · · · .v1.t.v
−1
1 . · · · .v
−1
r .t
−1 = u−1.vr.ur−1.t.v
−1
r .t
−1 a la même
image dans Uma+r /U
ma+
r+1 que vr.u
−1.ur−1.t.v
−1
r .t
−1 (3.3.f) qui correspond à
∑
α (
−1
1−α(t) +
1 + α(t)1−α(t) ).Xα = 0. Donc, si on pose ur = vr. · · · .v1.t.v
−1
1 . · · · .v
−1
r .t
−1, on a bien u−1ur ∈
Uma+r+1 .
Théorème 6.19. On suppose Gpma(1) topologiquement parfait, la matrice de Kac-Moody A
indécomposable non de type affine et le corps k de caractéristique 0 ou de caractéristique p
mais non algébrique sur Fp. Alors pour tout sous-groupe K de Gpma normalisé par G
pma
(1) , soit
K est contenu dans Z ′(Gpma), soit il contient Gpma(1) . En particulier G
pma
(1) /(Z
′(Gpma)∩Gpma(1) )
est un groupe simple.
Démonstration. Si K 6⊂ Z ′(Gpma), les hypothèses des lemmes 6.17 et 6.18 sont vérifiées (grâce
au lemme 6.15). Donc Uma+ ⊂ K. Mais Gpma(1) contient les s˜α (pour α ∈ Φ) et normalise K,
donc K contient aussi les Uα pour α ∈ Φ, c’est à dire K ⊃ G
pma
(1) .
Remarques 6.20. 1) On a vu que Gpma(1) est souvent topologiquement parfait (6.14) et que
Z ′(Gpma) est assez souvent égal aux centres Z(G) et Z(Gpma) (6.9.1 et 6.8).
2) La simplicité de Gpma(1) /(Z
′(Gpma) ∩ Gpma(1) ) en caractéristique 0 est le résultat essentiel
de R. Moody dans [Mo82]. Il considère en fait un groupe d’automorphismes du complété de
l’algèbre de Kac-Moody simple associée à une matrice de Kac-Moody A (indécomposable
non de type affine). Il n’y a donc pas pour lui d’hypothèse de GK-simplicité de gk (et
Z ′(Gpma) = Z(G) = Z(Gpma) = {1} pour son choix de groupe).
3) Pour un corps fini (de cardinal ≥ 4) et une matrice A 2−sphérique indécomposable,
Carbone, Ershov et Ritter montrent la simplicité de Grr(1) [CER08, th. 1.1]. Ce groupe est
l’adhérence de l’image de G(1) dans Aut(I
v
+), c’est à dire, par compacité, l’image de l’adhé-
rence G(1) de G(1) dans G
pma. Donc Grr(1) = G(1)/(Z
′(Gpma)∩G(1)). En grande caractéristique,
6.11 montre que G(1) = G
pma
(1) ; on retrouve alors un énoncé analogue à 6.19.
Si k est fini mais assez grand, on sait aussi que G(1)/(Z(G) ∩G(1)) est simple [CaR09, th.
20]. On en déduit facilement le même résultat pour k extension algébrique d’un corps fini.
4) Si A est indécomposable de type affine non tordu, Gpma(1) /(Z
′(Gpma) ∩ Gpma(1) ) est le
groupe des points sur k((t)) d’un groupe algébrique simple déployé, il est donc simple. Le
même résultat est sans doute encore vrai si on enlève "non tordu" et "déployé".
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