A three-dimensional ͑3-D͒ image-compression algorithm based on integer wavelet transforms and zerotree coding is presented. The embedded coding of zerotrees of wavelet coefficients ͑EZW͒ algorithm is extended to three dimensions, and context-based adaptive arithmetic coding is used to improve its performance. The resultant algorithm, 3-D CB-EZW, efficiently encodes 3-D image data by the exploitation of the dependencies in all dimensions, while enabling lossy and lossless decompression from the same bit stream. Compared with the best available two-dimensional lossless compression techniques, the 3-D CB-EZW algorithm produced averages of 22%, 25%, and 20% decreases in compressed file sizes for computed tomography, magnetic resonance, and Airborne Visible Infrared Imaging Spectrometer images, respectively. The progressive performance of the algorithm is also compared with other lossy progressive-coding algorithms.
Introduction
Several of today's imaging techniques produce threedimensional ͑3-D͒ data sets. Medical imaging techniques, such as computed tomography ͑CT͒ and magnetic resonance ͑MR͒, generate multiple slices in a single examination, with each slice representing a different cross section of the body part being imaged. Multispectral-imaging techniques generate multiple images of the same scene at different wavelengths. Storage and transmission of these large data sets requires efficient data compression.
Compression techniques can be classified broadly into lossless and lossy techniques. Lossless techniques allow exact reconstruction of the original image, whereas the lossy techniques achieve higher compression ratios because they allow some acceptable degradation.
Although lossy compression is often acceptable, lossless compression is sometimes preferred. For example, medical professionals prefer lossless compression. 1 Because lossless compression does not degrade the image, it facilitates accurate diagnosis. Lossy compression techniques can lead to errors in diagnosis because in some cases they introduce unknown artifacts, although in most cases they achieve excellent visual quality. Furthermore, there exist several legal and regulatory issues that favor lossless compression in medical applications. 1 Similar issues exist for multispectral imaging as well. Although lossy compression is generally acceptable for image browsing, precise radiometric calculations may require lossless storage of multiple spectral bands. 2 Because 3-D image data can be represented as multiple two-dimensional ͑2-D͒ slices, it is possible to code these 2-D images independently on a slice-byslice basis. There exist several excellent 2-D lossless compression algorithms, such as the new lossless image-compression standard 3 JPEG-LS and the context-based adaptive lossless image codec 4 ͑CALIC͒ algorithm. However, such 2-D methods do not exploit the dependencies that exist among pixel values in all three dimensions. Because pixels are correlated in all three dimensions, a better approach is to consider the whole set of slices as a single 3-D data set. Several methods that utilize dependencies in all three dimensions have been proposed. [5] [6] [7] [8] [9] [10] [11] Some of these methods 5, 6, 8, 9 use the 3-D discrete wavelet transform in a lossy compression scheme, whereas others 7, 11 use predictive coding in lossless schemes.
In this study, we introduce a wavelet-compression algorithm that exploits the dependencies in all dimensions of 3-D data sets. The data are decomposed into subbands by use of reversible integer wavelet transforms. [12] [13] [14] [15] A generalization of the zerotree coding scheme, 16 together with context-based adaptive arithmetic coding, is used to encode the subband coefficients. The algorithm produces an embedded bit stream that allows the progressive reconstruction of images. In other words, it is possible to reconstruct a lossy version of the 3-D image data by the decoding of the initial portion of the bit stream. The quality of the image data is improved by the further decoding of the bit stream until it is perfectly reconstructed. Thus the proposed algorithm enables lossy and lossless compression of 3-D image data by use of a single compression technique.
The paper is organized as follows: Section 2 presents a brief overview of wavelet transform techniques and their applications to multidimensional data. Reversible integer wavelet transforms and their advantages in compression systems are discussed in Section 3. The proposed algorithm is presented in Section 4. In Section 5 CT, MR, and Airborne Visible Infrared Imaging Spectrometer ͑AVIRIS͒ images are used to test the compression performance of the proposed 3-D coding algorithm. The lossless performance of the algorithm and its progressive ͑lossy͒ performance are investigated and compared with other compression techniques. The performance results of different integer wavelet transforms, when employed in the proposed scheme, are also presented. Section 6 summarizes the paper.
Wavelet Transforms
The wavelet transform is a valuable tool for multiresolution analysis 17, 18 that has been widely used in image-compression applications. 16,19 -23 In the transform coding of images, the image is projected onto a set of basis functions, and the resultant transform coefficients are encoded. Efficient coding requires that the transform compact the energy into a small number of coefficients.
The wavelet transform can be implemented by use of perfect reconstruction finite impulse response filter banks. 17, 18 Figure 1 shows single stages of a twochannel analysis and synthesis filter bank. In the figure, H and G are analysis filters, and H and G are synthesis filters. In the analysis step the discretetime input signal x͓n͔ is filtered with H and G and downsampled to generate the low-pass band s͓n͔ and the high-pass band d͓n͔. The total number of samples in s͓n͔ and d͓n͔ is equal to the number of samples in x͓n͔. In the synthesis step s͓n͔ and d͓n͔ are upsampled and filtered with H and G, respectively. The sum of the filter outputs results in the reconstructed signal x͑n͒. If the filters selected are such that
the filter bank is perfectly reconstructing with an l sample delay. It is possible to further decompose s͓n͔ and d͓n͔. In a dyadic decomposition the lowest-frequency band is decomposed in a recursive fashion. We refer to the number of these recursive steps as dyadic levels. Figure 2 illustrates a three-level dyadic decomposition. Once again, the total number of wavelet coefficients is equal to the number of input samples. Thus the wavelet coefficients can be stored in an array that has the same size as the input signal, as illustrated in Fig. 2 . The higher levels of the transform are sometimes referred to as coarser levels, and the lower levels as finer levels. This is also illustrated in Fig. 2 .
The wavelet transform can be extended to multiple dimensions by use of separable filters. Each dimension is filtered and downsampled separately. Although nonseparable wavelets can also be used to filter multidimensional signals, such filters are much harder to design than are separable filters. As a result, their use has been limited in imagecompression applications. Figure 3 illustrates the implementation of two levels of a 3-D dyadic decomposition with separable filters. Similar to the onedimensional case, 3-D wavelet transform coefficients can also be stored in a data cube that has the same size as the input signal. In Fig. 3 , each subband is labeled, and the corresponding locations for storing these subbands in the output data cube are identified.
Daubechies and Sweldens 24 used a scheme called lifting for computing the discrete wavelet transform. They showed that any discrete wavelet transform can be computed with this scheme, and almost all these transforms have reduced computational complexity compared with the standard filtering algorithm. In this scheme a trivial wavelet transform, called the lazy transform, is computed first. This transform simply splits the input into two by means of gathering the even-and the odd-indexed samples in separate arrays. Let x͓n͔ be the discrete-time input signal. The lazy wavelet transform is then given by
Next, alternating dual-lifting and lifting steps are applied to obtain
where the coefficients p ͑i͒ ͓k͔ and u ͑i͒ ͓k͔ are computed by use of factorization of a polyphase matrix. Details are given by Daubechies and Sweldens. 24 Figure 4 illustrates the above process with M pairs of dual-lifting and lifting steps. This figure is equivalent to the analysis part of Fig. 1 so that the samples s ͑M͒ ͓n͔ become the low-pass coefficients s͓n͔ and the samples d ͑M͒ ͓n͔ become the high-pass coefficients d͓n͔ when scaled with a factor K:
d͓n͔ ϭ Kd ͑M͒ ͓n͔.
The inverse transform, which is equivalent to the synthesis part of Fig. 1 , is illustrated in Fig. 5 . Here the operations of the forward transform are reversed. Thus the coefficients are rescaled as
This rescaling is followed by reversal of the lifting and the dual-lifting steps and the flipping of the signs to obtain
Finally, the inverse lazy wavelet transform is performed:
Integer Wavelet Transforms
In most cases the wavelet transform produces floating-point coefficients, and, although this allows perfect reconstruction of the original image in principle, the use of finite-precision arithmetic, together with quantization, results in a lossy scheme. Recently, new wavelet transforms that take integers to integers were introduced. [12] [13] [14] [15] 25 It was shown that an integer version of every floating-point wavelet transform can be obtained by use of the lifting scheme. 15 One can create integer wavelet transforms by using the lifting scheme by rounding-off the result of each dual-lifting and lifting step before adding or subtracting. In particular, the dual-lifting and the lifting steps are replaced with
respectively. One obtains the inverse by reversing the lifting and the dual-lifting steps and flipping signs:
Note that, although integers are transformed to integers in Eqs. ͑15͒ and ͑16͒, the coefficients p ͑i͒ ͓k͔ and u ͑i͒ ͓k͔ are not necessarily integers. Thus computing the integer transform coefficients can require floating-point operations. However, if rational coefficients with power-of-two denominators can be used in the transform all floating-point operations can be avoided.
In this study, we use the following integer wavelet transforms 15 with the notation ͑N, Ñ ͒, where N and Ñ represent the number of vanishing moments of the analysis and the synthesis high-pass filters, respectively. Each of these transforms has a scaling factor of K ϭ 1.
• A ͑2, 2͒ transform:
• A ͑4, 2͒ transform: s͓n͔ ϭ x͓2n͔ ϩ
• A ͑2, 4͒ transform:
• A ͑6, 2͒ transform:
• A ͑2 ϩ 2, 2͒ transform:
We also consider three other integer wavelet transforms found in the literature:
• The S transform, 25 ͑1, 1͒:
• A ͑1 ϩ 1, 1͒ transform 14 :
• An S ϩ P transform, 13 ͑2, 4͒:
Progressive Transmission
An important property of certain coding algorithms is that they allow progressive transmission, i.e., the information in the bit stream produced by the algorithm is arranged in order of importance. More important information appears at the beginning of the bit stream, whereas less important information appears toward the end. A coarse version of the image can therefore be recovered by the decoding of the initial portion of the bit stream, and the image can be refined by the continuation of the decoding process until perfect reconstruction is achieved.
If the mean-squared error ͑MSE͒ is selected as the distortion measure information that provides a greater decrease in the MSE is considered more important. To define the MSE, let I be the original image and T be an orthonormal transform. Then the transform coefficients C are given by
LetĈ denote the approximation of C produced at a decoder. Then the reconstructed imageÎ is given bŷ
The MSE between the original and the reconstructed images is defined by
where V is the number of pixels in the image and C͑m, n͒ denotes the transform coefficient at wavelet coordinate ͑m, n͒. Equation ͑40͒ follows from the fact that orthonormal transforms preserve the l 2 norm. If the decoder initially sets all the coefficients to zero and updates them progressively, it follows from Eq. ͑40͒ that the coefficient with the largest magni-tude needs to be transmitted first because it would provide the largest reduction in the MSE. This approach could be further improved by the following observation: If the coefficients are represented in binary notation, the bits that are 1's at higher bit planes provide a greater reduction in the MSE than do the 1 bits at lower bit planes when transmitted. This observation suggests that we should transmit the 1 bits at the highest bit plane first, rather than transmitting all the bits of the coefficient with the largest magnitude. Also note that, when the decoder receives these bits, it should be able to locate the coefficients that each bit belongs to. Thus some additional information needs to be transmitted to denote the order in which these bits are transmitted.
For nonorthonormal transforms the MSE inÎ can often be computed as a weighted MSE inĈ, i.e., by the weighting of each term of the sum in Eq. ͑40͒. 26 Although the transforms used in this study are nonorthonormal, this weighting is not used here. This is a topic of on-going research.
The MSE is often not a good measure of the perceived quality of images. 27, 28 Although we adopted the MSE as our distortion measure, it is possible to include visual frequency-weighting methods to take advantage of visual perception with this scheme. We refer the reader to Refs. 27 and 28 for further discussion on how to design such visual frequency weights for wavelet-based image coders.
Zerotree Coding
In a dyadic wavelet transform every coefficient is related to a set of coefficients at the next-finer level that correspond to the same spatial location in the image. A coefficient at a coarse level is called a parent, whereas its spatially related coefficients at the next-finer level are referred to as its children. This dependency can be represented by use of a tree structure, as depicted in Fig. 6 . Note that ͑for 2-D data͒ coefficients in the low passband at the coarsest scale have only three children, whereas all the other coefficients except for the coefficients at the finest scale have four. The coefficients at the finest scale are childless. All the coefficients at finer levels that descend from a coefficient at a coarse level are called its descendants.
Shapiro 16 introduced a method for coding the wavelet coefficients of images that exploits the tree structure of wavelet coefficients. This method, called embedded coding of zerotrees of wavelet coefficients ͑EZW͒, suggests an efficient way of ordering the bits of the wavelet coefficients for transmission. EZW is based on the observation that, if a coefficient is small in magnitude with respect to a threshold, all of its descendants are likely to be small as well. To exploit this observation, one determines a threshold T by finding the wavelet coefficient with the largest magnitude and setting the threshold to the integer power of 2 less than or equal to this value. In other words, if the wavelet coefficient with the largest magnitude is R, then T ϭ 2 log 2 ͉͑R͉͒ , where x denotes the largest integer less than or equal to x. The wavelet coefficients are scanned in a hierarchical order from the coarsest subband to the finest, and every coefficient is checked to determine whether its magnitude is greater than or equal to T, i.e., whether it is significant with respect to the threshold. If a coefficient is found to be significant, it is coded as either positive significant ͑POS͒ or negative significant ͑NEG͒, depending on its sign, and is placed on the list of significant coefficients.
If the coefficient is not significant ͑magnitude less than T͒ all its descendants are examined to see whether a significant descendant exits. In the case in which the coefficient does not have any significant descendants it is coded as a zerotree root ͑ZTR͒. If it has a significant descendent it is coded as an isolated zero ͑IZ͒. The coefficients that descend from a ZTR are not significant and need not be coded. This part of the algorithm is called the dominant pass.
Next, a subordinate pass is performed over the coefficients in the significant list. For every coefficient in this list the bit at location log 2 ͑T͒ Ϫ 1 in the coefficient's binary representation, i.e., the bit in the lower bit plane, is coded. The encoder halves the threshold and performs another dominant and subordinate pass. This process is iterated until a stopping criterion is met. If a coefficient was determined to be significant at an earlier pass it will still be significant at the current pass and need not be identified as significant again. The number of entries in the significant list grows monotonically as the threshold T decreases.
The decoder uses a similar algorithm. The decoder initially sets all the coefficients to zero and moves through in the same scan direction as the encoder. The decoder inputs a symbol from the bit stream at every coefficient. If the symbol is POS the current coefficient is set to the threshold. If the symbol is NEG, its magnitude is set to the threshold, and its sign bit is set to negative. In both cases the coefficient is placed in the significant list. If the symbol for a ZTR is received none of the descendants of the current coefficient are visited during this dominant pass. If an IZ symbol is received the decoder simply moves to the next coefficient.
Next, the subordinate pass is performed. For every coefficient in the significant list, one bit is input from the bit stream, and, if this bit is 1, it is used to replace the 0 bit at location log 2 ͑T͒ Ϫ 1 in the coefficient's binary representation. A detailed explanation and a simple example of the EZW algorithm is found in Shapiro's paper. 16 Although not explicitly mentioned above, the symbols are entropy coded before transmission. Adaptive arithmetic coding is usually used for this task because it effectively exploits the nonuniformity of symbol probabilities. 29 
A. Three-Dimensional Zerotree Coding
The extension of Shapiro's method 16 to a 3-D wavelet transform is straightforward. The parent-children relations are considered in three dimensions instead of two. Figure 7 illustrates such a tree structure. Note that the root node of the tree has only seven children, whereas all other nodes except the leaves have eight. In other words, except for the root node and the leaves, a coefficient at ͑x, y, z͒ has coefficients at
as its children. To define the parent-children relation for a coefficient at the root node, let L x , L y , and L z be the dimensions of the root subband. A coefficient of the root subband at ͑x, y, z͒ then has coefficients at as its children. Of course, the leaf nodes are childless.
B. Context-Based Three-Dimensional Zerotree Coding
Several improvements to 2-D EZW have been suggested recently. 30 -33 In this study, we improve the performance of 3-D EZW by using context-based adaptive arithmetic coding, which exploits dependencies between symbols. The fundamental problem in a context-based adaptive arithmetic coder design is to select good modeling contexts. Let x be the symbol we want to encode. A simple memoryless model is not usually efficient and would require Ϫlog 2 ͓P͑x͔͒ bits to encode this symbol. A better choice is to use a high-order model. We create a modeling context, C ϭ ͕x 1 , x 2 , . . . , x K ͖, where x i are symbols for other coefficients that depend on the current symbol. Then Ϫlog 2 ͓P͑x͉C͔͒ bits are needed to encode x. Note that, if each x i has B bits of resolution, there are 2 BK different contexts. In theory, the higher the order of the modeling context, the lower the conditional entropy. 34 However, in practice, increasing the order of the modeling context does not always improve the coding performance. The arithmetic coder requires an estimate of the statistical model of the source, P͑x͉C͒, which has to be estimated on the fly through past observations. Because the amount of data necessary to estimate P͑ x͉C͒ reliably increases with increasing model order, higher-order modeling contexts can result in many symbols being coded by use of inaccurate probability estimates. This problem is known as context dilution. 35 Context dilution is especially important in cases in which the source is not stationary. Then rapid adaptation of the modeling-context histograms is essential. Furthermore, the memory required to store this model at both the encoder and the decoder grows exponentially with respect to the order. Computational requirements also increase with increasing model order because higher-order models require more computations to compute the index to the probability table corresponding to the current context.
The complexity of context-based EZW ͑CB-EZW͒ is comparable with that of EZW. The only additional complexity in CB-EZW is due to the computation of the index to the probability table that corresponds to the current context. The memory requirements of CB-EZW are slightly higher as well. In EZW a single probability table is sufficient for adaptive arithmetic coding of the EZW symbols. However, CB-EZW requires one probability table per context. Thus 128 probability tables need to be kept in memory for a model with 128 contexts. Each probability model requires storage of the frequency count of each symbol. If we assume that 2 bytes are used to store each frequency count, the CB-EZW algorithm would require 2 bytes ϫ 4 symbols ϫ 128 contexts ϭ 1024 bytes to store the probability tables, whereas the EZW would require only 2 bytes ϫ 4 symbols ϭ 8 bytes.
For context-based adaptive arithmetic coding of EZW symbols the context models can be designed to take advantage of the spatial and the hierarchical dependencies as well as dependencies across subbands at the same level of the transform. The wavelet coefficients around the current coefficient can be used to exploit the spatial dependencies, and the parent coefficient can be used to exploit the hierarchial dependencies. Similarly, the dependencies across subbands at the same level can be exploited by use of the coefficients at the same spatial location in the image. Any combination of these coefficients can be used to create the current context. However, it is important to preserve causality in context models. Because the probability models that are used to drive the arithmetic coder are selected on the basis of the context of each symbol, the decoder needs to be able to reproduce the context at every symbol. If the context selected for a symbol differs between the encoder and the decoder the decoder will select a different probability table to drive the arithmetic decoder. For example, if information from a pixel that is noncausal with respect to the scan direction is used to form a context at the encoder, the decoder will not be able to duplicate this context because this noncausal information is not yet available at the decoder. This will result in a loss of synchronization, and the remainder of the bit stream will be lost. Thus each context should be formed by use of only the information that is already available at the decoder.
In this study three symbols around the symbol to be encoded as well as the parent symbol are used to create the context model. This process is illustrated in Fig. 8 . X 1 , X 2 , and X 3 , the symbols around the current symbol X, are allowed to be one of POS, NEG, IZ, or ZTR, whereas the parent X 0 is identified only as significant or insignificant. This scheme results in 2 ϫ 4 3 ϭ 128 contexts. Note that the symbols X 0 , X 1 , X 2 , and X 3 are selected so that they are available at the decoder when the symbol X is being decoded.
Results
We performed coding experiments on several 8-bit CT and MR image volumes that were obtained from the Mallinckrodt Institute of Radiology, Image Processing Laboratory. 36 Tables 1 and 2 describe the CT and the MR data sets, respectively. Additional cod- ing experiments were performed with 16-bit AVIRIS data that were obtained from the NASA Jet Propulsion Laboratory. 37 AVIRIS delivers calibrated images of the upwelling spectral radiance in 224 contiguous spectral channels with wavelengths from 400 to 2500 nm. Each AVIRIS scene has a 614 ϫ 512 pixel resolution that corresponds to an area of approximately 11 km ϫ 10 km on the ground. The scenes that we used were from the 1997 Moffet Field run. For our experiments, we cropped each scene to 512 ϫ 512 ϫ 224 pixels.
The following notation is used in the compression experiments. 
A. Performance by Use of Different Integer Wavelet Transformations
The performance of the 3-D CB-EZW algorithm with different integer wavelet transforms is summarized in Tables 3-5. The results listed in Tables 3 and 4 were obtained by use of two-level dyadic decompositions on 16-slice coding units for the MR and the CT data, respectively. Similarly, Table 5 presents results for the AVIRIS data with all 224 slices as a single coding unit and five-level dyadic decompositions. There was no single transform that performed best for all data sets. All transforms performed similarly except for the S transform, which performed considerably worse. These results are consistent with previous 2-D results. 15 Table 6 presents the lossless performance of the 3-D CB-EZW algorithm with the ͑2 ϩ 2, 2͒ integer wavelet transform with different coding units and decompositions on the data set denoted CT skull. The number of transform levels for a given coding-unit size has little effect on compression performance, whereas increasing the coding-unit size improves the performance somewhat. Increasing the coding-unit size increases the memory requirements of the algorithm. If we assume that 4 bytes are needed to store the integer wavelet coefficients, a 16-slice 256 ϫ 256 The data are given in bits per pixel, averaged over the entire image volume. Boldface entries indicate the best transform for each data set.
B. Performance by Use of Different Coding Units and Decompositions
pixel coding unit requires approximately 4 Mbytes of memory, whereas a 128-slice coding unit requires 32 Mbytes.
C. Comparison with Other Lossless Compression Algorithms
Tables 7-9 illustrate the lossless performance of the algorithm presented here together with that of two other algorithms found in the literature. Both JPEG-LS 3 and CALIC 4 are state-of-the-art 2-D lossless compression algorithms and are included in the tables for reference. We obtained the results for these algorithms by encoding each slice independently and averaging the bit rate over the entire image volume. Thus JPEG-LS and CALIC make no attempt to exploit dependencies in the third dimension.
The EZW and the CB-EZW are the 3-D techniques presented in this paper. The 3-D EZW algorithm does not have context modeling, and the adaptive arithmetic coder is reset at every subband. The 3-D CB-EZW algorithm uses context modeling as described in Section 5.
The results listed in Tables 7 and 8 were obtained by use of a three-level dyadic implementation of the ͑2 ϩ 2, 2͒ integer wavelet transform on the entire image volume. The results listed in Table 9 were obtained by use of a five-level dyadic implementation of the ͑2, 2͒ integer wavelet transform on the entire image data set. The same transform was used in all three directions. Also note that all the results given in this paper are computed from actual file sizes, not entropies. The results show that the exploitation of dependencies in the third dimension significantly improves performance. The compressed files for the 3-D CB-EZW are, on average, 22%, 25%, and 20% smaller for the CT, the MR, and the AVIRIS data sets, respectively, compared with the smallest file from the two 2-D techniques. It can also be seen that the utilization of contexts provides additional gain in coding performance. The files for the 3-D CB-EZW are, on average, 10%, 7%, and 10% smaller than the files for the 3-D EZW for the CT, the MR, and the AVIRIS data sets, respectively.
D. Progressive Performance
As discussed in Section 5, CB-EZW coding produces an embedded bit stream that enables progressive decoding. In this subsection the progressive performance of this algorithm is presented. No attempt was made to optimize the technique for progressive transmission. This is a topic for future research. 
where MSE is the mean-squared error between the original and the reconstructed images. These results show that the proposed algorithm offers excellent lossy performance even at low bit rates. Using a 128-slice coding unit provides averages of 0.55-and 0.23-dB improvement over the 16-slice coding units at 0.1 and 0.5 bit͞pixel, respectively. The average PSNR for the 3-D CB-EZW with a 128-slice coding unit is roughly 5 dB and 3 dB better than that of the 2-D SPIHT at 0.1 and 0.5 The data are given in bits per pixel, averaged over the entire image volume. Boldface entries indicate the best transform for each data set. The data are given in bits per pixel, average over the entire image volume. The entries in boldface indicate the best transform for each data set. bit͞pixel, respectively. Note that the progressive performance of the 3-D CB-EZW declines sharply at the boundaries of the coding units. Similar observations were also made by Chen and Pearlman. 38 Improving the progressive performance at these coding-unit edges remains a topic of future research. Figure 11 shows slice number 79 of the CT skull data set. Note that this slice is at the edge of one of the coding units where the performance of the 3-D CB-EZW is poorest. Figures 12 and 13 show the reconstructed images of slice 79 at 0.1 bit͞pixel by use of 3-D CB-EZW with 16-and 128-slice coding units, respectively, and Fig. 14 Figure 18 shows slice number 83 of the CT skull data set. This slice is not at a coding-unit boundary, and therefore 3-D CB-EZW performs well. Figures  19 -21 show the reconstructed images of slice 83 at 0.1 bit͞pixel by use of 3-D CB-EZW with 16-slice coding units, 3-D CB-EZW with a 128-slice coding unit, and 2-D SPIHT, respectively. Figures 22-24 show the reconstructed images at 0.5 bit͞pixel.
Summary
In this paper a 3-D lossless image-compression scheme, 3-D CB-EZW, has been introduced. First, a separable integer wavelet transform for each dimension of the 3-D image is used. Then the integer wavelet transform coefficients are encoded by use of 3-D EZW. The performance of the 3-D EZW coding scheme is improved by use of an adaptive arithmetic The experiments showed that 3-D compression methods provide significantly higher compression compared with 2-D methods. The 3-D CB-EZW algorithm yields averages of 22%, 25%, and 20% decreases in file size for representative CT, MR, and AVIRIS images compared with the best available 2-D lossless compression techniques. The experiments also indicated that dependencies exist among zerotree symbols. The files for 3-D CB-EZW are, on average, 10%, 7%, and 10% smaller than the files for 3-D EZW for the CT, the MR, and the AVIRIS data sets.
Larger coding units improved performance, but they required more memory at both the encoder and the decoder. No single wavelet transform performed best for all data sets.
Improving the progressive performance of integer transforms as well as the progressive performance of the 3-D CB-EZW algorithm on the boundaries of the coding units is a topic of future research. Further improvements can be achieved by the refinement of the context models used in this study. Lowering the memory requirements of the encoder, the decoder, or both would also be beneficial because such improvements would enable the use of larger coding units. 
