With the help of the transference principle, we prove that for any c 1 , c 2 , c 3 ∈ (1, 73/64), every sufficiently large odd n can be represented as the sum of three primes p 1 , p 2 and p 3 , where for each 1 ≤ i ≤ 3, p i is of the form ⌊n ci ⌋.
Introduction
The weak Goldbach conjecture asserts that every odd integer greater than 5 can be represented as the sum of three primes. The well-known Vinogradov three primes theorem says that the weak Goldbach conjecture is true for every sufficiently large odd integer. In 2013, Helfgott [8] completely confirmed Goldbach's weak conjecture.
Nowadays, Vinogradov's three primes theorem has been extended to some primes of special forms. For example, in 1992, Balog and Friedlander [1] generalized Vinogradov's three primes theorem to the Piatetski-Shapiro primes. For each nonintegral c > 1, the primes lying in N c are called Piatetski-Shapiro prime corresponding to c, where N c = {⌊n c ⌋ : n ∈ N} and ⌊x⌋ = max{a ≤ x : a ∈ Z}. In 1953, Piatetski-Shapiro [20] proved that for any 1 < c < 11/10, there exist infinitely many primes p of the form ⌊n c ⌋. Subsequently, the upper bound for c was improved several times [9, 10, 13, 21] . The current best result is c ∈ (1, 243/205) due to Rivat and Wu [22] .
In [1] , Balog and Friedlander considered the problem to represent large odd integers as the sums of three Piatetski-Shapiro primes. They proved that if c 1 , c 2 , c 3 > 1 satisfy 9c
of Balog and Friedlander was improved and extended in [3, 11, 12, 14, 18, 19, 26] . The best known result on this problem is due to Kumchev, whose showed that every sufficiently large odd integer can be represented as p 1 + p 2 + p 3 with the prime p i ∈ N c i , provided that
As a corollary, the sum of three primes lying in N c can represent each sufficiently large odd integer, where 1 < c < 53/50. On the other hand, in the recent years, the transference principle, which origins from Green's proof of Roth's type theorem for primes [5] , has been applied to the ternary Goldbach problems for several special types of primes. For example, in [16] , Matomäki, Maynard and Shao proved that for any ǫ > 0, every sufficiently large odd integer N can be represented as N = p 1 + p 2 + p 3 such that p 1 , p 2 , p 3 are primes and
For more applications of the transference principle in Goldbach's problem, the readers may refer to [6, 15, 16, 17, 23, 24, 25] .
In this paper, we shall apply Green's transference principle to the ternary Goldbach problem for the Piatetski-Shapiro primes. Let P denote the set of all primes. Suppose that that for any A > 0, we have
uniformly for each θ ∈ [0, 1), where O A means that the implied constant only depends on A. Then we say that the constant c satisfies the weak Balog-Friedlander condition. In [1] , Balog and Friedlander proved that each c ∈ (1, 9/8) satisfies the weak Balog-Friedlander condition. In fact, they obtained a stronger result:
for any c ∈ (1, 9/8) and θ ∈ [0, 1), where δ > 0 is a constant only depending on c. This is also the reason why (1.1) is called the weak Balog-Friedlander condition.
Theorem 1.1. Suppose that c 1 , c 2 , c 3 ∈ (1, 6/5) satisfy the weak Balog-Friedlander condition. Then every sufficiently large odd n can be represented as
where p 1 , p 2 , p 3 are primes and p i ∈ N c i for each 1 ≤ i ≤ 3.
In fact, Kumchev [12] improved the result of Balog and Friedlander, and showed that (1.2) is valid for every 1 < c < 73/64. Hence Corollary 1.1. For any c 1 , c 2 , c 3 ∈ (1, 73/64), every sufficiently large odd n can be represented as
where p 1 , p 2 , p 3 are primes and p i ∈ N c i for each 1 ≤ i ≤ 3. 
The transference principle
(iii) For some K ≥ 1 and 2 < q < 1,
Then for each n ∈ [N/2, N], we have
where C ǫ > 0 is a constant only depending on ǫ.
Let us explain how to apply Lemma 2.1 to deduce Theorem 1.1. Assume that X is sufficiently large and n ∈ (X/2, X] is odd. Let w = log log log log X and
In [5] , Green proved that
Suppose that c > 1 satisfies the weak Balog-Friedlander condition. Define
otherwise.
Note that for any θ ∈ [0, 1),
Similarly, we have
for any A > 0. It follows from (2.2) and (2.3) that
5)
by (2.1). Furthermore, suppose that P ⊆ [N] is an arithmetic progression with |P | ≥ N/w. Write P = {r, r + q, r + 2q, . . . , r + (L − 1)q}. Then similarly as (2.2) and
Since q ≤ w, each prime factor of q also divides W . By the prime number theorem,
(2.6)
Suppose that c 1 , c 2 , c 3 > 1 satisfy the weak Balog-Friedlander condition. Suppose that m ∈ [X/2, X] is odd. Then we may
then there exist
Arbitrarily choose a small constant ǫ > 0 and let η > 0 be another small constant to be choose later. According to (2.6), for each 1 ≤ i ≤ 3, f = f i satisfies (i) of Lemma 2.1. And in view of (2.5), ν = ν
where C ǫ,K,q > 0 is a constant only depending on ǫ, K, q. Since ǫ is fixed, we may choose a sufficient small η > 0 such that
Then we get (2.7). Hence, our remainder task is to show that for each 1 ≤ i ≤ 3,
The L q -estimation
In this section, following the way of Bourgain in [2] , we shall show that 
For any δ ∈ (0, 1), let
Lemma 3.1. For any ǫ 0 > 0, 
where the last step follows from the assumption u > v 0 + ǫ 0 .
However, the proof of Lemma 3.1 requires another auxiliary lemma. Define
5)
Proof of Lemma 3.1 by assuming that Lemma 3.2 holds. Assume that
Hence
Below we always assume that
And we shall factly show that
Suppose that θ 1 , . . . , θ R ∈ R δ are N −1 -spaced, i.e., for any θ ∈ R δ , there exists 1 ≤ r ≤ R such that
We shall show that
where γ := 1 + ǫ 0 3 .
Since θ r ∈ R δ , we have |f (θ r )| ≥ δN.
It follows that
Since |f | ≤ ν, for each n, we may write f (n) = a n ν(n)
with |a n | ≤ 1. Further, for 1 ≤ r ≤ R, write
where |b r | = 1. Then
Thus (3.9) is derived by using the Hölder inequality. Choose a large constant B > 0. For q ≥ 1 and 0 ≤ a < q with (a, q) = 1, let
Define the major arc
M a,q , and the minor arc m := [0, 1) \ M. According Green's discussions in [5] , we know that for each θ ∈ m,
provided that B is sufficiently large. Green also proved that if θ ∈ M a,q for some q ≤ (log N) B , then
for any ǫ > 0, where C > 0 is a constant. Write θ r,r ′ = θ r − θ r ′ . Recall that by (2.4) ,
for any A > 0. If θ r,r ′ ∈ m, then by (3.10),
by recalling that δ ≥ (log N)
Assume that θ r,r ′ ∈ M a,q where q ≤ (log N) B and (a, q) = 1. By (3.11), we havê
for any ǫ > 0 and A > 0. Set Q := δ * + δ −5 where δ * > 0 is a large constant to be chosen soon. If q > Q, then in view of (3.12), we also haveν
(3.13)
Note that the constants implied in (3.9) and (3.13) are both independent on δ * . We may choose a sufficiently large constant δ * such that
When q ≤ Q, since θ r,r ′ − aq −1 ≤ N −1 (log N) B now, we havê
for any ǫ > 0. Thus by (3.14) , we obtain that
for any ǫ > 0. Let
Evidently, (3.15) is equivalent to
Let σ be a function over [0, 1) such that (1) σ(θ) ∈ [0, C] for each θ ∈ [0, 1);
(2) suppσ ⊆ [−N, N];
(3) σ L 1 ≪ R/N; So, by (3.16) ,
On the other hand, we havê
Since σ is bounded and σ L 1 ≪ R/N, we have 
Finally, choosing a sufficiently large A and combining (3.18) with (3.17), we obtain that
is concluded by (3.8).
The proof of Lemma 3.2
The following lemma is the well-known van der Corput inequality. 
Let 
we only need to prove that For u ∈ [0, 1), since 
. Let γ = 1 + ǫ 0 /3. Since |f | ≤ τ , similarly as (3.9), we also have δ 2γ N γ R 2 ≪ 1≤r,r ′ ≤R |τ (θ r − θ r ′ )| γ . (4.5)
It follows that
Note that for any θ ∈ [0, 1) 
In view of (3.15) and using the similar discussions, we also can obtain that
