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1 Introduction
In this paper, only connected graphs without loops and multiple edges are considered.
A graph G is bipartite if its vertex set can be partitioned into two subsets X and Y ,
such that every edge has one end in X and one end in Y . The partition (X, Y ) is called
the bipartition of graph G. X and Y are its parts. The graph G is balanced bipartite
when |X| = |Y |. Let G = G(X, Y, E) be a balanced bipartite graph with the bipartition
(X, Y ) and edge set E(G). The quasi–complement of G, denoted by Ĝ, is a graph with
vertex set V (Ĝ) = V (G) and edge set E(Ĝ) = {xy|x ∈ X, y ∈ Y, xy /∈ E(G)}. Let e(G)
and δ(G) be the number of edges and minimum degree of graph G, respectively. The
set of neighbours of a vertex u in G is denoted by NG(u) and let dG(u) = |NG(u)|. For
S ⊆ V (G), the induced subgraph G[S] is the graph whose vertex set is S and edge set
is {uv ∈ E(G) | u, v ∈ S}. The disjoint union G1 + G2 of two graphs G1 and G2, is
the graph with the vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2). Km,n is the
complete bipartite graph with parts of sizes m and n.
A path or cycle of G is called a Hamilton path or Hamilton cycle if it passes through
all the vertices of G. A graph G is called traceable or Hamilton if G has a Hamilton path
or Hamilton cycle. A graph is Hamilton–connected if any two vertices are connected by
a Hamilton path. Let P be a path of G with a given direction. For two vertices x and
y on P , we use x
−→
P y (x
←−
P y) to denote the segment from x to y of P along (against) the
direction.
Note that any bipartite graph G = G(X, Y, E) is not Hamilton–connected. If
∣∣|X| −
|Y |
∣∣ ≥ 2, then there is no a Hamilton path for any two vertices. If ∣∣|X| − |Y |∣∣ = 1, then
we can only consider whether there is a Hamilton path between any two different vertices
of the part with size max{|X|, |Y |}. If |X| = |Y |, then we can only consider whether
there is a Hamilton path for any two different vertices in different parts.
Definition 1. A balanced bipartite graph is weakly Hamilton–connected if any two differ-
ent vertices in different parts can be connected by a Hamilton path.
Let Qtn (2 ≤ t ≤
n+1
2
) be the graph obtained from Kn,n by deleting all edges of one
subgraph Kt−1,n−t. It is obvious that Q
t
n is weakly Hamilton–connected.
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Let A(G) and D(G) be the adjacency matrix and degree matrix of G, respectively.
The largest eigenvalue of A(G) is called the spectral radius of G, denoted by ρ(G). Let
Q(G) = A(G) +D(G) be the signless Lapalacian matrix of G. The largest eigenvalue of
Q(G) is called the signless Lapalacian spectral radius of G, denoted by q(G).
The problem that a graph is Hamilton or not has attracted many interests (see [3],
[8], [14] and the references therein). In Sections 2-4, we present some degrees, number of
edges, and spectral radius conditions for a simple balanced bipartite graph to be weakly
Hamilton–connected, respectively.
2 Degrees and weakly Hamilton–connected bipartite
graphs
We first state a known consequence as our tool which has been used to prove a simple
graph to be Hamilton–connected.
Lemma 2.1. (Berge [6]) Let H be a class of simple graphs of order n satisfying the
following conditions:
(1) If G ∈ H , each edge of G is contained in some Hamilton cycle.
(2) If G ∈ H , the graph G′ obtained from G by adding any new edge also belongs to H .
Then G is Hamilton–connected.
Note that simple balanced bipartite graphs are also simple graphs. By Lemma 2.1,
the following corollary holds.
Corollary 2.1. Let B be a class of simple balanced bipartite graphs of order 2n satisfying
the following conditions:
(1) If G ∈ B, each edge of G is contained in some Hamilton cycle.
(2) If G ∈ B, the graph G′ obtained from G by adding any new edge also belongs to B.
Then G is weakly Hamilton–connected.
Next, by Corollary 2.1, we obtain Theorem 2.1 and Lemma 2.2.
Theorem 2.1. A bipartite graph G = G(X, Y, E) with X = {x1, x2, . . . , xn} and Y =
{y1, y2, . . . , yn} is weakly Hamilton–connected if G satisfies the following property: for any
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nonempty subset Γ = {xi|d(xi) ≤ k} where |Γ| = k − 1 and k ≤
n+1
2
, every vertex yi with
d(yi) ≤ n− k + 1 is adjacent to at least one vertex in Γ. And the same result holds while
xi and yi are interchanged.
Proof. By contradiction. Suppose that G is not weakly Hamilton–connected, then G is
contained in a maximal non–weakly Hamilton–connected bipartite graph G∗ ( It means
the addition of any new edge to G∗ makes a weakly Hamilton–connected bipartite graph).
By Corollary 2.1, there is an edge e in G∗, which is not contained in any Hamilton
cycle of G∗. Since G∗ is not weakly Hamilton–connected, it is not a complete bipartite
graph. Choose two nonadjacent vertices x ∈ X, y ∈ Y in G∗ with dG∗(x) + dG∗(y) as
large as possible. Since G∗+ xy is weakly Hamilton–connected, there is a Hamilton cycle
containing the edges e and xy. Then there exists a Hamilton path P in G∗ containing e
with the form xy1x2y2 · · ·xny (x = x1, y = yn).
Let I = {i|1 ≤ i ≤ n− 1, xyi ∈ E(G
∗) and xiyi 6= e}, then
|I| ≥ dG∗(x)− 1. (1)
For arbitrary i ∈ I, it must have xiy /∈ E(G
∗). Otherwise, there exists a Hamilton
cycle yix
−→
P xiy
←−
P yi containing e. Thus
n− dG∗(y) ≥ |I|. (2)
By (1) and (2),
dG∗(x) + dG∗(y) ≤ n+ 1. (3)
If dG∗(x) ≤ dG∗(y), then dG∗(x) ≤
n+1
2
. If dG∗(x) ≥ dG∗(y), then dG∗(y) ≤
n+1
2
.
Without loss of generality, assume that dG∗(x) ≤ dG∗(y). Let k = dG∗(x). By (3),
dG∗(y) ≤ n− k + 1.
Since for arbitrary i ∈ I, xiy /∈ G
∗, and |I| ≥ dG∗(x) − 1 = k − 1, there are at least
k− 1 such vertices xi not adjacent to y. By the choice of x with dG∗(x) + dG∗(y) as large
as possible, we get dG∗(xi) ≤ dG∗(x) = k. Thus there are at least k − 1 vertices with
degree no more than k in X not adjacent to y, a contradiction.
Hence, G is weakly Hamilton–connected.
By the proof of Theorem 2.1, the following two corollaries hold:
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Corollary 2.2. A bipartite graph G = G(X, Y, E) with |X| = |Y | = n is weakly Hamilton–
connected if d(x) + d(y) ≥ n + 2 for any two nonadjacent vertices x ∈ X and y ∈ Y .
Corollary 2.3. Let G = G(X, Y, E) be a bipartite graph of order 2n. The graph G satisfies
that the number of vertices x in X such that d(x) ≤ k is less then k−1, where 1 ≤ k ≤ n+1
2
,
and similar conditions holds for replacing x by y, then G is weakly Hamilton–connected.
Similar to the proof of Theorem 2.1, we have the following lemma.
Lemma 2.2. Let G = G(X, Y, E) be a bipartite graph with X = {x1, . . . , xn}, Y =
{y1, . . . , yn}, and |X| = |Y | = n. If d(x) + d(y) ≥ n+ 2 for any two nonadjacent vertices
x ∈ X and y ∈ Y , then G is weakly Hamilton–connected if and only if G + xy is weakly
Hamilton-connected.
Proof. Sufficiency is obvious.
Necessity is completed by contradiction. Suppose that G is not weakly Hamilton–
connected. Adding some suitable edges toG, we can get a maximal non–weakly Hamilton–
connected bipartite graph G∗. By Corollary 2.1, there is an edge e of G∗ not contained
in any Hamilton cycle. Since G + xy is weakly Hamilton–connected, G∗ + xy is weakly
Hamilton–connected. For G∗, there is a Hamilton path P in G∗ containing e with the
form xy1x2y2 · · ·xny(x = x1, y = yn).
Let I = {i|xyi ∈ E(G
∗) and xiyi 6= e}, then
|I| ≥ dG∗(x)− 1. (4)
For arbitrary i ∈ I, xiy /∈ G
∗ holds. Otherwise, there exists a Hamilton cycle yix
−→
P xiy
←−
P yi
containing e. Thus
n− dG∗(y) ≥ |I|. (5)
By (4) and (5),
dG∗(x) + dG∗(y) ≤ n+ 1, (6)
which leads to a contradiction.
Hence, G is weakly Hamilton–connected.
5
Definition 2. The Bn+2–closure of a balanced bipartite graph G of order 2n, denoted
by clBn+2(G), is obtained from G by recursively joining pairs of nonadjacent vertices in
different parts, whose degree sum is at least n + 2 until no such pair remains.
By Lemma 2.2, each time an edge such that vertices in different parts and degree sum
at least n + 2 is added to G in the formation of clBn+2(G). Then we have the following
result.
Theorem 2.2. A balanced bipartite graph G = G(X, Y, E) of order 2n is weakly Hamilton–
connected if and only if clBn+2(G) is weakly Hamilton-connected.
Because a complete bipartite graph is weakly Hamilton–connected and by Theorem
2.2, we get the following corollary.
Corollary 2.4. Let G = G(X, Y, E) be a balanced bipartite graph with |X| = |Y | = n. If
the Bn+2–closure of G is a complete bipartite graph, then G is weakly Hamilton–connected.
Next, we give another sufficient degree condition to prove a balanced bipartite graph
is weakly Hamilton–connected. And Theorem 2.3 is used to prove Theorem 3.1 in Section
3.
Theorem 2.3. Let G = G(X, Y, E) be a balanced bipartite graph of order 2n and degree
sequence (d1, d2, . . . , d2n). Suppose that there is no integer 2 ≤ k ≤
n+1
2
such that dk−1 ≤ k
and dn−1 ≤ n− k + 1, then G is weakly Hamilton–connected.
Proof. Let G′ be the Bn+2–closure of G, i.e., G
′ = clBn+2(G).
Claim: G′ is a complete bipartite graph.
By contradiction. If G′ is not complete, then we choose two nonadjacent vertices
x ∈ X, y ∈ Y with dG′(x) + dG′(y) as large as possible. By the definition of G
′, dG′(x) +
dG′(y) ≤ n+ 1.
There are two cases:
Case 1: dG′(x) ≤ dG′(y), let k = dG′(x).
Denote
X1 = {xi|xiy /∈ E(G
′)}, Y1 = {yi|xyi /∈ E(G
′)},
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then
|X1| = n− dG′(y), |Y1| = n− dG′(x).
Thus
|Y1| = n− k, |X1| ≥ n− (n+ 1− dG′(x)) = k − 1.
That is, there are n− k vertices in Y not adjacent to x and at least k − 1 vertices in X
not adjacent to y. By the choice of x, for any xi ∈ X1, dG′(xi) ≤ dG′(x). It implies that
there are at least k − 1 vertices with degree no more than k in G′.
Since dG′(x) + dG′(y) ≤ n+ 1 and k = dG′(x), dG′(y) ≤ n− k + 1. By the choice of y,
for any yi ∈ Y1, dG′(yi) ≤ dG′(y). It implies there are exactly n − k vertices with degree
less than or equal to n−k+1 in Y1. Since dG′(x) ≤ dG′(y), there are at least n−1 vertices
with degree less than or equal to n− k + 1 in G′.
Note that G is a spanning subgraph of G′. For any one vertex v ∈ V (G) = V (G′),
dG(v) ≤ dG′(v) holds. Thus
dk−1 ≤ k and dn−1 ≤ n− k + 1,
a contradiction.
Case 2: dG′(x) ≥ dG′(y), let k = dG′(y).
Similarly, we have dk−1 ≤ k and dn−1 ≤ n− k + 1, a contradiction.
Thus G′ is a complete bipartite graph.
By Corollary 2.4, G is weakly Hamilton–connected.
The proof is finished.
3 Number of edges and weakly Hamilton–connected
bipartite graphs
In this section, we obtain the weakly Hamilton-connected property of bipartite graphs
by the number of edges, namely, Theorems 3.1 and 3.2.
Theorem 3.1. Let G = G(X, Y, E) be a bipartite graph with X = {x1, x2, . . . , xn} and
Y = {y1, y2, . . . , yn}. The degree sequence of G is (d1, . . . , d2n) with d2n ≥ · · · ≥ d1 ≥ k
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where 2 ≤ k ≤ n+1
2
. If
e(G) > max
{
n(n− t + 1) + t(t+ 1)
∣∣∣∣k ≤ t ≤ n+ 12
}
, (7)
then G is weakly Hamilton–connected.
Proof. By contradiction. Suppose that G is not weakly Hamilton–connected. By Theo-
rem 2.3, there is an integer t, k ≤ t ≤ n+1
2
such that dt−1 ≤ t. Then there are at least t−1
vertices v1, . . . , vt−1 with degree not exceeding t. For any 1 ≤ i ≤ t − 1, the number of
edges of G which are not adjacent to vi is at most n(n− t+1). And the number of edges
of G incident to these t−1 vertices is at most t(t−1). Thus e(G) ≤ n(n− t+1)+ t(t+1)
where k ≤ t ≤ n+1
2
, a contradiction.
Hence G is weakly Hamilton–connected.
Remark 1. Bound (7) is not the best. Let G = Qtn, then e(G) = n(n− t + 1) + t(t− 1)
and G is weakly Hamilton–connected.
Next, we present one lemma which is a main tool to prove Theorem 3.2.
Lemma 3.1. Let G = (X, Y, E) be a balanced bipartite graph of order 2n and G =
clBn+2(G). If n ≥ 2k and e(G) > n(n−k)+k(k+1) for k ≥ 1, then G contains a complete
bipartite graph of order 2n− k + 1. Furthermore, if δ(G) ≥ k, then Kn,n−k+1 ⊆ G.
Proof. Let X1 = {x | x ∈ X and d(x) ≥
n+2
2
} and Y1 = {y | y ∈ Y and d(y) ≥
n+2
2
}.
For any x ∈ X1 and y ∈ Y1, then d(x) + d(y) ≥ n + 2. Note that G = clBn+2(G), then
xy ∈ E(G). For any x ∈ X1 and y ∈ Y1, since d(x) ≥
n+2
2
≥ k+1 and d(y) ≥ n+2
2
≥ k+1
hold, Kk+1,k+1 ⊆ G.
Let t be the maximal integer such that Kt,t ⊆ G, then t ≥ k + 1.
Claim 1: t ≥ n− k + 1.
By contradiction. If k + 1 ≤ t ≤ n − k, then let X2 ⊆ X and Y2 ⊆ Y such that
G(X2, Y2, E2) = Kt,t. There are two cases:
(1) For any x ∈ X\X2, if there exists y ∈ Y2 such that xy /∈ E(G), by the definition of
clBn+2(G), then d(x) + d(y) ≤ n + 1. Note that d(y) ≥ t, then we have d(x) ≤ n− t+ 1.
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e(G) = e(X2, Y2) + e(X2, Y \Y2) + e(X\X2, Y )
≤ t2 + t(n− t) + (n− t)(n− t+ 1)
= n2 + n+ t2 − (n+ 1)t
≤ n2 + n + (n− k)2 − (n+ 1)(n− k)
= n2 − nk + k(k + 1)
< e(G),
a contradiction.
(2) If there exists x ∈ X\X2 such that for any y ∈ Y2, xy ∈ E(G), then d(w) ≤ n− t+ 1
for any w ∈ Y \Y2. Otherwise, if there is a vertex w ∈ Y \Y2 with d(w) ≥ n− t + 2, then
w is adjacent to every vertex in X2, which violates the choice of t. Then
e(G) = e(Y2, X2) + e(Y2, X\X2) + e(Y \Y2, X)
≤ t2 + t(n− t) + (n− t)(n− t+ 1)
< e(G),
a contradiction.
Thus t ≥ n− k + 1.
Now, let s be the largest integer such that Ks,t ⊆ G. Thus s ≥ t.
Claim 2: s+ t ≥ 2n− k + 1.
By contradiction. Suppose that s + t ≤ 2n − k. Since s ≥ t, we have t ≤ n − k
2
and
t ≤ s ≤ 2n − k − t. By Claim 1, n − k + 1 ≤ t ≤ n − k
2
. Without loss of generality, let
X3 ⊆ X and Y3 ⊆ Y such that G(X3, Y3, E3) = Ks,t. Then for any x ∈ X\X3, and any
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y ∈ Y \Y3, d(x) ≤ n− s + 1 and d(y) ≤ n− t+ 1 hold, respectively. Thus
e(G) = e(X3, Y3) + e(X\X3, Y ) + e(X, Y \Y3)
≤ st+ (n− s)(n− s+ 1) + (n− t)(n− t+ 1)
= s2 − (2n+ 1− t)s+ n2 + n+ (n− t)(n− t + 1)
≤ (2n− k − t)2 − (2n+ 1− t)(2n− k − t) + n2 + n + (n− t + 1)(n− t)
= t2 + (k − 2n)t+ 2n(n+ 1)− (2n− k)(k + 1)
≤ (n− k + 1)2 + (k − 2n)(n− k + 1) + 2n(n+ 1)− (2n− k)(k + 1)
= n2 − nk + k2 + 1
< n(n− k) + k(k + 1)
< e(G),
a contradiction.
Thus s + t ≥ 2n− k + 1.
Claim 3: Kn,n−k+1 ⊆ G.
By contradiction. Assume that Kn,n−k+1 * G, then s ≤ n − 1. By Claim 2, s + t ≥
2n − k + 1 holds. Then t ≥ 2n − k + 1 − s ≥ 2n − k + 1 − (n − 1) = n − k + 2. Thus
n− k + 2 ≤ t ≤ s ≤ n− 1. Note that δ(G) ≥ k and d(w) ≥ s ≥ t for any vertex w ∈ Y3.
Then d(x) + d(w) ≥ k + (n − k + 2) = n + 2 for any x ∈ X\X3. By the definition of
clBn+2(G), for any x ∈ X\X3, x is adjacent to every vertex of Y3. This implies that s = n,
which contradict with s ≤ n− 1.
Hence if δ(G) ≥ k, then Kn,n−k+1 ⊆ G.
The proof is finished.
Finally, we obtain Theorem 3.2 by Lemma 3.1.
Theorem 3.2. Let G(X, Y, E) be a balanced bipartite graph of order 2n. If δ(G) ≥ k ≥ 1,
n ≥ 2k, and e(G) > n(n− k) + k(k + 1), then G is weakly Hamilton–connected.
Proof. Let G′ = clBn+2(G), by Lemma 3.1, Kn,n−k+1 ⊆ G
′. Let Y1 ⊆ Y such that
G(X, Y1, E1) = Kn,n−k+1.
Claim: All vertices in Y \Y1 have the same neighbour set.
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By contradiction. If there are two vertices y, y′ ∈ Y \Y1 such that NG′(y) 6= NG′(y
′), then
there exist x ∈ NG′(y)\NG′(y
′) or x′ ∈ NG′(y
′)\NG′(y). Without loss of generality, assume
that there exists x ∈ NG′(y)\NG′(y
′), then dG′(x) ≥ n − k + 2. Since dG′(y
′) ≥ k and
G′ = clBn+2(G), x is adjacent to y
′, a contradiction.
By the above claim, Qkn ⊆ G
′. Since Qkn is weakly Hamilton–connected, G
′ is weakly
Hamilton–connected. By Theorem 2.2, G is weakly Hamilton–connected.
4 Spectral radius and weakly Hamilton–connected
bipartite graphs
In Section 4, we give some sufficient conditions for weakly Hamilton-connectedness of
bipartite graphs in terms of spectral radius and signless Laplacian spectral radius of G
and Ĝ.
Denote the minimum degree sum of nonadjacent vertices between different parts
of G by σ(G). Let G1 = G(X1, Y1, E1) = Kt,t, where X1 = {x1, x2, . . . , xt}, Y1 =
{y1, y2, . . . , yt}; G2 = G(X2, Y2, E2) = Kn−t+1,n−t+1, where X2 = {xm, xt+1, . . . , xn}, Y2 =
{ym, yt+1, . . . , yn}. Let R
t
n (Figure 1) be the graph obtained by gluing xt with xm and
yt with ym, respectively. Let S
t
n be the graph obtained from R
t
n by deleting the edge xtyt.
x1 xt−1
y1 yt−1
xt
yt
xt+1 xn
yt+1 yn
Figure 1. The graph Rtn
Kt,t Kn−t+1,n−t+1
The following lemma is inspired by Ferrara, Jacobson and Powell [8].
Lemma 4.1. Let G = G(X, Y, E) be a non–weakly Hamilton–connected bipartite graph
with X = {x1, x2, . . . , xn} and Y = {y1, y2, . . . , yn}. If σ(G) = n + 1, then S
t
n ⊆ G ⊆ R
t
n
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where 2 ≤ t ≤ n− 1.
Proof. Adding some suitable edges toG to get a maximal non–weakly Hamilton–connected
bipartite graph G∗. By Corollary 2.2, σ(G∗) ≤ n+ 1. Since σ(G) = n+ 1, σ(G∗) = n+ 1
holds. By Corollary 2.1, there is an edge e0 which is not contained in any Hamilton cycle
of G∗. Note that G∗ is not weakly Hamilton–connected, then it is not a complete bipartite
graph. For two nonadjacent vertices x ∈ X and y ∈ Y with dG∗(x) + dG∗(y) = n + 1,
G∗ + xy is weakly Hamilton–connected. Thus there is a Hamilton path P with the end-
points x, y in G∗, where P contains e0 with the form xy1x2y2 · · ·xny (x = x1, y = yn).
In P , let
Si = {xi, yi} be


an x–pair, if xyi ∈ E(G
∗);
a y–pair, if xiy ∈ E(G
∗).
For any other Hamilton path P ′ with the endpoints x′, y′ in G∗, we similarly define
x′–pair and y′–pair with respect to P ′.
Let I = {i|1 ≤ i ≤ n − 1, xyi ∈ E(G
∗) and xiyi 6= e0}, then for arbitrary i ∈ I,
xiy /∈ E(G
∗). Otherwise, there exists a Hamilton cycle yix
−→
P xiy
←−
P yi containing e0. Since
dG∗(x) + dG∗(y) = n+1, there exists a unique integer m (2 ≤ m ≤ n− 1) such that xm is
adjacent to y and ym is adjacent to x in P . Then e0 = xmym. And for any i (1 ≤ i ≤ n
and i 6= m), either x is adjacent to yi or y is adjacent to xi, but not both.
Claim: S1, . . . , Sm are x–pairs and Sm, . . . , Sn are y–pairs with respect to P .
(I) S1, . . . , Sm are x–pairs with respect to P .
For m = 2, it is obvious.
For 3 ≤ m ≤ n− 1, we prove Case (I) by contradiction.
Suppose that there exists 1 ≤ j ≤ m − 2 such that S1, . . . , Sj are x–pairs and Sj+1
is y–pair with respect to P . Since there is a Hamilton path P1 = ym−1
←−
P xymxmy
←−
P xm+1
containing e0 = xmym in G
∗, xm+1ym−1 /∈ E(G
∗) holds. It implies that dG∗(ym−1) +
dG∗(xm+1) ≥ n + 1. Since Sm = {ym, xm} is both an xm+1–pair and a ym−1–pair with
respect to P1, Sj = {yj, xj} is either an xm+1–pair or a ym−1–pair with respect to P1, but
not both.
(1) If xm+1yj ∈ E(G
∗), then there is a Hamilton cycle yj
←−
P xymxm
←−
P xj+1y
←−
P xm+1yj con-
taining e0 = xmym which is contrary to the hypothesis.
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(2) If xjym−1 ∈ E(G
∗), then xm+1 and yj is a pair of nonadjacent vertices in G
∗ which
implies dG∗(yj) + dG∗(xm+1) ≥ n+ 1. Since there is a Hamilton path
P2 = yj
←−
P xymxm
←−
P xj+1y
←−
P xm+1,
there exists an integer 1 ≤ k ≤ n such that Sk = {yk, xk} is both yj–pair and xm+1–pair
with respect to P2. By the above proof, we have k = m. That is, xmyj ∈ G
∗. Then there
is a Hamilton cycle xmym
−→
P yxj+1
−→
P ym−1xj
←−
P xyjxm, a contradiction.
Thus S1, . . . , Sm are all x–pairs with respect to P .
(II) Sm, . . . , Sn are y–pairs with respect to P .
By contradiction. Suppose that there exists j (m ≤ j < n − 1) such that Sm, . . . , Sj
are y–pairs and Sj+1 is x–pair. Since there is a Hamilton path P3 = xj+1
←−
P xyj+1
−→
P y which
contains e0, y is not adjacent to xj+1. It implies that dG∗(y) + dG∗(xj+1) ≥ n+ 1. Then
(1) If there exists 1 ≤ k ≤ j−1 such that {xk+1, yk} is both xj+1–pair and y–pair with
respect to P3, then there is a Hamilton cycle yk
←−
P xyj+1
−→
P yxk+1
−→
P xj+1yk, which contains
e0, a contradiction.
(2) If there exists j+2 ≤ k ≤ n−1 such that {xk, yk} is both xj+1–pair and y–pair with
respect to P3, then there is a Hamilton cycle xj+1
←−
P xyj+1
−→
P xky
←−
P ykxj+1 which contains
e0, a contradiction.
Thus Sm, . . . , Sn are all y–pairs with respect to P .
Hence, S1, . . . , Sm are x–pairs and Sm, . . . , Sn are y–pairs with respect to P .
For arbitrary i, j with 1 ≤ i < m < j ≤ n, xi and yj is nonadjacent. Other-
wise, there exists a Hamilton cycle x
−→
P xiyj
−→
P yxj
←−
P yix, which contains e0 in G
∗. Then
{x1, . . . , xm−1, ym+1, . . . , yn} is an independent set.
For arbitrary 2 ≤ i < m, there exists a Hamilton path P ′ = xi
←−
P xyi
−→
P y contains e0 in
G∗. By the above claim, for any 1 ≤ l ≤ i− 1 and i+ 1 ≤ k ≤ m, {xl, yl−1} and {xk, yk}
are xi–pairs with respect to P
′. For arbitrary m < j ≤ n − 1, there exists a Hamilton
path P ′′ = yj
−→
P yxj
←−
P x contains e0 in G
∗. By the above claim, for any m ≤ k ≤ j − 1
and j+1 ≤ l ≤ n− 1, {xk, yk} and {yl, xl+1} are yj–pairs with respect to P
′′. Thus there
exists a Hamilton path P ′′′ = xnynxn−1yn−1 · · ·x2y2x1y1 contains e0 in G
∗.
For arbitrary i, j with 1 ≤ i < m < j ≤ n, xj and yi must be nonadjacent.
Otherwise, x
−→
P yixj
−→
P yxj−1
−→
P ′′′yi+1x is a Hamilton cycle which contains e0 in G
∗. Then
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{y1, . . . , ym−1, xm+1, . . . , xn} is an independent set. Since σ(G
∗) = n+ 1, G∗ ⊆ Rmn holds.
And by the assumption on the maximality of G∗, we have G∗ ∼= Rmn . Removing any edge
xiyj from G
∗, where either 1 ≤ i ≤ m, 1 ≤ j ≤ m or m ≤ j ≤ n, m ≤ i ≤ n unless
i = j = m, we obtain a graph with minimum degree sum of nonadjacent vertices less than
n+ 1. Thus Smn ⊆ G ⊆ R
m
n .
Hence, Smn ⊆ G ⊆ R
m
n holds for 2 ≤ m ≤ n− 1.
The proof is completed.
By direct calculations, we have the following lemma.
Lemma 4.2. (1) ρ(Qtn) > ρ(Kn,n−t+1) =
√
n(n− t+ 1).
(2) q(Qtn) > q(Kn,n−t+1) = 2n− t + 1.
(3 )ρ(R̂tn) = ρ(Ŝ
t
n) = ρ(Q̂
t
n) = ρ(Kt−1,n−t) =
√
(t− 1)(n− t).
(4) q(R̂tn) = q(Ŝ
t
n) = q(Q̂
t
n) = q(Kt−1,n−t) = n− 1.
Lemma 4.3. (Bhattacharya, Friedland, and Peled [9]) Let G = G(X, Y, E) be a bipartite
graph. Then
ρ(G) ≤
√
e(G).
Lemma 4.4. (Li and Ning [13]) Let G = G(X, Y, E) be a balanced bipartite graph of
order 2n. Then
q(G) ≤
e(G)
n
+ n.
Lemma 4.5. (Li and Ning [13]) Let G be a graph with nonempty edge set. Then
ρ(G) ≥ min{
√
d(u)d(v) : uv ∈ E(G)}.
If G is connected, then the equality holds if and only if G is regular or semi–regular
bipartite.
Lemma 4.6. (Li and Ning [13]) Let G be a graph with nonempty edge set. Then
q(G) ≥ min{d(u) + d(v) : uv ∈ E(G)}.
If G is connected, then the equality holds if and only if G is regular or semi–regular
bipartite.
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Theorem 4.1. Let G = G(X, Y, E) be a bipartite graph with |X| = |Y | = n and the
minimum degree δ(G) ≥ k ≥ 2.
(1) If n ≥ k(k + 1) and ρ(G) ≥ ρ(Qkn), then G is weakly Hamilton–connected.
(2) If n ≥ k(k + 1) and q(G) ≥ q(Qkn), then G is weakly Hamilton–connected.
(3) If n ≥ 2k − 1 and ρ(Ĝ) ≤ ρ(Q̂kn), then G is weakly Hamilton–connected unless S
k
n ⊆
G ⊆ Rkn.
(4) If n ≥ 2k − 1 and q(Ĝ) ≤ q(Q̂kn), then G is weakly Hamilton–connected unless S
k
n ⊆
G ⊆ Rkn.
Proof. (1) By Lemmas 4.2 and 4.3,
√
n(n− k + 1) < ρ(Qkn) ≤ ρ(G) ≤
√
e(G).
Then e(G) > n(n− k+1) ≥ n(n− k) + k(k+1) with n ≥ k(k+1). By Theorem 3.2 and
Qkn is weakly Hamilton–connected, then G is weakly Hamilton–connected.
(2) By Lemmas 4.2 and 4.4
2n− k + 1 < q(G) ≤
e(G)
n
+ n.
Then
e(G) > n(n− k + 1) ≥ n(n− k) + k(k + 1)
with n ≥ k(k + 1). By Theorem 3.2 and Qkn is weakly Hamilton–connected, then G is
weakly Hamilton–connected.
(3) By contradiction. Suppose that G is not weakly Hamilton–connected and Skn *
G * Rkn. Let G
′ = clBn+2(G). By Theorem 2.2, G
′ is not weakly Hamilton–connected.
For any a pair of nonadjacent vertices x ∈ X and y ∈ Y , by G′ = clBn+2(G), then
dG′(x) + dG′(y) ≤ n+ 1. Without loss of generality, assume that dG′(x) ≤ dG′(y). Then
d
Ĝ′
(x) + d
Ĝ′
(y) = 2n−
(
dG′(x) + dG′(y)
)
≥ n− 1. (8)
Since δ(G′) ≥ δ(G) ≥ k, d
Ĝ′
(x) ≤ n− k and d
Ĝ′
(y) ≤ n− k hold. Thus
d
Ĝ′
(x) ≥ n− 1− d
Ĝ′
(y) ≥ n− 1− n+ k = k − 1,
d
Ĝ′
(y) ≥ n− 1− d
Ĝ′
(x) ≥ n− 1− n+ k = k − 1.
(9)
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Then
k − 1 ≤ d
Ĝ′
(x) ≤ n− k,
k − 1 ≤ d
Ĝ′
(y) ≤ n− k.
(10)
Note that f(x) = x(n− 1− x) ≥ (k − 1)(n− k) for k − 1 ≤ x ≤ n− k. By (8) and (9),
d
Ĝ′
(x)d
Ĝ′
(y) ≥ d
Ĝ′
(x)(n− 1− d
Ĝ′
(x)) ≥ (k − 1)(n− k), (11)
the equality holds if and only if d
Ĝ′
(x) = n− k, d
Ĝ′
(y) = k − 1.
By Lemma 4.5,
ρ(Ĝ′) ≥ min
{√
d
Ĝ′
(x)d
Ĝ′
(y)
∣∣∣∣xy ∈ E(Ĝ′)
}
≥
√
(k − 1)(n− k).
Then √
(k − 1)(n− k) ≥ ρ(Ĝ) ≥ ρ(Ĝ′) ≥
√
(k − 1)(n− k).
Hence
ρ(Ĝ′) =
√
(k − 1)(n− k).
And there is an edge xy ∈ E(Ĝ′), where d
Ĝ′
(x) = n− k and d
Ĝ′
(y) = k − 1.
Let F be the complement of Ĝ′ containing xy. By Lemma 4.5, F is a semi–regular
bipartite graph with parts X ′ ⊆ X , and Y ′ ⊆ Y .
There are two cases:
Case (3.1): F = Kn−k,k−1.
Then |V (F )| = n− 1. If F is the unique nontrivial complement of Ĝ′, then G′ = Qkn,
which implies that G′ is weakly Hamilton–connected, a contradiction. Then Ĝ′ has at
least two nontrivial components. By (8), every nontrivial complement of Ĝ′ has order at
least n − 1. Thus Ĝ′ has only two nontrivial components F, F ′. For |V (F ′)|, there are
three subcases:
(a) |V (F ′)| = n− 1; (b) |V (F ′)| = n; (c) |V (F ′)| = n + 1.
Subcase (a): By (10) and Lemma 4.5, it is easy to get F ′ = Kn−k,k−1.
Subcases (b) and (c): If there exists uv ∈ E(F ′) such that dF ′(u) + dF ′(v) ≥ n, then
dF ′(u)dF ′(v) ≥ dF ′(u)(n− dF ′(u)) ≥ k(n− k). (12)
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By (12) and Lemma 4.5,
ρ(F ′) ≥ min
{√
dF ′(u)dF ′(v)
∣∣∣∣uv ∈ E(F ′)
}
≥
√
k(n− k) >
√
(k − 1)(n− k),
a contradiction.
Thus for any xy ∈ E(F ′), dF ′(x) + dF ′(y) = n− 1. That is, for any two nonadjacent
vertices x, y in G′, dG′(x) + dG′(y) ≥ n+ 1.
Case (3.2): F 6= Kn−k,k−1.
Then |V (F )| > n− 1. Note that every nontrivial complement of Ĝ′ has order at least
n− 1, then Ĝ′ has at most two nontrivial components.
1) If Ĝ′ has only one nontrivial component F , then any two nonadjacent vertices in
distinct parts of G′ has degree sum at least n+ 1.
2) If Ĝ′ has only two nontrivial components F, F ′, then there are three subcases:
(a)


|V (F )| = n;
|V (F ′)| = n− 1.
(b)


|V (F )| = n + 1;
|V (F ′)| = n− 1.
(c)


|V (F )| = n;
|V (F ′)| = n.
Subcases (a) and (b): By (10) and Lemma 4.5, F ′ = Kn−k,k−1.
Subcase (c): If there exists xy ∈ E(F ′), such that dF ′(x) + dF ′(y) = n. By (12),
ρ(F ′) ≥ min
{√
dF ′(x)dF ′(y)
∣∣∣∣xy ∈ E(F ′)
}
≥
√
k(n− k).
Thus
ρ(Ĝ′) = max{ρ(F ), ρ(F ′)} >
√
(k − 1)(n− k),
a contradiction.
Thus for any xy ∈ E(F ′), dF ′(x) + dF ′(y) = n − 1. That is, for any two nonadjacent
vertices x, y in G′, dG′(x) + dG′(y) ≥ n+ 1.
Hence σ(G′) = n + 1 holds whether F = Kn−k,k−1 or F 6= Kn−k,k−1. By Lemma 4.1,
Skn ⊆ G
′ ⊆ Rkn.
If G $ Skn, then ρ(Ĝ) > ρ(Ŝkn). By Lemma 4.2, ρ(Ĝ) > ρ(Q̂kn), contradict with
ρ(Ĝ) ≤ ρ(Q̂kn). Thus G ⊇ S
k
n.
Then Skn ⊆ G ⊆ R
k
n, a contradiction.
(4) By contradiction. Suppose that G is not weakly Hamilton–connected and Skn *
G * Rkn. Let G
′ = clBn+2(G), by Theorem 2.2, G
′ is not weakly Hamilton–connected. For
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any pair of nonadjacent vertices x ∈ X and y ∈ Y , dG′(x) + dG′(y) ≤ n+1. Without loss
of generality, dG′(x) ≤ dG′(y). Then
d
Ĝ′
(x) + d
Ĝ′
(y) = 2n− (d
Ĝ′
(x) + d
Ĝ′
(y)) ≥ n− 1 (13)
Since δ(G′) ≥ δ(G) ≥ k, d
Ĝ′
(x) ≤ n− k and d
Ĝ′
(y) ≤ n− k hold. Thus
d
Ĝ′
(x) ≥ n− 1− d
Ĝ′
(y) ≥ n− 1− n+ k = k − 1,
d
Ĝ′
(y) ≥ n− 1− d
Ĝ′
(x) ≥ n− 1− n+ k = k − 1.
(14)
Then
k − 1 ≤ d
Ĝ′
(x) ≤ n− k,
k − 1 ≤ d
Ĝ′
(y) ≤ n− k.
(15)
By Lemma 4.6 and (13),
q(Ĝ′) ≥ min
{
d
Ĝ′
(x) + d
Ĝ′
(y)
∣∣∣∣xy ∈ E(Ĝ′)
}
≥ n− 1.
By Lemma 4.2,
n− 1 ≥ q(Ĝ) ≥ q(Ĝ′) ≥ n− 1.
Then
q(Ĝ′) = n− 1.
And there is an edge xy ∈ E(Ĝ′), where d
Ĝ′
(x) = n− k and d
Ĝ′
(y) = k − 1.
Let F be the complement of Ĝ′ containing xy. By Lemma 4.6, F is a semi–regular
bipartite graph with parts X ′ ⊆ X , and Y ′ ⊆ Y .
There are two cases:
Case (4.1): F = Kn−k,k−1.
Then |V (F )| = n− 1. If F is the unique nontrivial complement of Ĝ′, then G′ = Qkn,
which implies that G′ is weakly Hamilton–connected, a contradiction. By (13), every
nontrivial complement of Ĝ′ has order at least n − 1. Thus Ĝ′ has only two nontrivial
components F and F ′. For |V (F ′)|, there are three subcases:
(a) |V (F ′)| = n− 1; (b) |V (F ′)| = n; (c) |V (F ′)| = n + 1.
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Subcase (a): By (15) and Lemma 4.5, F ′ = Kn−k,k−1.
Subcases (b) and (c): If there exists uv ∈ E(F ′), such that dF ′(u) + dF ′(v) ≥ n, then
dF ′(u) + dF ′(v) ≥ dF ′(u) + (n− dF ′(u)) ≥ n. (16)
By (16) and Theorem 4.5,
q(F ′) ≥ min
{
dF ′(x) + dF ′(y)
∣∣∣∣xy ∈ E(F ′)
}
≥ n > n− 1,
a contradiction.
Thus for any xy ∈ E(F ′), dF ′(x) + dF ′(y) = n− 1 holds. That is, for any two nonad-
jacent vertices x, y in G′, we have dG′(x) + dG′(y) ≥ n+ 1.
Case (4.2): F 6= Kn−k,k−1.
Then |V (F )| > n− 1. Note that every nontrivial complement of Ĝ′ has order at least
n− 1. Then Ĝ′ has at most two nontrivial components.
1) If Ĝ′ has only one nontrivial component F , then for any two nonadjacent vertices in
distinct parts of G′ has degree sum at least n+ 1.
2) If Ĝ′ has only two nontrivial components F and F ′, then there are three subcases:
(a)


|V (F )| = n;
|V (F ′)| = n− 1.
(b)


|V (F )| = n + 1;
|V (F ′)| = n− 1.
(c)


|V (F )| = n;
|V (F ′)| = n.
Subcases (a) and (b): By (15) and Theorem 4.5, F ′ = Kn−k,k−1.
Subcase (c): If there exist uv ∈ E(F ′) such that dF ′(u)+dF ′(v) = n, by (16) and Theorem
4.5, then
q(F ′) ≥ min
{
dF ′(x) + dF ′(y)
∣∣∣∣xy ∈ E(F ′)
}
≥ n.
Thus
q(Ĝ′) = max{q(F ), q(F ′)} > n− 1,
a contradiction.
Thus for any xy ∈ E(F ′), we have dF ′(x) + dF ′(y) = n − 1. That is, for any two
nonadjacent vertices x, y in G′, dG′(x) + dG′(y) ≥ n + 1 holds.
Hence σ(G′) = n + 1 holds whether F = Kn−k,k−1 or F 6= Kn−k,k−1. By Lemma 4.1,
Skn ⊆ G
′ ⊆ Rkn.
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If G $ Skn, then q(Ĝ) > q(Ŝkn). By Lemma 4.2, q(Ĝ) > q(Q̂kn), contradicts with
q(Ĝ) ≦ (Q̂kn). Thus G ⊇ S
k
n.
Then Skn ⊆ G ⊆ R
k
n, a contradiction.
The proof is finished.
By the proof of Theorem 4.1 (1) and (2), we get the following result.
Corollary 4.1. Let G = G(X, Y, E) be a bipartite graph with |X| = |Y | = n and the
minimum degree δ(G) ≥ k ≥ 2.
(1) If n > k(k + 1) and ρ(G) ≥
√
n(n− k + 1), then G is weakly Hamilton–connected.
(2) If n > k(k + 1) and q(G) ≥ 2n− k + 1, then G is weakly Hamilton–connected.
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