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Physics
This thesis describes experiments to characterize defects in two-dimensional 
materials and understand their effect on electrical conductivity. Defects limit the 
electrical conductivity through a material by scattering electrons. Understanding the 
physics of defects is therefore essential to building materials and structures with novel
electronic properties. This dissertation has focused on low dimensional materials 
because they are simple thereby allowing for more advanced theory and they will act 
as a foundation for understanding higher dimensional systems. 
High resolution x-ray photoelectron spectroscopy (XPS) and near edge x-ray 
absorption fine structure spectroscopy (NEXAFS) were used to determine the 
character of vacancy defects in graphene. Vacancies were induced in graphene on a 
thermally oxidized silicon substrate using argon ion bombardment. XPS of the carbon
1s core level of pristine graphene shows a C 1s spectrum consistent with a single C 1s
peak broadened both instrumentally and by a Doniach-Sunjic type effect. As defects 
are created, the resulting spectrum is deconvolved into two peaks. The first retains the
same spectral width as that for the pristine graphene but with a reduced intensity. The 
broader second peak at higher binding energy (~200 meV), increases in intensity with
increasing defect concentration. This second peak is identified as the experimental 
XPS signature of defective graphene. The observation is somewhat at odds with 
theoretical calculations of XPS spectra for graphene with various vacancy 
arrangements, which generally produce C 1s peaks shifted to lower binding energy. 
Instead, the emergence of this second peak, together with the emergence of a single 
sharp resonance seen near the vacuum level in the NEXAFS spectra, is interpreted as 
a distribution of molecular-like states forming on the surface.
Preliminary efforts were made to characterize defects in semiconducting monolayer 
MoS2 using scanning tunneling microscopy (STM) and spectroscopy (STS). 
Techniques for obtaining a clean MoS2 surface suitable for ultra-high vacuum STM 
were developed, and preliminary characterization of the single layer tungsten 
disulfide surface by STM and STS was carried out. The local density of states of 
MoS2, as measured by STS, shows the semiconducting bandgap as well as signatures 
of donor and acceptor states within the gap.
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Low-dimensional materials are systems described with an electronic state wave function
confined to less than three spatial dimensions. The carbon-based nanomaterials are the
modern archetype. Reduced dimensional systems have generally been crucial to the
development of modern electronic devices. Transistors, which are the core element of
modern electronics, are typically formed by the two-dimensional interface between a
silicon surface and its oxide layer. From this, the study of surfaces and interfaces are
integral to understanding low-dimensional material systems.
With two-dimensional materials the surface of a two-dimensional crystal is also its in-
terior. Therefore, studying the surfaces of these materials is essential to understanding
these materials as a whole. Many experimental methods have been used to study sur-
faces [16] [17]. In this thesis I will describe the three main methods I have used in the
course of my dissertation to study two-dimensional monolayer materials. These three are
reflective bright field Raman spectroscopy, x-ray photoelectron spectroscopy and scan-
ning tunnelling spectroscopy. I have used these methods to mainly investigate graphene,
grown through chemical vapour deposition (CVD), on silicon dioxide substrates. I have
also completed preliminary work on two other low-dimensional materials, namely, molyb-
denum disulphide and tungsten disulphide.
In this chapter I will lay out the structure of this thesis and briefly summarize the infor-
mation in each chapter. This thesis has six chapters. Chapter 2 introduces the physics
of low-dimensional materials with defects, graphene being the archetype. Chapter 3 in-
troduces Raman scattering in graphene and highlights the work I have published using
Raman scattering to qualify dry transferred graphene films. Chapter 4 is a literature
review of photoelectron spectroscopy on graphene and other graphene like materials.
Chapter 5 discusses the work I have done using photoelectron spectroscopy to examine
defected graphene. Chapter 6 introduces the methods of scanning tunnelling microscopy
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and spectroscopy and describes my effort to apply these methods to understand other
low dimensional materials, specifically molybdenum disulphide and tungsten disulphide.
Chapter 2 opens by discussing the importance of understanding the roll defects play in
the electrical conduction of low dimensional materials, specifically graphene. In the sec-
ond section of this chapter you will find a complete derivation of the graphene electronic
band structure. The last section of this chapter describes briefly how defects limit the
conductivity of graphene.
Chapter 3 opens by discussing Raman spectroscopy of graphene. In the first section
the three characteristic G, 2D and D resonances are highlighted. The second section
describes the experimental uncertainty inherent in a reflective bright field Raman spec-
tra measurement. The third section describes how I applied Raman spectroscopy to
qualify the successful dry transfer of CVD grown graphene on copper foil to polystyrene
substrates. In this qualification, spectra were used to map the transfer printed surface
at the micron scale. These local measurements were found to be consistent with global
millimetre scale sheet resistance measurements.
Chapter 4 is a literature review of photoelectron spectroscopy on graphene and graphene-
like systems in the context of defects. The first section covers the basic physics of x-
ray photoelectron spectroscopy (XPS) in the context of graphene. The second section
covers the basic physics of near edge x-ray absorption fine structure (NEXAFS) in the
context of graphene. The third section covers the mechanics of the x-ray photoelectron
spectrometer. In the fourth section the graphene system is compared to carbon, carbon
nanotubes, fullerenes and boron nitride thin films.
Chapter 5 describes work that was done on CVD graphene transferred to thermally
oxidized silicon substrates. The data presented here shows how the carbon 1s binding
energy changes when defects are added in situ. It is found that the C 1s photoelectron
lineshape splits into two nearly unresolvable peaks. As defects are added, a higher
binding energy peak emerges while the pristine state peak is suppressed. The effect is
seen together with the emergence of a sharp resonance in the near edge x-ray absorption
fine structure. These two clues suggest that graphene, becoming activated through the
addition of defects, forms a molecular-like surface states.
Chapter 6 describes work I completed to design a room temperature scanning probe
microscope and my later application of scanning probe spectroscopy at low temperatures
to other low dimensional materials, specifically molybdenum disulphide and tungsten
disulphide. In the first section I review in detail the method of scanning tunnelling and
atomic force microscopy. In the following section I discuss calibration techniques for
imaging and local density of states measurements. The last section show preliminary
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data on bulk molybdenum disulphide and monolayer CVD tungsten disulphide on a
sapphire substrate.
There are two main publications associated with this thesis. The first is the work of
Lock et al. (2011) [18]. This work is the main result of chapter 3. The second work,
Tosado et al. (2017) [19], will be immediately submitted for publication. This work is
the main result of chapters 4 and 5.
Chapter 2
Two Dimensional Crystals
Defects limit the electrical conduction through a material by acting as electron scattering
centers. The practical perfect crystal should then maximize conduction 1 and be well
understood by models of standard solid state textbooks. It is from this starting point
that theory strives to understand the defects that perturb a crystal from its pristine
state so as to harness and tailor a material’s properties. A defect, being the quantum
of imperfection, is classified by both its dimension and size. Point defects, dislocations,
grain boundaries and precipitates refer to a dimensionality of zero, one, two and three,
respectively. These categories are descriptive and increase in complexity with increasing
dimension. To this, the size of the defect will then limit the scale over which that defect
type will affect the bulk crystal properties.
2.1 Low-Dimensional Materials
The carbon based nanomaterials such as carbon fullerenes, nanotubes and graphene are
arguably the prime experimental realization of zero, one and two dimensional crystals,
respectively. Graphene is fundamentally the simplest and it is the theoretical basis for
the other two [20]. Remarkably its properties adhere quite well to the basic nearest
neighbour tight binding approximation for low energy electrons.
Graphene is a two-dimensional sheet of carbon atoms and can be grown from organic
gases or produced through mechanical exfoliation of graphite. In this material, specifi-
cally near the Fermi level, electrons are analogous to relativistic massless charge carriers
owing to their dispersion being well described by the Dirac equation. The first mea-
surements of graphene’s carrier mobility at room temperature were in excess of 15,000
1Bloch theory suggests that an electron in a perfect lattice experiences no collisions. See Ashcroft
and Mermin (1976), p.315
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cm2 V−1 s−1 [20], which is an order of magnitude greater than is expected for many
metals2 [21]. This carrier mobility is practically independent of temperature between 10
K and 100 K [22][23][24]. This indicates that the dominant scattering mechanism is due
to defects. For graphene adhered to a SiO2 substrate the mobility is limited by defects
in the form of charged impurities from the substrate [25] [26] and so, one finds that the
mobility can be greater by an order of magnitude from simply using a more chemically
inert substrate such as hexagonal boron nitride [27] [28].
The two-dimensionality of graphene makes it unique in that, unlike three-dimensional
crystals, the bulk plays just as an important role in the crystal’s boundary conditions
as do the edges. With this, defects within the bulk are expected to significantly change
its chemical reactivity. Indeed, how truly two-dimensional graphene is has been greatly
questioned. Graphene in absence of a substrate supporting structure has been expected
to bend or crumple into a fluctuating three-dimensional structure [29]. If such fluc-
tuations could be achieved the structure could be further modified, for example, by
introducing vacancy defects which would produce an auxetic material (a material that
has a negative coefficient of expansion along its transverse axis) [30].
In all, the simplicity of the graphene system allows for advanced studies of many-body
interactions. The physics of graphene and other two-dimensional materials have nat-
ural parallels to quantum electrodynamics. These parallels are also the foundation of
semiconducting and superconducting materials, where defects are ultimately the main
limiting factor of the conductivity. Eventually it may be possible to investigate the
details of quantum field theory [31]. To date, the study of graphene like systems has
led to the realization of topological insulators, a material type with the potential to
revolutionize modern electronics [32]. To begin however, the following sections of this
chapter will focus on graphene’s electronic structure and from that, electron transport
in graphene in the presence of defects.
2.2 Graphene
Carbon has four valence electrons. From valence bond theory three out of the four half
filled valence electron orbitals can hybridize to sp2 orbitals. This allows in-plane carbon-
carbon σ bonds between adjacent atoms which forms the graphene crystal. The fourth
pz orbital overlaps with neighbouring pz orbitals creating an out-of-plane π bond. In
the context of molecular orbital theory the bonding of the carbon atoms has the effect
of removing the energy degeneracy possessed by each atomic orbital in isolation. This
serves to create bonding and antibonding states.
2That is to say, a non-degenerate free electron gas
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Figure 2.1: Energy diagram showing how the atomic orbitals of two carbon atoms break
their degeneracy at close proximity
For π bonds (and equivalently σ bonds), bonding and antibonding states are referred
to as π and π∗ states, respectively. The bonding state has a spatially symmetric wave
function with a lower energy than the antibonding one. Ultimately, the σ bonds account
for the majority of graphene’s structural properties while the π bonds account for the
majority of graphene’s electronic properties at low energies. The following analysis
focuses on that band structure which originates from the overlap of the π electrons.
2.2.1 The Graphene Lattice
Graphene has a two-dimensional honeycomb structure which is described by a hexagonal
lattice which has two atoms associated with each lattice point and thus two atoms within
each Wigner-Seitz cell. Alternatively, it can be viewed as a bipartite lattice composed of
two interpenetrating triangular sublattices. Since the real space lattice is hexagonal so
too is the corresponding reciprocal lattice, rotated by 90o. Let G be the location of the Γ̄
symmetry point at the center of the Brillouin zone and Gi be the location of the center of
the ith Brillouin zone, i.e. the position of the respective lattice points in reciprocal space.








a2 · R a1
(2.1b)
Here the matrices, R, are 90o rotation matrices. High symmetry points, K̄, at the
corners of the Brillouin zone, located by the reciprocal lattice vectors Ki, are thus,









K3 = K1 −G1 −G2, (2.2c)
K4 = −K2 −G2, (2.2d)
K5 = −K1 −G2, (2.2e)
K6 = K2 + G1. (2.2f)
Notice that there are two distinct symmetry point or “K-points”3 located by K1 and
K2. The other corners of the Brillouin zone differ from these two by only reciprocal
lattice vectors and are therefore indistinguishable.
Graphene’s lattice can be classified as the plane group p6mm4. In this sense all transla-
tions commute with reflections in the plane of the lattice. This implies that all electron
(and phonon) eigenstates are either even or odd under reflection. The segregation of the
electron states into σ and π bonds accentuate this idea. The even states lie in the nodal
plane of the crystal and are symmetrical with respect to rotation about the bond axis.
These states compose the σ bonds. The odd states lie outside of the nodal plane but
are cylindrically symmetric within it. These half-filled states lie near the Fermi level,
are electrically active (in the low energy limit) and thus compose π bonds [33][34]. For
this reason, the π states are the easiest to access by experimental probing.
2.2.2 The Hamiltonian of Graphene using the Tight-Binding Model
To understand the basic electronic behaviour of graphene it is necessary to describe the
behaviour of its π electrons. Using the tight-binding model for their description assumes
that each π electron should be tightly bound to its originating carbon atom and should
have limited interactions with the states and potentials of neighbouring atoms in the
crystal. The degree of limitation will be conceptualized by the overlap integral matrix
Ŝ.
Each atom in the lattice is located at sublattice points “A” and “B” corresponding
to vectors Ra = n1a1 + n2a2 and Rb = Ra + ∆r with ∆r = −13(a1 + a2) such that
3The symbols K̄ and Γ̄ formally refer to the two-dimensional symmetry points, as standard in surface
science, whereas the terms K-point or Γ-point are the common reference to these symmetry points in
experimental literature.
4This plane group assumes all the symmetries of the lattice are in a plane
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Figure 2.2: Atomic Lattice Vectors a1 and a2. Nearest neighbour vectors R1, R2 and R3,
see equations 2.10. The carbon-carbon spacing, ∆r
a1 =
√







5. If now χ(r) is the normalized 2pz atomic orbital
wave function of an isolated carbon atom then let |R〉 be the corresponding carbon atom
orbital wave function positioned at lattice point R. Since there are two atoms in each
Wigner-Seitz cell (at site A and B), one can expect the π electron wave function to have
a two-dimensional basis such that each basis function is formed from the isolated carbon
atom wave function at the respective lattice sites. Translational symmetry from Bloch’s
theorem and normalization of these basis functions, in the context of the tight binding














In the low energy limit (near the Fermi level) it is safe to assume that no other or-
bitals can mix with with the pz orbitals. Therefore, from the basis wave functions the
eigenstates can be written as,
|ψ〉 = α|φ1〉+ β|φ2〉. (2.4)
5Carbon atoms are separated by a distance ao equal to 1.42Å.
6Keep in mind that while the two basis states are different, their form involves the same orbital for
both the “A” and “B” sites.
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These eigenstates must of course satisfy the Schrödinger equation, i.e.,
Ĥ|ψ〉 = E|ψ〉 (2.5)
where Ĥ is the graphene Hamiltonian and E is the energy of the π electron7. Following
the derivation of Wallace, (1947) [35], the components of the Hamiltonian can now be
described in terms of the basis states of the crystal. This is to say that, the inner product
of the Schrödinger equation with either basis function yields,
〈φ1|Ĥ|ψ〉 = E〈φ1|ψ〉 and (2.6a)


















where Hij = 〈φi|Ĥ|φj〉 and Sij = 〈φi|φj〉 correspond to the elements of Ĥ and Ŝ,
respectively. While there are two distinct lattice sites, each carbon atom is identical to
its neighbour. With this in mind, the energy of a pz electron of an isolated carbon atom
is then
Epz = 〈φ1|Ĥ|φ1〉 = 〈φ2|Ĥ|φ2〉. (2.8)




These elements correspond to the energy needed for a π electron to “hop” from one
lattice site to another. If only hops to nearest neighbours are considered, then these
7E will be used as opposed to E to distinguish energy from electric field.
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off-diagonal elements take a fairly simple expression. To formulate this, first consider
an A lattice site at the origin, namely, Ra = 0. Next, consider the three B site nearest
neighbours to this A site, namely, Rb = R1, R2 and R3 where
R1 = 0 + ∆r, (2.10a)
R2 = a1 + ∆r and (2.10b)
R3 = a2 + ∆r. (2.10c)
The off-diagonal elements then take the form,














〈0|Ĥ|RN.N.〉(eik·R1 + eik·R2 + eik·R3)
(2.11)
where 〈0|Ĥ|RN.N.〉 = 〈0|Ĥ|R1〉 = 〈0|Ĥ|R2〉 = 〈0|Ĥ|R3〉. The quantity 1N 〈0|Ĥ|RN.N.〉 =
−t ≈ 2.75 eV is the “hopping integral” [36] which represents the kinetic energy of
electrons hopping between atoms. The value of t is chosen to match first-principles
calculations of graphene’s band structure around the corners of the Brillouin zone to
experimental observation [37].
As for the overlap integral matrix Ŝ, its elements can be formulated similarly. The
overlap integral can be visualized as a measure of the mutual resemblance of the wave
functions of two basis states [38]. In this case, S11 = S22 = 〈φ1|φ1〉 = 1 (i.e., a basis
wave function resembles itself 100%) and
S12 = S
∗
21 = 〈φ1|φ2〉 =
1
N
〈0|RN.N.〉(eik·R1 + eik·R2 + eik·R3) (2.12)
Here, the quantity s = 1N 〈0|RN.N.〉 is also experimentally determined. For the purpose
of this chapter s ≈ 08 which simplifies the Schrödinger equation to yield the secular
8In practice, s, is on the order of 0.13, see Saito (1998) p.27 [36]
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equation
0 = det(Ĥ− E1) (2.13a)
0 = det
[
Epz − E −t(eik·R1 + eik·R2 + eik·R3)
−t(e−ik·R1 + e−ik·R2 + e−ik·R3) Epz − E
]
(2.13b)
0 = E2pz + E
2 − 2EpzE− t2(e−ik·R1 + e−ik·R2 + e−ik·R3)
(eik·R1 + eik·R2 + eik·R3) (2.13c)
0 = E2 − 2EEpz + E2pz − t
2(3 + eik·a1 + eik·a2 + e−ik·a1 + eik·a2−ik·a1
+ e−ik·a2 + eik·a1−ik·a2) (2.13d)
Substituting for a1 and a2 gives,





























3ikxao− 32 ikyao) (2.14a)















































It is common to use this energy corresponding to s ≈ 0 where the “plus” case is energy
of the antibonding state and the “minus” is the energy of the bonding state. In reference
to figure 2.3, notice that these two energies are degenerate at just the K-points of the
Brillouin zone. For this reason, graphene is a zero-band-gap semiconductor.
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Figure 2.3: a) Graphene π and π* dispersion (E(kx, ky)) around the Brillouin zone. b)
Contour plot of the dispersion around the first Brillouin zone.
2.2.3 The Low-Energy Limit
Low energy excitations of π electrons into the conducting π∗ state are more likely to occur
near the K-points. A description of situations where only these excitations are likely
gives reason to Taylor expand graphene’s Hamiltonian about these points. Consider a
circle about the K1 location, i.e., some k = K1 + ∆k.





0 ~(∆kx − i∆ky)





aot(~∆kxσx + ~∆kyσy) = Ĥo − vFσ · p (2.16)
This is analogous to the Dirac equation for massless fermions moving at velocity vF
rather than the speed of light c. The low energy limit dispersion relation is thus,








This describes the energy of the charge carriers in the lattice near the K-points. Knowing
the energy gives an associated frequency according to ω = E/~ and thus a group velocity
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Figure 2.4: a) Graphene π and π* dispersion (E(∆kx,∆ky)) in the low energy limit. b) A
simpler depiction of the linear dispersion around the K̄-point.
v = dω/dk = ~−1(dE/dk). In a metal the group velocity of the charge carriers is known













which is of the order of magnitude typical for metals. The dispersion is clearly linearly
increasing, i.e.,
E = Epz ± vF ~∆k (2.19)
where
EF = ~vF kF . (2.20)
is the Fermi energy.
The dispersion in in equation 2.19 is similar to other massless particles (e.g. photons,
where E = ck).
The resulting identification of the Pauli spin matricies, σx and σy, indicate that the
charge carriers in graphene have a pseudo-spin that is in the same direction as that
particle’s momentum.
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The linear dispersion relation also yields a linear density of states. To understand this
consider first that some number of electron states is proportional to the product of the










which is the density of electron states per unit energy. In order to describe the two-
dimensional graphene electron density one must first consider the volume of momentum
states,
Vk = πk2 (2.23)
so that the volume in a region between k and k + dk is
dVk = 2πk dk (2.24)
It has been assumed that a single electron state has momentum k = kxx̂ + kyŷ where
ki = niπL
−1
i and let n = 2 for periodic boundary conditions so that the volume of
momentum for this single state is 4π2V −1o . Thus, the number of single-electron states
is,
dN = (4)2πk(4π2V−1o )−1dk = 4Vokπ−1dk (2.25)
(where a factor of four has been included for spin and valley degeneracy)
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or in terms of energy where k = E~v
F
⇒ (dk/dE) = 1~v
F
which implies that
dN = 2VoEπ−1~−2v−2F dE. (2.26)
The density of states per unit energy is then










For the rest of this thesis the graphene density of states in this last expression, equation
2.29, will be referred to as, D(E) for simplicity.
2.2.4 Defects and Measurement
Defects, in the form of dopants, will tend to impact the net electron and hole concentra-
tions within graphene and should manifest as changes in the electrical, magnetic, and
optical properties [39]. In the presence of defects it is reasonable to expect the lowest
energy electrons to be easily scattered and, in this regime, these electrons would have a
non-zero effective mass that would impead their conduction [40][41].
For defect types such as lattice vacancies or charged impurities, the conductivity has
















In equation 2.30, Cimp, depends on the fine structure constant for graphene and nimp is
the charged impurity density. For equation 2.31, Cvac, depends on kF , R is the defect
radius which is modeled as a circular region within which the sublattice symmetry is
broken and, nvac, is the vacancy defect density.
These two expressions of graphene’s conductivity essentially behave the same in that they
are both proportional (or nearly proportional) to n/nd, where n is the carrier density
and nd is the specified defect density. This makes the presence of defects obvious but
distinguishing between two types of defects difficult. The dependence on 1/nd comes
from Matthiessen’s rule and is expected for any type of disorder.
The linear dependence on the carrier density, n, is not obvious and happens to be similar
for both charged impurities and lattice vacancies. The carrier density is not exactly the
same in either case. For vacancies there is an additional dependence on n through the
factor of kF in the log term. In general, once a current is established in the material, it
will be the density of defects which will control a time, τ , over which that current will
decay to zero.





where q is the carrier charge, vF is the Fermi velocity of the carriers, D(E) is the graphene
density of states and τ will be known as the total relaxation time which is inversely
proportional to the total scattering rate. The total rate, from Matthiessen’s rule, is no
more than the sum of rates from the constituent scattering processes within the crystal.
So too will the net scattering rate from a defect distribution be the scaled rate from
scattering off a single such defect [44]. Thus a defect scattering rate is proportional to
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The defect potential, Vd, is again Coulombic and falls off as r
−1. To understand how Vd













Consider now that the carrier density, n, is the total carrier density of all availble
carriers. This is an integration of the product of the density of states with the total









For energies near the Fermi level in graphene, where the integration is valid, n, can be
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This implies that,
E ∝ n1/2 ⇒ D ∝ E ∝ n1/2 and
τd ∝ E ∝ n1/2 as well.
Therefore, defect scattering draws the expectation that the conductivity is proportional




This result is due to a bare defect potential. This defect inside the crystal, forces a charge
distribution to form immediately around it thereby screening its potential. Thus, within
the crystal, the net scattering potential is a superposition of the defect potential and
the screening potential. Surprisingly, due to the non-linear screening in graphene (the
screening wavevector is proportional the Fermi wavevector) equation 2.37 holds even
for the screened potential [42]. The screened potential may be calculated using various
approximations, such as the Random Phase Approximation, to obtain the constant Cimp
in equation 2.30.
Generally, the presence of defects has the potential to decrease the electron mobility by
several orders of magnitude [45][46][47][48][49][50][51][52] [53]. The situation becomes
even more complex when the defect density becomes a non-negligible fraction of the
crystal medium. High densities of lattice vacancies remove long range order. Charged
impurities, in contrast, have the potential to break the carbon-carbon symmetry of the
lattice which is expected to open up a band gap, bringing on ferromagnetism or even
superconductivity [48][54] [55].
It is also known that in the limit of complete chemical saturation, an insulating state is
achieved. In this limit graphene oxide is a prime example of where graphene loses its
semi-metallic transport properties [56]. Just below this limit graphene is in a nearly fully
reversible regime where graphene’s chemical and electronic properties have the potential
to be controllably tuned by changing its chemical environment. Reversibility is also
important in the context of graphene intercalation compounds which have the potential
for novel energy storage technologies [57].
Chapter 3
Raman Spectroscopy on transfer
printed CVD Graphene
The work preformed in this chapter was published by ACS Nano Letters in 2011 [18].
Evgeniya H. Lock, Mira Baraket, Matthew Laskoski, Shawn P. Mulvaney, Woo K. Lee,
Paul E. Sheehan, Daniel R. Hines, Jeremy T. Robinson, Jacob Tosado, Michael S. Fuhrer,
Sandra C. Hernandez, and Scott G. Walton were authors. Substrate preparation and
the production of graphene films as described in this publication was preformed and
coordinated by Dr. E. H. Lock with the others at the Naval Research Laboratory. Dr.
D. R. Hines, Dr. E. H. Lock and I worked worked together to transfer print graphene
from copper to the substrates described and characterize their resistance. All Raman
measurements were performed at the University of Maryland by this dissertation author.
All authors participated in the analysis of the data and the writing of the manuscript.
In this chapter I will discuss Raman spectroscopy as a method of detecting defects in
graphene. I will first briefly introduce Raman scattering in graphene, then describe the
work I did using this technique to characterize the quality of graphene films transferred
onto polystyrene substrates.
3.1 Raman Scattering
The most direct way to distinctly observe defects is with scanning tunnelling microscopy.
While that may be, the scale of such measurements is typically on the order of Ångströms,
which is three orders of magnitude smaller than the transport scale of typical graphene
devices. Thus, practical STM measurements are strongly local and not strictly repre-
sentative of the bulk system without some other form of detection.
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Figure 3.1: a) G band scattering mechanism 1. Carrier-hole photoexcitation 2. Scattering
from the lattice, production of zero momentum phonons, decay into a virtual state 3. Stokes
shifted radiative recombination; b) 2D band scattering mechanism 1. Carrier-hole photoexci-
tation 2. Scattering from the lattice, production of K-point phonons by both the carrier and
the hole 3. Stokes shifted radiative recombination (see also reference [1])
Raman scattering in the optical regime is strongly sensitive to backscattering centers
and is the simplest way to characterise defects in graphene devices. To understand
why, one must first recall that in the absence of scattering centers, charge carriers are
ballistic (equation 2.19), only scattering off the lattice in ways that allow momentum
conservation. The charge carriers in graphene are observed to scatter in modes that
leave behind either a single motionless phonon or two high momentum phonons. The
dispersion for graphene phonons is well known1.
A Raman signal due to the first scattering mechanism, figure 3.1a, results from carriers
scattering off the lattice that leave behind zero-momentum phonons. This scattering
mechanism forces the scattered carriers into a virtual state at a slightly lower energy,
which then radiatively recombine with their holes. This recombination process is en-
hanced when the virtual states are closer to actual states, so much so that, only resonant
Raman scattering is effectively observed. The resulting phonons exist at the Γ-point,
and the observed Stokes shift in reflected light is consequently known as the G band.
1Consider the doctoral thesis of Jun Yan from Columbia University (2009), p.26.
http://library.columbia.edu/subject-guides/southasia/resources/eresources/dissertations.html
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Figure 3.2: D band scattering mechanism 1. Carrier-hole photoexcitation 2. Backscattering
event 3. Scattering from the lattice, production of a K-point phonon, decay into a virtual state
4. Stokes shifted radiative recombination (see also reference [1])
The second scattering mechanism, figure 3.1b, involves both a carrier and its hole. The
scattering process reverses the direction of the carrier and hole such that they each leave
behind a high-momentum phonon. This quasi-backscattering mechanism is allowed only
because the net change in momentum and pseudo-spin is zero and is due to a strong
natural coupling of the photo-electric born carriers at the K-point to high momentum
K-point phonons. This inter-valley mechanism, in that carriers will scatter from one
K-point to another (equation 2.2), produces a Stokes shift in the reflected light known
as the 2D band for reasons that will be explained in the following.
In the presence of scattering centers, backscattering without momentum conservation
becomes allowed in that no new particles need to be created to explain the momentum
and spin reversal. In such a system, access to K-point phonons is enhanced [1] in that
a backscattering event will allow the production of K-point phonons to conserve the
carrier-hole momentum (see figure 3.2). The cost of energy in this scattering mechanism
is half that of the 2D scattering, and the resulting Stokes shift in the reflected light is
known as the D band. Thus, the 2D band can then be thought of as an overtone of the
D band.
Originally the D band was observed to be a function of graphite crystallite size, where
the crystallite edges were understood to be the source of the backscattering. With the
discovery of crystalline graphene, defects are understood to be a comparable source of
backscattering centers due to two main factors. The first is the large momentum transfer
between K̄1 and K̄2, which is on the order of an inverse lattice constant. The second
is that the carrier pseudospin has to flip which implies that the disorder must be sharp
on the atomic scale, and break sublattice symmetry. Hence, the D band is thought to
signify the presence of point defects localised on one of the sublattices. This makes a
measurement of the D band intensity a direct way of quantifying defect concentrations
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below 10 %2 [58]. In fact, the degree of Stokes shift allows one to distinguish between
defects resulting from donors and acceptors [59] although charged impurities are not
expected to give a significant D peak.
Raman spectroscopy as a mode of defect characterization, as it stands, has its limitations.
For structural defects specifically, at concentrations towards and above 1% the intensity
of the D band depends more weakly on concentration and tends to saturate [58]. At these
concentrations the chemical state of the crystal has been changed drastically and notable
changes in chemical potential are expected. In this regime, binding energy measurement
become worthwhile.
Ultraviolet and x-ray photoemission spectroscopy allows the experimenter to probe elec-
tron energies from the Fermi level down to the core levels providing insight not only into
electron-electron interactions but also into bonding arrangements. The following chapter
will focus on the science of x-ray photoemission spectroscopy specifically in the context
of defected graphene.
3.2 Raman Scattering with
Reflective Bright Field Microscopy
A standard light source for Raman spectroscopy is a narrow band laser with spectral
width on the order of a few hundred MHz. The 00 transverse electromagnetic mode
(TEM) is always used for simplicity. Often, the laser light will become contaminated
with spurious Raman signals by interacting with various optical components in the
apparatus. The band and mode can be further purified using apertures and intermediate
gratings.
To investigate opaque thin film devices a reflective bright field microscope is used. In this
set up, the laser light is collimated then directed into the rear aperture of a microscope
objective lens through reflection off a narrow band low pass filter. The filter used in the
experiment described in the next section has a 100 wave number (cm−1) threshold. The
light exits the front aperture of the objective, interacts and thereby reflects off of the
thin film surface which is then collected by the same objective lens. This reflected light
is now passed through the filter and towards the detector. It is this pass through the
filter which blocks the source wavelength and transmits the red shifted Raman scattered
light. Before the transmitted light hits the detector the light is dispersed by a grating.
2This is the ratio of defects to carbon atoms. A concentration of 10% corresponds to a 0.5 nm
crystallite size, refer to the inset of figure 6 in reference [58].
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Figure 3.3: (Left) Basic concept of an optical bright field microscope. Collimated light is
emitted from a laser and directed into an objective lens. This light is then focused to a point
on the focal plane. That light is reflected by a device surface at the focal plane back into the
objective. The light is recollimated and then filtered by a low pass filter. The filtered light is
then measured by a detector.
The grating used in the experiment described had 300 rulings per millimeter which
corresponds to about three data points per cm−1.
The measurements described in the next section are Raman maps of a monolayer
graphene surface. The features in these maps are determined by the resolution of the
microscope. The resolution is characterized by the size of the laser spot on the device
surface3. The theoretical minimum spot size can be estimated using Rayleigh’s criterion





Here, ∆xo, is the resolution or minimum lateral feature size detectable in the focal
plane which is approximately the full width of the spot at half the maximum intensity
(FWHM). The term λ, represents the wavelength of the light used and, NA, is the
numerical aperture of the objective lens. For a 632.8 nm HeNe laser focused through
a 0.9 NA objective, the minimum spot size will be in the neighbourhood of 860 nm.
3I am assuming the device surface is always in focus.
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Figure 3.4: Measurement of the intensity of a HeNe laser spot. A) Gold thermally evapo-
rated onto a glass slide provides the metallic edge. As the slide is translated through the field
of view the reflected intensity increases. B) Normalized reflected intensity (black circles) as a
function of distance. The resulting profile is described by a cumulative distribution function
(red curve).
This can be confirmed by measuring the width of the spot with a metallic edge. By
translating a metallic edge in the focal plane through the focal point and measuring the
reflected intensity one will observe a cumulative distribution of the Gaussian intensity.
Figure 3.4A shows a metallic gold edge being translated through the focal plane. As
the edge intercepts the focal point of the objective lens more intensity is reflected back.
The resulting spot size of the error function fit, shown in figure 3.4B, reveals a spot size
of about 890 nm.
The numerical aperture together with the minimum spot size also determines the reso-
lution normal to the focal plane. A 00 transverse electromagnetic mode (TEM) beam
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Figure 3.5: (Black circles) Measurement of the focused laser intensity as the focus is moved
normal to a reflecting surface. (Red curve) Fit to the data based on equation 3.3. The depth
of field, ∆zo, measured to be 1.7 µm
Since the beam intensity is inversely proportional to the area of the spot, the intensity







Here, the FWHM of the resulting Lorentzian, ∆zo, defines the resolution of the minimum
feature size resolvable in the direction along the beam axis known as the depth of field.
This quantity can be measured by translating a reflecting surface normal to the beam
axis through the focal plane. Figure 3.5 shows the resulting intensity variation for a 532
nm laser. The resulting Lorentzian width, based on equation 3.3, is 1.7 µm indicating
the depth of field for the 0.9 NA objective used. In the next section these resolution
limits will be considered in the measurements taken.
3.3 Raman Spectroscopy of Graphene on Polystyrene
Monolayer graphene films were grown through chemical vapour deposition (CVD) on
copper foil substrates as described below. These films were then both transfer printed,
as described below, onto polystyrene substrates and wet transferred [60] to thermally
oxidized silicon substrates. Prior to growth, the 1 cm square 0.25 mm thick copper foil
substrates were pressed flat between two glass slides to remove large scale corrugation
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which aids in the transfer of the graphene to other flat surfaces. Once pressed, the
copper substrates were then sonicated in a sequence of 10 mL of acetone and then in an
equal amount of isopropyl alcohol. Following the sonication, the substrates were then
immediately heated under a glass cover at 100o C to quickly remove the solvent.
The cleaned copper substrates contained in a quartz crucible were placed in a 1 inch
diameter single zone tube furnace. The substrates were heated to 985o C in a hydro-
gen and argon atmosphere for 30 minutes. This has the effect of decomposing large
hydrocarbons from the surface. The resulting smaller radical components are expected
to combine with the flow of hydrogen to form substances that are either aromatic or
gaseous which would then be carried away by the gaseous flow.
After this, the flow of hydrogen was reduced and a flow of methane was introduced.
The methane decomposes, allowing the carbon to deposit on the copper surface. This
deposition process was expected to be self-limiting in that, once a complete monolayer
is on the surface, the process would stop. Complete coverage was established within
5 minutes by prior examination of samples with Raman spectroscopy. Therefore, the
growth was limited to 5 minutes. To stop growth, the flow of hydrogen and methane was
removed. A flow of argon continued until the system was back to room temperature.
Polystyrene substrate surfaces treated with low energy electron beam-generated plasma
and then dipped in N-ethylamino-4-azidotetrafluorobenzoate (TFPA-NH2) [18]. Polystyrene
(PS) was chosen for two reasons. Firstly, because it is a well-characterized polymer with
simple chemical composition and can thus serve as a model substrate to understand
the basic requirements for graphene transfer. Secondly, polystyrene in its native state
has a low adhesion to graphene. Therefore, the surface chemistry of polystyrene can be
systematically varied to enhance the adhesion to graphene and ensure transfer.
To transfer print graphene onto the PS, the substrates were placed in contact with the
CVD grown graphene-covered copper foil and pressed together under heat and pressure
with a NX 2000 Nano Imprinter. Since the TFPA acts as an adhesive, the graphene was
thereby printed onto the substrates. Proof and ultimately the quality of the transfer
was provided in two ways. The first was a four probe push contact measurement of
the resistance per square. This was a global measurement. The second was to map
the intensity of the characteristic Raman peaks for graphene described in the previous
section over a continuous area. This was a local measurement. These measurements at
their respective scales give definition to the quality of a particular transfer.
At the local 80 µm scale , mapping of the printed surface via Raman spectroscopy
confirmed the transfer of graphene to polystyrene and measured the uniformity of the
transfered graphene film. As shown in figure 3.6, graphene was transferred to PS H and
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Figure 3.6: Raman spectra of polystyrene surfaces. Panels (a) and (b) show the samples
named PS ref, PS H, PS R, and Cu foil before and after print, respectively. Panel (c) shows
high-resolution D, G, and 2D regions of PS H before and after print. As a reference, graphene
on SiO2/Si substrate is included.
PS R as signified by the appearance of the 2D peak on the TFPA-treated polystyrene
and the absence of that peak on the copper foil after print. A comparison of PS H with
graphene transferred onto thermally oxidized silicon substrates using a wet transfer
(figure 3.6C) indicates that the 2D graphene peak on PS matches the peak position
(2686 cm−1). It also matches the peak width (≈ 23 cm−1) of graphene/SiO2/Si. The
peak width is also of importance since a larger peak width would be indicative of a
possible folding of the graphene onto itself. Thus, the graphene printed onto the polymer
substrate is of relatively high quality and single layer [61] [1].
In the regions of the D- and G-peak of graphene, polystyrene shows several Raman
modes that obscure the observation of the graphene modes. However, an increase of
peak height at the 1586 cm−1 is clearly visible and indicative of the graphene G-peak.
A closer look at the D region revealed no change in the shape of the peak around 1350
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Figure 3.7: Microraman maps A) of PS H, PS R, and PS ref after print and the corre-
sponding Raman spectra at chosen points B) of each map.
cm−1, suggesting negligible D peak and thus no significant increase in point defects in the
graphene layer during transfer. This is perhaps surprising because the covalent bonding
of the TFPA to graphene may be expected to create defects. Interestingly, the signature
graphene peaks were detected on some areas of the unmodified sample as well (figure
3.6B, PS ref area 1). This might be because the printing temperature is above the glass
transition temperature allowing for good conformal contact at the polymer/graphene
interface.
The micro-Raman maps (Figure 3.7A) of the 2D peak intensity over about an 800 µm2
area show uniform coverage for PS H and PS R. This was not true for PS ref where
large areas with no graphene signature were observed. Here, it is important to keep
in mind that the polymer surface roughness after printing was on the order of ones of
microns which is at the edge of the 1.4 µm depth of field for the instrument as discussed
in the previous section. Thus, some intensity variation over large areas should not be
surprising. To better characterize this phenomenon, I performed a survey of individual
Raman spectra over many different locations (examples are shown in Figure 3.7B). This
revealed that intensities lower than 200 (dark blue color in Figure 3.7A) is likely to be
bare polymer and intensities above 200 are likely to be transferred graphene while the
overall variations in intensity (light blue to red color in Figure 3.7A) reflect the variation
in height.
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Figure 3.8: Photographs (top row) and corresponding microscope images (bottom row)
for PS-H (A, E), PS-R (B,F), PS ref (C, G) and graphene on SiO2/Si (D, H). In this work
the polymer samples were smaller than the graphene/Cu substrates and so in cases (A) and
(B) the residues on the Si wafers are the edges of the graphene/Cu foil that did not come
into contact with the polymer surface during print. Thus, these images (A, B) suggest that
in PS H and PS R cases graphene was completely transferred to the whole adhesion treated
polystyrene surface
Alternatively, the uniformity of the transferred graphene on the macroscale can be eval-
uated by analysing the residual graphene left over on the copper foil substrates after
transfer printing. I accomplished this by dissolving away the printed copper growth sub-
strates in an ammonium persulfate solution leaving only a film of the residual graphene
film backed by a poly-methyl methacrylate (PMMA) over layer on the liquid surface.
The residual films were then transferred to thermally oxidized silicon substrates. The
PMMA is then washed away leaving only the graphene. This is the common wet trans-
fer process. Figure 3.8 shows the outcome. For the PS H and the PS R transfers, only
graphene from the foil edges, which did not come into contact with PS, remain. This
together with the Raman data of figure 3.7 indicate that full transfer of graphene onto
the PS H and PS R substrates was achieved, while for the reference sample (PS ref)
only a partial transfer was observed.
To confirm electrically what is evident in figure 3.8, a standard 4-point probe configura-
tion was used on a 1 mm square of each sample, refer to reference [18]. The insulating
polymer surface was indeed found to be conducting after transfer with low sheet re-
sistances of 1 (PS H) and 3 kΩ/sq (PS R). These values are consistent with the sheet
resistance (<1 kΩ/sq) of monolayer graphene transferred to PET and SiO2/Si[62] [63]
[64]. The reference sample (PS ref) did not show measurable conductivity, which is
consistent with the incomplete transfer suggested in figure 3.8C and G.
This dry transfer of graphene from copper foil to PS, based on the enhanced adhesion
of the polystyrene surface using TFPA, allows the copper foil growth substrate to be
reused. This is not possible in the wet transfer method where it is entirely dissolved
away. The graphene monolayer transferred to the treated polymer was uniform and of
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high quality as signified by a narrow 2D peak width (23 cm−1) and low sheet resistance
(1-3 kΩ/sq)4. The size of the transferred area is limited only by the size of the growth
Cu foil and the polystyrene sheet. Therefore in principle, this method can be applied
to transfer graphene to a wide range of organic or inorganic substrates. Additionally,
transfer from other growth substrates should also be possible as well.
4Complementary measurements of the carbon 1s photoelctron line, the conductivity and mobility
were also taken, see Lock et al., (2011) [18] for details
Chapter 4
X-Ray Spectroscopic Methods to
Characterize 2-D Materials
4.1 X-Ray Spectroscopic Methods to Characterize
2-D Materials
This chapter is a literature review of photoelectron spectroscopy on graphene and
graphene-like systems in the context of defects. The first section covers the basic physics
of x-ray photoelectron spectroscopy (XPS) in the context of graphene. The second sec-
tion covers the basic physics of near edge x-ray absorption fine structure (NEXAFS) in
the context of graphene. The third section covers the mechanics of the x-ray photoelec-
tron spectrometer. In the fourth section the graphene system is compared to carbon,
carbon nanotubes, fulerenes and boron nitride thin films.
4.1.1 One Step Photoemission
For x-ray photoemission to occur, incident x-rays on a crystal medium must have an
energy, Ex, greater than the binding energy, Eb, of the electrons in the crystal. On
incidence, electrons bound within the crystal absorb the incident energy equal to their
binding energy and emerge from the crystal with a kinetic energy, Ek, equal to the en-
ergy excess.
The detection process (see figure 4.1) almost works in reverse with the exception of x-
ray production. The photoelectrons are first collected and focused. The electron kinetic
energy is then filtered. Then a conductor of known work function kept at a positive bias,
31
Chapter 4. X-Ray Spectroscopic Methods to Characterize 2-D Materials 32
Figure 4.1: Energy diagram of the excitation and detection process
V , relative to the crystal absorbs the photoelectron current as a function of its kinetic
energy. This in turn allows a calculation of the binding energy of the photoelectrons
resulting from emission, i.e.,
Eb = Ex + qV − φ1 − Ek . (4.1)
Here, φ1, is the work function of the crystal and the quantity, qV , is the potential energy
difference between the crystal and detector. The photoelectron spectral lineshape is, in
the simplest sense, a Lorentzian distribution resulting from the decay rate of the core
hole left behind (refer to figure 4.2). The Lorentzian width then gives the lifetime of the
core hole from the energy-time uncertainty relation.
4.1.2 The Core Photoelectron Lineshape
The liberated photoelectrons do not emerge from the crystal unimpeded. Two main
modes of inelastic scattering occur which modify the resulting photoelectron signal.
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Figure 4.2: One step photo-emission.
These modes are generally classified into intrinsic and extrinsic scatterings. The ex-
trinsic scattering is due photoelectron interactions with the positively charged nuclear
cores. Consequently the accelerating photoelectrons lose energy to the production of
Bremsstrahlung radiation (see figure 4.3). On the other hand, intrinsic scattering re-
sults from electron-electron interactions between the emerging photoelectrons and free
conduction electrons at the Fermi level. This form of scattering is only prominent in
metals where conduction electrons are abundant.
The loss of energy to Bremsstrahlung radiation is generally proportional to the fraction of
lower-energy photoelectrons emerging from the crystal. This has been crudely modelled
as a linear or step-like increase in the background signal. The more accurate description
is based on the observation that the inelastic loss for a given energy is proportional to
the relative fraction of higher energy electrons above that energy. This description of the





[I(E′)− I(Emax)] dE′ (4.2)
Low-dimensional materials like graphene provide a very low nuclear cross-section for
photoelectrons being emitted normal to the plane (see figure 4.4). And so, it is expected
that the Shirley background contribution is a small fraction of the signal.
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Figure 4.3: Production of Bremsstrahlung radiation. The scattering cross-section is only
significant within the atomic plane
On the other hand, energy loss to conduction electrons through electron-electron inter-
actions is certain for all core liberated photoelectrons in that these electrons must pass
through the π bonding plane (again refer to figure 4.4). Since the lower energy photo-
electrons are more susceptible to interactions, this type of scattering is then expected
to enhance the signal on the low kinetic energy side of the peak core hole signal. In
effect, the naturally pure Lorentzian line shape resulting from core hole decay acquires
an asymmetric tail towards lower kinetic energies or equivalently higher binding ener-
gies. The magnitude of this effect can be quantified by an asymmetry parameter best









which reduces to a Lorentzian line shape in the limit that a = 1 centred at an energy
Eo, the core binding energy
1. From here we can construct the net photoelectron signal,
I(E) = Iin(E) + Iex(E) (4.4)
with Eo expected to be near 284.4eV for the C1s binding energy observed in pure
graphite.
1In the original formulation of equation 4.3 it was assumed that the probability of bulk energy loss
would be a function of film thickness, i.e., the probability would go to zero at zero thickness. Graphene
then lies at this limit. A reformulation of this experssion was later done specifically for graphene, see
specifically reference [67]
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Figure 4.4: Inelastic scattering with the π conduction electrons. The scattering cross-
section is large for electrons moving from the tightly bound 1s orbital normal to the atomic
plane.
4.2 Near Edge X-Ray Absorption Fine Structure
4.2.1 Two-Step Photoemission
When the incident x-ray is near resonance with a core level, the photoelectron, rather
than emerging from the crystal, is transitioned to an excited state near the Fermi level.
It is near this point that the absorption of the incident x-rays sharply increases producing
an absorption edge. Since the incident x-rays are not energetic enough to produce free
photoelectrons, the consequent absorption is due to Auger electron production. The
Auger process is a two step process where: 1) an incident x-ray, on resonance with a
core electron, transitions that electron to an empty state near the Fermi level and, 2)
the excited electron is then ejected from the crystal non-radiatively by absorbing the
energy produced from a valence band decay of the core hole2 (see figure 4.5) [68]. This
ejected photoelectron is an Auger electron. In effect, this near edge x-ray absorption
is entirely dependent on the number of empty sates above the Fermi level for a given
excitation energy.
The simplest mode of x-ray absorption is absorption from resonance with a K-shell elec-
tron orbital3. For crystalline solids, this core electron will only transition to empty states
above the Fermi level. For the transition to occur, the empty states must additionally
be able to accommodate angular momenta, l± 1 of the initial core energy state. That is
to say that the transitioned s-originating photoelectron will have p-like symmetry [70].
2This process is not strictly non-radiative. Some of the photoelectron energy can produce photons
in addition to Auger electrons. The absorbtion probability is monitored by collecting Auger electrons
as the core hole is filled.
3Absorption due to inner shells can be subject to effects such as line broadening from excitation of
phonon modes [69].
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Figure 4.5: Two-step photoemission.
Impurities or adatoms which affect this symmetry will greatly affect the photoelectron
transition rate. This effect will add to the absorption edge a fine structure dependent on
the various bonding arrangements accessible to photoelectrons. From an alternate point
of view, the change in absorption fine structure is due to the photoelectrons scattering
off of impurities and adatoms while in the excited state 4.
The fine structure regarding adsorbed low-Z molecules is firstly decomposed into res-
onances with the π∗ and σ∗ bands. The π∗ resonance is often distinguished as being
the lowest energy structure of the absorption edge [16]. The σ∗ resonance can then be
identified when the polarization of the the incident x-rays is aligned with the bond axis,
this is often parallel to the substrate plane for layered materials. The reverse is true for
the π∗ resonance when the polarization of the the incident x-rays is normal to the bond




This assumes that p-orbitals tend to align somewhat normal to the bond axis and ad-
justing the incident polarization can be used to optimize either the π∗ or σ∗ signals [72].
4Indeed, Near Edge X-Ray Absorption Fine Structure (NEXAFS) is of necessity described by multiple
scattering theory [16].
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Indeed, for low-dimensional materials, observing this change in photoelectron intensity
as a function of polarization angle helps distinguish that material from its substrate.
In simple gasses such as argon, the K-shell photoelectrons first enter empty Rydberg
states for energies below the ionization potential [73]. In this case, these transitions
are seen as a series of peaks increasing in number asymptotically towards the ioniza-
tion potential. Equivalently for crystals, K-shell photoelectrons will first transition to
conduction band empty states near the Fermi level. This resonance is the π∗ resonance
and for insulating materials the transition will not occur until the excitation energy is
above the band gap energy. At higher excitation energies, photoelectrons transition into
the vacuum where there is a continuum of empty states. At these energies the x-ray
absorption is expected to increase abruptly producing a step-like absorption edge [74].
In the continuum regime, for energies greater than the work function of the material,
σ∗ resonances are often accessible. Other resonances and features in this regime can
be attributed to trapping of the photoelectrons by the centrifugal portion of existing
molecular potentials or step-like increases due to multi-electron excitations [74].
4.2.2 Near Edge Resonance Lineshapes
The photoelectron is not measured directly since, in theory, it recombines with its hole.
The resulting energy from recombination is transferred to a valence band electron which
is then ejected from the crystal, and it is this Auger electron which is measured. There-
fore, the resulting lineshape should reflect the lifetime of the photoelectron in the excited
state. Indeed, the higher the energy of the final excited state, the shorter the lifetime
which implies higher energy resonances will have broader lineshapes [74]. In general the




G(E− E′)L(E′ − Eo) dE′ where (4.6)
G(E− E′) = exp[−1
2
(E− E′)2(∆EG)−2] and (4.7)
L(E′ − Eo) = [(E′ − Eo)2 + ∆E2L]−1 (4.8)
5Normalization factors in equations 4.6 through 4.8 have been taken to be unity for simplicity. These
factors are experimentally determined though data reduction.
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Figure 4.6: An approxiamte energy level visualization of graphene derived from reference
[2].
Here, G and L represent a Gaussian and Lorentzian distribution, respectively.
In particular, the σ∗ molecular orbital, which is formed from the degeneracy breaking of
the neighbouring atomic states (refer to fig.2.1), is at an energy high enough for electrons
to scatter from those neighbouring atoms. This is to say that electrons in the σ∗ state
above the vacuum level are quasi-bound. This leads to two broadening mechanisms.
The first results from any change in the inter-atomic distance. Here, the energy of
σ∗ will decrease linearly with increasing inter-atomic distance6 [75]. This implies that
any existing bond length distribution should then broaden the σ∗ lineshape7 [77]. The
second, results from the quasi-bound electrons tunnelling into the vacuum. This will
weight the distribution of σ∗ electrons towards lower energies in so much that higher
energy electrons are more likely to tunnel into the vacuum. The effect is a tailing of the
lineshape towards higher energies [76]. This has been described empirically by modifying
the Gaussian width to be linearly dependent on energy [77], i.e.,
∆EG → mE + b (4.9)
6The work of Sette et al., determined this result empirically [75].
7The work of Arvanitis et al., demonstrated that the natural C-C bond stretching frequencies in
adsorbed C2Hn molecules produces a broadening of less than 2eV [76].
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At the Fermi level or the conduction band minimum (for either metals or insulators)
the density of empty energy states abruptly increases following the Fermi-Dirac distri-
bution. Due to energy-momentum restrictions, π-like symmetric transitions near this
point are preferred forming the π∗ resonance. Similarly, at the vacuum level the density
of empty energy states again increases abruptly representing the continuum of energy
states throughout the vacuum. For a particular energy, electronic transitions that carry
σ-like symmetry are enhanced forming the σ∗ resonance. Most notably, however, it is the
continuum of vacuum energy states which produce a step or edge-like feature in the ab-
sorption. This absorption edge is as abrupt in energy as the crystal potential maximum
where the sharpness in the edge is naturally lifetime limited due to decay. Therefore a
convolution of the near edge resonance lineshape (equation 4.6) with a step distribution





In the limit of low noise measurements, where the signal is lifetime limited the vacuum






















At this point, two x-ray excitation processes have been discussed, one involving photo-
electron release and the other involving Auger electron release. The two processes are
similar in that a photoelectron and core hole are created. This core hole, in the case of
absorption, is electrostatically coupled to the photoelectron. In fact, for low energy near
Fermi level excitations the coupling is strong enough to form an excitonic-like state. The
state arises from core hole screening by conduction electrons and is specific to metals.
This is to say that, in the limit where the reduced mass of the exciton is very small
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the exciton binding energy goes to zero8. This means that any resulting Rydberg-like
states are so closely spaced that a single resonance is produced. The corresponding
density of states has been described by a power law which is singular at the Fermi level
[79][80]. This acts to enhance the continuum of conduction states above the Fermi level
by adding to it this Rydberg-like continuum. This is observed in two ways. Firstly,
this joint density of states near the Fermi level increases the probability for escaping
photoelectrons to lose energy to electrons near that level, as mentioned earlier in section
4.1.2. Secondly, the absorption cross section will be enhanced for transitions near the
Fermi level due to this joint density of states between the conduction band and the core
hole exciton [80][81].
4.3 Measuring Photoelectrons: The X-Ray Photoelectron
Spectrometer
It is paramount, prior to any measurement, to clearly understand the origin and lim-
itations of the accuracy and precision of that measurement. The x-ray photoelectron
spectrometer, used to measure the generated free electrons, comprises an x-ray source,
a sample staging chamber and photoelectron spectrometer. Each component adds error
to the measurement and can be accounted for to some degree. The x-ray source has tra-
ditionally been an x-ray tube which generates spectrally broad x-rays through electron
bombarding a metal target. The bombarding electrons have enough energy to excite
K-shell core electron states, the decay of which produces, for example, Kα x-rays. These
x-rays can be collimated using spatial filters and directed at a sample. The emitted
photoelectrons are then collected and focused with an electrostatic lens. The resulting
image is then discriminated according to the electron’s energy and momentum.
4.3.1 X-Ray Production: The Synchrotron Light Source
The modern x-ray photoelectron spectrometer uses a synchrotron light source as opposed
to the, still used, x-ray tube. By comparison the spectral line width superior. Here,
electrons are accelerated in a ring at relativistic speeds. At these speeds the electrons
lose energy through radiation. Orbiting electrons with kinetic energy on the order of
1GeV will radiate photons on the order of more that 100eV [69].
The electrons in the ring will exist with some distribution of velocities which thereby
places a distribution on the energy of the radiation emitted. The band width of the
8Consider graphene where the hole mass, being localized to an atom, is infinite [79] and the carrier
mass is zero
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emitted radiation can be narrowed by constructively interfering the radiation of electrons
with similar accelerations. This is accomplished by undulating the trajectory of the
electrons in the ring at a fixed spatial frequency. A set of magnets held close to the
accelerating electrons with an alternating polarity causing them to take on a nearly
sinusoidal trajectory. Assuming that the resulting trajectory is planar and sinusoidal,
radiation at the high acceleration points will constructively interfere to yield a narrow
band of x-rays. Due to the sinusoidal nature of the trajectory the radiated light has a
select set of frequencies with maximal intensity.
Much in the same way a laser can output higher order spatial modes of light distribution
of varying symmetry so too does the radiated light from undulation. To select out a
“zeroth order mode” a pinhole type spatial filter is used. The output intensity distribu-
tion in energy is Gaussian-like but not actually so9 and it is up to the discretion of the
experimenter to determine the intensity profile used. To further narrow the band width
of the resultant light, the x-rays are collimated onto a grating. The diffracted x-rays
are then band width limited by an adjustable slit. The monochromated x-rays are then
focused to a spot on the sample10.
4.3.2 The Hemispherical Energy Analyser
Early uses of the hemispherical energy analyser involved measuring electron beam ab-
sorption [82] and scattering through gases, [83] measuring proton binding energies [84]
and measuring photoelectron energies of molecular hydrogen and oxygen [85] the theo-
retical basis of which had been described much earlier by Hughes [86] and Purcell [87].
By 1970 the hemispherical analyser was employed to measure electron binding energies
as a function of angle [88][89][90]. A modern version of the hemispherical analyser was
developed over the next five years [3]. The modern version is preferred over the plane
mirror analyser and the cylindrical analyser for its greater electron throughput and cir-
cular stigmatic focusing [87][82][90]. Mainly, the hemispherical analyser allows a higher
electron transmission and energy resolution for its overall size and will easily achieve a
resolution of 0.5 eV with standard machining and placement tolerances of 0.025 mm.
This is with respect to a hemisphere diameter on the order of 250 mm11 [91].
Free electrons originating from a point subject to a radial, r−2, field can be focused to
a point forming an axis from that stigmatic pair [92]. The resulting energy dispersion
9The “modes” of the radiated x-rays are non-trivial, e.g., they cannot be derived from the paraxial
equation
10The Australian Synchrotron Soft x-ray beam line produces a ≈ 400µm spot.
11The first analysers made appear to be quite small. The work by Simpson states a mean radius of
2.5cm! See reference [82]. Larger diameter hemispheres are less a subject to common millimetre scale
work function variations in the hemisphere surfaces.
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Figure 4.7: Diagram of a simplified hemispherical energy analyzer. The design presented
here, created by the author, was derived mainly from references [3] and [4], and has been
cost minimized (excluding the channeltron). The channeltron depicted, based on a 1/4” glass
tube which measures 3 times a commercial channeltron, has been enlarged for clarity. X-
Ray generated photoelectrons are liberated from the sample with help by a potential bias, VB .
The dotted lines trace the path of photoelectrons through the detector starting at the entrance
aperture, Ao. Apertures, A1 and A2 then direct electrons into and out of the hemispherical
deflector, respectively. Photoelectrons first pass through the the Einzel lens assembly held at
potentials G1, F1, G2 and F2. Potentials F1 and F2 are used for focusing while the ratio of G1
to G2 determines the photoelectron kinetic energy loss prior to entering the deflector [4]. The
deflector, energy segregates the electron flux with a radial electric field set by potentials S1
and S2 where S1 in the simplest arrangement is at ground. On exiting, the deflector electrons
are accelerated to the channeltron walls by a potential, M, creating a electron cascade which
amplifies the photoelectron current that is finally measured.
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along that axis is then proportional to the product of the mean trajectory radius with the
square of the opening angle of the originating electron beam [87]. The electron beam is,
of course, formed from photoelectrons emanating from the sample. The photoelectrons
emerge from the sample surface in all directions and must be focused to a point so that
points of a given energy in the dispersed image are distinguishable. An electrostatic
Einzel lens is typically used for focusing which fixes the opening angle of the resulting
beam prior to entering the radial field (see figure 4.7). This beam emerges from a
slit which is then dispersed in the field. Here, the construction of the analyser and
mathematical description of the resulting instrumental broadening in the image due to
a finite beam width and imperfect focussing is greatly simplified by extending the field
to a hemispherical volume. Further confining the field to a shell volume permits work
function variations, existing in either the anode or cathode of the field, to be averaged
out.
With focusing in the hemispherical configuration alone, aberration due to space charge
effects is significant. Space charge, which is the mutual Coulombic repulsion of the elec-
trons, effects the throughput of an electron beam within the analyser. The throughput
is inversely proportional to the square root of the electron kinetic energy in the limit of
perfect focusing where the resolving power, defined as ∆E/E, is much less than one12.
This relationship breaks down at very low energies where the resolving power is on the
order of unity which implies that, for a given analyser geometry, there is an optimum
throughput energy. Therefore, it is ideal to decelerate high kinetic energy electrons (a
character common to all core level photoelectrons) to this optimal throughput energy
prior to entry in the analyser. In doing so, other effects due to stray or unused electrons
produced through either discrimination or collision with the analyser itself are minimized
[82].
As with all cylindrical electrostatic optics, aberration due to non-linear refraction of
electron trajectories away from the optical axis are prevalent [92]. Steps can be taken in
the analyser design to minimize spherical and chromatic aberration such as incorporating
fringe field control electrodes [93] and optimising the filling factor of each lens element
[94]. Truly minimizing spherical or chromatic aberrations and other fringing effects
can only be accomplished by modelling the analyser which involves numerically solving
Poison’s equation over the geometry in question. Having that in mind, much work has
been done with regard to simplifying that problem by modelling lenses with first-order
matrix representations [95][96][97][98][99], however, the problem of analyser optimization
continues and most of the recent work in analyser design has relied on advances in
computer processing speed to solve exactly for analyser potentials and the resulting
electron trajectories [100][101][102][103][104][4].
12The theoretical resolving power of the hemispherical analyser is on the order 1E-3 in energy [83][91].
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4.4 X-Ray Photoelectron Spectroscopy and Absorption in
Graphene
4.4.1 X-Ray Photoemission of Carbon
X-ray photoelectron spectroscopy is generally a surface sensitive measurement since the
mean free path for inelastic collisions of photoelectrons is on the order of 10 to 20 Å.
In turn, any ambient substances not accounted for that can react with the surface can
erroneously effect the measurement. For this reason, the study of a substance requires
that it must initially be isolated from the environment. This is easily achieved in an
ultrahigh vacuum environment at pressures near 10−10 Torr or lower where exposure of
the surface to a single Langmuir can take up to three hours. One Langmuir corresponds
roughly to the flux needed to adsorb one monolayer with a sticking coefficient of unity13.
Here in this environment, it has been widely noted that thin films of carbonaceous
material, usually hydrocarbons from handling and operation of the instrumentation,
tend to form on surfaces over time14 [69]. Indeed for this apparent ubiquity, the carbon
1s photoelectron signal has historically been used for spectrographic energy calibration
[69].
Carbon is the most versatile of all elements in that it defines that which is organic and
so, the C 1s core level has been extensively examined [69]. The most general form of
carbon is amorphous carbon, which is composed mostly of a carbon that does not have
any crystalline structure and is free from functional groups. The carbon-carbon bonding
arrangement is mainly a mixture of sp3 and sp2 hybridization with some much lesser
fraction due to an sp hybrid [105]. When prepared by a filtered cathodic vacuum arc
technique [106], pulsed laser deposition [107] or through plasma decomposition [108][109]
varying, sometimes controllable, ratios of sp2 to sp3 bonding can be achieved.
As one should expect, the features in the photoelectron and x-ray absorption spectra of
amorphous carbon, while similar to the features in crystalline carbon, are much more
broad in comparison representing a distribution of carbon arrangements [105]. For ex-
ample, amorphous carbon derived from plasma decomposed C60 has been studied [109].
Here the width of the C 1s C60 peak (0.8 eV) was found to be less than half that of
the amorphous carbon peak (1.8 eV) where the difference is an indicator to the fraction
of C60 remaining. On this point, the broadness appears to be an indicator of disorder
13‘The langmuir (symbol: L) is a unit of exposure (or dosage) to a surface (e.g. of a crystal) and is
used in ultra-high vacuum (UHV) surface physics to study the adsorption of gases. It is a practical unit,
and is not dimensionally homogeneous, and so is only used in this one field. It is named after American
physicist Irving Langmuir.’ Wikipedia c.2016
14This time scale is on the order of weeks for modern systems that use all metal seals and oil-free
vacuum pumps.
Chapter 4. X-Ray Spectroscopic Methods to Characterize 2-D Materials 45
[110]. However, precise quantification of the type of disorder through deconvolution
of the carbon 1s lineshape has been considered more difficult due to the number of
allotropic possibilities to which any one photoelectron producing constituent can refer
to and as a result, an analysis is sometimes ignored altogether [111]. The difficulty in
deconvolving the C 1s lineshape is not solely a condition of carbon’s allotropes, many
of these allotropes are metallic, and the resulting asymmetry of the C 1s lineshape (see
section 4.2.2) significantly adds to this impalpability.
4.4.2 The Graphene Core Level
While many different forms of carbon have been investigated through x-ray photoelectron
spectroscopy, a review of all these works is unnecessary and beyond the purpose of this
section. The C 1s lineshape is convoluted and therefore a proper understanding of its
linshape requires initially focusing on the simplest system. Graphene, with its two-
dimensional electronic structure, is used as the building block to describe so many other
substances and is the main focus of this section. Since it exists as a metal with a simple
π and σ bonding arrangement forming massless charge carries at the Fermi level (refer to
section 2.2), its C 1s lineshape is asymmetric with a tail toward higher binding energy.
This asymmetry represents significant coupling between the conduction electrons and the
core photo-hole. This coupling, and with it the asymmetric lineshape, are expected to
not be directly related to disorder, and it has been suggested that more experimentation
is needed to understand any relationship if present [67].
In the presence of lattice vacancies, as the material becomes more chemically reactive,
the C 1s core level signal is expected to yeild components grouped around lower binding
energies [112]. In contrast, dopant-based defects which are expected to tightly bind
to the carbon have the effect of passivating the material’s surface leading to a binding
energy increase. For example, in the case of graphene oxide, carbon-oxygen bonds are
quite strong, being on the order of an electron volt or greater [5][113][114]. This is also
the case with carbon-nitrogen bonds [115][116] and the hydrogenation of single-walled
carbon nanotubes [117]. However, boron adsorbed to the graphene surface and nickel
acting as a substrate has the effect of lowering the binding energy by the same order
[118][119].
There have been many attempts to deconvolve the C 1s lineshape in the presence of
disorder. Experiments involving graphene oxide provide many examples. In these works
graphene oxide is created from graphite and then graphene is recovered through re-
duction. In the reduced material the lower kinetic energy tail is often interpreted as a
series of symmetric decay modes occurring at energies corresponding to different carbon
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Figure 4.8: C1s spectrum of reduced graphene oxide [5]
bondings [5] [115][116] [113]. This is highly questionable since the pristine lineshape is
already expected to show the asymmetric tail to higher binding energy, due to inter-
action of the photoelectron with the metallic graphene electrons. Consider figure 4.8
[5]. The measured line shape shows no apparent maxima in the high energy tail. Still
the authors take the liberty to decompose the curve into a series of apparently pure
decay modes15. A similar analysis produced figures 4.9 [6] and 4.10 [7]. At least in these
analyses a Voigt distribution is used and, there are apparent maxima in the data. The
Gaussian component of the Voigt distribution would account for experimental broad-
ening, however, in reference [6], the authors neglect to mention what that broadening
might be. In reference [7] the broadening is placed between 400 meV to 700 meV which
is quite large for a synchrotron based light source.
Annealed hydrogenated single-walled carbon nanotubes display broader C 1s lineshapes
after consecutive hydrogenation and annealing which was interpreted as increased disor-
der [117]. Occasionally investigators acknowledge the asymmetry resulting from inelastic
Fermi-photoelectron collisions in graphene [120] [121] [122][123] [124] [125][126]. This
observation leaves these and other works [127] [128] [129][7][6] to be reinterpreted since
the asymmetry parameter alone can account for a significant fraction of the features
claimed to be measured in data (see figures 4.8, 4.9 and 4.10)16.
4.4.3 X-Ray Absorption Fine Structure in Carbons
Amorphous carbon, while very ambiguous in analysis of the C 1s lineshape when com-
pared to pure carbon, often shows fine structure in x-ray absorption. Namely, in addition
15The actual lineshape used is never mentioned.
16This is a key point in analysis. This is to say that the Shirley background of graphene, as describe
in section 4.1.2, should be very small in the resulting fit
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Figure 4.9: C1s spectrum of CVD graphene exposed to PMMA [6]
Figure 4.10: C1s spectrum of epitaxial graphene [7]
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Table 4.1: C1s XPS Reference Data for Pristine and Chemically Modified Graphene
Material Binding Energy Assignment Literature Reference #





CVD Graphene + N 284.8 C-C [115]
285.8 N-sp2 C
287.5 N-sp3 C
CVD Graphene + N 284.6 C-C [116]
285.8 C-N
288.2 C-O
CVD Graphene + Ni 285.0 C-Ni [118]
284.88 C-Ni
283.6 C-Ni
CVD Graphene + Ni,B 284.31 C-B [119]
283.34 C-2B
282.27 C-3B
Epitaxial Graphene 284.8 C-C [7]
285.77 C-Si
Epitaxial Graphene 284.5 C-C [114]
286.3 C-O
283.7 C-Si




Graphene Oxide 284.5 C-C [113]
285 C-H
Carbon Nanotubes + H 284.75 C-C [117]
285.5 C-H
to π∗ and σ∗ resonances at 285 eV and 293 eV respectively17, there is a mid band reso-
nance near 288 eV (see figure 4.11) [9][8]. This resonance lies very close to the graphene
vacuum level and has also been seen in C60 [109][131] and is expected in C60-like struc-
tures [9]. Structure originating below the vacuum level is considered to be π-like [74]
which has generally been confirmed from observations of the fine structure of graphite
and diamond [108][130]. Diamond is an entirely sp3 type material and its absorption
edge which begins just above this energy is entirely due to σ∗ type resonances which
suggests that the mid band feature is of a π∗ origin [132].
The work of Comelli et al. (1998) [108], which in the context of amorphous carbon
presents data of adsorbed benzene and cyclohexane that suggests the mid band feature is
some residual carbon-hydrogen bonding. This conclusion stems from a previous analysis
17The symmetry of the resonances was confirmed by Rosenberg et al. (1986) [130].
Chapter 4. X-Ray Spectroscopic Methods to Characterize 2-D Materials 49
Figure 4.11: a.) Figures 1a through 1c of reference [8]. B.) Figure 1 from reference [9].
of solid phase and absorbed saturated polymeric molecules which lack π bonding [77]
[133]. In the context of such molecules adsorbed to a surface, the contribution of Rydberg
states to this feature, in its nearness to the ionization potential, was assumed to be zero
due to the large spatial extent of those states relative to the valence states18. This
leaves the mid band feature to be a result of transitions to valence final states which, in
that context, are hydrogen saturated. For unsaturated hydrocarbons the valence states
merge into a molecular π state that is degenerate with other such molecules. Degeneracy
breaking of the π∗ state would then result in multiple π-like resonances, namely, two π∗
resonances to first order [74].
In graphite, the mid band feature has been suggested to be due to interlayer states
having a mixture of π or σ-like symmetry19 [132]. Similar mid band fine structure also
exists in layered hexagonal boron nitride seen in the K edge of both boron and nitrogen
[71]. Together, boron and nitrogen parenthesize carbon on the periodic table and so,
the boron-nitrogen bond is expected to be isoelectronic with the carbon-carbon bond
18The radial extent of Rydberg orbitals relative to the ionic radius of the atom or molecule is large
and is therefore expected to overlap with the surface upon absorption.
19These states are conceived as a mixture of px, py and pz orbitals.
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of graphene [134]. Here the observed mid band feature lies closer to the π∗ resonance
for both K edges which seems to correlate with the lower work function of the material
(approximately 3 eV in BN as opposed to 4.6 eV in graphene) and is deduced to have
pz-like symmetry. An ion implantation and bombardment experiment on hexagonal
boron nitride by Jimenez et al. (1996) [135], observed three additional π-like peaks
below the vacuum level . The peaks were produced by both ion bombardment and
ion implantation. Here, a peak lying at the vacuum level increased dramatically with
both bombardment and implantation while the peak closest to the characteristic π∗
edge resonance only increased as dramatically as the vacuum level feature did after
implantation. The third peak, being just above the noise level and located between these
two, was observed after both bombardment and implantation but consistently remained
at a low intensity. A later work on bilayer hexagonal boron nitride by Shimoyama et
al. (2004) [134], argues that the peak nearest to the characteristic π∗ edge resonance
is a result of hybridization with the nickel substrate. To add to all this, this mid band
feature has been shown to be enhanced by oxygenation in both carbon and boron nitride
nanotubes [136][137].
Again, splitting of the π∗ resonance is expected when the π states are in close proximity
with neighbouring π states to first order. Further minimizing that proximity to include
second order effects would only act to move the resultant π∗ pair to higher energies
[74]. With this in mind, Shimoyama’s argument is quite strong and, in the context of
graphene, is further supported by theoretical calculations [2]. This still does not totally
explain the mid band feature at the vacuum level which appears to have an intensity
directly proportional to the amount of impurities in the system and is common to layered
materials.
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Table 4.2: NEXAFS Reference Data for Pristine Graphene and Related Carbon Ma-
terials
Material Resonance Energy Assignment Literature Reference #





289 (d) sp2-C(II, III)
Amorphous Carbon 285 π∗ [108]
Carbon Black 285.5 π∗ [9]
C60, C70 285.35 π
∗ [131]
Graphite 285.5 πo [130]
292.5 σ1,2
Graphite 285 π∗ [132]
289 Interlayer
292 σ∗





Formation and Analysis of
Graphene Vacancies via XPS and
NEXAFS Measurements
High resolution x-ray photoelectron spectroscopy (XPS) and near edge x-ray absorption
fine structure spectroscopy (NEXAFS) were used to determine the character of vacancy
defects in graphene. Vacancies were induced in graphene on a thermally oxidized silicon
substrate using argon ion bombardment. XPS of the carbon 1s core level of pristine
graphene shows a C 1s spectrum consistent with a single C 1s peak broadened both in-
strumentally and by a Doniach-Sunjic type effect. As defects are created, deconvolution
of the resulting spectrum reveals two peaks. The first retains the same spectral width
as that of the pristine graphene but with a reduced intensity. The second peak, which is
broader and at a slightly higher binding energy ( 200 meV), increases in intensity with
increasing defect concentration. This second peak is identified as the experimental XPS
signature of defective graphene. The observation is somewhat at odds with theoretical
calculations of XPS spectra for graphene with various vacancy arrangments, which gen-
erally produce C 1s peaks shifted to lower binding energy. Instead, the emergence of
this second peak, together with the emergence of a single sharp resonance seen near the
vacuum level in the NEXAFS spectra, is interpreted as a distribution of molecular-like
states forming on the grapahene surface.
5.1 Introduction
Defects limit the electrical conductivity through a material. Understanding the physics
of defects is therefore essential to building materials and structures with novel electronic
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properties. Low dimensional materials, because they are simple, act as a foundation for
understanding higher dimensional systems by allowing the exploration of more advanced
theory.
Graphene is the archetypal two dimensional crystal and has been the foundation for
understanding carbon based systems. The first measurements of graphene’s carrier
mobility at room temperature were in excess of 15,000 cm2 V−1 s−1 [20], which is
an order of magnitude greater than is expected for many metals [21]. This carrier
mobility is practically independent of temperature between 10 K and 100 K [22][23][24].
This indicates that the dominant scattering mechanism is due to defects. For graphene
adhered to a SiO2 substrate the mobility is limited by defects in the form of charged
impurities from the substrate [25] [26] and so, one finds that the mobility can be greater
by an order of magnitude from simply using a more chemically inert substrate such as
hexagonal boron nitride [27] [28].
Many different forms of carbon have been investigated through XPS and NEXAFS. The
existing large body of work on carbon is a result of carbon’s versatility and as a result the
C 1s core level, with a binding energy of about 284.5 eV, has been extensively examined
[69]. The most general form of carbon is amorphous carbon composed mostly of a
carbon without any crystalline structure and free from functional groups. The carbon-
carbon bonding arrangement will mainly be a mixture of sp3 and sp2 hybridization
with some much lesser fraction due to an sp hybrid [105]. When prepared by a filtered
cathodic vacuum arc technique [106], pulsed laser deposition [107] or through plasma
decomposition [108][109] varying, sometimes controllable ratios of sp2 to sp3 bonding
can be achieved.
As one should expect, the features in the XPS and NEXAFS of amorphous carbon,
while similar to the features in crystalline carbon, are much broader representing a
distribution of carbon arrangements [105]. For example, amorphous carbon derived
from plasma decomposed C60 has been studied [109]. Here the width of the C 1s C60
peak (0.8 eV) was found to be less than half that of the amorphous carbon peak (1.8
eV) where the difference is an indicator to the fraction of C60 remaining. On this
point, the broadness appears to be an indicator of disorder [110]. However, precise
quantification of the type of disorder through deconvolution of the carbon 1s lineshape
has been considered too difficult due to the number of allotropic possibilities to which
any one photoelectron producing constituent can refer and as a result, an analysis is
sometimes ignored altogether [111].
The pristine C 1s lineshape is modified by four main factors, chemical coordination, ex-
trinsic scattering, intrinsic scattering and instrumental broadening. For pristine graphene,
being a two-dimensional semi-metal with carbon situated high on the periodic table, it
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has a simple planar π and σ bonding arrangement. This two dimensionality provides
a low scattering cross section for photoelectrons and thus, for graphene, extrinsic scat-
tering should be a minimum. This leaves the main broadening mechanisms of the C
1s to result from intrinsic scattering and instrumental broadening. The main intrinsic
scattering mechanism for graphene is electron-electron coupling of photoelectrons with
the conduction band. These inelastic collisions are more likely for slower moving pho-
toelectrons which has the effect of producing an asymmetric lower kinetic energy (or
higher binding energy) tail on the otherwise symmetric Lorentzian lineshape. This is
a Diniach-Sunjic type effect true for many metals [66] and specifically graphene [67].
Consequently, since the instrumental broadening can be measured directly it should be
possible to quantitatively account for changes in the chemical coordination through the
introduction of disorder.
There have been many attempts to deconvolve the C 1s lineshape in the presence of
disorder. Experiments involving graphene oxide provide many examples. In these works
graphene oxide is created from graphite and then graphene is recovered through reduc-
tion. In the reduced material the lower kinetic energy tail is often only interpreted as
a series of pure decay modes occurring at energies corresponding to different carbon
bondings [5] [115][116] [113]. This is highly questionable since the pristine lineshape is
already expected to show the asymmetric tail to higher binding energy. Consider again
figure 4.8. The measured line shape shows no apparent maxima in the high energy tail.
Still the authors take the liberty to decompose the curve into a series of apparently pure
decay modes1. A similar analysis was done in references [6] and [7]. At least in these
analyses a Voigt distribution is used and, there are apparent maxima in the data. The
Gaussian component of the Voigt distribution would account for experimental broad-
ening, however, in reference [6], the authors neglect to mention what that broadening
might be. In reference [7] the broadening is placed between 400 meV to 700 meV which
is quite large for a synchrotron based light source.
Annealed hydrogenated single-walled carbon nanotubes display broader C 1s lineshapes
after consecutive hydrogenation and annealing which was interpreted as increased disor-
der [117]. Occasionally investigators acknowledge the asymmetry resulting from inelastic
Fermi-photoelectron collisions in graphene [120] [121] [122] [123] [124] [125] [126]. This
observation leaves these and other works [127] [128] [129] [7][6] to be reinterpreted since
the asymmetry parameter alone can account for a significant fraction of the features
claimed to be measured in data2.
1The actual lineshape used is never mentioned.
2This is a key point in analysis. This is to say that the Shirley background of graphene, as describe
in section 4.1.2, should be very small in the resulting fit
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Modifications to graphene are likely to have a character extending in a direction normal
to the crystal plane. Adsorbates and other types of defects will have valence orbitals
extending out into the vacuum as opposed to disorder incurred by the substrate which
lies below the atomic plane. XPS can readily measure the photoelectrons emitted from
graphene – and from defected graphene. XPS is a quantitative technique that allows
you to assume the relative faction of pristine/defected graphene, while the shift in the
measured features provide information on the oxidation states of the graphene atoms.
The nature of the modifications can be further revealed through their symmetries, which
are not accessible through XPS. NEXAFS measurements of the symmetries of the excited
state electronic configurations are performed to complement the XPS measurements.
5.2 Experimental Methods
5.2.1 Sample Preparation
Monolayer graphene samples grown through chemical vapor deposition, prepared on a 5 x
5 mm square substrate of highly hole-doped, thermally-oxidized silicon, were obtained.3
The samples were annealed in ultra high vacuum (i.e., a starting base pressure of 5.1 x
10−9 Torr) at 300o C for a total of four hours to remove adsorbates [139]. The annealing
showed a negative chemical shift of less than 10 meV after two hours and no change
thereafter. This small chemical shift could be due to water and other adsorbates such
as PMMA residue [139][140]. The graphene, as a result of annealing, reached a chemical
equilibrium with a featureless core level spectrum4 and is therefore assumed to be in a
practically pristine state. Following this, the graphene was ion bombarded with 500 eV
argon ions which had the effect of dosing the graphene with lattice vacancies since the
threshold to remove a single carbon atom is at least 90 eV [58]. The argon ion current
was measured independently prior to dosing to maintain a consistent and uniform dosage
of the graphene. Photoemission spectra were checked routinely for argon implantation
by observing the argon K edge. For simplicity, approximately one defect is assumed
to be created per argon ion. Since changes in the photoelectron signal due to defects
appeared to be far more subtle than that seen in Raman spectra [58] the dosage was
increased in near logarithmic steps.
3Multiple graphene samples were acquired from the Graphene Supermarket.
4By featureless it is meant that the core level spectrum does not have any obvious peaks such as
those seen in the work of Pirkle et al. (2011) [139] and Lin et al. (2011) [140]
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Figure 5.1: A)(black dots) Gold XPS signal. The 4f7/2 peak is taken to be at 84 eV whereas
the spin orbit component 4f5/2 is found to be 3.7 eV higher at about 87.7 eV. (Red line) Voigt
distribution fit. B) (black dots) Gold Fermi edge. (Red line) Fermi Dirac distribution fit,
100 eV Gaussian broadening. C) (Black dots) Pristine graphene C 1s XPS signal. (Red line)
Single peak Doniach-Sunjic fit, Asymmetry 0.15, Lorentzian width 148 meV.
5.2.2 Spectroscopic Analysis
Photoelectron and NEXAFS measurements were preformed at the Australian Syn-
chrotron Soft X-Ray beam line5 with a spot size of 400 µm and excitation energy of
350 eV. Spectra were taken at an angle of 55o after each dosage step with a SPECS
hemispherical energy analyzer that utilizes the averaged signal of nine chaneltrons hav-
ing a low pass energy of 10 eV to enhance resolution [82]. The C 1s core level energy and
intensity was normalized to a standard gold 4f core level spectra measured at the start
of our investigation, refere to figure 5.1A. The NEXAFS spectra were measured from
the total electron yield by normalizing that signal to the photo-ionization current of a
metal grid in the path of the x-ray source. The instrumental broadening was determined
from a measurement of the photoemission edge of the gold standard held at room tem-
perture. A fit calculated by the author to this edge with the Fermi-Dirac distribution,
representing the occupancy of the conduction band at finite temperature, showed an
instrumental broadening of 100 meV (see figure 5.1B). We found it sufficient to take this
as the total instrumental broadening of the photoelectron lineshape since broadening
from the x-ray source is taken to be independent of the excitation energy between the
5While any given beamline experiment can in principle be preformed by as few as two people, beamline
experiments are constrained to be preformed within a time frame of about a week (The work described
here was limited to 3 days). Hence, other people, mainly devoted beamline scientists directly famil-
iar with the apparatus and additional scientists acting as spotters during measurement, are involved.
Beamline scientists assist with the practicality of data acquisition while other assisting scientists act to
spot potential problems. The resulting team of scientists, in effect, maximize the efficient use of time.
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Figure 5.2: Graphene C1s Core Level XPS Spectra as a function of Argon Ion Irradiaton.
(black dots) Unirradiated; (blue dots) 0.16 µA·s, 0.03% defects; (green dots) 4.00 µA·s, 0.7%
defects; (magenta dots) 5.11 µA·s, 0.8% defects; (red dots) 10.1 µA·s, 2% defects; (black
diamonds) 61.2 µA·s, 10% defects. An intensity correction referenced to a gold standard was
done for each measurement.
gold emission edge and the excitation energy. As well, a previous analysis showed that
an estimated instrumental brodening is likely to be within 5% of the actual value6 [141].
The photoelectron data of the pristine graphene was initially fitted with a single broad-
ened Doniach-Sunjic peak (refer again to figure 5.1C). This single peak fit determined
the asymmetry index and Lorentzian width to be 0.15 and 148 meV, respectively. This
is similar to what has been measured elsewhere [7][67]. That pristine lineshape was
then used in a ten-peak fit of all the data. Using ten possible peaks to fit the data
over-determines any possible vacancy defect peak distribution present in the graphene,
as outlined by the work of Susi et al. (2014) [112]. I found that, in the pristine case, all
but one of the peaks were suppressed, as expected. I conclude that the single broadened
Doniach-Sunjic lineshape provides a satisfactory fit to the data and there is no evidence
for multiple components in the pristine graphene lineshape. As vacancy defects were
then added to the graphene through argon ion bombardment, an overall broadening of
the C 1s core level signal over the range of zero to 10% defects was observed. This
broadening, deconvolved into the ten-peak distribution, showed the development of a
nine peak distribution about the original pristine maximum.
Since this preliminary multicomponent peak fit did not correlate well to theoretical
expectations, the components could not be constrained appropriately to cases of a known
set of binding energies and spectral widths. For this reason, to first order, I assumed that
the nine peak distribution is a normal distribution of bombardment induced chemical
6Contributions from static disorder and phonon broadening due to the excitation of acoustic low-
energy phonons is expected to be less than 50 meV of the net broadening [141].
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Figure 5.3: Evolution of the two peak fit (red lines) using the pristine linshape I1 (dark blue
lines), the defect induced lineshape I2 (cyan lines) and an active Shirely background (green
lines). Residual squared values: A) 0%, 4.5 x 10−5; B) 0.03%, 2.6 x 10−5; C) 0.7%, 2.0 x 10−5;
D) 0.8%, 2.7 x 10−5; E) 2%, 4.1 x 10−5; F) 10%, 2.0 x 10−4
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shifts on vacancy effected carbon atoms described by a Gaussian that convolves the
pristine C 1s lineshape, I1, over the observed energy range, i.e., this defect related




G1(E− E′)I1(E′ − Eo) dE′ (5.1)
where G1 is a Gaussian, and I1, is itself a Gaussian convolution of the core-level Doniach-











Io(E′′ − Eo) [
∫
E′′
G1(E− E′)Go(E′ − E′′) dE′] dE′′. (5.3)
Since the Gaussian convolution of a Gaussian is another Gaussian, this last equation




G2(E− E′′)Io(E′′ − Eo) dE′′ (5.4)
where, A, is a fitting parameter and the net core level signal is described by the sum of I1
with I2 which then differ from one another by only intensity and Gaussian broadening.
The function G2 is the integral of G1 and Go. With this simplified reformulation of the
preliminary ten peak fit results the data was again fitted with just two peaks I1 and I2
as described. It is from this perspective that the data will be interpreted in the following
section.
5.3 Results and Discussion
5.3.1 XPS Results for Ar Ion - Irradiated Graphene
As shown in figure 5.2, the addition of vacancy defects generally broadens the C 1s
lineshape. From figure 5.3, I found that the broadening can be accounted for by the
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Table 5.1: Data reduction summary of figure 5.3













0 284.42 98.3 284.50 100 1.7
0.03 284.29 68.7 284.42 180 31.3
0.7 284.30 57.2 284.46 255 42.8
0.8 284.33 53.0 284.50 283 47.0
2 284.37 47.8 284.53 310 52.2
10 284.38 5.0 284.55 315 95.0
reduction in intensity of the unbroadened C1s peak I1, and the addition of a shifted
and Gaussian-broadened component I2. Figure 5.5A shows the Gaussian width of I2 as
a function of defect concentration. This Gaussian width appears to saturate towards
100% defect concentration.
Figure 5.5B shows the binding energy of the two components I1 and I2 as a function of
defect concentration.
With the initial introduction of defects, the binding energies of both components decrease
sharply, then they both slowly rise. The binding energy shifts are nearly parallel for
both components which suggests a single cause likely resulting from a shift in the Fermi
energy (doping) of the graphene. This could be due to removal of adsorbates by ion
bombardment, creation of trapped charge in the substrate, or charge transfer to/from
the defects themselves. The changes in binding energy are small, <150 meV. If this
corresponds to a change in the Fermi energy then the change in carrier density would
be less than <1.7 x 1012 cm2 in neutral graphene, significantly smaller than the defect
density.
The evolution of the integrated areas yields the fraction of defected graphene to pristine
graphene shown in figure 5.4 resulting from the I1 and I2 components shown in figure
5.3. The plot is of the relative fraction of the pristine state to the defected state and is
logarithmic in appearance. At the 100% concentration level (A 61.2 µA·s dosage) the
pristine peak intensity falls below the nearly twice as wide defected peak intensity (figure
5.3F) and is obscured. This means that apparent linear increase in fraction above 20%
may in fact saturate at a lower concentration.
5.3.2 NEXAFS Results for Ar Ion – Irradiated Graphene
The NEXAFS spectra of pristine graphene was observed to have five main features (see
figure 5.6A). Most prominently is the split π∗ resonance labelled as π∗1 and π
∗
2 and, the
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Figure 5.4: (Cyan) Plot of the fraction of the defect-related distribution, obtained from
the relative areas of the pristine C1s lineshape, I1, and the defect-related Gaussian broadened
lineshape (I2) vs. defect concentration calculated from argon ion irradiation. Relative areas
were determined by the 2-peak fit of the measured spectra. (Blue) Plot of the fraction of the
pristine graphene obtained in the same way.
Figure 5.5: A) Evolution of the I2 Gaussian width with increasing defect concentration.
B) Evolution of the I1 (dark blue) and I2 (cyan) binding energies with increasing defect
concentration.
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Figure 5.6: A)NEXAFS of the pristine state. B) Evolution of the NEXAFS with increasing
percent of defects. The FWHM of the D resonance is estimated to be 300 meV which is 3
times that of the instrumental resolution.
split σ∗ resonance labelled as σ∗1 and σ
∗
2. The lowest energy feature is a faint shoulder just
below the π∗1 resonance denoted as π
∗
o and suggests the existence of hole doping [81][142].
As defects are added to the system, these five features are all broadened significantly
causing the π∗o feature to be obscured. The σ1∗ resonance loses intensity in sequence
with the expected loss of carbon resulting from vacancies and thus the loss of long range
order [108]. A faint very sharp resonance labelled, D, observed on top of the π∗2 resonance
forms and increases slightly in intensity with increasing defect concentration (see figure
5.6A). The appearance of this narrow D feature having a FWHM of about 300 meV is
just three times that of the instrumental broadening. Such a narrow width suggests the
emergence of a localized, long lifetime molecular-like state associated with the addition
of vacancy defects 7.
5.3.3 Conclusions
The formation of vacancy defects through ion bombardment creates a concentration
of modified carbon atoms associated with vacancy sites [58]. Within the double-peak
7Indeed, such sharp π-like resonances have been identified in C60 and C70 [131].
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model, this manifests as the ever broader peak, I2, whose width represents the energy
range of modified carbon core levels as compared to pristine graphene carbons. That
width, depicted in fugure 5.5B, which apparently saturates at high defect levels, yields
an ever increasing concentration of defected graphene as seen in figure 5.4, however, the
increase is not linear. To add to this, the secondary component peaks at higher binding
energy8 which is unexpected [112]. Generally, vacancy defects would reduce the binding
energy of effected carbons since these carbons would have a reduced coordination.
At least it is clear that the vacancy sites are not in isolation. The graphene is of course
adhered to its SiO2 substrate. With regard to oxygen bonding, higher binding energy
contributions to the C 1s signal have been expected from carbon bonding with ether/phe-
nolic groups and ester/carboxylic groups [125]. This expectation that carbon-oxygen
bonds produce positive chemically shifted components stems from other observations of
reduced graphene oxide [143], ozone exposure of graphite [125] and atomic oxygen ad-
sorbed on graphene [114]. The adsorption of atomic oxygen produced a component with
a positive nearly 2 eV chemical shift. Silicon bonding, in contrast, has been described
in the context of interfacial bonding between epitaxial graphene and its silicon carbide
substrate. Positive chemically shifted components were also observed [126][7]. The shift,
attributed to Si-C bonding, was noted to be on the order of 1 eV or less. In all, both
oxygen and silicon are main components of the substrate and it is therefore possible that
the effective splitting of the C 1s is due to a distribution of graphene substrate bonds.
The NEXAFS spectra shed some light on this idea. The split π∗ resonance is indicative
of adhesion of graphene with the substrate [2] and this splitting exists very clearly in
the pristine state. With an increasing number of defects the D resonance is observed
and increases in response. This very narow resonance appears coincident with the π∗2
resonance. This may suggest the formation of a very specific type of substrate hy-
bridization. This is to say that the small chemical shift of the I2 component is more
characteristic of silicon bonding [7] and so the D peak may, for example, indicate that
Si-C bonds are preferred over C-O bonds. However, this feature also lies very close to
the vacuum level. Near-vacuum-level features have been seen in graphite [132], carbon
nanotubes [136] and C60 [109]. In fact, the near-vacuum-level feature seen in graphite
was attributed to either interlayer states [144] or defects [121]. A D-like resonance has
analogously been seen in boron nitride thin films [134][135] and nanotubes [137]. More
to the point, in a study of boron nitride exposed to argon ion bombardment, not only is
the π∗ resonance seen to split but a near-vacuum-level peak is observed which increases
with increased bombardment independently of the π∗ pair. Specifically, the analogue of
8The existence of the peak component, I2, at higher binding energy is comparable to observations of
graphene on metal surfaces [122]. The positive chemical shift of this secondary component is smaller,
i.e., nearly 140 meV compared to about 565 meV between graphene on ruthenium and rhodium.
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the π∗2 resonance (peak B in reference [135] and peak π
∗
B in reference [134]) is seen to
immediately saturate in intensity after the initial bombardment leaving only the D peak
analogue to further increase9 [135]. The appearance and enhancement of the D peak in
the presence of lattice vacancies could also be explained as being due to the creation
of excess Rydberg states. Such states would result from the existence of molecular-like
vacancy edge carbon atoms. These excess states would exist far from the surface having
little overlap with surface crystal states and be degenerate with image potential states
[10] of the metallic graphene. Natural degeneracy breaking would thereby enhance the
existing density of states at the vacuum level independently of crystal states.
In summary, argon ion irradiation gives rise to the formation of defect states which result
in an increase of C 1s binding energy. From figures 5.2 and 5.3, the peak in the overall
C1s binding energy distribution can be seen to initially shift to lower binding energy.
From the two peak data reduction shown in figure 5.3 the pristine C1s peak decreases
in binding energy (by about 100 meV), consistent with chemical changes for sp2 to sp3
carbon, and a broad C1s “Defected” peak increases in binding energy (by about 200
meV relative to the original position). The changes in the XPS spectra are correlated to
changes in the NEXAFS in that there is an emergence of near vacuum level unoccupied
states which increase in intensity with increasing defect concentration. This suggests a
two step process.
Step 1, Carbon Activation
• C(graphene ) + Ar+ (500 eV) → C(graphene) + C∗(activated)
Step 2, Different scenarios:
1. C∗ + H2(g) → C-H (sigma bond) + H
2. C∗ + H–O–Si → C-H (sigma bond) + O–Si
3. C∗ + O → C-O-C
The first step involves surface roughening through ion bombardment which has been ob-
served to leave hillocks in the electron density across the surface [58]. With roughening,
the graphene is locally activated. For all carbon system, the binding energy increases
when going from sp2 to sp3 carbon. The overall increase in binding energy of both I1
and I2 is seen in figure 5.5B could reflect this.
If the near vacancy edge activated carbon does not react then a negligible shift of less
than 100 meV would be anticipated since the electronegativity of the sp2 carbon should
9This feature is also enhanced in the presence of oxygen for single wall carbon nanotubes [137]
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Figure 5.7: Diagram showing the hypothetical spatial orientation of the molecular orbitals
in the presence of lattice vacancies. The visualization of the image potential states (and by
analogy the Rydberg states) was derived from reference [10]. Implicitly, the Rydberg states
have been assumed to be spatially more localized to the vacancy region and would therefore
overlap the strongest with lower energy image potential states.
be nearly that of the activated. Thus, in the second step the activated carbons are likely
being passivated as they form. The observed binding energy shift of the I2 peak suggests
what types of chemical termination may be involved. Substrate bonding to silicon would
increase the overall binding energy, however, it is not easy to rationalize why a random
ion bombardment would yield a very particular substrate bonding arrangement10 An-
other possibility is that these carbenes bind with residual vacuum hydrogen.
Vacuum hydrogen bonding may be more energetically favourable. Binding energy in
the range of 284.5 to 285 eV are often assigned to hydrocarbon bond formation since
the C-H bond is energetically more favourable than C-O or C-Si bond formation [113].
Binding energy shifts in the range of less than 400 meV have been expected [112].
10Keep in mind that the substrate, which results from thermal oxidation of single crystal silicon,
generally lacks long range symmetry to any apprciable domain size.
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Residual vacuum hydrogen is also ever present in UHV systems and when one considers
the ion gun used to ionize and bombard with argon it is likely residual hydrogen is in
close company. Surface bound hydrogen on a roughened graphene surface would have a
molecular-like character. Photoelectrons far from the surface that are associated with
these hydrogen passivated vacancy sites must have zero orbital angular momentum and
are then likely to enter Rydberg-like states when excited to energies near the vacuum
level, see figure 5.7. These states will be degenerate with pre-existing image potential
states and thereby enhance the density of states near the vacuum level in proportion to
the defect density.
Future work to elucidate the vacancy effect will involve three main parameters. The first
is control over the argon ion energy. The Gaussian approximation of the I2 peak does not
encompass the asymmetry observed when the defected graphene lineshape is deconvolved
into ten or more components. The 500 eV argon ions are far above the 90 eV threshold
and may be creating more complex defect types. Activating the surface at lower energies
may then produce a normal distribution of a single defect type and in turn a symmetric
broadening of the I2 peak. The second is control over the chemical environment. The
vacuum level of the system can be pushed to lower pressures removing residual hydrogen.
The “back filled” ion gun used can be replaced with differentially pumped gun further
ensuring extraneous residual gas is not involved in the bombardment process. In a state
of the art UHV environment one would expect the the defect lineshape and position to
change with various chemical species other than hydrogen. Finally, time resolved XPS
and angle resolved XPS (ARPES) can yield a more detailed surface state picture which
could be correlated with scanning probe measurements.
Chapter 6
Scanning Probe Microscopy
The goal of this chapter is to describe my work concerning scanning tunnelling and
atomic force microscopy. This chapter is divided into three sections. The first section
covers the work I have done to design a device-oriented scanning tunnelling / atomic
force microscope, which later supported the purchase of a scanning tunnelling / atomic
force microscope. This purchased instrument was then calibrated and used to acquire
data. The second section describes the calibration done on the instrumentation that
was purchased. The last section describes local density of states measurements which I
performed and shows the resultant data.
6.1 Design Parameters
Scanning tunnelling and and atomic force microscopy, over the past three decades, have
helped pave the way for nano-scale science of nano-scale devices. Scanning tunnelling
and atomic force microscopy allow one to measure correlations between the surface
structure and the performance of a device. My work has had the aim of of measuring
local defects in the surface lattice structure of a device and correlating this with global
transport measurements.
Scanning tunnelling microscopy (STM) measurements are markedly different from atomic
force microscopy (AFM) measurements, although, both are applied to the determination
of surface structure and the two techniques can be practically used simultaneously. The
STM is the more basic measuring technique due to its use of a single feedback system to
locate surface structure, shown in figure 6.1A. In contrast, the AFM, depending on the
type of surface structure being investigated, uses a number of multiple feedback systems
[145] as illustrated in figure 6.1B.
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Figure 6.1: A “zeroth order” expansion of three scanning probe microscopes in terms of ba-
sic lab equipment. a) Scanning tunnelling microscope: I, is the current detected and ∆z is the
correction to the sensor-sample distance. b) Amplitude-modulated atomic force microscope:
R is the root-mean-square amplitude of the cantilever signal and ∆z is the correction to the
sensor-sample distance. c) Θ, is the phase of the cantilever signal relative to the driving signal;
R, is the root-mean-square amplitude of the cantilever signal; ∆A, is the correction to the can-
tilever amplitude; ∆w, is the correction to the driving frequency, i.e., the frequency shift; wo,
is the resulting driving frequency; ∆z is the correction to the sensor-sample distance; (blue)
Θ, is the phase of the frequency shift relative to twice the bias voltage modulation frequency;
∆VB , is the correction to the bias voltage.
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The STM, which measures electrons tunnelling from surface electronic states, is used to
locally determine the density of states of surface structure. A single atomic scale defect
on a surface will register as a notable change in the local density of states for a given
energy through STM. That defect can then be identified as a lattice vacancy or adatom
by measuring spatial extent relative to the surrounding surface. The AFM measures
the molecular surface force or the force gradient which implicitly includes a measure
of the local work function. This local work function, which is the energy required to
free electrons from the surface will also change in the presence of adatoms or structural
defects.
The main challenge of performing both STM and AFM on nano-scale devices is mating
the sample to be measured with the sensor without destroying the sample or sensor.
Doing so at the nano-scale is accomplished by first approaching at a larger scale (mil-
limeters down to microns). Then the final nano-scale measurement is tuned to what
is required. A modern off-the-shelf microscopy system capable of doing this is not yet
common. Therefore, as a part of the Williams group at the University of Maryland, I
set out to design a microscopy system with this capability.
I decided that large scale coupling of the nano-scale sensor with a nano-scale surface is
best accomplished optically. An optical apparatus can illuminate the sample with low
radiation power at a select frequency. This has the advantage of avoiding any burning
of the sample1.
Optical illumination and detection of the sample is not trivial in that it requires high
angle reflective bright field alignment of the optics away from the surface normal. The
high angles needed (≈ 120o) are a result of the sensor necessarily being in the optical
path. Fortunately, the optics required for either the detection or illumination can be
purchased as a single unit. Such a unit is known as a long-working-distance microscope2
and is specified with a resolution on the order of 3 to 5 µm.
Actual movement of the sensor relative to the device is best accomplished with a piezo
based inertial micropositioner. The inertial micropositioner is a scheme where a series
of piezo stacks actively move or “walk” along a raceway. The orientation of the stacks
and raceway is relative, which means the stacks can also remain stationary thereby al-
lowing the raceway to move instead. The size of the raceway determines the extent of
the motion. In figure 6.2a and b one can see two traditional examples of inertial mi-
cropositioners where the stacks move [146]. Figure 6.2c shows a configuration where the
raceway moves [147].
1chemically altering, vaporizing or melting of the sample
2These working distances are on the order of 300 mm or more.
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Figure 6.2: A) Ball bearing-like linear micropositioner design. The hemispheres apply a
large pressure to the raceway. The race way is typically made from a material much harder
than the chassis. B) A low pressure contact linear micropositioner design. Here a single
raceway is used. The hardness of the raceway material is less critical and can be part of the
chassis. The large area of the flats prevent wear over time. C) An adaptation of B to scanning
probe microscopy. Here, the geometry is inverted in that what is now the raceway (prism)
moves while the chassis is stationary. For this geometry the probe is often connected to the
prism and moved in a direction along the main axis.
If the sample is an electrical device, the device itself must be electrified to make correla-
tions between the STM measurements and the device transport measurements. Devices
are typically created in a Hall / transistor configuration. This requires that the device
have a gate, source and drain along with at least four other contacting electrodes3. The
final design to be implemented at the University of Maryland was intended to have two
sets of four contacting electrodes which would actively connect to the device.
To summarize, the main design parameters for the device oriented microscope designed
at Maryland are as follows:
• Reflective bright field imaging of the sensor / device region with at least 5 µm
resolution.
3There are typically more than four since electrode failure is common
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• Control over three degrees of freedom of the sensor / device orientation.
• At least a 1 µm square field of view for STM and AFM.
• At least seven electrical contacts to the device.
This preliminary work supported later construction of a microscope now housed at the
University of Maryland. Later, funding for the development and purchase of two separate
systems specified to include these design characteristics was obtained. Those systems
were placed and operated at Monash University, Melbourne, Australia. The main dif-
ference between the newly purchased systems and the system designed at Maryland was
an additional criterion regarding sensor-surface stability from 300 K down to 4.2 K. At
4.2 K additional sensor-surface stability was specified on application of a 2 T magnetic
field.
6.2 Calibration
Calibration of both the STM and AFM first requires understanding each measurement
technique. In this section I mainly describe the calibration performed on the newly
purchased microscopy system. First I will cover the physics of both STM and AFM
separately then describe the calibration procedures necessary to obtain local density of
states measurements.
6.2.1 Tunnelling Current
Tunnelling current4, as the name implies, relies on the tunnelling of electrons between the
sensor material and sample material through a vacuum barrier. The sensor and sample
are metals held with a potential difference between them. The potential difference allows
electrons in the filled states of one material (the source) to tunnel into the empty states
of the other (the sink). The tunnelling current is then a result of the rate at which
electrons transition through the vacuum barrier from the source to the sink5. This is





|M01|2 D(E)f(E) D1(E + qV )[1− f(E + qV )] dE (6.1)
4Early observations of current through thin oxide films established the phenomenon of tunnelling
[148]
5The source and sink could be the sample or sensor
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Figure 6.3: Energy diagram illustrating the vacuum barrier resulting from the work function
difference and applied bias voltage between a sensor and sample labelled interchangeably as
the source and sink.
Here n1 is the source and no is the sink density of states
6 held at a bias V between them.
The quantity |M01|2 is the tunnelling matrix of transition between the source and sink
akin to Fermi’s golden rule7 [150]. Not all the current will occur from source to sink and




|M01|2 D(E)n1(E + qV )




|M01|2 D(E)n1(E + qV )
[f(E)− f(E + qV )] dE (6.2b)
6Of course, tunnelling occurs at the scale of the sensor structure and so it is actually the local density
of states.
7Tunnelling is formally different in that the wave functions of the source and sink are nonorthogonal
states of different Hamiltonians [149]
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To fully describe the tunnelling current, the wave functions of the source and sink must
be known [151]. A free electron of mass, m, with energy, E, within the source or sink
bounded by a vacuum barrier, U(z), will be modified at the boundary by an exponential
[151], i.e.,
ψ(z) = ψ(0)e−kz such that (6.3)
k = [2m~−2(E− U(z))]1/2 (6.4)
where ψ(0) is the electron wave function at the boundary. This bounded wave function
depends on the atomic structure of the sensor or sample and is generally not known [151].
One is therefore motivated to simplify equation 6.2b and to that, a few approximations
can be made. Firstly, one can assume the system is at a reasonably low temperature
for which the Fermi-Dirac distribution, f(E), is step-like8 and there is no current back
flow. In this limit the energy range is restricted to between qV and the Fermi level
and the density of states for a metallic sensor over that range is assumed to not change
appreciably [12]. As well, the wave functions in the sensor and sample interact through
decay only so that the overlap of the two wave functions is nearly independent of energy.
Here equation 6.1 becomes,




The sensor should in principal be capable of detecting the smallest possible structure
and towards this limit the sensor becomes a point source/sink for current. In effect, the
density of states of the sample, no, is only the local density of states at the position of
the sensor and this resultant one-dimensional current path allows the tunnelling matrix
to be described under the WKB approximation [151] [149], i.e.,
I ∝ e−2κz ⇒ (6.6)
8At liquid helium temperatures this amounts to a sharpness of 0.36 meV which also happens to be
the work function of an electron in Earth’s gravitational field.






Here κ takes on the same form as k except the barrier, U(z), has been integrated over
the vacuum distance, ∆z, and results from both the applied potential difference, V , and
the work functions of the sensor, φ1, and sample, φ2. More specifically, the difference
between the sensor and sample work functions creates a linear change in potential energy
through the vacuum, i.e.,




where the contact potential difference, ∆φ, is the difference between the sensor and sam-
ple work functions, namely, φ1 and φ2 such that φ1 < φ2 (see fig. 6.3). Other factors
such as image charge will act to further modify the barrier and in general, the barrier is
asymmetric (see figure 6.4) [151].
The expression for the tunnelling current (eq. 6.7) does indeed hold in the case where
1) the sensor has a uniform density of states, 2) the bias voltage is less than ≈10 mV, 3)
the temperature is low and 4) only s-wave electrons are involved in the tunnelling [151].
In practice the low voltage approximation is often violated where bias voltages between
±4 V are needed to achieve a high dynamic range [152].
6.2.2 Cantilevers
The cantilever based sensor depends on the collective molecular interaction of the sensor
materials and sample material at the scale of the sensor. The forces involved near the
sensor-sample interface vary from attractive to repulsive during approach which is what
one expects from observations of condensing noble gases [153]. Over a long range, the
sensor and sample are weakly attracted to one another through van der Waals forces
which fall off as z−7 [154]. Over a much shorter range, the sensor and sample are
strongly repelled as z−13 just as any two objects are repelled by one another on contact
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Figure 6.4: Calculation of the tunnel barrier using the work functions of graphene 4.6 eV and
palladium 5.4 eV recreated from reference [11]. This calculation of the sensor-sample separation
dependent potential barrier, U(z), includes the effects of image charge which contributes to
the potential like 1/[z(∆z − z)] [12][11]. a)The barrier at an applied -1V bias as a function
of sensor-sample separation. b) The barrier at constant 8Å sensor-sample separation as a
function of applied bias voltage.













Here the potential is segregated into two regimes that of attractive interactions where the
potential energy decreases as the sensor-sample distance decreases and, that of repulsive
interactions where the potential energy increases as the sensor-sample distance decreases.
As the cantilever type sensor approaches the sample, the collective forces deflect the
cantilever away from its resting position in proportion to the spring constant of the
cantilever, k (1800 to 2000 N/m). To first order, the cantilever can respond with simple
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Figure 6.5: A calculation of the Lennard-Jones potential (black). Shown in red is the
attractive Van der Waals component. Shown is magenta is the repulsive empirical component
harmonic oscillations at a frequency, ω (2π 32 kHz). The motion takes the form,
F = m(d2z/dt2)− C(d2z/dt2) + kz or (6.10)
F (m− C)−1 = (d2z/dt2) + k(m− C)−1z (6.11)
where w2 = k(m−C)−1 is the oscillation frequency and C is a damping parameter ( 0.1
µg). Equation 6.11 has solutions of the form
z = Aeiwt (6.12)
If C is greater than m, then w is a complex quantity, i.e.,
w = α+ iβ ⇒ (6.13)
z = Aeiαt−βt = Ae−βteiαt (6.14)
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Figure 6.6: A calculation of the sensor-sample force (black) and force gradient (blue). The
maximum in the force gradient defines the operational set point for a frequency modulated
measurement. Highlighted in red is an operation window that defines the optimal cantilever
oscillation for which the force is linear.
Equation 6.14 shows that the amplitude of the cantilever is exponentially damped. This
damping, in this context, will be considered due to energy losses from inelasticity of the
cantilever system.
Damping of the cantilever occurs after any impact with the sample. The response can
be characterised by a ratio of the cantilever deflection to the force applied, which is
essentially the reciprocal of the cantilever spring constant, namely (dz/dFo) = k
−1.
From this perspective, a more flimsy cantilever will produce a greater response, though
a flimsy cantilever is more susceptible to chemical bonding with the sample9. This
phenomenon is commonly observed as jump-to-contact, in which, a chemical bonding
event appears as an abrupt change in the sensor-sample system.
One way around this is to drive the cantilever at resonance and measure the root-mean-
square amplitude of the cantilever in response to the sample. This will be referred to
as the amplitude modulation (AM) method10. This technique does not actually prevent
chemical bonding but makes it less likely during scanning.
Sensitivity is defined as the ratio of the resultant change in the z position of the tip
to the change in the surface force that produced it, i.e., (dz/dFo). Where sensitivity
is paramount, it is more practical to avoid contact with the surface altogether thereby
avoiding chemical bonding. This means that one must use the weaker attractive forces
9This implies that equation 6.9 is not a complete description, i.e., there is a bound state in the contact
regime. Indeed, the repulsive term in eq. 6.9 is entirely empirical [156]
10Amplitude modulation is commonly known as tapping mode. The author uses the term AM as
opposed to tapping mode to better preserve the physics involved
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to detect sample surface structure. In this regime, it is the van der Waals forces which
are being detected as an additional damping on the the cantilever. The dynamics of
the cantilever for this type of interaction is that of a damped driven harmonic oscillator
(i.e., a second order dynamic process, refer to equation 6.11),
m(d2z/dt2) + λ(dz/dt) + k(z − s) = sin(αt) ⇒ (6.15)
m(d2z/dt2) + k(z − s) = sin(αt)− λ(dz/dt) where (6.16)
F = sin(αt)− λ(dz/dt) = Fo + (dFo/dz)(z − s) + ... ⇒ (6.17)
m(d2z/dt2) + k(z − s) = Fo + (dFo/dz)(z − s) (6.18)
where the net driving force has been Taylor expanded to first order. This expansion
describes the fact that the net driving force is a combination of the force delivered
by the driver and sensor-sample interactions. One can see that the net force F =
Fo + (dFo/dz)∆z is a function of the force gradient about a set point, ∆z ≡ z − s. For
maximum sensitivity the set point is taken to be that point where the force gradient is
a maximum, see figure 6.6.
For small amplitudes the force gradient from sensor-sample interactions will modify both
the spring constant and resonant frequency, i.e., from equation 6.18 let
Fo = m(d
2z/dt2) + [k − (dFo/dz)](z − s) (6.19)
This allows one to define an effective spring constant,
ko ≡ k − (dFo/dz) = k − ∂zFo ⇒ (6.20)
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Figure 6.7: a.) Scanning electron microscope image of an early AFM sensor designed by
the author used to image gold (111) at room temperature (Q ≈ 40000, k ≈ 2000 N/m and
ω ≈ 2π32768 Hz). A quartz crystal tuning fork is used as the resonator. A chemically etched
platinum-iridium wire as in figure 6.8 was used as the AFM and STM sensor. b.) An example
of a comercially available AFM sensor which the sensor in a. is based on. This sensor was




= (km−1 − ∂zFom−1)1/2 (6.21b)
= (w2o − ∂zFom−1)1/2 (6.21c)
= wo(1− ∂zFom−1w−2o )1/2 (6.21d)











where ∆w is the frequency shift which is proportional to the force gradient and w2o ≡
km−1 is the unperturbed resonant frequency. The frequency shift can be directly mea-
sured by demodulating the cantilever response. This frequency modulation method
leaves one to calculate the atomic force by integrating over the force gradient.














where, Q, is known as the “quality factor” or q-factor which typically refers to the quality
of a resonator, i.e., the sharpness of resonance. Clearly both methods are limited by k.
Still, driving the cantilever at resonance in the attractive regime provides an addition
parameter to enhance the sensitivity. In fact, increasing the q-factor solves jump-to-
contact issues in that a very large q-factor allows for a very stiff cantilever (i.e., a large
spring constant, k) and thus potentially very low oscillation amplitudes. This means
that the cantilever will not react appreciably to impacts with the sample surface. This
frequency modulation technique is also potentially less destructive of very delicate sample
surfaces. Figure 6.7 is a scanning electron microscope image taken of a quartz crystal
tunning fork sensor built in operate in FM mode.
6.2.3 Sensor Calibration for Imaging
Sensor / Surface Preparation
In traditional optics, an optical apparatus is calibrated by first characterizing the aper-
ture with a point source and observing the aberration. The same logic is used in STM
and AFM with the exception that as the scale of the measurement is reduced a stan-
dard source becomes questionable. As in optics, the final image is a convolution of the
source with the response of the sensor [151] and so true calibration involves reducing
the aberration incurred by the sensor to a simple function.
First, the scale of the sensor is established and characterized. The sensor used in my work
is a platinum-iridium wire chosen because it is brittle and chemically inert. The wire
is extruded to a fine point through controlled electrochemical etching. This procedure
will reduce the resulting tip radius to ≈ 20 nm. Refer to figure 6.8 for an example
of a good starting sensor geometry. The sensor is then transferred into the ultra-high
vacuum microscopy environment, which was typically a base pressure of 1 x 10−10 Torr
or better.
Once the tip is in vacuum it is cleaned via field emission. This is accomplished in
two ways. Often the easiest method is to use a metallic sample surface as the anode.
The advantage is that this method has a potentially short turn around time if this field
emission step is done after imaging. This field emission step is used to remove adsorbates
or native oxides from the sensor. Field emission to a surface will then transfer these
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Figure 6.8: Scanning electron microscope image of an etched platinum-iridium wire con-
structed and imaged by the author for STM. The sensor radius was measured to be 24±9
nm which is the mean of the radii which include the uncertainty and exclude the apex. The
edge of the apex can be distinguished as the uncertain or blurry region in the image. This
region can be isolated from a histogram of the image (inset). Gaussian distributions represent
the intensity of the background and apex. Three standard deviations from both distributions
highlight the edge.
unwanted materials onto the anodic surface. Alternatively one can use a larger scale
anode such as a ring. This step is difficult to monitor and must be done pro-actively to
minimize this source of error.
Following this a clean gold surface was prepared by heating the gold until it is visually a
bright orange in color. Heating the sample can be accomplished through Joule heating,
thermal conduction or electron bombardment [157]. For my work. I chose to electron
bombard the holder of the gold sample for less than a minute11. The gold (111) surface
acts a imaging standard. Known properties of the gold (111) surface are measured
and point-like features such as single adatoms are used to characterize the sensor. The
scale of the sensor is established by withdrawing the sensor from the softer metallic
surface under a 100 V bias. To accomplish this the sensor is lightly crashed into the
surface then pulled away while monitoring the current. The withdrawal of the wire is
evidenced by monitoring the gradual change in current as the sensor is pulled away.
Abrupt uncontrollable changes in current from zero to some value are an indication of
11Any more can cause the gold to melt and thereby bead into a spherical surface which would make
optical alignment virtually impossible.
Chapter 6. Scanning Probe Microscopy 82
Figure 6.9: Histogram measured by the author of the conductance through a gold wire
break junction. The envelope reflects the stability of the state. While there is a decrease in
stability towards higher states, above 15(2q2/h) conductance becomes nearly completely stable
and quantization is not easily observed.
an effectively large radius tip while slow, gradual, controllable and reproducible changes
indicate a sharp tip.
In performing this procedure, it is important to be aware that as the wire is drawn
to a fine point the conductance is reduced. As the conductance approaches zero the
decrease in conductance shifts from a classical continuum to discrete quanta. Consider
figure 6.9 which shows the distribution of discrete quantum current states through a
gold wire break junction [158]. In the quantum limit there is an apparent tendency
to form a single conduction path rather than multiple conduction paths [159]. For a
sensor, contacting that sensor to a softer metallic sample surface will alloy the sensor
in the immediate vicinity of the point contact [160]. Thus, under an applied current, a
careful disconnection of the sensor from the surface is expected to produce a cone-like
structure ideally having a single atom at the apex. Under an applied electric field the
tip can be thought of as a Schottky emitter where the field is strongest at the apex. This
would then decrease the Fermi level at the apex with respect to the bulk of the sensor.
For strong field gradients, atoms from the bulk surface can be transported toward this
apex thereby ‘sharpening’ out a tip [161]. In practice, a controlled extrusion at 1 kV
and 1 µA will yield tip radii on the order of 1Å given a starting radius of ≈ 20 nm.
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Figure 6.10: a.) Simulation (256 x 256 pixel), computed by the author, of the silicon (111)
7 x 7 reconstructed lattice (11 nm x 11 nm). b.) The resulting two-dimensional fast Fourier
transformation of the Si (111) 7 x 7 lattice (23.3 nm−1 x 23.3 nm−1). c.) Simulation computed
by the author of the gold (111) (6.1 nm x 6.1 nm) lattice. At this scale surface reconstruction
is not always visible. d.) The resulting two-dimensional fast Fourier transformation of the
gold (111) lattice (41.7 nm−1 x 41.7 nm−1). The darkest spots in figures b. and d. represent
an average of the periodicity in that direction from the center. In these simulations Gaussian
distributions have been used in place of the spherical distributions of the atom shape for
analytical simplicity in the Fourier fitting.
Sample / Sensor Characterization
For calibration at large scales chemically inert structures, typically oxides, work best. At
large scales sample preparation is often trivial in that careful out-of-vacuum cleanliness
is sufficient. Calibration at the atomic scale is very different. It is this regime which
requires in vacuum heating. The silicon (111) and gold (111) surfaces are extensively
used. Silicon (111) is reactive, making the surface difficult to image in poorly evacuated
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Figure 6.11: A.) STM measurement made using the Monash STM of the gold (111) (5 nm
x 5 nm) lattice at 4K. B.) The two-dimensional fast Fourier transformation of the image (51.2
nm−1 x 51.2 nm−1). More of the higher frequency spectrum is shown than in the simulated
spectrum of figure 6.10D. Notice that there are faint higher frequency components (temporal
noise) in the image coincident within a gray vertical stripe. This results form feedback error
in the fast scan direction. The suggests that the sensor is essentially skipping off the atoms in
scan. The calibration resulting from this measurement required a correction factor of 0.99 in
fast scan direction.
environments. The 7 x 7 reconstructed surface provides a lower symmetry structure
which provides immediate visual feedback of the image quality. The gold (111) surface
is stable and is also prone to steps and defects that are useful in tip calibration. The
surface reconstruction of gold12 provides an excellent means of calibrating the sensor
response normal to the surface.
Distance calibration is done by analysing the frequency spectrum of the image recorded
by the sensor. For large scale measurements artificial periodic arrays suffice. At the
atomic scale the atomic lattice is used. Calibrating imaging feedback is best done with
steep step edges either artificial or atomic for the respective scales. Calibrating lat-
eral distances requires imaging a surface comprised of simple periodic structures. It is
important that pixel size of the image properly measures the surface according to the
the Nyquist–Shannon sampling theorem. Consider a periodic array of objects equally
spaced with spatial frequency k, then, according to this theorem the image of this array
can be resolved given there is a pixel for every 12k of the image. The Nyquist–Shannon
sampling theorem places a limit on the number of pixels required to measure a given
structure. Indeed, measurements at or near this limit are not fully resolved. Calibration
measurements should then be preformed far from this limit.
12This is the gold herringbone surface structure.
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Figure 6.12: a.) Measurement made by the author of the gold (111) lattice at 4K (75 nm
x 75 nm). b.) An enlargement (6.7 nm x 6.7 nm) of the motif which is convolved throughout
the image. c.) A three-dimensional rendering of the same motif which represents the sensor
apex. The height was measured at 80 nm some of which is due to feedback.
It is important to model the structure being imaged to get a precise handle on the error
incurred from a particular calibration technique. For example, the simulation shown in
figure 6.10c places a maximum precision of four significant figures on the lattice param-
eters at the relative scale shown. At large scales four-fold symmetric arrays with mostly
four-fold symmetric motifs are often used. This makes Fourier analysis trivial. At the
atomic scale lattice motifs can be quite complex when surface reconstruction is present
such as in the case of Si (111), see figure 6.10a. For this reason surfaces with simple
hexagonal lattice structure are preferred since the peaks in the frequency spectrum are
easier to measure and interpret.
Once distance calibration is complete the sensor sample system must be fine tuned. This
procedure is best accomplished by scanning over single adsorbates or defects across a
large range. This type of measurement will reveal the degree with which the sensor
structure is convolved with the surface structure. Repeating motifs in the image (see
figure 6.12) represent the shape of the sensor apex convolved with the defect at that
point. These types of observations are commonly referred to as “double tip effects”
[151]. As on can see in figure 6.12c the sensor can be quite sharp at one scale and not
as much at a larger scale. When these effects dominate the image, one must recondition
the sensor before further measurement. In addition to the methods described above,
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reconditioning can be as simple as pulsing the bias voltage across between the sensor
and sample13.
6.2.4 Local Density of States
From equation 6.7 one can see that the local density of states (LDOS) is proportional
to the differential conductance, i.e.,
D(E) ∝ (dI/dVBias) (6.25)
Measuring the LDOS allows one to separate electronically dependent structure from
geometric structure. Calibration for a metalic LDOS measurement can be performed
on the gold (111) surface. Gold is a noble metal with a nearly free two-dimensional
electron gas having a parabolic dispersion [162]. The gold (111) surface reconstructs
after annealing into fcc and hcp domains (see the profile inset of figure 6.13) forming
rows in a herringbone pattern. The narrower hcp domains form ridges which appear to
be 165 pm higher than the wider fcc regions. These hcp ridges are formed by bridge site
atoms. Taking a differential conductance profile normal to the rows (the black line in
figure 6.13a) reveals the onset of an sp derived surface state at around 500 meV [14]. The
differential conductance map in figure 6.13 was taken along the black line and directly
reflects the surface LDOS.
Calibration for a semiconducting LDOS measurement would ideally be performed on a
known semi-conducting surface such as gallium arsenide [15]. Calibration is impotant to
ensure that the sensor is not behaving as a semiconductor at the desired energy scales
of the measurement of the sample. For the measurements presented in the following
section a suitable calibration on a known semiconductor was not possible at the time.
Prior to all those measurements, only a calibration as described previously to the gold
(111) surface was performed.
6.3 Preliminary to Device Measurement
At this point, my goal has been to measure devices made from low dimensional crystals
such as graphene and layered dichalcogenides. To that end, the first step was to under-
stand the crystal in a three dimensional bulk. Next, the crystal was reduced to its two
13The experimenter must rely on knowledge of the sensor and sample materials to properly pulse the
bias
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Figure 6.13: a.) Height image (50 nm x 50 nm) of the gold (111) surface at 4K taken
using the Monash STM. The herringbone pattern is due to (22 x
√
3) surface reconstruction.
b.) dI/dV measurement along the 25 nm black line in a. measured in 1.25 meV increments
with a 20 mV bias modulation at 1,423 Hz. The ripples seen in the vertical direction above
520 meV could be attributed to barrier resonances. The height profile along the black line
is below highlighting the fcc and hcp regions. This type of measurement follows closely the
work presented in reference [14] and was used as a routine check of the tip quality for LDOS
measurements.
dimensional state (this is one mono-layer). Then finally, a device would be constructed
from the 2-D crystal. In each step success was defined as obtaining a clear atomically
resolved image of the surface with a LDOS measurement distinguishing the pristine state
from a defected state. A part of this process involves understanding how to prepare the
surface reproducibly.
6.3.1 Bulk MoS2
In the first step, a bulk molybdenum disulphide surface was prepared in UHV by anneal-
ing in vacuum at 100 C for an hour. The sample surface was then scanned repeatedly
until the surface could be clearly imaged. A series of height images was taken shown in
figure 6.1414. As the bias voltage is varied from negative to positive the measured shape
of the defects change. On close inspection at high positive and negative bias (±1.5 V)
atomic resolution is observed which is then lost in the intermediate voltages.
14Imaging delicate surfaces like MoS2 is tricky since high annealing temperatures can not be used to
prepare the surface. Often, the surface must be swept clean by the sensor and then the sensor must be
re-prepared
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Figure 6.14: Consecutive height images (80 nm x 80 nm) of single crystal molybdenum
disulphide at 4K made using the Monash instrument. The respective bias voltages are labelled
above and below each image. A slight drift can be observed due to the time required to take
each image.
Surface states are expected to be extremely sensitive to adsorbates and other defects. For
gold, the identification of the surface position is a little easier than for a semiconductor
which has an off state. The direct band gap of MoS2 makes measurements near the band
edge difficult. From equation 6.7 the tunneling current is exponentially proportional to
the tunnelling gap. Thus, depending on the sensor-to-sample distance stability, the bias
voltage can be reduced to a corresponding arbitrarily small value relative to the band
edge, so long as the sensor-to-sample distance is reduced to compensate for the drop in
tunnelling current [15]. The resulting set of tunnelling spectra (figure 6.15A, B) can be
normalized by the corresponding change in sensor distance through equation 6.7. The
result is a collapsed series of I-V curves (figure 6.15C) spanning a high dynamic range.
Figure 6.16 shows how the abrupt changes in the slope of the normalized I-V curve can
identify donor states at the surface [15].
The crater-like defects observed in figure 6.14 have an apparent sub-Ångström depression
suggesting they may result from surface reconstruction, see figure 6.17. When these
defects are imaged at the donor impurity state level, where conduction is minimized
(detailed in figure 6.16(left)), they appear to have fewer states than the surrounding
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Figure 6.15: A) I-V curves taken at different heights. B) The absolute value of the same set
of I-V curves in semi-log scale. C) The I-V curves of B normalized by their relative heights.
Note that the un-normalized current is noise limited just above 1 x 10−13 A, whereas, the
normalized current measures below 1 x 10−14 A yielding a dynamic range over four orders of
magnitude.
area, see figure 6.18. At larger negative bias, which corresponds to imaging in the
conduction band, these defected areas are instead enhanced. This suggests that the
defected regions act like electron traps until the bias potential is below the trapping
potential at which point the conduction is enhanced.
The apparent surface reconstruction being an explanation for the crater-like defects could
result entirely from point-like sulphur vacancies [163]. The regions may also represent
a qusai-polytype phase separation causing more of a lattice distortion in the region of
defects rather than true domains.
6.3.2 Monolayer WS2
Measuring lower dimensional crystals requires more preparation in that single layer
crystals are like single monolayers of adsorbates. More care must be used to maintain
the crystal’s integrity across many heating cycles during sample preparation. In this
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Figure 6.16: (Right) High dynamic (HD) range I-V measurement [15] of molybdenum
disulphide at 4K taken on the Monash instrument. The measurement was taken at the encircled
point in the image on the left (10 nm x 10 nm). This result appeared to vary little across the
image shown on the left. The color segregation is a guide for the eye.
Figure 6.17: a.) Atomically resolved STM image (10 nm x 10 nm) taken using the Monash
instrument at 4K around one of the “crater” defects seen in figure 6.14. b.) Three-dimensional
rendering of the same image.
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Figure 6.18: 80 nm x 80 nm Height images (blue) and the corresponding dI/dV maps
(green)
next step, monolayer tungsten disulphide crystals were grown on sapphire substrates
via chemical vapor deposition.
These crystals begin growth at random nucleation sites across the substrate. The growth
was continued until the substrate was covered, though gaps typically remain as shown in
figure 6.19B. This discontinuity is hazardous to an STM sensor which can only image a
conducting surface. To add to this, annealing in UHV (75oC for one hour) was done at a
lower temperature to prevent against sample decomposition. Consequently, the surfaces
were observed to be markedly “dirtier” preventing atomically resolved imaging.
All measurements began in AFM mode since the potentially “dirty” poorly conducting,
semiconducting or insulating surface of the WS2 can still be imaged by AFM measure-
ments. Images often appeared as noise with only the suggestion, to the trained eye, of
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Figure 6.19: a.) Optical reflective bright field image (75 µm x 75 µm, 100X, 0.9 NA) of a
sapphire substrate fully covered by monolayer WS2 grown as described in the text. A region in
the right of this image has been scratched away to measure the substrate contrast. b.) Same
image as on the left with false coloring to highlight the coverage. Black regions are more than
one standard deviation below the mean intensity. Black and blue regions indicate probable
holes in the coverage. White regions are more than one standard deviation above the mean
intensity and indicate probable multilayer growth.
surface structure. Optical bright field images such as figure 6.19 were first taken to un-
derstand the coverage. Imaging the surface in optical bright field allows an estimate of
the location of covered regions suitable for imaging. Figure 6.19b shows holes in the cov-
erage of monolayer tungsten disulphide after growth on a sapphire substrate. In addition
to holes multilayer regions also form. The quality of this surface is first characterized
by measuring the photoluminescence of the semiconductor, see figure 6.20.
Gold electrodes were then thermally deposited onto the surface to provide electrical
continuity. Due to the multi layer growth large conductive regions for imaging were
not easy to find. However, tunnelling spectroscopy near the gold electrodes did suggest
that this type of sample was heavily doped with donors and acceptors, as suggested in
figure 6.20b. The differential conductance (figure 6.20c), too, suggests a narrow gap and
a non-zero density of states near this gap region. In both the I-V measurement and
the (dI/dV) measurement the Fermi level sits in the middle of the gap indicating the
material is naturally in an off state. That may be the reason for the extreme difficulty
of imaging the surface at any appreciable distance from the electrode.
Future work will involve the production of complete monolayer devices. Such a device
must have a source, drain and gate electrode. The gate electrode will increase the fea-
sibility of tunnelling measurements. In addition to WS2 monolayers, the chalcogenides
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Figure 6.20: a.) (Black) Photoluminescence of WS2 measured using the Monash STM with
a 2.331 eV excitation energy at 10 mW and a spot size of ≈ 1µm. (Red) Voigt distribution fit
which yielded a Lorentzian lifetime of 144fs with a 20 meV broadening centred at 2.019 eV.
b.)Normalized I-V curve showing the existence of donor and acceptors states. The presence
of impurities obscuring the expected 2 eV band gap indicates poor surface quality. The color
segregation in a guid for the eye. c.) Example of the differential conductance of the surface.
offer a large number of layered materials to explore. To this, as eluded to in chapter 5,
there is bound to be emergent similarities among these materials yet to be discovered.
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