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(3) is intractable if p < 2 and α ≤ 11/p−1/2 ,
(4) is weakly tractable if p < 2 and α > 11/max{1,p}−1/2 ,
(5) is quasi-polynomially tractable if α =∞.
Let us emphasize the case 1. Not only do we understand here that the ridge
structure alone does not help to overcome the curse of dimensionality. It even tells
us that neither adaptivity nor non-linearity of algorithms leads to improvements.
In the remaining cases, it is less obvious what to learn from the results. Especially,
for p ≤ 1, the choice of the domain Ω = B¯d2 becomes somewhat artificial. The
natural choice then would be the cube Ω = [−1, 1]d.
Actually, in a recent work [1] it has been shown that, when Ω = [0, 1]d, α > 1,
and p ≤ 1, then the sampling problem is polynomially tractable, provided that
the feasible ridge directions are component-wise larger than zero. The results are
based on an adaptive algorithm which is basically constructed like the intuitive
step-wise scheme we have sketched above. This time, it works efficiently because
on Ω = [0, 1]d it is possible to reach the whole relevant range of the profile’s
domain without knowing the ridge direction a priori; one just has to sample along
the direction (1, . . . , 1).
We have already argued that a comparable algorithm cannot work whenever the
domain is the Euclidean unit ball. But, of course, there is one remedy: make it ex-
plicit knowledge about the problem that the profiles’ first derivatives are uniformly
bounded away from zero in some point, say the origin. In other words, for α > 1
and some 0 < κ < 1, we add the constraint |g′(0)| ≥ κ for all feasible profiles g to
the class Rα,pd . In this we follow [2], where the approach has been worked out in
broader generality. Now, the sampling problem becomes polynomially tractable,
no matter what precise values the parameters α > 1 and p take.
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Construction of interlaced polynomial lattice rules with SPOD weights
Dirk Nuyens
(joint work with Josef Dick, Frances Y. Kuo, Quoc T. Le Gia, Christoph Schwab)
In this talk I start from a parametrised PDE to define an infinite dimensional inte-
gral which we want to approximate by a QMC rule. The integral is the expectation
over the parameter space of a linear functional of the solution of the PDE. It turns
out that the regularity of the solution in the parameter domain can be transferred
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to the integration problem in the form of SPOD weights. We construct interlaced
polynomial lattice rules for this setting using a fast CBC algorithm. This is a
report on joint work with J. Dick, F. Y. Kuo, Q. T. Le Gia and Ch. Schwab [1].
More specifically we consider a parametrized PDE
A(y(ω))u(x; y(ω)) = f,
whereA is a bounded linear operator parametrized by y(ω) ∈ RN.We are interested
in
E[G(u)] =
∫
Ω
G(u(·; y(ω))) dP(ω) =
∫
[0,1]N
F (y) dy,
using a uniform distribution for y and assume G is a bounded linear operator. We
further assume an affine parameter dependence
A(y) = A0 +
∑
j≥1
yj Aj ,
for which there is a p ∈ (0, 1] such that∑
j≥1
∥Aj∥p <∞.
We solve for u using a QMC Galerkin method
u(x; y) ≈ uh(x; y) ≈ uhs (x; y),
with finite number of dimensions s, and approximate the expectation by a QMC
rule
E[G(u)] ≈ E[G(uh)] ≈ E[G(uhs )] ≈
1
N
N∑
k=1
G(uhs (yk)).
In [1] we show how to construct “interlaced polynomial lattice rules” of order
α = ⌊1/p⌋+1 with “SPOD weights”, using a fast component-by-component algo-
rithm, in O(αsN logN + α2s2N) operations, which achieve a convergence rate of
O(N−1/p) with the implied constant independent of s.
The SPOD weights, which stands for “smoothness-driven product and order
dependent weights”, take the form, for u ⊆ {1, . . . , s},
γu :=
∑
νu∈{1:α}|u|
|νu|!
∏
j∈u
(
2δ(νj ,α)β
νj
j
)
,
making use of a bound on the regularity of F in terms of the parameter y
|(∂νyF )(y)| ≤ c |ν|!βν for all ν ∈ NN0 with |ν| <∞,
with |ν| =∑j≥1 νj .
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