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According to a recent numerical finding, the dynamics of a glass former is exclusively due to the
forces within the first coordination shell. This implies that the Kohlrausch β should be understand-
able in terms of the effective nearest-neighbor potential.
The present paper proposes a relation for the Kohlrausch β based on the Adam-Gibbs conjecture
of a flow barrier proportional to the number of atoms or molecules in a cooperatively rearranging
region. The conjecture implies that β is given by the ratio of the structural entropy increase per
particle to the barrier increase per particle. In a recent numerical determination of the structural
entropy per particle in Lennard-Jones-like potentials, the relation leads to values between 0.2 and
0.6.
PACS numbers: 78.35.+c, 63.50.Lm
Nearly two centuries ago, Kohlrausch [1] observed that
the stretched exponential
Φ(t) = exp(−(t/τ)β), (1)
with a Kohlrausch exponent β close to 1/2, described
the decay of the charge content of a Leyden jar with
a glass dielectricum better than a simple single expo-
nential. Much later, it became clear that the stretched
exponential relaxation is a general characteristic for the
relaxation of the disordered state of matter [2, 3].
Our present understanding of the Kohlrausch relax-
ation in undercooled liquids is that it results from dy-
namical heterogeneity [4], i.e. that it must be under-
stood in terms of a sum of many single exponential re-
laxations occurring in different parts of the sample. But
this explanation does not supply a specific value of the
Kohlrausch exponent. A stretching exponent β requires
a marked increase of the total relaxation strength of the
local processes with τβr (τr local single-exponential relax-
ation time).
One has to distinguish between thermally activated lo-
cal back-and-forth jumps between inherent states (the re-
tardation processes) and the final viscous flow [5], which
terminates the local back-and-forth jumps. Mechanical
recoverable compliance measurements [6, 7] show that
the viscous flow occurs when the retardation response
from the local back-and-forth jumps begins to be the
same as the elastic response to an applied shear stress.
In other words, the Maxwell time η/G (η viscosity, G
infinite frequency shear modulus) is reached when the
retardation response is of the same order as the elastic
response.
This conclusion from the recoverable compliance mea-
surements [6, 7] has been recently corroborated by a new
interpretation of a large number of dynamical shear data
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[8] in terms of a pragmatical model for the crossover from
retardation processes to the viscous flow.
The last decade has brought a number of important
results enlightening the nature of the retardation pro-
cesses. The exact value of the Kohlrausch exponent β of
dielectric data was accurately determined [9] by measur-
ing the minimum negative slope of the imaginary part
ǫ′′(ω) on the right side of the α-peak for 53 glass form-
ers. The data showed a prevalence for the value β = 1/2,
most of the values lying between 0.4 and 0.6. The tem-
perature dependence of these values was small, showing
a tendency towards 1/2 with decreasing temperature.
Further relevant information comes from nonlinear di-
electric data [10–12]. They provide evidence for the pro-
portionality of the flow barrier to the increasing number
N of particles in the rearranging core with decreasing
temperature (at least in one of the theoretical interpre-
tations [11, 12]; not in the other [10]).
The present paper proposes an explanation for the ten-
dency to a Kohlrausch β of 1/2 based on this concept.
Adding one particle to the rearranging core is supposed to
increase the barrier EB for the rearrangements by ∆EB .
Then τr increases by exp(∆EB/kBT ).
The same addition increases the number of rear-
rangement possibilities (i.e. the relaxation strength) by
exp(S1/kB), where S1 is the structural entropy per par-
ticle. This implies that the Kohlrausch β is given by
β =
TS1
∆EB
. (2)
To argue that this value is indeed close to 1/2, we
make use of the recent numerical results [14] in modified
Lennard-Jones potentials, in which the exponent of the
repulsive part was varied from 12 down to 7, keeping
the well depth constant. Fig. 1 shows the calculated
structural entropies S1 per particle. The continuous lines
are fits in terms of the Angell expression [15]
S1 = S∞
(
1−
TK
T
)
, (3)
2with two parameters, S∞ and the Kauzmann tempera-
ture TK . The dashed lines will be discussed later.
It is seen that the values for S1/kB at the low temper-
ature end of the numerically accessible region lie between
0.4 and 0.6.
According to a recent numerical finding [13], the dy-
namics of a glass former is determined by the forces be-
tween the atoms within the first coordination shell. This
implies that ∆EB should be calculable from the effective
nearest-neighbor interatomic potential. To get the val-
ues for ∆EB, let us consider the simplest possible shear
rearrangement in close packing in Fig. 2.
The right and left configurations in Fig. 2 have the
diagonals 1 and
√
3 in nearest neighbor distances r0, the
middle configuration has twice
√
2. For the 12-6 Lennard-
Jones potential
V (x) = 4
(
1
x12
−
1
x6
)
(4)
with r0 = 2
1/6, this implies a contribution to ∆EB of
0.5493 Lennard-Jones units from the interatomic poten-
tial, for the 7-6 potential
v(x) = 4
(
21/63
x7
−
7
2x6
)
, (5)
one calculates 0.4416 Lennard-Jones units.
With these two contributions, one estimates β =
0.4..0.62 between T = 0.5 and T = 0.6 for the 12-6 po-
tential, β = 0.2 to β = 0.5 for the 7-6 potential in the
temperature interval between 0.25 and 0.35.
The estimate is crude, for three reasons. The first
is that the middle configuration of Fig. 2 is always
present, even in an fcc crystal, which has one octahedral
hole per atom. The second is that one should add the
temperature-dependent forces which keep the atoms at
their position, an influence which increases ∆EB. The
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FIG. 1: Numerically determined structural single-particle en-
tropies [14] in the 12-6 and 7-6 Lennard-Jones potentials. The
continuous lines are fits with the Angell [15] expression, eq.
(3), the dashed lines fits in terms of structural states with a
vibrational entropy proportional to the structural energy (see
text).
third is that one does not only have an energetic con-
tribution to ∆EB , but also (as will be seen below) an
entropic one, an influence which decreases ∆EB.
Note that one gets much closer to the Kauzmann tem-
perature (to 1.38 TK) in the 7-6 potential than in the
12-6 potential (1.54 TK). Since the Kauzmann temper-
ature is usually close to the Vogel-Fulcher temperature
[15], where the viscosity diverges, this implies that the
7-6 potential is the more fragile case. This is strange, be-
cause it is decidedly the more harmonic potential of the
two. On the other hand, the finding of lower β values in
this more fragile case is consistent with experiment [3].
Real experiments are usually done at constant pres-
sure, with a pronounced thermal expansion. In that case,
∆EB should also increase with increasing temperature,
because the nearest neighbor distance increases. Thus β
could also decrease with temperature at constant pres-
sure; it depends which influence is strongest.
The argument shows that the anharmonic softening of
the shear modulus does not necessarily imply a soften-
ing of the flow barrier [16, 17]. In fact, nonlinear dielec-
tric measurements [12] show a proportionality of the flow
barrier to the number of molecules in a cooperatively re-
arranging region in several substances, with no visible
influence of the anharmonicity.
The comparison to real experiments in molecular
glasses [15], where eq. (3) was first proposed, shows
much larger values of S∞. In the two Lennard-Jones
potentials, one finds S∞/kB = 1.218 for the 12-6 poten-
tial and S∞/kB = 1.331 for the 7-6 potential. In the
molecular glasses [15], one finds values between 8 and 17.
Naturally, molecules like salol and orthoterphenyl have
much more degrees of freedom than a single atom. But it
is still surprising to see a factor of ten. It implies that not
only the molecular orientation, but also inner degrees of
freedom participate in the creation of structural entropy.
One can obviously build more structures by deforming
the molecule itself.
On the other hand, deforming and reorienting a
molecule does not contribute to the shear flow. For the
flow of a molecular glass former, one has to fall back on
FIG. 2: Elementary shear rearrangement in close packing. To
pass from the low energy configuration on the left side to the
analogous one on the right side, one has to pass the higher
energy square configuration in the middle.
3the three translational degrees of freedom, which enable
shear transformations like the one in Fig. 2. There-
fore it seems reasonable to assume that only the tenth
of the structural entropy due to the translational degrees
of freedom has to be taken into account to understand
the viscous flow. Thus one expects (and finds) simi-
lar Kohlrausch-β-values in molecular glasses as in the
Lennard-Jones cases.
Finally, let us try to replace the notoriously unexplain-
able Angell expression, eq. (3), by a more physical pic-
ture. The equation tells us that one has to reckon with
a finite structural entropy S1. However, if one tries to
describe the curves in Fig. 1 in terms of a gaussian in
structural energy containing about four states per atom,
one fails; it is possible to get the right Kauzmann tem-
perature by adapting the width of the gaussian, but the
curvature that one gets is too small to reproduce the
measured data.
One gets better agreement if one postulates a larger vi-
brational entropy Svib for the states with a higher struc-
tural energy E, say with
Svib =
E
EM
S0 (6)
for states between E = 0 and E = EM , with the con-
stant density of states exp(S1/kB)/EM between these
two values. The dashed lines in Fig. 1 show fits, for
the 12-6 potential with EM = 2.63 Lennard-Jones units,
S1/kB = 0.96 and S0/kB = 0.6. The 7-6 potential dif-
fers only in the value for EM , 1.443 Lennard-Jones units.
Obviously, EM describes the influence of the specific po-
tential, S1 and S0 characterize a rather general packing
entropy.
This description has the advantage to provide a physi-
cal picture of the packing entropy, with a reduced number
of only 2.6 states per atom, but with a direct understand-
ing of the strong vibrational softening of glass formers
with increasing temperature. The maximum vibrational
entropy difference of 0.6 kB is larger than the typical fcc-
bcc entropy difference of about 0.15 kB , but smaller than
the large vibrational entropy difference 0.9 kB between
white and gray tin [18], with gray tin in the rather rigid
diamond structure.
Further evidence for the validity of the description is
the surprising proportionality of the logarithm of the vis-
cosity to the inverse of the difference of the mean square
displacements of crystal and liquid in selenium [19], or-
thoterphenyl and glycerol [20]. The description implies
a proportionality of this difference to the structural en-
tropy, which in turn is inversely proportional to the loga-
rithm of the viscosity according to the Adam-Gibbs con-
jecture.
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