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aAbstract We prove that the sequence ð1=Fnþ2ÞnP0 of reciprocals of the Fibo-
nacci numbers is a moment sequence of a certain discrete probability measure
and we identify the orthogonal polynomials as little q-Jacobi polynomials with
q ¼ 1 ﬃﬃﬃ5p = 1þ ﬃﬃﬃ5p . We prove that the corresponding kernel polynomials
have integer coefﬁcients, and from this we deduce that the inverse of the corre-
sponding Hankel matrices ð1=Fiþjþ2Þ have integer entries. We prove analogous
results for the Hilbert matrices.
ª 2011 King Saud University. Production and hosting by Elsevier B.V.
All rights reserved.1. Introduction
Richardson (2001) noticed that the Filbert matricesF n ¼ ð1=Fiþjþ1Þ; 0 6 i; j 6 n; n ¼ 0; 1; . . . ; ð1Þ
where Fn; nP 0 is the sequence of Fibonacci numbers, have the property that all
elements of the inverse matrices are integers. The corresponding property for theaud University. Production
.V. All rights reserved.
onsibility of King Saud
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76 C. BergHilbert matrices ð1=ðiþ jþ 1ÞÞ has been known for a long time (see Collar, 1939;
Choi, 1983; Savage and Lukacs, 1954). The last reference contains a table of the
inverse Hilbert matrices up to n= 9.
Richardson gave an explicit formula for the elements of the inverse Filbert
matrices and proved it using computer algebra. The formula shows a remarkable
analogy with the corresponding formula for the elements of the inverse Hilbert
matrices in the sense that one shall replace some binomial coefﬁcients
n
k
 
by
the analogous Fibonomial coefﬁcientsn
k
 
F
¼
Yk
i¼1
Fniþ1
Fi
; 0 6 k 6 n; ð2Þwith the usual convention that empty products are deﬁned as 1. These coefﬁcients
are deﬁned and studied in Knuth (1973) and are integers. The sequence of Fibo-
nacci numbers is F0 ¼ 0;F1 ¼ 1; . . ., with the recursion formula Fnþ1 ¼
Fn þ Fn1; nP 1.
The Hilbert matrices are the Hankel matrices ðsiþjÞ corresponding to the mo-
ment sequencesn ¼ 1=ðnþ 1Þ ¼
Z 1
0
xn dx;and that the reciprocal matrices have integer entries can easily be explained by the
fact that the corresponding orthogonal polynomials, namely the Legendre polyno-
mials, have integer coefﬁcients. See Section 4 for details.
The purpose of the present paper is to show that ð1=Fnþ2ÞnP0 is the moment
sequence of a certain discrete probability measure. Although this is a simple con-
sequence of Binet’s formula for Fn, it does not seem to have been noticed in the
literature (cf. Koshy, 2001). We ﬁnd the corresponding probability measure to bel ¼ ð1 q2Þ
X1
k¼0
q2kdqk=/; ð3Þwhere we use the notation/ ¼ 1þ
ﬃﬃﬃ
5
p
2
; q ¼ 1
ﬃﬃﬃ
5
p
1þ ﬃﬃﬃ5p ¼ 1/ 1; ð4Þ
and da denotes the probability measure with mass 1 at the point a. The number /
is called the golden ratio.
The corresponding orthogonal polynomials are little q-Jacobi polynomialspnðx; a; b; qÞ¼2/1
qn; abqnþ1
aq
; q;xq
 !
; ð5Þ(see Gasper and Rahman, 2004), specialized to the parameters a ¼ q; b ¼ 1, with
q taking the value from (4).
Fibonacci numbers and orthogonal polynomials 77To be precise we deﬁnepnðxÞ :¼ Fnþ1pnðx/; q; 1; qÞ; ð6Þ
and these polynomials have integer coefﬁcients, since they can be writtenpnðxÞ ¼
Xn
k¼0
ð1Þkn
k
2
 
n
k
 
F
nþ kþ 1
n
 
F
xk: ð7ÞThe orthonormal polynomials with respect to l and having positive leading coef-
ﬁcients are given asPnðxÞ ¼ ð1Þ
nþ1
2
  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F2nþ2
p
pnðxÞ; ð8Þso the kernel polynomialKnðx; yÞ ¼
Xn
k¼0
PkðxÞPkðyÞ;is a polynomial in x, y with integer coefﬁcients. If we denote a
ðnÞ
i;j the coefﬁcient to
xiyj in the kernel polynomial, then it is a general fact that the matrixAn ¼ aðnÞi;j
 
; 0 6 i; j 6 n ð9Þ
is the inverse of the Hankel matrix of the problem ðsiþjÞn0, see Theorem 2.1 below.
This explains that the elements of the inverse of the matrix ð1=Fiþjþ2Þn0 are
integers, and we derive a formula for the entries from the orthogonal polynomials.
The Filbert matrices (1) are not positive deﬁnite but non-singular, and they are
the Hankel matrices of the moments of a (real-valued) signed measure with total
mass 1. The orthogonal polynomials for this signed measure are the little q-Jacobi
polynomialspnðx/; 1; 1; qÞ ¼
Xn
k¼0
ð1Þkn
k
2
 
n
k
 
F
nþ k
n
 
F
xk; ð10Þand a simple modiﬁcation of the positive deﬁnite case leads to Richardson’s for-
mula for the entries of the inverse of the Filbert matrices.
The two results can be uniﬁed in the statement that for each a 2 N ¼ f1; 2; . . .g
the sequence ðFa=FaþnÞnP0 is a moment sequence of a real-valued measure la with
total mass 1. It is a positive measure when a is even, but a signed measure when a is
odd. The orthogonal polynomials are little q-Jacobi polynomials pnðx/; qa1; 1; qÞ.
This is proved in Section 3.
In Section 2 we recall some basic things about orthogonal polynomials both in
the positive deﬁnite and in the quasi-deﬁnite case, and Theorem 2.1 about the in-
verse of the Hankel matrices is proved.
In Section 4 we brieﬂy discuss the matrices ð1=ðaþ iþ jÞÞn0, where a > 0. They
are related to Jacobi polynomials transferred to the interval ]0,1[ and belonging to
the parameters ð0; a 1Þ. This leads to the formula (36), which for a ¼ 1 is the for-
mula for the elements of the inverse Hilbert matrices.
78 C. BergAfter the circulation of a preliminary version of this paper (dated April 10,
2006), Ismail has extended the results of Section 3 to a one parameter generaliza-
tion of the Fibonacci numbers (cf. Ismail, 2008/2009).
2. Orthogonal polynomials
We start by recalling some simple facts from the theory of orthogonal polynomials
(cf. Akhiezer, 1965 or Ismail, 2005) and in particular (Chihara, 1978) for the quasi-
deﬁnite case.
2.1. The positive deﬁnite case
We consider the set M of probability measures on R with moments of any
order and with inﬁnite support. The moment sequence of l 2M issn ¼ snðlÞ ¼
Z
xn dlðxÞ; n ¼ 0; 1; . . . ; ð11Þand the corresponding Hankel matrices are given byHn ¼
s0 s1    sn
s1 s2    snþ1
..
. ..
. ..
.
sn snþ1    s2n
0
BBBB@
1
CCCCA; n ¼ 0; 1; . . . : ð12ÞThe orthonormal polynomials ðPnÞ for l are uniquely determined by the equationsZ
PnðxÞPmðxÞdlðxÞ ¼ dn;m; n;mP 0; ð13Þand the requirement that Pn is a polynomial of degree n with positive leading coef-
ﬁcient. This coefﬁcient is equal toﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dn1=Dn
p
; ð14Þ
where Dn ¼ detHn. The reproducing kernel for the polynomials of degree 6n is
deﬁned asKnðx; yÞ ¼
Xn
k¼0
PkðxÞPkðyÞ; ð15Þand is called the kernel polynomial. It is clear that we can writeKnðx; yÞ ¼
Xn
i¼0
Xn
j¼0
a
ðnÞ
i;j x
iyj; ð16Þwhere the numbers a
ðnÞ
i;j are uniquely determined and satisfy a
ðnÞ
i;j ¼ aðnÞj;i . If we collect
these numbers in an ðnþ 1Þ  ðnþ 1Þ-matrix An ¼ aðnÞi;j
 
, then it is the inverse of
the Hankel matrix Hn:
Fibonacci numbers and orthogonal polynomials 79Theorem 2.1AnHn ¼ HnAn ¼ In;
where In is the unit matrix of order nþ 1.
Proof. For 0 6 k 6 n we have by the reproducing propertyZ
xkKnðx; yÞdlðxÞ ¼ yk: ð17ÞOn the other hand we haveZ
xkKnðx; yÞdlðxÞ ¼
Xn
j¼0
Xn
i¼0
skþia
ðnÞ
i;j
 !
yj;and thereforeXn
i¼0
skþia
ðnÞ
i;j ¼ dk;j: 2.2. The quasi-deﬁnite case
If l is a real-valued signed measure on R with total mass 1 and moments of any
order, one can still deﬁne the moments (11) and the corresponding Hankel matri-
ces (12). To deﬁne orthogonal polynomials one has to assume that (12) is a non-
singular matrix for any n, i.e. that the determinants satisfy Dn ¼ detHn – 0. On
the other hand, if orthogonal polynomials exist with respect to a signed measure,
then the Hankel determinants are non-zero. See Chihara (1978, Theorem 3.1) for
details. In this case the orthonormal polynomial Pn is uniquely determined by the
requirement that the leading coefﬁcient
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dn1=Dn
p
is either positive or purely
imaginary with positive imaginary part. The corresponding kernel polynomial
Kn has real coefﬁcients, and Theorem 2.1 remains valid.
3. Fibonacci numbers
The Fibonacci numbers can be given by the formulaFn ¼ 1ﬃﬃﬃ
5
p ð/n  /^nÞ; nP 0 ð18Þusually called Binet’s formula, but it is actually older (see Knuth, 1973; Koshy,
2001). Here/ ¼ 1þ
ﬃﬃﬃ
5
p
2
; /^ ¼ 1
ﬃﬃﬃ
5
p
2
¼ 1 /:
80 C. BergUsing the number q ¼ /^=/, satisfying1 < q < 0 and already deﬁned in (4), leads toFn ¼ 1ﬃﬃﬃ
5
p /nð1 qnÞ; q/2 ¼ 1; ð19Þand for a 2 N and nP 0
Fa
Faþn
¼
ﬃﬃﬃ
5
p
Fa
/aþn
1
1 qaþn ¼ ð1 q
aÞ
X1
k¼0
ðqk=/Þnqak;which is the nth moment of the real-valued measurela ¼ ð1 qaÞ
X1
k¼0
qakdqk=/ ð20Þwith total mass 1. When a is even then la is a probability measure, but when a is
odd the masses qak change sign with the parity of k. Note that l2 is the measure
considered in (3).
For the Fibonomial coefﬁcients deﬁned in (2) one hasn
k
 
F
¼ 1; 0 6 k 6 n 6 2;and they satisfy a recursion formulan
k
 
F
¼ Fk1
n 1
k
 
F
þ Fnkþ1
n 1
k 1
 
F
; n > kP 1; ð21Þ(see Knuth, 1973), which shows that the Fibonomial coefﬁcients are integers.
From (2) it is also clear thatn
k
 
F
¼ n
n k
 
F
; 0 6 k 6 n:In Gasper and Rahman (2004, Section 7.3) one ﬁnds a discussion of the little
q-Jacobi polynomials deﬁned in (5), and it is proved thatX1
k¼0
pnðqk; a; b; qÞpmðqk; a; b; qÞ
ðbq; qÞk
ðq; qÞk
ðaqÞk ¼ dn;m
hnða; b; qÞ ; ð22Þwherehnða; b; qÞ ¼ ðabq; qÞnð1 abq
2nþ1Þðaq; qÞnðaq; qÞ1
ðq; qÞnð1 abqÞðbq; qÞnðabq2; qÞ1
ðaqÞn: ð23ÞIn Gasper and Rahman (2004) it is assumed that 0 < q; aq < 1, but the derivation
shows that it holds for jqj < 1; jaj 6 1; jbj 6 1, in particular in the case of interest
here: 1 < q < 0; a ¼ qa1; b ¼ 1, in the case of which we get
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k¼0
pnðqk; qa1; 1; qÞpmðqk; qa1; 1; qÞqak ¼ dn;m
qanðq; qÞ2n
ðqa; qÞ2nð1 qaþ2nÞ
: ð24ÞThis shows that the polynomialspnðx/; qa1; 1; qÞ
are orthogonal with respect to la and thatZ
pnðx/; qa1; 1; qÞpmðx/; qa1; 1; qÞdlaðxÞ ¼ dn;m
ð1 qaÞqanðq; qÞ2n
ðqa; qÞ2nð1 qaþ2nÞ
:To simplify this apply (19) to getð1 qaÞqanðq; qÞ2n
ðqa; qÞ2nð1 qaþ2nÞ
¼ ð1Þan Fa
Faþ2n
Yn1
j¼0
F1þj
Faþj
 !2
¼ ð1Þan Fa
Faþ2n
aþ n 1
n
 2
F
:Theorem 3.1. Let a 2 N. The polynomials pðaÞn ðxÞ deﬁned by
pðaÞn ðxÞ ¼
aþ n 1
n
 
F
pnðx/; qa1; 1; qÞ ð25Þcan be writtenpðaÞn ðxÞ ¼
Xn
k¼0
ð1Þ
kn
k
2
 
n
k
 
F
aþ nþ k 1
n
 
F
xk; ð26Þand they satisfyZ
pðaÞn ðxÞpðaÞm ðxÞdlaðxÞ ¼ dn;mð1Þan
Fa
Faþ2n
; ð27Þso the corresponding orthonormal polynomials arePðaÞn ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1ÞanFaþ2n=Fa
q
pðaÞn ðxÞ: ð28ÞProof. By deﬁnition, see (5)pðaÞn ðxÞ ¼
aþ n 1
n
 
F
Xn
k¼0
ðqn; qaþn; qÞk
ðq; qa; qÞk
ðq/xÞk
¼ aþ n 1
n
 
F
Xn
k¼0
n
k
	 

q
ðqaþn; qÞk
ðqa; qÞk
ð1Þkqðk2Þnkðq/xÞk;wheren
k
	 

q
¼ ðq; qÞnðq; qÞkðq; qÞnk
82 C. Bergis the q-binomial coefﬁcient. Using (19) leads ton
k
	 

q
¼ n
k
 
F
/kðknÞ;hencepðaÞn ðxÞ ¼
aþ n 1
n
 
F
Xn
k¼0
ð1Þk n
k
 
F
ð/2qÞð
kþ1
2
ÞnkYk1
j¼0
Faþnþj
Faþj
xk;which by (19) can be reduced to (26). h
Remark 3.2. The polynomials pðaÞn ðxÞ for a ¼ 1 and a ¼ 2 are the polynomials in
(10) and in (7) respectively.
Corollary 3.3. For a 2 Ndetð1=FaþiþjÞn0 ¼ ð1Þa
nþ1
2
 
Fa
Yn
k¼1
Faþ2k
aþ 2k 1
k
 2
F
 !1
;which is the reciprocal of an integer.
Proof. From the general theory it is known that the leading coefﬁcient of the
orthonormal polynomial PðaÞn is
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dn1=Dn
p
, whereDn ¼ detðFa=FaþiþjÞn0:
From (26) and (28) we then getDn1=Dn ¼ ð1Þan Faþ2n
Fa
aþ 2n 1
n
 2
F
;hence1
Dn
¼
Yn
k¼1
Dk1
Dk
¼ ð1Þa
nþ1
2
 
1
Fna
Yn
k¼1
Faþ2k
aþ 2k 1
k
 2
Fand the formula follows. h
Theorem 3.4. The i, jth entry of the inverse of the matrix ð1=FaþiþjÞn0 is given as
ð1ÞnðaþiþjÞ
i
2
 
 j
2
 
Faþiþj
aþ nþ i
n j
 
F
aþ nþ j
n i
 
F
 aþ iþ j 1
i
 
F
aþ iþ j 1
j
 
F
: ð29Þ
Fibonacci numbers and orthogonal polynomials 83Proof. From Theorem 2.1 we getðFa=FaþiþjÞn0
 1 ¼ aðnÞi;j ðaÞ n
0
;where a
ðnÞ
i;j ðaÞ is the coefﬁcient to xiyj in the kernel polynomial Knðx; yÞ for the
orthonormal polynomials PðaÞn . Inserting the expressions (26) and (28) in the kernel
polynomial and changing the order of summation givesFaa
ðnÞ
i;j ðaÞ ¼
Xn
k¼maxði;jÞ
CðaÞðk; i; jÞ;where we for kP i; j have deﬁnedCðaÞðk; i; jÞ :¼ ð1Þ
kðaþiþjÞ
i
2
 

j
2
 
Faþ2k
k
i
 
F
k
j
 
F
 aþ kþ i 1
k
 
F
aþ kþ j 1
k
 
F
: ð30ÞTo prove that this expression can be summed to give (29), we use induction in n.
By symmetry we can always assume iP j. The starting step n ¼ k ¼ iP j is easy
and is left to the reader. For the induction step let RðaÞðn; i; jÞ denote the expression
(29). It has to be established thatRðaÞðnþ 1; i; jÞ  RðaÞðn; i; jÞ ¼ CðaÞðnþ 1; i; jÞ:
The left-hand side of this expression can be writtenð1Þðnþ1ÞðaþiþjÞ
i
2
 
 j
2
 
Faþiþj
aþ iþ j 1
i
 
F
aþ iþ j 1
j
 
F
T;whereT ¼ aþ nþ 1þ i
nþ 1 j
 
F
aþ nþ 1þ j
nþ 1 i
 
F
 ð1Þaþiþj aþ nþ i
n j
 
F
aþ nþ j
n i
 
F
¼ ðFaþnþi   Faþiþjþ1ÞðFaþnþj   Faþiþjþ1ÞðF1   Fnþ1jÞðF1   Fnþ1iÞ
 ½Faþnþiþ1Faþnþjþ1  ð1ÞaþiþjFnþ1iFnþ1j:By Lemma 3.5 below (with n replaced by n+ 1), the expression in brackets equals
Faþ2nþ2Faþiþj, and now it is easy to complete the proof. h
Lemma 3.5. For nP i; jP 0 and aP 0 the following formula holds
Faþ2nFaþiþj ¼ FaþnþiFaþnþj  ð1ÞaþiþjFniFnj: ð31ÞProof. Using Binet’s formula, the right-hand side of (31) multiplied with 5 equalsð/aþnþi  /^aþnþiÞð/aþnþj  /^aþnþjÞ  ð1Þaþiþjð/ni  /^niÞð/nj  /^njÞ:
84 C. BergUsing //^ ¼ 1 one gets after some simpliﬁcation
ð/aþ2n  /^aþ2nÞð/aþiþj  /^aþiþjÞ;which establishes the formula. h
Remark 3.6. For a ¼ 1 the expression (29) reduces toð1Þnðiþjþ1Þ
i
2
 
 j
2
 
Fiþjþ1
nþ iþ 1
n j
 
F
nþ jþ 1
n i
 
F
iþ j
i
 2
F
;which is the expression found by Richardson (2001), except that he expressed the
sign in a different but equivalent manner.4. The Hilbert matrices
For a > 0 the matricesHðaÞn ¼ ða=ðaþ iþ jÞÞn0; n ¼ 0; 1; . . . ; ð32Þ
are the Hankel matrices for the moment sequencesðaÞn ¼ a
Z 1
0
xnxa1 dx ¼ a
aþ n ; n ¼ 0; 1; . . .of the measure ra ¼ axa110;1½ðxÞdx. The corresponding orthogonal polynomials
are easily seen to berðaÞn ðxÞ ¼
1
n!
xaþ1Dn½xa1þnð1 xÞn
¼ ð1Þn
Xn
k¼0
n
k
 
a 1þ n
k
 
ðx 1Þkxnk; ð33Þsince they are Jacobi polynomials transferred to 0; 1½ (cf. Andrews et al., 1999).
Using the binomial formula for ðx 1Þk we ﬁndrðaÞn ðxÞ ¼ ð1Þn
Xn
j¼0
ð1Þjxnjcj;wherec¼
Xn
k¼j
k
j
 
n
k
 
a 1þ n
k
 
¼
Xnj
l¼0
jþ l
j
 
n
jþ l
 
a 1þ n
jþ l
 
¼ n
j
 
a 1þ n
j
 
2F1
nþ j;n aþ jþ 1
jþ 1 ; 1
 
¼ n
j
 
2nþ a j 1
n
 
;
Fibonacci numbers and orthogonal polynomials 85where the 2F1 is summed by the Chu-Vandermonde formula (cf. Andrews et al.,
1999, p. 67). This givesrðaÞn ðxÞ ¼
Xn
j¼0
ð1Þj n
j
 
aþ nþ j 1
n
 
xj: ð34ÞThe orthonormal polynomials with positive leading coefﬁcients are given asRðaÞn ðxÞ ¼ ð1Þn
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ 2n
a
r
rðaÞn ðxÞ;so the corresponding kernel polynomials have coefﬁcients a
ðnÞ
i;j ðaÞ which by Theo-
rem 2.1 satisfyaaðnÞi;j ðaÞ ¼ ð1Þiþj
Xn
k¼maxði;jÞ
ðaþ 2kÞ k
i
 
k
j
 
aþ kþ i 1
k
 
aþ kþ j 1
k
 
:
ð35ÞTheorem 4.1. The i, jth element of the inverse matrix of ð1=ðaþ iþ jÞÞn0 is given asð1Þiþjðaþ iþ jÞ aþ nþ i
n j
 
aþ nþ j
n i
 
aþ iþ j 1
i
 
aþ iþ j 1
j
 
:
ð36Þ
In particular they are integers for a 2 N. Furthermore,detð1=ðaþ iþ jÞÞn0 ¼ a
Yn
k¼1
ðaþ 2kÞ aþ 2k 1
k
 2 !1
: ð37ÞProof. Let Rðn; i; jÞ denote the number given in (36), and deﬁneCðk; i; jÞ ¼ ð1Þiþjðaþ 2kÞ k
i
 
k
j
 
aþ kþ i 1
k
 
aþ kþ j 1
k
 
;
kP i; j:We shall prove thatRðn; i; jÞ ¼
Xn
k¼maxði;jÞ
Cðk; i; jÞby induction in n and can assume iP j. This is easy for n ¼ k ¼ i and we shall
establishRðnþ 1; i; jÞ  Rðn; i; jÞ ¼ Cðnþ 1; i; jÞ: ð38Þ
The left-hand side of this expression can be written
86 C. Bergð1Þiþjðaþ iþ jÞ aþ iþ j 1
i
 
aþ iþ j 1
j
 
T;whereT ¼ aþ nþ 1þ i
nþ 1 j
 
aþ nþ 1þ j
nþ 1 i
 
 aþ nþ i
n j
 
aþ nþ j
n i
 
¼ ððaþ nþ iÞ    ðaþ iþ jþ 1ÞÞððaþ nþ jÞ    ðaþ iþ jþ 1ÞÞðnþ 1 jÞ!ðnþ 1 iÞ!
 ½ðaþ nþ 1þ iÞðaþ nþ 1þ jÞ  ðnþ 1 jÞðnþ 1 iÞ:The quantity in brackets equals ðaþ 2nþ 2Þðaþ iþ jÞ, and now it is easy to com-
plete the proof of (38).
The leading coefﬁcient of RðaÞn ðxÞ isﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dn1
Dn
r
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aþ 2n
a
r
aþ 2n 1
n
 
;whereDn ¼ detða=ðaþ iþ jÞÞn0 ¼ anþ1 detð1=ðaþ iþ jÞÞn0:
Therefore1
Dn
¼
Yn
k¼1
Dk1
Dk
¼ 1
an
Yn
k¼1
ðaþ 2kÞ aþ 2k 1
k
 2
;which proves (37). h
Replacing x by 1 x, we see that rðaÞn ð1 xÞ are orthogonal polynomials with
respect to the probability measure að1 xÞa110;1½ðxÞdx. The corresponding mo-
ment sequence issn ¼ 1aþ n
n
  ; ð39Þ
and the corresponding orthonormal polynomials are
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðaþ 2nÞ=ap rðaÞn ð1 xÞ.
ThereforeKnðx; yÞ ¼
Xn
k¼0
aþ 2k
a
r
ðaÞ
k ð1 xÞrðaÞk ð1 yÞ; ð40Þshowing that the coefﬁcient to xiyj in aKnðx; yÞ is an integer when a 2 N. This
yields
Theorem 4.2. Let a 2 N. The inverse of the matrix
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a
aþ iþ j
a
 
0
BBB@
1
CCCA
n
0
ð41Þhas integer entries.
It is not difﬁcult to prove thatrðaÞn ð1 xÞ ¼
Xn
k¼0
ð1Þnk n
k
 
aþ nþ k 1
k
 
xk;and it follows that the entries of the inverse of (41) are given asð1Þiþj
Xn
k¼maxði;jÞ
ðaþ 2kÞ k
i
 
k
j
 
aþ kþ i 1
i
 
aþ kþ j 1
j
 
:This formula holds of course for any a > 0.
The results of this section for a ¼ 1; 2 have been treated in the survey paper
(Berg, 2006), written in Danish. For a ¼ 1 the formula for the elements of the in-
verse ofHðaÞn was given inChoi (1983), but goes at least back toCollar (1939), while
the formula for its determinant goes back to Hilbert (1894). In this case the poly-
nomials rð1Þn ðxÞ are the Legendre polynomials for the interval [0,1] (cf. Andrews
et al., 1999, Section 7.7). These polynomials have successfully been used in the
proof of the irrationality of fð3Þ. For a ¼ 2 we have ðaþ 2kÞ=a ¼ 1þ k, so the
coefﬁcient to xiyj in (40) is an integer. In this case Theorem 4.2 can be sharpened:
The inverse of the matrix 1=
2þ iþ j
2
  n
0
has integer coefﬁcients. This result is
also given in Richardson (2001).
Historical comments: This paper was originally prepared for the proceedings of
the International Conference on Mathematical Analysis and its Applications,
Assiut, Egypt, January 3–6, 2006 and a copy was uploaded to ArXiv:math/
0609283 in September 2006. The author wants to thank the organizers for the invi-
tation to participate. Unfortunately, the proceedings of the meeting have not been
published.
In June 2007 the following comments have been added because of the manu-
script (Andersen and Berg, 2009).
A result equivalent to Theorem 2.1 is given by Collar (1939). Denoting byMn ¼ ðpijÞ; 0 6 i; j 6 n
the matrix of coefﬁcients of the orthonormal polynomials, i.e.PiðxÞ ¼
Xn
j¼0
pijx
j; i ¼ 0; 1; . . . ; n;
88 C. Bergwhere pij ¼ 0 for i < j, then the orthonormality can be expressed as the matrix
equation MnHnM
t
n ¼ In, henceH1n ¼MtnMn: ð42Þ
Collar uses (42) to obtain formula (36) and states: ‘‘Eq. (42), which provides an
elegant method for the computation of the reciprocal of a moment matrix, is
due to Dr. A.C. Aitken. The author is grateful to Dr. Aitken for permission to de-
scribe the method and for many helpful suggestions.’’
The paper by Collar is not mentioned in Choi’s paper (Choi, 1983) and was not
included in the list of references in the ﬁrst version of this paper.
In Andersen and Berg (2009) the authors have deﬁned a q-analogue of the
Hilbert matrix for any complex q different from the roots of unity and have
proved a q-analogue of (36). When q ¼ 1 ﬃﬃﬃ5p = 1þ ﬃﬃﬃ5p  one can recover the
results about the Filbert matrices and for q ¼ e2h; h > 0 results of Ismail
(2008/2009) about Hankel matrices of generalized Fibonacci numbers.References
Akhiezer NI. The classical moment problem. Edinburgh: Oliver and Boyd; 1965.
Andersen JE, Berg C. Quantum Hilbert matrices and orthogonal polynomials. J Comput Appl Math
2009;233:723–9, ArXiv:math.CA/0703546.
Andrews GE, Askey R, Roy R. Special functions. Cambridge: Cambridge University Press; 1999.
Berg C. Ortogonale polynomier og Hilbert matricen. NORMAT 2006;54:116–33 [in Danish].
Chihara TS. An introduction to orthogonal polynomials. New York–London–Paris: Gordon and Breach; 1978.
Choi Man-Duen. Tricks or treats with the Hilbert matrix. Am Math Month 1983;90:301–12.
Collar AR. On the reciprocation of certain matrices. Proc R Soc Edinburgh 1939;59:195–206.
Gasper G, Rahman M. Basic hypergeometric series. 2nd ed. (2004). Cambridge: Cambridge University Press;
.
Hilbert D. Ein Beitrag zur Theorie des Legendreschen Polynoms. Acta Math 1894;18:155–9 [367–370 in
‘‘Gesammelte Abhandlungen II’’, Berlin, 1933]..
Ismail MEH. Classical and quantum orthogonal polynomials in one variable. Cambridge: Cambridge
University Press; 2005.
Ismail MEH. One parameter generalizations of the Fibonacci and Lucas numbers. Fibonacci Quart 2008/
2009;46/47(2):167–80. ArXiv:math.CA/0606743).
Knuth DE. 2nd ed. The art of computer programming 1973;vol. 1. Springer; 1973.
Koshy T. Fibonacci and Lucas numbers with applications. New York: John Wiley; 2001.
Richardson TM. The Filbert matrix. Fibonacci Quart 2001;39(3):268–75.
Savage R, Lukacs E. Tables of inverses of ﬁnite segments of the Hilbert matrix. Natl Bureau Standard Appl Math
Ser 1954;39:105–8.
