The Kibble-Zurek mechanism constitutes one of the most fascinating and universal phenomena in the physics of critical systems. It describes the formation of domains and the spontaneous nucleation of topological defects when a system is driven across a phase transition exhibiting spontaneous symmetry breaking. While a characteristic dependence of the defect density on the speed at which the transition is crossed was observed in a vast range of equilibrium condensed matter systems, its extension to intrinsically driven-dissipative systems is a matter of ongoing research. In this work we numerically confirm the Kibble-Zurek mechanism in a paradigmatic family of driven-dissipative quantum systems, namely exciton-polaritons in microcavities. Our findings show how the concepts of universality and critical dynamics extend to driven-dissipative systems that do not conserve energy or particle number nor satisfy a detailed balance condition.
One of the most intriguing universal phenomena encountered in the physics of critical systems is the socalled Kibble-Zurek (KZ) mechanism, which successfully describes the spontaneous appearance of long-lived topological defects in complex systems that undergo a spontaneous symmetry breaking when crossing a critical point at a finite speed [1, 2] . This mechanism is general and spans across vastly different physical realisations and length/energy scales, with topological defects ranging from monopoles and vortices to strings and domain walls, depending on the symmetries and the spatial dimensions. In spite of this variety, the density of topological defects has a universal dependence on the rate of change of the control parameter across the transition and on the critical exponents of the system [1] [2] [3] [4] [5] .
This phenomenon can be physically understood by considering the different stages of critical dynamics when the control parameter is scanned across the critical point. In the initial stages of the dynamics, far from the critical point, the system exhibit an adiabatic behaviour permitted by the fact that the characteristic relaxation time τ is much shorter than the characteristic time of the control parameter ramp. Later on, since the characteristic relaxation time τ diverges at the critical point, there must necessarily exist a time after which the system is no longer able to readjust itself adiabatically following the variation of the control parameter and thus enters into a so-called impulse regime. According to the KZ picture, the density of the topological defects that are left behind at this point of the evolution is determined by the correlation length of the system at this 'crossover time' [2] . This KZ mechanism, first proposed in the cosmological context [1, 2] , has been studied in vastly dif-ferent contexts spanning across superconducting junction arrays, ion crystals, quantum Ising chains, classical spin systems, holographic superconductors, fermionic and bosonic atomic and helium superfluids, and cosmological scenarios [6-9, 11-16, 20] , with direct experimental confirmations in a broad range of different physical systems [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . A common feature of these studies is that they mostly address cases that are at, or close to, thermal equilibrium and conserve energy and particle number.
Recent experimental progress in the study of excitonpolaritons in semiconductor microcavities embedding quantum wells [2] [3] [4] -henceforth referred to as polaritons -has led to hybrid light-matter systems which exhibit a condensation phase transition and the spontaneous appearance of a macroscopic coherence while being inherently in a strongly non-equilibrium condition [2] , as the system requires an external pump to compensate for the losses by continuously injecting new polaritons. Polaritons therefore constitute excellent physical platforms to explore the influence that the non-conservation of energy and particle number, and the breaking of the detailed balance condition, may have on the critical dynamics. Pioneering works have started addressing the new features exhibited by the ordered state [14, 35] , by the non-equilibrium phase transition [7, [38] [39] [40] , the extension of the adiabaticity concept to non-equilibrium scenarios [41, 42] , the spontaneous formation of defects under a time-dependent pump [43] [44] [45] , and the late-time relaxation past a sudden quench [13, 46] .
In this Letter we investigate the KZ mechanism in the non-equilibrium phase transition, focusing, in contrast to previous studies [13, [43] [44] [45] [46] , on the characteristic de-arXiv:2004.00918v1 [cond-mat.mes-hall] 2 Apr 2020 pendence of the spontaneous vortex nucleation process on the switch-on rate of the pump. Our numerical results provide a direct evidence of the adiabatic-to-impulse crossover and confirm the validity of the KZ picture also in the driven-dissipative context of a non-equilibrium phase transition. Compared to a direct study of the number of vortices that are still present at the end of the ramp as a function of the ramp speed, our approach has the key advantage of being insensitive to those vortex annihilation processes that may occur past the critical point [5] and were shown to contribute to the late-time phase ordering dynamics studied in [13] .
The key idea for testing and demonstrating the KZ mechanism is to numerically simulate the dynamical evolution and extract from it the 'crossover time' (subsequently referred to as −t) after which the system is no longer able to adiabatically follow the steady-state corresponding to the instantaneous value of the pump. This value is then compared to the corresponding prediction of the KZ model, i.e. to the time at which the speed of variation of the control parameter starts exceeding the characteristic relaxation time of the system. Similar strategies were previously used for equilibrium scenarios in [6] [7] [8] 20] .
In order to validate the universality of the critical polariton dynamics, we perform two independent calculations for the two most celebrated pumping schemes, which differ in their method of injection and subsequent relaxation processes leading to condensation [2] ; specifically, we consider the optical parametric oscillation (OPO) scheme, and the incoherent pumping (IP) scheme (see Ref. [48] for details).
Polariton Phase Transition & Modelling. As discussed in the literature on spontaneous macroscopic coherence and the non-equilibrium condensation phase transition of polaritons [2, 5, 8, 11, 13, 15, 52, 54] , both the OPO and the IP polariton systems show rich yet qualitatively very similar phase diagrams, with two main distinct phases: i) a disordered phase displaying a low density of polaritons, an exponential decay of spatial correlations and a plasma of unbound vortices; ii) a (quasi)ordered phase displaying a significant density of polaritons, an algebraic decay of spatial correlations (at least up to relatively long distances [9, 11, 39] ) and a low density of vortices, mostly bound in vortex-antivortex pairs [11, 13, 54] .
The intensity of the pump, namely f p (for OPO) and P (for IP), acts as a control parameter and the system is driven from one phase to the other by simply ramping up its value in time at different rates. As usual in condensation phase transitions, the transition from the disordered to the (quasi)ordered phase is accompanied by the breaking of the U(1) symmetry associated with the phase of the polariton condensate. In the present 2D case, it can be pictorially understood as being mediated by the unbinding of vortex-anti-vortex pairs into a plasma of free vortices [11, 39, 56, 57] . A schematic of the phase transition process, depicting our quench sequence and typical initial and final snapshots of the polariton field are shown in Fig. 1 .
A powerful way to theoretically describe the collective dynamics of the polariton field across the phase transition is based on a generalized stochastic Gross-Pitaevskii equation. In this model, the nonlinearity arises from the effective polariton-polariton interactions, with suitable additional terms included to describe pumping and losses, and stochastic noise which accounts for the quantum fluctuations [2, 5, 6, 14] . A detailed description of such equations for the polaritons can be found in Ref. [48] . In order to focus on the intrinsic features of the KZ physics, we restrict our investigation here to the simplest case of a spatially homogeneous system with periodic boundary conditions. Ramp Protocol. For the OPO (IP) case, we drive the polariton system through the non-equilibrium phase transition by ramping in time the pump intensity f p (t) [P (t)] across the critical value f c p (P c ), starting from an initial steady-state at a pump intensity f i p (P i ) in the disordered phase to a pump intensity f f p (P f ) well in the (quasi-)ordered phase. The ramp follows a linear law of characteristic time τ Q . We characterise the phase transition in terms of the distance to criticality, which is quantified by the time-dependent parameter (t) defined
parameter is chosen to have the same value for all ramps within a given pumping scheme and the sign of ς = ∓1 (for OPO/IP) is chosen for consistency with the usual definition of the control parameter in the previous literature on phase transitions. Note that this distinction is required because for the OPO transition we are considering the upper threshold [59] , so we need to quench from high to low values of the control parameter. For convenience, we define the origin, t = 0, of the time axis, as the time when the system crosses the critical point, i.e. (t = 0) = 0 based upon f p (t = 0) = f c p (OPO) and P (t = 0) = P c (IP). Therefore, in both IP/OPO cases, the initial time of the simulation has a negative value, i.e. t i < 0. Further details of the finite speed ramp adopted can be found in Ref. [48] .
Testing the KZ mechanism. First, we need to numerically determine the crossover time,t num , from the vortex dynamics during a finite-speed ramp. The number of vortices across the Berezinskii-Kosterlitz-Thouless (BKT) transition at steady-state is known to decrease gradually as the transition is approached from the disordered side, and to exhibit a sharp decrease in a narrow region around the critical point, as already analysed for OPO polaritons in [11, 13, 52] . This feature, in combination with a simultaneous study of the spatial correlation function is used to precisely locate the critical point. This behaviour is shown for both OPO and IP cases in terms of the distance to criticality by the dashed red lines in Fig. 2 (with = 0 denoted by vertical solid lines). When ramping the pump intensity from the disordered phase, the vortex density initially follows the steady-state density during the initial stages of the dynamics, 0. However, as the dynamical system cannot follow the steady-state through the critical point, where the relaxation time diverges, the vortex density eventually departs from its steady-state value, as shown by the solid lines for different ramp timescales, τ Q . From this plot we directly extract the numerical crossover time,t num < 0, at which each of the dynamical curves starts to deviate from the steady-state one. Such times are highlighted for each value of τ Q by a vertical dashed line in Fig. 2 . These lines clearly demonstrate a significant increase in the deviation for smaller values of τ Q , i.e. for faster ramps. More details of the extraction oft num from the data and the dependence oft num on τ Q can be found in Ref. [48] .
In order to explicitly verify the KZ mechanism, we should now compare the above numerical prediction for t num with the one extracted by the KZ hypothesis, denoted here byt KZ . The KZ hypothesis states that the dynamical results should start departing from the corresponding steady-state ones at the time,t KZ , at which the relaxation time τ equals the timescale of the pump variation. Expressed in terms of the distance to criticality, (t):
Here, the dependence of the crossover timet KZ on the ramp speed is contained in the time derivative of the distance to criticality (t), and A is a constant parameter of order one. The relaxation time τ is known to diverge at the critical point, and so the interesection of this with the straight line (t)/˙ (t) defines the crossover time at which the system crosses from an adiabatic to an impulse behaviour. This is schematically represented in the insets of Fig. 2 . Changing the rate at which the pump intensity is varied will directly affect, via (1), the ramp speed, and thus set a different slope for (t)/˙ (t). Dashed straight lines in the insets of Fig. 2 depict an example of the dependence of the characteristic time (t)/˙ (t) on (see caption of Fig. 2 for the exact choice of parameters).
Applying this protocol to different values of τ Q gives the KZ prediction forˆ = (t), based on Zurek's expression (2) (with A = 1). In turn, this defines a different intersection point with the relaxation time, τ ( ), in the τ ( ) vs. plot (insets of Fig. 2 ). In order to extract the interesection points for different ramp speeds, we thus need to first extract the system relaxation time, τ ( ), plotted by the solid red line in insets of Fig. 2 . For each value of in the disordered phase, this is obtained by considering the relaxation time of the number of vortices N v to the steady-state value N ss v after an infinitely rapid quench of towards the desired value,
(see Ref. [48] for more details).
Validation of KZ mechanism for driven-dissipative systems. The above procedure indicates a linear relation between the numerical (t num ) and the predicted (t KZ ) time for the crossover from adiabatic to impulse behaviour, as shown in Fig. 3 . We have checked that such a linear relation holds for different choices of the proportionality constant A (beyond A = 1), thus confirming the independence of our conclusions on its specific choice (see Ref. [48] for more details). Since the KZ mechanism is based on the critical properties around the phase transition point, one can naturally expect it to be restricted to sufficiently slow ramps, for which the linear relation is clearly defined. On the other hand, significant deviations from the linear relation betweent num andt KZ are expected to arise for small values oft, where nonuniversal corrections become important. A hint at such deviations is visible in the presented IP results. Note that the (non-universal) intercept of the IP polariton system is 2), and of the KZ mechanism. We obtain a zero intercept (within the error bars) for the OPO polariton system and a small non-zero intercept for the IP case, which indicates non-universal sub-leading order corrections.
highly sensitive to the exact location of the critical point, since a tiny shift in the identification of the critical point within the critical region can shift the intercept towards, or away from, a zero value.
Conclusions. We have investigated the open question of the extension of the Kibble-Zurek phenomenon to driven-dissipative quantum systems. Specifically, we have considered the dynamics of the vortex density during a spontaneous symmetry breaking process across a critical point for a paradigmatic case of a non-equilibrium phase transition, namely the condensation of excitonpolaritons in semiconductor microcavities embedding quantum wells in the strong light-matter coupling regime. Our numerical findings, based on very accurate simulations of the dynamical equations of the systems for experimentally relevant parameters, fully confirm the existence of a crossover from an adiabatic to an impulse behaviour at a point that depends on the ramp speed, and the validity of Zurek's relation [Eq. (2)]. Our analysis thus shows that the KZ mechanism can maintain its validity even in the case of non-equilibrium phase transitions.
Supplementary Material for: Kibble-Zurek mechanism in driven-dissipative systems crossing a non-equilibrium phase
In this Supplementary Information we provide a detailed account of the numerical and technical methods adopted in the main study, which are of crucial importance for the validation of our conclusions.
Pumping schemes and dynamical equation of the polariton field. -In order to validate the universality of the critical polariton dynamics described in the main text, we perform two independent calculations for the two most celebrated pumping schemes for exciton-polaritons, which are schematically shown in Fig. S1 . These correspond to the optical parametric oscillation (OPO) scheme, whereby polaritons are directly injected into the lower polariton band by the incident laser and then scatter into a coherent signal and idler population [S1, S2], and the incoherent pumping (IP) scheme, whereby the high energy excitations generated by the incident light eventually relax and condense into the lower polariton band after a complex scattering sequence [S3, S4] .
We describe the collective dynamics of the polariton fluid through a generalized stochastic Gross-Pitaevskii equation for the 2d polariton field as a function of the position = (x, y) and time t. Equations of this kind can be derived by i) considering a truncated approximation of the evolution of the Wigner function of the polariton field [S5, S6] or, alternatively, by ii) treating the system within a Keldysh field path integral representation [S7, S8] and considering the Martin-Siggia-Rose formalism, which gives the Langevin equation for the system [S9, S10].
Specifically, for the coherently pumped polaritons in the OPO regime, such an equation describes the dynamics of the system in terms of the exciton (X) and cavity photon (C) fields ψ X,C (r, t) (with = 1) [S11]:
where F p = f p e i(kp·r−ωpt) denotes the coherent pump, which directly injects polaritons at frequency ω p and momentum k p , κ X and κ C are the decay rates of the excitons and photons respectively, and the thermal and quantum fluctuations are encoded in the complex-valued zero-mean white Wiener noise terms dW A , which fulfill dW * l,A (r, t)dW m,A (r , t) = δ r,r δ l,m dt, for A = X, C. The operator H MF describes the dynamics at the meanfield level and takes the form:
Schematic representation of the two pumping schemes considered in the present study. In the OPO case (left picture), the external pump resonantly injects polaritons around the inflection point of the lower band (red left arrow). Resonant polariton-polariton scattering eventually generates two additional macroscopic occupied polariton modes: the signal (considered in the present study) and the idler. For the IP case (right picture), the external pump laser injects high energy excitations such as electron-hole pairs in the semiconductor material. After some complex relaxation cascade process, these eventually produce a macroscopic density of polaritons at the bottom of the lower band.
We neglect the kinetic term for the excitons −∇ 2 /2m X , since m X m C , where m X and m C are the exciton and cavity-photon masses respectively. The Rabi-splitting Ω R measures the radiative coupling between excitons and photons; the coefficient g X of the nonlinear term quantifies the exciton-exciton interaction strength; finally, dV = a 2 is the element of volume of our 2D-grid, with lattice spacing a. As in the case of incoherently pumped polaritons, we consider a set of typical values for the parameters which can also be found in a large number of experimental setups [S2, S11, S12]: m C = 2.3 × 10 −5 m e Ω R ≈ 4.4meV, g X ≈ 2 × 10 −3 meVµm 2 . We consider κ X = κ C , with κ C = 1/6.58ps. The external pump has a momentum k p = (1.6, 0)µm −1 . Its frequency ω p is chosen to be on resonance with the lower polariton band, i.e. ω p = ω(k p ). We focus the study of the KZ mechanism on the dynamics of the signal polariton mode, which is obtained from the full polariton field from the numerical simulation of (S1) after a filtering process in momentum space around the signal mode [S11, S13].
For the IP scenario, the equation describes the effective dynamics of the lower polariton field ψ = ψ(r, t) and includes the complex relaxation process in a phenomeno-logical way. It reads as ( = 1) [S13-S15]:
where m is the polariton mass, P is the strength of the homogeneous external drive, g is the polariton-polariton interaction strength. The renormalized density |ψ| 2 − ≡ |ψ| 2 − 1/2dV includes the subtraction of the Wigner commutator contribution (where dV = a 2 is the element of volume of our 2D grid with lattice spacing a), and n s is the saturation density. The zero-mean white Wiener noise dW fulfils dW * ( r, t)dW ( r , t) = [(P +γ)/2]δ r, r dt, where γ is the inverse of the polariton lifetime. A frequency-selective pumping mechanism has been implemented here in order to favour relaxation to low-energy modes [S13, S15-S17]. In the present study, we use typical experimental parameters [S18]: lifetime τ = 1/γ = 4.5ps, m = 6.2 10 −5 m e , g = 6.82 10 −3 meVµm 2 , Ω = 11.09ps −1 and n s = 1500µm −2 .
A detailed explanation of the computational procedure adopted for the numerical integration of Eqs. (S1)-(S2) is given below.
Details of the numerical simulations. -We simulate the dynamics of the polariton system by numerically integrating in time the stochastic differential equations for the polariton field shown in (S1) for the OPO case and in (S2) for the IP case. The numerical integration is performed on a 2d-lattice with periodic boundary conditions. In the OPO case, the 2D-grid is composed of 256 2 lattice points, with lattice spacing a = 0.87µm and system size L x = L y = 222.72µm. For the IP polariton system, the lattice is composed of 301 2 grid points, with total lengths L x = L y = 295.11µm and lattice spacing a = 0.98µm. Notice that the lattice spacing a, both i) introduces a cut-off ∝ a −1 in the momentum representation of the field, and ii) is chosen between a lower bound given by the macroscopic scale of the system, such as the healing length, and the upper bound a 2 g/γ given by the validity of the truncated Wigner methods used for the description of the stochastic field equations [S2, S11, S13].
If not stated otherwise, methods and parameters of our simulations coincide with those in [S13]: the time dynamics of the polariton field is performed by integrating (S1) and (S2) in time with the XMDS2 software framework [S19] . Specifically, we have used a fixed time-step of 0.3ps (4.5 · 10 −2 ps) for the OPO (IP) cases, which ensures stochastic noise consistency, and a fourth-order Runge-Kutta algorithm. All the results expressed in the present study are converged with respect to the number of stochastic realisations N stoch . Specifically we consider N stoch = 100 (400) realisation for the case of the OPO (IP) polariton system.
Finite-speed ramp protocol. -We conclude by discussing in detail the ramp protocol considered in this work, which is given by Eq. (1) of the main text. We bring the polariton system from a disordered to a quasiordered phase across the critical value of the external pump intensity. The ramp speed is finite and inversely proportional to the characteristic ramp time τ Q . The initial disordered phase is characterized by a vanishing density of polaritons and a corresponding extremely high density of vortices in the stochastic field. For the OPO, we study the upper threshold in the pump power and the initial disordered state is given by i = −0.1653, while for the IP case the initial distance to criticality takes the value i = −0.1. The critical values of the external pump read f c p = 13.05meVµm −1 for the OPO case and P c = 1.0325γ for the IP case. The initial and final values of the pump intensity for the linear ramp protocol have been chosen such that the constant a p appearing in Eq. (1) of the main text is chosen to have comparable values a p ≈ 0.2. Specifically, our simulations are based on i) f i p = 15.21meVµm −1 and f f p = 12.67meVµm −1 for the OPO and ii) P i = 0.93γ and P f = 1.14γ for the IP. Therefore, the constant a p takes the value 0.1942 (0.2) for the OPO (IP) case.
The linear ramp is completely determined by its characteristic timescale τ Q since the duration of the ramp is t f − t i = τ Q and the initial time is t i = i τ Q /a p , with t i < 0. Fig. 2 of the main text displays the behaviour of the number of vortices as a function of time for different ramp speeds. We observe that the vortex number monotonically decreases in time, as expected since we are bringing the system from a highly disordered phase to a well (quasi-)ordered phase. The system crosses the critical point at t = 0 and reaches the final stage of the evolution at t f = f τ Q /a p , which is a positive number. Note that f = 0.02894 (0.1) for the OPO (IP) case, where f = (t f ).
Numerical extraction of the characteristic relaxation time for the vortices. -In this subsection we discuss in detail how we obtain the characteristic time τ ( ) of the relaxation of the vortices towards the steady state for the specific value of we are interested in. Note that τ ( ) is only well defined within the disordered phase, while it diverges τ → ∞ in the quasi-ordered phase [S13] . Firstly, we need to establish the initial configuration from which we are quenching the system towards the chosen value . For the OPO case, this initial state coincides with the initial states for the finite quench protocol described in the main text i.e. i = −0.1653, while i = −1 for the IP case. Note, that this initial state is located farther away in the disordered phase, i.e. | | < | i |. Then we suddenly quench the system from i to and let it evolve until it reaches the steady state at the final (see Fig. S2 ).
In order to obtain the characteristic relaxation time τ ( ) for the vortices, we follow the following two steps: i) We numerically estimate the average number of defects in the steady state at a given . This is obtained by probing the average difference between each temporal point N v (t j ) and their corresponding values of adjacent time steps, N v (t j-1 ) and N v (t j+1 ), where t j is the time a the j−th step of the temporal evolution. When this difference is lower than the fluctuation strength σ = (N p ), the average density of points N v (t) is considered to be at steady state. This allow us to obtain the curve N ss v ( ) depicted in Figs. 1 and 2 in the main text as red thick line. ii) We assume that the vortex dynamics after the sudden quench in the disordered region follows an exponentialtype of relaxation towards the steady-state values at the end of the evolution: To determine the best value for δv, we explore the behaviour of the exponent α -extracted from the power-law fit oftnum(τQ) (see Fig. S5 ) -as a function of the parameter δv. We display the exponents obtained in both OPO (upper panel) and IP regime (bottom panel). For OPO we consider δv = 0.02 in our study since we can observe that the value of the exponent α converges as this specifica value of δv. For IP case, the exponent α decreases for δv > 0.005, before a divergence when δv → 0. Thus, the value δv = 0.005, corresponding to the minimum of the curve, is chosen as the best choice for the analysis described in main text.
where the characteristic vortex time τ ( ) coincides with the characteristic time of the exponential relaxation and a τ is a free parameter. As a result, we obtain the characteristic time τ ( ) displayed in Fig. 3 of the main text.
Numerical extraction of the "numerical" crossover time. -Inspired by previous work [S20] , in order to determine the numerical crossover time, we look for the point at which the number of vortices N v at each finite quench departs from the steady-state vortex number N ss v . Therefore, as shown in Fig. 2 of the main text, we need to compare N v ( , τ Q ) and N ss v ( ) curves. From this comparison we obtain the detaching pointˆ num , which can be easily converted to the crossover timet num by considering expression (1) in the main text of the paper. Note that this relation also permits to describe the vortex number N v during the finite quench dynamics as a function of instead of t, as it appears in Fig. 2 of the main text.
In order to determine, for each τ Q , the departure point num (dashed vertical lines in Fig. 2 of the main text), we introduce a parameter ∆ that quantifies the difference between N v and N ss v :
N ss v,fit is the numerical fit to N ss v with N ss v,fit ( ) ∼ exp(c b ) where b and c are fitting parameters.
We compute the ∆ parameter for each finite quench at all times ( ) (see Fig. S3 ). As expected, we observe that far from the critical region, i.e. at the beginning and at the intermediate stages of the time evolution, ∆ ≈ 0. This is a clear indication that the system is in the adiabatic regime. However, there is a moment in the evolu- tion where ∆ starts to increase. This behaviour reflects the fact that the system leaves the adiabatic regime and enters into the impulse regime. Therefore, the crossover point, i.e. eitherˆ num ort num , is given by the point from which ∆ = 0. Since there is a certain ambiguity in establishing that point in the numerical solutions, we introduce a threshold δ v 1 such that the system is considered to lie in the adiabatic regime for ∆ < δ v , and behave non-adiabatically for ∆ > δ v . Specifically here we use δ v = 0.02 and δ v = 0.005 for the OPO and IP polariton system respectively (see Fig. S4 ). Consequently, the detaching timeˆ num is thus taken at the intersection point ∆ = δ v (see Fig. S3 ). The results oft num as a function of τ Q are shown in Fig. S5 .
Extraction of the "predicted" crossover time from the Kibble-Zurek hypothesis. -In this subsection we describe the procedure performed in order to numerically obtain the crossover pointt KZ , as predicted by the KZ 
mechanism.
Firstly, for all different finite quenches considered in the present work, we obtain an expression for the characteristic relaxation of the vortices τ as a function of the quench time t, i.e. τ = τ (t). This is done by combining our numerical estimate of τ as a function of the criticality (see previous subsection and Fig. 2 of the main text) with the expression of the finite quench given in Eq. (1) of the main text, which states t = τ Q /a. Therefore we evaluate τ as a function of t for each different finite quench, i.e. τ ( (t)) → τ (t), as shown in Fig. 2 of the main text.
Secondly, we consider Zurek's relation i.e. Eq. (2) of the main text, which is reduced in our case to τ ( (t KZ )) = t KZ . Consequently, we obtain the crossover timet KZ for each different finite quench by determining the intersection point between curves τ (t) and the straight line |t(t)|, as shown in Fig. S7 . As expected, the slower the quench the more stretched the curve τ (t) is. This fact eventually results in higher values oft KZ , as expected for slower quenches falling out of the adiabatic regime earlier than faster ones. The dependence oft KZ as a function of τ Q is shown in Fig. S6 .
About the non-universal constant 'A' appearing in
Zurek's relation. -We now show that our results both in the OPO and IP systems are independent of the nonuniversal constant 'A' appearing in the Zurek's relation (see Eq. (2) in the main text), which accounts for the microscopic details. We find that the linear relation between the numerical and the predicted 'crossover time' holds for a vast range of different values of the 'A' constant, particularly 0.5 ≤ A ≤ 2 (note that the results presented in the main text are for A = 1). For the OPO (IP), we find that the slope of such a linear relation ranges from 2.496 (21.54) to 1.811 (7.67) for the A = 0.5 and A = 2.0 cases respectively. We also find the average value of the intercept to be 50.23 ± 89.66 for the OPO, i.e. zero intercept lies within the error bars. For the IP case, we find the average value of the intercept to be 3.42 ± 0.5.
In Fig. S8 we show A = 0.6 and A = 1.6 cases for the OPO (top left and right, respectively), and A = 0.5 and A = 2 for the IP system (bottom left and right, respectively). For the OPO, we find that the linear fits get worse in both limits A → 0.5 and A → 2, since the lower limit excludes slow quenches (which are the ones that sustain KZ phenomenon), and the upper limit only accounts for very slow quenches, where finite size problems of the numerical simulations close to the critical point can arise. Similar behaviour is found in the limits of small and large 'A' for the IP case. 
