The paper provides a quantitative and qualitative description of deep learning research using bibliometric indicators covering global research publications published during 14-year period 2004-17. Global deep learning research registered 106.76% high growth per annum, and averaged 7.99 citations per paper. Top 10 countries world-over dominate the research field with their 99.74% global publications share and more than 100% global citations share. China ranks the top with the highest (29.25%) global publications share, followed by USA (26.46%), U.K. (6.40%), etc. during the period. Canada tops in relative citation index (5.30). International collaboration has been a major driver of research in the subject with 14.96% to 53.76% of national-level share of top 10 countries output appeared as international collaborative publications. Computer Science is one of the most popular areas of research in deep learning research (76.85% share). The study identifies top 50 most productive organizations and 50 most productive authors and top 20 most productive journals reporting deep learning research and 118 highly cited papers with 100+ citations per paper.
1-Introduction
Deep learning is an advanced way of achieving artificial intelligence using neural network algorithms. Deep learning (also known as deep structured learning or hierarchical learning) is a specialized form of machine learning research. Basically, it is designed on the way human brain processes information and learns. In deep learning, neural networks perform pattern recognition and classification tasks from images, texts, and sound. Neural networks (also known as artificial neural networks) are trained to first learn how to perform artificial intelligence tasks by exposing them to a labeled data set and to defined neural network architecture. Neural networks consist of hidden layers and that these layers model complex relationship among data, where the current hidden layer takes the output from the previous layer as an input. The term 'deep' in 'deep learning' usually refers to the number of hidden layers in the neural network. Deep networks can have as many as 150 layers. Learning can be both supervised and unsupervised and it is applied to train and fine-tune neural networks using class target labeled data set of inputs and expected outputs. Its availability means supervised system, if it is not labeled it is an unsupervised system. Neural networks come in several different architecture types such as deep neural networks, deep belief networks, and recurrent neural networks [1] [2] [3] .
Deep learning has been applied to fields including computer vision, speech recognition, natural language processing, audio recognition, social network filtering, machine translation, bio-informatics, drug design and board game programs. Deep learning methods have dramatically improved the state-of-the-art in speech recognition, visual object recognition, object detection and many other domains such as drug discovery and genomics and have produced results comparable to and in some cases superior to human experts [4] [5] [6] . Deep convolutional nets have brought about breakthroughs in processing images, video, speech and audio, whereas recurrent nets have shone light on sequential data such as text and speech [7] .
Deep learning research lies in the intersections of research areas including as neural networks, artificial intelligence, graphical modeling, optimization, pattern recognition, and signal processing. Although deep learning models are vaguely inspired by information processing and communication patterns in biological nervous systems yet differences between neural networks and the structural and functional properties of biological brains (especially human brain), make them incompatible with neuroscience evidences [8] [9] [10] .
1-1-Literature Review
Till recently, only one study each on machine learning research and deep learning research has been found to be available in this area. Mao, Li, Zhao and Zeng [11] analyzed the global research output (3599 papers) to ascertain research status in the subject, current trends and hotspots within the domain of deep learning using bibliometric indicators during 1968-2018. Research was categorized into three layers: application research, algorithm research and modeling research into computer vision technology. Rincon-Patino, Ramirez-Gonzalez and Corrales [12] presented a bibliometric analysis of machine learning during 2007-2017, using SciMAT tool and Scopus database. This analysis shows strategic diagrams of evolution and a set of thematic networks. However, in addition, a number of other studies do exist in the bibliometric analysis of computer science research in general [13] and in its sub-fields, such as artificial intelligence [14] , cloud computing [15] [16] , pervasive and ubiquitous computing [17] , quantum computing [18] and mobile computing [19] [20] etc.
This present study is aimed at undertaking a scientometric assessment of the global deep learning research as indexed in Scopus international database covering 2004-17. The main objectives are to study: (i) study growth and distribution of global literature and its citation impact; (ii) examine research output of top 10 most productive countries, including their citation impact and international collaborative papers share; (iii) distribution of research by broad subject areas and dynamics of growth and decline across sub-areas over time; (iv) publication and citation profile of top most productive research organizations and authors; (v) main modes of communication, and (vi) bibliographic characteristics of highly cited papers.
2-Methodology
The study retrieved and downloaded 14-year global publications data and of top 10 countries on deep learning research. The data was sourced from Scopus database (http://www.scopus.com). The field tags "Keyword" and The "Title of Paper" (as shown in search string below) were searched using keywords and restricted the hit to the period 2004-17 in "date range" field tag. This formed the main search string and it was restricted to individual countries by name in "country tag", for obtaining publication data on top 10 countries in deep learning research. The search string was further refined, using tools as provided in Scopus database, and accordingly sourced data/information on the distribution of global publications output by subject, collaborating countries, author-wise, organization-wise and journal-wise, etc. For citation data, citations to publications were collected from date of publication till 5 July 2018. (223) as articles in press, 1.39% (139) as reviews, 1.34% (134) as book chapter, and others such as editorials, notes, short surveys, book, letters, erratum and conference reviews accounted for 0.04% to 0.38%) during the period. 
3-3-Subject-Wise Distribution of Papers
The global publication output on deep learning research published during 2004-17 was classified under six broad subjects (as defined by Scopus). Computer science accounted for the largest publications share (76.86%), followed by engineering (32.64%), mathematics (22.19%) and other 3 subjects (from 6.58% to 7.27%) during 2004-17.
Figure 3. Deep Learning Research by Subject 2004-17
The activity index showed increase in publication activity across all six subjects (from 43.83 to 94.0) over seven years. The average value of activity index is 100. Social Sciences registered the highest citation impact of 10. There is overlapping of literature covered under various subjects On further analysis, it was observed that:  Thirteen (13) 
3-6-Medium of Research Communication
Of the global output in deep learning research, 54.31% (5446) appeared in conference proceedings, 31.28% (3136) in journals, 13.13% (1317) in book series, 1.01% (101) as books, 0.23% (23) as trade publications and 0.04% (4) (Table 7) . 
3-7-Highly Cited Papers
For this study, all such papers that received 100 or 100 plus citations per paper within 14 years since their publication during 2004-17 have been acknowledged as highly cited papers in deep learning field. A total of 118 papers were identified as highly cited papers, which accounted for 1.18% share of the total world output (10027 papers) in the subject during the period. The distribution of highly cited papers across discrete citations frequencies is highly skewed.  These 118 highly cited papers cumulated a total of 35374 citations, with an average of 299.78 citations per paper.
 Of the 118 highly cited papers, 44 were contributed by such individual organizations who pursued research in their standalone capacity (non-collaborative) and 74 by such other collaborating organizations who pursued research as a group of two or more organizations per paper (35 national collaborative and 39 as international collaborative organizations).
 Amongst highly cited papers, research participation by a country was the largest from USA (with 65 papers), followed by China (26 papers), Canada (17 papers), Hong Kong (9 papers), U. 
4-Summary & Conclusion

4-1-Summary
The present study provides a quantitative and qualitative description of deep learning research during 2004-17, using global publications data sourced from the Scopus database. Deep learning research across the world accumulated a total of 10027 publications, and registered a high 106.76% annual growth and averaged citation impact of 7.99 citations per paper during the period. Among 102 participating countries, the top 10 dominate the world of deep learning research with China contributing the largest global share (29.25%), followed by USA (26.46%), U.K. (6.40%), etc. These top 10 countries together accounted for 99.74% global publication share and more than 100% global citation share. Deep learning highly cited papers (118) averaged a high citation impact of 299.78 citations per paper. Two of the top 10 most productive countries scored relative citation index above the group average of 1.78: Canada (5.30) and USA (3.23) during 2004-17.
Computer science is one of the most popular areas of study in quantum computing research, accounting for the highest subject share (44.89%), followed by physics & astronomy (39.55%), and others. Among 1545 organizations and 2010 authors, the top 50 most productive organizations in deep learning contributed 34.98% and 7.87% of global publication share and 81.77% and 45.66% of global citation share during 2004-17. Among the top 50 organizations 46% (23) are from China, 24% (12) from USA, 6.0% (3 each) from Canada and U.K., 4.0% (2 each) from Australia, Hong Kong and Singapore, and 2% (1 each) from France, Germany and South Korea. Their citation impact averaged between 3.24 and 220.91 CPP on a 14-year window. 31.28% of global publications share in the subject appeared in journal literature (in 876 journals), with top 20 journals accounting for 23.05% share of total output covered by journal medium.
4-1-Conclusion
Deep learning is gaining much popularity due to its supremacy in terms of accuracy when trained with huge amount of data. Deep learning outshines several other artificial intelligence techniques when there is lack of domain expertise in feature engineering, or when it comes to complex problems such as image classification, natural language processing, and speech recognition. Despite its faster annual average growth of 106.76%, domain expertise expertise in deep learning techniques is dominated mainly by China and USA, whereas other top ranking countries are still secondary players. Google, Microsoft, Facebook and Apple are some of the top major players spending millions of dollars in driving and developing deep learning applications, such as autonomous cars, image recognition, speech recognition, street view detection, language translation and spam detection.
