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ABSTRACT 
Consider a linear control differential equations system X = AX + Bu, y = Cx + 
Du, where x E C”, u E C”, y E @P, and A, B, C, D are matrices of appropriate 
sizes with entries in C. This system, or the matrix pair (A, B), or the matrix 4-tuple 
(A, B, C, D), is called controllable if rank(A - Al, B) = n for all A # 0. Let $J be a 
linear transformation on C”’ (n + m), the linear space of all matrix pairs (A, B). Then 4 
is said to preserve controllability if it maps controllable matrix pairs to controllable 
matrix pairs. We prove that 4 preserves controllability if and only if +(A, B) = 
p(SAS-’ + SBF, SBR) +f(A, BXI,O) where /3 is a nonzero scalar, S, R are 
nonsingular, and f is a linear functional. Based on this result, we also find all linear 
mappings on the linear space of all matrix 4-tuples (A, B, C, D) which preserve 
controllability. Characterizations of linear preservers of observability-a concept dual 
to controllability-hence follow. Some variations of the above problems are also 
discussed. 
1. INTRODUCTION 
Let 5 = [w or @. Consider a linear control system of the form 
l;(t) = Ax(t) + Bu(t), y(t) = Cx(t) + Du(t), t 2 0, (1.1) 
where u(t) E IF” represents the time dependent, piecewise continuous 
control input, x(t) E ff” the time dependent state vector, y(t) E [FP the 
LINEAR ALGEBRA AND ITS APPLKATIONS 246:335-360 (1996) 
0 Elsevier Science Inc., 1996 0024-3795/96/$15.00 
655 Avenue of the Americas, New York, NY 10010 SSDI 0024-3795(94)00364-J 
336 HON-KWOK FUNG 
output vector, and A E Enx”, B E iFnXm, C E ffpxn, D E [Fpxm are con- 
stant matrices. Equation (l.l), or a matrix pair (A, B) E Fnx(“+“‘), or a 
matrix 4-tuple (A, B,C, D) E IF”“’ X 6”‘” X ffpxn X [Fpxm, is called con- 
trollable if 
rank(B, AB,..., A”-‘B) =n (I&2) 
or equivalently (see, e.g,, [7, Lemma 3.3.7]), if 
thecomplexrankof(A-hI,B)isnforanyAE@. (1.3) 
Controllability is an important concept in system theory. If the system 
(1.1) is controllable, then any state in ff” can be attained, via the dynamics of 
(Ll), from any initial condition x(0) in finite time, by applying an appropriate 
input u(t). 
Observability is a concept dual to controllability. While controllability 
studies the possibility of steering the state from the input, observability 
studies the possibility of estimating the state from the output [l, p. 1921. 
Denote bv A’ the transnose of A. Equation (Ll), or a matrix (A”, C’Y E 
[Fcfl+pjx n,’ or a matrix& 4-tuple 
[Fpxm, is called observable if 
( A,B, C, 0) E FnXn x IF” x Fpxn x 
I 
rank (1.4) 
Physically, if the system (1.1) is observable, then the initial state x(0) can be 
determined from the knowledge of the input u(t) and the output y(t) over a 
finite time interval. Mathematically, in view of (1.2) and (1.41, (At, (2’)’ E 
5(n+p)xn is observable if and only if the matrix pair (A’, C’> E [Fnx(‘+p) is 
controllable. That is, observability is just a transposed version of controllabil- 
ity. This justifies the statement that controllability and observability are dual 
concepts. 
The following is an easy consequence of (1.3): 
THEOREM 1.1. Let A X [F”‘” and B E Px”. The following are 
equivalent: 
(a) (A, B) is controllable; 
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(b) (SAS-’ + SBF, SBR) = S(A, B) “i’ 
i ) 
i is controkzble for any 
S E F”‘“, R E Fmxm, and F E [Fmx” where S, Rare nonsingular; 
(c) (A, B) + p( I, 0) is controhzble for any p E F; 
(d) /3(A, B) is controllable for any j3 E IF \ 0. 
A problem of particular interest is to find all linear transformations on 
cnx (” + m, which map controllable matrix pairs to controllable matrix pairs. A 
mapping of this kind, which maps a subset of matrices into itself, is called a 
linear preserver of that subset. There are many other kinds of linear- 
preserver problems in the literature. For a detailed survey, see [3]. The 
problem of finding controllability preservers was mentioned by Mehrmann 
and Krause [5] in a more general setting on singular systems and was also 
mentioned by Li, Rodman, and Tsing [4] as a linear-preserver problem. 
Mehrmann and Krause gave a partial result that if 4 : Cnxcn+ ‘n) -+ C”x(“+n’) 
is a linear mapping of the form 4(X) = CXD, then only the transformations 
given by Theorem 1.1(b), (d) and their compositions can leave controllability 
invariant. 
The basic objective of this paper is to give a complete characterization 
(Theorem 2.1) for the linear preservers 4 of controllability on @” ’ (” +“‘). 
where the assumption of the nonsingularity of +--an assumption used 
heavily in many other linear-preserver problems-is not required. For the 
characterization the following is our strategy: firstly, by using a result on the 
dimension of a rank-k subspace, we show that such a linear preserver 4 is 
essentially a nonsingular mapping, i.e., the null space of 4 is of dimension at 
most one, and 4 can be made nonsingular by adding a certain scalar multiple 
(which is a linear functional) of (I, 0) to it. Secondly we show that 4 is also 
an uncontrollability preserver (Section 3). This result relies heavily on our 
knowledge of algebraic sets. Then we characterize all the uncontrollable 
subspaces of maximal dimension (Section 4). By considering the intersection 
of these subspaces, we prove that 4 must map some special subspaces into 
themselves. This allows us to use a well-known result on rank-one preservers. 
Also, by considering a matrix as a member of an intersection of subspaces, the 
problem of preserving a set of matrices is reduced to a problem of preserving 
a set of subspaces. 
Using the above strategy, we finish the proof in Section 5. Based on this 
result and the idea of its proof, some other variations of this problem can be 
solved easily (Section 6). Some related open problems as well as partial 
results are also discussed in Section 7. For example, we explain why our 
results still hold-under the additional assumption that 4 is nonsingular-if 
we consider the real field R instead of C. 
The following notation is used throughout the paper. Quantities n, m, p, 
q are always positive integers. 0 may denote a zero scalar, a zero vector, a 
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zero matrix, or a null subspace. Z9 is the 9 X 9 identity matrix. GL,(F) is the 
set of all nonsingular 9 X 9 matrices over IF. 
The following notation and conventions are used exclusively in Sections 
2-5. 4 denotes a linear mapping on @“’ (” + m, preserving controllability. The 
notation (A, B), in most cases, denotes a matrix pair where A is a square 
matrix and B has the same number of rows as A. {eiq), e$q’, . . . , eIp’} are the 
column vectors which form the usual basis of @q. El!pxq) denotes the matrix 
whose (i, jjth entry is 1 and all other entries zero, i.e., E!P’q) = efp)(ejq)Y. 
P,(q) is the 9 X 9 permutation matrix (rkt’, Efft$)l + I$“)) @ Zcq_ij, i.e., 
1 
0 
\ 
when i > 2 and P1(q) = Zq. 2 is the set of all controllable matrix pairs in 
@nX(n+m), and 2’ its complement. If S E CL,,(C), then 4s stands for the 
similarity action on matrix pairs (A, B) E Cnxcn+*) given by &(A, B) = 
S(A, B)(S-l EJ I,,,) = (SAS-‘, SB). We define the set 
LB,(@) = {S = (sij) E GL,(@) : Slj = 0 ifj > 1) 
and the subspaces 
&TX(“+d = {(A, 0) E @nX(n+m): A E cnXn}, 
JnX(n+m) = ((0, B) E C=nX(n+m): fj E Q-j, 
2 
A;x(n+m) = 
{qLO) E @ 
nX(n+m): A E c}, 
&;X(n+m) = {( A, 0) E Cnx(“+“‘): A is a diagonal matrix in GnXn}, 
_&nX(fl+m) = {M = (mkj) E @nx(n+m) : mkj = 0 if k # i}, 1* 
JnX(n+m) = {M = (mkj) E @nx(n+m): mkj = Oif k # i orj = n + m), 
10 
JV~~(“+~) = {M = (mij) E @nx(n+m): mlj = Oifj > l), 
9 n x m = the set of matrices in Cnx m whose first rows are zero. 
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When appropriate, we shall write I without subscript to denote an 
identity matrix of suitable order, and drop the superscripts indicating dimen- 
sions in the above notation. Finally, in the last two sections (Sections 6, 7) a 
matrix 4-tuple (A, B, C, D) E cnxn X cnx”’ X cpx” X cpX”’ is identified 
with a 2 X 2 block matrix 
in the linear space Q=(“+p)x(“+m), and in this linear space four subspaces are 
defined as follows: 
,n; = {( A,O,O,O): A E cnXn), 
A; = ((0, B,O,O) : B E cnX”‘}, 
At; = ((O,O,C,O):C E @PX”}, 
,n,, = ((O,O,O, D) : D E @f’xm}. 
2. THE MAIN THEOREM 
The following is the main theorem we are going to prove in this paper. 
THEOREM 2.1. Su~~~ose 4: cnx(“+“‘) + @“xc”+“‘) is a linear map. 
Then r#~ preserves controllability if and only if there exist @ E Q= \ 0, S E 
CL&), F E @,‘,, R E CL,(C), and a linearfunctionulf : @” x(“+m) + @ 
such that 
4( A, B) = p( SAS-’ + SBF, SBR) +f( A, B)( Z,O) (2.1.1) 
fir any (A, B) E c”X(“+m). 
Clearly any 4 of the form (2.1.1) is a controllability preserver. Note that 
the set of all mappings of the form (2.1.1) is closed under composition of 
mappings. In particular, it contains the group of ah similarity actions. These 
facts and Theorem 1.1 (the sufficiency part of Theorem 2.1) wiII be important 
in the reductions of our problem later. In particular, we need only to prove 
the necessity part of the theorem. 
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We now tackle the simple case n = 1 first. The proof for the case n > 2 
will be developed in the following sections and finished in Section 5. 
Proof of the case n = 1. Since #J is linear, there exist F E C”, R E 
C mXm such that 4(0, bf) = (btF, btR) for any b E C”‘. R must be non- 
singular, becuase (a, bt) is controllable if and only if b + 0. It remains to find 
+(l, 0) in order to characterize 4. Suppose 4(1, 0) = ((Y, bt). Then 
g,( -1, btR-') = 4( -1,O) + 4(0, bQ-‘) 
E.z --(y ( ’ -bf) + (btR-‘F, btR-‘R) 
= (-a + btR-lF,O) E 2’. 
Hence (- I, bfR- ‘) must be uncontrollable. Thus bfR- ’ = 0, i.e., b = 0 and 
+(I,o) = (a,O). Therefore +(a, bt) = (CM + btF, btR) for any (a, bt) E 
c’x(l+m). If a = 0, we can write 4(u, bt) = (U + btF, btR) - u(l,O); 
otherwise, write ~$(a, bt) = a(~ + bf(a-lF), bt(a-‘R)). ??
In the later sections up to Section 5, we will always assume that n > 2 
unless otherwise specified. 
3. UNCONTROLLABILITY PRESERVERS 
Recall that if 0 Q k Q max( p, q), a rank-k subspace of @ Px 4 is a 
subspace whose nonzero elements have rank k. In the following, controllable 
subspace and uncontrollable subspace are defined analogously. 
LEMMA S.I(Westwick [8]). Every rank-k subspace of @P’s has dimen- 
sion at most p + q - 2k + 1. 
COROLLARY 3.2. Every full-rank (i.e. rank-n) subspace of Cnx(“+“‘) 
has dimension at most m + 1. 
LEMMA 3.3. Every controllable subspuce of Cnx (n +m) has dimension at 
most m. 
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Proof. Suppose M is a controllable subspace of dimension at least 
m + 1. Then (I, 0) EM. Hence Ml +A is a full-rank subspace of dimension 
at least m + 2. This contradicts Corollary 3.2. ??
LEMMA 3.4. Let (A, B) E zc, and .H be a controllable subspace of 
dimension m. Zf (A, B) + (A\ 0) C 2, then d( A, B) E 2’. 
Proof. Suppos_e (A, B) E 2’ \ 0 and +( A, B) E 2. The_ three condi- 
tions +(A, B) E 2, M\ 0 C 2, and (A, B) + (A\ 0) C c imply that 
+([Span(( A, B>} + A] \ 0) C 2. Thus every nonzero $ement in 
Span{( A, B)) +A is mapped to some nonzero element in 2. Therefore 
@pan{(A, B)] t-.-H> is a controllable subspace of the same dimension as 
SpanI( A, B)] +A, which is m + 1 (because (A, B) is a nonzero uncontrol- 
lable matrix whereas d is a controllable subspace of dimension m). This 
contradicts Lemma 3.3. W 
LEMMA 3.5. +( A, 0) E 2’ jk any (A, 0) EAT. 
Proof. Suppose SAS-’ is in a lower Jordan form. Let X be the 
subspace spanned by $s-~(C~= 1 E[,:pk’ “I>, s = 1,2, . . . , m. The result now 
follows from Lemma 3.4. ??
LEMMA 3.6. ker 4 c A,. 
Proof. Suppose 4( A, B) = 0 and B # 0. Then there exists some A’ 
such that ( A’, B) E 2 and therefore 
+( A’ - A,O) = +( A’, B) - +( A, B) = +(A’, B, E % 
contradicting Lemma 3.5. 
LEMMA 3.7. ker #J c .M,. 
??
Proof. By Lemma 3.6, any (A, B) E ker 4 must satisfy B = 0. Let 
+( A, 0) = 0, and we show that A E @I. Suppose this is not the case. Then 
either A has a nontrivial Jordan block in its Jordan form or A is a 
diagonalizable matrix with at least two distinct eigenvalues. Thus there exists 
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S E GL,,(C) such that SAS-1 is of the form 
: -. 
1’ * 
* * 
where the order of the upper left block is, say, n1 >/ 2, and that of the lower 
right block (which is void if n = n,)n - nl > 0. W.1.o.g. let S = I. Note that 
for sufficiently small 6 > 0, 
I 
* 
1 *. 
1’ * 
6 
\ 
Therefore 
‘C 
, 
\ 
* 
*+a -. 
*+a * 
s *. 
6’ ( 
1 
0 
0 ; 
i 
1 
0 
0 : 
. 
6 
:= (A’, B’) E 2. 
=: #(A’ - A, B’) = 4( A’, B’) E 2. 
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(Note that in the last partition the order of the upper left block is ni - 1.) To 
show this is impossible, it suffices to show that 
4 
0 
0 
0 
6 E 
6 2E 
6’ (n - nr)t 
1 
0 
0 ; 
0 
for any 6, E # 0, because 2’ is a closed set. By using suitable similarity 
actions, it also suffices to show that I$( A”, B”) E f%‘, where 
& 
2.5 
(n - nr)E 
0 
0 
C 
0 
0 i 
0 
1 
=: ( A”, B”) 
for any E f 0. Since (A”, B”) E 2’ (because it is of deficient rank), it 
suffices to find a controllable subspace _M of dimension m such that 
(A”, B”) + (A\ 0) c 2, b y L emma 3.4. Now it is easy to check that 
the subspace .H spanned by the matrices of the following form, where 
Xl,..., -Tm E @, will do: 
0 x2 *** x, 
Xl . . 
Xl 
0 
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Let [F be a field. An algebraic set in [FQ is the set of common zeros of a 
finite collection of polynomials in 4 indeterminates whose coefficients are in 
IF. As pointed out by Pierce [3, p. 411, the following result, verified by Dixon, 
is helpful in many problems of finding linear preservers of algebraic sets. 
LEMMA 3.8 [2; 3, p. 411. Suppose T is an invertible linear map on [Fq 
which preserves an algebraic subset V of [Fq. Then T must map V onto itself. 
From (1.2) we see that 2’ is an algebraic set because (1.2) is not satis- 
fied if and only if the determinants of all n X n submatrices of 
(B, AB,..., A”-lB) vanish. Now we can show that Q, is essentially a 
nonsingular linear map preserving both controllability and uncontrollability. 
THEOREM 3.9. There is a linearfunctional f: C”X(n+m) + @ such that 
&*) = c$(*) + f(*>(Z, 0) satis$es the following properties: 
(I) 4 is nonsingular, and 
(111 $6) = 2, &W = %c. 
Proof. If 4 is nonsingular, choose f = 0. Otherwise choose any linear 
functional f: Cnx(n+m) + @ such _that f(Z, 0) = 1. Then the 4 defined 
above preserves controllability, and 4 is nonsingular, by Lemma 3.7. So 4-l 
is a npnsingular linear map preserving zc, which is an algebraic set. Thus 
&1<2c> = f;’ by Lemma 3.8, and (II) follows because 4 is nonsingular. ??
From now on, we assume w.1.o.g. that C#I satisfies (I), (II) in the above 
lemma. 
LEMMA 3.10. Zf (A, B) + 2 c 5, then (A, B) E.&~. 
Proof. B, = 0, for otherwise there exists A’ E CnXn such that 
(A’, -B) E 2, which implies (A + A’,01 = (A, B) + (A’, -B) E 2, a 
contradiction. Now, suppose (A, 0) Ed1, i.e., A E CZ. So there is some 
S E GL.(C) such that A = S]S-‘, where J is a square matrix whose (I, 21th 
entry is 1 and all other entries, except perhaps the diagonal ones and the 
supenhagonalones, are zeros. Then (A’, B’) := S(- C;= i E~~~~k+m))(S-l CB 
ZJ E C but (A,01 + (A’, B’) E 2’. H 
CONTROLLABILITY PRESERVERS 345 
THEOREM 3.11. &f[> =A,. 
Proof. Note that (I, 0) + % C 2. Since 4 satisfies (II) of Lemma 3.9, 
we have +( I, 0) + f: = +( ( I, 0) + 2) c +(%> = 2. Thus 4(Z, 0) E& by 
Lemma 3.10. As 4 is nonsingular, we have 4(.&,> =-HI. ??
Using Theorem 3.11, we may now further assume 
(III) $(I, 0) = (I, 0). 
4. UNCONTROLLABLE SUBSPACES OF MAXIMAL DIMENSION 
Suppose we view each controllable matrix as a member of a certain 
controllable subspace, and the structures of these controllable subspaces are 
known to us. Then hopefully the degree of freedom in tackling the linear- 
preserver problem could be greatly enhanced. Unfortunately, it is not easy to 
determine the structure of controllable subspaces. In fact, there is a one-one 
correspondence between a controllable subspace and a nonzero full-rank 
subspace, namely, Xi, . . . , X E @nX(nfm) form a basis of a full-rank sub- 
space if and only if CX, 04.. . , CX,_ 1 D form a basis of a controllable 
subspace [where C, D are elementary matrices such that CX, D = (I, O)], 
and determining the structure of full-rank subspaces is known to be a difficult 
problem (e.g., see [3, Chapter 21). To get around this, we consider uncontrol- 
lable subspaces instead of controllable ones, and this is justified because 4 is 
also an uncontrollability preserver, by Theorem 3.9. In the next theorem, we 
shall find the structures of uncontrollable subspaces of maximal dimension. 
These subspaces and their intersections will be the main objects of study in 
the remaining part of our proof of Theorem 2.1. 
THEOREM 4.1. Let n, m be positive integer,s, and A be an uncontrol- 
lable subspace in C” x(n+‘n). Then dim J < (n - l)(n + m) + 1, where 
equality holds if and only if one of the following holds: 
(a> A = &(N) for some S E GL,,(C) with n > 1, or 
(b) A? =-HI with either n = 1 or m = 1. 
Clearly, if either (a) or (b) holds, th en A is an uncontrollable subspace of 
dimension (n - 1Xn + m) + 1. We shall prove the remaining parts of the 
theorem by mathematical induction. Denote by F’(n, m) the statement of the 
lemma. Let & he a matrix subspace in @“’ (n+m). 
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Write A as a direct sum as follows. Let -Yr =A n Ai,. Choose a 
subspace 9s such that Pi n_!Zs = 0 and Pi @ 9s =A n (Ai, +A?&. 
Then choose a subspace 9s such that -E;; @-Es @AZ3 =A n (Ai,, +As, + 
JN). Continuing this way, we can write X = ~?r ~~3s 8 *** @P* e-Y’, where 
(1) each 3 consists of matrices with zero last column and zero (i + Ijth, 
(i + 2)th,. . . rows, (2) for each i, every nonzero matrix in 3 has nonzero 
ith row, and (3) every nonzero matrix in _Y has nonzero last column. In 
this section we shall call the above way of writing a direct sum an 9 
decomposition. Having such a decomposition, we can choose a linear map 
r, . Cnx(“+“‘) + @(n-l)x(n-l+m) for each i such that m&Y) = 0 and mi(A4) 
is ‘the matrix obtained by deleting the ith row and the last column of M if M 
has a zero last column. 
Before proving the theorem, we first prove the following 
LEMMA 4.2. Suppose n 3 2, P(n - 1, m) is true for all m, and .& is an 
uncontrollable subspace in C n ’ cn + m, having an _%kcomposition L = _YI 8 
-% 63 **- @pQ CBL? and of dimension at least (n - 1Xn + m) + 1. Zf A 
contains some (D, ei), where D E C”X(n+m-l), then 
(n + m - l)(n - 2) + I 
=dimA-dimq-dim3 
> [(n + m)(n - 1) + l] - (n + m - I) - n 
= (n + m - l)(n - 2), (4.2.1) 
where 7ri(D, 0) E ~~(-9’~ + .** +_Q if the first inequality is tight, and 
7ri(_5Q c 7TiLY~ + *** +_9_,) (i.e., we may assume Tfi(LQ = 0, or -E; C 
J,,) if the second one is tight. 
Proof. To show the first inequality we first suppose i = n. Since .M is an 
uncontrollable subspace, so is T,,(L?‘~ + -a* +L$) + Span{~,,(D, ON; other- 
wise, for any M ~55’~ + .*. +2” and h E @ such that r,,(M) + h7r”( D, 0) is 
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controllable we would have M + (A + EXD, e,) ~1 n f: for sufficiently 
small E > 0, a contradiction. Therefore, by P(n - 1, m), the first inequality 
holds and equality occurs only if q(D, 0) E ~“(9~ + ... +9”). For i < n 
the argument is almost the same, with the slight modification that a certain 
permutation of columns should be applied to rri(*) in the course of proof. 
The second inequality and the consequence of its equality follow from the 
fact that 7ri(_Y’i + *** +_Y”) 3 7ri(9i + *.* +q_i +%+I f *** +_YQ = 
r&Z) @ *a* @ ri<_Y_ i) @ ri(q+ i) $ .** @ ~~(3”). The last inequality is 
obvious. ??
Proof of Theorem 4.1. Clearly P(1, m) is true of all m. Assume 
P(n - 1, m> is true for all m, where n - 1 > 1. Let J? be an uncontrollable 
subspace in @nx(n+m) of dimension at least (n - l)(n + m> + 1, and M = 
_Yi @ *** @ 9n @_Y be an 9decomposition. We show that dim _Y = 0 or 
n - 1. Suppose 0 < dim 3 < n - 2. By considering a suitable 4,(J) we 
may assume that initially there is some (D, e,> ~1. Therefore, by (4.2.1), 
(n + m - 1Xn - 2) + 1 > dim J - dim 3 - dim 3. On the other hand, 
since dim_%‘<n-2, we must have dimd-dim9,-dim_Y>[(n + 
mXn - 1) + l] - (n + m - 1) - (n - 2) = (71 + m - 1Xn - 2) + 2, 
which is impossible. Thus dim 9 = 0, n - 1, or n. 
If dim 9= n then (4.2.1) is applicable for any i. Put i = n. Either the 
last inequality in (4.2.1) is tight or not. If it is tight, dim 9” = n + m - 1 and 
dim-Y1 + *a* +dim 9”._i = (n + m - 1Xn - 2) < (n + m - 2Xn - 1). 
Hence for some j # n we must have dim _Yj < n + m - 2 = dim 9” - 1. 
Apply (4.2.1) for i = j. Then 
(n + m - l)(n - 2) + 1 z dim rj(_M) 
adim&-dimq-dim9 
= (n + m - l)(n - 2) + 1, 
which is impossible. Thus the last inequality in (4.2.1) is strict when i = n. 
Therefore the first two must be tight, and we may assume that 3” c &, by 
Lemma 4.2, and dim 9n = n + m - 2. By P(n - 1, m) we may further 
348 HON-KWOK FUNG 
assume that 
: M ~JY(“-l)x(n-l+m) with n -l>l, or 
: M ~&~dx(n-l+m) with n-l=lorm=l. 
The first case is impossible because it would imply 
dim rl(&) = &mJf(n-l)X(n-l+m) + &m pn _ 1 > &mJ(“-‘)X(“-‘~t”) 
= (n + m - l)(n - 2) + 1, 
a contradiction to (4.2.1) if we put i = 1. For the second case, if Pn contains 
some matrix whose (n, n)th entry is nonzero, then for sufficiently small E > 0 
and S E GL.(C) given by 
1 E S=Z,_,@ o 1 2 ( 1 
we get dim rr”( C&(./Y)) > (n + m - l)(n - 2) + 1, which contradicts 
(4.2.1). So we may assume (with the previous assumption 9” C &‘,a) that 
Pn = (ZJ!Jr xjEnj : x1,. . . , x,+, E @, x, = x,+, = 0). But then J must 
contain some matrix of the form 
0 
1 
* * 
. * . . . . 
. . . . . . 
* * 
. . . 
. . . 
* 
* 
1’ 
0 
. , 
0, 
which is impossible because this matrix is controllable. Therefore initially we 
musthavedimZ=Oorn-1. 
Now we show that P(n, 1) is true. Suppose J 2&i; then dim 9 # 0 and 
hence dim 9= r~ - 1. By considering a suitable C&(J), we may initially 
choose 9 such that (A, b) ~3 only if bt = (0, b,, . . . , b,) for some 
b 2,. . . , b, E C. Apply (4.2.1) for i = n, n - 1,. . . down to i = 2 succes- 
sively. In each case the last inequality is strict and the first two are tight. Thus 
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dim J? = (n + m)(n - 1) + 1 = n2, dim z = n, and we may assume that 
_E: c J,, and rri(D, 0) E 7ri(_P1 + ..* +Tn> whenever (D, e,) ~2. The last 
three facts together show that we may assume (0, ei) ~2, and eventually we 
get Y2 + ... +P” +_Y= {M E C”‘(‘+i): the first row of M is zero} and 
dim Pi = dim .M - dim[(& + *a* +_Ea) +Y] 
=?I 2 - [(n - 1)n + (n - l)] = 1. 
Suppose _Y1 f Span{E,,}. Th en (Z,_,,O> P m,,(M), so that q,(J) + 
A/“- ‘jxn is an uncontrollable subspace of dimension (n - 1j2 + 1 > (n - 
112, which contradicts P(n - 1,l). Therefore -E; = Span{E,,l and hence 
A=.% 
It remains to prove P(n, m) for m > 1. Define K : @“x(n+m) --+ cn by 
K( A4) = the last column of M, for any M E C”’ (” ’ m). Therefore, by the 
previous argument and by symmetry, dim K(A) ( = dim 2) and 
dim K(.J%(Z, CS R)) are either 0 or n - 1, for any R E GL,(C). If 9= 0, 
then J =-Pi + ... +Pn can be regarded as an uncontrollable subspace of 
dimension at least (n - 1Xn + m) + 1 > (n - l>[n + Cm - l)] + 1 in 
@nX(n+m-1). This contradicts P(n, m - 1). Hence dim 2 = n - 1 and 
dim(2F1 + a** +P,> 2 (n - l)[n + (m - 1) - l] + 1, and in turn either 
-% + *.. +-E”, =A1 with m = 2 or, w.l.o.g., -E; + ... +Tn = {(M,O) E 
~nX(n+m): M EJV~(“+~-~)}, by P( n, m - 1). The former case is impossi- 
ble since ((A, b) E Cnxxnnl) : A E C”” and(A,b’,b) EMforsomeb’ E 
C1’) would become an uncontrollable subspace of dimension n2 + (n - 1) in 
@nx(n+l), and this contradicts P(n, 1). Therefore the latter case is true and 
we must have M =M, or else there is some R E GL,,,(C) such that 
dim K(.H(Z,, @ R)) = n, which is neither 0 nor n - 1. 
LEMMA 4.3. Suppose S E CL,,(C) \ LB.(@). Then there are S’, S” E 
LB,(C) such that S = S’P,S”. (LB,(@) and P, were defined in Section 1.) 
Proof. Let 
with bzo. 
So there exist u E Cn-l and W E GL,-,(@) such that b’u = --a and 
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b’W = (e(,n-l))t. Let 
and S’ = S( S”)-‘Pz. 
It is easy to check that S”, S’ E LB,(C). W 
LEMMA 4.4. Suppose S,, S,, . . . , S, E GL .(C) and fly= r S$%‘” Xm = 0. 
Then (-$‘I,’ Si~“xm is a rank-l subspace. 
Proof. It is clear that our assertion follows if we can prove the following 
statements under the given hypothesis: 
(i) If SIPxm, . . . , S,,L%“‘~~ are distinct, then fly:: Si.WXm is a rank-l 
subspace. 
(ii) S19nXm,. . . , S,9”x” are indeed distinct. 
To prove (i), (ii> we use mathematical induction on n. Suppose n = 2. 
Then (i) is obvious. Since SIPX”’ n SZPxm = 0, (ii) must be true. Now 
suppose (i), (ii), and the lemma are true for order n - 1, where n 2 3. 
Proofs of(i), (ii) for order n are given as follows. 
(i): If Si9Pxm,. . . , SnLZnXm are distinct, then by Lemma 4.3 there exist 
Si, ST E LB,(@) such that SF ‘Si = Si P, SF for i > 2. Let 
s; = xi 0 
i I ui wi * 
Then 
fj si,9nxm = A (S1sP- n sls~Pzs~9”x”) 
i=l i=2 
= ifi (SISp- n SlS;P29”xm) 
= s, f) S;(.s”xm n P22rXm) 
i=2 
= S( (0 ; 0): M E fia w,9(n-“x-). (4.4.1) 
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Similarly, 
n-l 
n Sisnxm = S,( (O 
i=l 
; “): kf E ;fi; L@(n-l)xm). (4.4.2) 
Now by (4.4.1), fly= 1 Si9”Xm = 0 implies fir=, Wi9?(n-1)xm = 0. There- 
fore the result follows from (4.4.2) and the induction hypothesis. 
(ii): By suitable reindexing we may assume that S19”Xm,. . . , SkSnx’” 
form a maximal subset of distinct subspaces in {SIPXm,. . . , SnZ’x’“}. 
Since fly= 1 9”’ m = 0, we have k > 2. If 2 < k < n, assign new matrices to 
S k+ 1,. . * I S, so that S19nxm,. . . , S,Z”” are distinct. This is possible 
because P,T’x m, . . . , PnFX m are distinct. Now 
; s$?nx* - 
i=l 
~(~~Si~nxm)n(i~+~si9”“m)=0. 
Thus by (i), I-)::: Sign xm is a rank-l subspace, which contradicts 
n;=, si9nxm = 0. ??
THEOREM 4.5. Let S,, S,, . . . , S, E GL,,(C). y dim fly= 1 &,ot? = 12, 
then 
(ii) for any j’ E 1,2,. . . , n, ni + j &,cy> n.d2 is a rank-1 subspace. 
proof. Since n,r= 1 c#$M 1 n;= 1 4s,(~nX(“+m% therefore 
n = dim f) &(-4 > dim ii c#J~,(~~~(“+~)) 
i=l i=l 
= &m fi Si9”x(n+m) = (n + m)&m fJ Si9$?“x1, 
i=l i=l 
and in turn f-l:==, Si9nx1 = 0. Therefore or= i Signxm = 0, and the results 
follow from Lemma 4.4, the fact that &CA n AZ = +,,$J”n AZ) = 
{(O, B): B E Si9”‘Xm) an d a suitable reindexing of the Si’s. ??
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5. PROOF OF THE THEOREM FOR n < 2 
LEMMA 5.1. Let S E GL.(C). Then there exist S’ E GL.(@) such that 
#J($,wN = &WI. 
Proof. For m > 1 the statement is true because C$ preserves uncontrol- 
lability, and 4 is nonsingular and because of Theorem 4.1. For m = 1, we 
could have c#J(&W)) =Jr. But then ~/6&r) = c#&V) for some S’ E 
GL”(@), and so we can find S” E GL.(C) such that 4(&,@?> = &,,,@?. 
Therefore 
n2 - (n - 1) = dim[Ar n &(A”)] = dim[4(Jr) n ~(&(Jlr))l 
= dim[ +,,(A) n +,,,,(.N)] = (n - 2)( n + 1) + 2 
2 =n -n 
a contradiction. ??
LEMMA 5.2. 1’ A is diagonalizable then +(A, 0) EJ~;. 
Proof. Let A = SDS-’ where D is diagonal. Then (A, 0) E 
n;= 1 &,,O and dim n;= 1 $,,Oy) = n. So 4( A 0) E fly= I&$‘@ for some 
S 1, . . , , s, E GL JC) with dim n;= 1 c#J,~$P’J = n. The result now follows from 
Theorem 4.56). ??
LEMMA 5.3. &q =J1. 
Proof. This follows immediately from Lemma 5.2 and the fact that 
diagonalizable matrices are dense in Cnx n. m 
From now on, write c$(A, B) = (&(A, B), &(A, B)) for any (.A, B) E 
@ . nX(n+m) 
LEMMA 5.4. c$~~x, is nonsingular. 
Proof. This foll ows immediately from Lemma 5.3 and the fact that 4 is 
nonsingular. ??
Recall that a linear map T : F”’ m -+ [Fnx m is called a rank-k preserver if 
rank T(X) = k whenever rank X = k. 
CONTROLLABILITY PRESERVERS 353 
LEMMA 5.5 (Marcus and Moyls [61). LA T be u rank-l preseruer on 
[F n ’ I”, where IF is algebraically closed of characteristic 0. Then there exist an 
; : ;~,~rix S and an m X m matrix R such that either T(B) = SBR for any 
, or m = n and T(B) = SB’Rfor any B E IF”‘“‘. 
It is clear that the matrices S, R in the above lemma must be nonsingular. 
LEMMA 5.6. There exist S E GL”(C), R E GL,(C) such that 
&CO, B) = SBR for all B. 
Proof. First we show that ~$~ld, preserves rank-l matrices. Let 
rank B = 1. Then we can find S E GL.(C) such that S-‘B has the first 
n - 1 rows zero. Thus (0, B) E (-(‘l:&,(N). Since dim n:= 1 &pm = n, 
Lemma 5.1 and Theorem 4.5 show that ‘&(O, B) is contained in’ a rank-l 
subspace and therefore rank &CO, B) = 1 because &,IJc, is nonsingular. 
Hence by Lemma 5.5, there exist S E GL, (C> and R E GL ,(C) such that 
either &,(O, B) = SBR for all B or &CO, B) = SB’R with m = n. The latter 
case is impossible because it contradicts Lemma 5.1. ??
From now on, we further assume that 
(IV) &CO, B) = B for all B. 
LEMMA 5.7. +(c$,CA) = (bsW for any S E CL.(c). 
proof. Suppose +(+sW)) = &,W) (which is justified by Lemma 5.0 
Then 4(&@n.&)> C r#~s,(N) and so S9nx” = &((bs@nA2)) c 
~~9”~~. Hence SC’S E LB.(C), and 4(4scy)) = &,@“? = &me ’ 
LEMMA 5.8. For any S E CL.(C), one has 4(&(Jl*)) C &(MI*) +4 
Proof. This follows from Lemma 5.7 and the fact that 
??
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THEOREM 5.9. There exist F E Cm” and a linear functional h such that 
~#40, B) = (BF, B) + h(BXZ, 0) for all B. 
Proof. Let b E Cm. By Lemma 5.8, ~#40, e,b’) = (e,ai, e,b’) + &I, 0) 
and +(O, e,bt) = (ezaL, e,b’) + pz(Z, 0) for some pl, k2 E @ and ai = 
(a,,, a 12 ,..., a,,), ai = (a,,, a22, . . . . a2J E @lxn. Then for any k + 0, 
4(O,(e, + ke,)b’) = ( ela: + ke,ai, (e, + ke2)b’) + ( p1 + kp2XZ, 0). On 
the other hand, we also have, by Lemma 5.8, 
4(0, (el + ke2)bt) 
for some p E @, c’ = (c,, c2,. . . , cn) E Cl’“. Therefore 
e,aE + ke,a!, - (g X zn!2]elc;( + % zs,i E CZ. 
Investigating the first two rows, we get 
a13 al4 .*a allI c3 Cd .** cn = 
ka,, ka,, *** ka2, kc, kc, .a. kc,, 
0. 
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That is, 
a11 - a21 = k(a22 - a1217 
(%>..., a,,) = (U23>...>Q2”). 
Since k is arbitrary, we have a,, - u2i = az2 - u12 = 0. So ui = us. Also, it 
is easy to see that pi, Z_+ are linear functionals of b and that ui is linear in b. 
So there exist F E CmXn and a linear functional h : C”‘“’ + C such that 
+(O, B) = (BF, B) + h(BXZ,O) w h enever B is of the form (hie, + A,e,)b’, 
where F is the matrix such that btF = ui. By similar argument we see that in 
fact B can be any matrix in C” ’ “‘. ??
THEOREM 5.10. There exist p E C \ 0 and a linear functional 
g:vn --f @ suchthat 4(A,O) = P(A,O) + g(AXZ,O)forunyA E Cnx”. 
Proof. By Lemma 5.8, C#J( Eii, 0) = (oiEii + hi I, 0) for some cq # 0, for 
each i. However, since c$(Z, 0) = (I, 0), we have (pi = o2 = *** = (Y, = (Y 
(say) and X7= 1 hi # 1 (otherwise (Y = 0). Therefore, by considering 
&( A, B) := (l/a) 
whenever A = (uij), we may assume that C$ satisfies properties (I)-(W) 
stated before, and &Eii, 0) = (Eii, 0) f or each i, and it suffices to prove the 
theorem for p = 1. Now suppose, by Lemma 5.8, 4,(E,,, 0) = elut + A,, I 
for some A,, E @, at = (al,. . . , a,> E @lx”. Then for any k Z 0, 
4,(kE,, + E,,,O) = (k eluf + E,,) + kA,,Z. On the other hand, by Lemma 
5.8 we also have 
&(kE,, + E,,,O) = 4,(( Z + kE,,)%(Z + &2)-‘4 
for some A,, A,, . . . , A,, E C. By comparing the two expressions for +l(kE,2 
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+ E,, O), we have 
‘ka, ka, ka, -a* ka, 
0 1 0 *** 0 
0 
0 *. 
\ 0 
HON-KWOK FUNG 
0 . . . 0 
0 . . . 0 
4 
An 
+ kA,,l = 0. 
Therefore a3 = a4 = *a* = a,, = 0 and a2 = 1 - ka,. Since k is arbitrary, 
we must have a, = 0 and a2 = 1, i.e. at = ei and c#+( E,,, 0) = E,, + A,, I. 
Similarly 41(Ejj, 0) = Eij + AijZ for each Eij. Hence the result follows. ??
It should be clear that the necessity part of Theorem 2.1 follows from the 
above results. Accordingly, Theorem 2.1 holds. 
6. RELATED RESULTS 
Results in this section can be easily obtained by using Theorem 2.1, and 
detailed proofs are left to interested readers. 
A system is called strictly proper if D = 0 in its state-space representa- 
tion (A, B, C, 0). One may consider linear preservers on J% =k{ +J$! + 
.4%; +.&l or .&i +,iy; +A;. 
THEOREM 6.1. Suppose M=.Hi +J$ +&i +&i or .& +J.. +.&, 
and 4 : A --+A is linear. Then 4 preserves controllability if and only if there 
exist p E C \ 0, S E GL .(C>, F E cm’ “, R E GL ,(a=>, a linear functional 
f : d + @, and linear transformations g : A + @pXn, h : A? -+ @pXm, with 
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h = 0 if_& =.k’i +.&, +A;, such that 
+(; ;) = Pi SAY1 + SBF SBR 
g( A, B,C, 0) h( A, B,C, 0) 
+f(A,B,C,D) :, ; 
i 1 
for any (A, B, C, D) E-4. 
Proof This follows from Theorem 2.1 and Lemma 3.10. ??
Since observability is the transposed version of controllability, charac- 
terizations of observability preservers follow from Theorems 2.1 and 6.1 
immediately: 
THEOREM 6.2. Suppose 4 : c(n+p)xn + ~c”+~‘)x” is a linear map. Then 
4 preserves obsemability (i.e., 4(( A’, C”)“) is observable whenever (A’, ~7~)’ 
is obseruable) if and o&y if there exist /I E c \ 0, S E GL,,(@), F E C I” “, 
R E GL,(C), and a linear functional f : C’” +P)‘” + @ such that 
4[( At, ($1 = p( SA'S-' i- SC’F, SC%)’ + f(( A’, C’)‘)( LO)” 
for any (A’, C”)’ E @(n-tp)x”. 
THEOREM 6.3. Suppose A=_&; i-&J +& +.&i or J%{ +Ji +&, 
and 4 : M --+.& is linear. Then 4 preserves observability if and only if there 
exist p E c \ 0, S E GL,,(C), F E cnXp, A E GL ,(C>, a linear functional 
f:&- @, and lineartransfomtionsg:L+ cnxm, h:J+ cpx”‘, w‘ith 
h = 0 $_/I =& +.Ni +&i, such that 
+f(A,B,C,D) ; ; 
( 1 
for any (A, B, C, II> EL. 
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7. OPEN PROBLEMS 
We formulate here several open problems and state a result that stem 
naturally from the results of this paper. Recall that (A, B, C, D) is called a 
minimal representation if (A, B, C, D) is both controllable and observable, 
i.e., if (A, B) is controllable and (A’, C’)’ is observable. 
PROBLEM 7.1. Let AZ =IR;’ +&.. +& +&i or .&i +A,, +A$ Charac- 
terize those linear mappings 4 on A that preserve the set of minimal 
representations. 
Notice that there is a distinction between the linear maps preserving 
minimal representations and the linear maps preserving both controllability 
and observability. This can be illustrated by the following example. Let 
n=m=p=l,andJb e either A?; +A; +A$ +A; or 4; +A$, +A$ 
Define 4:A+A by 
for any (a, b, c, d) EA. Then 4 does not preserve observable tuples, be- 
cause &O, 0, 1, 0) = 0. However, if (a, b, c, d) is both controllable and 
observable, then b is necessarily nonzero. Therefore +(a, b, c, d) = 
(a, b, b, d) is both controllable and observable, and hence 4 preserves 
minimal systems (a, b, c, d). 
Problem 7.1 can be solved, however, under additional assumptions. For 
example, the following theorem characterizes those linear maps which pre- 
serve both controllability and observability. These mappings allow changes of 
bases in the state space, the input space, and the output space, but no 
feedbacks. 
THEOREM 7.2. Suppose L=Mi +Ml +A; +Mi or Ji +Mi +M,,, 
and r$ : M -+.& is linear. Then 4 preserves both controllability and observ- 
ability if and only if there exist /? E @ \ 0, S E GL .(C), R E GL,(C>, 
R’ E GL,(@), a linear functional f : d -+ @, and a linear transfomation 
CONTROLLABILITY PRESERVERS 
h:.M+ CpXm, with h = 0 if A+% =Mi +A; +A;, such that 
4(; ; ;~;‘1 h(A y; D,) 3 > 7 
+f(A,B,C,D) 
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for any (A, B, C, D> E.M. 
Proof This follows easily from Theorem 6.1 and Theorem 6.3. ??
There are also additional assumptions. For example, Problem 7.1 can be 
solved, by using techniques adopted previously in this paper and by using 
some other elementary methods, if we impose the condition that m z p and 
rr 0 +lr is nonsingular, where 7r denotes the projection on _&i +A; +M.. 
(which is the identity map if J =Mi +..& +A;). In this case 4 is in the 
form given by Theorem 7.2, with some restrictions for the sake of nonsingu- 
larity on f and h. We shall omit the proofs here. 
The results obtained so far are for the complex field. How about the 
reals? Since engineers usually consider only real matrices A, B, C, D, the 
following problem arises naturally. 
PROBLEM 7.3. Extend, if possible, the results of this paper to matrices 
over reals. 
Since Westwick’s result (Lemma 3.1) on rank-k subspaces is not true in 
the real case, it seems that quite a number of lemmas will fail to work over 
reals. In particular, it is doubtful whether 4 is essentially nonsingular. 
However, if we assume that 4 is nonsingular, then results analogous to 
Theorems 2.1, 6.1, 6.2, 6.3, and 7.2 can be obtained, by using the following 
“going-up theorem” due to Dixon. 
THEOREM 7.4 ([2] or [3, p. 421). Let IF’ be any extension field of F. 
Suppose V is an algebraic set in F 9. Let V’ be the algebraic set in (IF’)‘! 
consisting of the zeros of the same F-polynomials which define V. Zf T is an 
invertible linear transformation on [Fq which preserves V, let T’ be the 
natural extension of T to (F’>q. Then T’ preserves V’. 
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We leave to interested readers the proofs of the real case, under a 
nonsingularity assumption, of Theorems 2.1, 6.1, 6.2, 6.3, and 7.2. However, 
we would like to remark that in the real case, p, S, F, R, f, h in these 
theorems can be chosen to be real. 
I would like to thank Dr. N.-K. Tsing, my thesis supervisor, for his 
inspired guidance and his help in the preparation of this paper. Thanks are 
also given to the referees, whose comments have signijcantly clarified the 
presentation. 
Note Added in ProoJ After this paper was accepted for publication, the 
author found that, the term “controllable subspace” had long been used by 
the control community to mean something entirely different from our defini- 
tion. The author thus proposes the term “(un)controllable matrix subspace” 
to replace “(un)controllable subspace” in this paper. 
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