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Abstract
Let (M, ,G) be a covariant system on a locally compact Abelian group G with the totally
ordered dual group Gˆ which admits the positive semigroup Gˆ+. Let H∞() be the associated
analytic subalgebra of M; i.e. H∞()=
{
x ∈ M | Sp(x) ⊆ Gˆ+
}
. Let NGˆ+ be the analytic
crossed product determined by a covariant system (N, , Gˆ). We give the necessary and sufﬁcient
condition that an analytic subalgebra H∞() is isomorphic to an analytic crossed product
NGˆ+ related to Landstad’s theorem. We also investigate the structure of -weakly closed
subalgebra of a continuous crossed product NR which contains NR+. We show that
there exists a proper -weakly closed subalgebra of NR which contains NR+ and is not
an analytic crossed product. Moreover we give an example that an analytic subalgebra is not
a continuous analytic crossed product using the continuous decomposition of a factor of type
III(0< 1).
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1. Introduction
Let G be a locally compact Abelian group with the totally ordered dual group
Gˆ which has a positive semigroup Gˆ+. Let M(resp. N) be a von Neumann algebra
and let (resp. ) be a -weakly continuous action of G on M(resp. Gˆ on N). The
analytic subalgebra H∞() determined by  is the -weakly closed subalgebra of M
deﬁned by
H∞() =
{
x ∈ M | Sp(x) ⊆ Gˆ+
}
,
where Sp(·) is the Arveson spectrum(cf. [5]). The analytic crossed product NGˆ+
determined by N and  is the -weakly closed subalgebra of the crossed product
NGˆ. (These precise deﬁnitions give to the next section.) Roughly speaking, the
analytic crossed products stand in the same relation to the crossed products as the Hardy
algebras H∞(G), the space of all functions of analytic type which belongs to L∞(G),
stand in relation to L∞(G). These algebras provide a very interesting generalization to
the noncommutative setting of certain well-known classes of function algebras and so
there are many researches for these algebras; maximality, invariant subspace structure,
factorization problem and so on. In this paper we study the structure of these algebras
and subalgebras which contains an analytic crossed product.
In the next section we establish notation and discuss the isomorphism of these
algebras. In the case when Gˆ = R or Z it is well known that any analytic crossed
product NGˆ+ is the analytic subalgebra H∞(˜) of NGˆ determined by the dual
action ˜ of . On the other hand, in the case G = T, Gˆ = Z and Gˆ+ = Z+,
any analytic subalgebras (also any analytic crossed products) are maximal subdiagonal
algebras with respect to a canonical conditional expectation in the sense of Arveson [1].
In [6] it was studied which subdiagonal algebras are analytic crossed products. And,
using the theory of invariant subspaces, they proved that if a version of the Beurling,
Lax, Halmos theorem is valid in a subdiagonal algebra, then it must be a discrete
analytic crossed product. Motivated by these fact, we consider the following problem:
Problem 1. Which analytic subalgebras are analytic crossed products?
There is an important theorem characterises those von Neumann algebras which are
crossed products by a continuous action of G (see [17, Theorem 19.9]). This result
was obtained independently by Landstad [3] and Connes and Takesaki [2]. Applying
this result, we shall give the partial answer of Problem 1.(Theorem 2.2) Moreover we
shall show that every analytic crossed product is an analytic subalgebra in the general
case (Proposition 2.3).
In Section 3, we study the structure of subalgebras of crossed product NR that
contains NR+ related to the maximality of NR+. We know the following results
which relates to analytic subalgebras. When H∞() is not maximal it was shown,
in some cases, that the -weakly closed subalgebras of M that contains H∞() have
special properties. For example, it was shown in [15] that, when  is periodic, every
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such algebra has the form H∞() for some periodic action . When the action  is
inner then Larson and Solel in [4] showed that every -weakly closed subalgebra of
M that contains H∞() is H∞() for some inner action  of R on M. Muhly et al. in
[10] showed in the case where M is a Cartan subalgebra of M that every -weakly
closed subalgebra of M that contains H∞() is H∞() for some action  of R on M.
Solel in [16] proved this result in the general case. This raises the following problem:
Problem 2. Is every -weakly closed subalgebra of NR which contains NR+
also a continuous analytic crossed product?
When the case G = Z, it was shown in [7] that if  ﬁxes the center of N, then
every -weakly closed subalgebra of NZ which contains NZ+ is of the form
(NZ)P ⊕ (NZ+)(I −P) for some projection P in Z(NZ)∩ (NZ)˜ where
Z(NZ) is the center of NZ and (NZ)˜ is the ﬁxed point algebra of ˜. Solel
in [13] extended this result. As an application of Theorem 2.2, we shall show this result
in the continuous crossed products case (Corollary 3.8). And this discussion give the
new approach to show that if N is a factor, then NZ+ is maximal (Corollary 3.10).
Finally we shall give the negative answer for Problem 2 (Proposition 3.11). Moreover
we claim that the continuous decomposition of any factor of type III (0 < 1) give
the counter example of Problem 2 (Example 3.12). At the same time this is the example
that an analytic subalgebra is not a continuous analytic crossed product.
2. Isomorphism of analytic subalgebras
Throughout this section, G will denote a locally compact Abelian group with the
operation written additively. Elements of G will be denoted by lowercase Roman letters
and Haar measure on G will be denoted by m. The dual of G will be written Gˆ and
the elements of Gˆ will be distinguished from those of G by a caret and Haar measure
on Gˆ will be denoted by . The pairing between G and Gˆ will be written 〈g, hˆ〉 (∀g ∈
G ∀hˆ ∈ Gˆ) and the Fourier transform will take this form:
fˆ (hˆ) =
∫
G
〈g, hˆ〉f (g) dm(g) (∀f ∈ L1(G) ∀hˆ ∈ Gˆ).
Suppose that Gˆ has a positive semigroup Gˆ+, that is Gˆ and Gˆ+ satisfy the conditions
(i) Gˆ+ ∩ (−Gˆ+) = {0ˆ}.
(ii) Gˆ+ is the closure of its interior.
(iii) Gˆ+ ∪ (−Gˆ+) = Gˆ.
Under these conditions, Gˆ+ induces an order in Gˆ. For if we deﬁne gh to mean that
g−h ∈ Gˆ+, then Gˆ is a totally ordered set with the order  . Most important examples
are the cases when G = Gˆ = R and Gˆ+ = R+ = [0,∞) and when G = T, Gˆ = Z
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and Gˆ+ = Z+ = {0, 1, 2, . . .}. A given group G may have many different orders. For
example, Saito studied in [12] the structure of an analytic crossed product determined
by a von Neumann algebra and an action of an archimedean totally ordered group.
Let M be a von Neumann algebra acting on a Hilbert space H and  : G → Aut(M)
be a continuous homomorphism of G into the group of ∗-automorphisms of a von
Neumann algebra M, then the triple (M, ,G) is called a covariant system. We also
call  an action of G. Two covariant systems (M, ,G) and (N,,G) are called
conjugate if there exists an isomorphism  of M onto N such that
 ◦ g = g ◦  (∀g ∈ G).
We denote this fact (M, ,G) ≈ (N,,G). For subalgebras A ⊂ M and B ⊂ N , we
consider the subsystems (A, ,G) and (B,,G). If there exists an isomorphism  of
M onto N such that
(A) = B and  ◦ g = g ◦  (∀g ∈ G),
then we shall also say that (A, ,G) and (B,,G) are conjugate.
For each f ∈ L1(G), we deﬁne (f ) by the integral
(f )(x) =
∫
G
f (g)g(x) dm(g) (∀x ∈ M).
For each ﬁxed x ∈ M , the set
I(x) =
{
f ∈ L1(G) | (f )(x) = 0
}
is a closed ideal of L1(G). The Arveson spectrum Sp(x) of x with respect to the
action  is deﬁned to be the hull of I(x) as follows:
Sp(x) =
{
pˆ ∈ Gˆ | fˆ (pˆ) = 0 (∀f ∈ I(x))
}
.
We note that the Arveson spectrum enjoy the following properties(cf. [17, Proposition
14.2]): For each x, y ∈ M and f ∈ L1(G),
(i) Sp(x) = {} ⇔ x = 0,
(ii) Sp(g(x)) = Sp(x) (∀g ∈ G),
(iii) Sp(xy) ⊆ Sp(x)+ Sp(y),
(iv) Sp((f )(x)) ⊆ supp fˆ ∩ Sp(x), where supp fˆ is the support of fˆ in Gˆ.
For each subset E of Gˆ deﬁne the spectral subspace M(E) of M associated to  and
E to be the -weakly closure of the set
M0 (E) =
{
x ∈ M | Sp(x) ⊆ E
}
.
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We note that, if E ⊂ Gˆ is closed, then, by [17, Proposition 14.3], the two subspaces
M(E) and M0 (E) coincide. The analytic subalgebra H∞() of M associated with 
and Gˆ+ is deﬁned by
H∞()=M(Gˆ+)
=
{
x ∈ M | Sp(x) ⊆ Gˆ+
}
.
It is known that H∞() is a -weakly closed subalgebra of M containing the identity
operator, such that H∞()+H∞()∗ is -weakly dense in M and such that
H∞() ∩H∞()∗ = M({0ˆ}) = M,
where M is the ﬁxed point algebra
{
x ∈ M | g(x) = x (∀g ∈ G)
}
. (cf. [5]). We note
that, for each hˆ in Gˆ,
M({hˆ}) =
{
x ∈ M | g(x) = 〈g, hˆ〉x for all g ∈ G
}
.
First we shall show the fundamental result for the spectral analysis in analytic subal-
gebras.
Proposition 2.1. If a covariant system (M, ,G) is conjugate to a covariant system
(N,,G) with an isomorphism  of M onto N, then, for each x ∈ M , Sp(x) =
Sp ((x)). Moreover the covariant subsystem (H∞(), ,G) is also conjugate to
(H∞(),,G).
Proof. We note that  is an isomorphism of M onto N such that
 ◦ g = g ◦  (∀g ∈ G).
Thus, for each f ∈ L1(G) and x ∈ M , we have
((f )(x))=
(∫
G
g(x)f (g) dm(g)
)
=
∫
G

(
g(x)
)
f (g) dm(g)
=
∫
G
g ((x)) f (g) dm(g)
=(f ) ((x)) .
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This follows that (f )(x) = 0 if and only if (f ) ((x)) = 0. Thus, for each x ∈ M ,
we have Sp(x) = Sp ((x)), and we conclude that  (H∞()) = H∞(). Therefore
(H∞(), ,G) ≈ (H∞(),,G). 
Proposition 2.1 suggests that if we need to study an isomorphism of spectral sub-
spaces with the Arveson spectrum, then it seems that we had better consider covariant
systems which are conjugate. In fact, if we consider subsystems (H∞(), ,G) and
(H∞(),,G) of (M, ,G) and (N,,G) respectively, then (H∞(), ,G) is conju-
gate to (H∞(),,G) if and only if there is a -weakly continuous isomorphism 
from H∞() onto H∞() such that
 ◦ g = g ◦ (∀g ∈ G)
and the restriction of  to the diagonal, H∞()∩H∞()∗, of H∞() is ∗-preserving
because, using the fact that H∞()+H∞()∗ (resp. H∞()+H∞()∗) is -weakly
dense in M(resp. N),  can be extended to the isomorphism of  from M onto N
which satisﬁes the condition
 ◦ g = g ◦  (∀g ∈ G).
For each covariant system (M, , Gˆ), the crossed product MGˆ of M by the action
 of Gˆ is the von Neumann algebra acting on a Hilbert space L2(Gˆ,H) generated by
the operators (x) and (gˆ) deﬁned by the equations, for ∀x ∈ M
{(x)	}(gˆ) = −gˆ(x)	(gˆ) (∀	 ∈ L2(Gˆ,H), ∀gˆ ∈ Gˆ),
and
{(gˆ)	}(hˆ) = 	(hˆ− gˆ) (∀	 ∈ L2(Gˆ,H), ∀hˆ, gˆ ∈ Gˆ).
The analytic crossed product MGˆ+ determined by M and  is deﬁned to be the
-weakly closed subalgebra of MGˆ generated by (M) and {(gˆ)}gˆ∈Gˆ+ .
On L2(Gˆ,H), there is a natural representation V (·) of the dual group G given by
the following:
(
V (g)	
)
(hˆ) = 〈hˆ, g〉	(hˆ) (∀g ∈ G,∀hˆ ∈ Gˆ,∀	 ∈ L2(Gˆ,H)).
The action ˜ of G on MGˆ which is dual to  in the sense of Takesaki [18] is
implemented by the unitary representation V (·) of G, that is
˜g(x) = V (g)xV (g)∗ (∀x ∈ MGˆ,∀g ∈ G),
and the triple (MGˆ, ˜,G) is called a dual covariant system.
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When the case G = Gˆ = R and Gˆ+ = R+ or the case G = T, Gˆ = Z and
Gˆ+ = Z+, it is well known that any analytic crossed product MGˆ+ is the analytic
subalgebra of MGˆ associated with the dual action ˜ of  and Gˆ+, that is
MGˆ+ = H∞(˜).
Moreover if we consider the identity map  on MGˆ, then the dual covariant sub-
system (MGˆ+, ˜,G) is conjugate to (H∞(˜), ˜,G). Motivated by this fact and
Proposition 2.1, we consider the following related to Problem 1:
Problem 3. When is a covariant subsystem (H∞(), ,G) of (M, ,G) conjugate to
a dual covariant subsystem (NGˆ+, ˜,G)?
Our goal in this section is following:
Theorem 2.2 (cf Straˇtilaˇ [17, Theorem 19.9]). Let (H∞(), ,G) be a covariant sub-
system of a covariant system (M, ,G). Then (H∞(), ,G) is conjugate to the dual
covariant subsystem (NGˆ+, ˜,G) if and only if there exists a strongly continuous
unitary representation u(·) of Gˆ into M such that, for each gˆ ∈ Gˆ,
Sp(u(gˆ)) = {gˆ}.
To prove this, we need some preparation.
In the case when G is a compact Abelian group so that Gˆ is discrete it was shown
in [5] that any analytic crossed product NGˆ+ is the analytic subalgebra H∞(˜) of
NGˆ determined by the dual action ˜ of . In the case when G = Gˆ = R the same
result was shown in [9]. In the general case, we have the following:
Proposition 2.3. Let G be a locally compact Abelian group with the totally ordered
dual group Gˆ which has a positive semigroup Gˆ+ and let (D,, Gˆ) be a covariant
system. Then the analytic crossed product DGˆ+ is the analytic subalgebra H∞(˜)
of DGˆ determined by the dual action ˜ of . Moreover if Gˆ is non-discrete, then
the three spaces, H∞(˜), DGˆ and H∞0 (˜) coincide where H∞0 (˜) = M ˜(Gˆ+\{0ˆ}).
The same methods in the proof of [9, Proposition 5.1] seem to yield this result, and
so will be omitted.
Proof of Theorem 2.2. (⇒) Suppose that (H∞(), ,G) ≈ (NGˆ+, ˜,G). Then
there exists an isomorphism  of M onto NGˆ such that

(
H∞()
) = NGˆ+ and  ◦ g = ˜g ◦  (∀g ∈ G).
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Since, for each hˆ ∈ Gˆ and g ∈ G, ˜g((hˆ)) = 〈hˆ, g〉(hˆ), we have
Sp
(
−1
(
(hˆ)
))
= Sp˜((hˆ)) = {hˆ},
by Proposition 2.1.
(⇐) Suppose that there exists a unitary representation u(·) of Gˆ into M such that,
for each hˆ ∈ Gˆ, Sp(u(hˆ)) = {hˆ}. Put N = M = {x ∈ M | g(x) = x (∀g ∈ G)} and

hˆ
= Ad
(
u(hˆ)
)
(∀hˆ ∈ Gˆ). Since 
hˆ
commutes with g , N is hˆ-invariant (∀hˆ ∈ Gˆ),
and so (N, , Gˆ) is a covariant system. By the proof of [19, Proposition 2.6, Chapter
X], M is generated by N and {u(gˆ)}
gˆ∈Gˆ, and there is an isomorphism  of M onto
NGˆ such that
 ◦ g = ˜g ◦  (∀g ∈ G).
Applying Propositions 2.1 and 2.3, we see that  maps H∞() onto NGˆ+. Hence
(H∞(), ,G) is conjugate to the dual covariant subsystem (NGˆ+, ˜,G). This com-
pletes the proof. 
We next give examples of a covariant system which satisﬁes the statement of Theo-
rem 2.2.
Example 2.4 (Ohwada et al. [11, Theorem 2.2]). Let M be a von Neumann algebra
acting on a Hilbert space H generated by a von Neumann algebra N and a unitary
operator v satisfying vNv∗ = N and let A be the -weakly closed subalgebra of M
generated by N and non-negative powers of v. Let M be a closed subspace of H. We
shall say that M is A-invariant, if AM ⊂ M; reducing, if MM ⊂ M; pure, if M
contains no non-trivial reducing subspace; and full, if the smallest reducing subspace
containing M is all of H. If there exists a pure, full, A-invariant subspace M of H,
then there is a ∗-automorphism group {t }t∈T of M such that t (v) = e−it v (∀t ∈ T). In
this case we note that A = H∞() = M(Z+) and the covariant subsystem (A, ,T)
is conjugate to the dual covariant system (NZ+, ˜,T) where  = Ad v. In the case
G = R we also had the similar result (see [11, Theorem 2.5]).
Example 2.5. Let G = Gˆ = R and let (M, ,R) be a covariant system. It is known
that if there exists a faithful normal semi-ﬁnite trace 
 such that

 ◦ t = e−t
 (∀t ∈ R),
then there exists a strongly continuous unitary group {u(t)}t∈R in M such that
s(u(t)) = e−istu(t) (∀s, t ∈ R).
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If M is a properly inﬁnite von Neumann algebra, then there exists a dominant weight
 on M. In this case, the covariant system (M,,R) admits a faithful normal semi-
ﬁnite trace 
 satisfying the above condition where  is the modular automorphism
group associated with . Thus we see that there exists a continuous action  on the
centralizer M of  such that
(M,,R) ≈ (MR, ˜,R).
It follows that if M is a properly inﬁnite von Neumann algebra, then the analytic
subalgebra M [0,∞) is isomorphic to the analytic crossed product MR+ for
some continuous action  on M (cf. [17, Theorem 23.6]).
3. Subalgebras of continuous crossed products
3.1. Preliminaries
In this section we concentrate on the study the structure of -weakly closed subalge-
bra of a continuous crossed product NR that contains the analytic crossed product
NR+. We recall that if we write M = NR, then NR+ is the analytic sub-
algebra H∞(˜)
(
= M ˜[0,∞)
)
of M determined by the dual action ˜ of . There are
many researches about such subalgebra containing analytic subalgebras( [6,14,15] etc).
In [16], Solel showed the most general result as following:
Theorem (Solel [16, Theorem 2.19]). Let (M, ,R) be a covariant system. If B is a
-weakly closed subalgebra oft M that contains H∞() then there is an action  of
R on M satisfying H∞() = B. In fact, there is a projection F ∈ Z(M) ∩M and
a strongly continuous unitary group {vt }t∈R, in the center of M, such that, for each
t ∈ R,
t (x) =
{
x (∀x ∈ MF),
v∗t t (x)vt (∀x ∈ M(I − F)).
As an application of this theorem and Theorem 2.2, we shall study the structure of
-weakly closed subalgebra of continuous crossed product which contains the analytic
crossed product and we shall give Problem 2 a negative answer. To do this we need
some preliminaries and deﬁnitions.
Let (N, ,R) be a covariant system. Recall that the continuous crossed product
NR is the von Neumann algebra acting on a Hilbert space L2(R,H) generated by
the operators (x) and (t) deﬁned by the equations, for ∀x ∈ N ,
{(x)	}(t) = −t (x)	(t) (∀	 ∈ L2(R,H) ∀t ∈ R),
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and
{(t)	}(s) = 	(s − t) (∀	 ∈ L2(R,H) ∀s, t ∈ R).
We also recall that the analytic crossed product NR+ determined by N and 
is deﬁned to be the -weakly closed subalgebra of NR generated by (N) and
{(t)}t∈R+ . For simplicity, we put M = NR and write K for the Hilbert space on
which M acts. We note that H∞(˜) = M ˜(R+) = NR+, where ˜ is the dual action
of .
We shall ﬁx now a -weakly closed subalgebra B of M contains H∞(˜). We write
A = B ∩ B∗ and, for each subset S ⊆ R, we write A˜(S) = A ∩ M ˜(S). For an
element x ∈ M , we write rp(x) for its range projection. Clearly rp(x) is in M and if
x in A, rp(x) would lie in A.
Deﬁnition 3.1. For each t ∈ R, we deﬁne the projections as follows:
pt=I − sup
{
rp(x) | x ∈ A˜(t,∞)
}
,
qt=I − sup
{
rp(x) | x ∈ A˜(−∞,−t)
}
,
gt=sup {qs | s < t} ,
p∞=sup {pt | t > 0} ,
g∞=sup {gt | t > 0} .
Let C denote the set of all element (x) for x in the center of N satisfying t (x) =
x (∀t ∈ R). Then we have following:
Lemma 3.2. The set C coincides with the set (N)∩Z(M) where Z(M) is the center
M ∩M ′ of M.
Proof. If X ∈ (N) ∩ Z(M), then there exists x ∈ N such that X = (x). Since
(x) ∈ Z(M) ⊆ (NR)′, for each t ∈ R, we have
(x) = (t)(x)(t)∗ = (t (x)).
It follows that t (x) = x (∀t ∈ R). Moreover we see that x belongs to the commutant
of N because X ∈ Z(M). Therefore X belongs to C.
The converse inclusion is similarly proved. 
The following result appeared in [16, Lemma 2.5].
284 T. Ohwada / Journal of Functional Analysis 222 (2005) 274–291
Lemma 3.3. For each t ∈ R, pt and gt lie in the center of (N). Moreover p∞ and
g∞ lie in (Z(N)) ∩A′ and (I − p∞)(I − g∞) lies in C
We shall now assume that (I − p∞)(I − g∞) = 0. We consider the projection valued
measure Q(·) on R, with values (Z(N)), by
Q(t,∞) = p∞(I − pt )+ (I − p∞)g1−t (∀t ∈ R).
We deﬁne a strongly continuous unitary group {Ut }t∈R in (Z(N)) by
Ut =
∫
R
eist dQ(s) (∀t ∈ R).
For each t ∈ R, let  be the continuous action deﬁned by
t (x) = U∗t ˜t (x)Ut (∀x ∈ M).
Then we can ﬁnd the following relations of inclusion in [16, Proposition 2.10, Lemma
2.11]:
M ˜[0,∞) ⊆ M[0,∞) and M(0,∞) ⊆ M ˜[0,∞). (3.1)
Now write ˆt for the action of R on M deﬁned by
ˆt = ˜−t (∀t ∈ R).
Since M ˆ[0,∞) = M ˜(−∞, 0] ⊆ B∗, everything that was done for B and ˜ can be
applied to B∗ and ˆ. To do so note that, for each t ∈ R,
A˜(t,∞) = Aˆ(−∞,−t).
Instead of pt and gt , we shall have
pˆt=I − sup
{
rp(x) | x ∈ Aˆ(t,∞)
}
= qt ,
qˆt=I − sup
{
rp(x) | x ∈ Aˆ(−∞,−t)
}
= pt ,
gˆt=sup
{
qˆs | s < t
} = sup {ps | s < t} ,
pˆ∞=sup
{
pˆt | t > 0
} = g∞,
gˆ∞=sup
{
gˆt | t > 0
} = p∞.
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As in the discussion following Lemma 3.3, we let, for each t ∈ R,
Qˆ(t,∞) = pˆ∞(I − pˆt )+ (I − pˆ∞)gˆ1−t = g∞(I − qt )+ (I − g∞)gˆ1−t
and
Uˆt =
∫
R
eist Qˆ(s).
Then action ˆ will be deﬁned by
ˆt (x) = Uˆ∗t ˜−t Uˆt (∀x ∈ M).
Moreover we deﬁne the action  of R on M by
t = ˆ−t (∀t ∈ R).
Then we can also ﬁnd the following relations of inclusion in [16, Corollary 2.14]:
M ˜[0,∞) ⊆ M[0,∞) and M(0,∞) ⊆ M ˜[0,∞). (3.2)
If we write P = (I − p∞)(I − g∞) and put, for each t ∈ R, vt = Uˆt/2Ut/2 and
t (x) = t/2(t/2(x)) (∀x ∈ M), then we see that P belongs to C and  is an action
of R on M. In this case Solel’s theorem can be described as the following.
Theorem 3.4. Let (NR, ˜,R) be a dual covariant system and we write M = NR.
If B is a -weakly closed subalgebra of M that contains NR+ then there exists a
projection P in C and a strongly continuous unitary group {vt }t∈R, in (Z(N)) such
that
(i) BP = (NR)P
and
(ii) B(I − P) = (M[0,∞))(I − P) =
{
M[0,∞) ∩M[0,∞)
}
(I − P)
where
t (x) = v∗t ˜t (x)vt (∀x ∈ M(I − P)).
In particular if we consider the  as
t (x) =
{
x (∀x ∈ MP),
v∗t ˜t (x)vt (∀x ∈ M(I − P)),
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then this  is also -weakly continuous action of R on M and we have
B = M[0,∞).
3.2. Subalgebras of NR which contains NR+
We now start the analysis of -weakly closed subalgebra of NR that contains
NR+. Keep the notations as in the previous section.
Let t = Ad (t) (∀t ∈ R). Then we see that
t ((x)) = (t (x)), t ((s)) = (s) (∀x ∈ N,∀s, t ∈ R). (3.3)
Thus {t }t∈R is the -weakly continuous automorphism group of M.
Lemma 3.5. Suppose that, for each t ∈ R, t (A) = A. Then, for each subset E ⊆ R,
A˜(E) is  invariant, that is t
(
A˜(E)
)
= A˜(E) (∀t ∈ R).
Proof. Recall that A˜(E) = A ∩M ˜(E). By Eqs. (3.3), it is easily seen that ˜ and 
commute; i.e. ˜t ◦ s = s ◦ ˜t for all s, t ∈ R. It follows that M ˜(E) is -invariant
(cf. [17, §15.5]). Thus we have this lemma. 
Lemma 3.6. If t (A) = A (∀t ∈ R), then we have
pt , gt , qt , p∞, g∞ ∈ M (∀t ∈ R).
And we also have
pˆt , gˆt , qˆt , pˆ∞, gˆ∞ ∈ M (∀t ∈ R).
Proof. We only prove that s(pt ) = pt (∀t ∈ R). We take any t ∈ R and ﬁx it. For
each x ∈ A˜(t,∞) and s ∈ R, we have
(s)rp(x)K=(s)xK
=(s)xK
=s(x)(s)K
=s(x)K
=rp (s(x))K.
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It follows that s (rp(x)) = rp
(
s(x)
)
(∀x ∈ A˜(t,∞),∀s ∈ R). Using Lemma 3.5,
we see that, for each s, t ∈ R,
s(I − pt )=s
(
sup
{
rp(x) | x ∈ A˜(t,∞)
})
=sup
{
s (rp(x)) | x ∈ A˜(t,∞)
}
=sup
{
rp
(
s(x)
) | x ∈ A˜(t,∞)}
=sup
{
rp(x) | x ∈ s
(
A˜(t,∞)
)}
=sup
{
rp(x) | x ∈ A˜(t,∞)
}
=I − pt .
Therefore we have s(pt ) = pt (∀t ∈ R). 
In the case when Gˆ = Z it was shown in [7] that, when an action  on a von Neu-
mann algebra N ﬁxes the center of N elementwise, every -weakly closed subalgebra
of NZ that contains NZ+ has the form
(NZ)E ⊕ (NZ+)(I − E),
for some projection E in (Z(N)). We shall give the continuous version of this result
as following:
Theorem 3.7. Keep the notations as in Theorem 3.4. The following assertions are
equivalent:
(i) t (A) = A (∀t ∈ R).
(ii) t ((s)(I − P)) = e−ist(s)(I − P) (∀s, t ∈ R).
Moreover, under the above condition, B coincides with MP ⊕ (NR+) (I − P).
Proof. (i) ⇒ (ii) Assume that t (A) = A (∀t ∈ R). We recall that
Ut =
∫
R
eist dQ(s) (∀t ∈ R).
By Lemma 3.6, for each t ∈ R, we see that
Q(t,∞) = p∞(I − pt )+ (I − p∞)g1−t ∈ M,
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and so Ut ∈ M. Similarly we have Uˆt ∈ M (∀t ∈ R). Thus, for each s, t ∈ R, we
have
t ((s)(I − P))=v∗t ˜t
(
(s)(I − P)) vt
=v∗t ˜t
(
(s)
)
vt (I − P)
=v∗t e−ist(s)vt (I − P)
=e−ist(s)(I − P)
(ii) ⇒ (i) We note that if we consider
t (x) =
{
x (∀x ∈ MP)
v∗t ˜t (x)vt (∀x ∈ M(I − P)),
then this  is also -weakly continuous action of R on M and, by Theorem 3.4, we
see that B = M[0,∞). It follows that
A = B ∩B∗ = M.
We note that t
(
(s)
) = (s)P ⊕e−ist(s)(I −P) (∀s, t ∈ R) by the assumption. Thus,
for each x ∈ A, we have
t
(
s(x)
)=t ((s)) t (x)t ((s)∗)
=t
(
(s)
)
xt
(
(s)∗
)
=((s)x(s)∗P )⊕ ((s)x(s)∗(I − P))
=s(x).
Therefore we obtain that s(A) ⊆ A and so s(A) = A (∀s ∈ R).
We next show that if condition (i) (and hence (ii)) in this theorem holds, then
B = MP ⊕ (NR+) (I −P). We shall now assume that P = 0. In this case, it easily
see that
t ((s)) = e−ist(s) (∀s, t ∈ R).
Hence, by Theorem 2.2, we see that the subsystem (M[0,∞),,R) is conjugate to
the dual subsystem (AR+, ˜,R). If we write M = AR, then the three spaces,
M˜[0,∞), AR+ and M˜(0,∞) coincide by Proposition 2.3. This and Proposi-
tion 2.1 imply that M[0,∞) = M(0,∞). Thus we obtain M[0,∞) = M ˜[0,∞)
by relations (3.1). Similarly we also have M[0,∞) = M ˜[0,∞) by relations (3.2).
Since B = M[0,∞) ∩ M[0,∞), we see that B = M ˜[0,∞) = NR+. This
completes the proof. 
T. Ohwada / Journal of Functional Analysis 222 (2005) 274–291 289
Corollary 3.8. Let B be a -weakly closed subalgebra of M that contains NR+.
If the action  ﬁxes the center Z(N) of N elementwise (that is, for each t ∈ R
and x ∈ Z(N), t (x) = x), then there exists a projection P in C such that B =
MP ⊕ (NR+) (I − P).
Proof. We note that the unitary group {vt }t∈R in Theorem 3.4 belongs to (Z(N))
and satisfy
t (x) = v∗t ˜t (x)vt (∀t ∈ R,∀x ∈ M(I − P)).
Thus, for each t ∈ R, there is a unitary operator ut in Z(N) such that vt = (ut ). If
the action  ﬁxes the center Z(N) of N elementwise, then vt is in M (∀t ∈ R). In
fact, for each s, t ∈ R, we have
s(vt )=s ((ut ))
= (s(ut ))
=(ut )
=vt .
Therefore, for each s, t ∈ R, we have
t ((s)(I − P))=v∗t ˜t ((s)(I − P))vt
=v∗t e−ist(s)vt (I − P)
=e−ist(s)(I − P).
and so we obtain this corollary. 
Example 3.9. Let (N, ,R) be a covariant system and  be an inner action. Then it
is clear that  ﬁxes the center Z(N). Thus, by Corollary 3.8, any -weakly closed
subalgebra B of M that contains NR+ has the form
B = MP ⊕ (NR+) (I − P),
for some projection P in C. In this case, we note that NR is isomorphic to N ⊗
L∞(R) in such a way that NR+ is carried to N ⊗H∞(R).
The maximality question in analytic subalgebras has been studied by many authors
([6–8,15] etc). In [9] it was shown related to the invariant subspace structure of analytic
subalgebras that the analytic crossed product NR+ is a maximal -weakly closed
subalgebra of NR if and only if N is a factor. In particular they showed that if N
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is not a factor, then there is a proper -weakly closed subalgebra of M which contains
NR+ properly. The previous discussions enable us to give another proof of the other
direction. Indeed if N is a factor, then every -weakly closed subalgebra of M which
contains NR+ has the form
B = MP ⊕ (NR+) (I − P),
for some projection P in C. However P belongs to the center of N. This implies the
following:
Corollary 3.10. Let (N, ,R) be a covariant system. If N is a factor, then NR+
is a maximal -weakly closed subalgebra of NR.
Let (N, ,R) be a covariant system. We note that N is a factor if and only if
(N, ,R) is centrally ergodic (i.e. C = (Z(N)) = CI ) and  ﬁxes the center Z(N)
elementwise. If (N, ,R) is centrally ergodic and  dose not ﬁx the center Z(N)
elementwise, then C = CI and N is not a factor. Thus there exists a proper -weakly
closed subalgebra B of NR which has the form
B = M[0,∞),
where t (x) = v∗t ˜t (x)vt (∀t ∈ R,∀x ∈ M) as in the Theorem 3.4 because P = 0. If
B is -invariant, then (B, ,R) is conjugate to the dual system (AR+, ˜,R). Thus
we see that B = NR+ as in the proof of Theorem 3.7. This contradiction shows
the following:
Proposition 3.11. Let (N, ,R) be a covariant system. If (N, ,R) is centrally ergodic
and  dose not ﬁx the center Z(N) elementwise, then any proper -weakly closed
subalgebra of NR that contains NR+ is not -invariant. Moreover every proper
-weakly closed subalgebra of NR that contains NR+ is not conjugate to any
dual subsystem.
Proposition 3.11 give the negative answer for Problem 2. Indeed, if (N, ,R) is
centrally ergodic and  dose not ﬁx the center Z(N) elementwise, then there dose
not exist an analytic crossed product of NR which contains NR+ properly. By
Example 2.5, we see that if M is a von Neumann algebra of type III, then there
exists a covariant system (N, ,R) such that M = NR. Such the covariant system
(N, ,R) is usually called the non-commutative ﬂow of weights of M or the continuous
decomposition of M (see. [17, §23.7], [19, Deﬁnition 1.3, Chapter XII]). It is known
that M is a factor if and only if  is centrally ergodic. Thus if N is not a factor,
then the continuous decomposition (N, ,R) of a factor M gives a counter example of
Problem 2. Fortunately we know such an algebra as a factor of type III (0 < 1).
Moreover this is the example that an analytic subalgebra is not a continuous analytic
crossed product.
T. Ohwada / Journal of Functional Analysis 222 (2005) 274–291 291
Example 3.12. Let M be a factor of type III (0 < 1) and let (N, ,R) be the
continuous decomposition of M. Then any proper -weakly closed subalgebra which
contains NR+ properly has the form M[0,∞) for some continuous action  of R
on M. However it is never a continuous analytic crossed product.
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