Abstract-Color is the major source of information widely used in image analysis and content-based retrieval. Extracting dominant colors that are prominent in a visual scenery is of utter importance since human visual system primarily uses them for perception. In this paper we address dominant color extraction as a dynamic clustering problem and use techniques based on Particle Swarm Optimization (PSO) for finding optimal (number of) dominant colors in a given color space, distance metric and a proper validity index function. The first technique, so-called Multi-Dimensional (MD) PSO, re-forms the native structure of swarm particles in such a way that they can make inter-dimensional passes with a dedicated dimensional PSO process. Therefore, in a multidimensional search space where the optimum dimension is unknown, swarm particles can seek both positional and dimensional optima. Nevertheless, MD PSO is still susceptible to premature convergences due to lack of divergence. To address this problem we then present Fractional Global Best Formation (FGBF) technique, which basically collects all promising dimensional components and fractionally creates an artificial global-best particle (aGB) that has the potential to be a better "guide" than the PSO's native gbest particle. We finally propose an efficient color distance metric, which uses a fuzzy model for computing color (dis-) similarities over HSV (or HSL) color space. The comparative evaluations against MPEG-7 dominant color descriptor show the superiority of the proposed technique.
INTRODUCTION
Dominant color (DC) extraction is basically a dynamic color quantization process, which seeks for such prominent color centers that minimize the quantization error. In that, the study of human color perception and similarity measurement in the color domain become crucial and there is a wealth of research performed in this field. For example in [24] , Broek et. al. focused on the utilization of color categorization (called as focal colors) for CBIR purposes and introduced a new color matching method, which takes human cognitive capabilities into account. They have exploited the fact that humans tend to think and perceive colors only in 11 basic categories. In [16] , Mojsilovic et. al. performed a series of psychophysical experiments analyzing how humans perceive and measure similarity in the domain of color patterns. One observation worth mentioning here is that the human eye cannot perceive a large number of colors at the same time, nor it is able to distinguish similar (close) colors well. Based on this, they showed that at the coarsest level of judgment, human visual system (HVS) primarily uses dominant colors (i.e. few prominent colors in the scenery) to judge similarity.
The usual approach for DC extraction is to perform clustering in color domain. The most popular clustering method, which is also used for DC descriptor [17] in MPEG-7, is K-means, [9] . However, given a validity index, clustering is a multi-modal problem especially in high dimensions, which contains many sub-optimum solutions such as over-and under-clustering. Therefore, well-known deterministic methods such as K-means, Max-Min [9] , FCM [9] , SOM [9] , etc. are susceptible to get trapped to the closest local minimum since they are nothing but greedy descent methods, which start from a random point in the solution space and perform a localized search. This fact eventually turns the focus on stochastic Evolutionary Algorithms (EAs) [1] such as Genetic Algorithms (GAs) [7] , Genetic Programming (GP) [13] , Evolution Strategies (ES), [2] and Evolutionary Programming (EP) [6] , all of which are motivated by the natural evolution process and thus make use of evolutionary operators. The common point of all is that EAs are in population based nature and can perform a globalized search. So they may avoid becoming trapped in a local optimum and find the optimum solution; however, this is never guaranteed.
Conceptually speaking, Particle Swarm Optimization (PSO) [1] , which has obvious ties with the EA family, lies somewhere in between GA and EP. Yet unlike GA, PSO has no complicated evolutionary operators such as crossover, selection and mutation. In a PSO process, a swarm of particles (or agents), each of which represent a potential solution to an optimization problem, navigate through the search space. Particles are initially distributed randomly over the search space and the goal is to converge to the global optimum of a function or a system. Several researchers have shown that PSO show better clustering performance than the aforementioned techniques [1] , [18] - [20] ; however, when the problem is in multi-modal nature PSO may also become trapped in local optima [21] due to the premature convergence problem especially when the search space is of high dimensions [23] . Furthermore, PSO has so far been applied to simple clustering problems [1] , [18] - [20] , where the data space is limited and usually in low dimensions and the number of clusters (hence the solution space dimension) is kept reasonably low (e.g. <10). Moreover, all clustering methods mentioned earlier are in static nature, that is, the number of clusters has to be specified a priori. This is also true for PSO since in its basic form it can only be applied to a search space with a fixed dimension. Particularly for dominant color extraction, the optimal (true) number of DCs in an image is unknown and should thus be determined within the (PSO) process.
In this paper, we shall address data clustering as an optimization problem and present techniques for finding optimal (number of) clusters in a multi-dimensional data or feature space. The first technique, the so-called Fractional Global Best Formation (FGBF), is designed to alleviate the premature convergence problem by collecting all promising components from each particle and fractionally create an artificial Global Best (GB) particle, the aGB, which may guide the swarm better than the swarm's native gbest particle [1] in such a way that the swarm can converge to the global optimum (or near-optimum) solution even in high dimensions and usually in earlier stages. In order to achieve a dynamic clustering where the optimum number of clusters is also determined within the process, we shall then present the socalled Multi-Dimensional Particle Swarm Optimization (MD PSO) method, which extends the native structure of PSO particles in such a way that they can make inter-dimensional passes with a dedicated dimensional PSO process. Therefore, in a multidimensional search space where the optimum dimension is unknown, swarm particles can seek for both positional and dimensional optima. In recent works, [11] and [12] , both techniques have been successfully applied for optimization over dynamic environments and for automatic design of artificial neural networks, respectively. In this work we use them for finding the optimal (number of) dominant colors in an image with respect to a (clustering) validity index function and a distance metric obtained from the proposed fuzzy model over HSV (or HSL) color space.
The rest of the paper is organized as follows. Section II surveys related work on PSO whilst presenting a brief overview on MD PSO, FGBF and data clustering. The proposed dominant color extraction technique is presented in Section III. Section IV provides the experiments conducted over a real image database and discusses the results. Finally, Section V concludes the paper.
II. RELATED WORK

A. DC Descriptors
In order to solve the problems of static quantization in color histograms, various DC descriptors, e.g. [1] , [2] , [5] , [17] and [17] , have been developed using dynamic quantization with respect to image color content. DCs, if extracted properly according to the aforementioned color perception rules, can indeed represent the prominent colors in any image. They have a global representation, which is compact and accurate and they are also computationally efficient. MPEG-7 DC descriptor (DCD) is adopted as in [3] where the method is designed with respect to HVS color perceptual rules. For instance, HVS is more sensitive to the changes in smooth regions than in detailed regions. Thus colors are quantized more coarsely in the detailed regions while smooth regions have more importance. To exploit this fact, a smoothness weight (w(p)) is assigned to each pixel (p) based on the variance in a local window. Afterwards, the General Lloyd Algorithm (GLA, also referred to as LindeBuzo-Gray and it is equivalent to the well-known K-means clustering method [9] ) is used for color quantization. For a color cluster i C , its centroid i c is calculated by
and the initial clusters for GLA is determined by using a weighted distortion measure, defined as
This is used to determine which clusters to split until either a maximum number of clusters (DCs), max DC N , is achieved or a maximum allowed distortion criteria, D ε , is met. Hence, pixels with smaller weights (detailed sections) are assigned fewer clusters so that the number of color clusters in the detailed regions where the likelihood of outliers' presence is high, is therefore suppressed. As the final step, an agglomerative clustering (AC) is performed on the cluster centroids to further merge similar color clusters so that there is only one cluster (DC) hosting all similar color components in the image. A similarity threshold S T is assigned to the maximum color distance possible between two similar colors in a certain color domain (CIE-Luv, CIE_Lab, etc.). Another merging criterion is the color area, that is, any cluster should have a minimum amount of coverage area, A T , so as to be assigned as a DC; otherwise, it will be merged with the closest color cluster since it is just an outlier. Another important issue is the choice of the color space since a proper color clustering scheme for DC extraction tightly relies on the metric. Therefore, a perceptually uniform color space should be used and the most common ones are CIE-Luv and CIE-Lab, which are designed such that color distances perceived by HVS are also equal in 
B. Basic PSO Algorithm
In the basic PSO method, (bPSO), a swarm of particles flies through an N-dimensional search space where the position of each particle represents a potential solution to the optimization problem. Each particle keeps track of its position in the search space and its best solution so far achieved. This is the personal best value (the so-called pbest in [10] ) and the PSO process also keeps track of the global best solution so far achieved by the swarm with its particle index (the so called gbest in [10] ). So during their journey with discrete time iterations, the velocity of each agent in the next iteration is computed by the best position of the swarm (position of the particle gbest as the social component), the best personal position of the particle (pbest as the cognitive component), and its current velocity (the memory term). Both social and cognitive components contribute randomly to the position of the agent in the next iteration.
Each position of swarm, at time t Let f denote the fitness function to be optimized. Without loss of generality assume that the objective is to find the minimum of f in N dimensional space. Then the personal best of particle a can be updated in iteration t+1 as,
Since gbest is the index of the GB particle, then )) ( ),..,
. Then for each iteration in a PSO process, positional updates are performed for each
, as follows:
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where w is the inertia weight, [22] and 
U r j
are random variables with a uniform distribution. Recall from the earlier discussion that the first term in the summation is the memory term, which represents the contribution of previous velocity, the second term is the cognitive component, which represents the particle's own experience and the third term is the social component through which the particle is "guided" by the gbest particle towards the GB solution so far obtained. Although the use of inertia weight, w, was later added by Shi and Eberhart [22] , into the velocity update equation, it is widely accepted as the basic form of PSO algorithm. A larger value of w favors exploration while a small inertia weight favors exploitation. As originally introduced, w is often linearly decreased from a high value (e.g. 0.9) to a low value (e.g. 0.4) during the iterations of a PSO run, which updates the positions of the particles using (4). Depending on the problem to be optimized, PSO iterations can be repeated until a specified number of iterations, say IterNo, is exceeded, velocity updates become zero, or the desired fitness score is achieved (i.e. C f ε < where f is the fitness function and C ε is the cut-off error).
C. MD PSO and FGBF
Instead of operating at a fixed dimension N, the MD PSO algorithm is designed to seek both positional and dimensional optima within a dimension range, (
). In order to accomplish this, each particle has two sets of components, each of which has been subjected to two independent and consecutive processes. The first one is a regular positional PSO, i.e. the traditional velocity updates and following positional moves in N dimensional search (solution) space. The second one is a dimensional PSO, which allows the particle to navigate through dimensions. Accordingly, each particle keeps track of its last position, velocity and personal best position (pbest) in a particular dimension so that when it re-visits the same dimension at a later time, it can perform its regular "positional" fly using this information. The dimensional PSO process of each particle may then move the particle to another dimension where it will remember its positional status and keep "flying" within the positional PSO process in this dimension, and so on. The swarm, on the other hand, keeps track of the gbest particles in all dimensions, each of which respectively indicates the best (global) position so far achieved and can thus be used in the regular velocity update equation for that dimension. Similarly the dimensional PSO process of each particle uses its personal best dimension in which the personal best fitness score has so far been achieved. Finally, the swarm keeps track of the global best dimension, dbest, among all the personal best dimensions. The gbest particle in dbest dimension represents the optimum solution (and the optimum dimension).
In a MD PSO process and at time (iteration) t, each particle a in the swarm, } ,.., ,.., 
Personal best dimension component of particle a Figure 1 shows sample MD PSO and bPSO particles with index a. The bPSO particle that is at a (fixed) dimension, N=5, contains only positional components whereas MD PSO particle contains both positional and dimensional components respectively. In the figure the dimension range for the MD PSO is given between 2 and 9; therefore the particle contains 8 sets of positional components (one for each dimension). In this example, the current dimension where the particle a resides is 2 ( 2 ) ( = t xd a ) whereas its personal best dimension is Once the MD PSO process terminates, the optimum solution will be dbest y xˆ at the optimum dimension, dbest, achieved by the particle gbest(dbest) and finally the best (fitness) score achieved will naturally be ) ( Fractional GB formation (FGBF) is designed to avoid premature convergence by providing a significant diversity obtained from a proper fusion of the swarm's best components (the individual dimension(s) of the current position of each particle in the swarm). At each iteration in a bPSO process, an artificial GB particle (aGB) is (fractionally) formed by selecting the most promising (or simply the best) particle (dimensional) components from the entire swarm. Therefore, especially during the initial steps, the FGBF can most of the time be a better alternative than the native gbest particle since it has the advantage of assessing each dimension of every particle in the swarm individually, and forming the aGB particle fractionally by using the most promising (or simply the best) components among them. This process naturally uses the available diversity among individual dimensional components and thus it can prevent the swarm from trapping in local optima. Suppose for a swarmξ , FGBF is performed in a PSO process at a (fixed) dimension N. Recall from the earlier discussion that in a particular iteration, t, each PSO particle, a, has the following ). Due to space limitations the pseudocode of the FGBF over MD PSO is skipped.
D. Data Clustering
As the process of identifying natural groupings in a multidimensional data based on some distance metric (e.g. Euclidean), data clustering can be divided into two main categories: hierarchical and partitional [9] . Each category then has a wealth of sub-categories and different algorithmic approaches for finding the clusters. Clustering can also be performed in two different modes: hard (or crisp) and fuzzy. In the former mode, the clusters are disjoint, non-overlapping and any data point belongs to a single cluster whereas in the latter case it can belong to all the clusters with some degree of membership [1] . K-means [9] is a well known and widely used clustering method, which first assigns each data point to one of the K cluster centroids and then updates them to the mean of their associated points. As a hard clustering method, K-means suffers from the following drawbacks:
• The number of clusters K, needs to be set in advance.
• The performance of the method depends on the initial (random) centroid positions as the method converges to the closest local optima.
• The method is also dependent on the data distribution.
A hard clustering technique based on the bPSO was first introduced by Omran et al. in [18] and this work showed that the bPSO can outperform K-means, FCM, KHM and some other state-of-the-art clustering methods in any (evaluation) criteria. This is indeed an expected outcome due to the PSO's aforementioned ability to cope up with the local optima by maintaining a guided random search operation through the swarm particles. In clustering, similar to other PSO applications, each particle represents a potential solution at a particular time t, i.e. the particle a in the swarm, (potential) cluster centroid in N dimensional data space and K is the number of clusters fixed in advance. Note that the data space dimension, N, is now different than the solution space dimension, K. Furthermore, the fitness (validity index) function, f that is to be optimized, is formed with respect to two widely used criteria in clustering:
• Compactness: Data items in one cluster should be similar or close to each other in N dimensional space and different or far away from the others when belonging to different clusters.
• Separation: Clusters and their respective centroids should be distinct and well-separated from each other. The fitness functions for clustering are then formed as a regularization function fusing both Compactness and Separation criteria and in this problem domain they are known as clustering validity indices. A throughout survey about them can be found in [8] . Most of them presented promising results; however, none of them can guarantee the "optimum" number of clusters in every clustering scheme. Especially for the aforementioned PSO-based clustering in [18] , the clustering scheme further depends on weight coefficients and may, therefore, result in over-or underclustering particularly in complex data distributions.
III. THE PROPOSED DC EXTRACTION TECHNIQUE
In this section, we shall first present the proposed dynamic clustering method using MD PSO and FGBF. The distance metric based on a fuzzy model over HSV color space will be introduced next.
A. Dynamic Clustering by MD PSO and FGBF
Based on the earlier discussion it is obvious that the clustering problem requires the determination of the solution space dimension (i.e. number of clusters, K) and an effective mechanism to avoid local optima traps (both dimensionally and spatially) particularly in complex clustering schemes in high dimensions (e.g. no closest data point exists). To avoid this, a high penalty is set for the fitness score of the particle, i.e.
> K
The major outlines so far given are sufficient for the standalone application of the MD PSO technique for a dynamic clustering application; however, the FGBF operation presents further difficulties since for the aGB creation the selection of the best or the most promising dimensions (i.e. the cluster centroids) among all dimensions of swarm particles is not straightforward. Furthermore, data points assigned to the j th dimension of a particle a, ( ) (
), also depend on the distribution of the other dimensions (centroids), i.e. the "closest" data points are assigned to the j th centroid only because the other centroids happen to be at a farther location. Inserting this particular dimension (centroid) into another particle (say aGB, in case selected), might create an entirely different assignment (or cluster) including the possibility of having no data points assigned to it and thus violating the 2 nd clustering constraint. To avoid this problem, a new approach is adopted. At each iteration, a subset among all dimensions of swarm particles is first formed by verifying the following: a dimension of any particle is selected into this subset if and only if there is at least one data point that is closest to it. Henceforth, the creation of the aGB particle within this verified subset ensures that the 2 nd clustering constraint will (always) be satisfied. Figure 2 illustrates the formation of the subset on a sample data distribution with 4 clusters. Note that in the figure, all dimensions of the entire swarm particles are shown as '+' but the red ones belonging to the subset have at least one (or more) data points closest whereas the blue ones have none and hence they are discarded. . To achieve well-separated clusters and to avoid the selection of more than one centroid representing the same cluster, spatially close centroids are first grouped using a Minimum Spanning Tree (MST) [15] 
In Figure 2 , a sample MST is formed using 14 subset centroids as the nodes and 13 branches are shown as the red lines connecting the closest nodes (in a minimum span). Breaking the 3 longest branches (shown as the dashed lines) thus reveals the 4 groups (G1,..,G4) among which one centroid yielding the minimum ) , ( j a f can then be selected as an individual dimension of the aGB particle with 4 dimensional components (i.e. d=K=4,
B. Fuzzy Distance Model over HSV-HSL Color Domains
Humans tend to think and describe the color the way they perceive it. Therefore, in order to achieve a color (dis-) similarity metric suitable to HVS, HSV (or HSL), which is a perceptual color space and provides means of modeling color in a way HVS does, is used in the proposed technique for extracting the dominant colors. Note that in a typical image with 24 bit RGB representation, there exists several thousands of color components, most of which cannot be perceived by HVS. Therefore, to reduce the computational complexity of RGB to HSV color transformation and to speed up the dynamic clustering process via MD PSO and FGBF, a pre-processing step, which creates a limited color palette in RGB color domain, is first performed. In this way such a massive, yet unperceivable amount of colors can be reduced to reasonable number, i.e. 256<N<512. For this we used the Median Cut method [14] because it is fast (O(N)) and an extensive set of experiments show that for such N it can result such an image that can hardly be distinguished from the original. Only the RGB color components in the color palette are then transformed into HSV (or HSL) color space over which the proposed dynamic clustering technique is applied to extract the dominant colors. 
Instead of using this typical distance metric for all color pairs, we adopt a perceptual approach in order to improve the discrimination among different colors. Recall from the earlier discussion that humans can recognize and distinguish 8 to 12 colors. For instance in [24] , they have exploited the fact that humans tend to think and perceive colors only in 11 basic categories. Therefore, above a certain hue difference between two colors, it is obvious that they become entirely different for HVS, e.g. yellow and green are as different as yellow and blue or cyan or black or purple, so on. So if the hue difference is above certain threshold, a maximum difference should be introduced (i.e. 1.0) despite of the fact that Eq. (7) can only result in fractional distances. For a practical case, we have selected a conservative threshold by considering minimum number of colors as 8, therefore the perceptual threshold is,
degrees. For those colors that have hue differences less than H Δ and therefore, show some degree of (hue) similarity, we apply a fuzzy color model for further discrimination. As shown in Figure 3 , for a fixed hue, red for HSV and green for HSL, a typical saturation (S) vs. Value (V) or Lightness (L) plot can be partitioned into 5 regions. White (W), black (B), Gray (G), Color (C) and Fuzzy (F), which is a transition area among them. As shown in the HSV map on the left with red arrows, for those consecutive regions, which have a common boundary in between, the typical distance metric as in Eq. (7) can conveniently be used except between W -G and B -G since they have no color component and hence the distance can only be computed over V (or L) components. This is the reason why there is no need for drawing the precise boundaries of F (even if possible) because, say between two colors, one in C and one in F, or both in C or both in F, the same distance metric shall anyway be applied (in Eq. (7)). The boundaries are only important to distinguish areas such as C, W and B where there is no similarity in between. Therefore, as shown in the HSL map on the right with blue arrows, if two colors despite of the fact that they have similar hues (i.e.
< ΔH
), happen to be in such regions, maximum distance (1.0) shall be applied rather than computing Eq. (7).
IV. EXPERIMENTAL RESULTS
We have made comparative evaluations against MPEG-7 DCD over a sample database with 110 images, which are selected from Corel database in such a way that the prominent colors (DCs) can be selected by ground-truth.
In order to demonstrate the strict parameter dependency of MPEG-7 DCD, we have varied only 2 parameters, A T and S T whilst keeping the other two parameters fixed, i.e. The best MPEG-7 DCD is obtained using the first set of parameters, 15 %,
, where highest number of DCs extracted. Figure 5 and Figure 6 shows some visual examples from the sample database. In both figures, the first column shows the output of the Median-Cut algorithm with 256 (maximum) colors, which is almost identical to the original image. The second and third columns show the backprojected images using the DCs extracted from MPEG-7 DCD with those best parameters and from the proposed technique, respectively. Note that the parts, where DC centroids cannot be accurately localized (the first row in both figures) or missed completely (second and third rows) by MPEG-7 DCD, are pointed with arrows.
V. CONCLUSIONS
In this paper, we first presented two efficient techniques, MD PSO and FGBF, as a cure to common drawbacks of the family of PSO methods such as a priori knowledge of the search space dimension and pre-mature convergence to local optima. A novel dynamic clustering technique based on MD PSO with FGBF is then proposed and applied for extracting true number of dominant colors in an image. In order to improve the discrimination among different colors, a fuzzy model over HSV (or HSL) color space is then proposed to achieve such a distance metric that reflects HVS perception of color difference.
The experiments over MPEG-7 DCD have shown that it is strictly parameter dependent. Moreover, since it is entirely based on K-means clustering method, it can create artificial colors and/or misses some important DCs due to its convergence to local optima, such as over-and underclustering. This may also cause severe degradations over color textures since the regular textural pattern cannot be preserved if the true DC centroids are missed or shifted. With a simple clustering validity index, we have successfully addressed these problems and a superior DC extraction is achieved with ground-truth DCs. The optimum number of DCs can slightly vary on some images, say one or few DCs less or more, but the number of DCs on such images is hardly definitive, rather subjective and thus on such occasions the dynamic clustering based on a stochastic optimization technique can converge to some near-optimal solutions. Note that the optimization is only achieved with respect to the validity index function used and therefore, using a more efficient validity index such as Dunn's index [4] might further improve the performance.
