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Abstract
Learning with auxiliary tasks can improve the ability of a primary task to generalise.
However, this comes at the cost of manually labelling auxiliary data. We propose a
new method which automatically learns appropriate labels for an auxiliary task,
such that any supervised learning task can be improved without requiring access to
any further data. The approach is to train two neural networks: a label-generation
network to predict the auxiliary labels, and a multi-task network to train the
primary task alongside the auxiliary task. The loss for the label-generation network
incorporates the loss of the multi-task network, and so this interaction between the
two networks can be seen as a form of meta learning with a double gradient. We
show that our proposed method, Meta AuXiliary Learning (MAXL), outperforms
single-task learning on 7 image datasets, without requiring any additional data.
We also show that MAXL outperforms several other baselines for generating
auxiliary labels, and is even competitive when compared with human-defined
auxiliary labels. The self-supervised nature of our method leads to a promising
new direction towards automated generalisation. Source code can be found at
https://github.com/lorenmt/maxl.
1 Introduction
Auxiliary learning is a method to improve the ability of a primary task to generalise to unseen data,
by training on additional auxiliary tasks alongside this primary task. The sharing of features across
tasks results in additional relevant features being available, which otherwise would not have been
learned from training only on the primary task. The broader support of these features, across new
interpretations of input data, then allows for better generalisation of the primary task. Auxiliary
learning is similar to multi-task learning [5], except that only the performance of the primary task is
of importance, and the auxiliary tasks are included purely to assist the primary task.
We now rethink this generalisation by considering that not all auxiliary tasks are created equal. In
supervised auxiliary learning [21, 33], auxiliary tasks can be manually chosen to complement the
primary task. However, this requires both domain knowledge to choose the auxiliary tasks, and
labelled data to train the auxiliary tasks. Unsupervised auxiliary learning [11, 36, 35, 16, 1] removes
the need for labelled data, but at the expense of a limited set of auxiliary tasks which may not
be beneficial for the primary task. By combining the merits of both supervised and unsupervised
auxiliary learning, the ideal framework would be one with the flexibility to automatically determine
the optimal auxiliary tasks, but without the need to manually label these auxiliary tasks.
In this paper, we propose to achieve such a framework with a simple and general meta-learning
algorithm, which we call Meta AuXiliary Learning (MAXL). We first observe that in supervised
learning, defining a task can equate to defining the labels for that task. Therefore, for a given primary
task, an optimal auxiliary task is one which has optimal labels. The goal of MAXL is then to
automatically discover these auxiliary labels using only the labels for the primary task.
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Figure 1: Illustration of MAXL framework. The
primary task is trained with ground-truth labels,
whereas the auxiliary task is trained with learned
labels.
The approach is to train two neural networks.
First, a multi-task network, which trains the
primary task and the auxiliary task, as in
standard auxiliary learning. Second, a label-
generation network, which learns the labels
for the auxiliary task. The key idea behind
MAXL is to then use the performance of the
primary task, when trained alongside the aux-
iliary task in one iteration, to improve the
auxiliary labels for the next iteration. This
is achieved by defining the loss for the label-
generation network as a function of the multi-
task network’s performance on primary task
training data. In this way, the two networks are
tightly coupled and can be trained end-to-end.
In our experiments on image classification, we show three key results. First, MAXL outperforms
single-task learning across seven image datasets, even though both methods use the same amount
of labelled data. Second, MAXL outperforms a number of baseline methods for creating auxiliary
labels. Third, when manually-defined auxiliary labels exist, such as those from an image hierarchy,
MAXL is at least as competitive, despite not actually using the manually-defined auxiliary labels.
This last result shows that MAXL is able to remove the need for manual labelling of auxiliary tasks,
which brings the advantages of auxiliary learning to new datasets previously not compatible with
auxiliary learning, due to the lack of auxiliary labels.
2 Related Work
This work brings together ideas from a number of related areas of machine learning.
Multi-task & Transfer Learning The aim of multi-task learning (MTL) is to achieve shared
representations by simultaneously training a set of related learning tasks. In this case, the learned
knowledge used to share across domains is encoded into the feature representations to improve
performance of each individual task, since knowledge distilled from related tasks are interdependent.
The success of deep neural networks has led to some recent methods advancing the multi-task
architecture design, such as applying a linear combination of task-specific features [25, 8, 17]. [23]
applied soft-attention modules as feature selectors, allowing learning of both task-shared and task-
specific features in an end-to-end manner. Transfer learning is another common approach to improve
generalisation, by incorporating knowledge learned from one or more related domains. Pre-training
a model with a large-scale dataset such as ImageNet [7] has become a standard practise in many
vision-based applications.
Auxiliary Learning Whilst in multi-task learning the goal is high test accuracy across all tasks,
auxiliary learning differs in that high test accuracy is only required for a single primary task, and the
role of the auxiliary tasks is to assist in generalisation of this primary task. Applying related learning
tasks is one straightforward approach to assist primary tasks. [33] applied auxiliary supervision
with phoneme recognition at intermediate low-level representations to improve the performance of
conversational speech recognition. [21] chose auxiliary tasks which can be obtained with low effort,
such as global descriptions of a scene, to boost the performance for single scene depth estimation
and semantic segmentation. By carefully choosing a pair of learning tasks, we may also perform
auxiliary learning without ground truth labels, in an unsupervised manner. [16] introduced a method
for improving agent learning in Atari games, by building unsupervised auxiliary tasks to predict
the onset of immediate rewards from a short historical context. [11, 36] proposed image synthesis
networks to perform unsupervised monocular depth estimation by predicting the relative pose of
multiple cameras. [9] proposed to use cosine similarity as an adaptive task weighting to determine
when a defined auxiliary task is useful. Differing from these works which require prior knowledge to
manually define suitable auxiliary tasks, our proposed method requires no additional task knowledge,
since it generates useful auxiliary knowledge in a purely unsupervised fashion. The most similar
work to ours is [35], in which meta learning was used in auxiliary data selection. However, this still
requires manually-labelled data from which these selections are made, whilst our method is able to
generate auxiliary data from scratch.
2
Meta Learning Meta learning (or learning to learn) aims to induce the learning algorithm itself.
Early works in meta learning explored automatically learning update rules for neural models [4, 3, 29].
Recent approaches have focussed on learning optimisers for deep networks based on LSTMs [26] or
synthetic gradients [2, 15]. Meta learning has also been studied for finding optimal hyper-parameters
[20] and a good initialisation for few-shot learning [10]. [28] also investigated few shot learning
via an external memory module. [34, 31] realised few shot learning in the instance space via a
differentiable nearest-neighbour approach. Related to meta learning, our framework is designed to
learn to generate useful auxiliary labels, which themselves are used in another learning procedure.
3 Meta Auxiliary Learning
We now introduce our method for automatically generating optimal labels for an auxiliary task, which
we call Meta AuXiliary Learning (MAXL). In this paper, we only consider a single auxiliary task,
although our method is general and could be modified to include several auxiliary tasks. We only
focus on classification tasks for both the primary and auxiliary tasks, but the overall framework could
also be extended to regression. As such, the auxiliary task is defined as a sub-class labelling problem,
where each primary class is associated with a number of auxiliary classes, in a two-level hierarchy.
For example, if manually-defined labels were used, a primary class could be “Dog", and one of the
auxiliary classes could be “Labrador".
3.1 Problem Setup
The goal of MAXL is to generate labels for the auxiliary task which, when trained alongside a primary
task, improve the performance of the primary task. To accomplish this, we train two networks: a
multi-task network, which trains on the primary and auxiliary task in a standard multi-task learning
setting, and a label-generation network, which generates the labels for the auxiliary task.
We denote the multi-task network as a function fθ1(x) with parameters θ1 which takes an input x,
and the label-generation network as a function gθ2(x) with parameters θ2 which takes the same input
x. Parameters θ1 are updated by losses of both the primary and auxiliary tasks, as is standard in
auxiliary learning. However, θ2 is updated only by the performance of the primary task.
In the multi-task network, we apply a hard parameter sharing approach [27] in which we predict
both the primary and auxiliary classes using the shared set of features θ1. At the final feature layer,
fθ1(x), we then further apply task-specific layers to output the corresponding prediction for each
task, using a SoftMax function. We denote the primary task predictions by f priθ1 (x), and the auxiliary
task predictions by f auxθ1 (x). And we denote the ground-truth primary task labels by y
pri, and the
generated auxiliary task labels by yaux.
We found during experiments that training benefited from assigning each primary class its own unique
set of possible auxiliary classes, rather than sharing all auxiliary classes across all primary classes.
In the label-generation network, we therefore define a hierarchical structure ψ which determines
the number of auxiliary classes for each primary class. At the output layer of the label-generation
network, we then apply a masked SoftMax function to ensure that each output node represents an
auxiliary class corresponding to only one primary class, as described further in Section 3.3. Given
input data x, the label-generation network then takes in the hierarchy ψ together with the ground-
truth primary task label ypri, and applies Mask SoftMax to predict the auxiliary labels, denoted by
yaux = ggenθ2 (x, y
pri, ψ). A visualisation of the overall MAXL framework is shown in Figure 2. Note
that we allow soft assignment for the generated auxiliary labels, rather than one-hot encoding, which
we found during experiments enables greater flexibility to obtain optimal auxiliary labels.
3.2 Model Objectives
The multi-task network is trained alongside the label-generation network, with two stages per epoch.
In the first stage, the multi-task network is trained using primary task ground-truth labels, and the
auxiliary labels from the label-generation network. In the second stage, the label-generation network
is updated by computing its gradients with respect to the multi-task network’s prediction accuracy on
the primary task. We train both networks in an iterative manner until convergence.
In the first stage of each epoch, given target auxiliary labels as determined by the label-generation
network, the multi-task network is trained to predict these labels for the auxiliary task, alongside the
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<latexit sha1_base64="wldqwOPRKbsEdsZiGouzX3HIIoE= ">AAACOHicbVDLSsNAFJ34rPHV6tJNsAi6sCRF0KXoxmUFW4U2hMnkNh2cTMLMjVpCvsSt/oR/4s6duPULnD4ErR4YOJxzL/fMC TPBNbruqzU3v7C4tFxZsVfX1jc2q7Wtjk5zxaDNUpGqm5BqEFxCGzkKuMkU0CQUcB3eno/86ztQmqfyCocZ+AmNJe9zRtFIQXUz DooeDgBp0Cz3Hw6Cat1tuGM4f4k3JXUyRSuoWbVelLI8AYlMUK27npuhX1CFnAko7V6uIaPslsbQNVTSBLRfjJOXzp5RIqefKvMk OmP150ZBE62HSWgmE4oDPeuNxP+8bo79E7/gMssRJJsc6ufCwdQZ1eBEXAFDMTSEMsVNVocNqKIMTVm/rkAYGz1JZTTzF3V/+O3 4xShBBJrHsrRtU6I3W9lf0mk2PLfhXR7VT8+mdVbIDtkl+8Qjx+SUXJAWaRNGcvJInsiz9WK9We/Wx2R0zprubJNfsD6/AIyprA Q=</latexit><latexit sha1_base64="wldqwOPRKbsEdsZiGouzX3HIIoE= ">AAACOHicbVDLSsNAFJ34rPHV6tJNsAi6sCRF0KXoxmUFW4U2hMnkNh2cTMLMjVpCvsSt/oR/4s6duPULnD4ErR4YOJxzL/fMC TPBNbruqzU3v7C4tFxZsVfX1jc2q7Wtjk5zxaDNUpGqm5BqEFxCGzkKuMkU0CQUcB3eno/86ztQmqfyCocZ+AmNJe9zRtFIQXUz DooeDgBp0Cz3Hw6Cat1tuGM4f4k3JXUyRSuoWbVelLI8AYlMUK27npuhX1CFnAko7V6uIaPslsbQNVTSBLRfjJOXzp5RIqefKvMk OmP150ZBE62HSWgmE4oDPeuNxP+8bo79E7/gMssRJJsc6ufCwdQZ1eBEXAFDMTSEMsVNVocNqKIMTVm/rkAYGz1JZTTzF3V/+O3 4xShBBJrHsrRtU6I3W9lf0mk2PLfhXR7VT8+mdVbIDtkl+8Qjx+SUXJAWaRNGcvJInsiz9WK9We/Wx2R0zprubJNfsD6/AIyprA Q=</latexit><latexit sha1_base64="wldqwOPRKbsEdsZiGouzX3HIIoE= ">AAACOHicbVDLSsNAFJ34rPHV6tJNsAi6sCRF0KXoxmUFW4U2hMnkNh2cTMLMjVpCvsSt/oR/4s6duPULnD4ErR4YOJxzL/fMC TPBNbruqzU3v7C4tFxZsVfX1jc2q7Wtjk5zxaDNUpGqm5BqEFxCGzkKuMkU0CQUcB3eno/86ztQmqfyCocZ+AmNJe9zRtFIQXUz DooeDgBp0Cz3Hw6Cat1tuGM4f4k3JXUyRSuoWbVelLI8AYlMUK27npuhX1CFnAko7V6uIaPslsbQNVTSBLRfjJOXzp5RIqefKvMk OmP150ZBE62HSWgmE4oDPeuNxP+8bo79E7/gMssRJJsc6ufCwdQZ1eBEXAFDMTSEMsVNVocNqKIMTVm/rkAYGz1JZTTzF3V/+O3 4xShBBJrHsrRtU6I3W9lf0mk2PLfhXR7VT8+mdVbIDtkl+8Qjx+SUXJAWaRNGcvJInsiz9WK9We/Wx2R0zprubJNfsD6/AIyprA Q=</latexit><latexit sha1_base64="wldqwOPRKbsEdsZiGouzX3HIIoE= ">AAACOHicbVDLSsNAFJ34rPHV6tJNsAi6sCRF0KXoxmUFW4U2hMnkNh2cTMLMjVpCvsSt/oR/4s6duPULnD4ErR4YOJxzL/fMC TPBNbruqzU3v7C4tFxZsVfX1jc2q7Wtjk5zxaDNUpGqm5BqEFxCGzkKuMkU0CQUcB3eno/86ztQmqfyCocZ+AmNJe9zRtFIQXUz DooeDgBp0Cz3Hw6Cat1tuGM4f4k3JXUyRSuoWbVelLI8AYlMUK27npuhX1CFnAko7V6uIaPslsbQNVTSBLRfjJOXzp5RIqefKvMk OmP150ZBE62HSWgmE4oDPeuNxP+8bo79E7/gMssRJJsc6ufCwdQZ1eBEXAFDMTSEMsVNVocNqKIMTVm/rkAYGz1JZTTzF3V/+O3 4xShBBJrHsrRtU6I3W9lf0mk2PLfhXR7VT8+mdVbIDtkl+8Qjx+SUXJAWaRNGcvJInsiz9WK9We/Wx2R0zprubJNfsD6/AIyprA Q=</latexit>
f pri
✓1
(x)
<latexit sha1_base64="NyKaTxuKybYh2fN99hg+QvfOhZ0=">AAACRHicbVBNb9NAEB2n0IYAJSlHOFitkMIhkc2lPVblUI5BIh9SYqz1epyssl5bu+O2keULx/4Sr vALOPEf+A/cEFfE5gOpSRlppaf33szsvCiXwpDn/XBqew8e7h/UHzUeP3l6+KzZOhqYrNAc+zyTmR5FzKAUCvskSOIo18jSSOIwmr9d6sMr1EZk6gMtcgxSNlUiEZyRpcLmyyQsJzRDYqFffbQQb6jMtaiq9s3rsHnidb1VufeBvwEn553L228A0AtbTnMSZ7xIURGXzJix7+UUlEyT4BKrxqQwmDM+Z1McW6hYiiYoV2dU7ivLxG6SafsUuSv2bkf JUmMWaWSdKaOZ2dWW5P+0cUHJWVAKlReEiq8XJYV0KXOXmbix0MhJLixgXAv7V5fPmGacbHLbk/R1Z2qVNFNxUC43xWjEVG1dVmL0z1M1bIb+bmL3weBN1/e6/nsb5gWsqw4v4Bja4MMpnMM76EEfOHyCz/AFvjrfnZ/OL+f32lpzNj3PYaucP38BhLa0KA==</latexit><latexit sha1_base64="7TJTuUjm7A8V8knamWwgueSpGWc=">AAACRHicbVBNS8NAEN34bf2qetRDUAQ9WBIveix6sMcKVoU2hs1m0i5uNmF3opaQi0d/iUf1R4h/w f/gTbyK21bBqgMLj/fezOy8IBVco+O8WCOjY+MTk1PTpZnZufmF8uLSiU4yxaDBEpGos4BqEFxCAzkKOEsV0DgQcBpcHPT000tQmifyGLspeDFtSx5xRtFQfnk18vMWdgCp7xbnBsI15qniRbF5veWX152K0y/7L3C/wHp1+/D2/vm2VvcXrXIrTFgWg0QmqNZN10nRy6lCzgQUpVamIaXsgrahaaCkMWgv759R2BuGCe0oUeZJtPvsz46cxlp348A 4Y4od/Vvrkf9pzQyjPS/nMs0QJBssijJhY2L3MrFDroCh6BpAmeLmrzbrUEUZmuSGJ6mr7bZR4kSGXt7bFILmbTl0WQ7Bt6comQzd34n9BSc7FdepuEcmzH0yqCmyQtbIJnHJLqmSGqmTBmHkhtyRB/JoPVmv1pv1PrCOWF89y2SorI9P9Ia1sg==</latexit><latexit sha1_base64="7TJTuUjm7A8V8knamWwgueSpGWc=">AAACRHicbVBNS8NAEN34bf2qetRDUAQ9WBIveix6sMcKVoU2hs1m0i5uNmF3opaQi0d/iUf1R4h/w f/gTbyK21bBqgMLj/fezOy8IBVco+O8WCOjY+MTk1PTpZnZufmF8uLSiU4yxaDBEpGos4BqEFxCAzkKOEsV0DgQcBpcHPT000tQmifyGLspeDFtSx5xRtFQfnk18vMWdgCp7xbnBsI15qniRbF5veWX152K0y/7L3C/wHp1+/D2/vm2VvcXrXIrTFgWg0QmqNZN10nRy6lCzgQUpVamIaXsgrahaaCkMWgv759R2BuGCe0oUeZJtPvsz46cxlp348A 4Y4od/Vvrkf9pzQyjPS/nMs0QJBssijJhY2L3MrFDroCh6BpAmeLmrzbrUEUZmuSGJ6mr7bZR4kSGXt7bFILmbTl0WQ7Bt6comQzd34n9BSc7FdepuEcmzH0yqCmyQtbIJnHJLqmSGqmTBmHkhtyRB/JoPVmv1pv1PrCOWF89y2SorI9P9Ia1sg==</latexit><latexit sha1_base64="u7eg2qhV8ABOWEjIoF/okCfBDgA=">AAACRHicbVDLSsNAFJ3Ud31VXeoiWARdWBI3uhTduKxgW6GNYTK5aYdOJmHmRi0hG7/GrX6E/+A/u BO34vQhWPXCwOGcc++de4JUcI2O82qVZmbn5hcWl8rLK6tr65WNzaZOMsWgwRKRqOuAahBcQgM5CrhOFdA4ENAK+udDvXULSvNEXuEgBS+mXckjzigayq/sRH7ewR4g9d3ixkC4xzxVvCj27w/8StWpOaOy/wJ3AqpkUnV/w6p0woRlMUhkgmrddp0UvZwq5ExAUe5kGlLK+rQLbQMljUF7+eiMwt4zTGhHiTJPoj1if3bkNNZ6EAfGGVPs6d/akPx Pa2cYnXg5l2mGINl4UZQJGxN7mIkdcgUMxcAAyhQ3f7VZjyrK0CQ3PUndHXaNEicy9PLhphA078qpy3IIvj1F2WTo/k7sL2ge1Vyn5l461dOzSZqLZJvskn3ikmNySi5InTQIIw/kkTyRZ+vFerPerY+xtWRNerbIVFmfX1cYsio=</latexit>
yQSJ
<latexit sha1_base64="pmpxilBbwbafOLqdHvy5+dcivQg=">AAACMnicbVDLSsNAFJ3UV62vVpdugkVwY0lE0GXRjcsK9gFtLJPJbTt0MgkzN2oJ+Q23+ hH+jO7ErR/h9CHY1gMDh3Pua44fC67Rcd6t3Mrq2vpGfrOwtb2zu1cs7Td0lCgGdRaJSLV8qkFwCXXkKKAVK6ChL6DpD6/HfvMBlOaRvMNRDF5I+5L3OKNopM7ovoPwhGmseNYtlp2KM4G9TNwZKZMZat2SVewEEUtCkMgE1brtOjF6KVXImYCs0Ek0xJQNaR/ahkoagvbSydGZfWyUwO5FyjyJ9kT925HSUOtR6JvKkOJAL 3pj8T+vnWDv0ku5jBMEyaaLeomwMbLHCdgBV8BQjAyhTHFzq80GVFGGJqf5SerxtG+cMJKBl443BaB5X879LAX/tyYrmAzdxcSWSeOs4joV9/a8XL2apZknh+SInBCXXJAquSE1UieMxOSZvJBX6836sD6tr2lpzpr1HJA5WN8/ZeqrVg==</latexit><latexit sha1_base64="pmpxilBbwbafOLqdHvy5+dcivQg=">AAACMnicbVDLSsNAFJ3UV62vVpdugkVwY0lE0GXRjcsK9gFtLJPJbTt0MgkzN2oJ+Q23+ hH+jO7ErR/h9CHY1gMDh3Pua44fC67Rcd6t3Mrq2vpGfrOwtb2zu1cs7Td0lCgGdRaJSLV8qkFwCXXkKKAVK6ChL6DpD6/HfvMBlOaRvMNRDF5I+5L3OKNopM7ovoPwhGmseNYtlp2KM4G9TNwZKZMZat2SVewEEUtCkMgE1brtOjF6KVXImYCs0Ek0xJQNaR/ahkoagvbSydGZfWyUwO5FyjyJ9kT925HSUOtR6JvKkOJAL 3pj8T+vnWDv0ku5jBMEyaaLeomwMbLHCdgBV8BQjAyhTHFzq80GVFGGJqf5SerxtG+cMJKBl443BaB5X879LAX/tyYrmAzdxcSWSeOs4joV9/a8XL2apZknh+SInBCXXJAquSE1UieMxOSZvJBX6836sD6tr2lpzpr1HJA5WN8/ZeqrVg==</latexit><latexit sha1_base64="pmpxilBbwbafOLqdHvy5+dcivQg=">AAACMnicbVDLSsNAFJ3UV62vVpdugkVwY0lE0GXRjcsK9gFtLJPJbTt0MgkzN2oJ+Q23+ hH+jO7ErR/h9CHY1gMDh3Pua44fC67Rcd6t3Mrq2vpGfrOwtb2zu1cs7Td0lCgGdRaJSLV8qkFwCXXkKKAVK6ChL6DpD6/HfvMBlOaRvMNRDF5I+5L3OKNopM7ovoPwhGmseNYtlp2KM4G9TNwZKZMZat2SVewEEUtCkMgE1brtOjF6KVXImYCs0Ek0xJQNaR/ahkoagvbSydGZfWyUwO5FyjyJ9kT925HSUOtR6JvKkOJAL 3pj8T+vnWDv0ku5jBMEyaaLeomwMbLHCdgBV8BQjAyhTHFzq80GVFGGJqf5SerxtG+cMJKBl443BaB5X879LAX/tyYrmAzdxcSWSeOs4joV9/a8XL2apZknh+SInBCXXJAquSE1UieMxOSZvJBX6836sD6tr2lpzpr1HJA5WN8/ZeqrVg==</latexit><latexit sha1_base64="pmpxilBbwbafOLqdHvy5+dcivQg=">AAACMnicbVDLSsNAFJ3UV62vVpdugkVwY0lE0GXRjcsK9gFtLJPJbTt0MgkzN2oJ+Q23+ hH+jO7ErR/h9CHY1gMDh3Pua44fC67Rcd6t3Mrq2vpGfrOwtb2zu1cs7Td0lCgGdRaJSLV8qkFwCXXkKKAVK6ChL6DpD6/HfvMBlOaRvMNRDF5I+5L3OKNopM7ovoPwhGmseNYtlp2KM4G9TNwZKZMZat2SVewEEUtCkMgE1brtOjF6KVXImYCs0Ek0xJQNaR/ahkoagvbSydGZfWyUwO5FyjyJ9kT925HSUOtR6JvKkOJAL 3pj8T+vnWDv0ku5jBMEyaaLeomwMbLHCdgBV8BQjAyhTHFzq80GVFGGJqf5SerxtG+cMJKBl443BaB5X879LAX/tyYrmAzdxcSWSeOs4joV9/a8XL2apZknh+SInBCXXJAquSE1UieMxOSZvJBX6836sD6tr2lpzpr1HJA5WN8/ZeqrVg==</latexit>
yBVY
<latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5bYdOJmHmRltCf8Otfo Q/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQHvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXi f95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5bYdOJmHmRltCf8Otfo Q/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQHvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXi f95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5bYdOJmHmRltCf8Otfo Q/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQHvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXi f95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5bYdOJmHmRltCf8Otfo Q/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQHvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXi f95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK9as55DMwfr+AWsbq1k=</latexit>
yQSJ, 
<latexit sha1_base64="1Q7/7w/gGdd2NJVWnft8iJftUAQ=">AAACOXic bVDLSsNAFJ3UV62vVpdugkVwoSURQZdFNy4r2Ae0sUwmt+3QySTM3FhL6Ke41Y/wS1y6E7f+gNOHYFsPDBzOua85fiy4Rsd5tzIrq2vrG9nN3Nb2zu5evr Bf01GiGFRZJCLV8KkGwSVUkaOARqyAhr6Aut+/Gfv1R1CaR/IehzF4Ie1K3uGMopHa+cLwoYXwhGms+Oi0FWvezhedkjOBvUzcGSmSGSrtgpVvBRFLQpDIB NW66ToxeilVyJmAUa6VaIgp69MuNA2VNATtpZPbR/axUQK7EynzJNoT9W9HSkOth6FvKkOKPb3ojcX/vGaCnSsv5TJOECSbLuokwsbIHgdhB1wBQzE0hDL Fza0261FFGZq45iepwVnXOGEkAy8dbwpA866c+1kK/m/NKGcydBcTWya185LrlNy7i2L5epZmlhySI3JCXHJJyuSWVEiVMDIgz+SFvFpv1of1aX1NSzPWrO eAzMH6/gH1pa2N</latexit><latexit sha1_base64="1Q7/7w/gGdd2NJVWnft8iJftUAQ=">AAACOXic bVDLSsNAFJ3UV62vVpdugkVwoSURQZdFNy4r2Ae0sUwmt+3QySTM3FhL6Ke41Y/wS1y6E7f+gNOHYFsPDBzOua85fiy4Rsd5tzIrq2vrG9nN3Nb2zu5evr Bf01GiGFRZJCLV8KkGwSVUkaOARqyAhr6Aut+/Gfv1R1CaR/IehzF4Ie1K3uGMopHa+cLwoYXwhGms+Oi0FWvezhedkjOBvUzcGSmSGSrtgpVvBRFLQpDIB NW66ToxeilVyJmAUa6VaIgp69MuNA2VNATtpZPbR/axUQK7EynzJNoT9W9HSkOth6FvKkOKPb3ojcX/vGaCnSsv5TJOECSbLuokwsbIHgdhB1wBQzE0hDL Fza0261FFGZq45iepwVnXOGEkAy8dbwpA866c+1kK/m/NKGcydBcTWya185LrlNy7i2L5epZmlhySI3JCXHJJyuSWVEiVMDIgz+SFvFpv1of1aX1NSzPWrO eAzMH6/gH1pa2N</latexit><latexit sha1_base64="1Q7/7w/gGdd2NJVWnft8iJftUAQ=">AAACOXic bVDLSsNAFJ3UV62vVpdugkVwoSURQZdFNy4r2Ae0sUwmt+3QySTM3FhL6Ke41Y/wS1y6E7f+gNOHYFsPDBzOua85fiy4Rsd5tzIrq2vrG9nN3Nb2zu5evr Bf01GiGFRZJCLV8KkGwSVUkaOARqyAhr6Aut+/Gfv1R1CaR/IehzF4Ie1K3uGMopHa+cLwoYXwhGms+Oi0FWvezhedkjOBvUzcGSmSGSrtgpVvBRFLQpDIB NW66ToxeilVyJmAUa6VaIgp69MuNA2VNATtpZPbR/axUQK7EynzJNoT9W9HSkOth6FvKkOKPb3ojcX/vGaCnSsv5TJOECSbLuokwsbIHgdhB1wBQzE0hDL Fza0261FFGZq45iepwVnXOGEkAy8dbwpA866c+1kK/m/NKGcydBcTWya185LrlNy7i2L5epZmlhySI3JCXHJJyuSWVEiVMDIgz+SFvFpv1of1aX1NSzPWrO eAzMH6/gH1pa2N</latexit><latexit sha1_base64="1Q7/7w/gGdd2NJVWnft8iJftUAQ=">AAACOXic bVDLSsNAFJ3UV62vVpdugkVwoSURQZdFNy4r2Ae0sUwmt+3QySTM3FhL6Ke41Y/wS1y6E7f+gNOHYFsPDBzOua85fiy4Rsd5tzIrq2vrG9nN3Nb2zu5evr Bf01GiGFRZJCLV8KkGwSVUkaOARqyAhr6Aut+/Gfv1R1CaR/IehzF4Ie1K3uGMopHa+cLwoYXwhGms+Oi0FWvezhedkjOBvUzcGSmSGSrtgpVvBRFLQpDIB NW66ToxeilVyJmAUa6VaIgp69MuNA2VNATtpZPbR/axUQK7EynzJNoT9W9HSkOth6FvKkOKPb3ojcX/vGaCnSsv5TJOECSbLuokwsbIHgdhB1wBQzE0hDL Fza0261FFGZq45iepwVnXOGEkAy8dbwpA866c+1kK/m/NKGcydBcTWya185LrlNy7i2L5epZmlhySI3JCXHJJyuSWVEiVMDIgz+SFvFpv1of1aX1NSzPWrO eAzMH6/gH1pa2N</latexit>
Prediction Target
g HFO
✓2
(x, yQSJ, )
<latexit sha1_base64="Epms109afkLPDajCuu5zCsO0R7U=">AAACVnicbVDLSsQwFE3raxxfVZduioOgoEMrgi4H3bhUcFSYqSVN73SCaVqSW3Uo/Qu/xq1+hP 6MmHkIjnogcHLOvbm5J8oF1+h5H5Y9Mzs3v1BbrC8tr6yuOesb1zorFIM2y0SmbiOqQXAJbeQo4DZXQNNIwE10fzb0bx5AaZ7JKxzkEKQ0kbzHGUUjhU4zuSu7CE9YJiCrKjSXPiAND6vdp/3B3djKFa/2u7nme6HT8JreCO5f4k9Ig0xwEa5bTjfOWJGCRCao1h3fyzEoqULOBFT1bqEhp+yeJtAxVNIUdFCOFqvcHaPEbi9T5kh0R+rPj pKmWg/SyFSmFPv6tzcU//M6BfZOgpLLvECQbDyoVwgXM3eYkhtzBQzFwBDKFDd/dVmfKsrQZDn9kno8SIyTZjIOyuGkGDRP5NRmJUTfNVXdZOj/TuwvuT5s+l7TvzxqtE4nadbIFtkmu8Qnx6RFzskFaRNGnskLeSVv1rv1ac/ZC+NS25r0bJIp2M4XalO3EQ==</latexit><latexit sha1_base64="Epms109afkLPDajCuu5zCsO0R7U=">AAACVnicbVDLSsQwFE3raxxfVZduioOgoEMrgi4H3bhUcFSYqSVN73SCaVqSW3Uo/Qu/xq1+hP 6MmHkIjnogcHLOvbm5J8oF1+h5H5Y9Mzs3v1BbrC8tr6yuOesb1zorFIM2y0SmbiOqQXAJbeQo4DZXQNNIwE10fzb0bx5AaZ7JKxzkEKQ0kbzHGUUjhU4zuSu7CE9YJiCrKjSXPiAND6vdp/3B3djKFa/2u7nme6HT8JreCO5f4k9Ig0xwEa5bTjfOWJGCRCao1h3fyzEoqULOBFT1bqEhp+yeJtAxVNIUdFCOFqvcHaPEbi9T5kh0R+rPj pKmWg/SyFSmFPv6tzcU//M6BfZOgpLLvECQbDyoVwgXM3eYkhtzBQzFwBDKFDd/dVmfKsrQZDn9kno8SIyTZjIOyuGkGDRP5NRmJUTfNVXdZOj/TuwvuT5s+l7TvzxqtE4nadbIFtkmu8Qnx6RFzskFaRNGnskLeSVv1rv1ac/ZC+NS25r0bJIp2M4XalO3EQ==</latexit><latexit sha1_base64="Epms109afkLPDajCuu5zCsO0R7U=">AAACVnicbVDLSsQwFE3raxxfVZduioOgoEMrgi4H3bhUcFSYqSVN73SCaVqSW3Uo/Qu/xq1+hP 6MmHkIjnogcHLOvbm5J8oF1+h5H5Y9Mzs3v1BbrC8tr6yuOesb1zorFIM2y0SmbiOqQXAJbeQo4DZXQNNIwE10fzb0bx5AaZ7JKxzkEKQ0kbzHGUUjhU4zuSu7CE9YJiCrKjSXPiAND6vdp/3B3djKFa/2u7nme6HT8JreCO5f4k9Ig0xwEa5bTjfOWJGCRCao1h3fyzEoqULOBFT1bqEhp+yeJtAxVNIUdFCOFqvcHaPEbi9T5kh0R+rPj pKmWg/SyFSmFPv6tzcU//M6BfZOgpLLvECQbDyoVwgXM3eYkhtzBQzFwBDKFDd/dVmfKsrQZDn9kno8SIyTZjIOyuGkGDRP5NRmJUTfNVXdZOj/TuwvuT5s+l7TvzxqtE4nadbIFtkmu8Qnx6RFzskFaRNGnskLeSVv1rv1ac/ZC+NS25r0bJIp2M4XalO3EQ==</latexit><latexit sha1_base64="Epms109afkLPDajCuu5zCsO0R7U=">AAACVnicbVDLSsQwFE3raxxfVZduioOgoEMrgi4H3bhUcFSYqSVN73SCaVqSW3Uo/Qu/xq1+hP 6MmHkIjnogcHLOvbm5J8oF1+h5H5Y9Mzs3v1BbrC8tr6yuOesb1zorFIM2y0SmbiOqQXAJbeQo4DZXQNNIwE10fzb0bx5AaZ7JKxzkEKQ0kbzHGUUjhU4zuSu7CE9YJiCrKjSXPiAND6vdp/3B3djKFa/2u7nme6HT8JreCO5f4k9Ig0xwEa5bTjfOWJGCRCao1h3fyzEoqULOBFT1bqEhp+yeJtAxVNIUdFCOFqvcHaPEbi9T5kh0R+rPj pKmWg/SyFSmFPv6tzcU//M6BfZOgpLLvECQbDyoVwgXM3eYkhtzBQzFwBDKFDd/dVmfKsrQZDn9kno8SIyTZjIOyuGkGDRP5NRmJUTfNVXdZOj/TuwvuT5s+l7TvzxqtE4nadbIFtkmu8Qnx6RFzskFaRNGnskLeSVv1rv1ac/ZC+NS25r0bJIp2M4XalO3EQ==</latexit>
(a) Two networks applied in MAXL
yBVY
<latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5b YdOJmHmRltCf8OtfoQ/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQ HvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXif95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK 9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5b YdOJmHmRltCf8OtfoQ/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQ HvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXif95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK 9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5b YdOJmHmRltCf8OtfoQ/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQ HvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXif95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK 9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5b YdOJmHmRltCf8OtfoQ/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQ HvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXif95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK 9as55DMwfr+AWsbq1k=</latexit>
yQSJ = 0
<latexit sha1_base64="RMst+v0LzEh4uaL0NYIBsRIs6Ww=">AAACN3icbVDLSgMxFM34rPXV6tJNsAhuLDMi6EYQ3bisYB/QjiWTu W2DmcyQ3FHL0C9xqx/hp7hyJ279A9OHYFsPBA7n3FdOkEhh0HXfnYXFpeWV1dxafn1jc2u7UNypmTjVHKo8lrFuBMyAFAqqKFBCI9HAokBCPbi/Gvr1B9BGxOoW+wn4Eesq0RGcoZXahe3+XQvhCbNEi8E5dduFklt2R6DzxJuQEpmg0i46hVYY8zQChVwyY5qem6CfMY2CSxjkW6 mBhPF71oWmpYpFYPxsdPmAHlglpJ1Y26eQjtS/HRmLjOlHga2MGPbMrDcU//OaKXbO/EyoJEVQfLyok0qKMR3GQEOhgaPsW8K4FvZWyntMM442rOlJ+vGoa50oVqGfDTeFYERXTf0sg+C3ZpC3GXqzic2T2nHZc8vezUnp4nKSZo7skX1ySDxySi7INamQKuEkJc/khbw6b86H8+l 8jUsXnEnPLpmC8/0DXcGsMg==</latexit><latexit sha1_base64="RMst+v0LzEh4uaL0NYIBsRIs6Ww=">AAACN3icbVDLSgMxFM34rPXV6tJNsAhuLDMi6EYQ3bisYB/QjiWTu W2DmcyQ3FHL0C9xqx/hp7hyJ279A9OHYFsPBA7n3FdOkEhh0HXfnYXFpeWV1dxafn1jc2u7UNypmTjVHKo8lrFuBMyAFAqqKFBCI9HAokBCPbi/Gvr1B9BGxOoW+wn4Eesq0RGcoZXahe3+XQvhCbNEi8E5dduFklt2R6DzxJuQEpmg0i46hVYY8zQChVwyY5qem6CfMY2CSxjkW6 mBhPF71oWmpYpFYPxsdPmAHlglpJ1Y26eQjtS/HRmLjOlHga2MGPbMrDcU//OaKXbO/EyoJEVQfLyok0qKMR3GQEOhgaPsW8K4FvZWyntMM442rOlJ+vGoa50oVqGfDTeFYERXTf0sg+C3ZpC3GXqzic2T2nHZc8vezUnp4nKSZo7skX1ySDxySi7INamQKuEkJc/khbw6b86H8+l 8jUsXnEnPLpmC8/0DXcGsMg==</latexit><latexit sha1_base64="RMst+v0LzEh4uaL0NYIBsRIs6Ww=">AAACN3icbVDLSgMxFM34rPXV6tJNsAhuLDMi6EYQ3bisYB/QjiWTu W2DmcyQ3FHL0C9xqx/hp7hyJ279A9OHYFsPBA7n3FdOkEhh0HXfnYXFpeWV1dxafn1jc2u7UNypmTjVHKo8lrFuBMyAFAqqKFBCI9HAokBCPbi/Gvr1B9BGxOoW+wn4Eesq0RGcoZXahe3+XQvhCbNEi8E5dduFklt2R6DzxJuQEpmg0i46hVYY8zQChVwyY5qem6CfMY2CSxjkW6 mBhPF71oWmpYpFYPxsdPmAHlglpJ1Y26eQjtS/HRmLjOlHga2MGPbMrDcU//OaKXbO/EyoJEVQfLyok0qKMR3GQEOhgaPsW8K4FvZWyntMM442rOlJ+vGoa50oVqGfDTeFYERXTf0sg+C3ZpC3GXqzic2T2nHZc8vezUnp4nKSZo7skX1ySDxySi7INamQKuEkJc/khbw6b86H8+l 8jUsXnEnPLpmC8/0DXcGsMg==</latexit><latexit sha1_base64="RMst+v0LzEh4uaL0NYIBsRIs6Ww=">AAACN3icbVDLSgMxFM34rPXV6tJNsAhuLDMi6EYQ3bisYB/QjiWTu W2DmcyQ3FHL0C9xqx/hp7hyJ279A9OHYFsPBA7n3FdOkEhh0HXfnYXFpeWV1dxafn1jc2u7UNypmTjVHKo8lrFuBMyAFAqqKFBCI9HAokBCPbi/Gvr1B9BGxOoW+wn4Eesq0RGcoZXahe3+XQvhCbNEi8E5dduFklt2R6DzxJuQEpmg0i46hVYY8zQChVwyY5qem6CfMY2CSxjkW6 mBhPF71oWmpYpFYPxsdPmAHlglpJ1Y26eQjtS/HRmLjOlHga2MGPbMrDcU//OaKXbO/EyoJEVQfLyok0qKMR3GQEOhgaPsW8K4FvZWyntMM442rOlJ+vGoa50oVqGfDTeFYERXTf0sg+C3ZpC3GXqzic2T2nHZc8vezUnp4nKSZo7skX1ySDxySi7INamQKuEkJc/khbw6b86H8+l 8jUsXnEnPLpmC8/0DXcGsMg==</latexit>
yQSJ = 1
<latexit sha1_base64="35Cc4fhgKu0FHA1ZLgXhGmiIDMc=">AAACN3icbVDLSsNAFJ3UV62Ptrp0M1gEN5ZEBN0IRTcuFawKbSyTy W0dOpmEmRu1hHyJW/0IP8WVO3HrHzitEax6YOBwzn3NCRIpDLrui1OamZ2bXygvVpaWV1artfrahYlTzaHNYxnrq4AZkEJBGwVKuEo0sCiQcBkMj8f+5S1oI2J1jqME/IgNlOgLztBKvVp1dN1FuMcs0SI/pF6v1nCb7gT0L/EK0iAFTnt1p9YNY55GoJBLZkzHcxP0M6ZRcAl5pZ saSBgfsgF0LFUsAuNnk8tzumWVkPZjbZ9COlF/dmQsMmYUBbYyYnhjfntj8T+vk2L/wM+ESlIExb8W9VNJMabjGGgoNHCUI0sY18LeSvkN04yjDWt6kr7bGVgnilXoZ+NNIRgxUFM/yyD4rskrNkPvd2J/ycVu03Ob3tleo3VUpFkmG2STbBOP7JMWOSGnpE04SckDeSRPzrPz6rw 571+lJafoWSdTcD4+AV+ErDM=</latexit><latexit sha1_base64="35Cc4fhgKu0FHA1ZLgXhGmiIDMc=">AAACN3icbVDLSsNAFJ3UV62Ptrp0M1gEN5ZEBN0IRTcuFawKbSyTy W0dOpmEmRu1hHyJW/0IP8WVO3HrHzitEax6YOBwzn3NCRIpDLrui1OamZ2bXygvVpaWV1artfrahYlTzaHNYxnrq4AZkEJBGwVKuEo0sCiQcBkMj8f+5S1oI2J1jqME/IgNlOgLztBKvVp1dN1FuMcs0SI/pF6v1nCb7gT0L/EK0iAFTnt1p9YNY55GoJBLZkzHcxP0M6ZRcAl5pZ saSBgfsgF0LFUsAuNnk8tzumWVkPZjbZ9COlF/dmQsMmYUBbYyYnhjfntj8T+vk2L/wM+ESlIExb8W9VNJMabjGGgoNHCUI0sY18LeSvkN04yjDWt6kr7bGVgnilXoZ+NNIRgxUFM/yyD4rskrNkPvd2J/ycVu03Ob3tleo3VUpFkmG2STbBOP7JMWOSGnpE04SckDeSRPzrPz6rw 571+lJafoWSdTcD4+AV+ErDM=</latexit><latexit sha1_base64="35Cc4fhgKu0FHA1ZLgXhGmiIDMc=">AAACN3icbVDLSsNAFJ3UV62Ptrp0M1gEN5ZEBN0IRTcuFawKbSyTy W0dOpmEmRu1hHyJW/0IP8WVO3HrHzitEax6YOBwzn3NCRIpDLrui1OamZ2bXygvVpaWV1artfrahYlTzaHNYxnrq4AZkEJBGwVKuEo0sCiQcBkMj8f+5S1oI2J1jqME/IgNlOgLztBKvVp1dN1FuMcs0SI/pF6v1nCb7gT0L/EK0iAFTnt1p9YNY55GoJBLZkzHcxP0M6ZRcAl5pZ saSBgfsgF0LFUsAuNnk8tzumWVkPZjbZ9COlF/dmQsMmYUBbYyYnhjfntj8T+vk2L/wM+ESlIExb8W9VNJMabjGGgoNHCUI0sY18LeSvkN04yjDWt6kr7bGVgnilXoZ+NNIRgxUFM/yyD4rskrNkPvd2J/ycVu03Ob3tleo3VUpFkmG2STbBOP7JMWOSGnpE04SckDeSRPzrPz6rw 571+lJafoWSdTcD4+AV+ErDM=</latexit><latexit sha1_base64="35Cc4fhgKu0FHA1ZLgXhGmiIDMc=">AAACN3icbVDLSsNAFJ3UV62Ptrp0M1gEN5ZEBN0IRTcuFawKbSyTy W0dOpmEmRu1hHyJW/0IP8WVO3HrHzitEax6YOBwzn3NCRIpDLrui1OamZ2bXygvVpaWV1artfrahYlTzaHNYxnrq4AZkEJBGwVKuEo0sCiQcBkMj8f+5S1oI2J1jqME/IgNlOgLztBKvVp1dN1FuMcs0SI/pF6v1nCb7gT0L/EK0iAFTnt1p9YNY55GoJBLZkzHcxP0M6ZRcAl5pZ saSBgfsgF0LFUsAuNnk8tzumWVkPZjbZ9COlF/dmQsMmYUBbYyYnhjfntj8T+vk2L/wM+ESlIExb8W9VNJMabjGGgoNHCUI0sY18LeSvkN04yjDWt6kr7bGVgnilXoZ+NNIRgxUFM/yyD4rskrNkPvd2J/ycVu03Ob3tleo3VUpFkmG2STbBOP7JMWOSGnpE04SckDeSRPzrPz6rw 571+lJafoWSdTcD4+AV+ErDM=</latexit>
yBVY
<latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5b YdOJmHmRltCf8OtfoQ/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQ HvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXif95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK 9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5b YdOJmHmRltCf8OtfoQ/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQ HvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXif95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK 9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5b YdOJmHmRltCf8OtfoQ/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQ HvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXif95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK 9as55DMwfr+AWsbq1k=</latexit><latexit sha1_base64="wyD1LUrzWlVFLm63FXJsRtIZbkM=">AAACMnicbVDLSsNAFJ34rPXV6tJNsAhuLIkIuiy6cVnBPqCNZTK5b YdOJmHmRltCf8OtfoQ/oztx60c4aSvY1gMDh3Pua44fC67Rcd6tldW19Y3N3FZ+e2d3b79QPKjrKFEMaiwSkWr6VIPgEmrIUUAzVkBDX0DDH9xkfuMRlOaRvMdRDF5Ie5J3OaNopPbooY0wxJQmw3GnUHLKzgT2MnFnpERmqHaKVqEdRCwJQSITVOuW68TopVQhZwLG+XaiIaZsQ HvQMlTSELSXTo4e2ydGCexupMyTaE/Uvx0pDbUehb6pDCn29aKXif95rQS7V17KZZwgSDZd1E2EjZGdJWAHXAFDMTKEMsXNrTbrU0UZmpzmJ6mns55xwkgGXpptCkDznpz7WQr+b804bzJ0FxNbJvXzsuuU3buLUuV6lmaOHJFjckpcckkq5JZUSY0wEpNn8kJerTfrw/q0vqalK 9as55DMwfr+AWsbq1k=</latexit>
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(b) SoftMax versus Mask SoftMax
Figure 2: (a) Illustration of the two networks which make up MAXL. Dashed white boxes represent
data generated by neural networks, solid white boxes represent given data, and coloured boxes
represent functions. The double arrow represents equivalence. (b) Illustration of vanilla SoftMax and
Mask SoftMax with 2 primary classes. Vanilla SoftMax outputs over all 4 auxiliary classes, whereas
Mask SoftMax outputs over a hierarchical structure ψ = [2, 2].
ground-truth labels for the primary task. For both the primary and auxiliary tasks, we apply the focal
loss [22] with a focusing parameter γ = 2, defined as:
L(yˆ, y) = −y(1− yˆ)γ log(yˆ), (1)
where yˆ is the predicted label and y is the target label. The focal loss helps to focus on the incorrectly
predicted labels, which we found improved performance during our experimental evaluation compared
with the regular cross-entropy log loss.
To update parameters θ1 of the multi-task network, we define the multi-task objective as follows:
argmin
θ1
(
L(f priθ1 (x(i)), y
pri
(i)) + L(f auxθ1 (x(i)), yaux(i) )
)
(2)
where (i) represents the ith batch from the training data, and yaux(i) = g
gen
θ2
(x(i), y
pri
(i), ψ) is generated
by the label-generation network.
In the second stage of each epoch, the label-generation network is then updated by encouraging
auxiliary labels to be chosen such that, if the multi-task network were to be trained using these
auxiliary labels, the performance of the primary task would be maximised on this same training data.
Leveraging the performance of the multi-task network to train the label-generation network can be
considered as a form of meta learning. Therefore, to update parameters θ2 of the label-generation
network, we define the meta objective as follows:
argmin
θ2
L(f pri
θ+1
(x(i)), y
pri
(i)) . (3)
Here, θ+1 represents the weights of the multi-task network after one gradient update using the
multi-task loss defined in Equation 2:
θ+1 = θ1 − α∇θ1
(
L(fpriθ1 (x(i)), y
pri
(i)) + L(f auxθ1 (x(i)), yaux(i) )
)
, (4)
where α is the learning rate.
The trick in this meta objective is that we perform a derivative over a derivative (a Hessian matrix) to
update θ2, by using a retained computational graph of θ+1 in order to compute derivatives with respect
to θ2. This second derivative trick was also proposed in several other meta-learning frameworks such
as [10] and [35].
However, we found that the generated auxiliary labels can easily collapse, such that the label-
generation network always generates the same auxiliary label. This leaves parameters θ2 in a local
4
minimum without producing any extra useful knowledge. Therefore, to encourage the network to
learn more complex and informative auxiliary tasks, we further apply an entropy lossH(yaux) as a
regularisation term in the meta objective. A detailed explanation of the entropy loss and the collapsing
label problem is given in Section 3.4. Finally, we update MAXL’s label generation network by
θ2 ← θ2 − β∇θ2
(
L(f pri
θ+1
(x(i)), y
pri
(i)) + λH(yaux(i) )
)
. (5)
Overall, the entire MAXL algorithm is defined as follows:
Algorithm 1: The MAXL algorithm
Initialise: Network parameters: θ1, θ2; Hierarchical structure: ψ
Initialise: Learning rate: α, β; Entropy weighting: λ
while not converged do
for each training iteration i do
# fetch one batch of training data
(x(i), y
pri
(i)) ∈ (x, y)
# auxiliary-training step
Update: θ1 ← θ1 − α∇θ1
(
L(f priθ1 (x(i)), y
pri
(i)) + L(f auxθ1 (x(i)), gθ2(x(i), y
pri
(i), ψ))
)
end
for each training iteration i do
# fetch one batch of training data
(x(i), y
pri
(i)) ∈ (x, y)
# retain training computational graph
Compute: θ+1 = θ1 − α∇θ1
(
L(f priθ1 (x(i)), y
pri
(i)) + L(f auxθ1 (x(i)), gθ2(x(i), y
pri
(i), ψ))
)
# meta-training step (second derivative trick)
Update: θ2 ← θ2 − β∇θ2
(
L(f pri
θ+1
(x(i)), y
pri
(i)) + λH(yaux(i) )
)
end
end
3.3 Mask SoftMax for Hierarchical Predictions
As previously discussed, we include a hierarchy ψ which defines the number of auxiliary classes
per primary class. To implement this, we designed a modified SoftMax function, which we call
Mask SoftMax, to predict auxiliary labels only for certain auxiliary classes. This takes ground-truth
primary task label y, and the hierarchy ψ, and creates a binary mask M = B(y, ψ). The mask is
zero everywhere, except for ones across the set of auxiliary classes associated with y. For example,
consider a primary task with 2 classes y = 0, 1, and a hierarchy of ψ = [2, 2] as in Figure 2b. In this
case, the binary masks are M = [1, 1, 0, 0] for y = 0, and [0, 0, 1, 1] for y = 1.
Applying this mask element-wise to the standard SoftMax function then allows the label-prediction
network to assign auxiliary labels only to relevant auxiliary classes:
SoftMax: p(yˆi) =
exp yˆi∑
i exp yˆi
, Mask SoftMax: p(yˆi) =
expM  yˆi∑
i expM  yˆi
, (6)
where p(yˆi) represents the probability of the generated auxiliary label yˆ over class i, and represents
element-wise multiplication. Note that no domain knowledge is required to define the hierarchy, and
MAXL performs well across a range of values for ψ as shown in Section 4.2.
3.4 The Collapsing Class Problem
As previously discussed, we introduce an additional regularisation loss, which we call the entropy
loss H(yˆ(i)). This encourages high entropy across the auxiliary class prediction space, which in
turn encourages the label-prediction network to fully utilise all auxiliary classes. The entropy
loss calculates the KL divergence between the predicted auxiliary label space yˆ(i), and a uniform
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distribution U , for each ith batch. This is equivalent to calculating the entropy of the predicted label
space, and is defined as:
H(yˆ(i)) =
K∑
k=1
yˆk(i) log yˆ
k
(i), yˆ
k
(i) =
1
N
N∑
n=1
yˆk(i)[n]. (7)
where K is the total number of auxiliary classes, and N is the training batch size.
4 Experiments
In this section, we present experimental results to evaluate MAXL with respect to several baselines
and datasets on image classification. Please see the Appendix for further results, and a description of
negative results for other implementations we attempted.
4.1 Experimental Setup
Datasets We evaluated on seven different datasets, with varying sizes and complexities. One
of these, CIFAR-100 [18], contains a manually-defined 2-level hierarchical structure, which we
expanded into a 4-level hierarchy by manually assigning data for the new levels, to create a hierarchy
of {3, 10, 20, 100} classes (see Appendix A) . This hierarchy was then used for ground-truth auxiliary
labels for the Human baseline (see below). For the other six datasets: MNIST [19], SVHN [12],
CIFAR-10 [18], ImageNet [7], CINIC-10 [6] and UCF-101 [32], a hierarchy is either not available or
difficult to access, and so no ground-truth auxiliary labels exist. All larger datasets were rescaled to
resolution [32× 32] to accelerate training.
Baselines We compare MAXL to a number of baselines. First, we compare with Single Task, which
trains only with the primary class label and does not employ auxiliary learning. This comparison was
done to determine whether MAXL could improve classification performance without needing any
extra labelled data. Then, we compare to three baselines for generating auxiliary labels: Random,
K-Means, and Human, to evaluate the effectiveness of MAXL’s meta-learning for label generation.
Random assigns each training image to random auxiliary classes in a randomly generated (well-
balanced) hierarchy. K-Means determines auxiliary labels via unsupervised clustering using K-Means
[13], performed on the latent representation of an auto-encoder, with clustering updated after every
training iteration. Human uses the human-defined hierarchy of CIFAR-100, where the auxiliary
classes are at a lower (finer-grained) level hierarchy to the primary classes. Note that in order to
compare these baselines to Human, they were only evaluated on CIFAR-100 because this is the only
dataset containing a human-defined hierarchy (and hence ground-truth auxiliary labels).
4.2 Comparison to Single Task Learning
First, we compare MAXL to a single-task learning baseline, to determine whether MAXL can
improve recognition accuracy without needing access to any additional data. To test the robustness
of MAXL, we evaluate it on 3 different networks: a simple 4-layer ConvNet, VGG-16 [30], and
ResNet-32 [14]. We used hyper-parameter search for all networks and applied regularisation methods
in order to achieve optimal performance (details in Appendix B) . Since the power of MAXL lies in
its ability to work without domain knowledge, we tested MAXL across a range of hierarchies ψ, to
study if it is effective without needing to tune this hierarchy for each dataset. Here, the hierarchies
are well balanced such that ψ[i] is the same for all i (for all primary classes).
Table 1 shows the test accuracy of MAXL and single-task learning, with each accuracy averaged
over three individual runs. We see that MAXL consistently outperforms single-task learning across
all six datasets, despite both methods using exactly the same training data. We also see that MAXL
outperforms single-task learning across almost all tested values of ψ, showing the robustness of our
method without requiring domain knowledge or a manually-defined hierarchy.
4.3 Comparison to Auxiliary Label Generation Baselines
Next, we compare MAXL to a number of baseline methods for generating auxiliary labels, on
CIFAR-100. Here, all the baselines were trained without any regularisation, to isolate the effect
of auxiliary learning and test generalisation ability purely from auxiliary tasks. This dataset has a
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Datasets Backbone Single
MAXL, ψ[i] =
2 3 5 10
MNIST 4-layer ConvNet 99.57± 0.02 99.56± 0.04 99.71± 0.02 99.59± 0.03 99.57± 0.02
SVHN 4-layer ConvNet 94.05± 0.07 94.39± 0.08 94.38± 0.07 94.59± 0.12 94.41± 0.09
CIFAR-10 VGG-16 92.77± 0.13 93.27± 0.09 93.47± 0.08 93.49± 0.05 93.10± 0.08
ImageNet VGG-16 46.67± 0.12 46.82± 0.14 46.97± 0.10 47.02± 0.11 46.85± 0.11
CINIC-10 ResNet-32 85.12± 0.08 85.66± 0.07 85.72± 0.07 85.83± 0.08 85.80± 0.10
UCF-101 ResNet-32 53.15± 0.12 54.19± 0.18 55.39± 0.16 54.70± 0.12 54.32± 0.18
Table 1: Comparison of MAXL with single-task learning, across a range of hierarchies. We reported
results from three individual runs, and the best performance for each dataset is marked with bold.
manually-defined hierarchy, which is used in Human for ground-truth auxiliary labels. However,
MAXL, Random, and K-Means do not require any human knowledge or manually-defined hierarchy
to generate auxiliary labels. Therefore, as in Section 4.2, a hierarchy ψ is defined, assigning each
primary class a set of auxiliary classes. We created well-balanced hierarchies by assigning an equal
number of auxiliary classes per primary class. For cases where the hierarchy was unbalanced by one
auxiliary class, we randomly chose which primary classes are assigned each number of auxiliary
classes in ψ. We ran each experiment three times and averaged the results. To understand the
usefulness of entropy loss, we also present results in CIFAR-100 datasets with and without entropy
loss in Appendix C.
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Figure 3: Learning curves for the CIFAR-100 test dataset, comparing MAXL with baseline methods
for generating auxiliary labels. Our version of CIFAR-100 has a four-level hierarchy of {3, 10, 20,
100} classes per level, and we use this to create the hierarchy ψ for auxiliary learning.
Test accuracy curves are presented in Figure 3, using all possible combinations of the numbers of
primary classes and total auxiliary classes in CIFAR-100 (where the auxiliary classes are at a lower
hierarchical level to the primary classes). We observe that MAXL outperforms Single Task, Random,
and K-Means. Note that K-Means required significantly longer training time than MAXL due to the
need to run clustering after each iteration. Also note that the superior performance of MAXL over
these three baselines occurs despite all four methods using exactly the same data. Finally, we observe
that MAXL performs similarly to Human, despite this baseline requiring manually-defined auxiliary
labels for the entire training dataset. With performance of MAXL similar to that of a system using
human-defined auxiliary labels, we see strong evidence that MAXL is able to learn to generalise
effectively in a self-supervised manner.
4.4 Understanding the Utility of Auxiliary Labels
In [9], the cosine similarity between gradients produced by the auxiliary and primary losses was used
to determine the task weighting in the overall loss function. We use this same idea to visualise the
utility of a set of auxiliary labels for improving the performance of the primary task. Intuitively, a
cosine similarity of -1 indicates that the auxiliary labels work against the primary task. A cosine
similarity of 0 indicates that the auxiliary labels have no impact on the primary task. And a cosine
similarity of 1 indicates that the auxiliary labels are learning the same features as the primary task,
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and so offer no useful information. Therefore, the cosine similarity for the gradient produced from
optimal auxiliary labels should be between 0 and 1 to ensure that they assist the primary task.
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Figure 4: Cosine similarity measurement be-
tween the auxiliary loss gradient and primary
loss gradient, on the shared representation in
the multi-task network.
In Figure 4, we show the cosine similarity mea-
surements of gradients in the shared layers of the
multi-task network, trained on 3 primary classes and
10, 20 and 100 total auxiliary classes from CIFAR-
100 (see the full version with all 6 pairs of hier-
archies in Appendix D). We observe that baseline
methods Human and Random, with fixed auxiliary
labels, reach their maximal similarity at an early
stage during training, which then drops significantly
afterwards. K-Means produces smooth auxiliary
gradients throughout training, but its similarity de-
pends on the number of auxiliary classes. In com-
parison, MAXL produces auxiliary gradients with
high similarity throughout the entire training period,
and consistently so across the number of auxiliary
classes. Whilst we cannot say what the optimal co-
sine similarity should be, it is clear that MAXL’s
auxiliary labels affect primary task performance in
a very different way to the other baselines.
Due to MAXL’s cosine similarity measurements being greater than zero across the entire training
stage, a standard gradient update rule for shared feature space is then guaranteed to converge to a
local minima given a small learning rate [9].
4.5 Visualisations of Generated Knowledge
In Figure 5, we visualise 2D embeddings of examples from the CIFAR-100 test dataset, on two
different hierarchies. The visualisations are computed using t-SNE [24] on the final feature layer of
the multi-task network, and compared across three methods: our MAXL method, the Human baseline,
and the Single Task baseline.
Single Task Human MAXLSingle Task Human MAXL
PRI 3 | AUX 10 PRI 20 | AUX 100
Figure 5: t-SNE visualisation of the learned final layer of the multi-task network, trained on CIFAR-
100 with two different hierarchies. Colours represent the primary classes.
This visualisation shows the separability of primary classes after being trained with the multi-task
network. Qualitatively, we see that both MAXL and Human show better separation of the primary
classes than with Single Task, owing to the generalisation effect of the auxiliary learning. This again
shows the effectiveness of MAXL whilst requiring no additional human knowledge.
We also show examples of images assigned to the same auxiliary class through MAXL’s label-
generation network. Figure 6 shows example images with the highest prediction probabilities for
three random auxiliary classes from CIFAR-100, using the hierarchy of 20 primary classes and 100
total auxiliary classes (5 auxiliary classes per primary class), which showed the best performance of
MAXL in Figure 3. In addition, we also present examples on MNIST, in which 3 auxiliary classes
were used for each of the 10 primary classes.
To our initial surprise, only part of the generated auxiliary labels visualised in both dataset show
human-understandable knowledge. We can observe that the auxiliary classes #1 and #2 of digit nine
are clustered by the direction of the ‘tail’, and auxiliary classes #2 and #3 of digit seven are clustered
by the distinction of the ‘horizontal line’. But in most cases, there are no obvious similarities within
each auxiliary class in terms of shape, colour, style, structure or semantic meaning. However, this
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aquatic
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flowers
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Figure 6: Visualisation of 5 test examples with the highest prediction probability, for each of 3
randomly selected auxiliary classes, for different primary classes. We present the visualisation for
CIFAR-100 (top) when trained with 20 primary classes and 5 auxiliary classes per primary class, and
for MNIST (bottom) when trained with 10 primary classes and 3 auxiliary classes per primary class.
makes more sense when we re-consider the role of the label-generation network, which is to assign
auxiliary labels which assist the primary task, rather than grouping images in terms of semantic or
visual similarity. The label-generation network would therefore be more effective if it were to group
images in terms of a shared aspect of reasoning which the primary task is currently struggling to
learn, which may not be human intepretable.
Furthermore, we discovered that the generated auxiliary knowledge is not deterministic, since the top
predicted candidates are different when we re-train the network from scratch. We therefore speculate
that using a human-defined hierarchy is just one out of a potentially infinite number of local optima,
and on each run of training, the label-generation network produces another of these local optima.
5 Conclusion & Future Work
In this paper, we have presented Meta AuXiliary Learning (MAXL) for generating optimal auxiliary
labels which, when trained alongside a primary task in a multi-task setup, improve the performance
of the primary task. Rather than employing domain knowledge and human-defined auxiliary tasks
as is typically required, MAXL is self-supervised and, combined with its general nature, has the
potential to automate the process of generalisation to new levels.
Our evaluation on multiple datasets has shown the performance of MAXL in an image classification
setup, where the auxiliary task is to predict sub-class, hierarchical labels for an image. We have
shown that MAXL significantly outperforms other baselines for generating auxiliary labels, and is
competitive even when human-defined knowledge is used to manually construct the auxiliary labels.
The general nature of MAXL also opens up questions about how self-supervised auxiliary learning
may be used to learn generic auxiliary tasks, beyond sub-class image classification. During our
experiments, we also ran preliminary experiments on predicting arbitrary vectors such that the
auxiliary task becomes a regression, but results so far have been inconclusive. However, the ability of
MAXL to potentially learn flexible auxiliary tasks which can automatically be tuned for the primary
task, now offers an exciting direction towards automated generalisation across a wide range of more
complex tasks.
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A 4-level CIFAR-100 Dataset
3 Class 10 Class 20 Class 100 Class
animals
large animals
reptiles crocodile, dinosaur, lizard, snake, turtle
large carnivores bear, leopard, lion, tiger, wolf
large omnivores and herbivores camel, cattle, chimpanzee, elephant, kangaroo
medium animals
aquatic mammals beaver, dolphin, otter, seal, whale
medium-sized mammals fox, porcupine, possum, raccoon, skunk
small animals
small mammals hamster, mouse, rabbit, shrew, squirrel
fish aquarium fish, flatfish, ray, shark, trout
invertebrates
insects bee, beetle, butterfly, caterpillar, cockroach
non-insect invertebrates crab, lobster, snail, spider, worm
people people baby, boy, girl, man, woman
vegetations vegetations
flowers orchids, poppies, roses, sunflowers, tulips
fruit and vegetables apples, mushrooms, oranges, pears, peppers
trees maple, oak, palm, pine, willow
objects and scenes
household objects
food containers bottles, bowls, cans, cups, plates
household electrical devices clock, keyboard, lamp, telephone, television
household furniture bed, chair, couch, table, wardrobe
construction large man-made outdoor things bridge, castle, house, road, skyscraper
natural scenes large natural outdoor scenes cloud, forest, mountain, plain, sea
vehicles
vehicles 1 bicycle, bus, motorcycle, pickup truck, train
vehicles 2 lawn-mower, rocket, streetcar, tank, tractor
Table 2: CIFAR-100 dataset in 4-level hierarchy.
B Training Strategies
For MAXL’s multi-task network, we applied SGD with a learning rate of 10−2, and we dropped the
learning rate by half for every 50 epochs with a total of 200 epochs in 4-level CIFAR-100 dataset.
For the other 6 datasets, we applied SGD with a learning rate of 0.1 with momentum 0.9 and weight
decay of 5 ·10−4, and we used a cosine annealing schedule to optimise the network until convergence.
For MAXL’s label-generation network, we found that a smaller learning rate of 10−3 was necessary
to help prevent the class collapsing problem, and we further applied a weight decay of 5 · 10−4 in
all evaluated datasets. We chose the weighting of the entropy regularisation loss term to be λ = 0.2
based on empirical performance.
C Further Analysis on the Collapsing Class Problem
PRI AUX Label % Accuracy
3 10 1.00 | 1.00 90.50 | 90.26
3 20 1.00 | 0.65 90.65 | 90.39
3 100 1.00 | 0.35 90.66 | 90.22
10 20 1.00 | 1.00 78.40 | 77.73
10 100 1.00 | 0.57 78.46 | 78.20
20 100 1.00 | 0.61 74.27 | 73.97
Table 3: Comparison of accuracies of 4-
level CIFAR-100 dataset with and without
entropy loss.
In Table 3, we show results on CIFAR-100 with (left)
and without (right) entropy loss for λ = 0.2 and 0
respectively, for all hierarchy structures. On the right-
most column, we show the test accuracy. On the second
column from the right, we show the percentage of aux-
iliary labels which are actually utilised (assigned to
by the label-generation network). We see that MAXL
with entropy loss utilises the entire auxiliary space, and
improves performance compared to using no entropy
loss, because in this case, the label space is not fully
utilised.
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D Cosine Similarity on CIFAR-100 Dataset
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Figure 7: Cosine similarity measurement between the auxiliary loss gradient and primary loss gradient
on the shared representation in the multi-task network.
E Negative Results
As well as those described in the paper, we explored a range of ideas for implementing MAXL which
were not successful. We report these below in order to assist with guiding future work.
• We found that a standard cross-entropy loss leads to worse performance than the focal loss.
• We experimented with MAXL without Mask SoftMax, and it achieved a similar performance to
single-task learning.
• We experimented with MAXL producing an auxiliary latent vector to be used for regression,
rather than auxiliary labels to be used for classification, and it achieved similar performance to
single-task learning.
• We tried updating the multi-task and label-generation networks in the same iteration, but we found
that it led to worse performance than training each network independently for multiple iterations
per epoch.
• We evaluated MAXL on semantic segmentation tasks, but we found that it only had marginal
benefit.
• We tried a number of different designs for MAXL’s label-generation network, but they had minimal
effect on the final performance.
• We tried updating the label-generation network based on the multi-task network’s performance on
unseen validation data, but this was not as beneficial as updating based on the performance on the
same training data.
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