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Abstract
A morphism of a category which is simultaneously an epimorphism and a monomorphism is called a bimorphism. We give
characterizations of monomorphisms (respectively, epimorphisms) in pro-category pro-C, provided C has direct sums (respectively,
pushouts).
Let E(C) (respectively, M(C)) be the subcategory of C whose morphisms are epimorphisms (respectively, monomorphisms)
of C. We give conditions in some categories C for an object X of pro-C to be isomorphic to an object of pro-E(C) (respectively,
pro-M(C)).
A related class of objects of pro-C consists of X such that there is an epimorphism X → P ∈ Ob(C) (respectively, a monomor-
phism P ∈ Ob(C) → X). Characterizing those objects involves conditions analogous (respectively, dual) to the Mittag–Leffler
property. One should expect that the object belonging to both classes ought to be stable. It is so in the case of pro-groups. The
natural environment to discuss those questions are balanced categories with epimorphic images. The last part of the paper deals
with that question in pro-homotopy.
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1. Introduction
The fundamental problem in any category C is to detect its isomorphisms. A way to do it is to introduce, as in the
category of groups, the notions of epimorphism and monomorphism in abstract categories.
Definition 1.1. A morphism f :X → Y of a category C is called an epimorphism if the induced function
f ∗ : Mor(Y,Z) → Mor(X,Z) is injective for each object Z of C.
A morphism f :X → Y of a category C is called a monomorphism if the induced function f∗ : Mor(Z,X) →
Mor(Z,Y ) is injective for each object Z of C.
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f ◦ h) implies g = h for any two morphisms g,h :Y → Z (respectively, g,h :Z → X).
A well-known and easy exercise is the following.
Proposition 1.2. A monomorphism (respectively, epimorphism) which has a right (respectively, left) inverse is an
isomorphism.
Definition 1.3. A morphism f :X → Y of a category C is called a bimorphism if it is both an epimorphism and a
monomorphism of C.
A category C is called balanced if every bimorphism of C is an isomorphism.
A natural question is to decide which common categories are balanced. It is so in the case of the homotopy category
H0 of pointed connected CW complexes. The question of whether H0 is balanced has been open for a while with Dyer
and Roitberg [7] resolving it in positive and Dydak [3] giving a simple proof of it. Mukherjee [13] generalized the
approach from [7] to the equivariant case and Morón and Ruiz del Portal [12] showed that the shape category of
pointed, movable, metric continua is not balanced but every weak isomorphism is a bimorphism. We recommend [8]
for a near complete list and a thorough review of results related to monomorphisms and epimorphisms of H0.
The following question was posed in [4].
Problem 1.4. Suppose a category C is balanced. Is the pro-category pro-C balanced?
We answer the above question negatively in 3.12.
Let us recall basic facts about pro-categories (for details see [10]). Loosely speaking, the pro-category pro-C of
C is the universal category with inverse limits containing C as a full subcategory. Its objects are inverse systems
X = (Xα,pβα ,A) in C. To simplify notation we will call the directed set A the index set of X and we will denote it by
I (X). Given α,β ∈ I (X) with α  β , the bonding morphism pβα from Xβ to Xα will be denoted by p(X)βα .
Given an inverse system X in C and P ∈ Ob(C) (i.e., P is an object of C), the set of morphisms of pro-C from
X to P is the direct limit of Mor(Xα,P ), α ∈ I (X). Thus each morphism f from X to P has its representative
g :Xα → P , and two representatives g :Xα → P and h :Xβ → P determine the same morphism if there is γ > α,β
with g ◦p(X)γα = h◦p(X)γβ . In particular, the morphism from X to Xα represented by the identity Xα → Xα is called
the projection morphism and denoted by p(X)α . It is clear how to compose morphisms from X to P with morphisms
from P to Q if P,Q ∈ Ob(C).
If X and Y are two inverse systems in C, then any morphism f :X → Y of pro-C can be identified with a family
of morphisms {fα :X → Yα}α∈I (Y ) such that p(Y )βα ◦ fβ = fα for all α < β in I (Y ). Notice that fα = p(Y )α ◦ f for
each α ∈ I (Y ). Therefore one has a simple characterization of isomorphisms of pro-C.
Proposition 1.5. A morphism f :X → Y of pro-C is an isomorphism if and only if f ∗ : Mor(Y,P ) → Mor(X,P ) is a
bijection for all P ∈ Ob(C).
Of particular interest are isomorphisms f :X → P ∈ Ob(C). If such an isomorphism exists, then X is called stable.
If s is a directed subset of I (X), then by Xs we will denote the induced inverse system (Xα,p(X)βα, s). Notice
that the family {pα :X → Xα}α∈s induces a morphism from X to Xs which will be denoted by p(X)s . If s is a cofinal
subset of I (X) (that means for any α ∈ I (X) there is β ∈ s so that β > α), then p(X)s is an isomorphism of pro-C.
Of particular use are level morphisms of pro-C. Those are f :X → Y , where X and Y have identical index sets and
there are representatives fα :Xα → Yα of p(Y )α ◦ f , α ∈ I (X), such that p(Y )βα ◦ fβ = fα ◦ p(X)βα for all α < β . In
such a case we say that f is a level morphism induced by the family {fα :Xα → Yα}α∈I (Y ).
It is also convenient to consider inverse systems X such that I (X) is a cofinite directed set which means that each
element of I (X) has only finitely many predecessors. The following result is of particular use (see [10], Theorem 3
on p. 12).
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i :X → X′, j :Y ′ → Y such that f = j ◦ f ′ ◦ i and I (X′) is a cofinite directed set. Moreover, the bonding morphisms
of X′ (respectively, Y ′) are chosen from the set of bonding morphisms of X (respectively, Y ).
Another reason level morphisms are very useful is that one has a very simple criterion of them being an isomor-
phism (see [10], Theorem 5 on p. 112).
Proposition 1.7. A level morphism f :X → Y of pro-C is an isomorphism if and only if for each α ∈ I (X) there is
β > α and g :Yβ → Xα such that fα ◦ g = p(Y )βα and g ◦ fβ = p(X)βα .
In this paper, besides giving characterizations of monomorphisms and epimorphisms in some pro-categories, we
study pro-objects admitting monomorphisms to stable objects. The dual problem of pro-objects which are ranges of
epimorphisms from stable objects is related to the Mittag–Leffler property. In our other paper [5] we introduce the
so-called strong epimorphisms in pro-categories which are related to uniform movability.
Remark 1.8. The following notions from existing literature are connected to monomorphisms in pro-categories:
1. The concept of an open manifold W being π1-injective at infinity (see [14]) means exactly that the fundamental
pro-group of the end of W admits a monomorphism to a group.
2. The concept of C-calmness (see [1]) seems to be connected to the property that an inverse system admits a
monomorphism to a stable object (see Theorem 4.2(vi) there).
2. Properties of monomorphisms and epimorphisms
Unless stated otherwise, C is an arbitrary category in this section.
Proposition 2.1. A morphism f :X → Y is an epimorphism of pro-C if and only if u,v :Y → P ∈ Ob(C) and u ◦ f =
v ◦ f implies u = v.
Proof. Obviously, only the implication in one direction is of interest. Suppose u,v :Y → P ∈ Ob(C) and u◦f = v◦f
implies u = v. Given u,v :Y → T so that u ◦ f = v ◦ f one has (p(T )α ◦ u) ◦ f = (p(T )α ◦ v) ◦ f for all α ∈ I (T ).
Therefore, p(T )α ◦ u = p(T )α ◦ v for all α ∈ I (T ) which means u = v. 
Corollary 2.2. A morphism f :X → Y of C is an epimorphism (respectively, monomorphism) of pro-C if and only if
it is an epimorphism (respectively, monomorphism) of C.
Proof. As C is a full subcategory of pro-C it suffices to show that an epimorphism (respectively, monomorphism) of C
is an epimorphism (respectively, monomorphism) of pro-C. In case of epimorphisms it follows immediately from 2.1.
Assume f :X → Y is a monomorphism of C and u,v :T → X are two morphisms of pro-C such that f ◦ u = f ◦ v.
Choose representatives u′ :Tα → X of u and v′ :Tα → X of v. There is β > α such that f ◦u′ ◦p(T )βα = f ◦v′ ◦p(T )βα .
Since f is a monomorphism of C, u′ ◦ p(T )βα = v′ ◦ p(T )βα which implies u = v. 
Proposition 2.3. Suppose that f = {fα :Xα → Yα}α∈I (X) is a level morphism of pro-C. Consider the following con-
ditions:
(a) f is a monomorphism.
(b) For each α ∈ I (X) there is β ∈ I (X), β > α, such that for any u,v :P ∈ Ob(C) → Xβ , fβ ◦ u = fβ ◦ v implies
that p(X)βα ◦ u = p(X)βα ◦ v.
(c) For each α ∈ I (X) there is β ∈ I (X), β > α, such that for any u,v :T → Xβ , fβ ◦ u = fβ ◦ v implies that
p(X)
β
α ◦ u = p(X)βα ◦ v.
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Proof. (a) ⇒ (b) if C has direct sums. Assume that there is α ∈ I (X) so that for each β > α there are Pβ ∈ Ob(C) and
morphisms uβ, vβ :Pβ → Xβ such that fβ ◦uβ = fβ ◦vβ but p(X)βα ◦uβ = p(X)βα ◦vβ . Let Zγ =⊕βγ Pβ ∈ Ob(C)
and Z = (Zγ , jγ
′
γ , γ  α) (where jγ
′
γ are the corresponding inclusions).
We have two morphisms u,v :Z → X, in pro-C, such that f ◦ u = f ◦ v but u = v, a contradiction.
Obviously, condition (c) is stronger than condition (b), so it suffices to prove (b) ⇒ (c). Given α ∈ I (X) choose
β ∈ I (X), β > α, such that for any g,h :P ∈ Ob(C) → Xβ , fβ ◦ g = fβ ◦ h implies that p(X)βα ◦ g = p(X)βα ◦ h.
Suppose u,v :T → Xβ and fβ ◦u = fβ ◦ v. There exist representations u′ :Tγ → Xβ of u and v′ :Tγ → Xβ of v such
that fβ ◦ u′ = fβ ◦ v′. Therefore p(X)βα ◦ u′ = p(X)βα ◦ v′ which implies p(X)βα ◦ uβ = p(X)βα ◦ vβ .
(c) ⇒ (a) Suppose a, b :T → X and f ◦a = f ◦b. To show a = b it suffices to prove p(X)α ◦a = p(X)α ◦b for all
α ∈ I (X). Choose β > α such that for any u,v :T → Xβ , fβ ◦ u = fβ ◦ v implies that p(X)βα ◦ u = p(X)βα ◦ v. Since
p(Y )β ◦ f ◦ a = p(Y )β ◦ f ◦ b and p(Y )β ◦ f ◦ b = fβ ◦p(X)β ◦ b, we get p(X)βα ◦p(X)β ◦ a = p(X)βα ◦p(X)β ◦ b,
i.e., p(X)α ◦ a = p(X)α ◦ b. 
Proposition 2.4. Suppose f = {fα :Xα → Yα}α∈I (X) is a level morphism of pro-C and consider the following condi-
tions:
(a) for each α ∈ I (X) there is β ∈ I (X), β > α, such that for any u,v :Yα → P ∈ Ob(C), u ◦ fα = v ◦ fα implies
that u ◦ p(Y )βα = v ◦ p(Y )βα .
(b) f is an epimorphism of pro-C.
Condition (a) is stronger than condition (b). If C is a category with push-outs, then both conditions are equivalent.
Proof. (a) ⇒ (b) In view of 2.1 it suffices to show that u,v :Y → P ∈ Ob(C) and u ◦ f = v ◦ f implies u = v. Pick
representatives u′ :Yα → P of u and v′ :Yα → P of v for some α ∈ I (X). We may assume that u′ ◦ fα = v′ ◦ fα .
There is β > α such that u′ ◦ p(Y )βα = v′ ◦ p(Y )βα which implies u = v.
(b) ⇒ (a) if C is a category with push-outs. Let
Xα
fα
fα
Yα
a
Yα
b
M
be the push-out of
Xα
fα
fα
Yα
Yα
There is β > α so that a ◦p(Y )βα = b ◦p(Y )βα as f is an epimorphism. If u,v :Yα → P ∈ Ob(C), u◦fα = v ◦fα , then
Xα
fα
fα
Yα
u
Yα
v
P
is commutative, so there is i :M → P such that i ◦ b = v and i ◦ a = u.
Therefore,
u ◦ p(Y )βα = i ◦ a ◦ p(Y )βα = i ◦ b ◦ p(Y )βα = v ◦ p(Y )βα. 
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(a) p(X)α is an epimorphism of pro-C for each α ∈ I (X).
(b) p(X)βα an epimorphism of C for each β > α.
Proof. (a) ⇒ (b) Since p(X)α = p(X)βα ◦p(X)β and both p(X)α and p(X)β are epimorphisms of pro-C, so is p(X)βα .
By 2.2 it is an epimorphism of C.
(b) ⇒ (a) Let S = {β ∈ I (X) | β  α}. Since p(X)S :X → XS is an isomorphism, we may assume that α is the
smallest element of I (X). In this case p(X)α can be viewed as a level morphism {p(X)βα}β∈I (X) and 2.4 implies that
p(X)α is an epimorphism of pro-C. 
Corollary 2.6. If p(X)βα a monomorphism of C for each β > α, then p(X)α is a monomorphism of pro-C for each
α ∈ I (X).
Proof. Let S = {β ∈ I (X) | β  α}. Since p(X)S :X → XS is an isomorphism, we may assume that α is the smallest
element of I (X). In this case p(X)α can be viewed as a level morphism {p(X)βα}β∈I (X) and 2.3 implies that p(X)α
is a monomorphism of pro-C. 
Corollary 2.7. The following conditions are equivalent for any object X of pro-C:
(a) There is a monomorphism f :X → P ∈ Ob(C).
(b) p(X)α is a monomorphism of pro-C for some α ∈ I (X).
(c) There is α ∈ I (X) such that p(X)β is a monomorphism of pro-C for all β  α.
Proof. (a) ⇒ (b) Let f ′ :Xα → P be a representative of f . That means f = f ′ ◦p(X)α . Since f is a monomorphism
of pro-C, so is p(X)α .
(b) ⇒ (c) Notice that p(X)α = p(X)βα ◦ p(X)β if β  α. Therefore, p(X)α is a monomorphism of pro-C and
implies that p(X)β is a monomorphism of pro-C for β  α.
(c) ⇒ (a) Put f = p(X)α . 
Corollary 2.8. Suppose f = {fα :Xα → Yα}α∈I (X) is a level morphism of pro-C. If each p(Y )βα is an epimorphism of
C, then the following conditions are equivalent:
(a) fα is an epimorphism of C for each α ∈ I (X).
(b) f is an epimorphism of pro-C.
Proof. In view of 2.4 it suffices to prove (b) ⇒ (a). Notice that p(Y )α ◦ f = fα ◦ p(X)α . Since p(Y )α is an epimor-
phism of pro-C by 2.5, so is p(Y )α ◦ f which implies that fα is an epimorphism of pro-C. 
Corollary 2.9. Suppose f = {fα :Xα → Yα}α∈I (X) is a level morphism of pro-C such that each p(X)βα is a monomor-
phism of C. Consider the following conditions:
(a) fα is a monomorphism of C for some α ∈ I (X).
(b) There is α ∈ I (X) such that fβ is a monomorphism of C for all β  α.
(c) f is a monomorphism of pro-C.
Conditions (a) and (b) are equivalent and imply condition (c). If C is a category with direct sums, then all three
conditions are equivalent.
Proof. (a) ⇒ (b) Since fα ◦p(X)βα = p(X)βα ◦fβ for all β  α, fβ must be a monomorphism of C if fα is a monomor-
phism of C.
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(c) ⇒ (a) if C is a category with direct sums. Let γ ∈ I (X). By 2.3 there is α > γ such that for any u,v :P ∈
Ob(C) → Xα equality fα ◦ u = fα ◦ v implies p(X)αγ ◦ u = p(X)αγ ◦ u. Since p(X)αγ is a monomorphism of C, the
last equality implies u = v, i.e., fα is a monomorphism of C. 
Corollary 2.10. Suppose f = {fα :Xα → Yα}α∈I (X) is a level morphism of pro-C such that each p(X)βα is a monomor-
phism of C and each p(Y )βα an epimorphism of C. If f is a bimorphism of pro-C and C is a category with direct sums
or f is an isomorphism of pro-C, then there is α ∈ I (X) such that fβ is a bimorphism of C for all β  α.
Proof. If C has direct sums and f is a bimorphism of pro-C, then it follows from 2.8 and 2.9. Assume f is an
isomorphism of pro-C. Let γ ∈ I (X). There is α > γ and r :Yα → Xγ such that r ◦ fα = p(X)αγ . Therefore fα is
a monomorphism of C. By 2.8 and 2.9 it follows that there is α ∈ I (X) such that fβ is a bimorphism of C for all
β  α. 
Proposition 2.11. The following conditions are equivalent for any object X of pro-C:
(a) There is α ∈ I (X) such that p(X)β is an isomorphism of pro-C for each β  α.
(b) There is α ∈ I (X) such that p(X)βγ an isomorphism of C for each β > γ  α.
Proof. (a) ⇒ (b) Since p(X)γ = p(X)βγ ◦p(X)β and both p(X)γ and p(X)β are isomorphisms of pro-C, so is p(X)βγ .
(b) ⇒ (a) Let S = {β ∈ I (X) | β  α}. Since p(X)S :X → XS is an isomorphism, we may assume that α is
the smallest element of I (X). Let fβ :Xα → Xβ be the inverse of p(X)βα . Notice that it defines a level morphism
f :Xα → X which is the inverse of p(X)α . 
Corollary 2.12. Suppose X is an object of pro-C such that either p(X)βα an epimorphism of C for all β > α or p(X)βα
a monomorphism of C for all β > α. The following conditions are equivalent:
(a) X is stable.
(b) There is α ∈ I (X) such that p(X)βγ an isomorphism of C for each β > γ  α.
Proof. (a) ⇒ (b) Without loss of generality, we may assume that there are level morphisms f :P ∈ Ob(C) → X and
g :X → P which are inverse to each other. By 2.10 there is α ∈ I (X) such that either fβ is a bimorphism of C for
all β  α or gβ is a bimorphism of C for all β  α. Since gβ ◦ fβ = idP both of them must be isomorphisms which
implies that p(X)βγ an isomorphism of C for each β > γ  α.
(b) ⇒ (a) follows from 2.11. 
3. Categories with epimorphic images
Definition 3.1. Let M(C) (respectively, E(C)) be the subcategory of C with the same objects and whose morphisms
are monomorphisms (respectively, epimorphisms) of C.
2.10 and 1.6 imply the following.
Corollary 3.2. Suppose C is a balanced category. An object X of pro-C is isomorphic to both an object of pro-E(C)
and an object of pro-M(C) if and only if X is stable.
Given a morphism f of C its domain will be denoted by D(f ) and its range will be denoted by R(f ). Thus,
f :D(f ) → R(f ).
It is of interest to detect if an object X of pro-C is isomorphic to an object of pro-E(C) or pro-M(C). Therefore one
needs to look at categories in which monomorphisms and epimorphisms appear in a natural way.
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u is a monomorphism and this factorization is universal among such factorizations, i.e., given another factorization
f = u′ ◦ f ′′ with u′ being a monomorphism there is v :D(u) → D(u′) such that f ′′ = v ◦ f ′ and u = u′ ◦ v.
C is a category with epimorphic images if it is a category with images and f ′ in the universal factorization f = u◦f ′
is an epimorphism.
Proposition 3.4. The following conditions are equivalent for any category C:
(a) C is a balanced category with epimorphic images.
(b) Any morphism f factors as f = u ◦ f ′ so that u is a monomorphism and f ′ is an epimorphism. Given another
factorization f = u′ ◦f ′′ of f such that u′ is a monomorphism and f ′′ is an epimorphism, there is an isomorphism
v :R(f ′) → D(u′) such that u = u′ ◦ v and f ′′ = v ◦ f ′.
Proof. (a) ⇒ (b) We may assume that f = u ◦ f ′ is the universal factorization, so that v exists. It must be a bimor-
phism, so v is an isomorphism.
(b) ⇒ (a) Suppose f = u◦f ′ is a factorization of f so that f ′ is an epimorphism and u is a monomorphism. Given
another factorization f = u′ ◦ f ′′ of f such that u′ is a monomorphism, one expresses f ′′ as u1 ◦ f1 so that u1 is a
monomorphism and f1 is an epimorphism. Now, f has two factorizations f = (u′ ◦ u1) ◦ f1 and f = u ◦ f ′, so there
is an isomorphism w such that u = (u′ ◦ u1) ◦w and w ◦ f ′ = f1. Put v = u1 ◦w.
If f is a bimorphism, then it has two factorizations: f = f ◦ idD(f ) = idR(f ) ◦f . Therefore one has an isomorphism
v with f = idR(f ) ◦ v = v, i.e., f is an isomorphism. 
Since 3.4 means that every morphism f of a balanced category C with epimorphic images has unique, up to
isomorphism, factorization into a composition of an epimorphism and a monomorphism, we will write f = M(f ) ◦
E(f ) to emphasize such factorization. The range of E(f ) (which is the domain of M(f )) will be called the image
of f and denoted by im(f ).
Proposition 3.5. Suppose C is a balanced category with epimorphic images. Given a level morphism f :X → Y of
pro-C there exist level morphisms g :X → T and h :T → Y such that gα = E(fα) and hα = M(fα) for each α ∈ I (X).
In particular, f = h ◦ g. g will be denoted by E(f ) and h will be denoted by M(f ). E(f ) is an epimorphism and
M(f ) is a monomorphism. Moreover, if f is an isomorphism, then both E(f ) and M(f ) are isomorphisms.
Proof. Put Tα = im(fα). If β > α, then one has fα ◦p(X)βα = p(Y )βα ◦fβ = p(Y )βα ◦M(fβ)◦E(fβ) and fα ◦p(X)βα =
M(fα) ◦ E(fα) ◦ p(X)βα , so that there is unique v : im(fβ) → im(fα) satisfying M(fα) ◦ v = p(Y )βα ◦ M(fβ) and
E(fα) ◦ p(X)βα = v ◦ E(fβ). The uniqueness of v implies that putting p(T )βα = v one gets an object of pro-C which
completes the proof of existence of M(f ) and E(f ). If f is an isomorphism, then M(f ) is a monomorphism of pro-C
with a right inverse equal to E(f ) ◦ f−1, so it is an isomorphism by 1.2. Similarly, E(f ) is an epimorphism of pro-C
with left inverse f−1 ◦M(f ) and is an isomorphism by 1.2. 
The subsequent five results indicate why it is important to know whether pro-C is a balanced category.
Corollary 3.6. Suppose C is a balanced category with epimorphic images. If pro-C is balanced, then for any
epimorphism (respectively, monomorphism) f :X → Y of pro-C there exists a level morphism f ′ :X′ → Y ′ and iso-
morphisms i :X → X′, j :Y ′ → Y such that f = j ◦ f ′ ◦ i, I (X′) is a cofinite directed set, and f ′α is an epimorphism
(respectively, monomorphism) of C for each α ∈ I (Y ′). Moreover, the bonding morphisms of X′ (respectively, Y ′) are
chosen from the set of bonding morphisms of X (respectively, Y ).
Proof. In view of 1.6 it suffices to consider the case of f being a level morphism and I (X) being cofinite. By 3.5 one
can factor f as M(f ) ◦E(f ). By 2.3, M(f ) is a bimorphism if f is an epimorphism. By 2.4, E(f ) is a bimorphism
if f is a monomorphism. Thus, if f is an epimorphism, one can put f ′ = E(f ), i = M(f ) and j = idY . In this case
each f ′α is an epimorphism. If f is a monomorphism, we put f ′ = M(f ), j = E(f ) and i = idX . Now every f ′α is a
monomorphism. 
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tively, monomorphism) of pro-C. If pro-C is balanced and X is isomorphic to an object of pro-E(C) (respectively, Y
isomorphic to an object of pro-M(C)), then Y is isomorphic to an object of pro-E(C) (respectively, X is isomorphic
to an object of pro-M(C)).
Proof. In view of 1.6 and 3.6, it suffices to consider the case of f being a level morphism such that each fα is
an epimorphism (respectively, a monomorphism) and X ∈ Ob(pro-E(C)) (respectively, Y ∈ Ob(pro-M(C))). Since
p(Y )
β
α ◦ fβ = fα ◦ p(X)βα , one gets that p(Y )βα is an epimorphism (respectively, p(X)βα is a monomorphism) for all
β > α. 
Theorem 3.8. Suppose C is a balanced category with epimorphic images. If pro-C is balanced, then it is a category
with epimorphic images.
Proof. Since every level morphism has the factorization f = M(f ) ◦ E(f ) as in 3.5, one gets by 1.6 that every
morphism of pro-C factors as a composition of an epimorphism and a monomorphism. In view of 3.4 it suffices to
prove that for any commutative diagram
X
p
f
Y
q
Z
g
T
such that f is an epimorphism and g is a monomorphism there exists v :Y → Z such that g ◦ v = q and v ◦ f = p. It
suffices to do so in the case where both f and g are level morphisms. By 3.6 we may assume that each fα , α ∈ I (X),
is an epimorphism of C and each gγ , γ ∈ I (T ), is a monomorphism of C.
Special case. g is a morphism of C. In this case we can find representatives p′ :Xα → Z and q ′ :Yα → T of p and
q , respectively, such that the diagram
Xα
p′
fα
Yα
q ′
Z
g
T
is commutative. By 3.4 there is unique vα :Yα → Z such that g ◦ vα = qα and vα ◦ fα = pα . Put v = vα ◦ p(Y )α and
check that g ◦ v = g ◦ vα ◦ p(Y )α = q ′ ◦ p(Y )α = q , v ◦ f = vα ◦ p(Y )α ◦ f = vα ◦ fα ◦ p(X)α = p′ ◦ p(X)α = p.
General case. For each γ ∈ I (T ) one has a commutative diagram
X
p(Z)γ ◦p
f
Y
p(T )γ ◦q
Zγ
gγ
Tγ
so, by the Special case, there is vγ :Y → Zγ such that vγ ◦ f = p(Z)γ ◦ p and gγ ◦ vγ = p(T )γ ◦ g. Now, v =
{vγ }γ∈I (T ) is a morphism from Y to Z satisfying g ◦ v = q and v ◦ f = p. 
Now one can give a characterization of objects of pro-C which are isomorphic to objects of pro-M(C) for balanced
categories with epimorphic images provided pro-C is balanced.
Corollary 3.9. Suppose C is a balanced category with epimorphic images and X is an object of pro-C. If pro-C is
balanced, then X is isomorphic to an object of pro-M(C) if and only if there is a monomorphism f :X → P ∈ Ob(C).
Proof. In view of 2.6 any object of pro-M(C) admits a monomorphism to an object of C. Suppose f :X → P ∈
Ob(C) is a monomorphism. By 3.6 we may assume that f is a level morphism such that each fα , α ∈ I (X), is a
monomorphism of C. However, fα ◦ p(X)βα = fβ for all β > α, so each p(X)βα must be a monomorphism. 
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is an epimorphism of pro-C, and g :X → Q ∈ Ob(C) is a monomorphism of pro-C, then X is stable.
Proof. There is a factorization h = M(h) ◦ E(h) in C for h = g ◦ f . On the other hand, h = g ◦ f is another factor-
ization of h, so 3.8 says that there is an isomorphism v :K = im(h) → X such that f = v ◦ E(h) and g ◦ v = M(h).
In particular, X is stable. 
Corollary 3.11. Let C is a balanced category with epimorphic images and let X be an object of pro-C. If e : I (X) →
I (X) is an increasing function, then there exist level morphisms g :Y → T and h :T → X such that the following
conditions are satisfied:
(a) Yα = Xe(α) and p(Y )βα = p(X)e(β)e(α) for all α,β ∈ I (X), β > α,
(b) Tα = im(p(X)e(α)α ) for all α ∈ I (X),
(c) gα = E(p(X)e(α)α ) and hα = M(p(X)e(α)α ) for all α ∈ I (X),
(d) Both g and h are isomorphisms.
Proof. This is a special case of 3.5. Indeed, let f :Y → X be defined by fα = p(X)e(α)α for each α ∈ I (X). Then
g = E(f ) and h = M(f ) are the required isomorphisms. 
Proposition 3.12. Let C be the full subcategory of topological spaces whose objects are compact connected spaces.
(a) C is a balanced category with epimorphic images, it has inverse limits, and it has push-outs.
(b) There is a bimorphism f :X → Y of pro-C such that lim← (f ) is an isomorphism of C and f is not an isomorphism
of pro-C.
Proof. Notice that w :A → B is an epimorphism of C if and only if w is surjective. Clearly, a surjective w is an
epimorphism. Conversely, if w is an epimorphism, then put D = B/w(A) and let q :B → D the quotient mapping.
Notice that c ◦ w = q ◦ w for the constant map c :B → D sending B to the point w(A) ∈ D. Therefore c = q and
q(B) is a one-point space, which implies that w(A) = B . Similarly, w is a monomorphism of C if and only if it is
injective. Indeed, given b ∈ B such that w−1(b) contains at least two points, one has two different constant maps u
and v from ∗ to A with w ◦ u = w ◦ v, a contradiction.
In order to check that C has epimorphic images we shall use Proposition 3.4(b). Suppose that
Z
g′
f ′
T
g
X
f
Y
is a commutative diagram in C such that f ′ and g′ are epimorphisms and f and g are monomorphisms. Notice that
g(T ) = g(f ′(Z)) = f (g′(Z)) ⊂ f (X). Therefore, there exists a homeomorphism h :f (X) → X which is the inverse
of f :X → f (X). Then, u = h ◦ g is a homeomorphism, the desired filler, because u ◦ f ′ = g′ and f ◦ u = g.
On the unit segment I = [0,1], choose a sequence of mutually disjoint segments [xn, x′n], n ∈ {1,2, . . .}, such that
limn→∞ xn = 0 and x′n+1 < xn. Let J be the quotient space I/R where R identifies each pair of points {xn, x′n} to
a point yn and let h : I → J be the corresponding quotient mapping. Let Xn = [0, x′n] ⊂ I and let Yn = h(Xn). Let
X and Y be the inverse sequences with objects Xn and Yn having inclusions as bonding maps. Clearly, the maps
fn = h|Xn :Xn → Yn induce a level morphism f :X → Y .
Claim. If u,v :Z → Xn are two morphisms of C such that fn ◦ u = fn ◦ v and u = v, then both u and v are constant.
Proof. If t ∈ Z has the property that u(t) is different from all points xn, x′n, then u(t) = v(t). Therefore, u = v implies
the existence of points z ∈ Z such that either u(z) = xn or u(z) = x′n for some n. In both cases v(z) ∈ {xn, x′n}. Since
u = v, there must be a point z ∈ Z and n such that either u(z) = xn and v(z) = x′n or u(z) = x′n and v(z) = xn.
J. Dydak, F.R.R. del Portal / Topology and its Applications 154 (2007) 2204–2222 2213We may assume that we are in the first case. Consider the set A = {t ∈ Z: u(t) = u(z), v(t) = v(z)}. To prove the
Claim, it suffices to show that A = Z. Assume on the contrary that A is a proper subset of Z. Clearly, A is closed and
nonempty because z ∈ A. Since Z is connected, it cannot be open. Hence, one can find a point t ∈ Z \ A so close to
A such that |u(t) − xn| < 1/2|x′n − xn|, |v(t) − x′n| < 1/2|x′n − xn|, v(t), u(t) /∈ {xm,x′m}, for m = n and u(t) = x′n,
v(t) = xn. Since t /∈ A, at least one of the conditions u(t) = xn, v(t) = x′n must be fulfilled. We may assume that this
is the first one, i.e., u(t) = xn. Then u(t) differs from all points xn, x′n and thus u(t) = v(t). Consequently, |xn −x′n| =
|u(z) − v(z)|  |u(z) − u(t) + v(t) − v(z)|  |xn − u(t)| + |v(t) − x′n| < 1/2|xn − x′n| + 1/2|xn − x′n| = |xn − x′n|
which is a contradiction.
Suppose u,v :Z → X are two morphisms of pro-C such that f ◦u = f ◦v and u = v. By induction on n, we can find
a subtower Zs of Z and level morphisms a, b :Zs → X such that u = a ◦p(Z)s , v = b ◦p(Z)s , and fn ◦ an = fn ◦ bn
for each n 1. Since u = v, there is m 1 such that am = bm. By the Claim both am and bm are constant maps. Then
at least one of the constants is = 0. We can assume that am = 0 (then am > 0 because am ∈ X ⊂ [0,1]), so there is
n >m with Xn missing the image of am. However, p(X)nm ◦ an = am ◦ p(Zs)nm, a contradiction.
Notice that f is not an isomorphism. Indeed, that would imply the existence of r :Ym → X1 for some m 1 such
that r ◦ fm = p(X)m1 . As p(X)m1 is a monomorphism, fm would have to be a monomorphism which results in a
contradiction.
Notice also that f :X → Y is a level morphism of pro-C such that the morphisms fα :Xα → Yα are not monomor-
phisms and that all fα are epimorphisms therefore so it is f . The limit limf is a mapping of 0 to f (0) and thus, it is
an isomorphism. 
Notice that the category C in 3.12 does not have direct sums. That means the following question remains open.
Problem 3.13. Suppose C is a balanced category with direct sums and push-outs. Is pro-C balanced?
Remark 3.14. One is tempted to change C in 3.12 to the category of all pointed path connected spaces X in order to
get a category C′ with direct sums and push-outs. However, in view of the Claim in the proof above, each map fn is a
bimorphism of C′ but not an isomorphism of C′, i.e., C′ is not balanced.
4. Mittag–Leffler property and its dual
We are interested in the following converse to 3.8.
Problem 4.1. Suppose pro-C is a balanced category with epimorphic images. Is C a balanced category with epimorphic
images?
To answer 4.1 positively it suffices to show the analog of 3.10: If pro-C is a balanced category with epimorphic
images, then X is stable provided there exists an epimorphism P ∈ Ob(C) → X and a monomorphism X → Q ∈
Ob(C). The purpose of this section is to study conditions related to 4.1. Those conditions are generalizations of the
well-known Mittag–Leffler property.
Definition 4.2. A pro-group X has Mittag–Leffler property (see [10], p. 166) if for every α ∈ I (X) there is β > α such
that im(p(X)γα) = im(p(X)βα) for all γ  β .
The following is the obvious generalization of 4.2 to arbitrary balanced categories with epimorphic images.
Definition 4.3. Let C be a balanced category with epimorphic images. An object X of pro-C has the Mittag–Leffler
property if for every α ∈ I (X) there is β > α such that E(p(X)βα) ◦ p(X)γβ is an epimorphism for all γ  β .
We shall write E(p(X)γα) = E(p(X)βα) ◦ p(X)γβ in the above definition as M(p(X)βα) ◦ (E(p(X)βα) ◦ p(X)γβ ) =
p(X)
γ
α .
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p(Y )
β
α is an epimorphism for all β > α, then X has the Mittag–Leffler property provided f is an isomorphism.
Proof. Since f is an isomorphism, for each α ∈ I (X) there is β > α and r :Yβ → Xα such that fα ◦ r = p(Y )βα and
p(X)
β
α = r ◦ fβ . Therefore fα is an epimorphism for all α ∈ I (X). Since p(X)βα = r ◦ fβ and fβ is an epimorphism,
p(X)
β
α = M(r)◦E(r)◦fβ . Also, for any γ  β , M(r)◦E(r)◦p(Y )βα ◦fγ = r ◦p(Y )βα ◦fγ = r ◦fβ ◦p(X)γβ = p(X)βα
◦ p(X)γβ = p(X)γα , so E(p(X)γα) = E(r) ◦ p(Y )βα ◦ fγ = E(r) ◦ fβ ◦ p(X)γβ = E(p(X)βα) ◦ p(X)γβ . 
Proposition 4.5. Let C be a balanced category with epimorphic images. If Y has the Mittag–Leffler property and I (Y )
is cofinite, then there is a level morphism f :T → Y such that p(T )βα is an epimorphism for all β > α, each fα is a
monomorphism, and f is an isomorphism.
Proof. If E(p(Y )γα ) = E(p(Y )βα) ◦ p(Y )γβ for all γ > β , then switching from β to ω < γ one gets E(p(Y )ωα ) ◦
p(Y )
γ
ω = E(p(Y )βα) ◦ p(Y )ωβ ◦ p(Y )γω = E(p(Y )βα) ◦ p(Y )γβ is an epimorphism. Since M(p(Y )ωα ) ◦ E(p(Y )ωα ) ◦
p(Y )
γ
ω = p(Y )ωα ◦ p(Y )γω = p(Y )γα , one gets E(p(Y )ωα ) ◦ p(Y )γω = E(p(Y )γα ) for γ > ω. Therefore, by induction
on the number of predecessors n(α) of α ∈ I (Y ) one can construct an increasing function e : I (Y ) → I (Y ) such that
E(p(Y )
γ
α ) = E(p(Y )e(α)α ) ◦ p(Y )γe(α) for all γ > e(α). Construct level isomorphisms g :X → T and f :T → Y as
in 3.11. Notice that each p(T )βα is an epimorphism. Indeed, p(T )βα ◦ E(p(Y )e(β)β ) = E(p(Y )e(α)α ) ◦ p(Y )e(β)e(α) is an
epimorphism, so p(T )βα is an epimorphism. 
Definition 4.6. Let C be a balanced category with epimorphic images. An object X of pro-C has the co-Mittag–
Leffler property if there is α ∈ I (X) such that for every β > α there is γ > β such that p(X)βα ◦ M(p(X)γβ ) is a
monomorphism.
We shall write M(p(X)γα) = p(X)βα ◦M(p(X)γβ ) as p(X)βα ◦M(p(X)γβ ) ◦E(p(X)γβ ) = p(X)γα .
Proposition 4.7. Let C be a balanced category with epimorphic images. If X has the co-Mittag–Leffler property, then
X is isomorphic to Y such that p(Y )βα is a monomorphism for all β > α.
Proof. Suppose there is α ∈ I (X) such that for every β > α there is γ > β such that p(X)βα ◦ M(p(X)γβ ) is a
monomorphism. We may assume that α is the minimum of I (X). Consider f = p(X)α :X → Xα and factor it as
f = M(f ) ◦ E(f ) (see 3.5). Let E(f ) :X → Y . Notice that Y is an object of pro-M(C). We are going to see that
the fact that X has the co-Mittag–Leffler property means exactly that E(f ) is an isomorphism. Indeed, M(p(X)γα) =
p(X)
β
α ◦ M(p(X)γβ ) means that one has r : im(p(X)γβ ) → Xβ equal to M(p(X)γβ ) and E(p(X)βα) ◦ r must equal
p(Y )
β
α . 
Proposition 4.8. Let C be a balanced category with epimorphic images. If f :X → Y is a level morphism such that
p(X)
β
α is a monomorphism for all β > α, then Y has the co-Mittag–Leffler property provided f is an isomorphism.
Proof. Pick ω ∈ I (X). Since f is an isomorphism, there is α > ω and r :Yα → Xω such that fω ◦ r = p(Y )αω and
p(X)αω = r ◦ fα . The last equality implies that fα is a monomorphism. Given β  α choose γ > β and s :Yγ → Xβ
such that fβ ◦ s = p(Y )γβ and p(X)γβ = s ◦ fγ . Again, fβ is a monomorphism, so M(p(Y )γβ ) = fβ ◦ M(s) and
p(Y )
β
α ◦M(p(Y )γβ ) = p(Y )βα ◦ fβ ◦M(s) = fα ◦ p(X)βα ◦M(s) is a monomorphism. 
Corollary 4.9. Let C be a balanced category with epimorphic images. If X is dominated by Y and Y has the Mittag–
Leffler property (respectively, the co-Mittag–Leffler property), then X has the Mittag–Leffler property (respectively,
the co-Mittag–Leffler property).
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Mittag–Leffler property (respectively, the co-Mittag–Leffler property) if and only if Y has the Mittag–Leffler property
(respectively, the co-Mittag–Leffler property). This is due to the fact that bonding morphisms of Y ′ and Y are essen-
tially the same. Therefore, we may assume by 4.5 (respectively, by 4.7) that Y is an object of pro-E(C) (respectively,
of pro-M(C)). Pick a level isomorphism f :Y ′ → X′ (respectively, f :X′ → Y ′) as in 1.6. By 4.4 (respectively, by
4.8), X′ has the Mittag–Leffler property (respectively, the co-Mittag–Leffler property).
Suppose f :Y → X is a domination and Y has the Mittag–Leffler property. In view of the Special case it suffices
to consider the case of f being a level morphism and Y ∈ Ob(pro-E(C)). Notice that M(f ) has a right inverse, so it
must be an isomorphism. Also notice that the domain of M(f ) is an object of pro-E(C). By the Special case X has
the Mittag–Leffler property.
Suppose f :X → Y is a left inverse and Y has the co-Mittag–Leffler property. In view of the Special case it suffices
to consider the case of f being a level morphism and Y ∈ Ob(pro-M(C)). Notice that E(f ) has a left inverse, so it
must be an isomorphism. Also notice that the range of E(f ) is an object of pro-M(C). By the Special case, X has the
co-Mittag–Leffler property. 
Corollary 4.10. Let C be a balanced category with epimorphic images such that pro-C is balanced. If f :X → Y is
an epimorphism (respectively, monomorphism) of pro-C and X has the Mittag–Leffler property (respectively, Y has
the co-Mittag–Leffler property), then Y has the Mittag–Leffler property (respectively, X has the co-Mittag–Leffler
property).
Proof. In view of 4.9, we may assume that f is a level morphism of pro-C such that each p(X)βα is an epimorphism
(respectively, each p(Y )βα is a monomorphism). We can factor f as f = M(f ) ◦ E(f ), where E(f ) :X → Z and
M(f ) :Z → Y are level morphisms so that each E(f )α is an epimorphism and each M(f )α is a monomorphism.
Notice that each p(Z)βα is an epimorphism (respectively, a monomorphism) and M(f ) (respectively, E(f ) is a bimor-
phism. Therefore Y is isomorphic to Z (respectively, X is isomorphic to Z), which implies, in view of 4.9, that Y has
the Mittag–Leffler property (respectively, X has the co-Mittag–Leffler property). 
Given an object X of pro-C one can consider it to be an object of pro-(pro-C) as well. To avoid misunderstanding,
we will denote that object by inv(X). Notice that {p(X)α}α∈I (X) determines a morphism p(X) :X → inv(X) of
pro-(pro-C).
Proposition 4.11. Let C be a balanced category with epimorphic images. If X has the Mittag–Leffler property, then
p(X) :X → inv(X) is an epimorphism of pro-(pro-C).
Proof. If X is an object of pro-E(C), then each p(X)α is an epimorphism of pro-C by 2.5, so p(X) is an epimorphism
of pro-(pro-C) by 2.4. For X which is not an is an object of pro-E(C) choose a level morphism f :Y → X which is
an isomorphism and Y is an object of pro-E(C) (see 4.5). Notice that f induces inv(f ) : inv(Y ) → inv(X) which is
an isomorphism of pro-(pro-C) and inv(f ) ◦ p(Y ) = p(X) ◦ f . Since both inv(f ) and p(Y ) are epimorphisms of
pro-(pro-C), so is p(X). 
Proposition 4.12. Let C be a balanced category with epimorphic images. If p(X) :X → inv(X) is an epimorphism of
pro-(pro-C) and pro-(pro-C) is balanced, then X has the Mittag–Leffler property.
Proof. By 3.8 both pro-C and pro-(pro-C) are balanced categories with epimorphic images. By 4.10, inv(X) has the
Mittag–Leffler property as an object of pro-(pro-C). However, that means, as both C and pro-C are categories with
epimorphic images, that X has the Mittag–Leffler property as an object of pro-C. 
Definition 4.13. Let C be a category. Q ∈ Ob(C) is called an image (respectively, a subobject) of an object P of C
provided there is an epimorphism (respectively, monomorphism) f :P → Q (respectively, f :Q → P ).
We are interested in conditions which ensure stability of certain objects of pro-categories. Here is a generalization
of classical concepts of algebra.
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(respectively, subobject) X ∈ Ob(pro-C) of P is stable.
Let us show that having stable subobjects is related to the descending chain condition (see [9], p. 372).
Proposition 4.15. Let C be a balanced category with epimorphic images such that pro-C is balanced. P ∈ Ob(C) has
stable subobjects if and only if for any chain of monomorphisms · · · → Xn+1 → Xn → ·· · → X1 → P there is an
index k such that Xn+1 → Xn is an isomorphism for all n k.
Proof. Obviously, any chain of monomorphisms · · · → Xn+1 → Xn → ·· · → X1 → P defines a tower X in M(C)
and a monomorphism f :X → P (see 2.6). If X is stable, then there is k such that Xn+1 → Xn is an isomorphism for
all n k (see 2.12).
Suppose f :X → P is a monomorphism. By 3.6 we may assume I (X) is cofinite, X is an object of pro-M(C), f
is a level morphism, and each fα is a monomorphism. If X is not stable, then for each α ∈ I (X) there is e(α) > α
such that p(X)e(α)α is not an isomorphism. Pick arbitrary α1 ∈ I (X) and define αn inductively via αn+1 = e(αn). Put
Yn = Xαn and notice one has a chain of monomorphisms · · · → Yn+1 → Yn → ·· · → Y1 → P and there is no index k
such that Yn+1 → Yn is an isomorphism for all n k. 
In view of 4.15, all finite groups have stable subobjects of pro-Gr. Obviously, that does not exhaust all such groups.
For example, all Sylow p-subgroups of Q/Z have that property (see [9], p. 372).
The following proposition exhibits a connection between the Mittag–Leffler property and the property of having
stable subobjects.
Proposition 4.16. Let C be a balanced category with epimorphic images. X ∈ Ob(pro-C) has the Mittag–Leffler
property if each Xα has stable subobjects.
Proof. Given α ∈ I (X) define Yβ , β > α, as the image of p(X)βα . Notice that one has a unique monomorphism
p(Y )
γ
β :Yγ → Yβ if γ > β which creates an object Y and a monomorphism Y → Xα . The stability of Y means that X
has the Mittag–Leffler property in view of 2.12. 
Problem 4.17. Let C be a balanced category with epimorphic images such that pro-C is balanced. Characterize C such
that images of objects having stable subobjects have stable subobjects.
A dual problem to is to characterize C such that for any monomorphism f :P → Q of C, P has stable images
provided Q has stable images.
5. The category of pro-groups
It is well known that the category pro-Gr of pro-groups is balanced (see [10], Theorem 6 on p. 114). However, the
authors do not know the answer to the following question.
Problem 5.1. Is pro-(pro-Gr) balanced?
Despite that problem we can prove the version of 4.12 for pro-(pro-Gr).
Proposition 5.2. Let Gr be the category of groups. If p(X) :X → inv(X) is an epimorphism of pro-(pro-Gr), then X
has the Mittag–Leffler property.
Proof. Special case. Each Xα is a subgroup of a given group G and each p(X)βα is the inclusion homomorphism.
Consider two copies Gl and Gr of G containing copies Xlα and Xrα of Xα . Given α ∈ I (X) let Yα be the inverse
system {Xlα ∗Xβ Xrα}βα of amalgamated products of Xlα and Xrα . If γ  α, then one has a natural morphism
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α :Yγ → Yα . Also, for each α ∈ I (X) one has two morphisms ulα and urα of pro-Gr from Xα to Yα correspond-
ing to isomorphisms Xα → Xlα and Xα → Xrα . This way one gets two morphisms ul, ur : inv(X) → X of pro-(pro-C).
Notice that ul · p(X) = ur · p(X). Indeed, for each α ∈ I (X), p(Y )α · ul · p(X) is equal to p(Y )α · ur · p(X) as each
of them can be thought of as a level morphism from XS to (Yα)S (S being {β | β  α}) with Xβ being sent via ulα
(respectively, via urα to Xlα ∗Xβ Xrα and ulα|Xβ = urα|Xβ in Xlα ∗Xβ Xrα). Therefore ul = ur and, for each α ∈ I (X),
there is γ > α such that ulα|Xγ = urα|Xγ . That can happen only if Xγ ⊂ Xβ for all β  γ which is exactly what the
Mittag–Leffler property means in that case.
General case. Given α ∈ I (X) let Y be the inverse system {Yβ}βα bonded by inclusions so that Yβ = im(p(X)βα).
Notice that there is a level morphism f :XS → Y (S being {β | β  α}) which is an epimorphism of pro-Gr. Since
XS is isomorphic to X and p(Y ) · f = inv(f ) · p(XS), one gets that p(Y ) is an epimorphism. By the Special case, Y
has the Mittag–Leffler property which means that there is β > α such that Yγ = Yβ for all γ  β . That is exactly the
Mittag–Leffler property of X. 
Corollary 5.3. Suppose X is a pro-group. The following conditions are equivalent:
(1) X is isomorphic to a pro-group Y such that each p(Y )βα is an epimorphism.
(2) X satisfies the Mittag–Leffler condition.
(3) There is an epimorphism f :P → inv(X) of pro-(pro-Gr) such that P is a stable object of pro-(pro-Gr).
Proof. The equivalence of (1) and (2) follows from 4.5. (2) ⇒ (3) follows from 4.11. To derive (3) ⇒ (2) use 5.2
by noticing that any morphism f :P → inv(X) of pro-(pro-Gr) such that P is a stable object of pro-(pro-Gr) factors
through X, so p(X) :X → inv(X) must be an epimorphism if f is an epimorphism. 
It would be interesting to characterize pro-groups X such that there is an epimorphism f :P ∈ Ob(Gr) → X. Since
any such f factors through lim← (X) → X, it amounts to characterizing all pro-groups X such that lim← (X) → X is an
epimorphism of pro-Gr. Let us demonstrate two sufficient conditions.
Proposition 5.4. Suppose X is a pro-group. If each p(X)βα is an epimorphism, then lim← (X) → X is an epimorphism
of pro-Gr in the following cases:
(1) X is a tower,
(2) Each Xα admits a topology which makes it a compact group.
Proof. It suffices to show that the composition lim← (X) → X → Xα is an epimorphism for each α ∈ I (X) in view
of 2.4. In case (1) it is quite obvious. In case (2) it follows from the fact that the inverse limit of an inverse system of
compact spaces is nonempty. Here are the details: Suppose xα ∈ Xα and put S = {β ∈ I (X) | β  α}. For each β ∈ S
let Yβ be the point-inverse of xα under p(X)βα . This way one gets a subsystem Y of XS with nonempty inverse limit.
Therefore, we can find xβ ∈ Xβ for all β ∈ S such that p(X)γβ (xγ ) = xβ if β < γ . Now, for each γ ∈ I (X) \ S, we
find β > γ belonging to S and define xγ as p(X)βγ (xβ). 
Technically speaking, a pro-finite group ought to be an object of pro-FGr, where FGr is the category of finite
groups. We will define pro-finite groups in a way equivalent to being isomorphic to an object of pro-FGr.
Definition 5.5. A pro-group X is pro-finite if for each α ∈ I (X) there is β > α such that the image of p(X)βα is finite.
As in 4.5 one can show that any pro-finite pro-group X is isomorphic to Y such that each p(Y )βα is an epimorphism
and all Yα are finite. Therefore one has the following.
Corollary 5.6. If X is a pro-finite group, then there is an epimorphism f :P ∈ Ob(Gr) → X.
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Corollary 5.7. Suppose X is a pro-group. The following conditions are equivalent:
(1) X is isomorphic to a pro-group Y such that each p(Y )βα is a monomorphism.
(2) There is α ∈ I (X) such that for every β > α there is γ > β such that p(X)βα restricted to im(p(X)γβ ) is a
monomorphism.
(3) There is a monomorphism f :X → P ∈ Ob(Gr) of pro-Gr.
Proof. Condition (2) is simply a specialization of the co-Mittag–Leffler property in the case of pro-groups. Therefore
the equivalence of (1) and (2) follows from 4.7, 4.8, 4.9, and 2.6. The equivalence of (2) and (3) follows from 4.10
and 2.6. 
Another application of results of this section are sufficient conditions for stability of a pro-group.
Proposition 5.8. Suppose f :X → Y ∈ Ob(Gr) is a monomorphism in the category of pro-groups. X is stable if one
of the following conditions is satisfied:
(1) X is pro-finite,
(2) Y is a finite group.
Proof. By the results of Section 4 we may assume that each p(X)βα is a monomorphism. Moreover, we may assume
that f is a level morphism {fα :Xα → Y }α∈I (X) and, in view of 2.3, we may assume that all fα are monomorphisms.
(1) By 5.6 there is an epimorphism g :P → X from a group P , so X is stable by 3.10.
(2) If Y is a finite group, then X is pro-finite as all fα are monomorphisms, so this case reduces to (1). 
Notice that, in view of 4.15, one can strengthen the second part of 5.8 by requiring only that Y satisfies the
descending chain condition. Let us prove a dual result.
Proposition 5.9. A group P has stable images in the sense of 4.14 if and only if it satisfies the descending chain
condition on normal subgroups.
Proof. Suppose P ⊃ P1 ⊃ · · · ⊃ Pn ⊃ · · · is a descending chain of normal subgroups of P . Let Xn = P/Pn. Notice
that the natural homomorphism p(X)mn :Xm → Xn is an epimorphism. Also, one has the natural morphism P → X
which is an epimorphism. By 2.12 the stability of X is equivalent to the fact that Pn = Pn+1 for large n.
Suppose a group P satisfies the descending chain condition on normal subgroups and f :P → X is an epimor-
phism. By 3.6 we may assume that f is a level morphism so that each fα is an epimorphism. Let Pα be the kernel
of fα . If there is α ∈ I (X) such that Pβ = Pα for β > α, then X is stable (more precisely, it is isomorphic to P/Pα).
Therefore, if X is not stable, then for each α ∈ I (X) there is e(α) > α such that Pe(α) is a proper subgroup of Pα .
Pick arbitrary α1 ∈ I (X) and define αn inductively via αn+1 = e(αn). Notice that Qn = Pαn is a descending chain of
normal subgroups of P which does not stabilize, a contradiction. Thus, P has stable images in the sense of 4.14. 
Notice that 4.15 and 5.9 mean that having stable images is the same as having stable subobjects in the category of
Abelian groups.
The following result will be needed in the next section.
Lemma 5.10. Suppose X is a tower of groups.
(1) If im(p(X)n+1n ) = im(p(X)n+2n ) for all n, then X is Mittag–Leffler.
(2) If X is Mittag–Leffler, then there is a subtower Xs of X such that im(p(Xs)n+1n ) = im(p(Xs)n+2n ) for all n.
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Thus, by induction on m one can show that im(p(X)n+1n ) = im(p(X)mn ) for all m> n.
(2) Define s by induction so that s is increasing and im(p(X)mn ) = im(p(X)s(n)n ) for all m s(n). 
6. Stability in pro-homotopy
In this section we discuss analogues of earlier results in the pro-category of the homotopy category of pointed
connected CW complexes.
Lemma 6.1. Suppose X is an object of pro-H0 and m 1. There is an object Y of pro-H0 isomorphic to X with the
following properties:
(a) I (Y ) is cofinite.
(b) If πk(X) admits a monomorphism to a group for some k m, then πk(p(Y )βα) is a monomorphism for all α < β .
(c) If πk(X) has the Mittag–Leffler property for some k m, then πk(p(Y )βα) is an epimorphism for all α < β .
(d) If X is a tower, then so is Y .
Proof. We will proceed by induction on m, so let us assume πk(p(X)βα) is a monomorphism (respectively, epimor-
phism) for all α < β if πk(X) admits a monomorphism to a group (respectively, if πk(X) has the Mittag–Leffler
property) and k m.
Case 1. There is a monomorphism f :πm+1(X) → G from πm+1(X) to a group G and has a representative
fγ :πm+1(Xγ ) → G. By switching to a subsystem of X, if necessary, we may assume that γ is the minimum of
I (X). Using 2.4 we can construct an increasing function e : I (X) → I (X) such that ker(πm+1(fγ ◦ p(X)e(α)γ )) ⊂
ker(πm+1(p(X)e(α)α )) for each α ∈ I (X). Let us attach (m + 2)-cells to Xe(α) which kill ker(πm+1(p(X)e(α)α )) and
call the resulting CW complex Yα . Since p(X)e(α)α extends over Yα, we can obtain a system Y so that the inclusion
X → Y is an isomorphism. Suppose β > α. Given a ∈ ker(πm+1(p(Y )βα)) one can find b ∈ πm+1(Xe(β))) which
equals a in πm+1(Yβ). Therefore b is sent to 1 via fγ ◦ p(X)e(β)γ , so it is sent to 1 by p(X)e(β)β . Thus, a = 1.
Case 2. πm+1(X) has the Mittag–Leffler property. Construct an increasing function e : I (X) → I (X) such that
im(πm+1(p(X)e(α)α )) = im(πm+1(p(X)γα)) for each γ  e(α). Let us attach (m + 2)-cells to Xe(α) which kill
ker(πm+1(p(X)e(α)α )) and call the resulting CW complex Yα . Since p(X)e(α)α extends over Yα, we can obtain a system
Y so that the inclusion X → Y is an isomorphism. Given a ∈ πm+1(Yα) and given β > α one can find b ∈ πm+1(Xe(α))
which equals a in πm+1(Yα). There is c ∈ πm+1(Xe(β)) so that the image of c in πm+1(Xe(α)) is the same as the image
of b. Let d be the image of c in πm+1(Yβ). The images of d and a in πm+1(Xα) are equal to the image of b. Since
πm+1(Yα) → πm+1(Xα) is a monomorphism, the image of d in πm+1(Yα) is a which proves that each πm+1(p(Y )βα)
is an epimorphism. 
6.1 and 2.12 imply the following.
Corollary 6.2. Suppose X is an object of pro-H0 and m,n  1. If each πk(X) is stable for k  m and admits a
monomorphism to a group for k  n, then X is isomorphic to Y such that I (Y ) is cofinite and for all α < β πk(p(Y )βα)
is an isomorphism if k m and a monomorphism if k  n. Moreover, if X is a tower, then so is Y .
Lemma 6.3. Let
Q
idQ
f3
X3
p32
Q
f2
idQ
X2
p21
Q
f1
X1
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If f1 has the property that u ◦ f1 = v ◦ f1 implies u ◦ p21 = v ◦ p21 for any pair of morphisms u,v :X1 → P of H0,
then the image of Hn(p˜21) is equal to the image of Hn(p˜31), where p˜21 : X˜2 → X˜1 and p˜31 : X˜3 → X˜1 are the induced
morphisms between universal covering spaces.
Proof. By attaching 2-cells to Q and killing the kernel of π1(f3) one reduces 6.3 to the case where each π1(fk) is
an isomorphism for k = 1,2,3. Also, by replacing X1 with the mapping cylinder of f1 one reduces 6.3 to the case
where f1 is inclusion induced.
Special case. Q is simply connected. Since the composition of Q → X1 → X1/Q is null-homotopic, so is the
composition of X2 → X1 → X1/Q. Therefore the image of Hn(p21) is contained in the image of Hn(f1) which
equals the image of Hn(p31 ◦ f3). Since im(Hn(p31 ◦ f3)) ⊂ im(Hn(p31) ⊂ im(Hn(p21)), the Special case holds.
General case. Consider two inclusions ui :X1 → P = X1 ×{0,1} ∪Q×[0,1], i = 0,1, defined by ui(x) = (x, i).
Since u0|Q is homotopic to u1|Q, [u0] ◦p21 = [u1] ◦p21. By passing to universal covers one gets [u˜0] ◦ p˜21 = [u˜1] ◦ p˜21
and by contracting X˜1 × {1} to a point in X˜1 × {0,1} ∪ Q˜ × [0,1] one gets that the composition X˜2 → X˜1 → X˜1/Q˜
is null-homotopic. As in Special case one concludes that the corresponding images are equal. 
Notice that the operation of taking the universal cover of a pointed connected CW complex can be thought of as a
functor from H0 to itself. Therefore one can extend it over pro-H0 and talk about the universal cover X˜ of X.
Corollary 6.4. Suppose X is a tower in H0 such that π1(p(X)n+1n ) is an isomorphism for all n. If there is an epimor-
phism f :P → X in pro-H0 such that P is a CW complex, then all the homology pro-groups Hk(X˜) of the universal
cover X˜ of X are Mittag–Leffler.
Proof. Using 2.4 one can reduce it to the case in which u,v :Xn → Q and u ◦ gn = v ◦ gn, then u ◦ p(X)n+1n =
v ◦ p(X)n+1n . Applying 6.3 one gets im(Hk(p(X˜)n+1n ) = im(Hk(p(X˜)n+2n ) for each n which implies that Hk(X˜) is
Mittag–Leffler. 
Lemma 6.5. Suppose
A3
f3
A2
f2
A1
f1
0
B3
g
B2
h
B1 0
is a commutative diagram of Abelian groups. If each row is exact, then the homomorphism f1 is trivial if and only if
im(f2) ⊂ im(g).
Proof. If f1 = 0, then h ◦ f2 = 0, so im(f2) ⊂ im(g). If im(f2) ⊂ im(g), then im(f1) ⊂ im(h ◦ f2) ⊂ h(im(f2)) ⊂
h(im(g)) = 0. 
Corollary 6.6. Let m  1. Suppose X is a tower in H0 such that πk(p(X)n+1n ) is an isomorphism for all n and all
k m. If X˜ is the corresponding tower of universal covers, then the following conditions are equivalent for any i:
(1) im(πm+1(p(X)i+1i )) = im(πm+1(p(X)i+2i )),
(2) im(Hm+1(p(X˜)i+1i )) = im(Hm+1(p(X˜)i+2i )).
Proof. Since universal covers have the same higher homotopy groups as the base space, one easily reduces
the above equivalence to the case of simply connected spaces. Moreover, by replacing Xi+1 with the map-
ping cylinder of p(X)i+2i+1 one can assume that Xi+2 is a subcomplex of Xi+1 and p(X)
i+2
i+1 is inclusion in-
duced. Similarly, one can assume that Xi+1 is a subcomplex of Xi and p(X)i+1i is inclusion induced. Notice
that there is an exact sequence πm+1(Xi+2) → πm+1(Xi+1) → πm+1(Xi+1,Xi+2) → 0 which, together with
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alent to πm+1(Xi+1,Xi+2) → πm+1(Xi,Xi+2) being trivial. By the relative Hurewicz Theorem, it is equiva-
lent to Hm+1(Xi+1,Xi+2) → Hm+1(Xi,Xi+2) being trivial. Repeated application of 6.5 shows that triviality of
Hm+1(Xi+1,Xi+2) → Hm+1(Xi,Xi+2) is equivalent to condition (2). 
Corollary 6.7. Let m 1. If X is a tower in H0 such that π1(X) is trivial, then the following conditions are equivalent
for any i:
(1) πk(X) is stable for k m and is Mittag–Leffler for k = m+ 1,
(2) πk(X) is stable for k m and Hm+1(X) is Mittag–Leffler.
Proof. In view of 6.2 we may assume that πk(X)n+1n is an isomorphism for k m and all n. Moreover, in case 1, we
may assume im(πm+1(p(X)i+1i )) = im(πm+1(p(X)i+2i )) for all i, and, in case 2, we may assume im(Hm+1(p(X˜)i+1i ))
= im(Hm+1(p(X˜)i+2i )) for all i. By 6.6 the equivalence of (1) and (2) holds. 
Theorem 6.8. Suppose X is an object of pro-H0. If there is a monomorphism f :X → P and an epimorphism g :Q →
X such that P and Q are CW complexes, then all homotopy pro-groups of X are stable.
Proof. Notice that πk(X) → πk(P ) is a monomorphism of pro-Gr for all k (see 2.3). Suppose there is m  0 such
that πk(X) is stable for k  m and is not stable for k = m + 1. By 6.2 we may assume that I (X) is cofinite, for all
α < β πk(p(X)
β
α) is an isomorphism if k m and a monomorphism if k = m+ 1.
Special case of X being a tower. By 2.2 of [4], π1(g) is an epimorphism. By 3.10, π1(X) is stable, so m > 0. 6.4
says that Hm+1(X˜) is Mittag–Leffler which implies, in view of 6.7, that πm+1(X) is Mittag–Leffler. Hence, by 4.5
and 3.10, πm+1(X) is stable, a contradiction.
General case. Since πm+1(X) is not stable, there is an increasing function e : I (X) → I (X) such that
πm+1(p(X)e(α)α ) is not an isomorphism for all α ∈ I (X). Using 2.4 and 2.3 one can construct a subtower Xs of X such
that s(n + 1) > e(s(n)) for all n, there is an epimorphism g′ :Q → Xs , and there is a monomorphism f ′ :Xs → P .
By the Special case one infers that πm+1(Xs) is stable, a contradiction. 
As shown in [2] an object of pro-H0 of finite deformation dimension is stable if and only if its pro-homotopy
groups are stable (see also [6] or [10], Theorem 10 on p. 230). Therefore one derives from 6.8 the following result.
Corollary 6.9. Suppose X is an object of pro-H0 of finite deformation dimension. If there is a monomorphism f :X →
P and an epimorphism g :Q → X such that P and Q are CW complexes, then X is stable.
Problem 6.10. Let X be an object of pro-H0. Is (X) stable if there exist polyhedra (P,Q), a monomorphism (X → P),
and an epimorphism (Q → X)?
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