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We consider the insulating spin-orbit coupled Bose atoms confined within one-dimensional optical
lattices and explore their ground-state magnetic phase transitions. Under strong interactions, the
charge degrees of atoms are frozen and the system can be described by an anisotropic XXZ Heisen-
berg chain with Dzyaloshinskii-Moriya interaction and transverse field. We apply the matrix product
state method to obtain low-energy states and analyze the lowest energy gaps and the ground-state
magnetization and correlations. We find when the transverse field is absent, the ground state is a
gapped ferromagnetic phase with long-range correlation in the z-direction if the interspin s-wave
interacting strength is stronger than that of the intraspin one, otherwise it is a gapless Luttinger
liquid (LL) phase with algebraic decaying correlation. When the transverse field is turned on, the
gapless LL phase is broken, there emerges a long-range correlated phase with ferromagnetic, anti-
ferromagnetic or spiral order, which depends on the DM interaction strength. We believe our study
provides a complete understanding of the interplay between SOC and quantum magnetism of spinor
atoms in optical lattices.
I. INTRODUCTION
Ultracold spinor atoms in optical lattice provide an
excellent platform for simulating magnetic phase transi-
tions in quantum Heisenberg models. In the Mott regime,
the fluctuation of charge degree of spinor atoms is sup-
pressed and the low-energy physics can be captured by
an effective spin superexchange model [1–3], in which the
spin-spin coupling can be tuned via spin-dependent s-
wave scattering and lattice depth. In recent years, there
is a lot of interest in creating synthetic gauge fields and
spin-orbital coupling (SOC) in ultracold system [4–7]. In
optical lattice systems, SOC is engineered via dressing
optical lattice with periodic Raman potentials [8–10], in
which the SOC induces nearest-neighbor spin-flip; and
ladder-like system subject to gauge fields (the ladder legs
labeled by either the internal spin states or the real-space
lattices, which can be mapped to effective spin [11]) by
Raman-assisted tunneling [12–15] or optical clock transi-
tion [16–18], in which the SOC induces on-site spin-flip.
In addition to the realistic atom-atom interaction, the
SOC plays a key role in magnetic phase transitions. It
may adjust the anisotropic couplings and then lead to the
so-called Dzyaloshinskii-Moriya (DM) [19, 20] exchange
interaction, which induces exotic magnetic phases. In
two-dimensional (2D) systems, besides normal ferromag-
netic and antiferromagnetic phases, the coexistence of
DM interaction and anisotropy give spiral phases, vor-
tex crystal structure and novel Skymion [21–25]. Clas-
sical phase diagrams have been obtained by Monte
Carlo simulations [22, 24], steepest descent minimization
∗ Emails: lichaoh2@mail.sysu.edu.cn, chleecn@gmail.com
method [23] and variational mean-field approach [25]. In
one-dimensional systems, the effective model reduces into
an anisotropic Heisenberg chain with one-component DM
interaction. The novel structures in 2D systems is sim-
plified to gapless spiral phase on the plane perpendicular
to the DM vector, characterized by algebraic decaying
correlation function, signaling a gapless Luttinger liquid
(LL) phase [26–28]. The various phases and quantum
phase diagrams in 1D systems are widely studied [26–30]
using density matrix renormalization group method.
Most previous works concentrate on nearest-neighbor
spin-flip induced by SOC, where the effective mod-
els do not contain any external fields, in particular,
spin-flipping fields. An antiferromagnetic XXZ model
with DM interaction and transverse field, which can be
mapped into an isotropic antiferromagnetic XXX spin
chain in spiral field, can be realized in a 1D fermionic lad-
derlike optical lattice penetrated by synthetic magnetic
field [31]. The spiral field provides a new flexible freedom
to tune the phase diagram. However, there are only two
phases in this model: a gapless LL phase and a ferro-
magnetic phase, due to the absence of anisotropy. One
can alternately load spinor (two-component) bosons into
such lattice, where the spin-dependent s-wave scattering
can cause anisotropic spin-spin coupling. Furthermore,
since both fermionic [14, 16–18] and bosonic ladder sub-
ject to gauge field [13] have been realized in experiments,
there is no reason to leave the bosonic case unexplored.
It is interesting to study the interplay of anisotropy, DM
interaction and spin-flipping external field.
In this article, we explore the effect of SOC on the
Mott insulator of two-level Bose atoms in 1D optical lat-
tices. Utilizing the SOC-dressed Hubbard model realized
in a recent experiment [13], we derive an effective spin
model in the strong repulsive interaction limit: an XXZ
2model with DM interaction subject to external transverse
field. The strength of the anisotropy, DM interaction and
transverse field of the spin model can be tuned by the
parameters of the optical lattice and the SOC strength.
By employing a variational matrix product state (MPS)
search [32–34], we obtain the low-energy states. Then,
by calculating the lowest energy gap, and the spin-spin
correlation function for the ground state (GS), we iden-
tify four typical phases characterized by long-range cor-
relation: (I) z-FM phase with ferromagnetic correlation
along the zˆ direction; (II) x-PARA phase with only fer-
romagnetic correlation along the external field direction;
(III) y-AFM phase with antiferromagnetic correlation
along the yˆ direction; and (IV) xy-SP phase with spiral
correlation on the xˆyˆ plane. In particular, we find al-
though the transverse field does not open the gap of the
spiral phase on the xˆyˆ plane, it induces long-range cor-
relation, distinct from the gapless LL phase found in the
SOC induced nearest-neighbor spin-flip hopping model
and the fermionic ladder penetrated by synthetic mag-
netic field. Finally, via analyzing the order parameters,
we give rich GS phase diagrams in the full parameter
range.
The article structure is as follows. In this section, we
introduce the related background and our motivation. In
Sec. II, we derive the effective Hamiltonian for our phys-
ical system. In Sec. III, we review the MPS method for
obtaining the low-energy states. In Sec. IV, we calculate
the lowest energy gaps, two-site spin correlation function
and the order parameters for determining the different
phases and phase boundaries. In the last section, we
summarize and discuss our results.
II. STRONGLY INTERACTING SPIN-ORBIT
COUPLED BOSE ATOMS IN 1D OPTICAL
LATTICES
Recent experiments have realized spin-orbit coupled
bosons in 1D optical lattice by coupling the three in-
ternal states (pseudospins) with Raman-assisted transi-
tion [13]. It is a virtual three-leg ladder pierced by mag-
netic flux φ, with the extra dimension being the internal
states of the bosons. It can be reduced to a two-leg lad-
der if the second order Zeeman shift is large enough that
the upper internal level can be removed [35]. Moreover,
such a bosonic ladder may also be realized by coupling
metastable states of bosonic atoms by optical clock tran-
sition, which has been utilized to realize fermionic lad-
der in gauge field [16–18]. Choosing the Landau gauge,
for which the phase is accumulated by intra-leg hopping
and resulting a net flux of φ through each plaquette, the
single-particle Hamiltonian of this system can be written
as
Hˆt =− t
∑
j
(
ei
φ
2 aˆ†j,↑aˆj+1,↑ + e
−iφ2 aˆ†j,↓aˆj+1,↓ + h.c.
)
−
Ω
2
∑
j
(
aˆ†j,↑aˆj,↓ + h.c.
)
, (1)
where aˆ†j,σ(σ =↑, ↓) creates a particle of internal state
(pseudospin) σ at site j. The first term is the spin-
conserved nearest-neighbor hopping with strength te±i
φ
2 ,
where t can be tuned by the depth of the optical lattice,
and the magnetic flux φ is related to the SOC momentum
kSOC = φkL/π (kL is the lattice momentum), which is
the momentum transfer of the Raman lasers and can be
tuned by choosing different wavelength and/or changing
the relative angle of them. The second term describes
the on-site spin-flip with strength Ω2 , with Ω being the
Rabi frequency of the Raman lasers. Multiple particles
in this optical lattice are described by the Hamiltonian
Hˆ = Hˆt + HˆU , with the interaction term
HˆU =
U
2
∑
j,σ
nˆjσ (nˆjσ − 1) + U↑↓
∑
j
nˆj↑nˆj↓, (2)
where nˆjσ = aˆ
†
jσaˆjσ is the particle number operator. The
on-site interspin and intraspin interaction strengthes are
denoted as U↑↓ and Uσσ respectively, which can be tuned
by Feshbach resonance. In the following, we set repulsive
interaction as U↑↑ = U↓↓ = U > 0 and U↑↓ = λU > 0.
We are interested in magnetic properties in the deep
Mott insulator regime at half filling with strong interac-
tion U,U↑↓ ≫ t,Ω. We treat the tunneling Hamiltonian
Hˆt as perturbations to the on-site interaction HˆU . The
GS of HˆU is a Mott insulator with exactly one particle per
site. It is many-fold degenerate since the spin on every
site is arbitrary. Hˆt couples the manifold ground states
of HˆU via virtual process. Up to second order, it gives an
effective description of the low-energy physics by a spin-
1/2 model. Defining the spin operator Sj =
1
2 aˆ
†
jασαβ aˆjβ
with σ being the Pauli matrices, the effective Hamilto-
nian reads
Hˆeff = J
∑
j
[
cosφ
(
Sˆxj Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1
)
+ JzSˆ
z
j S
z
j+1
+ sinφ
(
Sˆxj Sˆ
y
j+1 − Sˆ
y
j Sˆ
x
j+1
) ]
− Ω
∑
j
Sˆxj , (3)
where J = − 4t
2
λU
and Jz = 2λ − 1. It is an anisotropic
XXZ Heisenberg model with DM interaction in trans-
verse field. The Heisenberg coupling and DM interaction
proportional to J are induced by flux dependent nearest-
neighboring hopping; The transverse field proportional
to Ω is induced by on-site pseuudospin flip. We note
that the fermionic counterpart is of the same form as
Eq. (3), but with J = 4t
2
U↑↓
and Jz = 1, where the mag-
netic transitions is a gapless LL to ferromagnetic phase
transition [31].
3In the following, we study the GS properties of Eq. (3).
We restrict our discussion in the regime φ ∈ [0, π],
since it is the realizable range in the experiments, and
Eq. (3) satisfies ΓˆHˆeff (φ, λ,Ω) Γˆ
† = Hˆeff (−φ, λ,Ω) with
Γˆ =
∏
j 2Sˆ
x
j , in the theoretical perspective. Besides, we
scale the energy by 4t
2
U
and define Ω′ = Ω/ 4t
2
U
.
III. MATRIX PRODUCT STATE METHOD FOR
SEARCHING THE LOW-ENERGY STATES
The general Hamiltonian Eq. (3) for arbitrary φ, λ and
Ω are not exactly solvable. In this section, we apply the
MPS algorithm to determine the GS and low-lying ex-
cited states under open boundary condition. It makes
use of the Schmidt decomposition (SD) and treats the
states and operators in the matrix product form. By
discarding the related states of small-weighted singular
values, the state space is reduced in block, and states
are approximated in some optimal way. Through a vari-
ational search, the minimum-energy state in the reduced
space is found. In the following, we will introduce how to
represent the states and operators in the matrix product
form, and display the variational algorithm for determin-
ing the low-energy states.
A. Schmidt decomposition
To express the states of the system as matrix prod-
uct form, one makes use of the SD. Any pure state
on a composite system HA ⊗ HB is read as |ψ〉 =∑NA,NB
iA,iB
MiA,iB |iA〉 |iB〉, where |iA〉 and |iB〉 are the
bases of subsystem A and B with dimension NA and
NB respectively. The SD on |ψ〉 means it can be de-
composed as |ψ〉 =
∑χ
α=1 Sα |αA〉 |αB〉, where {|αA〉}
and {|αB〉} are the eigenstates of the reduced density
matrices ρˆA and ρˆB of the subsystem A and B respec-
tively, and S2α are their shared eigenvalules, satisfying∑χ
α=1 S
2
α = 1, with χ = min(NA, NB). The set of {Sα}
are referred as Schmidt coefficients, and the number of
nonzero Schmidt coefficients χs, which meets 1 ≤ χs ≤ χ,
is referred as Schmidt rank. To relate the SD with
the coefficient matrix M , one can expand {|αA〉} and
{|αB〉} in the original bases as: |αA〉 =
∑
iA
UiA,α |iA〉
and |αB〉 =
∑
iB
V †α,iB |iB〉, with matrices U and V sat-
isfying U †U = 1 and V †V = 1. Defining a diago-
nal matrix S with entries Sα, M can be expanded as
MiA,iB =
∑
α UiA,αSαV
†
α,iB
, which is just a singular value
decomposition (SVD) of the M matrix.
The form of the SD and the hint of the SVD on co-
efficient matrix M provide an optimal way to approxi-
mate the state vector |ψ〉 with smaller spanned dimen-
sion. That is, if the Schmidt coefficients Sα is arranged
in a descending order: S1 ≥ S2 ≥ · · · , and the Schmidt
rank is truncated to some smaller χ˜ < χs by discarding
the states with small-weighted singular value, the state
∣∣∣ψ˜〉 = χ˜∑
α
Sα |αA〉 |αB〉
=
NA,NB,χ˜∑
iA,iB ,α
UiA,αSαV
†
α,iB
|iA〉 |iB〉 (4)
is the closest rank-χ˜ approximation to |ψ〉 in the sense
that the Frobenius norm between the coefficient matrices
of these two states is minimized. This property is the key
ingredient for the feasibility of MPS algorithm, as can be
seen in the following.
B. Matrix product states
Now, we show how to represent the quantum states
of our system in matrix product form via making use of
the SD or SVD. Any pure state in 1D can be written as
|ψ〉 =
∑d
σ1···σL
cσ1···σL |σ1 · · ·σL〉, where {|σi〉} called the
physical indices, are the local basis with dimension d, L
is the number of lattice sites and cσ1···σL is the complex
amplitude. This pure state can be represented as an MPS
|ψ〉 =
∑
~σ
χ0···χL∑
a0···aL
Aσ1[1]a0,a1A
σ2[2]
a1,a2
· · ·AσL[L]aL−1,aL |~σ〉
=
∑
~σ
Aσ1[1]Aσ2[2] · · ·AσL[L] |~σ〉 , (5)
where ~σ is shorted for {σi}, following the recursive rou-
tine:
χl∑
al
Ual−1σl,alSalV
†
al,σl+1···σL = Ψal−1σl,σl+1···σL ,
Aσl[l]al−1,al = Ual−1σl,al ,
Ψalσl+1,σl+2···σL =
(
SV †
)
al,σl+1···σL
, (6)
where the initial Ψ is reshaped from the coefficient vec-
tor Ψa0σ1,σ2···σL = cσ1···σL (here a0 = 1 is an auxiliary
index), the first equality is the SVD on Ψ, the second
equality is just the replacement of matrix U by the ten-
sor A[l], and the last equality is the reshaping of SV † into
a new matrix Ψ. Each A[l] consists of d matrices of bond
dimension χl−1×χl, which is determined from the SVD:
χl = min
(
dl, dL−l
)
. The property U †U = I makes the
A[l] satisfy the normalization relationship∑
σl
Aσl[l]†Aσl[l] = I, (l < L)
∑
σL
AσL[l]†AσL[L] = 〈ψ | ψ〉 . (7)
The MPS with all matrices satisfying this normalization
condition is called left-canonical MPS. Note that the de-
composition of the complex amplitudes is not unique. If
4the recursive procedure is started from the right side:
χl−1∑
al−1
Uσ1···σl−1,al−1Sal−1,al−1V
†
al−1,σlal
= Ψσ1···σl−1,σlal ,
Bσl[l]al−1,al = V
†
al−1,σlal
,
Ψσ1···σl−2,σl−1al−1 = (US)σ1···σl−1,al−1 , (8)
where the initial Ψσ1···σL−1,σLaL = cσ1···σL (here aL = 1
is the auxiliary index), the first equality is the SVD on
matrix Ψ, the second equality is replacing V † by tensor
B[l] and the last equality is the reshaping of US into a
new Ψ, the MPS reads as
|ψ〉 =
∑
~σ
χ0···χL∑
a0···aL
Bσ1[1]a0,a1B
σ2[2]
a1,a2
· · ·BσL[L]aL−1,aL |~σ〉
=
∑
~σ
Bσ1[1]Bσ2[2] · · ·BσL[L] |~σ〉 . (9)
The tensor B[l] consists of d matrices of bond dimension
χl−1 × χl and satisfy the normalization condition∑
σl
Bσl[l]Bσl[l]† = I, (l > 1)
∑
σ1
Bσ1[1]Bσ1[1]† = 〈ψ | ψ〉 , (10)
making use of the fact V †V = I on each SVD decompo-
sition. The MPS with all matrices satisfying the above
normalization condition is called right-canonical MPS.
In fact, the degree of nonuniqueness is much higher:
there is a gauge degree of freedom in writing the MPS.
That is, if one inserts an invertible matrix X with dimen-
sion χl × χl and its inverse X−1 into two adjacent MPS
matrices Mσl[l] and Mσl+1[l+1] and makes the transfor-
mation Mσl[l]X → Mσl[l], X−1Mσl+1[l+1] → Mσl+1[l+1],
the MPS is invariant. Instructively, one can specify a gen-
eral MPS |ψ〉 =
∑
~σM
σ1[1] · · ·MσL[L] |~σ〉, by choosing a
site k, which is called the orthogonal center, that all the
matrices left and right to it are left- and right-normalized
respectively. This particular kind of MPS is called mixed-
canonical MPS. The left and right-normalization condi-
tion can be imposed by the way quite similar to the one
constructing MPS from the coefficient vector. The left-
normalization condition is imposed by the recursive rou-
tine:
M˜al−1σl,al =M
σl[l]
al−1,al
,∑
a′
l
U
[L]
al−1σl,a
′
l
S
[L]
a′
l
V
[L]†
a′
l
,al
= M˜al−1σl,al ,
A
σl[l]
al−1,a
′
l
= U
[L]
al−1σl,a
′
l
,
M
σl+1[l+1]
a′
l
,al+1
=
∑
al
(
S[L]V [L]†
)
a′
l
,al
Mσl+1[l+1]al,al+1 , (11)
starting fromM [1] and stoping before reachingM [k]. The
first equality is the reshaping of tensorM [l] into a matrix
M˜ , the second equality is the SVD of M˜ , the third equal-
ity is the replacement of U [L] by the tensor A[l], and the
last equality is the absorption of the matrices S[L] and
V [L]† into the next M [l+1]. Then, the tensors A[l] sat-
isfy the normalization condition Eq. (7). The bond di-
mension of each tensor A[l] is determined from the SVD:
χ′l = min(dχl−1, χl), where χl is the bond dimension of
the original tensor M [l]. The right-normalization condi-
tion is enforced by the recursion routine:
M˜al−1,σlal =M
σl[l]
al−1,al
,∑
a′
l−1
U
[R]
al−1,a
′
l−1
S
[R]
a′
l−1
V
[R]†
a′
l−1,σlal
= M˜al−1,σlal ,
B
σl[l]
a′
l−1,al
= V
[R]†
a′
l−1,σlal
,
M
σl−1[l−1]
al−2,a
′
l−1
=Mσl−1[l−1]al−2,al−1
(
U [R]S[R]
)
al−1,a
′
l−1
, (12)
starting from M [L] and stoping before reaching M [k].
Then, the tensors B[l] satisfy the normalization condition
Eq. (10). The bond dimension of each tensor B[l] is deter-
mined from the SVD: χ′l = min(dχl+1, χl). At last, mul-
tiply the residual U and S matrices resulting from the two
recursion toM [k]: M˜σk[k] = (S[L]V [L]†)Mσk[k](U [R]S[R]),
and the norm square of the state is read as 〈ψ | ψ〉 =∑
σk
Tr
(
M˜σk[k]†M˜σk[k]
)
. Definitely, if k is set as 1 or
L, the recursion Eq. (11) or Eq. (12) gives the left- or
right-canonical MPS.
The MPSs obtained in theses ways are exact, but not
productive for computation, for the reason that the di-
mension of the matrices grows up exponentially, as can be
seen from the recursion constructing the canonical MPS.
One way to make the MPSs practicable is to bound the
bond dimension to some maximum χ˜ following Eq. (4).
That is, in the process building a canonical MPS from
a state vector or a general MPS, once the bond dimen-
sion grows above χ˜, truncate it to χ˜ following Eq. (4).
As a result, the elements in the MPS are decimated in
block effectively. This approximation is valid for GS in
1D without losing noticeable accuracy, due to two facts:
the singular value spectra decay exponentially; the bi-
partite entanglement of the GS obeys an area law in the
gapped phase and increases as subsystem size only loga-
rithmically near the critical point. The MPS algorithm
which introduced in the following is in fact based on such
a decimation procedure.
C. Matrix product operators
The natural generation of writing states as matrix
product form to operators is the matrix product oper-
ator (MPO). A general operator Oˆ expressed in the lo-
cal bases is Oˆ =
∑
~σ,~σ′ O~σ,~σ′ |~σ〉 〈~σ
′|. Its matrix product
5form is defined as
Oˆ =
∑
~σ,~σ′
D1···DL−1∑
b1···bL−1
W
σ1,σ
′
1[1]
1,b1
· · ·W
σL,σ
′
L[L]
bL−1,1
|~σ〉 〈~σ′|
=
∑
{bl}
Wˆ
[1]
1,b1
Wˆ
[2]
b1,b2
· · · Wˆ
[L]
bL−1,1
, (13)
where each Wˆ [l] can be considered as a Dl−1 ×
Dl operator-valued matrix with elements Wˆ
[l]
bl−1,bl
=∑
σl,σ
′
l
W
σl,σ
′
l[l]
bl−1,bl
|σl〉 〈σ′l|. The expression of the MPO is
actually a sum of matrices products, which is of the same
form as a general Hamiltonian. This makes it quite in-
tuitive to express a 1D Hamiltonian as an MPO. In fact,
through defining some finite state automaton rules, all
1D Hamiltonian with finite-range interaction can be writ-
ten as exact MPO form [34]. In considering our model
Eq. (3), we can write down its MPO representation di-
rectly:
Wˆ [1] =
[
−Ω′Sˆx − 1
λ
(
cosφSˆx − sinφSˆy
)
− 1
λ
(
cosφSˆy + sinφSˆx
)
− 2λ−1
λ
Sˆz I
]
;
Wˆ [1<l<L] =


I 0 0 0 0
Sˆx 0 0 0 0
Sˆy 0 0 0 0
Sˆz 0 0 0 0
−Ω′Sˆx − 1
λ
(
cosφSˆx − sinφSˆy
)
− 1
λ
(
cosφSˆy + sinφSˆx
)
− 2λ−1
λ
Sˆz I

 ; Wˆ
[L] =


I
Sˆx
Sˆy
Sˆz
−Ω′Sˆx

 .
(14)
D. Variational ground state search
We now show how to obtain the GS using an MPS as a
variational ansatze. To find the optimal ground MPS |ψ〉
with maximum bond dimension χ, we have to minimize
the functional
ε [|ψ〉] = 〈ψ| Hˆ |ψ〉 − E 〈ψ | ψ〉 , (15)
where E is the Lagrangian multiplier, and Hˆ is in the
MPO form. This optimization problem is hard to solve
at the first glace for that the variables appear as prod-
ucts. Fortunately, we can get the optimal solution via an
iterative algorithm: minimize the energy ε with respect
to the tensor M [k] at site k with all other MPS tensors
fixed, and obtain the better state lower in energy; move
to the next M [k+1] and find the state again lower in en-
ergy; repeat sweeping through all sites until the energy
is converged, and finally the minimum energy and the
corresponding GS are obtained.
To minimize the energy functional ε with respect to a
particular M [k], we have to calculate ε explicitly. Sup-
pose the ansatze MPS |ψ〉 is of mixed-canonical form with
the orthogonal center at a chosen k, the overlap can be
directly read as 〈ψ | ψ〉 =
∑
σkak−1ak
|M
σk[k]
ak−1,ak |
2. The
expectation value of the MPO Hˆ in |ψ〉 is written as
〈ψ| Hˆ |ψ〉 =
∑
σk,σ
′
k
∑
ak−1,ak
∑
a′
k−1,a
′
k
∑
bk−1,bk
(
L
bk−1[k−1]
ak−1,a
′
k−1
Mσk[k]∗ak−1,akW
σk,σ
′
k[k]
bk−1,bk
M
σ′k[k]
a′
k−1,a
′
k
R
bk[k+1]
ak,a
′
k
)
, (16)
where the tensors L and R are the partial overlap of the Hamiltonian and the state, constructed following the recursive
procedure
L
bl[l]
al,a
′
l
=
∑
σl,σ
′
l
∑
al−1,a
′
l−1
∑
bl−1
L
bl−1[l−1]
al−1,a
′
l−1
Aσl[l]∗al−1,alW
σl,σ
′
l[l]
bl−1,bl
A
σ′l[l]
a′
l−1,a
′
l
,
R
bl−1[l]
al−1,a
′
l−1
=
∑
σl,σ
′
l
∑
al,a
′
l
∑
bl
Bσl[l]∗al−1,alW
σl,σ
′
l[l]
bl−1,bl
B
σ′l [l]
a′
l−1,a
′
l
R
bl[l+1]
al,a
′
l
, (17)
with the initial L
b0[0]
a0,a
′
0
= R
bL[L+1]
aL,a
′
L
= 1. Now take the extremum of Eq. (15) with respect to M
σk[k]∗
ak−1,ak , we obtain∑
σ′
k
∑
a′
k−1,a
′
k
∑
bk−1,bk
L
bk−1[k−1]
ak−1,a
′
k−1
W
σk,σ
′
k[k]
bk−1,bk
R
bk[k+1]
ak,a
′
k
M
σ′k[k]
a′
k−1,a
′
k
− EMσk[k]ak−1,ak = 0. (18)
6It is an eigenvalue problem Hˆ [k]
∣∣v[k]〉 − E ∣∣v[k]〉 = 0 if
we view M [k] as a vector
∣∣v[k]〉 with entries v[k]ak−1σkak =
M
σk[k]
ak−1,ak , and introduce the effective Hamiltonian by the
reshaping
Hˆ
[k]
ak−1σkak,a
′
k−1σ
′
k
a′
k
=
∑
bk−1,bk
L
bk−1[k−1]
ak−1,a
′
k−1
W
σk,σ
′
k[k]
bk−1,bk
R
bk[k+1]
ak,a
′
k
.
(19)
Thus the optimal solution M [k] at present can be ob-
tained by solving the effective Hamiltonian Hˆ [k] for the
GS
∣∣∣v[k]0 〉 with energy E0 and reshaping ∣∣∣v[k]0 〉 back to
M [k], with E0 being the current energy.
In summary, the iterative variational GS search algo-
rithm is as follows:
(i) Input. Input Hˆ in the MPO form, a guessed MPS
|ψ〉 with maximum bond dimension χ, and a tolerance ς
for energy convergence.
(ii) Initialization. Transform |ψ〉 to the right-canonical
form according to Eq. (12). Initialize the 0th tensor
L
b0[0]
a0,a
′
0
= 1. Construct all the right overlaps R by
Eq. (17).
(iii) Right sweep. Construct the effective Hamilto-
nian according to Eq. (19), solve it for the minimum
energy E0 and state vector
∣∣v[k]〉. Update M [k] by re-
shaping M
σk[k]
ak−1,ak = v
[k]
ak−1σkak . Left-normalize M
[k] and
move the orthogonal center to the right site k + 1 by
Eq. (11). Update the kth overlap L[k] recursively follow-
ing Eq. (17). Continue sweeping to the right until the
boundary is reached.
(iv) Left sweep. Construct the effective Hamiltonian
and solve it for the minimum energy E0 and state vector∣∣v[k]〉. Update M [k] by reshaping Mσk[k]ak−1,ak = v[k]ak−1σkak .
Right-normalizeM [k] and move the orthogonal center to
the left site k − 1 by Eq. (12). Update the kth overlap
R[k] recursively following Eq. (17). Continue sweeping to
the left until the boundary is reached.
(v) Repeat steps (iii) and (iv) until the convergence is
achieved 〈Hˆ2 − E20〉 < ς .
(vi) Output. Output the minimum energy E0 and the
MPS |ψ〉 which is of right-canonical form now.
Note that the state obtained in this way is not neces-
sarily the GS, for it may get stuck in some local minimum
state. Two ways help improving such a dilemma. The
first is to prepare the initial state in the desired subspace
with good quantum number. The approached state must
be the energy-minimized state in that subspace. This
is not the case for our model, for there is no explicit
conserved quantity in our system. The second way is to
generalize the single site to a contiguous block during the
local search and modify the algorithm accordingly, at the
cost of consuming longer computational time and more
computational resources.
E. Variational excited states search
With the GS achieved, we now show how to obtain
the subsequent excited states incrementally. As the
way searching the GS, the nth excited state (nExS) is
found by minimizing the energy functional εn [|ψn〉] =
〈ψn| Hˆ |ψn〉 − En 〈ψn | ψn〉, but under n orthogonality
constraints
〈ψn | φm〉 = 0, (20)
where {|φm〉} withm = 0, 1, · · ·n−1 are the n lower-lying
eigenstates. It makes the searching program constrained
in the space orthogonal to the one formed by {|φm〉}.
The minimization of εn with respect to local MPS tensor
M [k] under such constrainets is equivalent to solving the
eigenvalue problem(
Pˆ [k]†Hˆ [k]Pˆ [k]
) ∣∣∣v[k]〉− E ∣∣∣v[k]〉 = 0, (21)
where Hˆ [k], defined by Eq. (19), is the effective Hamilto-
nian for the variational local tensor M [k], and Pˆ [k] is the
project operator into the orthogonal space of the lower-
lying space {|φm〉}.
To find the projector Pˆ [k] for every local tensor, we
calculate the overlaps between the lower-lying states
and the variational state explicitly: 〈ψn | φm〉 =∑
ak−1,σk,ak
M
σk[k]∗
ak−1,akF
σk[k](m)
ak−1,ak , with
F σk[k](m)ak−1,ak =
∑
a′
k−1,a
′
k
L
[k−1](m)
ak−1,a
′
k−1
A
σk[k](m)
a′
k−1,a
′
k
R
[k+1](m)
ak,a
′
k
,(22)
where A[k](m) is the kth MPS tensor of the mth lower-
lying state, and the tensors L(m) andR(m) are the partial
overlap between |φm〉 and |ψn〉, constructed following the
recursive procedure
L
[l](m)
al,a
′
l
=
∑
al−1,σl,a
′
l−1
Mσl[l]∗al−1,alL
[l−1](m)
al−1,a
′
l−1
A
σl[l](m)
a′
l−1,a
′
l
,
R
[l](m)
al−1,a
′
l−1
=
∑
al,σl,a
′
l
Mσl[l]∗al−1,alR
[l+1](m)
al,a
′
l
A
σl[l](m)
a′
l−1,a
′
l
, (23)
with the initial L
[0](m)
a0,a
′
0
= 1 and R
[L+1](m)
aL,a
′
L
= 1.
By viewing the tensor M [k]
(
F [k](m)
)
as vec-
tor
∣∣v[k]〉 (∣∣u[k](m)〉) with elements v[k]ak−1σkak =
M
σk[k]
ak−1,ak
(
u
[k](m)
ak−1σkak = F
σk[k](m)
ak−1,ak
)
, the projector Pˆ [k] for
the local tensor space is directly read as
Pˆ [k] = 1ˆ−
n−1∑
m,m′=0
F [k](m)
(
N−1
)
mm′
F [k](m
′)†, (24)
where
(
N−1
)
mm′
= Tr
(
F [k](m)†F [k](m
′)
)
.
The flow of the variational nExS search is the same as
that for the GS, but with each step modified accordingly:
7(i) Input. Input Hˆ in the MPO form, the n obtained
lower-lying states {|φm〉} in the MPS form, a guessed
MPS |ψ〉 for the nExS with maximum bond dimension
χ, and a tolerance ς for energy convergence.
(ii) Initialization. Transform |ψ〉 to the right-canonical
form according to Eq. (12). Initialize the 0th tensors
L
b0[0]
a0,a
′
0
= 1 and L
[0](m)
a0,a
′
0
= 1. Construct all the right over-
laps R and R by Eq. (17) and Eq. (23) respectively.
(iii) Right sweep. Construct the effective Hamiltonian
by Eq. (19) and the projector by Eq. (22) and Eq. (24).
Solve the projected effective Hamiltonian for the mini-
mum energy En and state vector
∣∣v[k]〉. Update M [k]
by reshaping M
σk[k]
ak−1,ak = v
[k]
ak−1σkak . Left-normalize M
[k]
and move the orthogonal center to the right site k+1 by
Eq. (11). Update the kth overlaps L[k] and Lk recursively
following Eq. (17) and Eq. (23) respectively. Continue
sweeping to the right until the boundary is reached.
(iv) Left sweep. Construct the projected effective
Hamiltonian and solve it for the minimum energy En and
state vector
∣∣v[k]〉. UpdateM [k] by reshapingMσk[k]ak−1,ak =
v
[k]
ak−1σkak . Right-normalize M
[k] and move the orthogo-
nal center to the left site k − 1 by Eq. (12). Update the
kth overlaps R[k] and R[k] recursively following Eq. (17)
and Eq. (23) respectively. Continue sweeping to the left
until the boundary is reached.
(v) Repeat steps (iii) and (iv) until the convergence is
achieved 〈Hˆ2 − E2n〉 < ς .
(vi) Output. Output the energy En and the MPS |ψ〉
which is of right-canonical form now.
The variational ES search also suffers form the local
minimum dilemma. Besides, the area-law of entangle-
ment does not apply to the bulk excited states, thus the
bond dimension χ has to be increased to ensure the dis-
carded states are of small-weighted singular values. This
limits the algorithm to be applicable only for low-energy
states.
IV. MAGNETIC PHASE TRANSITIONS
In order to distinguish between different phases, we
calculate the energy gaps ∆1,2 = E1,2 − E0 between
the GS and the first two excited states, and expecta-
tion value of observables in the GS: the two-site corre-
lation function 〈Sˆαj Sˆ
α
l 〉 and the associated structure fac-
tor Qα(k) =
1
L
∑
jl e
ik(j−l)〈Sˆαj Sˆ
α
l 〉; the order parame-
ters, magnetization Mα =
1
L
|
∑
j〈Sˆ
α
j 〉|, staggered mag-
netization Nα =
1
L
|
∑
j(−1)
j〈Sˆαj 〉|, and the spiral order
Cα =
1
L
|
∑
j〈[
~Sj × ~Sj+1]
α〉|, where α = x, y, z.
The calculation of expectation value of observables in
the framework of MPS is quite feasible. For a general
observable Oˆ =
∑
~σ,~σ′ O
[1]
σ1,σ
′
1
· · ·O
[L]
σL,σ
′
L
|~σ〉 〈~σ′|, the ex-
pectation value in the state expressed as right-orthogonal
MPS is directly written as
〈Oˆ〉 =
∑
σL,σ
′
L
O
[L]
σL,σ
′
L
MσL[L]†
(
· · ·
( ∑
σ2,σ
′
2
O
[2]
σ2,σ
′
2
Mσ2[2]†
( ∑
σ1,σ
′
1
O
[1]
σ1,σ
′
1
Mσ1[1]†Mσ
′
1[1]
)
Mσ2[2]
)
· · ·
)
Mσ
′
L[L]
∑
σ1
Tr
(
Mσ1[1]†Mσ1[1]
) , (25)
where the dominate is the norm square of the state.
When reduced to single-site and two-site cases, the cal-
culation is greatly simplified by making use of the nor-
malization conditions. In calculating the single-site ob-
servable Sˆαj =
∑
σj ,σ
′
j
S
α[j]
σj ,σ
′
j
|σj〉
〈
σ′j
∣∣, it is convinent to
transform the right-canonical MPS into one of mixed-
canonical form with the orthogonal center at j. Then
the expectation value is just read as
〈Sˆαj 〉 =
∑
σj ,σ
′
j
[
S
α[j]
σj ,σ
′
j
Tr
(
Mσj [j]†Mσ
′
j [j]
)]
∑
σj
Tr
(
Mσj [j]†Mσj [j]
) . (26)
In calculating the expectation value of the two-site ob-
servable Sˆαj Sˆ
β
l (here we set j < l without lose of
generality), we move the orthogonal center k to any
site in the range j ≤ k ≤ l. The evaluation of
the expectation value is thus reduced to contracting
the tensors in this range. This can be done in a re-
cursive manner: we first construct a tensor at site j,
G
[j]
aj ,a
′
j
=
∑
σj ,σ
′
j ,aj−1
M
σj [j]∗
aj−1,ajS
α[j]
σj ,σ
′
j
M
σ′j [j]
aj−1,a
′
j
, then gen-
erate the next G by the recursion
G
[m]
am,a′m
=
∑
σm,am−1
σ′m,a
′
m−1
G
[m−1]
am−1,a
′
m−1
Mσm[m]∗am−1,amO
[m]
σm,σ′m
M
σ′m[m]
a′m−1,a
′
m
,
(27)
until the lth site is reached, whereO[m] is the identity ma-
trix when m < l and O[l] = Sβ[l], and finally the expec-
tation value is calculated as 〈Sˆαj Sˆ
β
l 〉 =
Tr(G[l])
Tr(Mσk†[k]Mσk [k])
.
In our MPS calculation of the GS and the expectation
value of observables, we set the system size as L = 195,
unless otherwise specified, and the tolerance for energy
convergence as ς = 10−7. We randomly initialize an MPS
ansatz with maximum bond dimension for several χ and
searching for the GS and energy following the algorithm
introduced in Sec. III D. We then calculate the expecta-
tion value of observables in the GS, and find the results
already converges as χ approaches 16 for L = 195, in
8FIG. 1. (a) The energy gaps ∆1 (solid-dotted line) and ∆2 (dashed-dotted line) vs 1/L; (b) Correlation function 〈S
x
j S
x
l 〉 (blue
squares), 〈Syj S
y
l 〉 (red pluses) and 〈S
z
j S
z
l 〉 (yellow dots) vs |j− l|; (c) Structure factor Qx (k) (blue squares), Qy (k) (red pluses)
Qz (k) (yellow dots) vs k for the LL phase of the representative parameter point (φ, λ,Ω
′) = (0.5pi, 0.75, 0).
the sense that increasing χ does not change the results of
GS energy and the expectation value of observables. In
calculating the energy gaps between the GS and the first
two excited states, we fix the system size L = 45, 75, 105,
135, 165, 195 and 295 respectively. We find the maximum
bond dimension has to reach 24 for results convergence.
According to the behavior of the energy gap and corre-
lation function, we divide the GS into four typical phases
with long range correlation: (I) the z-FM phase with fer-
romagnetic correlation along the zˆ direction; (II) the x-
PARA phase only with ferromagnetic correlation along
the external filed direction; (III) the y-AFM phase with
antiferromagnetic correlation along the yˆ direction; (IV)
the xy-SP phase with spiral correlation on the xˆyˆ plane.
The imposing of SOC introduces transverse field which
polarizes the spin along the xˆ axis, and DM interaction
which causes spin to rotate on the xˆyˆ plane. In the fol-
lowing, we discuss the interplay between the anisotropic
Heisenberg coupling, DM interaction and transverse field.
A. Interplay between anisotropy and DM
interaction
We first study the interplay between the anisotropy
and DM interaction by setting Ω′ = 0, i.e. without
Ramman-assisted tunneling. Intuitively, the effect of the
SOC should be absent and the GS properties not de-
pend on the flux φ. To see this, we gauge away the
DM interaction by performing a unitary transformation
Hˆ ′eff = UˆHˆeff Uˆ
† with Uˆ =
∏
j e
iφjSˆzj , resulting in
Hˆ ′eff = −
1
λ
∑
j
[
Sˆxj Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1 + (2λ− 1) Sˆ
z
j Sˆ
z
j+1
]
.
(28)
It is a standard ferromagnetic XXZ model, whose GS has
been solved exactly by the Bethe ansatz [36]. As a result,
when λ > 1, the GS is a gapped z-FM phase with long-
range ferromagnetic correlation in the zˆ direction. When
λ < 1, it is in a gapless phase with algebraic decaying cor-
relation functions, signaling a gapless LL phase. Regard-
ing the original Hamiltonian, the magnetic flux φ makes
the phase finer sorted. When λ > 1, the ground state is in
the z-FM phase regardless any φ. When λ < 1, the gap-
less LL phase transforms to a gapless ferromagnet on the
xˆyˆ plane for φ = 0, a gapless antiferromagnet on the xˆyˆ
plane for φ = π, and a gapless spiral phase for 0 < φ < π.
To illustrate the nature of the gapless spiral phase, we
plot in Fig. 1 the finite-size scaling of the energy gaps
∆1,2, the correlation functions and structure factors for
the representative parameter point (φ, λ) = (0.5π, 0.75).
The gapless spiral phase is characterized by zero energy
gap shown in Fig. 1(a) and oscillated correlation func-
tions along the xˆ and yˆ direction with algebraic decaying
envelop shown in Fig. 1(b). What’s more, the periods
of the oscillation of 〈Sˆxj Sˆ
x
l 〉 and 〈Sˆ
y
j Sˆ
y
l 〉 are the same,
as shown in Fig. 1(c), where Qx(k) and Qy(k) show the
same peak at k = φ. The gapless spiral phase found here
is the same as that of the SOC-induced nearest-neighbor
spin-flip model and the fermioic ladder, both of which
belong to the LL phase.
B. Interplay between anisotropy and external field
To discuss the interplay between anisotropic Heisen-
berg coupling and the external field, we set φ = 0 or
φ = π, i.e. zero or maximum magnetic flux, at which the
DM interaction is zero. In these two limits, the Hamilto-
nian is reduced to a(n) (anti)ferromagnetic XXZ model
in transverse field:
Hˆeff = ∓
1
λ
∑
j
[
Sˆxj Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1 ± (2λ− 1) Sˆ
z
j S
z
j+1
]
− Ω′
∑
j
Sˆxj , (29)
where ferromagnetic coupling corresponds to φ = 0 and
antiferromagnetic coupling corresponds to φ = π. The
phase diagram of these two models are presented in
Fig. 2, in which besides the z-FM (I) and gapless LL
phase (red solid lines), additional x-PARA phase (II) and
9FIG. 2. The GS phase diagrams when the DM interaction
is absent by fixing (a) φ = 0 and (b) φ = pi. There are
three typical phases with long range correlation: the z-FM
phase (I), the x-PARA phase (II) and the y-AFM phase (III).
The red solid lines in (a) and (b) correspond to the gapless
ferromagnet and antiferromagnet respectively, both of which
belong to the gapless LL phase. The open circles are the
phase boundaries from our MPS calculation. The blue solid
lines are fittings of the numerical data. The red crosses denote
the parameter values at which we present the energy gaps,
correlation functions and structure factors in Fig. 3.
y-AFM phase (III) appear, which will be explained in the
following.
We first consider the ferromagnetic case, i.e. φ = 0.
When λ > 1, the coupling in the zˆ direction dominates
over that on the xˆyˆ plane. The GS is mainly deter-
mined by the competition between the coupling in the
zˆ direction and the transverse field. There is an Ising
phase transition as Ω′ increases: when Ω′ is smaller
than a threshold Ω′c, the GS exhibits long range fer-
romagnetic correlation along the zˆ direction, so is in
the z-FM phase. When Ω′ increases beyond Ω′c, the z-
ferromagnetic correlation vanishes completely and only
long range x-ferromagnetic correlation remains, thus the
GS is in the so-called x-PARA phase. Both of the z-
FM and x-PARA phase are illustrated in Fig. 3 (a1)-
(a3) and (b1)-(b3) respectively, in which we plot the
energy gaps, the correlation function 〈Sαj S
α
l 〉 and the
related structure factors Qα(k) for (λ,Ω
′) = (1.25, 0.2)
and (1.25, 0.3) respectively. In the z-FM phase, the GS
is twofold degenerate shown in Fig. 3(a1). Both 〈Szj S
z
l 〉
and 〈Sxj S
x
l 〉 are finite for any range and their structure
factors have a peak at k = 0, see Fig. 3(a2) and (a3).
In the x-PARA phase, there is a finite gap between the
GS and the excited states, shown in Fig. 3(b1). The
correlation functions 〈Syj S
y
l 〉 and 〈S
z
j S
z
l 〉 decay to zero
rapidly and only 〈Sxj S
x
l 〉 is finite in the long range shown
in Fig. 3(b2), which is signatured by the smoothness of
Qy(k) and Qz(k) and the sharp peak of Qx(k) at k = 0,
see Fig. 3(b3). In fact, the z-FM−x-PARA phase transi-
tion is not unique for φ = 0, but also applies for arbitrary
value of φ with λ > 1. In all the following discussions,
we will not refer to the case with λ > 1 to avoid rep-
etition. When λ < 1, the GS is a gapless ferromagnet
on the xˆyˆ plane when Ω′ = 0, as discussed in Sec. IVA.
Nonzero Ω′ breaks the degeneracy and polarizes the GS
along the xˆ direction immediately, meaning that there is
no finite critical point between the gapless phase and the
x-PARA phase. We summarize the analysis above in the
phase diagram for φ = 0 shown in Fig. 2(a).
We then consider the antiferromagnetic case, i.e. φ =
π. When λ = 1, via rotating every second spin around
the zˆ axis by an angle π, the Hamiltonian can be trans-
formed into an isotropic ferromagnetic Heisenberg chain
in staggered field, that is Hˆ ′eff = −
∑
j
~Sj · ~Sj+1 −
Ω′
∑
j (−1)
j
Sˆxj . The GS remains a gapless LL phase
up to some critical point Ω′c, beyond which, it is a fully
polarized antiferromagnetic phase [37, 38]. They trans-
late to a gapless antiferromagnet and the x-PARA phase
respectively for the original model. When λ < 1, the
GS is a gapless antiferromagnet on the xˆyˆ plane when
Ω′ = 0, as discussed in Sec. IVA. When the transverse
field is turned on, its incompatibility with the antiferro-
magnetic coupling along the xˆ direction makes the GS
favor antiferromagnetic order along the yˆ direction. To
manifest the nature of such a phase, we plot in Fig. 3(c1)-
(c3) the energy gaps, the correlation functions and corre-
sponding structure factors for a representative parameter
point (λ,Ω′) = (0.75, 1). The GS are twofold degenerate
shown in Fig. 3(c1); the correlation function 〈Sˆyj Sˆ
y
l 〉 dis-
plays clear long range antiferromagnetic structure shown
in Fig. 3(c2), which is also confirmed by the sharp peak
of Qy(k) at k = π shown in Fig. 3(c3). Such a antiferro-
magnetic structure along the yˆ direction is accompanied
with a finite ferromagnetic correlation along the xˆ direc-
tion, shown in Fig. 3(c2) and (c3), where 〈Sˆxj Sˆ
x
l 〉 is finite
and Qx(k) has a smaller peak at k = 0. Anyway, we
call such a twofold degenerate state with long range an-
tiferomagnetic correlation in the yˆ direction the y-AFM
phase. As Ω′ increases further, the antiferromagnetic cor-
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FIG. 3. Left column: the energy gaps ∆1 (solid-dotted lines) and ∆2 (dashed-dotted lines) vs 1/L; Middle column: correlation
function 〈Sxj S
x
l 〉 (blue squares), 〈S
y
j S
y
l 〉 (red pluses) and 〈S
z
j S
z
l 〉 (yellow dots) vs |j − l|; Right column: structure factor Qx (k)
(blue squares), Qy (k) (red pluses) Qz (k) (yellow dots) vs k. (a1)-(a3) The z-FM phase for the representative parameter
point (φ, λ,Ω′) = (0, 1.25, 0.2). (b1)-(b3) The x-PARA phase for the representative parameter point (φ, λ,Ω′) = (0, 1.25, 0.3).
(c1)-(c3) The y-AFM phase for the representative parameter point (φ, λ,Ω′) = (pi, 0.75, 1).
relation breaks down and only the x-ferromagnetic cor-
relation survives, and thus the GS enters the x-PARA
phase. There is a finite critical point separating the
y-AFM phase and the x-PARA phase. Our numerical
phase diagram for φ = π is shown in Fig. 2(b), consistent
with the result obtained by mean-field approach [38, 39]
if taking care of the definition of parameters.
C. Interplay between DM interaction and external
field
We then explore the interplay between the DM interac-
tion and the transverse field by fixing φ = π/2, at which
the x-x and y-y coupling strengths are zero. In this case,
the Hamiltonian is reduced to
Hˆeff = −
1
λ
∑
j
[
(2λ− 1) Sˆzj Sˆ
z
j+1 +
(
Sˆxj Sˆ
y
j+1 − Sˆ
y
j Sˆ
x
j+1
)]
− Ω′
∑
j
Sˆxj . (30)
When λ < 1, the GS is mainly decided by the DM inter-
action and the transverse field. The phase diagram when
φ = π/2 is shown in Fig. 4, in which the y-AFM phase
(III) is absent, and the xy-SP phase (IV) emerges.
The xy-SP phase emerges for 0 < Ω′ < Ω′c. It differs
form the gapless spiral phase at Ω′ = 0. In Fig. 5, we plot
the energy gaps, correlation functions and the structure
factors for the xy-SP phase at a representative parameter
point (λ,Ω′) = (0.75, 0.5) with system size L = 295 and
maximum bond dimension χ = 24. Although the GS
is maintained gapless from the excited states (at least
for the first two excited states), see Fig. 5(a), the cor-
relation functions 〈Sˆxj Sˆ
x
l 〉 and 〈Sˆ
y
j Sˆ
y
l 〉 show no decaying
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FIG. 4. The GS phase diagrams for φ = pi/2. In addition
to the gapless spiral phase, which belongs to the gapless LL
phase (red solid lines), the z-FM phase (I) and the x-FM
phase (II), there appears the xy-SP phase (IV). The open
circles are the phase boundaries from our MPS calculation.
The blue solid lines are fittings of the numerical data. The
red cross and triangle at (λ,Ω′) = (0.75, 0.5) and (0.75, 0)
denote the parameter values at which we present the energy
gap, correlation functions and structure factors in Fig. 5 and
Fig. 1 respectively.
behaviour even in the long range, see Fig. 5(b). The pe-
riodic oscillations of 〈Sˆxj Sˆ
x
l 〉 and 〈Sˆ
y
j Sˆ
y
l 〉 are also kept in
the xy-SP phase, but their periods are not the same any-
more, shown in Fig. 5(c), where we see that besides with
the shared peak with Qy(k), Qx(k) has another peak at
k = 0. In this way, the xy-SP phase also distinguishes
itself from the spiral phase in nearest-neighbor spin-flip
model induced by SOC. When Ω′ increases beyond Ω′c,
the effect of the transverse field prevails and the GS is in
the x-PARA phase. In this way, The phase diagram for
φ = π/2 is shown in Fig. 4.
D. Interplay among anisotropy, DM interaction
and external field
Finally, we discuss the general cases when the
anisotropic Heisenberg coupling, the DM interaction and
the transverse field are nonzero. When Ω′ increases, the
system may undergo xy-SP−x-PARA phase transition
or transit to the y-AFM phase before being in the x-
PARA phase, which depends on φ. The former is the
case when 0 < φ < π/2, within which the x-x and y-
y Heisenberg couplings are ferromagnetic, and only the
spiral and x-ferromagnetic order may exist. We have
checked this argument by calculating the phase diagram
by fixing φ < π/2 and find there are only quantitative
differences from Fig. 4, which is not shown here. When
π/2 < φ < π, the x-x and y-y spin couplings are anti-
ferromagnetic. There might appear y-AFM phase when
the antiferromagnetic coupling along with the transverse
field prevails. Thus, as Ω′ increases, the system might un-
dergo xy-SP−y-AFM−x-PARA phase transitions. The
phase diagram in the latter case is as in Fig. 6 with fixed
φ = 0.8π.
We now show how we determine the phase boundaries
separating the four typical phases according to the be-
haviour of the order parameters. Other order parame-
ters except the ones related to the four typical phases
are zero in all the parameter regime, so we do not show
them further. Mx is nonzero as far as Ω
′ > 0. In the
x-PARA phase, all the order parameters except Mx are
zero. In the z-FM phase, both Mx and Mz are non-
zero. In the y-AFM phase, in addition to non-zero Mx
and Ny, the incomplete y-AFM structure along with the
extra x-ferromagnetic structure makes Cxy non-zero, but
suppressed compared toMx andNy. Similarly, in the xy-
SP phase, apart fromMx and Cxy, there is small amount
of Ny. In Fig. 6, the three red-dashed lines labeled (a),
(b) and (c) correspond to λ = 1.25, 0.92, and 0.75 re-
spectively. We plot the order parameters as function of
Ω′ along these lines in Fig. 7. In Fig. 7(a), there is a
first-order phase transition between the z-FM and the
x-PARA phase as Ω′ increases. The transition point at
Ω′ = 0.76 can be determined by the sudden drop of Mz
to 0. In Fig. 7(b), with increasing Ω′, there is also a first-
order phase transition at Ω′ = 0.68, separating the xy-SP
and x-PARA phase. In Fig. 7(c), as Ω′ increases, a con-
tinuous phase transition firstly takes place at Ω′ = 0.92,
dividing the xy-SP and y-AFM phase, and then, a first-
order phase transition happens at Ω′ = 1.36 as the sud-
den jump of Ny, dividing the y-AFM and x-PARA phase.
V. SUMMARY AND DISCUSSIONS
In summary, by employing the variational MPS
method, we have studied quantum magnetic phase tran-
sitions in the deep Mott insulator of spin-orbit coupled
two-level Bose atoms in 1D optical lattice. We find that
the introduction of SOC brings a DM interaction and a
transverse field in the effective model, which significantly
modify the magnetic structures. When the transverse
field in absent, the GS is in a gapped z-FM phase with
ferromagnetic long range correlation in the zˆ direction
if the ratio of asymmetric interaction strength λ > 1,
and a gapless LL phase with algebraic decaying correla-
tions if λ < 1. The gapless LL phase is classified into
ferromagnet or antiferromagnet when the DM interac-
tion is zero and spiral phase when the DM interaction
in nonzero. When the transverse field is introduced, the
three kinds of gapless LL phase is broken to gapped x-
PARA, y-AFM and gapless xy-SP phase, with finite long
range correlation. From an analysis of the order param-
eters, we present rich phase diagrams on the parameter
spaces. We note that the xy-SP phase distinguishes it-
self from the spiral phase in the nearest-neighbor spin-flip
model induced by SOC, which is a LL phase, by the cor-
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FIG. 5. (a) The energy gaps ∆1 (soli-dotted line) and ∆2 (dashed-dotted line) vs 1/L; (b) Correlation function 〈S
x
j S
x
l 〉 (blue
squares), 〈Syj S
y
l 〉 (red pluses) and 〈S
z
j S
z
l 〉 (yellow dots) vs |j− l|; (c) Structure factor Qx (k) (blue squares), Qy (k) (red pluses)
Qz (k) (yellow dots) vs k for the xy-SP phase with representative parameter point (φ, λ,Ω
′) = (0.5pi, 0.75, 0.5).
FIG. 6. The GS phase diagrams for φ = 0.8pi. There are four
typical phases: the z-FM phase (I), the x-FM phase (II), the
y-AFM phase (III) and the xy-SP phase (IV). The red solid
lines correspond to gapless LL phases. The open circles are
the phase boundaries from our MPS calculation. The blue
solid lines are fittings of the numerical data. The three red-
dashed lines labeled (a), (b) and (c) correspond to λ = 1.25,
0.92 and 0.75, along which we plot the order parameters in
Fig. 7.
relation function. Thus, our study provides a complete
understanding of the SOC effect on the strongly interact-
ing atoms in optical lattice system.
Interesting extensions of our present study include
the magnetic phase transition of the strongly interacting
artificial bosonic three-leg ladder, whose single-particle
Hamiltonian is realized in [13]. The effective model will
be a spin-1 chain, the GS of which would be accessible
by the presented MPS algorithm. Furthermore, in the
fermionic synthetic ladder, when take the nuclear spins
into consideration, the interorbital spin-exchange inter-
action [40–42] would couple individual ladders. Thus,
the model Eq. (1) can be generalized to multiple two-leg
ladders pierced by artificial magnetic flux. The impact
of this inter-orbit coupling on the superfluid states has
FIG. 7. The order parameters as functions of Ω′. The
yellow lines marked by dots denote the magnetization along
the z direction Mz; the blue lines marked by squares denote
the staggered magnetization along the y direction Ny ; the
red lines marked by pluses denote the spiral order on the
xˆyˆ plane Cxy; the green lines marked by circles denote the
magnetization along the x direction Mx. The parameters are
set as φ = 0.8pi with (a) λ = 1.25, (b) 0.92 and (c) 0.75,
corresponding to the three red dashed lines in Fig. 6.
been thoroughly studied in [43]. It induces exotic vortex
states on the nuclear-lattice plane, which competes with
the existing phases in the decoupled ladder and leads a
rich phase diagram [43]. How this inter-orbit coupling in-
fluences the quantum magnetism remains an open ques-
tion for future research.
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