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Abstract
Training artificial agents to acquire desired skills through model-free reinforcement
learning (RL) depends heavily on domain-specific knowledge, and the ability to
reset the system to desirable configurations for better reward signals. The former
hinders generalization to new domains; the latter precludes training in real-life
conditions because physical resets are not scalable. Recently, intrinsic motivation
was proposed as an alternative objective to alleviate the first issue, but there has been
no reasonable remedy for the second. In this work, we present an efficient online
algorithm for a type of intrinsic motivation, known as empowerment, and address
both limitations. Our method is distinguished by its significantly lower sample
and computation complexity, along with improved training stability compared to
the relevant state of the art. We achieve this superior efficiency by transforming
the challenging empowerment computation into a convex optimization problem
through neural networks. In simulations, our method manages to train policies with
neither domain-specific knowledge nor manual intervention. To address the issue
of resetting in RL, we further show that our approach boosts learning when there’s
no early termination. Our proposed method opens doors for studying intrinsic
motivation for policy training and scaling up model-free RL training in real-life
conditions.
1 Introduction
Reinforcement learning (RL) provides a solid framework for learning an optimal control policy when
a reward function corresponding to a specific objective is provided [1–6]. While state of the art RL
algorithms manage to solve a broad range of control tasks, these results are often based on carefully
engineered reward functions, some of which encourage exploration and some provide additional
learning heuristics. Such reward functions require substantial domain-specific knowledge to design
and need to be adjusted at a per-environment basis even for simple, simulated environments. Another
common practice is that the environments needs to be reset to a certain set of configurations at the
end of each episode. RL algorithms rely on relatively short episodes with the use of heuristics as a
termination switch to obtain enough learning signal [7, 8]. Resets translate to human intervention
and/or additional time consumption when RL is applied in physical systems, and thus, are not
only undesirable, but also sometimes impossible [9, 10]. The assumptions above hinder effective
applications of reinforcement learning to real-life scenarios.
In existing works, different intrinsic motivation and unsupervised learning approaches were introduced
to explore universally applicable objectives that help train AI agents [11–16]. Among others, the
empowerment method reviewed by Salge et al. [17] is a utility function that measures the number
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Figure 1: Comparison between the existing variational bounds of empowerment, C, (Left) and the
proposed method (Right). The existing approaches comprise three neural networks piθ, ωφ, and qψ.
Where the latter two estimate C, while piθ is optimized with C as intrinsic reward. The proposed
method comprises two networks only, piθ and Gχ, while C is efficiently estimated by a simple
convex optimization problem. Our simplified architecture results in more stable training using less
samples, as explained in the paper.
of future states distinguishably-achievable by an agent’s actions, which is quantified by maximal
Mutual Information (MI). Recent work on empowerment shows its great potential to help solve a
broad range of the AI tasks [18–22]. Despite the empirical success, the computational burden of
empowerment is forbidding, as estimating MI between high-dimensional random variables is known
to be a hard problem [23]. As illustrated by the left block diagram in Figure 1, most existing methods
estimate Empowerment by calculating its Variational Lower Bound, which involves 3 distributions
parameterized by neural networks: control policy: pi(a | s), source distribution: ω(a | s) and planning
distribution: q(a | s, s′).
In this work, we propose an efficient and stable algorithm for empowerment computation, as illustrated
by the right block diagram in Figure 1. Our method consists of three main components: 1. The system
dynamics is viewed as a Gaussian channel which takes in action sequences and outputs the final state;
2. Empowerment value is obtained by performing SVD on the channel gain matrix and solving a 1-d
convex optimization problem using “Water-Filling” [24]; 3. Empowerment is used as an intrinsic
reward for the training of optimal control policies. The proposed approach has less parameters to
optimize and the neural network Gχ for empowerment computation is trained by regression, making
it more stable and sample efficient than the existing ones. These superior properties further allow
us to incorporate empowerment into RL for high dimensional environments without frequent early
resets and explore its potential as a generic training objective.
To the best of our knowledge, our proposed algorithm is the first to train meaningful policies with zero
supervision, as it requires neither reward nor manual resets. Strictly speaking, this work introduces a
new frontier in training artificial agents by reinforcement learning without any external intervention.
2 Background
2.1 Markov Decision Process and Reinforcement Learning
A Markov decision process (MDP) is a discrete-time control model with parameters S: the state
space, A: the action space, p(s′ | s, a): the transition probability model, r(s, a) ∈ R: the reward
function, p0: the initial state distribution, H: the horizon in number of steps and γ: the reward
discount factor.
Reinforcement learning (RL) tries to find the optimal control policy pi that maximizes the expected
sum of returns along the trajectory:
max
θ
E
[H−1∑
t=0
γtr(st, at) |piθ
]
. (1)
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2.2 Empowerment
In this work, we adopt the established definition of n-step empowerment as a function of state [12].
By definition, empowerment at state st is the Channel Capacity (C) between the action sequence
aT−1t
.
= (at, at+1, . . . , aT−1) and the final state sT , where T − t = n. In the equations, random
variables are denoted by capital letters, while their realizations by corresponding small letters.
Emp(st) = C(AT−1t ;ST | st) = max
ω(AT−1t | st)
I(AT−1t ;ST | st)
= max
ω(AT−1t | st)
{
H(ST | st)−H(ST |AT−1t , st)
} (2)
Here, I(ST ;AT−1t | st) is the conditional mutual information functional,H(· | ·) is the conditional
entropy functional. ω(AT−1t | st), called the source distribution earlier, is a stochastic policy which
outputs a probability distribution of n-step action sequences conditioned on st.
3 Related Works
Existing Empowerment algorithms: To tackle the hard problem of Mutual Information compu-
tation, Mohamed and Rezende [18] optimized the Variational Information Lower Bound of MI
(Equation 3), introduced by Barber and Agakov [25], as the surrogate objective.
I(AT−1t ;ST | st) ≥
∫∫
p(sT | aT−1t , st) ln
qφ(a
T−1
t | sT , st)
ωψ(a
T−1
t | st)
dst daT−1t (3)
The objective is then formalized as a constrained optimization problem:
Emp(st) = max
ψ,φ
Ep(sT | aT−1t ,st)ωψ(aT−1t | st)
[
− 1
β
lnωψ(a
T−1
t | st) + ln qφ(aT−1t | sT , st)
]
(4)
s.t. H(aT−1t | st) < 
One weakness is that its 1-step greedy controller might result in sub-optimal performance.
In a following work by Gregor et al. [19], the control policy piθ is parameterized by a neural network
and is trained using RL. The parameters of the distributions ωψ and qφ are updated online, making it
possible to train a more robust control policy. In addition, empowerment is computed in a closed
loop: the source distribution ωψ depends not only on the initial state st but also all intermediate states
st+i. Their final results are limited to discrete state environments because the empowerment reward
signal is not stable enough in continue environments.
Another work in the family of Variational Empowerment algorithms managed to apply empowerment
to continuous-state dynamical systems [20]. The training of control policy piθ and source distribution
ωψ is stabilized by replacing policy gradient with Stochastic Gradient Descent. The limitation is that
either a differentiable dynamics must be known, or a accurate model must be learned for the gradient
signals to propagate.
As a entirely different approach, Salge et al. [26] linearize the inverted-pendulum dynamics over
multiple time-steps and assumed Gaussian noise. The Gaussian Channel Capacity is computed by
“water-filling”. Although this algorithm computes empowerment for a continuous-state, continuous-
action dynamical system efficiently, it only works with analytically linearizable environments.
The limitations of these recent algorithms can be summarized as follows:
Mohamed and Rezende [18] uses open-loop empowerment and 1-step greedy controller
Gregor et al. [19] discrete actions only; empowerment signal unstable
Karl et al. [20] requires differentiable model
Salge et al. [26] requires specific analytical environments
Our work inherits the stability and efficiency of the Gaussian Channel Model [26], while making the
algorithm applicable to generic environments.
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A recent work by Qureshi et al. [22] applies empowerment to Inverse Reinforcement Learning. Their
results show that when empowerment is used along reward and policy learning, IRL manages to
learn near optimal control policies and robust reward functions, which are superior to those from the
existing methods. Better algorithms for empowerment will facilitate research on the hybrid, intrinsic
and extrinsic, reinforcement learning.
4 Our Approach
The key idea of our approach is to view the dynamics over n steps as a MIMO Gaussian Channel (4.2),
whose channel gain matrix is determined by the current state of the system. Under this model, for a
given starting state, the n-step chain of actions is considered the channel input. It is then transformed
by the gain matrix and shifted by a Gaussian noise to produce the final state. Empowerment, which is
the Capacity of our Gaussian Channel, can be solved by the “Water-Filling” algorithm. We summarize
our entire scheme into the Empowerment Prioritized Control (EPC) algorithm, which we break
down for detailed explanation in this section.
Algorithm 1 Empowerment Prioritized Control (EPC)
Input: Initial Policy pi, Horizon T , relative weightings for external and intrinsic reward α, β
Initialize Trajectory Buffer B and parameter χ for the Gaussian Model Network G and b
for itr = 1 to N do
Gather trajectories τ , returns r(τ) with policy pi
Extract tuples (st, aT−1t , st+T ) from τ and additional random trajectories into buffer B
for update = 1 to I do
Minimize ||G(st) · aT−1t + b(st)− sT ||2 in B (equation 7)
end for
Compute G(s) and perform SVD to obtain MIMO Gaussian channel noises for s in τ
Estimate Emp(s) by water-filling. (equation 8)
Augment Reward: r′(τ) = α r(τ) + β
∑
Emp(s)
Update policy pi w.r.t. reward r′ with a Policy Gradient algorithm
end for
4.1 Interaction Model and Data Collection
We formulate the interaction between the agent and the environment as an MDP (Section 2.1). Each
step taken in the environment can be written as:
st+1 = f(st, at, ηt), (5)
where st is the state at time t, at is the action at time t, and ηt is assumed to be Gaussian process
noise. The agent does not know the dynamical model f , but receives an observation νt, which
is transformed from st. Then, after the agent applies an action, at, the system moves to the next
state, st+1. Within each epoch, the agent has full access to its observation and action trajectories:
{τi}Ni=1, where τi = {νti}Lt=0 ∪ {ati}L−1t=0 . Here N is the number of trajectories and L is the length
of each trajectory. To train our n-step Gaussian Model, we need roll-out tuples in the form of
(νt, at, at+1, · · · , at+n−1, νt+n). These roll-outs are extracted from the trajectories {τi}Ni=1, along
with additional random trajectories.
In this work, we assume that observations are the actual states or close representations of them. Thus,
we don’t make an explicit distinction between ν and s.
4.2 MIMO Gaussian Channel
An multiple-input multiple-output (MIMO) Gaussian Channel is an information channel whose input
and output are high-dimensional random variables, and whose noise comes from a multi-variate
Gaussian distribution.
Let the state space dimension be ds and action space dimension be da. We assume that for a given
starting state st, the final state sT after n steps is linear in the actions taken by the agent. In addition,
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the noise in the system comes from a Gaussian in the state space: η ∼ N (0ds , Ids). Formally:
sT = Gχ(st)× aT−1t + bχ(st) + η (6)
In Eq. 6, aT−1t is a vector of length nda, made up of the n actions at, at+1, · · · , aT−1. It is considered
the input to the Gaussian channel. Gχ(st) ∈ Rds×nda is the channel gain matrix and bχ(st) ∈ Rds
is the bias term. Both mappings are approximated by a neural network.
We train the network parameters χ by SGD on the Least Squares objective w.r.t. the roll-out data
collected in 4.1:
min
χ
E
[||ST −Gχ(st)× aT−1t − bχ(st)||2] (7)
4.3 Empowerment by Water Filling
Computation of the information capacity C of the MIMO Gaussian Channel in Eq. 6 is a convex
optimization problem and can be solved efficiently by the “Water-Filling” algorithm [24].
C∗(st) = max
pi
1
2
k∑
i=1
log(1 + σi(st)pi) (8)
The total power is constrained by a single constant P :
∑k
i=1 pi = P .
{σi(st)}ki=1 are the singular values of the gain matrix, Gχ(st).
As a special case, we can compute the "detailed Empowerment" by considering only selected
dimensions of the final state vector sT as output of the channel. In this case, we estimate the agent’s
ability to control these specific state dimensions.
5 Experiments
The goal of this section is to answer the following questions and provide a comprehensive review of
the properties of our method with the help of various simulated environments in OpenAI Gym [7].
1. Does our method calculate a correct empowerment landscape?
2. How does the performance of our method compare with SOTA?
3. Does our method enable unsupervised training?
4. Does our method provide an enhanced controllability to the agent, which enables training
without frequent manual interventions?
5.1 Comparison to State of the Art
In this part, we compare our proposed method with SOTA continuous space empowerment compu-
tation from Karl et al. [20], which is a representative of the family of related methods discussed in
section 3. In the following comparisons, we will refer to their method as the "variational approach".
First, we verify that our method yields empowerment estimations that are consistent with those from
both the variational approach and the analytical solution. Then, we demonstrate the advantages of our
method in terms of sample efficiency and stability. For all the comparative experiments below, we
first tune the parameters in favor of the variational approach, then benchmark our proposed method
under similar settings.
We use the inverted pendulum environment because its 2D state space allows a clear visualization of
the empowerment values and control policies. The environment consists of a single stiff pole, with
one end mounted to a friction-less pivot. Torque can be applied at the pivot. Simple as it is, inverted
pendulum is a prototype for much more complicated dynamical systems such as upright walking in
biological and engineering systems.
5.1.1 Convergence to a Correct Landscape
We demonstrate the correctness of our algorithm by plotting the empowerment values across the
entire state space in the pendulum environment. We compare the analytical solution presented in
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Salge et al. [26], our approach and the variational approach. It is clear that while both the variational
approach and ours are sample based, ours outputs an empowerment landscape that is smoother and
more discerning, similar to the one by analytical solution.
(a) Analytical Solution (b) Our Approach (c) Variational Approach
Figure 2: Pendulum - Empowerment landscape by different methods (squashed linearly to [0, 1])
x-axis: angle from to top in rad. y-axis: angular velocity in rad/s.
5.1.2 Sample Efficiency
The variational approach proposed by Karl et al. [20] requires random initialization of the environment
according to a prior p0, and produces an empowerment-seeking control policy as byproduct. To make
a fair comparison, in this section only, we reset the pendulum uniformly across its state space. We
count the number of steps taken in the simulated pendulum environment before convergence and
additional steps required for an accurate estimation of empowerment at a given state.
Variational Approach Our Approach
# steps until convergence ∼ 106 ∼ 105
# steps per precise query ∼ 103 0
Our method is much more sample-efficient when learning the empowerment landscape and training
a corresponding control policy. We compare the number of steps per query because it determines
whether the scheme can be effectively used in reinforcement learning. In variational approaches,
multiple roll-outs are needed for a single accurate estimation. The computation overhead is huge if
empowerment is to be use as part of the reward function. Our approach doesn’t require additional
sampling and is more preferable for use with RL in terms of computation complexity.
5.1.3 Stability of training
By design, we expect our algorithm to be more stable than existing variational approaches. In EPC
(Algorithm 1), empowerment estimation reduces to a regression problem and is disentangled from
policy learning. On the other hand, the variational approaches relies on one policy to estimate
empowerment and requires a separate one for control.
To quantify the stability of both approaches, we repeat the computation on pendulum for 10 random
seeds and plot the variance of the (normalized) empowerment values across seeds (Figure 3). Our
method is very consistent across different seeds while the variational approach varies considerably
long after it produces a correct empowerment landscape.
5.2 Unsupervised RL with empowerment
In this section, we use simulated pendulum and cart-pole environments to verify and visualize the
effect of unsupervised training with only signal from empowerment value. In both experiments, the
dynamical systems are reset at the bottom (lowest energy state) in each episode. Thus, no manual
intervention is required. We apply EPC (1) with Proximal Policy Optimization [5] as its underlying
policy optimizer. We expect EPC to explore along states with high empowerment and eventually
stabilize at some maximally empowered state.
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Figure 3: Pendulum - Variance of empowerment values across 10 random seeds Values are squashed
linearly to [0, 1] before variance computation for fair comparison.
5.2.1 Pendulum Swing-up
As presented in section 5.1.1, the empowerment of the pendulum is highest when it is stationary
at the up-right position. In this section, we show the evolution of the empowerment landscape, the
control policy and the state concentration as we perform EPC from scratch.
epoch-0 epoch-10 epoch-20 epoch-30 epoch-40 epoch-50
Figure 4: Snapshots of empowerment landscape (top), control policy (middle) and state concentration
(bottom) along EPC training. Each epoch corresponds to 104 steps. A 2-phase convergence is
observed: emp values converge from epoch 0 to 10 and policy from epoch 10 to 50.
The results again highlight the superior stability of our method. In Figure 4, we observe that EPC for
pendulum swing-up is trained in 2 phases: empowerment learning and policy learning. It takes less
than 10 epoches for the empowerment reward signal to stabilize, which matches the results in section
5.1.3. In the second phase, the consistent reward signal helps train a policy that confidently swings
the pendulum up and balances at the top.
5.2.2 Cart-Pole Swing-up
The cart-pole environment is made up of a stiff pole with one end fixed to a pivot on a cart movable
along one axis. The cart can be pushed left or right within a confined region. The state space of
cart-pole has 4 components: cart position, cart velocity, pole angle, pole angular velocity. We expect
high empowerment when the pole is up right, because starting there, gravity is able to help the system
reach a broader set of future states. To measure whether EPC successfully brings the cart-pole to
up-right position, we plot the average squared angle to the top against the number of training steps.
We also include 2 different reward functions that directly aim this objective for comparison.
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Figure 5: Cart-Pole - Comparison of unsupervised and supervised reward functions. The “dense
reward” is -θ2 and the “sparse reward” is 1{|θ| < pi10}.
As shown in Figure 5, the empowerment reward, without the need of prior knowledge of the
environment, is able to achieve similar final performance compared to direct reward signals. Moreover,
it learns this objective at a speed on par with the dense reward.
5.3 "Reset-free" Reinforcement Learning with Empowerment
Recent progress on reinforcement learning with high dimensional dynamic systems (e.g. Humanoid)
builds on the assumption that the environments can be reset freely. Hence, episodes are terminated
early and the environments are reset when systems falls into less controllable configurations. In this
section, we train control policies without these active resets by augmenting the external rewards with
empowerment objective to encourage the agent to explore along more controllable states in under-
powered conditions. The empowerment value we use for this section is the "detailed Empowerment"
w.r.t. the agent’s velocity, as introduced in the end of Section 4.
Hopper: When the Hopper falls to the ground, it’s hard for the agent to recover and continue to
jump forward. It is common to reset the environment when this happens. The fell-over gesture is
under-powered because the actions need to overcome gravity and is less effective in changing the
state of the system. We augment the reward (r = x-Velocity) with empowerment reward and compare
the training performance against the baseline (external reward only).
Humanoid: Similar to Hopper, Humanoid also relies on frequent resetting to stay standing, only that
its state and action spaces are of much higher dimension. When Humanoid falls, limited exploration
fails to provide meaningful reward signals and the system is often stuck. Our result with Humanoid is
obtained with Soft Actor-Critic [6] as the underlying policy optimizer for EPC.
Figure 6: EPC in Mujoco Environments - Left: Hopper + PPO. Right: Humanoid + SAC. In both
experiments: r =x-Velocity + actuation penalty.
From the results shown in Figure 6, we observe that empowerment boosts “reset-free” RL learning
performance. In the Hopper environment, the advantage comes in the form of faster learning and
more consistent policy performance. For Humanoid, empowerment manages to provide learning
signals in under-powered situations and the Humanoid occasionally learns to crawl forward.
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6 Discussions
In this work, we present a new algorithm for empowerment and demonstrate its application in unsu-
pervised training and "reset-free" reinforcement learning. In particular, the "detailed empowerment"
used in Hopper and Humanoid environment only considers agent’s influence on its velocity, but is
already able to boost the performance in policy learning. Future works can benefit from the efficiency
of this algorithm and explore applications of detailed/classic empowerment in other settings.
Broader Impacts
The results presented in this paper have two immediate implications. First, it makes the use of
empowerment as a potential universal utility function more viable. Second, it shows that the amount
of human intervention can be reduced when it comes to the training of real hardware robots. Both
implication can encourage broader application of intelligent agents in the industry and at home
because the amount of expertise required for task-specific reward engineering and supervision is
significantly reduced. Other potential research directions include human robot collaboration through
cross empowerment and empowerment motivated collaboration in multi-agent learning.
More generally, while the idea of intrinsic motivation comes from biological organisms, the study of
intrinsic motivation for artificial agents might provide insights on the animal and human behavior too.
Deeper understanding on AI might give us a better idea of what kinds of behavior can be explained
by intrinsic motivation, and what are results of external stimulation.
Last but not least, one thing to keep in mind when working with empowerment is the idea of safety.
While the empowerment objective can help the agent regain grasp in under-powered situations, a
more empowered robot might cause more damage if an accident occurs. On the other hand, if an agent
actively tries to help those around it, including humans, to gain empowerment, they may develop
more cooperative behaviors and can even save others from unsafe situations. Thus, the specific way
in which empowerment is used to train intelligent agents might result in vastly different behaviors.
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Appendix
A Derivation of MIMO Gaussian Channel Capacity
We reproduce the derivation of MIMO Gaussian Channel Capacity for readers’ convenience.
As shown in section 4.2, we consider the channel:
sT = G× aT−1t + b+N (0, I)
Perform SVD on matrix G:
G = U ΣV T
Σ−1 UT sT = V T aT−1t + Σ
−1 UT b+ Σ−1 UT N (0, I)
Let y = Σ−1 UT sT , x = V T aT−1t , and c = Σ
−1 UT b, we have:
y = x+N (0,Σ−2) + c
Suppose Σ−1 is a k × k matrix, then the channel from x to y has independent scalar Gaussian noise
in each channel with variance σ−2i where σi is the ith singular value of matrix G.
B Detail experiment settings:
B.1 Neural networks used in Algorithm 1
We used fully connected neural network to learn the mapping from states to the channel gain matrix
G and bias b. The network has 3 hidden layers, each with 512 neurons. ReLU activation is used.
Our results build on the control policy and policy optimizer implementations from the stable-baselines
package.
B.2 Environment settings
We used custom environment modified from the OpenAI Gym package in our experiments. In this
section, we list the changes we made for each experiment section.
Section 5.1:
In this section, the pendulum environment is set to reset uniformly in its state space, as explained in
the paper. We use T = 12 for empowerment computation.
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Section 5.2.1:
The simulation interval for pendulum is changed to 0.1s. The pendulum is always reset at the bottom.
We use T = 8 for empowerment.
Section 5.2.2:
The cart-pole environment is modified to take continuous actions. The simulation interval is changed
to 0.1s. The position of the cart is restricted between -0.5 and 0.5. The velocity of the cart is restricted
between -2 and 2. For each 100-step episode, the pole is always reset at the bottom, and there’s no
early-termination. T = 6 for empowerment computation.
Section 5.3:
For both the Hopper and Humanoid environment, the velocity of the agent is added as part of the
observation. The healthy reward is removed from the original reward function. The reward contains
only velocity in x-direction and control penalty. Early termination is turned off so each episode is full
1000-step long. T = 32 for Hopper and T = 16 for Humanoid.
B.3 Empowerment as reward
In our experiments, empowerment values are exponentiated whenever they are used in a reward
function.
B.4 Random trajectories used in training
As described in Algorithm 1, EPC uses additional random trajectories when training the MIMO
Gaussian Model. These random steps are not counted in Figure 4, 5 and 6 because random trajectories
can be collected beforehand or quickly in paralleled environments.
C Video visualizations
The video visualizations of final policies are shown on this website:
https://sites.google.com/view/eoee-rl
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