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Abstract. Tens of thousands of news articles are posted on-line each day, cover-
ing topics from politics to science to current events. In order to better cope with
this overwhelming volume of information, RSS (news) feeds are used to cate-
gorize newly posted articles. Nonetheless, most RSS users must ﬁlter through
many articles within the same or different RSS feeds in order to locate articles
pertaining to their particular interests. Due to the large number of news articles
in individual RSS feeds, there is a need for further organizing articles to aid users
in locating non-redundant, informative, and related articles of interest quickly. In
this paper, we present a novel approach which uses the word-correlation factors
in a fuzzy set information retrieval model to (i) ﬁlter out redundant news articles
from RSS feeds, (ii) shed less-informative articles from the non-redundant ones,
and (iii) cluster the remaining informative articles according to the fuzzy equiv-
alence classes generated on the news articles. Our clustering approach requires
little overhead or computational costs, and experimental results have shown that
it outperforms other existing well-known clustering approaches.
1 Introduction
These days more information is being transmitted through the Internet on a daily basis
than any individual could read or process in an entire lifetime. Besides entire libraries
of news articles which have been digitally archived and are publicly available, there is a
constant inﬂux of new articles. Efforts to manually and regularly sort through this del-
uge of new articles posted on any Weblogs, news, and other Web sites to ﬁnd particular
items of interest not only are extremely time-consuming and labor-intensive, but it is
also an impractical process. In solving this problem, recent efforts have been made on
developing RSS1 news feeds, which are XML documents that provide users with new,
frequently updated news content automatically and allow users to subscribe to it.
Although RSS news feeds do save users considerable amounts of search time by
classifying newly posted articles according to their subject areas, users still need to sort
throughthe largenumberofarticlespostedwithin RSS ﬁles(of whicha singleRSS user
may subscribe to many)in order to locate articles pertainingto their particularinterests.
Added to this problem is the presence of redundant articles, i.e., articles which con-
tain information already included in other articles in different (or even the same) RSS
feeds. In addition, less-informative articles, which are notentirely redundant,but which
include signiﬁcant overlapped information appeared in other articles, are common. For
1 “RSS” refers to the following standards: Rich Site Summary (RSS 0.91), RDF Site Summary
(RSS 0.9 and 1.0), and Really Simple Syndication (RSS 2.0).
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example, a brief, breaking news article would become redundant or less-informative
when its updated version is posted, with additional, detailed information on the same
event. All of these increase the volume of articles which users must sort through in or-
der to ﬁnd useful information. Furthermore, there is a need for grouping newly posted
articles by content, in order to aid users in seeking related information instantly. In this
paper, we present an approach which employs the fuzzy set information retrieval (IR)
model to cluster non-redundant,informative, and related RSS news articles.
While other existing clustering techniques (see details in Section 2) perform well
under certain conditions, the conditions for such techniques are often restrictive. Some
require user feedback, whereas others need a very large data set for analysis before
effective clustering may be performed.Our redundant/less-informativearticle detection
and relevant clustering technique has the advantage of (i) being context free, i.e., no
preprocessing or user input is necessary and (ii) computationally effective. This, of
course, is an enormous beneﬁt for implementation in real-world systems.
The remainder of this paper is organized as follows. Section 2 discusses other work
performed which pertains to either detecting replicated information or clustering (news
articles). Section 3 describes the fuzzy set IR model, which is used as a basis for our
informative-document detection approach. Section 4 introduces the fuzzy equivalence
relation we use for grouping related news articles. Section 5 presents our clustering
results and an analysis thereof. Section 6 gives our concluding remarks.
2 Related Work
Among the huge amount of related work in document/text/dataanalysis, we narrow our
discussion on representative work closely related to detecting and/or clustering similar
contents (topics) in either RSS news articles or Web documents.
The objective of topic detection and tracking (TDT) in [16] is to identify and label
stories in several news streams that pertain to new or previously unidentiﬁed events to
ﬁnd those that discuss the same event as the one speciﬁed by a user. [2] suggest using
a TF-IDF algorithm to recognize terms that explain the main topics in a weekly news
archive and then cluster the sentences in the news articles with higher average weight
according to the topics using a sentence vector. This approach, however, does not deal
with the problem of information overload that should be minimized. [1] introduce a
shingling approach for detecting similar Web documents. The detection method ﬁrst
represents the content of each document D by the subsequences of words in D,w h i c h
are called shingle. Hereafter, [1] compare the set of shingles of size k belonged to any
two documents to establish the overlap of the two for clustering purpose.
[9] capture the structure of on-line news events that make up a topic and the depen-
denciesamongthem (i.e.,eventthreading)throughdifferenteventmodels.Eventhough
the use of cosine similarity and time-stamps of news stories in [9] produces fairly good
results when the events are provided,the performancedeteriorates rapidly if the system
has to discover the events itself. [4] utilize the R-measure, which is the normalizedsum
of the lengths of all word sufﬁxes of the text repeated in documents to detect duplicates
and plagiarism. Rather than using word sufﬁxes to detect near-duplicate documents,
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in order to identify duplicate and near-duplicate documents. In yet another clustering
approach,[7] incorporatetheuser’spriorknowledge,whichindicatepairsofdocuments
belonged to the same cluster, to obtain the desired cluster structures or to construct ac-
curate clusters. This technique enables users to control the clustering process based on
the prior knowledge speciﬁc to the target data set, which is, however, a constraint.
An incremental hierarchical text document clustering approach used for organizing
documents from various on-line sources is presented in [11]. The approach depends on
the frequency of occurrence and the contents of the words within documents, which
is another term-frequency and word-matching approach, to determine the topic of a
document for clustering. [6], who also consider RSS news articles, allow the user to
ﬁnd articles grouped by similar topics. In [6], the k-nearest neighbor algorithm locates
the k nearest stories for each new story S so that the cosine similarity in the Vector
Space Model computed for each of the k stories and S is not lower than the predeﬁned
threshold; otherwise, the content of S is treated as a new topic.
[10] use three different variations of the k-mean algorithm to ﬁnd higher quality
solutions in less time for clustering binary data streams. Even though the results of
the incremental k-mean are good, dependence in initialization, sensitivity to outliers,
and skewed distributions could affect the performance of the algorithms. [3] develop a
divide-and-mergeclusteringmethodologythatcombinestop-down(divide)andbottom-
up (merge) algorithms, which creates a tree structure T whose leaves are documents,
and each cluster is a sub-tree rooted at a node of T. [12] describe a clustering algorithm
that uses the contents of linked Web pages for clustering relevant Web pages. Thus,
like ours, [12] rely on the content of a document to produce clusters of highly related
documents. However, [12] only cluster documents containing a single topic, which is a
restriction, since a document may cover more than one topic as in an RSS news article.
3 The Fuzzy Set IR Model and Redundant Articles Detection
Detecting non-redundantand informativeRSS news articles is a challenging task, since
RSS news feeds are dynamic in nature. RSS users subscribe to Web sites that typically
add the content of news articles in the machine-readable,XML-formatted ﬁle regularly
and rapidly. Two of the essential elements in an RSS ﬁle are the title and description of
an item (i.e., a news article), since the formercontains the headlineof the article (story),
whereas the latter often contains the ﬁrst couple sentences of the article, and several
items can appear in the same RSS ﬁle. We concatenate the title and description of each
item and treat them as the content descriptor of the corresponding article and use a
selectiveclusteringapproachbasedonafuzzyequivalencerelationtoclusterthearticles
that possess (majority of the) information which is not included in other articles from
either the same or different RSS feeds. This can be done by determining the degrees
of similarity of any two articles using the lists of keywords2 in their respective content
2 Keywords denote words that are non-stopwords and stemmed. Stopwords are very common
words, such as prepositions, demonstrative, interrogative, and indeﬁnite pronouns, which do
not provide useful information to distinguish the content of different articles. Stemmed words
are words with common morphological and inﬂectional endings removed, which minimize the
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descriptors. The degrees of similarity can be computed by the correlation factors in
the fuzzy set IR model among different keywords, which are predeﬁned by using a set
of more than 930,000 Wikipedia (http://wikipedia.org/) documents to determine the (i)
frequency of co-occurrence and relative distance (ci,j), (ii) normalized value (nci,j),
and keyword correlation factor (cfi,j) of each pair of keywords wi and wj as
ci,j =
 
x∈V (wi)
 
y∈V (wj)
1
d(x,y)
;nci,j =
ci,j
|V (wi)|×| V (wj)|
;cfi,j =
 k
m=1 ncm
i,j
k
, (1)
where d(x,y) = |Position(x) - Position(y)| + 1 is the distance, i.e., the number of
words, between words x and y in a Wikipedia document, V (wi) (V (wj), respectively)
is the set of non-stop, stemmed words of wi (wj, respectively), |V (wi)| (|V (wj)|,r e -
spectively) is the number of words in V (wi) (V (wj), respectively), and m is the mth
out of the k (1 ≤ m ≤ k) Wikipedia documents in which both wi and wj,o rt h e i r
stemmed variances, occur.
According to the pre-computed keyword correlation factors, we deﬁne a fuzzy as-
sociation μi,j of the content descriptors of an RSS news article pair Ai and Aj, along
with their degree of similarity Sim(i,j) as
μkm,j =1−
 
kl∈Aj
(1 − cfm,l),∀km∈Ai;Sim(i,j)=
μk1,j + μk2,j + ···+ μkn,j
n
, (2)
wherecfm,l isgiveninEquation1,μkm,j ∈[0,1]reachesitsmaximumwhencfm,l =1 ,
i.e.,km = kl foranykl ∈ Aj, n is thenumberofkeywordsinAi,a n dSim(i,j) ∈ [0,1].
In general, Sim(i,j)  = Sim(j,i).I fSim(i,j) = 0, then there are no keywords in
Ai that is considered similar to any keyword in Aj.W h e nSim(i,j) =1=Sim(j,i),
Ai and Aj are identical.I fSim(i,j) ∼ 1 and Sim(j,i)   1,w h e r e∼ 1 ≡≥0.93 and
  1 ≡ < 0.9,3 then Ai is subsumed by Aj, i.e., each keyword in Ai is (semantically)
the same as some of the keywords in Aj. Using the correlation factors in Sim(i, j),w e
determine whether Ai or Aj should be treated as (i) redundant, i.e., identical or one is
“subsumed” by the other, (ii) one is less-informative than the other, or (iii) (un-)related.
Example 1. Consider the RSS news articles A1 and A2 in Figure 1(a). Since the key-
wordsinthecontentdescriptorofA1 andA2 arethesame,Sim(A1, A2)=1=Sim(A2,
A1), and A1 or A2 is treated as replicated. Another two articles A3 and A4 are shown
in Figure 1(b). The calculated similarity values between A3 and A4 are Sim(A3,A 4)
=0 . 6 9a n dSim(A4, A3) = 0.93, which suggests that A4 is subsumed by A3.
Shown in Figure 1(c) are two other news articles A5 and A6. Both articles ad-
dress similar event (i.e., Senator Barack Obama enters the presidential race). Since
Sim(A5,A 6) =0 . 3 6a n dSim(A6,A 5) = 0.28, the two articles contain some related
information. Figure 1(d) shows another two news articles, A7 and A8. A8 is less-
informative than A7,s i n c eSim(A8,A 7) = 0.86 is high, which means that signiﬁcant
amount of information presented in A8 is contained in A7, whereas Sim(A7,A 8) =
0.42, which indicates that A7 contains other information that is not available in A8.
During the clustering process of these articles, A8 is an ideal choice to be eliminated. 
3 The threshold values, 0.93 and 0.9, were determined by the conducted empirical study in 2006.236 N. Gustafson, M.S. Pera, and Y.-K. Ng
(a) A1 (top) is identical to A2 (bottom) (b) A3 (top) subsumes A4 (bottom)
(c) A5 (top) and A6 (bottom) are re-
lated
(d) A8 (bottom) is less-informative than
A7 (top)
Fig.1. Examples of identical, subsumed, related, and less-informative news articles
4 Fuzzy Equivalence Relation
After discarding redundant (i.e., identical or subsumed) RSS news articles based on
their Simvalues, we proceed to eliminate less-informative RSS news articles in a clus-
ter being constructed. This task can be accomplished by ﬁrst generating clusters of all
the non-redundantRSS news articles (both informative and less-informative) that have
a certaindegreeofsimilarity.A non-redundantclusterofRSS newsarticlesisdeﬁnedas
Cα = {d | Sim(d,e) ≥ α,∀e ∈ Cα} , (3)
where α is the minimum degree of similarity that any two articles in Cα must hold.
Clusters of news articles can be created by using a fuzzy equivalence relation,w h i c h
is deﬁned according to the degrees of similarity among different elements in a set, and
is used to generate “crisp” subsets (i.e., clusters) [5]. R is a fuzzy equivalence relation
on a fuzzy set Y , which deﬁnes a “crisp” relationship among the elements of Y ,i fR is
reﬂexive, symmetric,a n dmax-min transitive,i . e . ,
R(x,x)=1 , ∀x ∈ Y, R (x,y)=R(y,x), ∀x,y ∈ Y, (4)
R(x,z) ≥ max
y∈Y
{min{R(x,y),R(y,z)}}, ∀x,y,z ∈ Y. (5)
The key for establishing a fuzzy equivalence relation is the deﬁnition of transitivity.
TheﬁrstdeﬁnitionforfuzzytransitivitywasproposedbyZadeh[17],whichisthemax-
min transitivity, as deﬁned in Equation5. However,the max-min transitivity is known
to be a restrictive constraint, and is not applicable to the clustering problem that we
deal with in this paper. This is because in order to apply the max-min transitivity to
our clustering problem, it is required that for any two articles dx and dz in a cluster C,
therecannotexistanotherarticledy in C whichhas similarities with bothdx anddz that
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S1: House passes new Medicare drug bill. S2: On stem cell legislation, a new reprise.
S3: House passes bill relaxing limits on stem cell research.
Since S3 has highersimilarity with both S1 and S2 thanS1 andS2 havewith each other,
max-min transitivity is not suitable to deﬁne a fuzzy equivalence relation in our work.
The max-prod transitivity [18] (deﬁned below) is not as restrictive as the max-min
transitivity and better suits the requirements of our fuzzy equivalence relation.
R(x,z) ≥ max
y∈Y
{R(x,y) × R(y,z)} . (6)
The max-prod transitivity can be easily satisﬁed if the involved values fall in the
interval [0,1], such as our μ and Sim functions, since the product of two numbers
x,y ∈ [0,1] is smaller than x and y,i . e . ,i fx,y ∈ [0,1],t h e nx ≥ x × y and y ≥
x×y. Hence, we adapt the max-prod transitivity in establishing our fuzzy equivalence
relation.
In order to adapt the fuzzy equivalence relation with max-prod transitivity for elim-
inating less-informative RSS news articles in a cluster, it is necessary to deﬁne a func-
tion that “combines” the similarity measures of any two news articles Ai and Aj, i.e.,
Sim(i,j) and Sim(j,i), into a single one, to satisfy the conditions of symmetry and
transitivity. We ﬁrst consider several combination functions and then choose the one
that satisﬁes the max-prod equivalent relation as the desired combination function.
4.1 Combination Functions
A commonly used combination function is average. However, the average of two pairs
of signiﬁcantly different similarity values, e.g., (0.5, 0.5) and (0.9, 0.1), can yield the
same result, e.g., (0.5 + 0.5)/2 = (0.9 + 0.1)/2. Moreover,although the average function
is fuzzy symmetric and reﬂexive, it is not max-prod transitive. Two equations Q and
Q  in [8], which combine two values, e.g., Sim(i,j) and Sim(j,i), can be deﬁned as
Q(Sim(i,j),Sim(j,i)) =
Sim(i,j)+Sim(j,i)
1 − min(Sim(i,j),Sim(j,i))
, (7)
Q (Sim(i,j),Sim(j,i)) = (Sim(i,j)+Sim(j,i)) − (Sim(i,j) × Sim(j,i)) . (8)
Both QandQ ,aresimpleto compute;however,Q  hasthe samedrawbackastheav-
eragefunction,i.e., it yields the same result to signiﬁcantlydifferentpairs of values. For
example, both (similarity) value pairs (0.9, 0.9) and (0.99, 0.1) are assigned the same
value, i.e., 0.99, by Q . In contrast, Q assigns a high value only when both similarity
measures of Sim(i,j) and Sim(j,i) are high, as shown in Figure 2(a). Moreover, Q is
fuzzy-symmetric,h o w e v e r ,Q is neither fuzzy-reﬂexivenor fuzzy-transitive.We modify
Q so that the modiﬁed Q function, FE, is a fuzzy equivalence relation.
FE(di,d j)=
⎧
⎨
⎩
1 if i = j
0.0001 if Q(di,d j) < 0.0001
Q(di,dj)
max(Q(dx,dy)) otherwise .
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(a) A sample of values computed by us-
ing the Q function in Equation 7
(b) Equivalence (chart) and subsummed
classes (diagram) generated by 429 articles
Fig.2. Q function and the numbers of equivalence classes generated by using different α values
The 1st condition in FE is introduced to satisfy reﬂexivity, whereas the 3rd condi-
tion, the normalized Q function, restricts the values of FEto [0, 1].T h e2nd condition
guarantees max-prod transitivity, since 0.0001 limits the similarity value between any
two articles so that the max-prod transitivity is satisﬁed,4 a necessary and sufﬁcient
condition. Since Q is symmetric as deﬁned earlier, FEis a fuzzy equivalence relation.
4.2 Clustering with α-Cuts
We apply the fuzzy equivalencerelation FEto determinethe equivalenceclasses (clus-
ters) of non-redundant news articles posted under different RSS news feeds by setting
the α value [5] of fuzzy sets as shown in Equation 3. An α value is used to generate an
α-cut, which is a set of clusters such that every pair of news articles in the same cluster
has a degree of similarity no less than α.T h eα-cut analysis, which is widely used in
representinguncertaintyinformation,towhichtheinformativenessofRSS newsarticles
belong, restricts degrees of fuzzy members in different classes. We adapt this analysis
approach, instead of other clustering approaches, since α-cut is seamless for clustering
news articles whose degrees of similarity are determined by the fuzzy set theory.
As α increases, the number of equivalence classes of the corresponding α-cut de-
creases, and the size of each equivalence class is reduced. (See the chart in Figure 2(b)
for an example.) One important property of α-cuts is that the equivalence classes gen-
erated by some α-value x will always be subsumed by the equivalence classes gen-
erated by some α-value y,i fy<x (see the inserted diagram in Figure 2(b) for an
example).
By using smaller α values,whichgeneratelarger clusters,we decrease(i) thechance
of eliminating an entire cluster when discarding less-informative articles, and (ii) the
number of singleton clusters created. However, the clusters generated may be loosely
related if α is too small. Thus, we favor larger α values, which generate fewer and
4 We veriﬁed the max-prod transitivity of FEusing 400 randomly chosen news articles from
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Table 1. Different α values and clusters (i.e., α-cuts) generated for a set of 4 news articles. If α
is too low, A2 is clustered with unrelated articles; however, if α is too high, A4 is isolated from
related articles A1 and A3.T h eα-value 0.0018 is effective.
A1: Boy in Mo. kidnapping ready for school - Family of boy in Mo. kidnapping case recalls
happily receiving word of his recovery
A2: Embryo saved after Katrina is born - Parents of embryo rescued after hurricane Katrina
celebrate birth of boy Tuesday
A3: Abducted boy may have hard time leaving psychologically - He may be the latest of kidnap
victims to suffer from Stockholm syndrome
A4: Parents of missing boy say his life was threatened - Parents of Shawn Hornbeck, missing
four years, say captor threatened his life
α = 0.0007:{A1A2A3A4},... α = 0.0018:{A1A3A4},{A2},... α = 0.0040:{A1A3},{A2},{A4},...
Table 2. Various α values and their corresponding statistics on a set of 90 news articles. The α
value 0.0019 is optimal due to its relatively low number of clusters and singletons.
Value No. of No. of Average Number of Clusters Average Number of Articles
of α Clusters Singletons an Article is in Per Cluster
0.0001 182 0 8.32 4.38
0.0004 182 0 8.32 4.38
0.0007 182 0 8.32 4.38
0.0010 184 0 7.25 4.06
0.0013 140 1 5.46 4.01
0.0016 120 4 4.22 3.76
0.0019 93 7 3.24 3.44
0.0022 72 13 2.84 3.42
0.0025 60 20 2.51 3.50
smaller clusters in which articles are closely related. Table 1 shows the clusters gener-
ated by using different α values, whereas Table 2 provides the statistics for various α
values on a sample set of 90 news articles. As the average numberof articles per cluster
in Table 2 decreases, α increases and clusters in the α-cut are tighter.
The formula for α has been empirically determined by using eight sample news
articlessets (i.e.,newsfeeds) rangingfrom 34to 351articlesin size. A linear regression
linewas calculatedusingtheprincipleofleastsquaresonthetestdata.Optimalα values
varyduetosubjectivity,andareaquestionofbothhowtightclustersshouldbe,andhow
manysingletonsshouldbeallowed.Typically,aneffectiveα valuecanbedeterminedby
the number of articles in the set, which we deﬁne as α = 15.23e−6 × Number of Non-
Redundant Articles + 1.49e−3, and the value of α not only determines what clusters
will be generated, but also plays a key role, along with the ranking function (deﬁned
in Section 4.3), in deciding which news articles (from multiple RSS feeds) are less-
informative. Moreover, the value of α determines the appropriate number of clusters to
be generated, which affects the ranking on individual news articles.240 N. Gustafson, M.S. Pera, and Y.-K. Ng
Table 3. RSS news articles downloaded from New York Times (www.nytimes.com), Washington
Post (www.washingtonpost.com), and CBS News (www.cbsnews.com) on January 16, 2007
ID Title; (Portion of the) Description
0 The Warming of Greenland; Arctic melting accelerates, revealing uncharted islands and ...
1 Observatory: A Smelly Puzzle, Solved; The world’s largest ﬂower, a link between lobsters ...
2 Personal Health: 104 Teenagers Who Are Role Models for Weight Loss; A look at the ...
3 Q & A: Blood and History; Is there an evolutionary reason for human blood types?
4 Findings: The Voices in My Head Say ‘Buy It!’ Why Argue?; What is the difference ...
5 Ruins in Northern Syria Bear the Scars of a City’s Final Battle; Excavation of ruins at Tell ...
6 Baghdad Explosions Kill Dozens, Wound Scores; Series of bomb blasts outside a Baghdad ...
7 Barack Obama Starts 2008 Bid; Illinois senator ﬁles exploratory committee papers; ofﬁcial ...
8 Trial Begins in CIA Leak Case; Defense lawyers argue publicity has damaged I. Lewis ...
9 Wide Berth Given on Sex Ed; Montgomery County schools invoke codes in defense of ...
10 Lawmaker Angers Blacks, Jews; Va. delegate says blacks “should get over” slavery, ...
11 More Than 100 Dead In Baghdad Attacks; More than 100 people were killed in attacks in ...
12 Barack Obama Jumps Into 2008 Race; Democratic Sen. Barack Obama of Illinois took the ...
13 Potential Libby Jurors Split On Iraq War; Potential jurors for the trial of a former White ...
14 Chills Across U.S. As Ice Storm Heads East; After weeks of unseasonably mild weather, ...
15 Oil Prices Plummet To 19-Month Low; Oil prices dropped by $2 a barrel to a 19-month low ...
16 Iran Buys Surplus U.S. Military Hardware; The Associated Press reports that U.S. military ...
4.3 The Ranking Approach
During the process of discarding less-informative articles generated by an α,w em u s t
retainat least onearticleineachclustertoensurethatthecontentor“story”ofnocluster
is lost. Thus, singleton clusters should not be eliminated.
Since we wish to reduce the total number of (sets of) articles, and the same arti-
cles may appear in different clusters,5 we cannot treat every cluster separately while
selecting less-informative articles to discard, since we could potentially discard all the
articlesin acluster. Consider,forexample,a set ofarticlesC = {a,b,c,d,e,f}andtheir
FEvalues: FE(a,b) = 0.055, FE(c,d) = 0.021, FE(e,f) = 0.014, and the same FE
value, 0.0025, for all the other possible pairs. If we set α = 0.1, then three clusters C1
= {a,b}, C2 = {c,d},a n dC3 = {e,f} are generated. Suppose we need to discard two
articles from C. If we rank the articles only in the same cluster based on their similar-
ity values, i.e., without considering the degrees of similarity with other articles in other
clustersin whichtheyreside,anddiscardthe twowiththe highestsimilarityvalues,then
a and b (which have the highest similarities values) are discarded, and consequently C1
is eliminated, which is undesirable, since C1 is the only cluster that contains the story
of a and b. Thus, we rank each article A among all the clusters (generated by our α-cut
equation) in which A resides, and discard those that have higher rankings (i.e., articles
highly similar to others) among all the clusters, which are less-informative.
5 A fuzzy equivalence relation based on max-prodtransitivity, which is differed from the max-
min transitivity, does not always yield disjoint equivalence classes and is desirable, since
articles may contain a variety of information, and should be allowed to reside in different
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Table 4. News articles in each cluster (created by using the α-value 0.013) before and after
eliminating less-informative ones, along with the ranking of the 17 articles in Table 3
Original Clusters After No. of Articles Final Set of Ranking
Clusters Elimination Eliminated Clusters 7
{ 0, 1 } { 0, 1 } 0 { 0, 1 } 8
{ 2, 3 } { 2 } 1 3
{ 0, 5 } { 0, 5 } 0 { 0, 5 } 6
{ 4, 6, 14 } { 4, 14 } 1 { 4, 14 } 11
{ 4, 8, 13 } { 4 } 2 13
{ 8, 9 } { 9 } 1 { 9 } 12
{ 6, 10, { 10, 11, 1 { 10, 11, 4
11, 14 } 14 } 14 } 1
{ 7, 11 } { 11 } 1 10
{ 0, 12 } { 0, 12 } 0 { 0, 12 } 0
{ 2, 12 } { 2, 12 } 0 { 2, 12 } 9
{ 7, 12 } { 12 } 1 14
{ 12, 13 } { 12 } 1 5
{ 6, 15, 16 } { 15, 16 } 1 { 15, 16 } 16
{ 4, 6, 16 } { 4, 16 } 1 { 4, 16 } 2
{ 11, 16 } { 11, 16 } 0 { 11, 16 } 15
We consider the function Rank(di)=
  N
k=1 max{∀dj∈CkSim(i,j)}
N ,w h e r eN is the
number of non-singleton clusters C in which di appears, to rank articles in C created
by an α-cut. Rank computesthe averageof the maximum similarity values of an article
di and each article dj in each cluster Ck in which di appears.
According to the rankings, the top n (n ≥ 1) ranked (i.e., less-informative) articles,
are discarded. The value n can be determined by the average number of new articles
that are accessed by the user on a regular basis. Furthermore, each generated cluster C
can be represented by the top k (≥ 1) most frequently-occurredkeywords in C.
Example 2. Consider the set of 17 non-redundant RSS news articles that were ex-
tracted from various RSS news feeds as shown in Table 3. Assume that 30% of the
(less-informative) news articles (i.e., a total of ﬁve articles) are supposed to be deleted.
Table 4 shows the non-singleton clusters generated by the α-value 0.013 using Equa-
tion 3, which along with the rankings of the 17 articles computed by using the Rank
functionontheirdegreesofsimilarity,determinewhichﬁvearticlesshouldbediscarded.
The ﬁrst article to be eliminated is Article 7, which is less-informative than Arti-
cle 12 in the same cluster. (Both articles refer to Senator Obama’s presidential bid,
but Article 7 only mentions the fact, whereas Article 12 provides more detail.) Subse-
quently, Articles 8, 3, and 6 are eliminated, since each addresses political affairs that
are mostly covered by other articles, e.g., Article 6 is covered in Article 11, and Arti-
cle 8 is covered in Article 13. These articles were manually examined for their relative
degreesof similarity. The next article in the rankingorderto be eliminated is Article 11.
This article is related to Article 6, which coversan accident in Baghdad and has already
been eliminated. Since Article 11 is also grouped in a cluster with Article 7, in order to242 N. Gustafson, M.S. Pera, and Y.-K. Ng
Table 5. A portion of the 273 feeds used for verifying our analysis approach with areas Bussines
(Bs); Entertainment (ET); Health (Hl); International (IT); Local (Lc); Miscellaneous (Mi);
Politics (Po); Sports (Sp); Technology (Te); Travel (Tr); Top Stories (TS); United States (US)
ID Sources RSS Feeds
No. Number of Articles (in the Subject Area)
1 1115.org 2 10 (TS) 10 (TS)
2 abcnews.go.com 20 49 (Bs) 60 (Bs) 23 (ET) 32 (ET) 68 (Hl) 115 (Hl) 26 (IT) 43 (IT)
17 (Po) 47 (Po) 30 (Sp) 39 (Sp) 54 (Te) 58 (Te) 25 (Tr) 67 (Tr)
41 (TS) 47 (TS) 65 (US) 28 (US)
3 adn.com 4 6 (Sp) 6 (Sp) 8 (TS) 8 (TS)
4 blogs.zdnet.com 2 10 (Te) 10 (Te)
5 bloomberg.com 10 32 each (Bs (3), ET, IT, Lc, Po, Sp, TS (2))
6 boston.com 8 10 (Lc) 11 (Lc) 15 (Lc) 19 (Lc) 30 (Lc) 38 (Lc) 24 (Mi) 48 (TS)
7 businessweek.com 4 29 (Bs) 29 (Bs) 45 (TS) 45 (TS)
8 cbsnews.com 8 56 (Bs) 50 (ET) 53 (Hl) 42 (IT) 52 (Po) 51 (Te) 7 (TS) 40 (US)
9 chinaview.cn 6 60 each (Bs, ET, Hl, IT, Mi, Po)
10 chron.com 6 25 (Bs) 21 (ET) 23 (IT) 25 (Po) 21 (Sp) 20 (TS)
avoid discarding the entire cluster {7, 11} after Article 7 has been removed, we retain
Article 11. We eliminate the next article in the ranking, i.e., Article 13 (on politics).
After the elimination process is completed, we proceed to eliminate all the clusters
that are either duplicated or subsumed by others (as shown in Table 4), which yields
only informative clusters. 
5 Experimental Results
In this section, we present the conducted experiments and use their results to verify
the accuracy of our approach on (i) detecting redundantand less-informativeRSS news
articles collected from various RSS news feeds and (ii) clustering informative articles.
We analyzed different test sets and determined the number of false positives, i.e., news
articles that were mistakingly treated as redundantor less-informative and discarded in
each set, which was then converted into a percentage of accuracy. Table 5 and Figure 3
show the wide variation and subject areas of news articles from which each test case
was drawn. The collections of articles in each test case was downloaded from multiple
RSS feeds, often containing the same (or similar) news articles.
5.1 Verifying the Accuracy of Detecting Redundant RSS New Articles
Table 6 shows the size of each test case used for identifying redundant articles, along
with its result veriﬁed by human judges. The results conﬁrm the correctness of our
redundancy-detection approach by the 11 test cases. After manually examining the ar-
ticles in various test cases, we conclude that the overall success rate in detecting redun-
dant articles (from either the same or different RSS feeds) is perfect and have achieved
anaverageaccuraterateof86%indetectingallthesubsumedarticles.(Thethreemissed
subsumed articles are caused by our high threshold values, i.e., 0.93 and 0.9.)Generating Fuzzy Equivalence Classes on RSS News Articles 243
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Fig.3. Statistical data on subject areas, number of articles, and distinct RSS feeds in Table 5
Table 6. Test cases for verifying the accuracy in detecting redundant (i.e., identical and sub-
sumed) news articles, which were extracted from source data in Table 5
Test Number of Identical Articles Subsumed Articles
Case Articles Existed Eliminated Accuracy Ratio Existed Eliminated Accuracy Ratio
TC 1 11 0 0 100% 0 0 100%
TC 2 31 2 2 100% 5 4 80%
TC 3 62 3 3 100% 0 0 100%
TC 4 86 3 3 100% 1 1 100%
TC 5 103 8 8 100% 0 0 100%
TC 6 115 5 5 100% 0 0 100%
TC 7 128 7 7 100% 2 2 100%
TC 8 139 14 14 100% 5 4 80%
TC 9 179 2 2 100% 1 1 100%
TC 10 194 24 24 100% 3 3 100%
TC 11 388 34 34 100% 4 3 75%
AVG 131 9.3 9.3 100% 1.91 1.64 86%
5.2 Accuracy of Our Less-Informative News Articles Elimination Approach
We have considered 25 different test sets, each of which contains multiple non-
redundantRSS news articles from various RSS news feeds. We manually evaluated the
(less-informative)articleschosenautomaticallyto bediscardedandcountedthenumber
of false positives. We calculated the percentage of accuracy as 1 − FalsePositives
Discarded .
The twenty-ﬁve test sets show a high degree of accuracy, even when the percentage
of articles discarded is high. The percentages of discarded articles are in the range of
10% to 50%. Table 7 shows the accuracy percentage and the correspondingnumbers of
false positives for each distinct percentage of discarded less-informative news articles.
The results show that the overall average of accuracy is 88%.
5.3 The Overall Accuracy and Observations of Our Clustering Approach
Consider the test set of articles as shown in Table 6 and their corresponding source as
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Table 7. A portion of the 25 test cases, where Acc% and FP denote the percentage of accuracy
and the number of false positives of the corresponding test case, respectively
Test Topic Source Number Percentages of Articles to be shed
Set of of of 10% 20% 30% 40% 50%
Articles Articles Articles Acc% FP Acc% FP Acc% FP Acc% FP Acc% FP
1 World 3 65 100% 0 92% 1 85% 3 88% 3 91% 3
2 Techno 2 64 100% 0 100% 0 90% 2 88% 3 91% 3
3 USA 3 53 81% 1 91% 1 87% 2 91% 2 92% 2
4 World 2 51 100% 0 100% 0 87% 2 85% 3 84% 4
5 USA 2 50 60% 2 80% 2 87% 2 90% 2 88% 3
6 Sports 2 50 100% 0 90% 1 93% 1 90% 2 92% 2
7 USA 2 49 100% 0 100% 0 93% 1 95% 1 92% 2
8 World 2 46 78% 1 89% 1 93% 1 89% 2 91% 2
9 Sports 2 44 77% 1 89% 1 85% 2 89% 2 86% 3
10 World 2 40 100% 0 88% 1 83% 2 81% 3 85% 3
... ... ... ... ... ... ... ... ... ... ... ... ... ...
Average 1.84 36 87% 0.40 90% 0.68 87% 1.32 86% 1.84 87% 2.24
and informative news articles using 0.0019 as the α-cut value and discarding 30% of
the less-informative news articles. The empirical results of the conducted experiments
are shown in Table 8, which indicates an average of 96% accuracy on the test sets.
Using different values of α-cut and elimination percentages of articles in various
test cases, we observe that the best clusters of a set of articles are generated when
the recommended α-cut value (computed by using the α-equation in Section 4.2) is
adapted, since (i) the number of singleton clusters is low (and in some cases there are
none at all), (ii) a good number of clusters (i.e., the number of clusters do not exceed
the number of articles) are generated, and (iii) larger clusters are reduced. According
to the experimental results, the ideal number of clusters (with appropriate number of
articles) is created when 20-30% of the articles are eliminated, since when the numbers
of articles to be eliminated is too small, many similar articles could remain, whereas if
we eliminate more than 30% of the articles, sometimes we not only eliminate similar
ones, but also news stories entirely. Furthermore,when α-cut is low and the elimination
percentage is small (10%), we often obtain clusters that include too many not-closely-
related articles. When α-cut is high and the elimination percentage is also high (50%),
we obtain more clusters, and most of them often consist of two articles. Hence, after the
less-informativeelimination process, all or most of the clusters are reduced to singleton
clusters and in some cases, entire clusters might be eliminated (due to the requested
number of articles to be deleted). However, when the number of articles is small and
the elimination percentage is high, we are forced to eliminate some informative ones.
5.4 Performance Evaluation against Other Existing Clustering Approaches
We have veriﬁed the merit of our clustering approach by comparing its performance
with other well-known clustering approaches, such as k-means and Naive Bayes.W eGenerating Fuzzy Equivalence Classes on RSS News Articles 245
Table 8. Verifying the average accuracy (which is 95.8%) in clustering non-redundant and re-
moving 30% of the less-informative RSS news articles using various test cases in Table 6
Test No. of No. of Non- No. of Removed No. of No. of Clusters Accuary of Our
Case Articles Redundant Less-Informative Clusters Before After Clustering
Articles Articles Elimination Elimination Approach
TC 1 11 11 3 5 3 66.7%
TC 2 31 25 8 10 9 100%
TC 3 62 59 18 46 31 100%
TC 4 86 82 25 110 81 96.0%
TC 5 103 95 28 100 77 96.4%
TC 6 115 110 33 128 82 97.0%
TC 7 128 120 36 145 114 97.3%
TC 8 139 122 36 268 251 100%
TC 9 179 176 53 274 225 100%
TC 10 194 168 51 282 254 100%
TC 11 388 351 105 914 751 100%
chose the Reuters corpora (Reuters-21578 distribution 1.0, http://kdd.ics.uci.edu/data
bases/reuters21578/reuters21578.html), which consists of 21,578 news articles manu-
ally assigned to one or more 135 established topics, for performance analysis, since the
corpora is a popular benchmark data widely used for verifying the merit of any text
categorization,IR, machine learning, knowledgediscovery, or data mining method. We
considered articles in the Reuters corpora that belong to a unique topic and ignored
topics that have less than ﬁve articles to facilitate the comparisons, which is the same
evaluation strategy used by [13], since it is more accurate to analyze articles that be-
long to a unique topic. As a result, 9,494 articles and 51 different topics were chosen.
To quantify the performance among different clustering methods, including ours, we
applied the mutual information (MI) metric [14] (given below), which deﬁnes how
similar or independent any two given sets of news article clusters C and C  are, where
p(ci) (p(c 
j), respectively) is the probability that a randomly selected article from the
reduced Reuters data set belongs to cluster ci in C (c 
j in C , respectively) and p(ci,c  
j)
is the probability that a randomly selected article belongs to both ci and c 
j.
MI(C,C
 )=
 
∀ci∈C,∀c 
j
∈C 
p(ci,c
 
j) × log2
p(ci,c  
j)
p(ci) × p(c 
j)
. (10)
Since MI(C,C ) ∈ [0..max(H(C),H(C ))], where H(C) and H(C ) denote the en-
tropy of C and C , respectively, we normalize the MI metric value as   MI(C,C ) =
MI(C,C
 )
max(H(C),H(C )),w h e r e  MI(C,C ) ∈ [0..1], H(C)=−
 k
i=1 p(ci)log2p(ci) mea-
sures the purity of the set of clusters in C,a n dH(C ) can be deﬁned accordingly.
We evaluate our clustering approach according to the procedure described in [13],
which randomly selects news articles from k (≥ 2) different clusters in the reduced
Reuters corpora. The set of k clusters and the set of clusters C  generated by using our
clustering approach (using α-cut = 0.0019 and discarding 30% of the articles) form the246 N. Gustafson, M.S. Pera, and Y.-K. Ng
Fig.4. Average normalized Mutual Information (  MIs) computed for various clustering ap-
proaches given in [13] along with ours
two sets of clusters to obtain their   MI values. We repeated this process for different
sets of k clusters with randomly selected articles, which are evaluated against C ,t o
yield different test cases and results. The test cases include different numbers (15-50)
of randomly chosen articles and topics, which generate (2-15) scalable clusters and
yield various (0.39-0.88)   MIs, a similar evaluation procedure as in [13].
Figure 4 shows the average   MI of the clusters generated by using our clustering
approach and the other eleven clustering approaches mentioned in [13]. Among all the
clustering approaches, k-mean selects k different seeds (i.e., documents) to determine
the centroids of the clusters and iterativelyattempts to ﬁnd new clusters in orderto min-
imize the total intra-cluster variance between the documents and their corresponding
cluster centers. The Gaussian Mixture Model or Naive Bayes method deﬁnes a proba-
bilistic cluster model and try to ﬁnd the model by maximizing the likelihood of data to
be clustered. The Spectral-based clustering approaches use eigenvectorsof a similarity
matrix derived from the data to be clustered, which establish a measure of similarity
between any two points in the data in order to perform dimensionality reduction to re-
duce the dimensions in clustering. [14] use the Non-Negative matrix, which captures
the topic of a document cluster and represents each document as an additive combina-
tion of the base topics, to determine the cluster any document D belongs by ﬁnding the
base topic with which D has the largest projection value. The Concept Factorization
technique models each concept as a linear combinationof data points and computesthe
sets of linear coefﬁcients for clustering and labeling the data points.
As illustrated in Figure 4, our clustering approach outperforms all the other cluster-
ing approachesbased on averaging   MIs computed for all the different test cases on the
Reuterscorpora.In fact, notonlyourclusteringapproachachievesa higheraverage   MI
value than others, ours is not affected by initialization (i.e., the required training cases)
as in other approaches. Furthermore, our clustering approach enhances its performance
when the number of articles to be clustered is large, since before clustering we discard
redundant and less-informative ones, which yields clusters with higher quality.
6 Conclusions
We havepresentedamethodforclusteringnon-redundantandinformativeRSSnewsar-
ticles, which combines well-established techniques, such as α-cuts and fuzzy set logic,
with other innovative approaches, such as using distance correlation factors, to ﬁlterGenerating Fuzzy Equivalence Classes on RSS News Articles 247
and classify (i.e., cluster) accurately and efﬁciently information in RSS feeds. More-
over, we have developed a formula for computing the optimal value of α, resulting in
α-cuts which contain an ideal numberof clusters and veryfew singleton ones. We have
also analyzed the results of our method for eliminating different percentages of redun-
dant and less-informativeRSS news articles, which achieve high accuracy (in the upper
80% in general). Accordingto the experimentsconducted,our clustering approach out-
performs others. In fact, our clustering approach functions with little overhead. The
keyword-correlation factors are precomputed, and the algorithms for removing redun-
dant/less informativenews articles and clustering informative ones are computationally
inexpensive.Duetothesmalloverhead,highefﬁciency,andwithoutanylabor-intensive
user feedback, our clustering approach can be implemented in real-world RSS feeds to
aid users in locating news articles of interest among tens of thousands posted daily.
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