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a b s t r a c t
Let k ≥ 1 be an integer and let h =

h(0, 0) h(0, 1)
h(1, 0) h(1, 1)

be a complex-valued symmetric
function on domain {0, 1} (i.e., where h(0, 1) = h(1, 0)). We introduce a new technique,
called a syzygy, and prove a dichotomy theorem for the following class of problems,
specified by k and h: given an arbitrary k-regular graph G = (V , E), where the function h is
attached to each edge, compute Z(G) = σ :V→{0,1}{u,v}∈E h(σ (u), σ (v)). Z(·) is known
as the partition function of the spin system, also known as counting graph homomorphisms
on domain size two, and is a special case of Holant problems. The dichotomy theorem gives
a complete classification of the computational complexity of this problem, depending on k
and h. The dependence on k and h is explicit.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
This paper is the culmination of a sequence of previous results [2–4]. We finally resolve the complexity of the following
class of problems: let k ≥ 1 be an integer and let h =

h(0, 0) h(0, 1)
h(1, 0) h(1, 1)

be a complex-valued symmetric function on domain
{0, 1} (i.e., where h(0, 1) = h(1, 0)). Given an arbitrary k-regular graph G = (V , E), where the function h is attached to each
edge, compute the partition function Z(G) =σ :V→{0,1}{u,v}∈E h(σ (u), σ (v)).
The name partition function comes from physics, where {0, 1} vertex assignments are called spins, and the edge function
values h(σ (u), σ (v)) correspond to local interactions between particles. There is a long history in the statistical physics
community in the study of ‘‘Exactly SolvedModels’’ [5–15]. In the language of modern complexity theory, physicists’ notion
of an ‘‘Exactly Solvable’’ system corresponds to systems with polynomial time computable partition functions. A central
question is to identify what ‘‘systems’’ can be solved ‘‘exactly’’ and what ‘‘systems’’ are ‘‘difficult’’. In physics, there is no
rigorous definition of being ‘‘difficult’’, but complexity theory supplies the proper notion—#P-hardness.
Dichotomy theorems (e.g., every problem in a class is either in FP or#P-hard) have been given inmany cases in complexity
theory [16–29], and is a very active research area. The class of problems studied in this paper can be viewed as graph
homomorphisms on domain size two with arbitrary edge functions but restricted to k-regular graphs (as we consider
only undirected graphs, the edge function is symmetric h(0, 1) = h(1, 0)). It should be emphasized that the restriction
on input graphs being k-regular makes the complexity classification more challenging to achieve, due to hardness proofs.
Thus the dichotomy theorem in this paper is not a consequence of a previous dichotomy on graph homomorphisms. This
class of problems is also related to the study of holographic algorithms; indeed we will use holographic algorithms to prove
tractability in the planar case.
✩ A preliminary version of this paper appeared in the proceedings of COCOON 2011 [1].∗ Corresponding author. Tel.: +1 9062271600.
E-mail address:mkowalcz@nmu.edu (M. Kowalczyk).
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Our main theorem is Theorem 3. It gives a complete classification valid for complex-valued symmetric edge functions h
over k-regular graphs. Depending on k and h, Z(G) is either (1) #P-hard even for planar graphs; or (2) #P-hard for general
(non-planar) graphs, but solvable in polynomial time for planar graphs; or (3) solvable in polynomial time for general graphs.
The dependence on k and h is explicit. Furthermore, we show that in case (2) the problem is solvable in polynomial time over
k-regular planar graphs, by exactly the theory of holographic algorithms using matchgates [30]. Previously a classification
for 3-regular graphs with real-valued edge functions was achieved in [2]. This was extended in [3] to complex-valued edge
functions. In [4] wemanaged to extend to k-regular graphs, but we could only prove it for real-valued edge functions. In this
paper we achieve a final dichotomy, valid for all k and for all complex-valued edge functions h.
The main new technique we introduce in this paper is the notion of a syzygy. In Astronomy the term syzygy is used
to describe a linear alignment of three or more celestial bodies. In Module Theory of Commutative Algebra, the term is
used to define a similar concept of alignment and cancellation (see [31]). We will exhibit an analogous phenomenon in
our combinatorial constructions in the proof of our dichotomy theorem. Certain triples of combinatorial constructions will
have associated algebraic quantities which interact and cancel in remarkable ways that seem to defy any straightforward
explanation; and yet this cancellation is the key to our proof of the dichotomy theorem.
2. Background and notation
Although much of the work in this paper deals with regular graphs, it is often more convenient to work in terms of
bipartite graphs; any k-regular graph with vertex assignments is interchangeable with a certain bipartite (2, k)-regular
graph with edge assignments. A signature grid Ω = (G,F , π) consists of a labeled graph G = (V , E) where π labels
each vertex v ∈ V with a function fv ∈ F . We consider all edge assignments ξ : E → {0, 1}; fv takes inputs from
its incident edges E(v) at v and outputs values in C. The counting problem on the instance Ω is to compute HolantΩ =
ξ :E→{0,1}

v∈V fv(ξ |E(v)).
Suppose G is a bipartite graph (U, V , E) such that each u ∈ U has degree 2. Furthermore suppose each v ∈ V is labeled
by an Equality function =k where k = deg(v). Then any nonzero term in HolantΩ corresponds to a {0, 1}-assignment
σ : V → {0, 1}. In fact, we can merge the two incident edges at u ∈ U into one edge eu, and label this edge eu by the
function fu. This gives an edge-labeled graph (V , E ′) where E ′ = {eu : u ∈ U}. For an edge-labeled graph (V , E ′) where
e ∈ E ′ has label ge, HolantΩ = σ :V→{0,1}e=(v,w)∈E′ ge(σ (v), σ (w)). If each ge is the same complex-valued symmetric
function g , then this is the partition function Z(G)which we are studying in this paper.
A symmetric function g : {0, 1}k → C can be denoted as [g0, g1, . . . , gk], where gi is the value of g on inputs of Hamming
weight i. In the context of Holant problems, such a function is called a (symmetric) signature. Frequently we will revert back
to the bipartite view: for (2, k)-regular bipartite graphs (U, V , E), if every u ∈ U is labeled g = [g0, g1, g2] and every v ∈ V
is labeled r = [r0, r1, . . . , rk], then we also use #[g0, g1, g2] | [r0, r1, . . . , rk] to denote the Holant problem. The dichotomy
theorem of this paper classifies #[x, y, z] | =k, for any x, y, z ∈ C. If y = 0 then this is easily computable in FP, so we assume
y ≠ 0. The problem #[x, y, z] | =k has the same complexity as #[x/y, 1, z/y] | =k, hence we can normalize [x, y, z] so that
y = 1. We will also use Pl-Holk(a, b) and Holk(a, b) to denote the problem #[a, 1, b] | =k on planar graphs and unrestricted
graphs as input, respectively. More generally, if G and R are sets of signatures, and vertices of U (resp. V ) are labeled by
signatures from G (resp. R), then we also use #G | R to denote the bipartite Holant problem. Signatures in G are called
generators and signatures inR are called recognizers. Throughout this paper, all (2, k)-regular bipartite graphs are arranged
with generators on the degree-2 side and recognizers on the degree-k side.
Wewill occasionally performholographic reductions [30], and in this situationwe express signatures in general signature
notation. In this notation a signature is a length 2r vector, where r is the arity of the signature. The ith entry is the value of
the signature when evaluated on the ith bit string in lexicographical order.
Signatures from F are available at each vertex as part of an input graph. Instead of a single vertex, we can use graph
fragments to generalize this notion. AnF -gate Γ is a pair (H,F ), whereH = (V , E,D) is a graphwith some dangling edges
D (the gadgets in Fig. 2 are examples). Other than these dangling edges, anF -gate is the same as a signature grid. The role of
dangling edges is similar to that of external nodes in Valiant’s notion [30], however we allow more than one dangling edge
for a node. In H = (V , E,D) each node is assigned a function in F (we do not consider ‘‘dangling’’ leaf nodes at the end of
a dangling edge among these), E are the regular edges, and D are the dangling edges. Then we can define a function for this
F -gate:
Γ (y1, y2, . . . , yq) =

(x1,x2,...,xp)∈{0,1}p
H(x1, x2, . . . , xp, y1, y2, . . . , yq),
where p = |E|, q = |D|, (y1, y2, . . . , yq) ∈ {0, 1}q denotes an assignment on the dangling edges, and H(x1,
x2, . . . , xp, y1, y2, . . . , yq) denotes the value of the F -gate on an assignment of all edges, i.e., the product of evaluations
at every vertex of H , for (x1, x2, . . . , xp, y1, y2, . . . , yq) ∈ {0, 1}p+q. We will also call this function the signature of the
F -gate Γ . An F -gate can be used in a signature grid as if it is just a single node with the same signature. We note that
even for a very simple signature set F , the signatures for all F -gates can be quite complicated and expressive. Matchgate
signatures are an example, where F consists of just the Exact-One function [32].
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(a) Binary starter. (b) Binary recursive. (c) Binary finisher.
(d) Unary symmetrizer. (e) Unary recursive.
Fig. 1. Schematic diagrams depicting vertex degree structure of symmetrizer, starter, recursive, and finisher gadgets for k = 5.
(a) GadgetM1 . (b) GadgetM2 . (c) GadgetM3 .
Fig. 2. Recursive gadgets for even k. The gadgets are pictured here for k = 4, but are generalized to all even k ≥ 4 by adding length-2 cycles to the degree-4
vertices.
(a) Circular construction. (b) A symmetrizer gadget, A. (c) A recursive gadget,M .
Fig. 3. Circular construction.
(a)M4 . (b)M5 . (c)M6 . (d)M7 . (e)M8 .
Fig. 4. Gadgets used to construct the general-purpose finisher gadget set. For various k, the thick edges are replaced by any number of pairs of edges in
parallel.
In this paper we will have the need to further designate dangling edges as either leading edges or trailing edges. Each
F -gate in Figs. 1–4 and 7–9 is pictured with leading edges protruding from the top and any trailing edges from the bottom.
Suppose an F -gate has m leading edges and n trailing edges. Then the signature of the F -gate can be organized as a 2m
by 2n matrix N , where the row is indexed by the {0, 1}-assignment to the leading edges and the column is indexed by the
{0, 1}-assignment to the trailing edges. If the number of trailing edges in one F -gate matches the number of leading edges
in another, then a new F -gate can be formed by merging these edges, and the associated matrix is obtained by multiplying
the two original matrices together. In particular, an F -gate with only leading edges would be viewed as a column vector,
and then merging with an F -gate having a matching number of trailing edges corresponds to pre-multiplication by the
associated matrix. In this way we can view an F -gate with m leading edges and n trailing edges as transforming F -gates
with arity-n signatures intoF -gateswith arity-m signatures. TheF -gates in this paperwill transform symmetric signatures
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(a) Gadget 1. (b) Gadget 2. (c) Gadget 3.
Fig. 5. Gadgets used to simulate the [0,1,1] signature.
Fig. 6. Dependency graph for establishing #P-hardness of Pl-Holk(a, b). Except for external papers, this is done by meeting condition (1) of Theorem 2.
Note that the root node is precisely the negation of the tractable cases for Pl-Holk(a, b)—see Theorem 1. Here, R = X (k+1)/2 + X (k−1)/2 + Y and
T = (Y + 2X (k−3)/2)2 − 4Xk−3(X − 1)2(X + 1).
to symmetric signatures. This implies that there exists an equivalent m + 1 by n + 1 matrix M which operates directly on
column vectors written in symmetric signature notation. We will henceforth identify the matrixM with the F -gate itself.
The constructions in this paper are based upon four different types of bipartite F -gates which we call starter gadgets,
symmetrizer gadgets, recursive gadgets, and finisher gadgets. An arity-r starter gadget is an F -gate with no trailing edges, r
leading edges, and internally all leading edges are incident with generators (which are assigned to degree-2 vertices). An
arity-r symmetrizer gadget is an F -gate with r trailing edges and r leading edges, all internally incident with generators. An
arity-r recursive gadget is an F -gate with r trailing edges and r leading edges. Internally, we also require that all leading
edges of a recursive gadget are incident with generators, while all trailing edges are incident with recognizers (which are
assigned to degree-k vertices). Finally, an F -gate is an arity-r finisher gadget if it has r trailing edges and 2 leading edges;
every finisher gadget must have recognizers internally incident with its trailing and leading edges. These four gadget types
are defined in such a way that the constructions in this paper preserve the bipartite structure of the signature grid they are
embedded in. For example, the trailing edges of any binary recursive gadget can be merged with the leading edges of any
binary starter gadget.
6 J.-Y. Cai, M. Kowalczyk / Theoretical Computer Science 461 (2012) 2–16
(a)Mi,j for even i. (b)Mi,j for odd i.
Fig. 7. Gadget familyMi,j , parameterized by i and j. Labels indicate the number of pairs of edges in parallel.
(a)M9 . (b)M10 . (c)M11 . (d)M12 . (e)M13 .
Fig. 8. Recursive gadgets for Holk(a, b). Each gadget here is shown for fixed degree k, but all generalize to higher degrees by adding length-2 cycles to the
recognizer vertices.
(a)M14 . (b)M15 . (c)M16 . (d)M17 . (e)M18 .
Fig. 9. Recursive gadgets for odd k. Shown here for k = 3 and (for gadget M18) k = 5. These are all generalized to higher odd degrees by adding length 2
cycles to the degree 3 (or degree 5) vertices.
Throughout this paper, we denote X = ab and Y = ak + bk, where k is the degree regularity of the input graph and
a, b ∈ C. Except when explicitly stated otherwise, our gadgets have (generator) signature [a, 1, b] assigned to the degree-2
vertices and (recognizer) signature =k assigned to the degree-k vertices. We use M1, M2, . . . ,M21 to denote the gadgets
displayed in Figs. 2, 4, 8 and 9 as well as to denote their signature matrices. We use≤T to denote a polynomial time Turing
reduction. Finally, FP is the class of functions computable in polynomial time.
2.1. Overview of techniques and results
It is known that Holk(a, b) and Pl-Holk(a, b) are tractable under certain conditions [4]. For the convenience of the reader,
we include a proof sketch here.
Theorem 1. Let a, b ∈ C, X = ab, and Y = ak + bk where k is a positive integer. If any of the following five conditions are true,
then Holk(a, b) and Pl-Holk(a, b) are both solvable in FP:
1. k ≤ 2
2. X = 1
3. X = 0 and Y = 0
4. X = −1 and Y = 0
5. X = −1 and Y 2 = 4Xk.
Additionally, if Y 2 = 4Xk then Pl-Holk(a, b) is solvable in FP.
Proof sketch. If k ≤ 2, then the signature grid is either a union of disjoint cycles or disjoint edges, and the Holant is trivially
computable. If X = 1 then the signature [a, 1, b] is degenerate and the Holant can be computed in polynomial time (i.e.
each signature [a, 1, a−1] is equivalent to a pair of signatures [a, 1] and [1, a−1]). If X = Y = 0, then a = b = 0
and a 2-coloring argument can be applied to calculate the Holant. If ab = −1 and either Y = 0 or Y 2 = 4Xk, then
a4k = 1. We transform the problem using a holographic reduction under the basis T =

1 0
0 a

. First, Pl-Holk(a, b)
is simply #[a, 1, b] | [1, 0, 0, . . . , 0, 1]. Using general signature notation, for g = [a, 1, b] = (a, 1, 1, b)T we have
T⊗2g = (a, a, a, a2b)T = (a, a, a,−a)T . For r = (=k) = (1, 0)⊗k + (0, 1)⊗k,
r(T−1)⊗k = ((1, 0)T−1)⊗k + ((0, 1)T−1)⊗k = (1, 0)⊗k + (0, a−1)⊗k,
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so the recognizer is transformed to [1, 0, 0, . . . , 0, a−k] = [1, 0, 0, . . . , 0, ij] for some integer j. Multiplying a signature
by a nonzero factor does not change the complexity of the problem, so we may assume we have the generator signature
[1, 1,−1] in place of [a, a,−a]. Then the problem is tractable in FP by signature families F1 and F3 in [33] (we list the
functions by their truth tables, i.e., a vector of length 2k):
F1 = {λ([1, 0]⊗k + ij[0, 1]⊗k) | λ ∈ C, k = 1, 2, . . . , and j = 0, 1, 2, 3},
F2 = {λ([1, 1]⊗k + ij[1,−1]⊗k) | λ ∈ C, k = 1, 2, . . . , and j = 0, 1, 2, 3},
F3 = {λ([1, i]⊗k + ij[1, −i]⊗k) | λ ∈ C, k = 1, 2, . . . , and j = 0, 1, 2, 3}.
We have [1, 0, . . . , 0, ij] ∈ F1 and [1, 1,−1] ∈ F3 where we pick k = 2, j = 1 and λ = 11+i .
If the input is restricted to planar graphs and Y 2 = 4Xk, then holographic algorithms using matchgates can be applied
(see [34], Lemmas 4.4 and 4.8). 
It turns out that these are the only tractable cases, so the main aim of this paper is to prove that if none of the tractability
conditions of Theorem 1 hold, then Holk(a, b) is #P-hard (and similarly for Pl-Holk(a, b)). Once the technical groundwork
has been laid out, the problem of proving #P-hardness of Holk(a, b) for some a, b, and k amounts to showing the existence
of a suitable recursive gadget, which is associated with a certain kind of signature matrix, in which entries depend on a, b,
and k. Essentially, a recursive gadget having signature matrixM ∈ C2×2 is sufficient to prove #P-hardness of Holk(a, b) if it
has the following properties:
1. tr(M) ≠ 0,
2. det(M) ≠ 0,
3. tr
2(M)
det(M) /∈ R+.
What remains, then, is to find a collection of recursive gadgets that are sufficient to prove #P-hardness2 for all settings of a,
b, and k not addressed by Theorem 1. This is not a trivial task, however. Previous results based on similar techniques have
relied on symbolic computation [2] or pairs of gadgets with special properties such as Eigenvalue Shifted Pairs (ESP) [3], in
order to form an explicit set of gadgets that, in every case, has at least one member which satisfies the above properties.
While the ESP technique extends naturally to k-regular graphs when k is odd, the technique does not seem to work when k
is even. Since symbolic computation only applies for small fixed k, it is also of little help.
To address this, we introduce a new technique—a trio of gadget families (see Fig. 2), with remarkably intertwined
algebraic properties that produce a simple and surprisingly general result. We call this gadget family a syzygy.
To illustrate this phenomenon, wewill presently demonstrate the action of these gadgets on the special case of 4-regular
graphs. Let X = ab and Y = a4 + b4, and assume that X /∈ {0, 1,−1}. To further simplify this discussion, we will assume
that the trace and determinant of each gadget is nonzero (it turns out that if any one of the three matrices has a trace or
determinant equal to zero, then one of the other two matrices has all of the properties that we require). Remarkably, the
traces and determinants can be factored as follows.
tr(M1) = 2X2 + Y
tr(M2) = 2X + Y
tr(M3) = (2X2 + Y )(−X2 + 2X + Y + 1)
det(M1) = X(X − 1)(2X2 + Y )
det(M2) = (X − 1)(X3 + X + Y )
det(M3) = X(X − 1)2(2X2 + Y )(X3 + X + Y ).
Supposing that all three gadgets fail, then we have tr
2(M1)
det(M1)
= 2X2+YX(X−1) ∈ R and
tr2(M3)det(M2)det(M1)
tr2(M1)tr2(M2)det(M3)
= (−X
2 + 2X + Y + 1)2
(2X + Y )2 =

1− X
2 − 1
2X + Y
2
∈ R+,
hence X
2−1
2X+Y ∈ R. (Observe the fantastic cancellation!) These define two lines on the Y -plane as r and s vary over R:
Y = −2X2 + r · X(X − 1),
Y = −2X + s · (X2 − 1).
Setting these two equations equal to each other and simplifying reveals that (r − s − 2)X = s ∈ R, implying that X ∈ R,
as long as s ≠ 0. But if s = 0 then from the second equation above we have Y = −2X , violating the assumption that
tr(M2) ≠ 0. Thus we have X ∈ R and also Y = −2X + s · (X2 − 1) ∈ R, and in this special case where X, Y ∈ R, other
techniques become applicable [4]. Moreover, the same argument holds for all even k ≥ 4, using the gadget families depicted
in Fig. 2. See Lemma 7 for a full proof.
2 Technically, computational complexity involving complex or real numbers should, in the Turing model, be restricted to computable numbers. In other
models such as the Blum–Shub–Smale model [35] no such restrictions are needed. Our results are not sensitive to the exact model of computation.
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3. Interpolation technique
The purpose of this section is to build up to our main interpolation result, Theorem 2. It can be viewed as an
improvement on the unary recursive gadget construction from [36,2,3]. Our construction addresses a parity issue in the
earlier construction; it is not possible to construct anF -gatewith a single dangling edge on a regular graphwith evendegree,
so we develop a way around this obstacle, while retaining the use of unary recursive gadgets. This circular construction is
displayed in Fig. 3.
When analyzing gadgets involved in the circular construction, it is often most convenient to work with their signatures
in matrix form, as merging the leading edges of one gadget with the trailing edges of another corresponds to matrix
multiplication of their signature matrices. In particular, merging one copy of a symmetrizer gadget A with i copies of a
recursive gadgetM (as in Fig. 3) results in a signature which is simplyM iA. In order to make our proof of hardness succeed,
the key property we need is that the signatures resulting from this construction are pairwise linearly independent. In other
words, the matrices in the sequence {M iA}i≥0 should all be distinct up to constant factors. The properties of the recursive
gadget are our key focus; the symmetrizer gadget serves mainly to force all resulting signatures to be symmetric (by virtue
of symmetry in the underlying graph fragment). Finally, the purpose of the finisher gadget (Fi in Fig. 3(a)) is to project the
resulting signatures into a formwhich is suitable for performing polynomial interpolation, while preserving pairwise linear
independence for a polynomially large fraction of them. The following lemma gives a concrete way to check this property
(for notational simplicity, this lemma treats the incoming signatures as column vectors rather than matrices).
Lemma 1. Suppose {mt}t≥0 is a series of pairwise linearly independent column vectors inC3. Let F1, F2, and F3 ∈ C3×3 bematrices
of rank 2 such that their kernels span C3. Then for every n, there exists some F ∈ {F1, F2, F3}, and some S ⊆ {Fmt : 0 ≤ t ≤ n3},
such that |S| ≥ n and vectors in S are pairwise linearly independent.
Proof. Let j > i ≥ 0 be integers, let N = [mi mj] ∈ C3×2, and then dim(image(N)) = rank(N) = 2. Since ker(F1),
ker(F2), and ker(F3) are 1-dimensional subspaces which together span C3, there exists some F ∈ {F1, F2, F3} such that
ker(F) ∩ image(N) = {0}. Then FN ∈ C3×2 has rank 2, hence Fmi and Fmj are linearly independent.
Each F ∈ {F1, F2, F3} defines a coloring of the set K = {0, 1, . . . , n3} as follows: color i ∈ K with the linear subspace
spanned by Fmi. Assume for a contradiction that for each F ∈ {F1, F2, F3} it is not the case that there are n pairwise linearly
independent vectors among {Fmi : i ∈ K}. Then, including possibly the 0-dimensional space {0}, there can be at most n
distinct colors assigned by each F ∈ {F1, F2, F3}. By the pigeonhole principle, some i and jwith 0 ≤ i < j ≤ n3 must receive
the same color for all F ∈ {F1, F2, F3}. This is a contradiction and we are done. 
Nowwe prove that under certain conditions, the circular construction can interpolate any recognizer of the form [x, 0, y],
where x, y ∈ C.
Lemma 2. Suppose that the following gadgets can be built using complex-valued signatures from a finite generator set G and a
finite recognizer setR.
1. A unary recursive gadget with nonsingular signature matrix M, for which there is no positive integer t and d ∈ C such that
M t = dI.
2. A unary symmetrizer gadget with nonsingular signature matrix A, such that M tA is symmetric for all t ≥ 0.
3. Three binary finisher gadgets with rank 2 matrices F1, F2, F3 ∈ C3×3, each with all zeros in the middle row, such that their
kernels span C3.
Then for any x, y ∈ C, #G | R ∪ {[x, 0, y]} ≤T #G | R.
Proof. LetN0 denote gadget A, and recursively defineNt+1 to be the result ofmerging the leading edge ofNt with the trailing
edge of a copy of gadgetM . Then Nt has signature matrixM tA, and by assumption this signature is symmetric. Note that for
t > t ′ there is no scalar λ ∈ C such thatM tA = λM t ′A; otherwise since A andM are both nonsingular, we getM t−t ′ = λI ,
which by assumption is not true. Thus the signatures of {Nt}t≥0 are pairwise linearly independent. For every t ≥ 0, let mt
denote the (symmetric) signature of Nt written as a column vector in C3.
Assume we have oracle access to queries of the form #G | R, and let Ω be a bipartite signature grid for the Holant
problem #G | R ∪ {[x, 0, y]}, with underlying graph G = (V , E). Let Q ⊆ V be the set of vertices labeled with recognizer
[x, 0, y], and let n = |Q |. Merging the two dangling edges of Nt with the two trailing edges of finisher gadget Fj results
in a gadget having signature Fjmt . By Lemma 1 there exists some j such that at least n + 2 of the first (n + 2)3 + 1
vectors of the form Fjmt are pairwise linearly independent. It is straightforward to efficiently find such a set; denote it
by S = {[x0, 0, y0], [x1, 0, y1], . . . , [xn+1, 0, yn+1]} and let G0,G1, . . . ,Gn+1 be the corresponding gadgets (since the middle
row of matrix Fj consists entirely of zeros, the middle term of each signature in S is zero). At most one yt can be zero, so
without loss of generality assume yt ≠ 0 for 0 ≤ t ≤ n. If we replace every element of Q with a copy of Gt , we obtain an
instance of #G | R (note that the correct bipartite signature structure is preserved), and we denote this new signature grid
byΩt . Although HolantΩt is a sum of exponentially many terms, each nonzero term has the form zx
i
ty
n−i
t for some i, and for
some z ∈ Cwhich does not depend on xt or yt . Then for some z0, z1, . . . , zn ∈ C the sum can be rewritten as
HolantΩt =

0≤i≤n
zixity
n−i
t .
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Since each signature grid Ωt is an instance of #G | R, HolantΩt can be solved exactly using the oracle. Carrying out this
process for every t where 0 ≤ t ≤ n, we arrive at a linear system where the zi values are the unknowns.
y−n0 · HolantΩ0
y−n1 · HolantΩ1
...
y−nn · HolantΩn
 =

x00y
0
0 x
1
0y
−1
0 · · · xn0y−n0
x01y
0
1 x
1
1y
−1
1 · · · xn1y−n1
...
...
. . .
...
x0ny
0
n x
1
ny
−1
n · · · xnny−nn


z0
z1
...
zn
 .
The matrix above has entry (xr/yr)c at row r and column c . Due to pairwise linear independence of [xr , 0, yr ], xr/yr is
pairwise distinct for 0 ≤ r ≤ n. Hence this is a Vandermonde system of full rank, and we can solve it for the zi values. With
these values in hand, we can calculate HolantΩ =0≤i≤n zixiyn−i directly, completing the reduction. 
Now we construct an explicit set of finisher gadgets which is completely general, in the sense that for any setting of
a, b ∈ Cwhere we do not have finisher gadgets satisfying condition (3) of Lemma 2, we have Pl-Holk(a, b) in FP.
Lemma 3. Consider #G | R and suppose [a, 1, b] ∈ G, =k∈ R, k ≥ 3, X ≠ 1, and ak ≠ bk. Then there is an explicit set of
finisher gadgets which satisfies condition (3) of Lemma 2.
Proof. We break this into 3 different cases: X = 0, X ≠ 0 when k is odd, and X ≠ 0 when k is even. We build a finisher
gadget set for each of these 3 cases using five ‘‘primitive’’ gadgets (see Fig. 4). In every case, we will demonstrate that our
finisher gadgets (say, F1, F2, and F3) have rank 2 and that their kernels span C3. Let v1, v2, and v3 (resp.) denote the cross
products of the first and last row vectors of F1, F2, and F3 (resp.) and let cross(F1, F2, F3) denote the 3 by 3 matrix with v1,
v2, and v3 as its first, second, and third rows. We use det(cross(F1, F2, F3)) to test the efficacy of a finisher gadget set. If
det(cross(F1, F2, F3)) ≠ 0 then each Fi has rank 2 since each cross product vi must be nonzero—furthermore, each vi spans
ker(Fi) and as a linearly independent set {v1, v2, v3} spans C3.
We now calculate the signature matrices of the primitive gadgets.
M4 =
 (a
k + ab)2 2(ak + ab)(a+ bk−1) (a+ bk−1)2
a(ak−1 + b)2 (1+ ab)(ak−1 + b)(a+ bk−1) b(a+ bk−1)2
(ak−1 + b)2 2(ak−1 + b)(ab+ bk) (ab+ bk)2
,
M5 =
 ak−2 0 a(k−3)/2b(k−3)/20 0 0
a(k−3)/2b(k−3)/2 0 bk−2
,
M6 =
ak−2 0 10 0 0
1 0 bk−2
,
M7 =
a(k−4)/2 0 00 0 0
0 0 b(k−4)/2
,
M8 =
 ak 2a bk−2ak−1 1+ ab bk−1
ak−2 2b bk
.
Suppose X ≠ 0 and k is odd. We will use gadgets M5 and M8; let F1 = M5, F2 = M5M8, and F3 = M5M28 . Each of these
has a middle row of all zeros, inherited fromM5. Since det(cross(F1, F2, F3)) = 4X4k−11(X − 1)7(ak− bk) ≠ 0, these gadgets
satisfy condition (3) of Lemma 2.
Now suppose X ≠ 0 and k is even. We will use gadgets M7 and M8; let F1 = M7, F2 = M7M8, and F3 = M7M28 . Each of
these has amiddle row of all zeros, inherited fromM7. Since det(cross(F1, F2, F3)) = 4X (5k−16)/2(X−1)4(ak−bk) ≠ 0, these
gadgets satisfy condition (3) of Lemma 2.
Finally, suppose X = 0 (which implies Y ≠ 0). Wewill use gadgetsM6 andM4; let F1 = M6, F2 = M6M4, and F3 = M6M24 .
Each of these has a middle row of all zeros, inherited from M6. Since det(cross(F1, F2, F3)) = 4(X − 1)4(Y + X + Xk−1)5
(ak − bk)(Y + 2X)(Xk−2 − 1)3 = −4Y 6(ak − bk) ≠ 0, these gadgets satisfy condition (3) of Lemma 2. 
The purpose of interpolating recognizers of the form [∗, 0, ∗] is so that we can get a reduction from counting Vertex
Cover (#VC) on k-regular graphs (in other words, #[0, 1, 1] | =k), which is known to be #P-hard for k ≥ 3, even when
restricted to planar graphs as input [37,38]. The idea for the reduction is a modification of Lemma 3.3 in [3].
Lemma 4. Suppose that (a, b) ∈ C2 − {(a, b) : ab = 1} − {(0, 0)} and let G andR be finite signature sets where [a, 1, b] ∈ G,
=k∈ R, and k ≥ 3. Further assume that #G | R ∪ {[xi, 0, yi] : 0 ≤ i < m} ≤T #G | R for any xi, yi ∈ C and m ∈ Z+. Then
#G ∪ {[0, 1, 1]} | R ≤T #G | R, and #G | R is #P-hard.
Proof. Since #[0, 1, 1] | =k is #P-hard for k ≥ 3, we only need to show how to simulate the generator signature [0, 1, 1].
Respectively, Gadgets 1, 2, and 3 (Fig. 5) can be used to simulate generator signatures [b−1, 1, 2b], [0, 1, 5/(2a)], and [0, 1, 1]
in the cases where ab = 0, ab = −1, and both ab ≠ 0 and ab ≠ −1 (when ab = 0, we assume without loss of generality
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that a = 0 and b ≠ 0). To carry this out, we set θ = [b, 0, b−1] in Gadget 1; θ = [1/(6a), 0,−a/24] and γ = [−3/a, 0, a]
in Gadget 2; and θ = (ab+1)(1− ab)−1[1, 0,−a2], γ = [−a−2, 0, b−1(1+ ab)−1], and ρ = (ab−1)−1[−b, 0, a] in Gadget
3—all unlabeled vertices are assigned the generator signature [a, 1, b]. This results in a chain of reductions to simulate
[0, 1, 1] in all cases (i.e. Gadget 2 simulates a signature to be used as a generator signature in Gadget 1, which in turn
simulates a generator signature to be used in Gadget 3, and Gadget 3 simulates [0, 1, 1]). 
From all of this, we can derive the following.
Theorem 2. Suppose that the following gadgets can be built using generator [a, 1, b] and recognizer =k, where k ≥ 3, X ≠ 1,
and ak ≠ bk.
1. A planar unary recursive gadget with nonsingular signature matrix M, whose eigenvalues have distinct norm.
2. A planar unary symmetrizer gadget with nonsingular signature matrix A, such that M tA is symmetric for all t ≥ 0.
Then Pl-Holk(a, b) is #P-hard.
Proof. Suppose matrices M and A satisfy the conditions of the theorem statement. Then all positive powers of M have
eigenvalues of distinct norm, so there cannot be a positive integer t and d ∈ C for which M t = dI . By Lemma 3 we have a
set of finisher gadgets that satisfies condition (3) of Lemma 2, and A already satisfies condition (2) of Lemma 2. Then for any
x, y ∈ C, #G | R ∪ {[x, 0, y]} ≤T #G | R, so #G | R is #P-hard by Lemma 4. Furthermore, all of the constructions involved
can be carried out while maintaining planarity of the input graph. 
Remark. Since Y 2 − 4Xk = (ak − bk)2, the condition ak = bk in Theorem 2 is equivalent to Y 2 = 4Xk.
Remark. For every unary recursive gadget presented in this paper, the existence of a corresponding unary symmetrizer
gadget is trivial, as condition (2) of Theorem 2 follows directly by creating symmetry in the underlying graph (see Fig. 3
for example), and from the fact that nonsingularity is inherited from the recursive gadget satisfying condition (1). We will
therefore omit further discussion of symmetrizer gadgets and focus on condition (1).
4. Classification of complex signatures
Now we show that Pl-Holk(a, b) is #P-hard unless Theorem 1 indicates it is in FP. This is done by constructing unary
recursive gadgets for k-regular graphs for all k ≥ 3, and applying Theorem 2. Fig. 6 indicates how condition (1) in Theorem 2
is satisfied in various cases. The arrows from a Box A to Boxes B, C , D, . . . indicate that the union of the cases covered in
Boxes B, C , D, . . . cover the case in Box A. Note that in some cases, the intermediate results are slightly more powerful
than we require. For example, Section 4.1 yields recursive gadgets when k ≥ 4 is even and Y 2 = 4Xk, but we do not prove
#P-hardness of Pl-Holk(a, b) in this case, since Theorem 2 does not apply (due to lack of finisher gadgets—recall Pl-Holk(a, b)
is tractable when Y 2 = 4Xk).
Dichotomies for Pl-Holk(a, b) and Holk(a, b) are already known when X and Y are both real [4], and they conform to the
statement of our Theorem 3 so we only need to consider the case where X and Y are not both real. We consider even k and
odd k separately. Since odd k ≥ 3 can be handled using ESPs and natural generalizations of other gadgets found in [3], we
will first focus on the more interesting setting where k is even and k ≥ 4.
4.1. Recursive gadgets for Pl-Holk(a, b) when k is even
We will use the following sufficient condition to prove effectiveness of our recursive gadgets (see [3] for a proof of this
lemma).
Lemma 5. If both roots of the complex polynomial x2 + Bx+ C have the same norm, then B|C | = BC and B2C = B2C. If further
B ≠ 0 and C ≠ 0, then Arg(B2) = Arg(C).
In practice, x2 + Bx + C is the characteristic polynomial of the signature matrix M of some gadget, so B = −tr(M) and
C = det(M). Our first application of Lemma 5 is to the special case where X = 0, both for odd and even k.
Lemma 6. If k ≥ 2, X = 0, and Y /∈ R then gadgetM1,k−1 (see Fig. 7) has a signature matrix with nonzero eigenvalues of distinct
norm.
Proof. We get tr(M1,k−1) = Y + 2 and det(M1,k−1) = 1, so if the eigenvalues ofM1,k−1 have equal norm then by Lemma 5,
Y + 2 = Y + 2 and Y ∈ R. 
We want to construct recursive gadgets for all even k ≥ 4, provided X ≠ 1 and that X and Y are not both real (note
that this excludes X = −1 with Y = ±2, which is tractable for even k). To this end, we come to rely on the power of a
syzygy in the next key lemma. The almost miraculous cancellation of non-trivial factors is the key to proving hardness. Just
as remarkable, it provides all of the recursive gadgets we need (aside from the special case X = 0).
Lemma 7. Suppose k ≥ 4 is even, X /∈ {0, 1}, and it is not the case that X and Y are both real. Then either gadget M1, M2, or M3
(see Fig. 2) has nonzero eigenvalues with distinct norm.
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Proof. We start by calculating the trace and determinant of all three gadgets.
tr(M1) = 2Xk/2 + Y
tr(M2) = 2X (k−2)/2 + Y
tr(M3) = (2Xk/2 + Y )(2X (k−2)/2 − Xk/2 + X (k−4)/2 + Y )
det(M1) = X (k−2)/2(X − 1)(2Xk/2 + Y )
det(M2) = X (k−4)/2(X − 1)(X (k−2)/2 + X (k+2)/2 + Y )
det(M3) = Xk−3(X − 1)2(2Xk/2 + Y )(X (k−2)/2 + X (k+2)/2 + Y ).
Note that if X = −1 then Y /∈ R, det(M1) ≠ 0, tr(M1) ≠ 0, and tr2(M1)det(M1) = 2X
k/2+Y
(X−1)X(k−2)/2 /∈ R so we are done by
Lemma 5, thus we will assume that X ≠ −1 throughout. We claim that if any one of these traces or determinants is
zero, then one of the other two gadgets has nonzero eigenvalues with distinct norm. For instance, if Y = −2Xk/2, then
tr(M2) = −2(X−1)X (k−2)/2 and det(M2) = (X−1)3Xk−3 so by Lemma 5, if gadgetM2 had eigenvalueswith equal norm then
we would have Arg(4X) = Arg(X − 1) and X, Y ∈ R. Similarly, if Y = −2X (k−2)/2 then tr(M3) = −2Xk−3(X − 1)2(X + 1)
and det(M3) = 2X2k−5(X − 1)4(X + 1) and Lemma 5 implies that gadget M3 has eigenvalues with unequal norm since
Arg(2(X + 1)) = Arg(X) and X, Y ∈ R otherwise. If Y = −X (k+2)/2 − X (k−2)/2 then tr(M1) = −X (k−2)/2(X − 1)2
and det(M1) = −Xk−2(X − 1)3 and by Lemma 5 gadget M1 has eigenvalues with unequal norm because otherwise
Arg(1 − X) = Arg(1) and X, Y ∈ R. Finally, if Y = −2X (k−2)/2 + Xk/2 − X (k−4)/2 then tr(M1) = X (k−4)/2(X − 1)(3X + 1)
and det(M1) = Xk−3(X − 1)2(3X + 1) and again by Lemma 5 gadget M1 has eigenvalues with unequal norm since
Arg(3X + 1) = Arg(X) and X, Y ∈ R otherwise.
Now we may assume that each trace and determinant is nonzero. If all three gadgets fail to have eigenvalues with a
distinct norm, then Lemma 5 indicates that tr
2(M)
det(M) ∈ R+ for eachM ∈ {M1,M2,M3}. Supposing this is the case, we observe
that 2X
k/2+Y
X(k−2)/2(X−1) = tr
2(M1)
det(M1)
∈ R and
tr2(M3)det(M2)det(M1)
tr2(M1)tr2(M2)det(M3)
= (2X
(k−2)/2 − Xk/2 + X (k−4)/2 + Y )2
(2X (k−2)/2 + Y )2
=

1− X
(k−4)/2(X2 − 1)
2X (k−2)/2 + Y
2
,
hence X
(k−4)/2(X2−1)
2X(k−2)/2+Y ∈ R. This remarkable cancellation in the three gadgets’ failure conditions is crucial. Fix X /∈ {0,±1}, and
these define two lines on the Y -plane as r and s vary over R:
Y = −2Xk/2 + r · X (k−2)/2(X − 1)
Y = −2X (k−2)/2 + s · X (k−4)/2(X2 − 1).
Setting these two equations equal to each other and canceling a common factor X (k−4)/2(X−1), we have that (r− s−2)X =
s ∈ R, meaning that X ∈ R as long as s ≠ 0. But if s = 0 then from the second equation above we have Y = −2X (k−2)/2,
violating the assumption that tr(M2) ≠ 0. Thus we have X ∈ R and also Y = −2X (k−2)/2 + s · X (k−4)/2(X2 − 1) ∈ R. 
4.2. Recursive gadgets for Pl-Holk(a, b) when k is odd
Nowwe construct recursive gadgets for all odd k ≥ 5 (k = 3 was done in [3]), provided X ≠ 1, X and Y are not both real,
and if X = −1 then Y ≠ ±2i. We start with an ESP [3] for all odd k ≥ 3.
Definition 1. A pair of nonsingular square matrices M and M ′ is called an Eigenvalue Shifted Pair (ESP) if M ′ = M + δI for
some nonzero δ ∈ C, andM has distinct eigenvalues.
Corollary 1. Let M and M ′ be an Eigenvalue Shifted Pair of 2 by 2 matrices. If both M and M ′ have eigenvalues of equal norm,
then there exists r, s ∈ R such that tr(M) = rδ (possibly 0) and det(M) = sδ2.
Our ESP is a natural generalization of the main ESP in [3].
Lemma 8. Suppose k ≥ 3 is odd, X /∈ {0, 1,−1}, X (k+1)/2+ X (k−1)/2+ Y ≠ 0, and (Y + 2X (k−3)/2)2 ≠ 4Xk−3(X − 1)(X2− 1).
Then either GadgetMk−2,2 or GadgetMk−1,1 has nonzero eigenvalues with distinct norm, unless X and Y are both real numbers.
Proof. The signature matrices are
Mk−2,2 =

ak + a(k−3)/2b(k−3)/2 a(k−1)/2b(k−3)/2 + bk−1
ak−1 + a(k−3)/2b(k−1)/2 a(k−3)/2b(k−3)/2 + bk

,
Mk−1,1 =

ak + a(k−1)/2b(k−1)/2 a(k−1)/2b(k−1)/2−1 + bk−1
ak−1 + a(k−1)/2−1b(k−1)/2 a(k−1)/2b(k−1)/2 + bk

.
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These form an ESP:
1. Mk−1,1 −Mk−2,2 = X (k−3)/2(X − 1)I and X (k−3)/2(X − 1) ≠ 0
2. det(Mk−2,2) = Xk−3(X − 1)2(X + 1) ≠ 0
3. det(Mk−1,1) = X (k−3)/2(X − 1)(X (k+1)/2 + X (k−1)/2 + Y ) ≠ 0
4. tr(Mk−2,2)2 − 4 det(Mk−2,2) = (Y + 2X (k−3)/2)2 − 4Xk−3(X − 1)2(X + 1) ≠ 0.
By Corollary 1, either Mk−1,1 or Mk−2,2 has nonzero eigenvalues of distinct norm unless Y + 2X (k−3)/2 = tr(Mk−2,2) =
rX (k−3)/2(X−1) and Xk−3(X−1)2(X+1) = det(Mk−2,2) = sXk−3(X−1)2 for some r, s ∈ R. Thenwewould have X+1 = s
so X = s− 1 ∈ R, and furthermore Y = rX (k−3)/2(X − 1)− 2X (k−3)/2 ∈ R. 
Now we deal with the exceptional cases.
Lemma 9. Suppose k ≥ 3 is odd, X (k+1)/2 + X (k−1)/2 + Y = 0, and assume X and Y are not both real valued. Then Gadget M14
has nonzero eigenvalues with distinct norm.
Proof. We calculate that tr(M14) = Y 2 + YX (k−3)/2 + 3YX (k−1)/2 + 6Xk−1 − 2Xk and
det(M14) = X (k−23)/2(X − 1)(X (3k+15)/2 + 11X (3k+17)/2 − 5X (3k+19)/2
+ X (3k+21)/2 + 3Xk+8Y + 10Xk+9Y − Xk+10Y + X (k+17)/2Y 2 + 5X (k+19)/2Y 2 + X10Y 3).
Note X /∈ R, since otherwise Y = −X (k+1)/2 − X (k−1)/2 ∈ R. Miraculously, under the condition X (k+1)/2 + X (k−1)/2 + Y = 0,
we find that tr(M14) = Xk−2(X − 1)3 ≠ 0 and det(M14) = −X2k−4(X − 1)5 ≠ 0. Hence by Lemma 5, if Gadget M14 had
eigenvalues of equal norm, then 1− X ∈ R so X ∈ R. 
Lemma 10. Suppose k ≥ 3 is odd, X /∈ R, and (Y + 2X (k−3)/2)2 = 4Xk−3(X − 1)2(X + 1). Then either Gadget M15 or Gadget
M16 has nonzero eigenvalues with distinct norm.
Proof. We calculate the following.
tr(M15) = 4Xk−2 + 2Xk−1 − 2Xk + 3X (k−3)/2Y + X (k−1)/2Y + Y 2
tr(M16) = 4Xk−2 + 2Xk−1 − 2Xk + 3X (k−3)/2Y + X (k−1)/2Y + Y 2
det(M15) = X (3k−9)/2(X − 1)3(1+ X)(X (k+1)/2 + X (k−1)/2 + Y )
det(M16) = Xk−3(X − 1)2 · (3Xk−1 + Xk+1 + 3X (k−1)/2Y + X (k+1)/2Y + Y 2).
Note that these gadgets have an identical trace. First, det(M15) is nonzero, since substituting Y = −X (k−1)/2 − X (k+1)/2 into
(Y+2X (k−3)/2)2−4Xk−3(X−1)2(X+1), we get Xk−1(X−1)2 ≠ 0. Next, let S denote (Y+2X (k−3)/2)2−4Xk−3(X−1)2(X+1),
which is zero by assumption, and then det(M16) = det(M16)−SXk−3(X−1)2 = X (3k−9)/2(X−1)3(X+4)(X (k+1)/2+X (k−1)/2+
Y ) ≠ 0. Finally, tr(M15) = tr(M15)−S = X (k−3)/2(X−1)(2X (k+1)/2+Y ) ≠ 0.Nowapplying Lemma5 twice, if both gadgets fail
to have eigenvalues with distinct norm, then Arg(det(M15)) = Arg(tr(M15)2) = Arg(tr(M16)2) = Arg(det(M16)). However,
this would imply Arg(X + 4) = Arg(X + 1) and X ∈ R, so we conclude that eitherM15 orM16 has nonzero eigenvalues with
distinct norm. 
Lemma 11. Suppose k ≥ 3 is odd, X ∈ R, Y /∈ R, and (Y + 2X (k−3)/2)2 = 4Xk−3(X − 1)2(X + 1). Then Gadget M17 has nonzero
eigenvalues with distinct norm.
Proof. First note that X /∈ {0, 1}, because otherwise (Y + 2X (k−3)/2)2 = 4Xk−3(X − 1)2(X + 1) would imply Y ∈ R. We
calculate the following.
tr(M17) = Y 2 + 2X (k−3)/2(3X (k−1)/2 − X (k+3)/2 + 2Y )
det(M17) = X (3k−9)/2(X − 1)3(X (k−1)/2 + 2X (k+1)/2 + X (k+3)/2 + 2Y ).
Let S denote (Y + 2X (k−3)/2)2 − 4Xk−3(X − 1)2(X + 1), which is zero by assumption. Incredibly, tr(M17) = tr(M17)− S =
2Xk−2(X − 1)2, which is real and nonzero, and since X ∈ R− {0, 1} and Y /∈ R, we know det(M17) ≠ 0. Then by Lemma 5,
GadgetM17 has eigenvalues with distinct norm unless det(M17) ∈ R, but this would imply Y ∈ R. 
Now we deal with X = −1, which consists of two subcases.
Lemma 12. If the degree k ≥ 3 is odd, X = −1, |Y | ≠ 2, and Y /∈ R, then gadgetM2,k−2 has a signature matrix with nonzero
eigenvalues of distinct norm.
Proof. We get tr(M2,k−2) = Y − 2 and det(M2,k−2) = (X − 1)(Xk−1 + X + Y ) = −2Y , so ifM2,k−2 does not have nonzero
eigenvalueswith distinct norm then by Lemma 5, (Y−2)·|−2Y | = tr(M2,k−2)·| det(M2,k−2)| = tr(M2,k−2)·det(M2,k−2) =
−(Y − 2)(2Y ), and simplifying yields (|Y | − 2)(|Y | + Y ) = 0, which is a contradiction. 
Lemma 13. If the degree k ≥ 5 is odd, X = −1, |Y | = 2, and Y ≠ ±2i, then the signature matrix of unary gadget M18 has
nonzero eigenvalues with distinct norm.
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Proof. Under these conditions, det(M18) = −4Y 2 ≠ 0 and tr(M18) = 4+Y 2 ≠ 0. If the eigenvalues ofM18 have an identical
norm then by Lemma 5, (4+ Y 2) · | − 4Y 2| = tr(M18) · | det(M18)| = tr(M18) · det(M18) = (4+ Y 2) · (−4Y 2), and from this
it follows that 4Y (Y + Y )(4+ |Y |2) = 0, which cannot be true. 
The X = 0 case is dispatched with by Lemma 6 (which applies to both even and odd k), so for every odd k ≥ 5 and for
every setting of X and Y , we now have a nonsingular unary recursive gadget with eigenvalues of distinct norm unless X = 1,
(X, Y ) = (−1,±2i), or X and Y are both real. The k = 3 case is covered in [3].
4.3. Recursive gadgets for Holk(a, b)
Although Pl-Holk(a, b) is in FP when ak = bk (equivalently, Y 2 = 4Xk), it turns out that Holk(a, b) is #P-hard in this
case—except for the tractable subcases X ∈ {0,±1}. This is proved using another variant of interpolation, with the gadgets
pictured in Fig. 8. First, we will reframe the problem by using a holographic reduction.
Lemma 14. Suppose k is a positive integer, a ≠ 0, and ak = bk. Then for some ϵ ∈ {1,−1} and for any ω such that ω4 = ba−1,
the problem #[a, 1, b] | =k is equivalent to #[aω2, 1, aω2] | [1, 0, 0, . . . , 0, ϵ]. Moreover, if k is odd then ω can be chosen such
that ϵ = 1.
Proof. Let ω be any complex number such that ω4 = ba−1, and note ω4k = 1. Applying a holographic reduction to
#[a, 1, b] | =k under the basis

ω 0
0 ω−1

, we see that #[a, 1, b] | =k is equivalent to #[aω2, 1, aω2] | [ω−k, 0, 0, . . . , 0, ωk].
Since ωk ∈ {±1,±i} and multiplying each element of the recognizer signature by a nonzero value does not change the
complexity of the problem, we have #[aω2, 1, aω2] | [1, 0, 0, . . . , 0,±1]. Note that if k is odd then we may initially choose
ω such that ωk = 1 (raising to the fourth power is a permutation on the kth roots of unity when k is odd), and in this case
we have #[aω2, 1, aω2] | [1, 0, 0, . . . , 0, 1]. 
Now we describe the interpolation construction we apply. Let N0 be a binary starter gadget. Recursively, define gadget
Nt+1 to be Nt connected to a copy of some binary recursive gadgetM in such a way that both trailing edges ofM are merged
with both leading edges of Nt (no finisher gadget is used). Before we use this construction, we will transform the problem
Holk(a, b) using Lemma 14 so that it has the form [c, 1, c] | r for some c ∈ C and some symmetric signature r . The signature
of Nt is M tN0. However, due to additional symmetry of the signature [c, 1, c], we will use simpler signature matrix formsM ∈ C2×2 and N0 ∈ C2×1 defined as follows. Starting withM and N0, we obtain M and N0 by merging (additively) the third
column ofM with the first column, and then removing the third row ofM and N0. It is easy to verify that M t N0 gives the first
two entries of the signature of Nt . The following are sufficient conditions to interpolate signatures using this construction.
1. det(M) ≠ 0,
2. tr(M) ≠ 0,
3. tr
2(M)
det(M) /∈ R+,
4. det(MN0, N0) ≠ 0.
The first three conditions ensure that the ratio of the eigenvalues of M is not a root of unity (by Lemma 5). The last condition
guarantees that N0 is not a column eigenvector of M (nor the zero vector). This, together with the fact that M is nonsingular,
implies that we can interpolate any generator of the form [x, y, x]where x, y ∈ C (see [36]).
Lemma 15. Suppose k ≥ 5 is odd and a /∈ {0,±1,±i}. Then for any x, y ∈ C, #{[a, 1, a], [x, y, x]} |=k≤T #[a, 1, a] |=k.
Proof. This result is already known in the special case where a ∈ R (see [4]), so assume that a /∈ R. We show that eitherM9
orM10 satisfies all four properties required for interpolation, where N0 = [a 1]T (i.e. a single-vertex starter gadget with two
leading edges).M9 = a2k−5 + a2k−3 2a2k−52a2k−4 a2k−6 + a2k−4, M10 = a2k−7 + a2k−5 2a2k−92a2k−6 a2k−10 + a2k−8
tr(M9) = a2k−6(a+ 1)(a2 + 1) ≠ 0
det(M9) = a4k−11(a− 1)2(a+ 1)2 ≠ 0
tr(M10) = a2k−10(a+ 1)(a2 + 1)(a2 − a+ 1)
det(M10) = a4k−17(a− 1)2(a+ 1)2 ≠ 0
tr2(M9)
det(M9) = (a
2 + 1)2
a(a− 1)2
tr2(M10)
det(M10) =

a2 + 12 a2 − a+ 12
a3(a− 1)2
det([M9N0, N0]) = −a2k−5(a− 1)(a+ 1)2 ≠ 0
det([M10N0, N0]) = −a2k−9(a− 1)(a+ 1)2(a2 − a+ 1).
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Suppose a2 − a + 1 = 0, then tr2(M9)
det(M9) = (a2+1)2a(a−1)2 = −1 /∈ R+ and we already know det(M9) ≠ 0, tr(M9) ≠ 0, and
det([M9N0, N0]) ≠ 0, so we can interpolate. Now suppose that a2 − a + 1 ≠ 0, and in particular tr(M10) ≠ 0 and
det([M10N0, N0]) ≠ 0. Further suppose that both M9 and M10 fail to have eigenvalues of distinct norm. Then (a2+1)2a(a−1)2 and
(a2+1)2(a2−a+1)2
a3(a−1)2 are both positive real, so
a(a−1)2
(a2+1)2 · (a
2+1)2(a2−a+1)2
a3(a−1)2 = (a
2−a+1)2
a2
is also positive real, hence r = a2−a+1a is real.
From this it follows that a−1 + a = r + 1 ∈ R, but a /∈ R so |a| = 1. (This is easy to see geometrically, but symbolically,
let a = seiθ where s = |a|. Then ℑ(a+ a−1) = s sin θ + s−1 sin(−θ) = (s− s−1) sin θ , which is 0 iff either s = 1 or θ is an
integermultiple ofπ .) Let d be a square root of a, and then |d| = 1 and d ∉ R hence d−d−1 is purely imaginary and nonzero.
Then (a− 1)2/a = (d− d−1)2 is negative real, and we already know (a−1 + a)2 is positive real, so then (a−1+a)2
(a−1)2/a = (a
2+1)2
(a−1)2a
is negative real, but we have already seen that it is positive; a contradiction. 
Lemma 16. Suppose k ≥ 4 is even and a /∈ {0,±1,±i}. Then for any x, y ∈ C, #{[a, 1, a], [x, y, x]} |=k≤T #[a, 1, a] |=k.
Proof. This result is already known in the special case where a ∈ R (see [4]), so assume that a /∈ R. We will use gadgetsM11
andM12.M11 = ak−2 + ak 2ak−12ak−1 ak−2 + ak, M12 = ak−2 + ak 2ak−32ak−1 ak−4 + ak−2
tr(M11) = 2ak−2(a2 + 1) ≠ 0
det(M11) = a2k−4(a− 1)2(a+ 1)2 ≠ 0
tr(M12) = ak−4(a2 + 1)2 ≠ 0
det(M12) = a2k−6(a− 1)2(a+ 1)2 ≠ 0
tr2(M11)
det(M11) = 4(a
2 + 1)2
(a− 1)2(a+ 1)2
tr2(M12)
det(M12) = (a
2 + 1)4
a2(a− 1)2(a+ 1)2
det([M11N0, N0]) = −2ak−1(a− 1)(a+ 1) ≠ 0
det([M12N0, N0]) = −ak−3(a− 1)(a+ 1)(a2 + 1) ≠ 0.
The only condition that might fail for these gadgets is the eigenvalues having distinct norm. IfM11 fails to have eigenvalues
of distinct norm, then

2(a2+1)
(a−1)(a+1)
2
is positive real, therefore s = a2+1
a2−1 is real, but then
2
a2−1 = s− 1 ∈ R and since a /∈ R, a
must be purely imaginary. This implies (a
2+1)4
a2(a2−1)2 is negative real, meaning that gadgetM12 has eigenvalues of distinct norm,
and we are done. 
Lemma 17. Suppose k ≥ 4 is even and a /∈ {0,±1,±i}. Then for any x, y ∈ C, #{[a, 1, a], [x, y, x]} | r ≤T #[a, 1, a] | r, where
r = [1, 0, 0, . . . 0,−1] is an arity-k signature.
Proof. This result is already known in the special case where a ∈ R (see [4]), so assume that a /∈ R. For this, we use
gadgets M ′12 and M
′
13 (we use the prime to denote that the recognizer signature is [1, 0, 0, . . . 0,−1] rather than =k, to
avoid notational confusion).M ′12 = ak−2 + ak −2ak−32ak−1 −ak−4 − ak−2, M ′13 = a2k + a2k−4 − 2a2k−2 00 a2k−6 − 2a2k−4 + a2k−2
tr(M ′12) = ak−4(a− 1)(a+ 1)(a2 + 1) ≠ 0
det(M ′12) = −a2k−6(a− 1)2(a+ 1)2 ≠ 0
tr(M ′13) = a2k−6(a− 1)2(a+ 1)2(a2 + 1) ≠ 0
det(M ′13) = a4k−10(a− 1)4(a+ 1)4 ≠ 0
tr2(M ′12)
det(M ′12) = − (a
2 + 1)2
a2
tr2(M ′13)
det(M ′13) = (a
2 + 1)2
a2
det([M ′12N0, N0]) = −ak−3(a− 1)2(a+ 1)2 ≠ 0
det([M ′13N0, N0]) = a2k−5(a− 1)3(a+ 1)3 ≠ 0.
J.-Y. Cai, M. Kowalczyk / Theoretical Computer Science 461 (2012) 2–16 15
Clearly, (a
2+1)2
a2
and − (a2+1)2
a2
cannot both be positive real, so either gadget M ′12 or gadget M ′13 has eigenvalues of distinct
norm, and we are done. 
Lemma 18. Suppose k ≥ 3, X /∈ {0,±1}, and ak = bk (equivalently, Y 2 = 4Xk). Then Holk(a, b) is #P-hard.
Proof. By Lemma 14, Holk(a, b) is equivalent to #[aω2, 1, aω2] | r where r = [1, 0, 0, . . . , 0, ϵ] is of arity k, for some
ϵ = ±1 and ω ∈ C such that ω4 = ba−1. We reduce from Hol3(ϵaω2, ϵaω2), which is known to be #P-hard [3], as
ϵaω2 · ϵaω2 = ab = X /∈ {0,±1}. We use the following chain of reductions.
Hol3(ϵaω2, ϵaω2) ≤T #[aω2, 1, aω2] | [1, 0, 0, ϵ]
≤T #{[aω2, 1, aω2], [1, 1, 1]} | r
≤T #[aω2, 1, aω2] | r
≤T Holk(a, b).
Any instance of Hol3(ϵaω2, ϵaω2)must have an even number of recognizer vertices. The first step follows fromaholographic
reduction under basis

1 0
0 ϵ

, so that Hol3(ϵaω2, ϵaω2) is equivalent to #[ϵaω2, ϵ, ϵaω2] | [1, 0, 0, ϵ], which has the same
complexity as #[aω2, 1, aω2] | [1, 0, 0, ϵ]. Note the number of recognizer vertices remains even. For the next step of the
reduction, any pair of verticeswith signature [1, 0, 0, ϵ] can simulated by a pair of verticeswith signature r . Simply introduce
k− 3 generator vertices; each has signature [1, 1, 1] and is adjacent to both recognizer vertices (this may destroy planarity,
but that is acceptable in this reduction). The next step of the reduction follows from Lemmas 15, 16 and 17, together with
the fact that aω2 ·aω2 = ab = X /∈ {0,±1} and that wemay choose ϵ = 1when k is odd (by Lemma 14). The final reduction
in the chain is by Lemma 14. 
4.4. Dichotomy for Holk(a, b) and Pl-Holk(a, b)
We now have the following theorem.
Theorem 3. For any a, b ∈ C, let X = ab, and Y = ak + bk. If any of the following five conditions is true, then Holk(a, b) and
Pl-Holk(a, b) are both solvable in FP:
1. k ≤ 2
2. X = 1
3. X = 0 and Y = 0
4. X = −1 and Y = 0
5. X = −1 and Y 2 = 4Xk.
Furthermore, if Y 2 = 4Xk (equivalently ak = bk) then Pl-Holk(a, b) is solvable in FP. If none of these conditions apply, then
Holk(a, b) (respectively Pl-Holk(a, b)) is #P-hard.
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