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En este art´ıculo se presenta una simplificacio´n al modelo distribuido de pu-
blicidad, formula´ndolo como una familia de problemas de control o´ptimo con
para´metros concentrados. Se estudian dos variantes simplificadas: lineal y no
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Resumo
Neste artigo no´s apresentamos uma simplificac¸a˜o do modelo distribu´ıdo de pu-
blicidade formulando isto como uma famı´lia de problemas de controle o´timo
com paraˆmetros concentrados. No´s estudamos duas variantes do modelo sim-
ples: linear e na˜o linear. Para o modelo linear fornece uma soluc¸a˜o anal´ıtica
derivada do princ´ıpio de ma´ximo. Para resolver o modelo na˜o-linear, no´s cons-
tru´ımos um algoritmo nume´rico baseado em duas formas na˜o convencionais
de aumentar o funcional objetivo.
Palavras chaves: modelo de publicidade, controle o´timo, paraˆmetros con-
centrados, princ´ıpio de ma´ximo de Pontryagin.
Abstract
In this article we present a simplification of the distributed model of advertis-
ing by formulating it as a family of optimal control problems with concentrated
parameters. We consider two simplified models: linear and non-linear. Linear
model is solved analytically using the maximum principle. To solve non-linear
model, we construct a numerical algorithm based on two nonconventional in-
crement formulae for the objective functional.
Key words: advertising model, optimal control, concentrated parameters,
Pontryagin maximum principle.
1 Introduccio´n
Para tener e´xito en ventas, las empresas deben participar en la conformacio´n
de la opinio´n pu´blica acerca de sus servicios y/o productos. Este u´ltimo se
realiza a trave´s de campan˜as publicitarias y cada empresa debe elegir una
estrategia publicitaria o´ptima con la cual se pueda atraer un mayor nu´mero
de consumidores de un nuevo producto o servicio.
Esta´ claro que, en primer lugar, los fondos disponibles para inversio´n a
la publicidad, siempre esta´n limitados. En segundo lugar, se busca lograr el
ma´ximo efecto de dicha inversio´n y obtener el ma´ximo beneficio. Existen mu-
chos modelos de optimizacio´n dina´mica que abordan este tipo de problemas
desde el punto de vista de control o´ptimo [2, 3]. Entre ellos hay una clase
bastante limitada de problemas que se formulan en te´rminos de para´metros
distribuidos, tomando en cuenta no so´lo la dina´mica temporal sino tambie´n la
distribucio´n por edades de los potenciales consumidores. En particular, enfa-
ticemos un modelo formulado en [1] que contiene todas las funciones exo´genas
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de entrada en forma expl´ıcita. Dicho modelo describe detalladamente el proce-
so de persuasio´n de nuevos consumidores y toma en cuenta un conjunto amplio
de factores que pueden influir sobre la dina´mica del mismo. No obstante, en
[1] solo se formula el problema de optimizacio´n del modelo a grandes rasgos
y se realizan algunas simulaciones nume´ricas para adivinar la estructura del
control o´ptimo derivada del principio de ma´ximo en su versio´n variacional.
El objetivo de este art´ıculo consiste en buscar solucio´n de modelo dina´mico
distribuido formulado en [1], usando te´cnicas de control o´ptimo.
La Seccio´n 2 proporciona el planteamiento del modelo original derivado
en [1] y lo formula como un problema de control o´ptimo con para´metros
distribuidos. Dicho problema se reduce luego (Seccio´n 3) a una familia de
sub-problemas de control o´ptimo con para´metros concentrados a los largo de
las caracter´ısticas del sistema. En la Seccio´n 4 se hace un intento de resolver
anal´ıticamente el sub-problema mencionado haciendo linealizacio´n del modelo
original. Dicha simplificacio´n desmejora considerablemente el modelo original
y, para mitigar este efecto negativo, se introduce nuevamente la dependencia
no lineal con respecto a la variable de control. En consecuencia, se obtiene un
problema con valores en la frontera, resultante de aplicacio´n del principio de
ma´ximo de Pontryagin, que resulta insoluble en te´rminos anal´ıticos. Por ende,
en la Seccio´n 5 se propone un algoritmo nume´rico cuya justificacio´n esta´ ba-
sada en las fo´rmulas no convencionales de representacio´n del incremento de
la funcional objetivo [4, 5].
2 El modelo y su formulacio´n en te´rminos de control o´ptimo
En primer lugar vamos a dar una breve descripcio´n del modelo dina´mico
distribuido formulado en [1]. Se buscan pol´ıticas publicitarias de una empresa
que le ayuden a vender un nuevo producto o servicio a un mayor nu´mero de
potenciales consumidores.
Se introducen primero dos variables independientes: sea t ∈ [0, T ] la va-
riable temporal donde T > 0 marca el per´ıodo de observacio´n y sea s ∈ [0, ω]
la edad de potenciales consumidores donde ω > 0 denota la edad ma´xima.
Las variables endo´genas del modelo son:
P (t, s) – nu´mero de compradores potenciales de edad s en el instante t;
A(t, s) – nu´mero de compradores reales (activos) de edad en el instante.
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Las variables exo´genas y otros para´metros del modelo son:
u = u(t, s) – para´metro de control que indica el monto de dinero que la
empresa invierte en publicidad.
µ(t, s, u) – tasa de conversio´n de compradores potenciales en compradores
reales;
a(t, s) – tasa de desercio´n de los compradores;
ϕ(s) – distribucio´n de la poblacio´n de consumidores segu´n sus edades en el
momento inicial de tiempo;
κ – tasa de nacimientos de la poblacio´n (constante).
La variacio´n del nu´mero de consumidores con respecto a tiempo se puede
describir por medio de ecuaciones (1)-(2) con condiciones iniciales (3)-(4):
Pt(t, s) + Ps(t, s) = −µ(t, s, u) · P (t, s), (1)
At(t, s) +As(t, s) = µ(t, s, u) · P (t, s)− a(t, s) ·A(t, s), (2)
P (0, s) = ϕ(s), P (t, 0) = κ = ϕ(0), (3)
A(0, s) = 0, A(t, 0) = 0. (4)
Segu´n (1) y (2), al invertir dinero en la publicidad del producto, en nu´mero
de compradores potenciales disminuye en µ(t, s, u) · P (t, s), mientras que el
nu´mero de compradores reales (activos) aumenta en esta misma medida. El
segundo te´rmino del lado derecho de la ecuacio´n (2) expresa la desercio´n
natural de los compradores.
La condicio´n (3) implica que en el momento inicial del per´ıodo de obser-
vacio´n, la poblacio´n se encuentra distribuida segu´n las edades mediante una
funcio´n conocida ϕ(s), y que el nu´mero de compradores potencias de edad
cero (recie´n nacidos) es igual a κ.
La condicio´n (4) indica que el nu´mero de compradores activos en el mo-
mento inicial es cero y que, lo´gicamente, no hay ningu´n comprador activo de
edad cero en el momento inicial.
Observacion 2.1. En el modelo anterior (1)-(4), la poblacio´n total de edad
s en el instante t se considera esencialmente invariante con respecto a s y
t, esto es, X(t, h) = X(t + h, s + h) con h > 0 donde X(t, s) = P (t, s) +
A(t, s)+R(t, s) siendo R(t, s) el nu´mero de personas que no tienen capacidad
econo´mica para adquirir producto publicitado y este grupo evoluciona de
acuerdo con la ecuacio´n
Rt(t, s) +Rs(t, s) = −a(t, s) ·A(t, s).
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Esta u´ltima ecuacio´n no esta´ considera en el modelo ya que su dina´mica
no depende directamente de la variable de control. En otras palabras, los
integrantes de R(t, s) son inmunes a campan˜as publicitarias.
La pol´ıtica publicitaria de la empresa debe tener la siguiente meta: definir
que´ monto u(t, s) para la edad s en el momento t se debe invertir en activi-
dades de publicidad (cuyo fin es a convertir los compradores potenciales en
compradores reales) y as´ı maximizar las ganancias de venta.
En te´rminos matema´ticos, se busca maximizar la funcional objetivo (5)
que expresa la ganancia total de las ventas dentro del periodo de observacio´n
t ∈ [0, T ] y para todas las edades s ∈ [0, ω]:
I(u) =
∫ T
0
∫ ω
0
e
−rt [(ρ(s)A(t, s) − u(t, s)] dsdt→ ma´x, (5)
donde
ρ(s) – rendimiento obtenido de un consumidor de la edad s en unidad de
tiempo,
r – tasa de descuento,
ω – edad ma´xima de consumidor,
T – periodo de observacio´n (T > ω).
El para´metro de control u(t, s) debe satisfacer la restriccio´n presupuestaria
u(t, s) ∈ [0, C] , (t, s) ∈ Π = [0, T ]× [0, ω] (6)
en su dominio Π donde C > 0 denomina presupuesto ma´ximo disponible para
la inversio´n en actividades publicitarias.
As´ı se acaba de formular un problema de control o´ptimo con para´metros
distribuidos: se busca una funcio´n de control u(t, s) que satisfaga la restric-
cio´n (6) y maximice la funcional objetivo (5) sujeto al sistema hiperbo´lico
semilineal (1)-(2) con condiciones iniciales (3)-(4).
Observacion 2.2. Los autores del modelo [1] han considerado numerosos
factores que pueden influir en la dina´mica de persuasio´n de los compradores,
logrando as´ı estimar expl´ıcitamente las variables exo´genas del modelo que
aparecen el Ape´ndice.
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Figura 1: Transformacio´n lineal (t, s)→ (t, ξ).
3 Reduccio´n a una familia de problemas de control o´ptimo
con para´metros concentrados
Un atributo propio de sistemas hiperbo´licos de tipo (1)-(2) es la existencia de
las llamadas caracter´ısticas. Estas son l´ıneas, a lo largo de las cuales existe
derivada solamente con respecto a una de las dos variables (para´metro de
dicha caracter´ıstica).
Vamos a introducir un cambio de variables (t, s) → (τ, ξ). Sean ξ = s −
t, τ = t. A lo largo de las caracter´ısticas ξ = s − t del operador diferencial
hiperbo´lico xs + xt, ese operador coincide con el operador diferencial con
respecto a la variable t:
d
dt
x(ξ + t, t) = xs(ξ + t, t) + xt(ξ + t, t),
donde el para´metro ξ ∈ [−T, ω] puede verse como “nu´mero” de la caracter´ısti-
ca s = t+ ξ.
Entonces las funciones tˇ(ξ) y tˆ(ξ) definen los extremos del intervalo T (ξ) =[
tˇ(ξ), tˆ(ξ)
]
de la variable t de manera que todos los puntos (t, s) = (t, ξ + t)
de la caracter´ıstica s = ξ + t pertenecen al recta´ngulo Π = [0, T ] × [0, ω] si
T > ω (Figura 1):
tˇ(ξ) =
{
−ξ, ξ ∈ [−T, 0] ,
0, ξ ∈ [0, ω] ;
tˆ(ξ) =
{
T, ξ ∈ [−T, ω − T ] ,
ω − ξ, ξ ∈ [ω − T, ω] .
De acuerdo con este razonamiento, el operador diferencial hiperbo´lico puede
verse, a lo largo de su caracter´ıstica ξ ∈ [−T, ω], como operador diferencial
(ordinario) con respecto a t.
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Usando el mismo cambio de variables podemos reducir la integral doble
sobre la regio´n Π a una integral repetida que suma todos los valores de la
funcio´n integrante a lo largo de las caracter´ısticas:
∫∫
Π
f(s, t)dsdt =
∫ ω
−T
∫ tˆ(ξ)
tˇ(ξ)
f (ξ + τ, τ) dτdξ.
Al completar este paso, podemos formular el problema de control o´ptimo con
para´metros distribuidos (en derivadas parciales) como una familia parame´tri-
ca respecto al para´metro ξ ∈ [−T, ω] de problemas de control o´ptimo con
para´metros concentrados (en derivadas ordinarias). Cada uno de estos pro-
blemas tiene la siguiente forma:
J(uξ) =
∫ t1
t0
e
−rt
[
ρ
ξ(t)xξ
2
(t)− uξ(t)
]
dt→ ma´x, (7)
x˙
ξ
1
= −µξ(t, u)xξ
1
(t),
x˙
ξ
2
= µξ(t, u)xξ
1
(t)− aξ(t)xξ
2
(t),
(8)
x
ξ
1
(t0) = φ
ξ(0), xξ
2
(t0) = 0, (9)
u
ξ(t) ∈ [0, C] , t ∈ T ξ = [t0, t1] , (10)
donde
u
ξ(t) = u(t, ξ + t), xξ
1
(t) = x1(t, ξ + t), x
ξ
2
(t) = x2(t, ξ + t),
µ
ξ(t, u) = µ(t, ξ + t, u), aξ(t) = a(t, ξ + t), ρξ(t) = ρ(ξ + t),
ϕ
ξ(t) = ϕ(ξ + t), t0 = tˇ(ξ), t1 = tˆ(ξ).
Para cada valor del para´metro ξ ∈ [−T, ω], el problema resultante (7)-(10) es
equivalente al problema original (1)-(6) en el sentido de que cualquier solucio´n
(anal´ıtica o nume´rica) de (7)-(10) para cada ξ, implicara´ efectivamente la
solucio´n del problema original con para´metros distribuidos (1)-(6).
En adelante examinaremos so´lo un problema de la familia (7)-(10), omi-
tiendo su respectivo super´ındice ξ.
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4 Solucio´n anal´ıtica del problema de control o´ptimo con para´me-
tros concentrados
Para poder enfrentar el problema (7)-(10) en te´rminos anal´ıticos, parece
necesario simplificarlo primero. Para este fin, fijemos valores de funciones
µ0(t, s), ρ(s), a(t, s), ϕ(s) como constantes tomando simulta´neamente una apro-
ximacio´n de µ(t, u) = µ0(t, ξ + t) [13− 12e
−u] (ve´ase el Ape´ndice) en forma
µ(u) = A+Bu(t), A,B = const, A,B > 0.
Por ende, el modelo simplificado sera´:
J(u) =
∫ t1
t0
e
−rt [ρx2(t)− u(t)] dt→ ma´x, (11)
x˙1 = −µ(u)x1(t),
x˙2 = µ(u)x1(t)− ax2(t),
(12)
x1(t0) = x
0
1, x2(t0) = 0, (13)
u(t) ∈ [0, C] , t ∈ T ξ = [t0, t1] , (14)
El problema simplificado (11)-(14) puede ser solucionado usando el principio
de ma´ximo de L. S. Pontryagin como condicio´n necesaria de optimalidad de
primer orden. De acuerdo con dicho principio, existen dos multiplicadores
(ψ1, ψ2) como funciones de tiempo t (e´stos denominan precios sombra en
economı´a) y la funcio´n Hamiltoniana definida por
H (ψ1, ψ2, x1, x2, u) = −ψ1µ(u)x1 + ψ2 [µ(u)x1 − ax2] + [ρx2 − u] e
−rt
debe alcanzar su valor ma´ximo en un control o´ptimo con respecto a todo
u(t) ∈ [0, C], esto es,
H (ψ1, ψ2, x1, x2, u)→ ma´x, u(t) ∈ [0, C] . (15)
Dichos multiplicadores (ψ1, ψ2) (tambie´n llamados variables de co-estado)
obedecen al sistema adjunto
ψ˙1 = −Hx1 = −µ(u) [ψ2 − ψ1] ,
ψ˙2 = −Hx2 = −ρe
−rt + aψ2, (16)
ψ1 (t1) = 0, ψ2 (t1) = 0.
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Al realizar el cambio de variables (p1, p2) = e
rt (ψ1, ψ2), obtenemos:
p˙1 = ψ˙1e
rt + ψ1re
rt (17)
= µ(u) [p1 − p2] + rp1 = p1 [µ(u) + r]− µ(u)p2
p˙2 = ψ˙2e
rt + ψ2re
rt (18)
=
[
−ρe−rt + aψ2
]
e
rt + rp2 = −ρ+ p2 [a+ r] = [a+ r] p2 − ρ,
p1 (t1) = 0, p2 (t1) = 0
Podemos observar que, de acuerdo con (16), la componente ψ2 no depende
expl´ıcitamente de la variable de control u; luego, podemos calcularla so´lo una
vez como funcio´n de t, esto es,
{
ψ˙2 = −ρe
−rt + aψ2
ψ2 (t1) = 0
⇒ ψ2(t) = K(t)e
a(t−t1)
,
K˙(t) = −ρe−(a+r)t+at1 y luego K(t) =
ρ
a+ r
[
e
−(a+r)t+at1 − e−rt1
]
.
Se obtiene entonces ψ2(t) =
ρ
a+r
[
e
−rt − eat−(a+r)t1
]
. Teniendo en cuenta que
p2(t) = ψ2(t)e
rt, se obtiene tambie´n
p2(t) =
ρ
a+ r
[
1− e(a+r)(t−t1)
]
. (19)
Usando la notacio´n d = x1 [p2 − p1] y µ(u) = A+Bu(t), la funcio´n Hamilto-
niana puede expresarse como
H = ([Bd− 1]u+Ad+ [ρ− ap2]x2) e
−rt
donde solamente el primer te´rmino dentro de las pare´ntesis depende expl´ıci-
tamente de u(t). Podemos entonces omitir los te´rminos que no dependen de
u(t) expl´ıcitamente y formular el nuevo problema simplificado de maximiza-
cio´n equivalente a (15):
Hˆ = u(t) [Bd− 1]→ ma´x,
El ma´ximo de Hˆ ocurre cuando Hˆu = Bd− 1 = 0, y es efectivamente
u
∗(t) =



0, Bd < 1
u¯(t), Bd = 1
C, Bd > 1
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donde u¯(t) puede ser un posible control singular a lo largo del camino Bd = 1.
Verifiquemos entonces si este u¯(t) existe derivando con respecto a t ambos
lados de la relacio´n Bd = 1:
Bd˙ = Bx1 [p˙2 − p˙1] +Bx˙1 [p2 − p1]
= Bdr +Bx1 [ap2 − ρ] = r +Bx1 [ap2 − ρ] ≡ 0.
El resultado anterior se obtuvo aplicando las relaciones (12), (17) y (18) y de
acuerdo con e´l tenemos, en vista de (19), que la componente x¯1(t) correspon-
diente a u¯(t) debe satisfacer
x¯1 = −
r
B [ap2 − ρ]
=
r [a+ r]
Bρ
[
r + ae(a+r)(t−t1)
] .
Una vez conocida x¯1, podemos encontrar a u¯(t) a partir de (12):
u¯(t) =
a [a+ r] e(a+r)(t−t1)
B
[
ae
(a+r)(t−t1) + r
] − A
B
.
Del (17) se sigue que p¯1 = −
ρ
r
e
(a+r)(t−t1)
< 0 y si p¯1 < 0, entonces ψ¯1 <
0. As´ı llegamos a una contradiccio´n ya que la condicio´n de transversalidad
ψ¯1 (t1) = 0 sera´ violada en este caso. Por lo tanto, no existe ningu´n u¯(t) tal
que Bd = 1; en otras palabras, no existen controles singulares.
Conviene notar que la no existencia de arco singular junto con la linealidad
de Hˆ con respecto a la variable de control estipulan que so´lo habra´ a lo ma´s
una conmutacio´n.
Por ende, la estructura del control o´ptimo para el modelo simplificado
sera´ de tipo “bang-bang” (todo o nada):
u
∗(t) =
{
0, si Bd < 1,
C, si Bd ≥ 1.
De all´ı surgen dos variantes:
1. Durante todo el periodo de observacio´n no se invierta nada en la publi-
cidad, esto es,
u
∗(t) ≡ 0, t ∈ [t0, t1]
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Figura 2: Control de tipo bang-bang (todo o nada).
Entonces se tiene que x∗
1
(t) = x0
1
e
−A(t−t0) y
p
∗
1(t) =
Aρ
[
−(A+ r)e(a+r)(t−t1) + (a+ r)e(A+r)(t−t1) +A− a
]
(A− a) (A+ r) (a+ r)
Esto ocurre si Bd < 1 para todo t ∈ T = [t0, t1] y la condicio´n anterior
tendra´ lugar siempre y cuando se cumpla
Bρx
0
1
e
−A(t−t0)
a+ r
[
ae
(a+r)(t−t1)
A− a
−
A(a+ r)e(A+r)(t−t1)
(A+ r)(A− a)
+
r
A+ r
]
< 1.
2. Al inicio del periodo de observacio´n se hace la inversio´n ma´xima en la
publicidad, y despue´s no se invierta nada ma´s hasta el fin del periodo
(Figura 2): Entonces debe existir un punto de conmutacio´n τ ∈ [t0, t1]
tal que Bd = 1 y se tiene
x
∗
1(t) = x
0
1e
−(A+Bc)(t−t0)
,
p
∗
1(t) =
(A+Bc)ρ
(A+Bc− a) (A+Bc+ r) (a+ r)
×
[
A+Bc− a− (A+Bc+ r)e(a+r)(t−t1) + (a+ r)e(A+Bc+r)(t−t1)
]
.
La igualdad Bd = 1 tendra´ lugar siempre y cuando
[
ae
(a+r)(t−t1)
A+BC − a
−
A(a+ r)e(A+BC+r)(t−t1)
(A+BC + r)(A+BC − a)
+
r
A+BC + r
]
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×
Bρx
0
1
e
−(A+BC)(t−t0)
(a+ r)
= 1.
As´ı, acabamos de dar una solucio´n formal al problema (11)-(14); no obstan-
te, las simplificaciones realizadas al modelo original (1)-(6) lo empobrecieron
dra´sticamente y esto se reflejo´ en la trivialidad de la respuesta.
Trataremos aminorar el perjuicio ocasionado por la linealizacio´n de µ(u) =
A+Bu(t), considerando en su lugar µ(u) = A− Be−u que se ve ma´s acorde
al modelo original (ve´ase la forma de funcio´n µ(t, s, u) estimada en [1], que
aparece en el Ape´ndice). Sean
u = ln q, q = Bd = Bx1 [p2 − p1] , µ (u(q)) = A−
B
q
, q ∈
[
1, eC
]
,
suponiendo que Bx1 [p2 − p1] > 0 (en el caso contrario la condicio´n (15)
sera´ insoluble). Entonces se tiene que
x˙1 = −µ (u(q)) x1
= −
[
A−
B
q
]
x1 = −
[
A−
1
x1 [p2 − p1]
]
x1 = −Ax1 +
1
p2 − p1
p˙1 = [µ (u(q)) + r] p1 − µ (u(q)) p2
= rp1 − µ (u(q)) [p2 − p1] = rp1 −
(
A−
1
x1 [p2 − p1]
)
[p2 − p1]
= rp1 −A [p2 − p1] +
1
x1
= (r +A)p1 −Ap2 +
1
x1
donde p2 no depende de µ(u) y esta´ dado por (19). Como resultado obtenemos
un problema no lineal con valores de frontera:
x˙1 = −Ax1 +
1
p2 − p1
, x1(t0) = x
0
1, (20)
p˙1 = (r +A)p1 −Ap2 +
1
x1
, p1(t1) = 0. (21)
En este problema, p2(t) esta´ dado por (19) pero no existe me´todo anal´ıti-
co para resolverlo con respecto a x1(t), p1(t) con el fin de hallar luego q =
Bx1 [p2 − p1] , y por ende u(t) = ln q. En otras palabras, no se ve posible en-
contrar una forma expl´ıcita para u(t) (como, por ejemplo, de tipo bang-bang).
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No obstante, en la Seccio´n 5.2 se justificara´ la idea de introducir u(t) = ln q
como una funcio´n de control “intermedia”, derivada del principio de ma´ximo.
En consecuencia, sera´ necesario aplicar algu´n me´todo nume´rico para resolver
tanto problema con valores en la frontera (20)-(21) como problema de control
o´ptimo (7)-(10).
5 Solucio´n nume´rica del problema de control o´ptimo con para´me-
tros concentrados
En esta seccio´n se construira´ un algoritmo nume´rico para solucio´n del proble-
ma anterior en el caso de µ(u) = A − Be−u. Dicho algoritmo generara´ una
sucesio´n de controles admisibles
{
u
(k)
}
que cumplen la relacio´n J
(
u
(k+1)
)
≥
J
(
u
(k)
)
. Para fundamentarlo, nos sera´n de utilidad dos fo´rmulas no conven-
cionales que expresan el incremento de la funcional objetivo [4, 5].
5.1 Representacio´n del incremento de la funcional objetivo
Sean {u, x} y {u˜, x˜} – dos procesos arbitrarios admisibles en el problema
(7)-(10):
J(u) =
∫ t1
t0
e
−rt [ρ(t)x2(t)− u(t)] dt→ ma´x,
sujeto a x˙ = A(u, t)x(t), donde
A(u, t) =
[
−µ(u) 0
µ(u) a(t)
]
, x(t) = (x1(t), x2(t)), x(t0) = (x
0
1, 0),
u(t) ∈ [0, C] , t ∈ T = [t0, t1] .
Sea ∆x = x˜− x; y la funcio´n Hamiltoniana tiene forma:
H(ψ, x, u, t) = 〈ψ,A(u, t)x〉 + e−rt [ρ(t)x2 − u] .
Vamos a construir el incremento de la funcional objetivo con respecto a la
variable de control, adicionando a la funcio´n integrante el llamado “cero
axioma´tico”, esto es,
〈ψ,∆x˙−A(u˜, t)x˜+A(u, t)x〉 ≡ 0.
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Entonces:
∆J(u)=J(u˜)− J(u)
=
∫ t1
t0
{
[ρ(t)x˜2 − u˜− ρ(t)x2 + u] e
−rt−〈ψ,∆x˙−A(u˜, t)x˜+A(u, t)x〉
}
dt
Podemos observar que el te´rmino que queda bajo el signo de la integral coin-
cide con el incremento de la funcio´n Hamiltoniana:
〈ψ,A(u˜, t)x˜−A(u, t)x〉+ [ρ(t)x˜2 − u˜− ρ(t)x2 + u] e
−rt
=〈ψ,A(u˜, t)x˜−A(u, t)x〉 + [ρ(t)x˜2 − u˜] e
−rt − [ρ(t)x2 − u] e
−rt
=H(ψ, x˜, u˜, t)−H(ψ, x, u, t) = ∆H(ψ, x, u, t).
As´ı, tenemos que
∆J(u) =
∫ t1
t0
[∆H(ψ, x, u, t) − 〈ψ(t),∆x˙〉] dt (22)
Usando el desarrollo de Taylor, se puede llegar a diversas variantes que repre-
senten el incremento de la funcional objetivo ∆J(u).
Consideremos primero el desarrollo habitual (ve´ase, por ejemplo [6]):
∆H(ψ, x, u, t) = H(ψ, x˜, u˜, t)−H(ψ, x, u˜, t) +H(ψ, x, u˜, t)−H(ψ, x, u, t)
= Hx(ψ, x, u˜, t)∆x+Hx(ψ, x, u, t)∆x −Hx(ψ, x, u, t)∆x
+ ∆u˜H(ψ, x, u, t) + o (‖∆x‖)
= 〈∆u˜Hx(ψ, x, u, t),∆x〉 + 〈Hx(ψ, x, u, t),∆x〉
+ ∆u˜H(ψ, x, u, t) + o (‖∆x‖) ,
donde o (‖∆x‖) representa el resto de la fo´rmula de Taylor. Aqu´ı la variable de
co-estado ψ obedece al sistema adjunto tradicional ψ˙ = −Hx(ψ, x, u, t), ψ(t1) =
0. Sustituye´ndola junto con la siguiente integracio´n por partes
−
∫ t1
t0
〈ψ,∆x˙〉 dt = −〈ψ,∆x〉
∣∣∣∣
t1
t0
+
∫ t1
t0
〈
ψ˙,∆x
〉
dt =
∫ t1
t0
〈
ψ˙,∆x
〉
dt,
en la Ec. (22), obtenemos que la parte principal del incremento ∆J(u) puede
escribirse como
∆J(u) ≈
∫ t1
t0
[〈∆u˜Hx(ψ, x, u, t),∆x〉 + 〈Hx(ψ, x, u, t),∆x〉
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+ ∆u˜H(ψ, x, u, t) − 〈Hx(ψ, x, u, t),∆x〉] dt
=
∫ t1
t0
[〈∆u˜Hx(ψ, x, u, t),∆x〉 +∆u˜H(ψ, x, u, t)] dt (23)
donde ψ,H,Hx esta´n evaluadas en {u, x}.
El enfoque tradicional consiste en separar solamente la parte lineal del
incremento ∆J(u) con respecto a la variable de control. Por esta razo´n, cuando
se trata de problemas no lineales, surge inevitablemente un resto ma´s en la
fo´rmula de incremento distinto de o (‖∆x‖). Este u´ltimo suceso so´lo permite
construir me´todos nume´ricos basados en bu´squedas uniparame´tricas.
Existen otras variantes de la presentacio´n de ∆J(u) que no contienen dicho
resto (primer te´rmino en (23)), entre ellos vamos a revisar brevemente las dos
siguientes:
a) Modificacio´n ofrecida en [4]. Se hace
∆H(ψ, x, u, t) = H(ψ, x˜, u˜, t)−H(ψ, x˜, u, t) +H(ψ, x˜, u, t)−H(ψ, x, u, t)
= ∆u˜H(ψ, x˜, u, t) + ∆x˜H(ψ, x, u, t).
Introduciendo la variable de co-estado de manera tradicional, esto es, ψ˙ =
−Hx(ψ, x, u, t), ψ(t1) = 0, se obtiene:
∆J(u) ≈
∫ t1
t0
[∆u˜H(ψ, x˜, u, t) + ∆x˜H(ψ, x, u, t) − 〈Hx(ψ, x, u, t),∆x〉] dt
≈
∫ t1
t0
[∆u˜H(ψ, x˜, u, t) +H(ψ, x˜, u, t) −H(ψ, x, u, t)
− H(ψ, x˜, u, t) +H(ψ, x, u, t)] dt
=
∫ t1
t0
∆u˜H(ψ, x˜, u, t)dt.
Luego, la parte principal del incremento de la funcional objetivo (22) sera´ re-
presentado por
∆J(u) ≈
∫ t1
t0
∆u˜H(ψ, x˜, u, t)dt. (24)
Conviene notar que la variable de co-estado ψ(t) esta´ evaluada en {u, x} pero
el incremento ∆J(u) queda evaluado en el estado ya “actualizado” x˜.
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b) Modificacio´n ofrecida [5]. Se hace
∆H(ψ, x, u, t) = H(ψ, x˜, u˜, t)−H(ψ, x, u˜, t) +H(ψ, x, u˜, t)−H(ψ, x, u, t)
= ∆x˜H(ψ, x, u˜, t) + ∆u˜H(ψ, x, u, t),
definiendo la variable de co-estado “actualizada”, esto es, ψ˙ = −Hx(ψ, x, u˜, t),
ψ(t1) = 0.
En este caso, el incremento de la funcional objetivo (22) puede escribirse
como
∆J(u) ≈
∫ t1
t0
[∆u˜H(ψ, x, u, t) + ∆x˜H(ψ, x, u˜, t)− 〈Hx(ψ, x, u˜, t),∆x〉] dt
≈
∫ t1
t0
[∆u˜H(ψ, x, u, t) +H(ψ, x˜, u˜, t)−H(ψ, x, u˜, t)
− H(ψ, x˜, u˜, t) +H(ψ, x, u˜, t)] dt
y es equivalente a
∆J(u) ≈
∫ t1
t0
∆u˜H(ψ, x, u, t)dt. (25)
En esta variante, al contrario, ∆J(u) tiene forma tradicional pero la variable
de co-estado ψ se evalu´a en el proceso “actualizado” u˜.
Fo´rmulas (24) y (25) se consideran “ma´s exactas” que la fo´rmula tradicio-
nal (23) porque permiten evaluar el incremento ∆J(u) con mayor precisio´n
(sin te´rmino resto). Por otro lado, hay un “cobro” por dicha exactitud que
consiste en el uso de perfiles “actualizados” ψ o x˜ correspondientes al nue-
vo control perturbado u˜. Se debe aclarar que este resultado so´lo tiene lugar
cuando la funcio´n Hamiltoniana depende linealmente de x.
5.2 Condicio´n del ma´ximo de la funcio´n Hamiltoniana
Resolver la condicio´n del ma´ximo de la funcio´n Hamiltoniana con respecto a
la variable de control (que a su vez es la condicio´n necesaria de optimalidad)
es esencial para la solucio´n del problema de control o´ptimo. Dicha condicio´n
se formula as´ı:
u¯ (q(ψ1(t), x1(t), t)) : H(ψ, x, u¯, t) = ma´x
u
H(ψ, x, u, t), u ∈ [0, C] (26)
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Figura 3: Solucio´n (28) del problame de maximizacio´n (26).
donde la funcio´n Hamiltoniana H(ψ, x, u, t) definida por (15) puede escribirse
como
H(ψ, x, u, t) = µ(u) [ψ2 − ψ1]x1 − e
−rt
u+ e−rtρx2 − ax2ψ2. (27)
Multiplica´ndola la por ert y omitiendo todos los te´rminos que no dependen de
u expl´ıcitamente, obtenemos un nuevo problema de maximizacio´n simplificado
y equivalente a (26):
−qe−u − u→ ma´x, u ∈ [0, C] ,
donde q (ψ1(t), x1(t), t) = Be
rt [ψ2 − ψ1] x1. Su solucio´n en ausencia de res-
tricciones sobre la variable de control (ma´ximo incondicional) es:
u¯ (q(ψ1(t), x1(t), t)) = ln q, donde q (ψ1(t), x1(t), t) > 0.
Aplicando la restriccio´n u ∈ [0, C], se recortan simplemente las trayectorias
que sobresalen los l´ımites admisibles del intervalo [0, C] (ve´ase la Figura 3).
As´ı, la solucio´n de la condicio´n del ma´ximo (26), esta´ dada por:
u¯ (q(ψ1(t), x1(t), t)) =



0, q < 1
ln q, q ∈
[
1, eC
]
C, q > e
C
. (28)
Teniendo en cuenta que u¯ depende continuamente de q (u¯ en s´ı es una super-
posicio´n de funciones ψ1, x1 absolutamente continuas de t), podemos concluir
que u¯ es continua con respecto a t. Esta propiedad de continuidad de u¯ respec-
to a t es bastante esencial para justificar el algoritmo de la solucio´n nume´rica.
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5.3 Esquema del algoritmo nume´rico
Para finalizar, daremos una descripcio´n esquema´tica del algoritmo nume´rico
basado en las fo´rmulas no tradicionales (24) y (25).
Dicho algoritmo generara´ una sucesio´n que cumple la propiedad:
{
u
(k)
}
: J
(
u
(k+1)
)
> J
(
u
(k)
)
.
Iteracio´n 0.
Sea k = 0 y defina una funcio´n inicial de control u(0) arbitrariamente. In-
tegre nume´ricamente (12) para u(0), almacena el estado correspondiente
x
(0) y calcule el valor de J(u(0)). Se hace luego k := k + 1.
Iteracio´n 1.
Calcule la variable de co-estado ψ(0) como solucio´n de (16). Segu´n lo
mencionado anteriormente, ψ
(k)
2
no depende de u. Por lo tanto, dicho
perfil se evalu´a una sola vez y se almacena como funcio´n de t solamente.
Para evaluar ψ
(k)
1
, se integra
ψ˙
(k)
1
= −Hx1
(
ψ
(k)
, x
(k)
, u
∗
(
q
(
x
(k)
, ψ
(k)
)))
(29)
hacia atra´s usando la condicio´n terminal ψ(k)(t1) = 0. El objetivo de
esta integracio´n es encontrar u
(k)
ψ haciendo uso de la relacio´n (28), esto
es,
u
(k)
ψ = u
∗
(
q
(
ψ
(k)
, x
(k)
))
.
Si el incremento ∆J
(
u
(k)
ψ
)
= J
(
u
(k)
ψ
)
− J
(
u
(k)
)
es bastante pequen˜o,
no tendra´ sentido realizar ma´s iteraciones. De tal manera, el algorit-
mo se debe detener cuando para una ζ > 0 (precisio´n computacional)
previamente asignada se cumple
0 ≤ ∆J
(
u
(k)
ψ
)
< ζ ⇒ STOP.
Iteracio´n 2.
Calcule x
(k+1)
1
mediante integracio´n de
x˙
(k)
1
= −µ
(
u
∗
(
q
(
x
(k)
, ψ
(k)
))
, t
)
x
(k+1)
1
, x
(k+1)
1
(t0) = x
0
1. (30)
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Podemos observar que la componente x2 no participa en la construccio´n
de u∗ ya que q depende efectivamente de ψ1, x1 y t. Por lo tanto, no
habra´ necesidad de evaluarla.
Por ende, construimos la nueva funcio´n de control u(k+1), usando la
fo´rmula
u
(k+1) = u∗
(
q
(
ψ
(k)
1
, x
(k+1)
1
))
.
La condicio´n para detener el proceso iterativo es semejante a la de
Iteracio´n 1 y esta´ dada por:
0 ≤ J
(
u
(k+1)
)
− J
(
u
(k)
ψ
)
= ∆J
(
u
(k+1)
)
< ζ ⇒ STOP.
Finalmente se hace k := k + 1 para pasar nuevamente a la Iteracio´n 1.
Para llevar a cabo la integracio´n nume´rica de las ecuaciones (28) y (29) se
puede hacer uso de diversas te´cnicas. Por ejemplo, podemos emplear el me´todo
de Euler mejorado (con re-calculacio´n) “hacia atra´s” (para la ecuacio´n (29) y
“hacia adelante” (para la ecuacio´n (30)).
Para la ecuacio´n diferencial (29) se aplica primero la fo´rmula expl´ıcita de
Euler con el fin de obtener ψ
(i)
1
= ψ˜
(i−1)
1
:
ψ˜
(i−1)
1
= ψ
(i−1)
1
+ h · F
(
x
(i−1)
, ψ
(i−1)
1
)
.
Luego, se usa la fo´rmula impl´ıcita (re-calculacio´n) para evaluar ψ
(i−1)
1
:
ψ
(i)
1
= ψ
(i−1)
1
+
h
2
·
[
F
(
x
(i−1)
, ψ
(i−1)
1
)
+ F
(
x
(i)
, ψ˜
(i−1)
1
)]
, i = 0, 1, ...N
donde h = (t1− t0)/N es el paso de integracio´n y F representa el lado derecho
de (29). El mismo esquema se puede usar para integrar la ecuacio´n (30) en
modo “hacia adelante”.
De acuerdo con lo mencionado anteriormente, en la solucio´n de la condi-
cio´n del ma´ximo (26), el control o´ptimo u∗ depende continuamente de tiempo
t. En el marco del algoritmo descrito, esta propiedad justifica la continuidad
de las funciones en los lados derechos de las ecuaciones diferenciales (29) y
(30). Esto a su vez garantiza una buena solubilidad referente al proceso de
integracio´n. De tal manera, podemos concluir que el algoritmo introducido
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trabajara´ continuamente y que en cada iteracio´n (excepto Iteracio´n 0), au-
mentara´ el valor de la funcional objetivo.
Conviene notar que los algoritmos habituales basados en el principio de
ma´ximo requieren dos integraciones (una hacia adelante y otra hacia atra´s)
para efectuar el paso de u(k) a u(k+1) que cumplan la propiedad de relajacio´n
J
(
u
(k+1)
)
> J
(
u
(k)
)
,
mientras que con el algoritmo presentado en este trabajo se logra realizar una
doble actualizacio´n de control u(k) → u
(k)
ψ → u
(k+1) efectuando las mismas
dos integraciones y garantizando que
J
(
u
(k+1)
)
> J
(
u
(k)
ψ
)
> J
(
u
(k)
)
.
En cuanto a la convergencia del algoritmo, e´sta puede ser garantizada en el
sentido de que
H
(
ψ
(k)
, x
(k)
, u
(k)
ψ , t
)
−H
(
ψ
(k)
, x
(k)
, u
(k)
, t
)
→ 0 cuando k →∞
donde u
(k)
ψ se entiende como solucio´n de la condicio´n del ma´ximo (26). Dicho
resultado fue comprobado en [4, 5] para un caso ma´s general (x ∈ Rn, u ∈
U ⊂ Rm) bajo las siguientes condiciones:
1. Existe un control o´ptimo que resuelve la condicio´n (26).
2. La derivada parcial Hx satisface la condicio´n de Lipschitz.
3. La funcio´n W
(
u
(k)
, t
)
, H
(
ψ
(k)
, x
(k)
, u
(k)
ψ , t
)
− H
(
ψ
(k)
, x
(k)
, u
(k)
, t
)
satisface la condicio´n de Lipschitz con la misma constante para cada
k = 0, 1, 2, ...
4. La funcional objetivo J(u) es acotada superiormente.
6 Conclusiones
En este trabajo se analizo´ un modelo de optimizacio´n que describe la activi-
dad publicitaria de una empresa que procura vender un nuevo producto a un
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mayor nu´mero de consumidores. El modelo original elaborado en [1] esta´ for-
mulado en te´rminos un sistema hiperbo´lico semilineal en derivadas parciales
con respecto a dos variables independientes – tiempo de observacio´n y la edad
de los consumidores. Para resolver dicho modelo con para´metros distribuidos,
se llevo´ a cabo su reduccio´n a una familia de problemas de control o´ptimo con
para´metros concentrados a lo largo de las caracter´ısticas del sistema original.
Conviene notar que los autores de [1] se enfocaron principalmente en la
estimacio´n para´metros del mismo modelo. Dada la complejidad de las funcio-
nes estimadas, nos resulto´ necesario simplificar el modelo original con el fin
de proponer un me´todo adecuado para su solucio´n anal´ıtica. Tal simplifica-
cio´n (linealizacio´n de µ(u) con respecto a u) empobrecio´ considerablemente
el modelo original, lo cual fue evidenciado por la ordinariez de la respuesta
obtenida en la Seccio´n 4. Por otro lado, se demostro´ que si µ(u) depende de
u de manera no lineal, la aplicacio´n del principio de ma´ximo de Pontryagin
resulta en un sistema con valores en la frontera que es insoluble en te´rminos
anal´ıticos. Esta ocurrencia nos sen˜alo´ la necesidad de construir un algoritmo
nume´rico para su solucio´n.
En la Seccio´n 5, haciendo uso de dos fo´rmulas no convencionales para
el incremento de la funcional objetivo [4, 5] se planteo´ un me´todo de apro-
ximaciones sucesivas
{
u
(k)
}
que cumplen la relacio´n J
(
u
(k+1)
)
≥ J
(
u
(k)
)
.
Por medio de dichas fo´rmulas se consigue evaluar el incremento ∆J(u) sin
te´rminos restantes. La construccio´n del me´todo resulto´ posible, en vista del
cara´cter espec´ıfico del problema de control o´ptimo examinado (linealidad con
respecto a x). Las ventajas del algoritmo propuesto son la continuidad de su
funcionamiento y su estructura bifa´sica (Iteracio´n 1 y Iteracio´n 2), donde en
cada fase se realiza una sola integracio´n y con esto se logra mejorar dentro de
la misma fase en el valor de la funcional objetivo.
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Ape´ndice.
Los autores del modelo [1], despue´s de haber procesado encuestas suministra-
das por un supermercado de cadena en Rusia, lograron estimar expl´ıcitamente
las variables exo´genas del modelo distribuido (1)-(6):
µ(t, s, u) = µ0(t, s)
[
13− 12e−u
]
donde µ0(t, s) denomina la tasa de conversio´n de compradores potenciales en
compradores reales sin hacer campan˜as publicitarias y se expresa como
µ0(t, s) =
(
1
2pi
· arctan t+ 1
)
· γ(s) con γ(s) = 0, 2 ·
s
15
· exp
(
15− s
15
)
;
ρ(s) =
4 · 300 · 153s
3 · 154 + s4
, a(t, s) = a(s) = 0,99 · λ(s) + 0,01,
λ(s) =



(
15− s
15
)2
exp
[
s
15
(
2−
√
2
)]
, si s ≤ 15,
(
s− 15
65
)2
exp
[
80− s
65
(
2−
√
2
)]
, si s ≥ 15;
ϕ(s) =



−s2
1502
+ 9400 , si s ∈ [0, 15] ,
1
80 , si s ∈ [15, 60] ,
−3s2
4002
+ s500 −
4
100 , si s ∈ [60, 80] .
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