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THE CALLIAS INDEX FORMULA REVISITED
FRITZ GESZTESY AND MARCUS WAURICK
Abstract. We revisit the Callias index formula in connection with supersym-
metric Dirac-type operators H of the form
H =
(
0 L∗
L 0
)
in odd space dimensions n, originally derived in 1978, and prove that
ind(L) =
(
i
8π
)(n−1)/2 1
[(n− 1)/2]!
lim
Λ→∞
1
2Λ
n∑
i1,...,in=1
εi1...in (0.1)
×
ˆ
ΛSn−1
tr
Cd (U(x)(∂i1U)(x) . . . (∂in−1U)(x))xin d
n−1σ(x),
where
U(x) := |Φ(x)|−1Φ(x) = sgn(Φ(x)), x ∈ Rn.
Here the closed operator L in L2(Rn)2
n̂d is of the form
L = Q+ Φ,
where
Q := Q⊗ Id =
( n∑
j=1
γj,n∂j
)
Id,
with γj,n, j ∈ {1, . . . , n}, elements of the Euclidean Dirac algebra, such that
n = 2n̂ or n = 2n̂+ 1. Here Φ is identified with I ⊗Φ, satisfying
Φ ∈ C2b
(
R
n;Cd×d
)
, d ∈ N,
Φ(x) = Φ(x)∗, x ∈ Rn,
there exists c > 0, R > 0 such that
|Φ(x)| > cId, x ∈ R
n\B(0, R),
and there exists ε > 1/2 such that for all α ∈ Nn0 , |α| < 3, there is κ > 0 such
that
‖(∂αΦ)(x)‖ 6


κ(1 + |x|)−1, |α| = 1,
κ(1 + |x|)−1−ε, |α| = 2,
x ∈ Rn.
These conditions on Φ render L a Fredholm operator, and to the best of our
knowledge they represent the most general conditions known to date for which
Callias’ index formula (0.1) has been derived.
We also consider a generalization of the index formula (0.1) to certain
classes of non-Fredholm operators L for which (0.1) represents its (generalized)
Witten index (based on a resolvent regularization scheme).
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1. Introduction
If pressed to describe the contents of this manuscript in a nutshell, one could say
we embarked on an attempt to settle the Callias index formula, first presented by
Callias [22] in 1978, with the help of functional analytic methods. While we tried
at first to follow the path originally envisaged by Callias, we soon had to deviate
sharply from his strategy of proof as we intended to derive his index formula under
more general conditions on the potential Φ in the underlying closed operator L (see
(1.4)), but also since several of the claims made in [22] can be disproved.
Before describing the need to reconsider Callias’ original arguments, and before
entering a brief discussion of new developments in the field since 1978, it may be
best to set the stage for the remarkable index formula that now carries his name.
For a given spatial dimension n ∈ N, we denote the elements of the Euclidean
Dirac algebra (cf. Appendix A for precise details) by γj,n, j ∈ {1, . . . , n}. One
recalls in this context that for n = 2n̂ or n = 2n̂+ 1 for some n̂ ∈ N, γj,n satisfy
γ∗j,n = γj,n ∈ C2
n̂×2n̂ , γj,nγk,n + γk,nγj,n = 2δjkI2n̂ , j, k ∈ {1, . . . , n}. (1.1)
With the elements γj,n in place, one then introduces the constant coefficient, first-
order differential operator Q in L2(Rn)2
n̂
by
Q :=
n∑
j=1
γj,n∂j , dom(Q) = H
1(Rn)2
n̂
, (1.2)
with Hm(Rn), m ∈ N, the standard Sobolev spaces. One notes in passing that
Q2 = ∆I2n̂ , dom(Q
2) = H2(Rn)2
n̂
. (1.3)
Next, let d ∈ N and assume that Φ: Rn → Cd×d is a d× d self-adjoint matrix with
entries given by bounded measurable functions. We introduce the operator L in
L2(Rn)2
n̂d via
L :
{
H1(Rn)2
n̂d ⊆ L2(Rn)2n̂d → L2(Rn)2n̂d,
ψ ⊗ φ 7→
(∑n
j=1 γj,n∂jψ
)
⊗ φ+ (x 7→ ψ(x) ⊗ Φ(x)φ) . (1.4)
Given (1.2), we shall abreviate
Q := Q⊗ Id =
( n∑
j=1
γj,n∂j
)
Id, (1.5)
and, with a slight abuse of notation, employ the symbol Φ also in the context of
the operation
Φ: ψ ⊗ φ 7→ (x 7→ ψ(x) ⊗ Φ(x)φ) , (1.6)
(see our notational conventions to suppress tensor products whenever possible, col-
lected in Section 2 and in Remark 2.1). Thus, we may write,
L = Q+Φ. (1.7)
The associated (self-adjoint ) supersymmetric Dirac-type operatorH in L2(Rn)2
n̂d⊕
L2(Rn)2
n̂d is then of the form
H =
(
0 L∗
L 0
)
. (1.8)
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We refer to [95, Ch. 5] for a detailed discussion of supersymmetric Dirac-type
operators and the many explicit examples they represent.
Next, we strengthen the hypotheses on Φ to the effect that
Φ ∈ C2b
(
R
n;Cd×d
)
, d ∈ N, (1.9)
Φ(x) = Φ(x)∗, x ∈ Rn, (1.10)
there exists c > 0, R > 0 such that
|Φ(x)| > cId, x ∈ Rn\B(0, R), (1.11)
and there exists ε > 1/2 such that for all α ∈ Nn0 , |α| < 3, there is κ > 0 such that
‖(∂αΦ)(x)‖ 6
{
κ(1 + |x|)−1, |α| = 1,
κ(1 + |x|)−1−ε, |α| = 2,
x ∈ Rn. (1.12)
Theorem 1.1. Let n ∈ N odd, n > 3. Under assumptions (1.9)–(1.12) on Φ,
the closed operator L := Q + Φ in L2(Rn)2n̂d is Fredholm with index given by the
formula
ind(L) =
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! limΛ→∞
1
2Λ
n∑
i1,...,in=1
εi1...in (1.13)
×
ˆ
ΛSn−1
trCd(U(x)(∂i1U)(x) . . . (∂in−1U)(x))xin d
n−1σ(x),
where
U(x) := |Φ(x)|−1Φ(x) = sgn(Φ(x)), x ∈ Rn.
Here εi1···in denotes the totally anti-symmetric symbol in n coordinates, trCd(·)
represents the matrix trace in Cd×d, dn−1σ(·) is the surface measure on the unit
sphere Sn−1 of Rn, and we assumed n ∈ N to be odd since for algebraic reasons L
has vanishing Fredholm index in all even spatial dimensions n (cf. (1.20) below).
Theorem 1.1 represents the principal result of this manuscript and under these
hypotheses on Φ it is new as we suppose no additional asymptotic homogeneity
properties on Φ. In particular, it extends the original Callias formula for the index
of L to the hypotheses (1.9)–(1.12) on Φ. We also note that at the end of this
manuscript we take some first steps towards computing the Witten index of the
operator L under certain conditions on Φ in which L ceases to be Fredholm, yet its
Witten index is still given by a formula analogous to (1.13).
For the topological setting underlying the Callias index formula (1.13) we refer
to the discussion by Bott and Seeley [14].
Next, we succinctly summarize the principal strategy of proof underlying for-
mula (1.13). While at first we follow Callias’ original strategy of proof, the bulk of
our arguments necessarily differ sharply from those in [22] as some of the claims in
[22] can clearly be disproved (see our subsequent discussion).
Step (1): Computing Fredholm indices abstractly. Let H be a separable
Hilbert space, m ∈ N, and T ∈ B (Hm,Hm). Define the internal trace, trm(T ),
of T by
trm(T ) :=
m∑
j=1
Tjj . (1.14)
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Next, let M be a densely defined, closed linear operator in Hm, and introduce the
abbreviation
BM (z) := z trm
(
(M∗M + z)−1 − (MM∗ + z)−1), z ∈ ̺(−M∗M) ∩ ̺(−MM∗).
(1.15)
A basic result we employ to compute Fredholm indices then reads as follows:
Theorem 1.2. Assume that M is a densely defined, closed, and linear opera-
tor in Hm, and suppose that M is Fredholm. In addition, let {TΛ}Λ∈N, {S∗Λ}Λ∈N
be sequences in B(H), both strongly converging to IH as Λ → ∞, and introduce
SΛ := S
∗∗
Λ , Λ ∈ N. Assume that for each Λ ∈ N, there exists δΛ > 0 with
ΩΛ := B(0, δΛ)\{0} ⊆ ̺(−MM∗) ∩ ̺(−M∗M) and that the map
ΩΛ ∋ z 7→ TΛBM (z)SΛ (1.16)
takes on values in B1(H), such that
ΩΛ ∋ z 7→ trH(|TΛBM (z)SΛ|) = ‖TΛBM (z)SΛ‖B1(H) is bounded (w.r.t. z), (1.17)
where trH(·) represents the trace on B1(H), the Schatten-von Neumann ideal of
trace class operators on H. Then,
ind(M) = lim
Λ→∞
lim
z→0
trH(TΛBM (z)SΛ). (1.18)
In addition, if δ := 2−1 infΛ∈N(δΛ) > 0 and Ω := B(0, δ) ∋ z 7→ trH(TΛBM (z)SΛ)
converges uniformly on B(0, δ) to some function F (·) as Λ → ∞. Then, one can
interchange the limits Λ→∞ and z → 0 in (1.18) and obtains,
F (0) = ind(M). (1.19)
We emphasize that (1.18) and (1.19) represent a subtle, but crucial, deviation
from the far simpler strategy employed in [22, Lemma 1] which entirely dispenses
with the additional regularization factors SΛ and TΛ, Λ ∈ N. At this point we
do not know if [22, Lemma 1] is valid, however, its proof is clearly invalid and
we record a counterexample (kindly communicated to us by H. Vogt [98]) to the
statement made on line 5 on p. 219 in the proof of [22, Lemma 1] later in Remark
3.5 (i). After completing this project we became aware of an unpublished preprint
by Arai [8] in which it was observed that the index regularization employed in [22]
was insufficient.
Step (2): Applying Step (1) to the operator L. One now identifies H and
L2(Rn), m and 2n̂d, M and L, TΛ and the operator of multiplication by the char-
acteristic function of the ball B(0,Λ) ⊂ Rn in L2(Rn), denoted by χΛ, and chooses
S∗Λ = IL2(Rn), Λ ∈ N.
According to (1.18) and especially, (1.19), we are thus interested in computing
the limit for Λ→∞ of tr(χΛBL(z)). Without loss of generality we restrict ourselves
in the following to n ∈ N odd, as a detailed analysis shows that actually
BL(z) = 0 for n ∈ N, n even. (1.20)
For z ∈ ̺ (−LL∗) ∩ ̺ (−L∗L) with Re(z) > −1, and n ∈ N odd, n > 3, one then
proceeds to prove that χΛBL(z) ∈ B1
(
L2(Rn)
)
, and that the limit
f(z) := lim
Λ→∞
trL2(Rn)(χΛBL(z))
exists.
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Step (3): Explicitly compute f(z). A careful (and rather lengthy) evaluation of
f(z) yields
f(z) = (1 + z)−n/2
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! limΛ→∞
1
2Λ
n∑
i1,...,in=1
εi1...in
×
ˆ
ΛSn−1
trCd(U(x)(∂i1U)(x) . . . (∂in−1U)(x))xin d
n−1σ(x), (1.21)
z ∈ ̺ (−LL∗) ∩ ̺ (−L∗L) , Re(z) > −1.
However, at first we are only able to verify (1.21) for Re(z) sufficienly large (as
a consequence of relying on Neumann series expansions for resolvents). In order to
derive (1.21) also for z in a neighborhood of 0, considerable additional efforts are
required.
Indeed, for achieving the existence of the limit Λ → ∞ in (1.21) for z in a
neighborhood of 0, we employ Montel’s theorem and hence need to show that the
family of analytic functions {z 7→ tr(χΛBL(z))}Λ constitutes a locally bounded
family, that is, one needs to show that for all compact Ω ⊂ CRe>−1 ∩ ̺(−L∗L) ∩
̺(−LL∗),
sup
Λ>0
sup
z∈Ω
| tr(χΛBL(z))| <∞.
After proving local boundedness, we use Montel’s theorem for deducing that at least
for a sequence {Λk}k∈N with Λk −→
k→∞
∞, the limit f := limk→∞ tr(χΛkBL(·)) exists
in the compact open topology (i.e., the topology of uniform convergence on com-
pacts). The explicit expression (1.21) for f then follows by the principle of analytic
continuation and so carries over to z in a neighborhood of 0. In particular, since the
limit limΛ→∞ tr(χΛBL(0)) exists and coincides with the index of L, we can then
deduce that independently of the sequence {Λk}k∈N, the limit limΛ→∞ tr(χΛBL(·))
exists in the compact open topology and coincides with f given in (1.21). Thus,
f(0) = ind(L)
yields formula (1.13).
We also emphasize that in connection with Steps (1)–(3), we perform these
calculations only in the special case of admissible or τ -admissible potentials Φ
(cf. Definitions 6.11 and 12.5) and then reduce the general case to τ -admissible
potentials.
It is clear from this short outline of our strategy of proof of Callias’ index formula
(1.13), that in the end, our proof requires a fair number of additional steps not
present in [22].
Without entering any details at this point, we mention that one needs to dis-
tinguish the case n = 3 from n > 5 as there are additional regularization steps
necessary for n = 3 due to the lack of regularity of certain integral kernels. In this
context we mention that it is unclear to us how continuity of the integral kernel of
J iz on the diagonal, as claimed in [22, p. 224, line 6 from below], can be proved.
Given our detailed approach, the number of resolvents applied is simply not large
enough to conclude continuity (see, in particular, Section 7).
Perhaps, more drastically, trace class properties of certain integral operators are
merely dealt with by checking integrability of the integral kernel on the diagonal,
see, for instance, the proof of [22, Lemma 5, p. 225].
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In addition, the claim that the expression∑
i1,...,in
εi1...in tr ((∂i1Φ)(x) . . . (∂inΦ)(x)) = 0, x ∈ Rn, (1.22)
vanishes identically, is made on [22, p. 226]. A simple counter example can (locally)
be constructed by demanding that Φ: R3 → C2×2 is bounded, Φ ∈ C∞(R3;C2×2),
and such that for one particular x0 ∈ R3,
(∂1Φ)(x0) =
(
1 2
2 1
)
, (∂2Φ)(x0) =
(
1 2
2 −1
)
, (∂1Φ)(x0) =
(
0 i
−i 0
)
.
In this case one verifies that∑
i1,i2,i3
εi1i2i3 tr ((∂i1Φ)(x0)(∂i2Φ)(x0)(∂i3Φ)(x0)) = 24i.
These shortcomings in the arguments presented in [22] not withstanding, Cal-
lias’ formula (1.13) is remarkable for its simplicity, as has been pointed out before
by various authors. In particular, it is simpler, yet consistent with the Fedosov–
Ho¨rmander formula [42], [43], [44], [45], [66], [67, Sect. 19.3] (derived with the help
of the pseudo-differential operator calculus), as discussed, for instance, in [3], [14],
[91]. More precisely, the Fedosov–Ho¨rmander formula reads as follows,
ind(L) = −
(
i
2π
)n
(n− 1)!
(2n− 1)!
ˆ
∂B
tr
((
σ−1L dσL
)∧(2n−1))
. (1.23)
Here σL : R
n × Rn → C2n̂d×2n̂d is the symbol of L given by
σL(ξ, x) =
n∑
j=1
γj,niξ ⊗ I2n̂ + Id ⊗ Φ(x), ξ, x ∈ Rn,
B ⊆ R2n is a ball of sufficiently large radius centered at the origin such that σL is
invertible outside B, the orientation of Rn×Rn is given by dx1∧dξ1∧· · ·∧dxn∧dξn >
0, and
(
σ−1L dσL
)∧(2n−1)
is evaluated as a matrix product upon replacing ordinary
multiplication by the exterior product.
The Callias index formula properly restated as the Fedosov–Ho¨rmander formula
and connections with half-bounded states were also discussed in [30]. Moreover, with
the help of the Cordes–Illner theory (see [36, 68] and the references in [85]), [85]
established that the Fedosov–Ho¨rmander formula can also be used for computing
the index, if L is considered as an operator from the Sobolev space W 1,p(Rn)2
n̂d
to Lp(Rn)2
n̂d for some p ∈ (1,∞). In addition, [86] (see also [87]) established the
validity of the Fedosov–Ho¨rmander formula assuming the low regularity Φ ∈ C1
only (plus vanishing of derivatives at infinity).
Callias employed Witten’s resolvent regularization inherent in (1.15), (1.18),
(1.19), and we followed this device in this manuscript. For extensions to higher
powers of resolvents we refer to [94]. For connections between supersymmetric
quantum mechanics, scattering theory and their connections with Witten’s resol-
vent regularized index for Dirac-type operators in various space dimensions, and
matrix-valued (resp., operator-valued) coeffcients, we refer, for instance, to [6], [7],
[12], [13], [20], [23], [24], [31], [75], [76], [79, Chs. IX, X], [80].
The index problem for Dirac operators defined on complete Riemanniann man-
ifolds has also been studied in [58] on the basis of relative index theorems (see
also [88]). Based on this approach, [4] found a generalized version of the Callias
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index formula, which was further developed and connected with the Atiyah–Singer
index theorem in [5] (see also [28], [29], [41], [60] in this context). Independently,
[89] found an alternative proof for the main result in [5], reducing the index prob-
lem for the Dirac operator on a non-compact manifold to the compact case, thus
making the index theorem in [10] applicable. Generalizing results in [4], and also
using the Atiyah–Singer index theorem, [18] (see also [17]) derive index formulas
on manifolds, containing the Callias index formula as special case.
For further generalizations of the index theorem for the Dirac operator to par-
ticular manifolds, we refer to [48]. In addition, certain classes of Dirac operators
on even-dimensional manifolds are studied in [49], [47], [50], [51] employing K or
KK-theory. The utility of KK-theory in view of the Callias index formula can also
be seen in [74], where a short proof for the main results in [4] is given. Additional
connections between K-theory and index theory for Dirac-type operators have been
established, for instance, in [21], [32], [33], [72], [73]. A rather different direction
of index theory employing cyclic homology, aimed at even dimensional Dirac-type
operators which generally are non-Fredholm, was undertaken in [25] (see also [26]).
The approach to calculating Fredholm indices initiated by Callias [22] also had a
profound influence on theoretical physics as is amply demonstrated by the following
references [15], [34], [40], [46], [61], [62], [63], [64], [65], [69], [82], [83], [101], [102],
[103], [104], and the literature cited therein.
Returning to Theorem 1.1, we emphasize again that our derivation of the Callias
index formula (1.13) under conditions (1.9)–(1.12) on Φ is new as the references
just mentioned either do not derive an explicit formula for ind(L) in terms of Φ, or
else, derive the Fedosov–Ho¨rmander formula for ind(L). All previous derivations
of (1.13) made some assumptions on Φ to the effect that asymptotically, Φ had to
be homogeneous of degree zero. We entirely dispensed with this condition in this
manuscript.
We conclude this introduction with a brief description of the contents of each
section. Our notational conventions are summarized in Section 2. Section 3 is de-
voted to computing Fredholm indices employing Witten’s resolvent regularization.
Schatten–von Neumann classes and trace class estimates are treated in Section 4.
Pointwise bounds for integral kernels are developed in Section 5. The operator L
underlying this manuscript is presented in Section 6. Trace class results, fundamen-
tal for deriving formula (1.21) for f(z), are established in Section 7; estimates for
integral kernels on the diagonal and the computation of the trace of χΛBL(z) are
discussed in Section 8; the special case n = 3 is treated in Section 9. In Section 10
we formulate our principal result, Theorem 10.2 (equivalently, Theorem 1.1) and
discuss some consequences of formula (1.13). Perturbation theory of Helmholtz
resolvents (Green’s functions) is isolated in Section 11. The proof of Theorem 10.2
for smooth Φ is presented in Section 12; the case of general Φ satisfying (1.9)–(1.12)
is concluded in Section 13. The final Section 14 is devoted to a particular class of
non-Fredholm operators L and the associated Witten index. Appendix A presents
a concise construction of the Euclidean Dirac algebra, and Appendix B constructs
an explicit counterexample to the trace class assertion in [22, Lemma 5].
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2. Notational Conventions
For convenience of the reader we now summarize most of our notational conven-
tions used throughout this manuscript.
We find it convenient to employ the abbreviations, N>k := N ∩ [k,∞), k ∈ N,
N0 = N ∪ {0}, CRe>a := {z ∈ C |Re(z) > a}, a ∈ R.
The identity matrix in Cr will be denoted by Ir, r ∈ N.
Let H be a separable complex Hilbert space, (· , ·)H the scalar product in H
(linear in the second factor), and IH the identity operator in H.
Next, let T be a linear operator mapping (a subspace of) a Banach space into
another, with dom(T ), ker(T ), and ran(T ) denoting the domain, kernel (i.e., null
space), and range of T . The spectrum and resolvent set of a closed linear operator
in H will be denoted by σ(·) and ̺(·). For resolvents of closed operators T acting on
dom(T ) ⊆ H, we will frequently write (T−z)−1 rather than the precise (T−zIH)−1,
z ∈ ̺(T ).
The Banach spaces of bounded and compact linear operators in H are denoted
by B(H) and B∞(H), respectively. The Schatten–von Neumann ideals of compact
linear operators onH corresponding to ℓp-summable singular values will be denoted
by Bp(H) or, if the Hilbert space under consideration is clear from the context (and,
especially, for brevity in connection with proofs) just by Bp, p ∈ [1,∞). The norms
on the respective spaces will be noted by ‖T ‖Bp(H) for T ∈ Bp(H), p ∈ [1,∞),
and for ease of notation we will occasionally identify ‖T ‖B(H) with ‖T ‖B∞(H) for
T ∈ B(H), but caution the reader that it is the set of compact operators onH that is
denoted by B∞(H). Similarly, B(H1,H2) and B∞(H1,H2) will be used for bounded
and compact operators between two Hilbert spacesH1 andH2. Moreover, X1 →֒ X2
denotes the continuous embedding of the Banach space X1 into the Banach space
X2. Throughout this manuscript, if X denotes a Banach space, X ∗ denotes the
adjoint space of continuous conjugate linear functionals on X , that is, the conjugate
dual space of X (rather than the usual dual space of continuous linear functionals
on X ). This avoids the well-known awkward distinction between adjoint operators
in Banach and Hilbert spaces (cf., e.g., the pertinent discussion in [39, p. 3–4]). In
connection with bounded linear functionals on X we will employ the usual bracket
notation 〈· , ·〉X ∗,X for pairings between elements of X ∗ and X .
Whenever estimating the operator norm or a particular trace ideal norm of a
finite product of operators, A1A2 · · ·AN , with Aj ∈ B(H), j ∈ {1, . . . , N}, N ∈ N,
we will simplify notation and write
N∏
j=1
Aj , (2.1)
disregarding any noncommutativity issues of the operators Aj , j ∈ {1, . . . , N}.
This is of course permitted due to standard ideal properties and the associated
(noncommutative) Ho¨lder-type inequalities (see, e.g., [55, Sect. III.7], [92, Ch. 2]).
The same convention will be applied if operators mapping between several Hilbert
spaces are involved.
We use the commutator symbol
[A,B] := AB −BA (2.2)
for suitable operators A,B. For unbounded A and B the natural domain of [A,B]
is the intersection of the respective domains of AB and BA. In particular, [A,B]
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is not closed in general. However, in the situations we are confronted with, we
shall always be in the situation that [A,B] is densely defined and bounded, in
particular, it is closable with bounded closure. As this is always the case, we shall –
in order to reduce a clumsy notation as much as possible – typically omit the closure
bar (i.e., we use [A,B] rather than [A,B]). In fact, most of the operators under
consideration can be extended to suitable distribution spaces, such that seemingly
formal computations can be justified in the appropriate distribution space.
w-lim and s-lim denote weak and strong limits in H as well as limits in the weak
and strong operator topology for operators in B(H), n-lim denotes the norm limit
of bounded operators operators in H (i.e., in the topology of B(H)).
C∞0 (R
n) denotes the space of infinitely often differentiable functions with com-
pact support in Rn. We typically suppress the Lebesgue meausure in Lp-spaces,
Lp(Rn) := Lp(Rn; dnx), ‖ ·‖Lp(Rn;dnx) := ‖ ·‖p, and similarly, Lp(Ω) := Lp(Ω; dnx),
Ω ⊆ Rn, p ∈ [1,∞) ∪ {∞}. To avoid too lengthy expressions, we will frequently
just write I rather than the precise IL2(Rn), etc.
Sometimes we use the symbol 〈· , ·〉L2(Rn) (or, for brevity, especially in proofs,
simply 〈· , ·〉), to indicate the fact that the scalar product (· , ·)L2(Rn) in L2(Rn) has
been continuously extended to the pairing on the entire Sobolev scale, that is, we
abreviate 〈· , ·〉L2(Rn) := 〈· , ·〉H−s(Rn),Hs(Rn), s > 0.
The unit sphere in Rn is denoted by Sn−1 := {x ∈ Rn | |x| = 1}, with dn−1σ(·)
representing the surface measure on Sn−1, n ∈ N>2. The open ball in Rn centered
at x0 ∈ Rn of radius r0 > 0 is denoted by B(x0, r0).
Since various matrix structures and tensor products are naturally associated with
the Dirac-type operators studied in this manuscript, we had to simplify the notation
in several respects to avoid entirely unmanagably long expressions. For example,
given d, n̂ ∈ N, spaces such as L2(Rn)⊗Cd, L2(Rn)⊗C2n̂ , and L2(Rn)⊗C2n̂ ⊗Cd
(and analogously for Sobolev spaces) will simply be denoted by L2(Rn)d, L2(Rn)2
n̂
,
and L2(Rn)2
n̂d, respectively.
In addition, given a d× d matrix Φ: Rn → Cd×d with entries given by bounded
measurable functions, and given an element ψ ⊗ φ ∈ L2(Rn)2n̂ ⊗ Cd, we will fre-
quently adhere to a slight abuse of notation and employ the symbol Φ also in the
context of the operation
Φ: ψ ⊗ φ 7→ (x 7→ ψ(x) ⊗ Φ(x)φ) , (2.3)
and acordingly then shorten this even further to
Φ: ψ φ 7→ (x 7→ ψ(x)Φ(x)φ) , (2.4)
Moreover, in connection with constant, invertible m×m matrices α ∈ Cm×m and
scalar differential expressions such as ∂j , ∆, etc., we will use the notation
α∂j = ∂jα, α∆ = ∆α (2.5)
(with equality of domains) when applying these differential expressions to suffi-
ciently regular functions of the type η(·)⊗ c, c ∈ Cm, abbreviated again by η(·) c.
In the context of matrix-valued operators we also agree to use the following
notational conventions: Given a scalar function f on Rn, or a scalar linear operator
R in L2(Rn), we will frequently identify f or R with the diagonal matrices f Im or
RIm in L
2(Rn)m×m for appropriate m ∈ N.
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Remark 2.1. We will identify a function Φ with its corresponding multiplication
operator of multiplying by this function in a suitable function space. In doing so, for
a differential operator Q, we will distinguish between the expression QΦ and (QΦ)
and, similarly, for other differential operators. Namely, QΦ denotes the composition
of the two operators Q and Φ, whereas (QΦ) denotes the multiplication operator
of multplying by the function x 7→ (QΦ)(x). ⋄
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3. Functional Analytic Preliminaries
In this section we shall summarize the results obtained by Callias in [22, Lemmas
1 and 2]. We emphasize that we only succeeded to prove [22, Lemma 1] under
the stronger condition that the trace norm of the operator under consideration is
bounded on a punctured neighborhood around the origin. To begin, we recall the
setting of [22, Section II, p. 218]:
Definition 3.1. Let H be a separable Hilbert space, m ∈ N, and T ∈ B (Hm,Hm),
a bounded linear operator from Hm to Hm. Denoting by ιj : H → Hm the canonical
embedding defined by ιjh := {δkjh}k∈{1,...,m}, we introduce Tjk := ι∗jT ιk for j, k ∈
{1, . . . ,m}. We define the internal trace, trm(T ), of T being the linear operator on
H given by
trm(T ) :=
m∑
j=1
Tjj . (3.1)
Next, let M be a densely defined, closed linear operator in Hm and introduce Wit-
ten’s resolvent regularization via
BM (z) := z trm
(
(M∗M + z)−1 − (MM∗ + z)−1) ∈ B(H),
z ∈ ̺(−M∗M) ∩ ̺(−MM∗). (3.2)
We will denote by trH(·) the trace on B1(H), the Schatten-von Neumann ideal of
trace class operators on H.
Remark 3.2. Let H be a Hilbert space and let m ∈ N, T ∈ B1(Hm) and let
Tjk = ι
∗
jT ιk, j, k ∈ {1, . . . ,m} as in Definition 3.1. Then boundedness of ι∗j , ιk,
j, k ∈ {1, . . . ,m}, and exploiting the ideal property of B1(Hm) yields
Tjk ∈ B1(H), j, k ∈ {1, . . . ,m},
in particular,
trm(T ) ∈ B1(H).
⋄
It should be noted that in general, the internal trace does not satisfy the cyclicity
property in the sense that for A,B ∈ B(Hm,Hm),
trm(AB) 6= trm(BA).
However, if one of the operators is actually a matrix with entries in C, then such a
result holds:
Proposition 3.3. Let H be a Hilbert space, m ∈ N, A ∈ B(Hm,Hm), B ∈ Cm×m.
Then
trm(AB) = trm(BA).
Proof. We have A = (Aij)i,j∈{1,...,m} and B = (Bij)i,j∈{1,...,m} with Aij ∈ B(H) as
in Definition 3.1 and Bij ∈ C. Then
AB =
( ∑
k∈{1,...,m}
AikBkj
)
i,j∈{1,...,m}
and BA =
( ∑
k∈{1,...,m}
BikAkj
)
i,j∈{1,...,m}
.
Hence,
trm(AB) =
m∑
j=1
m∑
k=1
AjkBkj
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=
m∑
j=1
m∑
k=1
BkjAjk
=
m∑
k=1
m∑
j=1
BkjAjk = trm(BA). 
Next, we need a result of the type of [22, Lemma 1], in fact, we need an addi-
tional generalization of [22, Lemma 1] in order to be able to apply it to our situ-
ation. We shall briefly recall the notions used in the next result: Given a Hilbert
space K, a Fredholm operator S : dom(S) ⊆ K → K, denoted by S ∈ Φ(K), is de-
fined by S being a densely defined, closed, linear operator with finite-dimensional
nullspace, dim(ker(S)) < ∞, and closed range, ran(S), being finite-codimensional,
dim(ker(S∗)) <∞. The Fredholm index, ind(S), of a Fredholm operator S is then
the difference of the dimension of the nullspace and codimension of the range, that
is,
ind(S) = dim(ker(S))− dim(ker(S∗)).
Basic facts on Fredholm operators will be recalled at the end of this section. For
the next lemma, we shall also use the notion of convergence in the strong operator
topology, that is, a sequence {TΛ}Λ∈N of bounded linear operators in a Hilbert
space H is said to converge to some T∞ ∈ B(H) in the strong operator topology,
s-limΛ→∞ TΛ = T∞, if for all φ ∈ H, we have
lim
Λ→∞
TΛφ = T∞φ.
Our (generalized) version of [22, Lemma 1] then reads as follows.
Theorem 3.4. In the situation of Definition 3.1 assume that M is Fredholm, and
that {TΛ}Λ∈N, {S∗Λ}Λ∈N are sequences in B(H), both converging to IH in the strong
operator topology as λ →∞, and introduce SΛ := S∗∗Λ , Λ ∈ N. Let BM (·) be given
by (3.2),
BM (z) := z trm
(
(M∗M + z)−1 − (MM∗ + z)−1), z ∈ ̺(−M∗M) ∩ ̺(−MM∗).
(3.3)
Assume that for each Λ ∈ N, there exists δΛ > 0 with ΩΛ := B(0, δΛ)\{0} ⊆
̺(−MM∗) ∩ ̺(−M∗M) and that the map
ΩΛ ∋ z 7→ TΛBM (z)SΛ
takes on values in B1(H), such that
ΩΛ ∋ z 7→ trH(|TΛBM (z)SΛ|) = ‖TΛBM (z)SΛ‖B1(H)
is bounded with respect to z. Then
ind(M) = lim
Λ→∞
lim
z→0
trH(TΛBM (z)SΛ). (3.4)
In addition, if δ := 12 infΛ∈N(δΛ) > 0 and Ω := B(0, δ) ∋ z 7→ trH(TΛBM (z)SΛ)
converges uniformly on B(0, δ) to some function F (·) as Λ → ∞. Then, one can
interchange the limits Λ→∞ and z → 0 in (3.4) and obtains,
F (0) = ind(M). (3.5)
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Proof. By the Fredholm property of M , one deduces that M∗M and MM∗ are
Fredholm and, if 0 lies in the spectrum of either M∗M or MM∗ it is an isolated
eigenvalue of finite multiplicity. As M is Fredholm, ran(M) is closed. Hence,
ran(M) = ker(M∗)⊥, and since M is closed, ker(M∗M) = ker(M), as well as,
ker(MM∗) = ker(M∗). Denote by P± : Hm → Hm the orthogonal projection onto
ker(M) and ker(M∗), respectively. Since by hypothesis P± are finite-dimensional
operators, so is trm(P±). Moreover, we have
trH(trm(P±)) = trHm(P±) = dim(ran(P±)).
Indeed, the last equality being clear, we only need to show the first one. Let
{φk}k∈N be an orthonormal basis of H. Let ιj : H → Hm be the canonical embed-
ding given by ιjh := {δℓjh}ℓ∈{1,...,m} for all j ∈ {1, . . . ,m}. Then it is clear that
{ιjφk}j∈{1,...,m},k∈N constitutes an orthonormal basis for Hm. We have
trHm(P±) =
m∑
j=1
∑
k∈N
(ιjφk, P±ιjφk)Hm =
m∑
j=1
∑
k∈N
(φk, ι
∗
jP±ιjφk)H
=
∑
k∈N
m∑
j=1
(φk, P±,jjφk)H =
∑
k∈N
(
φk,
m∑
j=1
P±,jjφk
)
H
=
∑
k∈N
(φk, trm(P±)φk)H = trH(trm(P±)).
Next, define for Λ ∈ N,
ΩΛ ∋ z 7→ B˜Λ(z) := TΛ
[
trm
(
z(M∗M + z)−1
)− trm(P+)− trm (z(MM∗ + z)−1)
+ trm(P−)
]
SΛ
= TΛBM (z)SΛ − TΛ trm(P+)SΛ + TΛ trm(P−)SΛ.
By [71, Sect. III.6.5],
z(M∗M + z)−1 − P+ −→
z→0
0
in operator norm, and similarly for z 7→ z(MM∗ + z)−1 − P−. We note that
B˜Λ(z) ∈ B1(H), z ∈ ΩΛ. Since ΩΛ ∋ z 7→ trH(|TΛBM (z)SΛ|) is bounded, so is
ΩΛ ∋ z 7→ trH
(∣∣B˜Λ(z)∣∣). For the boundedness of ΩΛ ∋ z 7→ trH (∣∣B˜Λ(z)∣∣) it
suffices to observe that
trH
(∣∣B˜Λ(z)∣∣) = trH (∣∣TΛBM (z)SΛ − TΛ trm(P+)SΛ + TΛ trm(P−)SΛ∣∣)
=
∥∥TΛBM (z)SΛ − TΛ trm(P+)SΛ + TΛ trm(P−)SΛ∥∥B1(H)
6
∥∥TΛBM (z)SΛ∥∥B1(H)
+
∥∥TΛ trm(P+)SΛ∥∥B1(H) + ∥∥TΛ trm(P−)SΛ∥∥B1(H)
= trH
(∣∣TΛBM (z)SΛ∣∣)
+ trH
(∣∣TΛ trm(P+)SΛ∣∣)+ trH (∣∣TΛ trm(P−)SΛ∣∣), z ∈ ΩΛ,
and using that the last two summands correspond to traces of finite-rank oper-
ators. Thus, from the analyticity of trH
(
B˜Λ(·)F
)
for every finite-rank operator
F on H, one deduces that B˜Λ(·) is analytic in the B1(H)-norm, see, for instance,
[9, Proposition A.3] (or [100, Theorem A.4.3]). More precisely, in [100, Theorem
A.4.3] there is the following characterization of analyticity of Banach space valued
functions: A function h : U → X for some open U ⊆ C and some Banach space X
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is analytic if and only if U ∋ z 7→ ‖h(z)‖X is bounded on compact subsets of U and
z 7→ 〈h(z), x′〉 is analytic for all x′ ∈ V with V ⊆ X ′ being a norming set for X .
Thus, it suffices to apply [100, Theorem A.4.3] to X = B1(H) as underlying Banach
space, and to observe that the space of finite-rank operators forms a norming subset
of B1(H) (cf. [9, Proposition A.3].
By Riemann’s theorem on removable singularities, one deduces that B˜Λ(·) is
analytic at 0 with respect to the B1(H)-norm. As B˜Λ(·) is also norm analytic in
B(H), and tends to 0 as z → 0, one gets that B˜Λ(z) tends to 0 as z → 0 in
B1(H)-norm. Hence,
lim
z→0
trH(TΛBM (z)SΛ) = lim
z→0
(
trH
(
B˜Λ(z)
)
+ trH (TΛ trm(P+)SΛ)
− trH (TΛ trm(P−)SΛ)
)
= 0 + trH (TΛ trm(P+)SΛ)− trH (TΛ trm(P−)SΛ) .
Since s-limΛ→∞ TΛ, S∗Λ = IH, one obtains TΛ trm(P±)SΛ −→
Λ→∞
trm(P±) in B1(H)
(see, e.g., [105, Lemma 6.1.3]). Thus,
lim
Λ→∞
trH(TΛ trm(P±)SΛ) = trH(trm(P±)) = trH(P±).
Hence,
lim
Λ→∞
lim
z→0
trH(TΛBM (z)SΛ)
= 0 + lim
Λ→∞
(
trH (TΛ trm(P+)SΛ)− trH (TΛ trm(P−)SΛ)
)
= dim(ran(P+))− dim(ran(P−))
= dim(ker(M))− dim(ker(M∗))
= ind(M).
Finally, for the purpose of proving the last statement of the theorem, define FΛ : Ω ∋
z 7→ trH(TΛBM (z)SΛ). Since {FΛ}Λ converges uniformly to F , one infers that F
is continuous on Ω. Thus,
ind(M) = lim
Λ→∞
lim
z→0
FΛ(z) = lim
Λ→∞
FΛ(0) = F (0) = lim
z→0
F (z) = lim
z→0
lim
Λ→∞
FΛ(z). 
In connection with the last part of Theorem 3.4 we note that the (limit of the)
map z 7→ F (z) in 0 may be regarded as a generalized Witten index (see, e.g., [12],
[53] and the references therein, as well as Section 14).
Remark 3.5. (i) While [22, p. 218, Lemma 1] might be valid as stated, it remains
unclear, how the assertion that is stated in line 5 on page 219 comes about. The
author infers the following: Let H be a separable Hilbert space, Γ ⊆ C open
with 0 ∈ ∂Γ, B : Γ → B(H) analytic. Assume that B(z) ∈ B1(H) for all z ∈ Γ,
Γ ∋ z 7→ ‖B(z)‖B1(H) is bounded and ‖B(z)‖B(H) → 0 as z → 0. Then for an
orthonormal basis {φk}k∈N of H,
trH(B(z)) =
∞∑
k=1
(φk, B(z)φk)H −→
z→0
0. (3.6)
This statement is invalid as the following example, kindly communicated to us by H.
Vogt [98], shows: For the orthonormal basis {φk}k∈N define the family of operators
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B(·) by
B(z)φk := ze
−(k−1)zφk, z ∈ Γ := {z ∈ C | | arg(z)| < (π/4), |z| < 1}, k ∈ N.
Then
‖B(z)‖B1(H) = trH(|B(z)|) =
∞∑
k=1
(φk, |B(z)|φk)H =
∞∑
k=1
|z| e−(k−1)Re(z)
= |z|
∞∑
k=0
(
e−Re(z)
)k
=
|z|
1− e−Re(z)
remains bounded for z ∈ Γ. Moreover, n-limz→0B(z) = 0 in B(H). However,
trH(B(z)) =
∞∑
k=1
(
φk, ze
−(k−1)zφk
)
H = z
∞∑
k=0
e−kz = z
1
1− e−z =
z
ez − 1e
z −→
z→0
1.
(ii) We shall now elaborate on the fact that an analytic function taking values in
the space of bounded linear operators in a Hilbert space can indeed have different
domains of analyticity if considered as taking values in particular Schatten–von
Neumann ideals.
Consider an infinite-dimensional Hilbert space H and pick an orthonormal basis
{φk}k∈N in H. For z ∈ C with Re(z) > 0, define
T (z)φk := e
−zln(k)φk, k ∈ N.
Then T (z) ∈ B(H) and
T (z)ψ :=
∞∑
k=1
e−zln(k) (φk, ψ)φk, ψ ∈ H.
Moreover, T (0) = IH, T (2) ∈ B1(H), T (1) ∈ B2(H). We note here that for Re(z) >
1 the function z 7→ T (z) is also analytic with values in B1(H), however, the trace
norm of T (·) blows up at z = 1. ⋄
We conclude this section with some facts on Fredholm operators. For reasons to
be able to handle certain classes of unbounded Fredholm operators in a convenient
manner, we now take a slightly more general approach and permit a two-Hilbert
space setting as follows: Suppose Hj , j ∈ {1, 2}, are complex, separable Hilbert
spaces. Then S : dom(S) ⊆ H1 → H2, S is called a Fredholm operator, denoted by
S ∈ Φ(H1,H2), if
(i) S is closed and densely defined in H1.
(ii) ran(S) is closed in H2.
(iii) dim(ker(S)) + dim(ker(S∗)) <∞.
If S is Fredholm, its Fredholm index is given by
ind(S) = dim(ker(S))− dim(ker(S∗)). (3.7)
If S : dom(S) ⊆ H1 → H2 is densely defined and closed, we associate with
dom(S) ⊂ H1 the standard graph Hilbert subspace HS ⊆ H1 induced by S defined
by
HS = (dom(S); ( · , · )HS ), (f, g)HS = (Sf, Sg)H2 + (f, g)H1 ,
‖f‖HS =
[‖Sf‖2H2 + ‖f‖2H1]1/2, f, g ∈ dom(S).
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In addition, for A0, A1 ∈ Φ(H1,H2)∩B(H1,H2), A0 and A1 are called homotopic
in Φ(H1,H2) if there exists A : [0, 1] → B(H1,H2) continuous such that A(t) ∈
Φ(H1,H2), t ∈ [0, 1], with A(0) = A0, A(1) = A1.
Next, following [11, Chs. 1, 3], [54, Chs. XI, XVII], [56, Sects. IV.6, IV.10], [77,
Sect. I.3], [78, Ch. 2], [90, Chs. 5, 7], we now summarize a few basic properties of
Fredholm operators.
Theorem 3.6. Let Hj, j = 1, 2, 3, be complex, separable Hilbert spaces, then the
following items (i)–(vii) hold:
(i) If S ∈ Φ(H1,H2) and T ∈ Φ(H2,H3), then TS ∈ Φ(H1,H3) and
ind(TS) = ind(T ) + ind(S). (3.8)
(ii) Assume that S ∈ Φ(H1,H2) and K ∈ B∞(H1,H2), then (S +K) ∈ Φ(H1,H2)
and
ind(S +K) = ind(S). (3.9)
(iii) Suppose that S ∈ Φ(H1,H2) and K ∈ B∞(HS ,H2), then (S+K) ∈ Φ(H1,H2)
and
ind(S +K) = ind(S). (3.10)
(iv) Assume that S ∈ Φ(H1,H2). Then there exists ε(S) > 0 such that for any
R ∈ B(H1,H2) with ‖R‖B(H1,H2) < ε(S), one has (S +R) ∈ Φ(H1,H2) and
ind(S +R) = ind(S), dim(ker(S +R)) 6 dim(ker(S)). (3.11)
(v) Let S ∈ Φ(H1,H2), then S∗ ∈ Φ(H2,H1) and
ind(S∗) = − ind(S). (3.12)
(vi) Assume that S ∈ Φ(H1,H2) and that the Hilbert space V1 is continuously em-
bedded in H1, with dom(S) dense in V1. Then S ∈ Φ(V1,H2) with ker(S) and
ran(S) the same whether S is viewed as an operator S : dom(S) ⊆ H1 → H2, or as
an operator S : dom(S) ⊆ V1 → H2.
(vii) Assume that the Hilbert space W1 is continuously and densely embedded in
H1. If S ∈ Φ(W1,H2) then S ∈ Φ(H1,H2) with ker(S) and ran(S) the same
whether S is viewed as an operator S : dom(S) ⊆ H1 → H2, or as an operator
S : dom(S) ⊆ W1 → H2.
(viii) Homotopic operators in Φ(H1,H2) ∩ B(H1,H2) have equal Fredholm in-
dex. More precisely, the set Φ(H1,H2) ∩ B(H1,H2) is open in B(H1,H2), hence
Φ(H1,H2) contains at most countably many connected components, on each of
which the Fredholm index is constant. Equivalently, ind : Φ(H1,H2) → Z is lo-
cally constant, hence continuous, and homotopy invariant.
A prime candidate for the Hilbert spaces V1,W1 ⊆ H1 in Theorem 3.6 (vi), (vii)
(e.g., in applications to differential operators) is the graph Hilbert spaceHS induced
by S. Moreover, an immediate consequence of Theorem 3.6 we will apply later is
the following homotopy invariance of the Fredholm index for a family of Fredholm
operators with fixed domain.
Corollary 3.7. Let T (s) ∈ Φ(H1,H2), s ∈ I, where I ⊆ R is a connected interval,
with dom(T (s)) := VT independent of s ∈ I. In addition, assume that VT embeds
densely and continuously into H1 (for instance, VT = HT (s0) for some fixed s0 ∈ I)
and that T (·) is continuous with respect to the norm ‖ · ‖B(VT ,H2). Then
ind(T (s)) ∈ Z is independent of s ∈ I. (3.13)
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The corresponding case of unbounded operators with varying domains (andH1 =
H2) is treated in detail in [37].
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4. On Schatten–von Neumann Classes and Trace Class Estimates
This is the first of two technical sections, providing basic results used later on in
our detailed study of Dirac-type operators to be introduced in Section 6. We also
recall results on the Schatten–von Neumann classes and apply these to concrete
situations needed in Section 7.
We start with the following well-known characterization of Hilbert–Schmidt op-
erators B2
(
L2(Ω; dµ)
)
in L2(Ω; dµ):
Theorem 4.1 (see, e.g., [92, Theorem 2.11]). Let (Ω;B;µ) be a separable measure
space and k : Ω× Ω→ C be µ⊗ µ measurable. Then the map
U :
{
L2(Ω× Ω; dµ⊗ dµ)→ B2
(
L2(Ω; dµ)
)
,
k 7→ (f 7→ (Ω ∋ x 7→ ´Ω k(x, y)f(y) dµ(y))) ,
is unitary.
The Ho¨lder inequality is also valid for trace ideals with p-summable singular
values.
Theorem 4.2 (Ho¨lder inequality, see, e.g., [92, Theorem 2.8]). Assume that H is
a complex, separable Hilbert space, m ∈ N, qj ∈ [1,∞], j ∈ {1, . . . ,m}, p ∈ [1,∞].
Assume that
m∑
j=1
1
qj
=
1
p
.
Let Tj ∈ Bqj (H), j ∈ {1, . . . ,m}. Then T :=
∏m
j=1 Tj ∈ Bp(H) and
‖T ‖Bp(H) 6
m∏
j=1
‖Tj‖Bqj (H) .
For q1 = q2 = m = 2, one obtains a criterion for operators belonging to the trace
class B1, which we shall use later on.
Corollary 4.3. Let (Ω;B, µ) be a separable measure space, k : Ω×Ω→ C be µ⊗µ
measurable. Moreover, assume that there exists ℓ,m ∈ L2(Ω×Ω; dµ⊗dµ) such that
k(x, y) =
ˆ
Ω
ℓ(x,w)m(w, y) dµ(w) for µ⊗ µ a.e. (x, y) ∈ Ω× Ω.
Then K, the associated integral operator with integral kernel k(·, ·) in L2(Ω×Ω; dµ⊗
dµ), is trace class, K ∈ B1
(
L2(Ω; dµ)
)
, and
trL2(Ω;dµ)(K) =
ˆ
Ω
k(x, x) dµ(x) =
ˆ
Ω
ˆ
Ω
ℓ(x,w)m(w, x) dµ(w)dµ(x).
Proof. By Theorem 4.1 the integral operators L and M associated with ℓ and
m, respectively, are Hilbert–Schmidt operators. Since K = LM , one gets K ∈
B1
(
L2(Ω; dµ)
)
by Theorem 4.2. Moreover, by Theorem 4.1, one concludes that
trL2(Ω;dµ)(K) = trL2(Ω;dµ)(LM) = trL2(Ω;dµ)
(
(L∗)∗M
)
=
ˆ
Ω
ˆ
Ω
ℓ(w, x)m(x,w) dµ(x)dµ(w)
=
ˆ
Ω
ˆ
Ω
ℓ(x,w)m(w, x) dµ(w)dµ(x). 
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In the bulk of this manuscript, Theorem 4.1 and Corollary 4.3 will be applied to
the case
L2(Ω;B; dµ) = L2(Rn;B(Rn); dnx) = L2(Rn)
We recall H1(Rn) and H2(Rn), the spaces of once and twice weakly differentiable
L2-functions with derivatives in L2, respectively. Moreover, we shall furthermore
consider the differential operator Q in L2(Rn)2
n̂
by
Q :=
n∑
j=1
γj,n∂j , dom(Q) = H
1(Rn)2
n̂
, (4.1)
where
γ∗j,n = γj,n ∈ C2
n̂×2n̂ if n = 2n̂ or n = 2n̂+ 1, (4.2)
and γj,nγk,n + γk,nγj,n = 2δjk for all j, k ∈ {1, . . . , n}, see Definition A.3. A first
consequence is,
Q2 = ∆I2n̂ , dom(Q
2) = H2(Rn)2
n̂
. (4.3)
Indeed,
QQ =
n∑
j=1
γj,n∂j
n∑
k=1
γk,n∂k =
n∑
j=1
n∑
k=1
γj,n∂jγk,n∂k
=
1
2
n∑
j=1
n∑
k=1
γj,n∂jγk,n∂k +
1
2
n∑
j=1
n∑
k=1
γk,n∂kγj,n∂j
=
1
2
n∑
j=1
n∑
k=1
(γj,nγk,n + γk,nγj,n) ∂j∂k = ∆I2n̂ .
We study the operator asssociated with the differential expression Q with its prop-
erties later on in Section 6. More precisely, in Theorem 6.4 we show that Q = −Q∗
in L2(Rn)2
n̂
with domain H1(Rn)2
n̂
, that is, Q is skew-self-adjoint in L2 (Rn)
2n̂
.
In particular, we get for any µ ∈ C with Re(µ) 6= 0 that∥∥(Q + µ)−1∥∥ 6 |Re(µ)|−1 (4.4)
as an operator from L2 (Rn)
2n̂
to L2 (Rn)
2n̂
. One notes that by Fourier trans-
form, the operator Q is unitarily equivalent to the Fourier multiplier with symbol∑n
j=1 γj,n(−i)ξj . Furthermore, by γj,n = γ∗j,n and γ2j,n = I2n̂ , the matrix γj,n is
unitary. Hence, the symbol of Q may be estimated as follows∥∥∥∥ n∑
j=1
γj,n(−i)ξj
∥∥∥∥
B(C2n̂ )
6
n∑
j=1
|ξj | 6
√
n
( n∑
j=1
|ξj |2
)1/2
=
√
n |ξ| , ξ ∈ Rn. (4.5)
We denote
Rµ := (−∆+ µ)−1 , µ ∈ C\(−∞, 0]. (4.6)
We recall our notational conventions collected in Section 2. In particular, we
recall [A,B] = AB − BA, the commutator of two operators A and B, see also
(6.15).
Lemma 4.4. Let µ ∈ C, Re(µ) > 0, and Ψ ∈ C2b (Rn). Then with Q and Rµ given
by (4.1) and (4.6), respectively, one obtains (cf. Remark 2.1),
[Rµ,Ψ] = Rµ
(
Q2Ψ
)
Rµ + 2Rµ (QΨ)QRµ. (4.7)
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Proof. Recalling Remark 2.1 concerning multiplication operators, we compute with
the help of (4.3)
[Rµ,Ψ] = RµΨ− ΨRµ
= Rµ (Ψ (−∆+ µ)− (−∆+ µ)Ψ)Rµ
= Rµ (∆Ψ−Ψ∆)Rµ = Rµ
(
Q2Ψ−Ψ∆)Rµ
= Rµ (Q (QΨ) +QΨQ−Ψ∆)Rµ
= Rµ
((
Q2Ψ
)
+ (QΨ)Q+ (QΨ)Q+ΨQ2 −Ψ∆)Rµ
= Rµ
((
Q2Ψ
)
+ 2 (QΨ)Q
)
Rµ. 
In the course of computing the index of the closed operator L to be introduced
later on, we need to establish trace class properties of operators that are products
of operators of the form discussed in the following lemma. For given n ∈ N>3,
x ∈ Rn, µ ∈ CRe>0 := {z ∈ C |Re(z) > 0}, we let
gµ(x) :=
1
Re(µ) + |x|2 , g˜µ(x) :=
√
n
|x|
Re(µ) + |x|2 . (4.8)
One notes that gµ ∈ Lq(Rn) for all q > n/2 and g˜µ ∈ Lq(Rn) for all q > n.
Lemma 4.5. Let µ ∈ CRe>0, Ψ ∈ L∞(Rn), α ∈ [1,∞), n > 3, and recall Rµ from
(4.6) and Q from (4.1), as well as gµ and g˜µ from (4.8). Assume that there exists
κ > 0 such that
|Ψ(x)| 6 κ(1 + |x|)−α for a.e. x ∈ Rn.
(i) Then for all q > n, RµΨ,ΨRµ ∈ Bq
(
L2 (Rn)
)
and
max
( ‖ΨRµ‖Bq(L2(Rn)) , ‖RµΨ‖Bq(L2(Rn)) ) 6 (2π)−n/q ‖Ψ‖Lq(Rn)‖gµ‖Lq(Rn) <∞.
The assertion remains the same, if Rµ is replaced by RµQ or QRµ and ‖gµ‖Lq(Rn)
in the latter estimate is replaced by ‖g˜µ‖Lq(Rn).
(ii) Assume, in addition, α > 3/2. Then, if n > 3, there exists ϑ ∈ (3/4, 1) such
that RµΨ,ΨRµ ∈ B2nϑ/3
(
L2(Rn
)
. Moreover,
max
( ‖ΨRµ‖B2nϑ/3(L2(Rn)) , ‖RµΨ‖B2nϑ/3(L2(Rn)) )
6 (2π)−3/(2ϑ) ‖Ψ‖L2nϑ/3(Rn)‖gµ‖L2nϑ/3(Rn) <∞.
For n = 3, RµΨ,ΨRµ ∈ B2
(
L2 (Rn)
)
and
max
( ‖ΨRµ‖B2(L2(Rn)) , ‖RµΨ‖B2(L2(Rn)) ) 6 (2π)−3/2 ‖Ψ‖L2(Rn)‖gµ‖L2(Rn) <∞.
(iii) Let Θ ∈ C2b (Rn) with
|(QΘ) (x)| + ∣∣(Q2Θ) (x)∣∣ 6 κ(1 + |x|)−β
for some κ > 0 and β > 3/2. Then, recalling (2.2), [Rµ,Θ] ∈ B2
(
L2 (Rn)
)
with
‖[Rµ,Θ]‖B2(L2(Rn))
6
(
1
Re(µ)
+ 2
(
1
Re(
√
µ)
+ 3
∣∣√µ∣∣
Re(µ)
))
(2π)
−3/2
×max (‖Q2Θ‖L2(Rn), ‖QΘ‖L2(Rn))‖gµ‖L2(Rn) <∞
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if n = 3, and [Rµ,Θ] ∈ B(2n/3)ϑ
(
L2 (Rn)
)
with
‖[Rµ,Θ]‖B2nϑ/3(L2(Rn)) 6
(
1
Re(µ)
+ 2
(
1
Re(
√
µ)
+ 3
∣∣√µ∣∣
Re(µ)
))
(2π)
−3/(2ϑ)
×max (‖Q2Θ‖L2nϑ/3(Rn), ‖QΘ‖L2nϑ/3(Rn))
× ‖gµ‖L2nϑ/3(Rn) <∞
for some ϑ ∈ (0, 1) with 2nϑ/3 > 2, if n > 3.
The proof of Lemma 4.5, is basically contained in the following result:
Theorem 4.6 ([92, Theorem 4.1]). Let n ∈ N, p > 2, and Ψ, g ∈ Lp(Rn). De-
fine TΨ,g ∈ B(L2(Rn)) as the operator of composition of multiplication by Ψ and
g(i∂1, . . . , i∂n) as a Fourier multiplier. Then TΨ,g ∈ Bp(L2(Rn)) and
‖TΨ,g‖Bp(L2(Rn)) 6 (2π)−n/p‖Ψ‖Lp(Rn)‖g‖Lp(Rn). (4.9)
The proof of (4.9) rests on the observation that there is equality for p = 2 and
a straight forward estimate for the limiting case p = ∞. The general case follows
via complex interpolation.
Proof of Lemma 4.5. Observing ‖T ‖Bp(H) = ‖T ∗‖Bp(H) for all T ∈ Bp(H), we shall
only show the respective assertions for ΨRµ. For parts (i) and (ii) one uses Theorem
4.6: One notes that for φµ(ξ) :=
( |ξ|2 + µ)−1, φµ (i∂1, . . . , i∂n) = Rµ. Moreover,
one observes that |φµ| 6 gµ ∈ Lp (Rn) for all p > n/2. In order to prove item (i) one
notes that α > 1 implies that Ψ ∈ Lq (Rn) for all q > n. Hence, ΨRµ ∈ Bq
(
L2(Rn)
)
.
The remaining assertion follows from the fact that the Fourier transform of QRµ lies
in Lq as it can be estimated by g˜µ, see (4.5). For part (ii) one first considers the case
n = 3. Then 2α = α(2/3)3 > 3 = n. Hence, Ψ ∈ L2 (R3) and, since 2 > 3/2 = n/2,
one infers that ΨRµ ∈ B2. If n > 3, there exists ϑ ∈ (3/4, 1) such that αϑ > 3/2. In
particular, one has (2/3)nϑ > (2/3)4(3/4) = 2. Since α(2/3)ϑn > (3/2) (2n/3) =
n, one gets Ψ ∈ L2nϑ/3 (Rn). Moreover, since (2n/3)ϑ > n/2 as ϑ > 3/4, one
concludes that |φµ| 6 gµ ∈ L2nϑ/3 (Rn), implying ΨRµ ∈ B2nϑ/3. In order to show
part (iii) one notes that Lemma 4.4 implies
[Rµ,Θ] = Rµ
(
Q2Θ
)
Rµ + 2Rµ (QΘ)QRµ.
Since QRµ is a bounded linear operator, using (4.3) as well as (4.6), one deduces
from
QRµ = (Q+
√
µ)
−1
(Q+
√
µ) (Q−√µ)Rµ +√µRµ
= (Q+
√
µ)
−1
+
√
µRµ
its corresponding norm bound [Re(
√
µ)]−1 + |√µ|[Re(µ)]−1, see (4.4) for the norm
bound of
(
Q+
√
µ
)−1
. Thus, the assertion follows from part (ii) and the ideal
property of the Schatten–von Neumann classes. 
Lemma 4.5 is decisive for obtaining the following result. We mention here that
H. Vogt [99] subsequently managed to prove the following theorem in a direct way
without using Lemma 4.5 and thus without the use of Theorem 4.6. In the follow-
ing theorem (and throughout this manuscript later on) we recall our simplifying
convention (2.1) to abbreviate finite operator products A1A2 · · ·AN by
∏N
j=1 Aj ,
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regardless of underlying noncommutativity issues, upon relying on ideal properties
of the bounded operators Aj , j = 1, . . . , N , N ∈ N.
Theorem 4.7. Let n = 2n̂+1 ∈ N>3 odd, Ψ1, . . . ,Ψn̂+1 ∈ C2b (Rn) , α1, . . . , αn̂+1 ∈
[1,∞), ε > 1/2, κ > 0, µ ∈ CRe>0, and let Rµ, Q, and [Ψn̂, Rµ] be given by (4.6),
(4.1), and (2.2), respectively.
(i) Assume that for all x ∈ Rn and j ∈ {1, . . . , n̂+ 1},
|Ψj(x)| 6 κ(1 + |x|)−αj .
Then
n̂+1∏
j=1
ΨjRµ,
n̂+1∏
j=1
RµΨj ∈ B2
(
L2(Rn)
)
,
and ∥∥∥∥ n̂+1∏
j=1
ΨjRµ
∥∥∥∥
B2(L2(Rn))
6
n̂+1∏
j=1
‖ΨjRµ‖Bn+1(L2(Rn)) .
(ii) Assume for all x ∈ Rn and j ∈ {1, . . . , n̂− 1},
|Ψj(x)| 6 κ(1 + |x|)−αj ,
and
|(QΨn̂) (x)| +
∣∣(Q2Ψn̂) (x)∣∣ 6 κ(1 + |x|)−αn̂−ε.
Then
n̂−1∏
j=1
ΨjRµ [Ψn̂, Rµ] ∈ B2
(
L2(Rn)
)
.
Proof. In order to prove parts (i) and (ii), we use Theorem 4.2 and Lemma 4.5. For
part (i) one observes that ΨjRµ ∈ Bn+1 by Lemma 4.5 (i) for all j ∈ {1, . . . , n̂+1}.
Moreover, by
∑n̂+1
j=1
1
n+1 =
(
n−1
2 + 1
)
1
n+1 = 1/2 one concludes with the help of
Theorem 4.2 that
∏n̂+1
j=1 ΨjRµ ∈ B2.
In order to arrive at item (ii), one notes that the case n = 3 directly follows from
Lemma 4.5 (iii) since in that case n̂ − 1 = 0. For n > 3 there exists ϑ ∈ (3/4, 1)
such that [Ψn̂, Rµ] ∈ B2nϑ/3. The assertion is clear if 2nϑ/3 6 2. Thus, we assume
that 2nϑ/3 > 2. Let q ∈ R\{0} be such that
(n̂− 1) 1
q
+
1
(2n/3)ϑ
=
1
2
. (4.10)
Equation (4.10) with n̂− 1 = (n− 3)/2 reveals
1
q
=
(
nϑ− 3
nϑ
)
1
n− 3 =
(
nϑ− 3ϑ
nϑ
)
1
n− 3 + 3
(
ϑ− 1
ϑ
)
1
n(n− 3) <
1
n
.
Hence, q > n and, so, from ΨjRµ ∈ Bq, by Lemma 4.5, the assertion follows from
Theorem 4.2. 
In order to illustrate the latter mechanism and for later purposes, we now discuss
an example.
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Example 4.8. Let z > −1, and Φ ∈ C∞b (R3;C2×2) such that for x ∈ R3, with
|x| > 1,
Φ(x) =
3∑
j=1
xj
|x|σj .
Here σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
denote the Pauli matrices,
see also Definition A.3. Recalling our convention (2.5) and R1+z = (−∆+1+z)−1,
we now prove that the operator given by
T := tr4
( 3∑
k=1
(
(R1+zσk)⊗ (∂kΦ)
)
×
3∑
k=1
(
(R1+zσk)⊗ (∂kΦ)
) 3∑
k=1
(
(R1+zσk)⊗ (∂kΦ)
)
R1+z
)
is trace class, T ∈ B1
(
L2(R3)
)
.
First of all, with the help of Proposition A.8 and introducing the fully anti-
symmetric symbol in 3 coordinates, εjkℓ, j, k, ℓ ∈ {1, 2, 3}, we may express T as
follows (for notational simplicity, we now drop all tensor product symbols),
T =
∑
16k1,k2,k363
tr4
(
σk1σk2σk3R1+zI2(∂k1Φ)R1+zI2(∂k2Φ)R1+zI2(∂k3Φ)R1+zI2
)
=
∑
16k1,k2,k363
tr2 (σk1σk2σk3 )
× tr2 (R1+zI2(∂k1Φ)R1+zI2(∂k2Φ)R1+zI2(∂k3Φ)R1+zI2)
=
∑
16k1,k2,k363
2iεk1k2k3 tr2 (R1+zI2(∂k1Φ)R1+zI2(∂k2Φ)R1+zI2(∂k3Φ)R1+zI2)
=
∑
16k1,k2,k363
2iεk1k2k3 tr2 (R1+z(∂k1Φ)R1+z(∂k2Φ)R1+z(∂k3Φ)R1+z)
=
∑
16k1,k2,k363
2iεk1k2k3 tr2 (R1+z[(∂k1Φ), R1+z ](∂k2Φ)R1+z(∂k3Φ)R1+z)
+
∑
16k1,k2,k363
2iεk1k2k3 tr2 (R1+zR1+z(∂k1Φ)(∂k2Φ)R1+z(∂k3Φ)R1+z)
=
∑
16k1,k2,k363
2iεk1k2k3 tr2 (R1+z[(∂k1Φ), R1+z ](∂k2Φ)R1+z(∂k3Φ)R1+z)
+
∑
16k1,k2,k363
2iεk1k2k3 tr2 (R1+zR1+z(∂k1Φ)(∂k2Φ)[R1+z, (∂k3Φ)]R1+z)
+
∑
16k1,k2,k363
2iεk1k2k3 tr2 (R1+zR1+z(∂k1Φ)(∂k2Φ)(∂k3Φ)R1+zR1+z) .
One computes for k ∈ {1, 2, 3} and x ∈ R3, |x| > 1,
(∂kΦ)(x) =
3∑
j=1
(
δkj
|x| −
xj
|x|2
xk
|x|
)
σj ,
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and observes that ‖(∂kΦ)(x)‖ 6 6/|x|. Moreover, it is easy to see that for all
β ∈ N30, with |β| :=
∑3
j=1 βj > 2, there exists κ > 0 such that for all x ∈ Rn,
‖(∂βΦ)(x)‖ 6 κ(1 + |x|)−2.
The latter estimate together with Theorem 4.7 yields that T ∈ B1
(
L2(R3)
)
if and
only if
T˜ :=
∑
16k1,k2,k363
2iεk1k2k3 tr2 (R1+zR1+z(∂k1Φ)(∂k2Φ)(∂k3Φ)R1+zR1+z)
∈ B1
(
L2(R3)
)
.
The latter operator can be rewritten as
T˜ =
∑
16k1,k2,k363
2iεk1k2k3R
2
1+z tr2 ((∂k1Φ)(∂k2Φ)(∂k3Φ))R
2
1+z.
Next, we inspect the term in the middle in more detail:∑
16k1,k2,k363
εk1k2k3 tr2 ((∂k1Φ)(∂k2Φ)(∂k3Φ))
= tr2 ((∂1Φ)(∂2Φ)(∂3Φ))− tr2 ((∂1Φ)(∂3Φ)(∂2Φ)) + tr2 ((∂2Φ)(∂3Φ)(∂1Φ))
− tr2 ((∂2Φ)(∂1Φ)(∂3Φ)) + tr2 ((∂3Φ)(∂1Φ)(∂2Φ))− tr2 ((∂3Φ)(∂2Φ)(∂1Φ))
= 3 tr2 ((∂1Φ)(∂2Φ)(∂3Φ))− 3 tr2 ((∂1Φ)(∂3Φ)(∂2Φ)) .
Employing
(∂1Φ)(∂2Φ)(∂3Φ)(x)
=
∑
16j1,j2,j363
(
δ1j1
|x| −
xj1
|x|2
x1
|x|
)
σj1
(
δ2j2
|x| −
xj2
|x|2
x2
|x|
)
σj2
(
δ3j3
|x| −
xj3
|x|2
x3
|x|
)
σj3 ,
one gets
1
2i
|x|3 tr2 ((∂1Φ)(∂2Φ)(∂3Φ)) (x)
=
∑
16j1,j2,j363
εj1j2j3
(
δ1j1 −
xj1x1
|x|2
)(
δ2j2 −
xj2x2
|x|2
)(
δ3j3 −
xj3x3
|x|2
)
=
(
1− x1x1|x|2
)(
1− x2x2|x|2
)(
1− x3x3|x|2
)
−
(
1− x1x1|x|2
)(
−x3x2|x|2
)(
−x2x3|x|2
)
+
(
−x2x1|x|2
)(
−x3x2|x|2
)(
−x1x3|x|2
)
−
(
−x2x1|x|2
)(
−x1x2|x|2
)(
1− x3x3|x|2
)
+
(
−x3x1|x|2
)(
−x1x2|x|2
)(
−x2x3|x|2
)
−
(
−x3x1|x|2
)(
1− x2x2|x|2
)(
−x1x3|x|2
)
= 1− x
2
1
|x|2 −
x22
|x|2 −
x23
|x|2
+
x21x
2
2
|x|4 +
x21x
2
3
|x|4 +
x22x
2
3
|x|4 −
x3x2x2x3
|x|4 −
x2x1x1x2
|x|4 −
x3x1x1x3
|x|4
− x
2
1x
2
2x
2
3
|x|6 +
x21x
2
2x
2
3
|x|6 −
x21x
2
2x
2
3
|x|6 +
x21x
2
2x
2
3
|x|6 −
x21x
2
2x
2
3
|x|6 +
x21x
2
2x
2
3
|x|6
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= 0.
On the other hand,
1
2i
|x|3 tr2 ((∂1Φ)(∂3Φ)(∂2Φ)) (x)
=
∑
16j1,j2,j363
εj1j2j3
(
δ1j1 −
xj1x1
|x|2
)(
δ3j2 −
xj2x3
|x|2
)(
δ2j3 −
xj3x2
|x|2
)
= 0.
We note that in this example, the corresponding formula (1.22) is in fact valid, for
|x| > 1. This example is of a similar type as in [22, Section IV]. This may well be
the reason for the erroneous statement in [22, p. 226, 2nd highlighted formula].
We shall also use on occasion the following Hilbert–Schmidt criterion for exactly
n̂ = (n− 1)/2 factors:
Theorem 4.9. Let n = 2n̂+1 ∈ N>3 odd, and assume that Ψ1, . . . ,Ψn̂ ∈ L∞(Rn),
α1, . . . , αn̂ ∈ [1,∞), µ ∈ C, Re(µ) > 0. Let Rµ, Q be given by (4.6) and (4.1),
respectively. Assume that αj∗ > 3/2 for some j
∗ ∈ {1, . . . , n̂}. Then
T :=
( j∗−1∏
j=1
ΨjRµ
)
Ψj∗Rµ
( n̂∏
j=j∗+1
ΨjRµ
)
∈ B2
(
L2(Rn)
)
,
and
‖T ‖B2(L2(Rn))
6
{(∏
j∈{1,...,n̂}\{j∗} ‖ΨjRµ‖Bq(L2(Rn))
)‖Ψ∗jRµ‖Br(L2(Rn)), n̂ > 1,
‖Ψ1Rµ‖B2(L2(Rn)), n̂ = 1,
where q = 2(n̂ − 1)ϑ/(nϑ − 3) > n and r = 2nϑ/3 > 2 for some ϑ ∈ (3/4, 1),
according to Lemma 4.5 (ii).
The assertion is the same if some of the factors with index j ∈ {1, . . . , n̂}\{j∗}
in the expression for T are replaced by ΨjQRµ.
Proof. By Lemma 4.5 (ii) one observes that for n̂ = j∗ = 1, Ψ1Rµ ∈ B2
(
L2(Rn)
)
,
and the assertion follows. The rest of the proof is similar to the one of the concluding
lines of Theorem 4.7. 
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5. Pointwise Estimates for Integral Kernels
The proof of the index theorem relies on (pointwise) estimates of integral kernels
of certain integral operators. These integral operators are of a form similar to
the one in Theorem 4.7. In order to guarantee that point-evaluation is a well-
defined operation, these operators have to possess certain smoothing properties.
Before proving the corresponding result, we define the Dirac δ-distribution of point-
evaluation at some point x ∈ Rn of a suitable function f : Rn → C by
δ{x}f := f(x).
We note that for every x ∈ Rn one has δ{x} ∈ H−(n/2)−ε(Rn) for all ε > 0, by the
Sobolev embedding theorem (see, e.g., [2, Theorem 7.34(c)]), and recall that
Hs(Rn) :=
{
f ∈ L2(Rn) ∣∣ (1 + | · |2)s/2(Ff) ∈ L2(Rn)}, s ∈ R, (5.1)
with norm denoted by ‖ · ‖Hs(Rn), where F denotes the (distributional) Fourier
transform being an extension of
(Fφ)(x) := (2π)−n/2
ˆ
Rn
e−ixyφ(y) dny, x ∈ Rn, φ ∈ L1(Rn) ∩ L2(Rn). (5.2)
For f ∈ H n2 +ε(Rn), we will find it convenient to write〈
δ{x}, f
〉
L2(Rn)
:= δ{x}f = f(x), (5.3)
where 〈· , ·〉L2(Rn) is understood as the continuous extension of the scalar product
on L2(Rn) to the pairing on the entire fractional-order Sobolev scale, 〈· , ·〉L2(Rn) :=
〈· , ·〉H−s(Rn),Hs(Rn), s > 0.
For convenience of the reader we now prove the following known result:
Theorem 5.1. Let n ∈ N, ε > 0, T : H−(n/2)−ε(Rn) → H(n/2)+ε(Rn) linear and
bounded (cf. (5.1) and (5.3)). Then the map
t : Rn × Rn ∋ (x, y) 7→ t(x, y) = 〈δ{x}, T δ{y}〉L2(Rn) ∈ C
is well-defined, continuous, and bounded. Moreover, if
T ∈ B(H−(n/2)−1−ε(Rn), H(n/2)+ε(Rn)) ∩ B(H−(n/2)−ε(Rn), H(n/2)+1+ε(Rn)),
(5.4)
then t is bounded and continuously differentiable with bounded derivatives ∂jt, j ∈
{1, . . . , 2n}.
Remark 5.2. We note that with the maps and assumptions introduced in Theorem
5.1, t(·, ·) is in fact the integral kernel of T , that is, t satisfies
(Tf)(x) =
ˆ
Rn
t(x, y)f(y) dny, x ∈ Rn,
for all f ∈ C∞0 (Rn). Indeed, let x ∈ Rn and f ∈ C∞0 (Rn). Then one computes
(Tf)(x) =
〈
δ{x}, T f
〉
L2(Rn)
=
〈
T ∗δ{x}, f
〉
L2(Rn)
=
ˆ
Rn
T ∗δ{x}(y)f(y) dny =
ˆ
Rn
〈
δ{y}, T ∗δ{x}
〉
L2(Rn)
f(y) dny
=
ˆ
Rn
〈
Tδ{y}, δ{x}
〉
L2(Rn)
f(y) dny =
ˆ
Rn
〈
δ{x}, T δ{y}
〉
L2(Rn)
f(y) dny
=
ˆ
Rn
t(x, y)f(y) dny.
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Proof of Theorem 5.1. First, one observes that for any y ∈ Rn, δ{y} ∈ H−n2−ε(Rn)
and Fδ{y}(x) = (2π)−n/2eixy for all x, y ∈ Rn. Consequently, Tδ{y} ∈ H n2+ε(Rn),
and hence 〈δ{x}, T δ{y}〉L2(Rn) is well-defined for all x, y ∈ Rn. Moreover, from∣∣〈δ{x}, T δ{y}〉L2(Rn)∣∣ 6 ∣∣δ{x}∣∣−n2−ε ∣∣Tδ{y}∣∣n2+ε 6 ∣∣δ{0}∣∣−n2−ε ∣∣δ{0}∣∣−n2−ε
× ‖T ‖B(H− n2 −ε(Rn),H n2 +ε(Rn)) , x, y ∈ Rn,
one concludes the boundedness of t. Next, we show sequential continuity of t. One
observes that by the Sobolev embedding theorem, the map Tδ{y} is continuous for
all y ∈ Rn (One recalls that FTδ{y} ∈ L1(Rn) with the Fourier transform given by
(5.2).) Let {(xk, yk)}k∈N be a convergent sequence in Rn×Rn and denote its limit
as k → ∞ by (x, y). One notes that ∣∣δ{y} − δ{yk}∣∣−n2−ε → 0, as k → ∞. Indeed,
one gets by Lebesgue’s dominated convergence theorem that∣∣δ{y} − δ{yk}∣∣2−n2−ε = (2π)−n
ˆ
Rn
∣∣(eixy − eixyk)∣∣2 [1 + |x|2 ]−(n/2)−ε dnx −→
k→∞
0.
Moreover, one observes that {δ{xk}}k∈N is uniformly bounded in H−
n
2−ε(Rn) by
some constant M . Next, let η > 0 and choose k0 ∈ N such that for k > k0 one has∣∣δ{y} − δ{yk}∣∣−n2−ε 6 η and ∣∣Tδ{y}(xk)− Tδ{y}(x)∣∣ 6 η. Then one estimates for
k ∈ N, ∣∣〈δ{xk}, T δ{yk}〉L2(Rn) − 〈δ{x}, T δ{y}〉L2(Rn)∣∣
6
∣∣〈δ{xk}, T δ{yk}〉L2(Rn) − 〈δ{xk}, T δ{y}〉L2(Rn)∣∣
+
∣∣〈δ{xk}, T δ{y}〉L2(Rn) − 〈δ{x}, T δ{y}〉L2(Rn)∣∣
6
∣∣δ{xk}∣∣−n2−ε ∣∣Tδ{yk} − Tδ{y}∣∣n2 +ε + ∣∣Tδ{y}(xk)− Tδ{y}(x)∣∣
6M ‖T ‖ ∣∣δ{y} − δ{yk}∣∣−n2−ε + η 6 (M ‖T ‖+ 1) η.
Next, we turn to the second part of the theorem. Since H
n
2+ε+1(Rn) →֒ H n2+ε(Rn),
the map t is continuous by the first part of the theorem. To prove differentiabil-
ity, it suffices to observe that t has continuous (weak) partial derivatives. Since
T∂j ∈ B
(
H−
n
2−ε(Rn), H
n
2 +ε(Rn)
)
and ∂jT ∈ B
(
H−
n
2−ε(Rn), H
n
2+ε(Rn)
)
for all
j ∈ {1, . . . , n}, the assertion also follows from the first part as one observes that
(∂jt)(x, y) =
〈
(∂jδ){x} , T δ{y}
〉
L2(Rn)
= − 〈δ{x}, ∂jTδ{y}〉L2(Rn) ,
(∂j+nt)(x, y) = 〈δ{x}, T ∂jδ{y}〉, j ∈ {1, . . . , n}, (x, y) ∈ Rn × Rn. 
In the applications discussed later on, we shall be confronted with operators
being already defined (or being extendable) to the whole fractional Sobolev scale.
So the standard situation in which we will apply Theorem 5.1 is summarized in the
following corollary, with some examples in the succeeding proposition.
Corollary 5.3. Let n ∈ N, k > n, S, T : ⋃ℓ∈ZHℓ(Rn) → ⋃ℓ∈ZHℓ(Rn). Assume
that for all ℓ ∈ R, T ∈ B(Hℓ(Rn), Hℓ+k(Rn)) and S ∈ B(Hℓ(Rn), Hℓ+k+1(Rn)),
and introduce the maps
t : Rn × Rn ∋ (x, y) 7→ 〈δ{x}, T δ{y}〉L2(Rn) ,
s : Rn × Rn ∋ (x, y) 7→ 〈δ{x}, Sδ{y}〉L2(Rn) .
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Then t is bounded and continuous, and the map s is bounded and continuously
differentiable with bounded derivatives. (See (5.1) and (5.3) for Hs (Rn) and δ{x},
x ∈ Rn, s ∈ R.)
Proof. This is a direct consequence of Theorem 5.1. 
Proposition 5.4. Let µ ∈ C, Re(µ) > 0, ℓ ∈ R, and Φ ∈ C∞b (Rn). Then Rµ =
(−∆+ µ)−1 ∈ B(Hℓ(Rn), Hℓ+2(Rn)) and1 Φ ∈ B(Hℓ(Rn)).
Proof. For ℓ ∈ Z, the first assertion follows easily with the help of the Fourier
transform, the second assertion is a straightforward induction argument for ℓ ∈
N0; for ℓ ∈ −N the result follows by duality. The results for ℓ ∈ R follow by
interpolation, see [96, Theorem 2.4.2]. 
The main issue of the considerations in this section are estimates of continu-
ous integral kernels on the respective diagonals. An elementary estimate can be
shown for integral operators which are induced by commutators with multiplication
operators as the following result confirms.
Proposition 5.5. Let n ∈ N, ε > 0, m ∈ N, and assume that T : H−(n/2)−ε(Rn)→
H(n/2)+ε(Rn) is linear and continuous, and that Φ ∈ C∞b (Rn). Then the map
tΦ : R
n × Rn ∋ (x, y) 7→ 〈δ{x}, [Φ, T ] δ{y}〉L2(Rn) ∈ C,
where [Φ, T ] is given by (2.2), is well-defined, continuous, bounded, and satisfies
tΦ(x, x) = 0, x ∈ Rn.
Proof. By Proposition 5.4 and Theorem 5.1, one gets that tΦ is well-defined, con-
tinuous, and bounded. For x ∈ Rn one then computes〈
δ{x}, [Φ, T ] δ{y}
〉
=
〈
δ{x}, (ΦT − TΦ) δ{x}
〉
=
〈
δ{x},ΦTδ{x}
〉− 〈δ{x}, (TΦ) δ{x}〉
=
〈
Φ∗δ{x}, T δ{x}
〉− 〈δ{x}, T (Φδ){x} 〉
=
〈
Φ(x)δ{x}, T δ{x}
〉− 〈δ{x}, TΦ(x)δ{x}〉
=
〈
δ{x},Φ(x)Tδ{x}
〉− 〈δ{x}, TΦ(x)δ{x}〉 = 0. 
The next lemma also discusses properties of the integral kernel of a commu-
tator, however, in the following situation, we shall address the commutator with
differentiation.
Lemma 5.6. Let T ∈ B(L2(Rn)) be induced by the continuously differentiable
integral kernel t : Rn×Rn → C, j ∈ {1, . . . , n}. If [∂j , T ] ∈ B
(
L2(Rn)
)
, then [∂j , T ]
defined by (2.2) is an operator induced by the integral kernel ∂jt+ ∂j+nt.
Proof. Let x ∈ Rn and f ∈ C∞0 (Rn). One computes
([∂j , T ]f)(x) = (∂jTf)(x)− (T∂jf)(x)
= ∂j
ˆ
Rn
t(x, y)f(y) dny −
ˆ
Rn
t(x, y)(∂jf)(y) d
ny
=
ˆ
Rn
(∂jt)(x, y)f(y) d
ny +
ˆ
Rn
(∂j+nt)(x, y)f(y) d
ny,
1We recall Remark 2.1: The symbol Φ is interpreted as the operator of multiplication by the
function Φ. If ℓ < 0, this should read as multiplication in the distributional sense.
THE CALLIAS INDEX FORMULA REVISITED 31
using an integration by parts to arrive at the last equality. 
Remark 5.7. We elaborate on an important consequence of Lemma 5.6 as follows:
For j ∈ {1, . . . , n}, let Tj ∈ B(L2(Rn)) be induced by the continuously differentiable
integral kernel tj : R
n×Rn → C. Assume that [∂j , Tj] ∈ B(L2(Rn)), j ∈ {1, . . . , n},
and consider the operator
T :=
n∑
j=1
[∂j , Tj].
By Lemma 5.6 one infers that the integral kernel t for T may be computed as
follows,
t(x, y) =
n∑
j=1
(∂jtj + ∂j+ntj)(x, y), x, y ∈ Rn.
Moreover, for g := {x 7→ tj(x, x)}j∈{1,...,n},
t(x, x) =
n∑
j=1
(∂j(y 7→ tj(y, y)))(x) (5.5)
= div (g(x)), x ∈ Rn.
This observation will turn out to be useful when computing the trace of certain
operators. ⋄
The remaining section is devoted to obtaining pointwise estimates of various
integral operators on the diagonal. For convenience, we recall the Γ-function (cf.
[1, Sect. 6.1]), given by
Γ(z) :=
ˆ ∞
0
tz−1e−t dt, z ∈ CRe>0,
as well as the n− 1-dimensional volume of the unit sphere Sn−1 ⊆ Rn,
ωn−1 =
2π(n/2)
Γ
(
n/2
) . (5.6)
Proposition 5.8. Let n,m ∈ N, m > (n+ 1)/2, µ ∈ C, Re(µ) > 0, and Rµ, δ{0},
and Q be given by (4.6), (5.3), and (4.1), respectively. Then∣∣Rmµ δ{0}(0)∣∣ 6 ( 1Re(µ)
)m (√
Re(µ)
)n
c, (5.7)
∣∣QRmµ δ{0}(0)∣∣ 6 ( 1Re(µ)
)m (√
Re(µ)
)n+1
c′, (5.8)
with
c = (2π)
−n
ωn−1
ˆ ∞
0
rn−1
[
r2 + 1
]−(n+3)/2
dr, (5.9)
and
c′ = (2π)−n
√
nωn−1
ˆ ∞
0
rn
[
r2 + 1
]−(n+3)/2
dr, (5.10)
where ωn−1 is given by (5.6).
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Proof. We estimate Rmµ δ{0}(0) with the help of the Fourier transform as follows.∣∣Rmµ δ{0}(0)∣∣ = ∣∣〈Rmµ δ{0}, δ{0}〉∣∣ = (2π)−n ∣∣∣∣ ˆ
Rn
1( |ξ|2 + µ)m dnξ
∣∣∣∣
6 (2π)
−n
ˆ
Rn
1( |ξ|2 +Re(µ))m dnξ
= (2π)
−n
ωn−1
ˆ ∞
0
rn−1
(r2 +Re(µ))
m dr
= (2π)
−n
ωn−1
(
1
Re(µ)
)m ˆ ∞
0
rn−1((
r√
Re(µ)
)2
+ 1
)m dr
= (2π)
−n
ωn−1
(
1
Re(µ)
)m ˆ ∞
0
(
t
√
Re(µ)
)n−1
(t2 + 1)m
√
Re(µ) dt
= (2π)
−n
ωn−1
(
1
Re(µ)
)m (√
Re(µ)
)n ˆ ∞
0
tn−1
(t2 + 1)m
dt.
In a similar fashion, one estimates (5.8), however, first we recall from (4.5) that∣∣∣∑nj=1 γj,n(−i)ξj∣∣∣ 6 √n |ξ|, ξ ∈ Rn. Hence, one arrives at∣∣QRmµ δ{0}(0)∣∣ 6 (2π)−n√n ˆ
Rn
|ξ|( |ξ|2 +Re(µ))m dnξ
= (2π)
−n√
nωn−1
ˆ ∞
0
rn
(r2 +Re(µ))
m dr
= (2π)
−n√
nωn−1
(
1
Re(µ)
)m ˆ ∞
0
rn((
r√
Re(µ)
)2
+ 1
)m dr
= (2π)
−n√
nωn−1
(
1
Re(µ)
)m (√
Re(µ)
)n+1 ˆ ∞
0
tn
(t2 + 1)
m dt.

The main observation in this subsection, Lemma 5.14, needs some preparations
which deal with the fundamental solution of the Helmholtz equation on Rn for
n > 3 odd, to be introduced in (5.11).
Lemma 5.9. Let n,N ∈ N, and x1, . . . , xN ∈ Rn. Then
|x1|+
N−1∑
j=1
|xj+1 − xj | > max
16k6N
|xk| .
Proof. We proceed by induction. The case N = 1 is clear. For N ∈ N, one has
|x1|+
N∑
j=1
|xj+1 − xj | > |x1|+
N∑
j=1
[ |xj+1| − |xj | ] = |xN+1| .
Thus, employing the induction hypothesis, one gets that
|x1|+
N∑
j=1
|xj+1 − xj | > max
16k6N
|xk| ∨ |xN+1| = max
16ℓ6N+1
|xℓ| . 
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Lemma 5.10. Let α > 0, β > 0. Then the map
φ : [0,∞) ∋ r 7→
(
1 +
1
2
r
)α
e−βr
satisfies
|φ(r)| 6
{
[α/(2β)]αe−α+2β, α > 2β,
1, α 6 2β,
r > 0.
Proof. From
φ′(r) =
(
1
2
α
(
1 +
1
2
r
)α−1
− β
(
1 +
1
2
r
)α)
e−βr
=
(
1
2
α− β
(
1 +
1
2
r
))(
1 +
1
2
r
)α−1
e−βr
one gets with r∗ := (α/β) − 2 that φ′(r∗) = 0 if r∗ > 0. Thus, by φ(0) = 1 and
φ(r)→ 0 as r→∞, one obtains the assertion. 
Next, we shall concentrate on pointwise estimates for the fundamental solution of
the Helmholtz equation. We denote the integral kernel (i.e., the Helmholtz Green’s
function) associated with (−∆ − z)−1 by En(z;x, y), x, y ∈ Rn, x 6= y, n ∈ N,
n > 2, z ∈ C. Then,
En(z;x, y)
=

(i/4)
(
2πz−1/2|x− y|)(2−n)/2H(1)(n−2)/2(z1/2|x− y|), n > 2, z ∈ C\{0},
−(2π)−1ln(|x− y|), n = 2, z = 0,
[(n− 2)ωn−1]−1|x− y|2−n, n > 3, z = 0,
Im
(
z1/2
)
> 0, x, y ∈ Rn, x 6= y, (5.11)
where H
(1)
ν (·) denotes the Hankel function of the first kind with index ν > 0 (cf.
[1, Sect. 9.1]), and ωn−1 is given by (5.6). We will directly work with the explicit
formula (5.11), even though one could also employ the Laplace transform connec-
tion between the resolvent and the semigroup of −∆ which manifests itself in the
formula,
En(z;x, y) =
ˆ
[0,∞)
(4πt)−n/2e−|x−y|
2/(4t)ezt dt, Re(z) < 0, x, y ∈ Rn, x 6= y.
(5.12)
Later on, we need the following reformulation of the Helmholtz Green’s function
in odd space dimensions. We will use an explicit expression for the Hankel function
of the first kind.
Lemma 5.11. Let n = 2n̂+ 1 ∈ N>3 odd, µ ∈ CRe>0. We denote
En(−z, r) := En(z;x, y), r > 0, z ∈ C\{0},
where x, y ∈ Rn are such that |x− y| = r. Then the following formula holds
En(µ, r) =
(√
µ
2
)n̂−1
(2πr)−n̂ e−
√
µr
n̂−1∑
k=0
(n̂+ k − 1)!
k!(n̂− k − 1)!
(
1
2
√
µr
)k
.
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Proof. Our branch of
√· is chosen such that √−z = i√z for all z ∈ C with Re(z) >
0. We use the following representation of the Hankel function of the first kind taken
from [57, 8.466.1],
H
(1)
n̂− 12
(z) =
√
2
πz
i−n̂eiz
n̂−1∑
k=0
(−1)k (n̂+ k − 1)!
k!(n̂− k − 1)!
1
(2iz)k
, n̂ ∈ N.
Hence,
En(µ, r) = i
4
(
2πr
iµ1/2
) 1
2−n̂
H
(1)
n̂− 12
(
iµ1/2r
)
=
i
4
(
2πr
iµ1/2
) 1
2−n̂
√
2
πiµ1/2r
i−n̂eiiµ
1/2r
n̂−1∑
k=0
(−1)k (n̂+ k − 1)!
k!(n̂− k − 1)!
1
(2iiµ1/2r)k
=
i
4
(
2πr
iµ1/2
) 1
2−n̂
√
2
πiµ1/2r
i−n̂e−µ
1/2r
n̂−1∑
k=0
(−1)k (n̂+ k − 1)!
k!(n̂− k − 1)!
1
(−2µ1/2r)k
=
(√
µ
2
)n̂−1
(2πr)−n̂ e−
√
µr
n̂−1∑
k=0
(n̂+ k − 1)!
k!(n̂− k − 1)!
(
1
2
√
µr
)k
. 
As a first corollary to be drawn from the explicit formula in the latter result, we
now derive some estimates of the Helmholtz Green’s function.
Lemma 5.12. Let n = 2n̂+ 1 ∈ N>3 odd, µ ∈ CRe>0. We denote
En(µ, r) := En(−µ;x, y), r > 0, (5.13)
with x, y ∈ Rn such that |x− y| = r. Then the following assertions (i)–(iii) hold:
(i) Assume that µ > 0, then for all r > 0,
En(µ, r) > 0. (5.14)
(ii) For all r > 0,
|En(µ, r)| 6
(√
cos(arg(µ))
)1−n̂
En(Re(µ), r). (5.15)
(iii) Assume that µ > 0, then for all r > 0,
exp (
√
µr/2) En(µ, r) 6 2n̂−1En(µ/4, r). (5.16)
Proof. Assertion (5.14) is clear due to the fact that En is the fundamental solution
of the positive, self-adjoint operator (−∆+µ). (Alternatively, one can also use the
explicit representation of En(·, ·) in Lemma 5.11.)
In view of Lemma 5.11, in order to prove (5.15), it suffices to prove the following
two facts,
|√µ|√
Re(µ)
=
1√
cos(arg(µ))
and |Re(√µ)| >
√
Re(µ). (5.17)
To show these assertions, let ̺ > 0 and ϑ ∈ (−π/2, π/2) such that µ = ̺eiϑ. Then√
µ =
√
̺eiϑ/2 =
√
̺ cos(ϑ/2) + i
√
̺ sin(ϑ/2) as well as
√
Re(µ) =
√
̺
√
cos(ϑ).
From √
cos(ϑ) =
√
(cos(ϑ/2))
2 − (sin(ϑ/2))2 6
√
(cos(ϑ/2))
2
= cos(ϑ/2),
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and
|√µ|√
Re(µ)
=
|√̺eiϑ/2|
√
̺
√
cos(arg(µ))
,
assertion (5.17) follows.
Finally, we turn to the proof of (5.16). Given the representation of En(·, ·) in
Lemma 5.11, one concludes that
exp
(√
µ
2
r
)
En(µ, r) = exp
(√
µ
2
r
)(√
µ
2
)n̂−1
(2πr)
−n̂
e−
√
µr
×
n̂−1∑
k=0
(n̂+ k − 1)!
k!(n̂− k − 1)!
(
1
2
√
µr
)k
=
(√
µ
2
)n̂−1
(2πr)
−n̂
e−
√
µ
2 r
n̂−1∑
k=0
(n̂+ k − 1)!
k!(n̂− k − 1)!
(
1
2
√
µr
)k
6 2n̂−1
(√
µ/4
2
)n̂−1
(2πr)
−n̂
e−
√
µ
4 r
n̂−1∑
k=0
(n̂+ k − 1)!
k!(n̂− k − 1)!
(
1
2
√
µ
4 r
)k
. 
Next, we obtain similar results for the derivative of the fundamental solution.
Lemma 5.13. Let n = 2n̂ + 1 ∈ N>3 odd. Then, for all µ ∈ CRe>0, there exists
qµ : R>0 → R>0 with qµ(| · |) ∈ L1(Rn), such that the following properties (i)–(iii)
hold:
(i) For all j ∈ {1, . . . , n} and µ ∈ C, Re(µ) > 0, and for all x, y ∈ Rn, x 6= y,
|∂j (ξ 7→ En(−µ; ξ, y)) (x)| 6 qµ(|x− y|). (5.18)
(ii) For all µ ∈ C, Re(µ) > 0,
qµ(r) 6
(
1/
√
cos(arg(µ))
)n̂
qRe(µ)(r), r > 0. (5.19)
(iii) For all µ > 0,
exp (
√
µr/2) qµ(r) 6 2
n̂qµ/4(r), r > 0. (5.20)
Proof. For r > 0, with En(µ, r) as in Lemma 5.12 (and with the help of Lemma
5.11), one obtains the following derivative of En(·, ·) with respect to the second
variable,
(∂rEn)(µ, r) = −
(√
µ
2
)n̂−1
(2π)−n̂e−
√
µr
×
n̂−1∑
k=0
(n̂+ k − 1)!
k!(n̂− k − 1)!
(
1
2
√
µ
)k
r−n̂−k−1 (
√
µr + (n̂+ k)) .
Define for r > 0,
qµ(r) :=
∣∣∣∣ (√µ2
)n̂−1
(2π)−n̂e−
√
µr
×
n̂−1∑
k=0
(n̂+ k − 1)!
k!(n̂− k − 1)!
(
1
2
√
µ
)k
r−n̂−k−1 (
√
µr + (n̂+ k))
∣∣∣∣.
(5.21)
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Then qµ(| · |) ∈ L1(Rn). Indeed, due to the presence of the e−
√
µr-term, only
integrability at x = 0 is an issue here. Since the order of the singularity of qµ(|x|)
at x = 0 is at most |x|−n since n̂+(n̂− 1)+1 = 2n̂ < 2n̂+1 = n, also integrability
of qµ(| · |) at x = 0 is ensured.
To prove (5.18), one observes that for fixed y ∈ Rn and y 6= x ∈ Rn,
|∂j (ξ 7→ En(µ, |ξ − y|)) (x)| = qµ(|x− y|)
∣∣∣∣xj − yj|x− y|
∣∣∣∣ 6 qµ(|x − y|).
The assertion in (5.19) follows analogously to that of (5.15) with an explicit rep-
resentation of
√
µ, together with the observation that 1/
√
cos(arg(µ)) > 1. The
same arguments apply to the proof of (5.20). 
Having established the preparations for estimating the integral kernel of products
of resolventsRµ of the Laplace operator and a multiplication operator Ψj, we finally
come to the fundamental estimates (5.23) in Lemma 5.14. All the following results
will be of a similar type. Namely, consider a product
Ψ1RµΨ2Rµ · · ·ΨmRµ, (5.22)
of smooth, bounded functions Ψj , j ∈ {1, . . . ,m}, identified as multiplication op-
erators in L2(Rn) and Rµ = (−∆+ µ)−1 for some µ ∈ CRe>0. If m is sufficiently
large (depending on the space dimension n), the operator introduced in (5.22) has
a continuous integral kernel t : Rn×Rn → C. Roughly speaking, we will show that
the behavior of x 7→ t(x, x) is determined by the (algebraic) decay properties of all
the functions Ψj , j ∈ {1, . . . , n}, that is, if Ψj decays like |x|−αj for large |x| for
some αj > 0, j ∈ {1, . . . ,m}, then x 7→ t(x, x) decays as |x|−
∑m
j=1 αj . We will,
however, need a more precise estimate. Namely, we also need to establish at the
same time the overall constant of this decay behavior as a function of µ. That is
why we needed to establish Proposition 5.8, see also Remark 5.15 below.
The precise statement regarding the estimate of the diagonal of such a continuous
integral kernel reads as follows:
Lemma 5.14. Let n = 2n̂+1 ∈ N>3, m > n̂+1, and assume that Ψ1, . . . ,Ψm+1 ∈
C∞b (R
n), and µ ∈ C, Re(µ) > 0. Assume that there exists αj , κj ∈ R>0, j ∈
{1, . . . ,m+ 1}, such that
|Ψj(x)| 6 κj(1 + |x|)−αj , x ∈ Rn, j ∈ {1, . . . ,m+ 1}.
Consider the integral kernels t and tk of T :=
∏m
j=1ΨjRµ and Tk :=
∏m+1
j=1 Ψj,kRµ,
respectively (cf. Remark 2.1), where Ψj,k = Ψj(1 − δjk) + δjkΨjQ, k ∈ {1, . . . , n},
with Rµ and Q given by (4.1) and (4.6), respectively. Then t and tk are continuous
and there exists κ′ > 0 such that
|t(x, x)| 6 κ′[1+(|x|/2)]−
∑m
j=1 αj , |tk(x, x)| 6 κ′[1+(|x|/2)]−
∑m+1
j=1 αj , x ∈ Rn.
(5.23)
For
√
Re(µ) > 2
∑m+1
j=1 αj, one can choose, with carg (µ) := cos(arg(µ))
−1/2,
κ′ =
[
(2carg (µ))
n̂−1]mκ1 · · ·κm( 4
Re(µ)
)m(√
Re(µ)
4
)n
c
in the first estimate in (5.23), and
κ′ = carg (µ)
[
(carg (µ))
n̂−1]m(2n̂)mκ1 · · ·κm+1( 4
Re(µ)
)m+1(√
Re(µ)
4
)n+1
c′
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in the second, with c and c′ given by (5.9) and (5.10), respectively.
Proof. We shall only prove the assertion for T . The other assertions follow from
the fact that the integral kernel of QRµ can be bounded by x 7→ cn̂arg(µ)µqRe(µ)(|x|),
see Lemma 5.13. Moreover, we shall exploit that the exponential estimates (5.16)
and (5.19) in Lemmas 5.12 and 5.13, respectively, are essentially the same.
The stated continuity of the integral kernels follows from 2m > 2n̂ + 2 > n,
Corollary 5.3, and Proposition 5.4. Indeed, Proposition 5.4 implies that
T ∈ L (Hℓ (Rn) , Hℓ+2m (Rn)) , ℓ ∈ R.
Thus, by Corollary 5.3,
t : Rn × Rn : (x, y) 7→ 〈δ{x}, T δ{y}〉
is continuous as 2m > n, with δ{x}, x ∈ Rn, defined in (5.3).
We denote the integral kernel of Rµ = (−∆+ µ)−1 by rµ. Then one notes that
rµ(x− y) = En(−µ;x, y) = En(µ; |x − y|).
For simplicity, we now assume that µ is real (one recalls the estimate |rµ| 6
carg(µ)rRe(µ) with a positive real number carg(µ) depending on arg(µ), see (5.15)).
One observes that
1
1 + |x1 + x| 6
1
1 + ||x1| − |x|| =
1
1 + |x| − |x1| 6
1
1 + 12 |x|
,
x, x1 ∈ Rn, |x|>2 |x1| .
On the other hand, one obviousy also has
1
1 + |x1 + x| 6 1, |x| 6 2 |x1| .
Introducing the sets,
B(R) :=
{
(x1, . . . .xm−1) ∈ (Rn)m−1
∣∣ max
16j6m−1
|xj | 6 R
}
,
∁B(R) := (Rn)
m−1 \B(R), R > 0,
one computes for x ∈ Rn, with κ˜ := κ1 · · ·κm+1,
|t(x, x)| =
∣∣∣∣Ψ1(x)ˆ
(Rn)m−1
rµ(x− x1)Ψ2(x1)rµ(x1 − x2) · · ·Ψm(xm−1)
× rµ(xm−1 − x) dnx1 · · · dnxm−1
∣∣∣∣
6
ˆ
(Rn)m−1
|Ψ1(x)| rµ(x − x1) · · · |Ψm(xm−1)| rµ(xm−1 − x)
× dnx1 · · · dnxm−1
=
ˆ
(Rn)m−1
|Ψ1(x)| rµ(x1) · · · |Ψm(xm−1 + x)| rµ(xm−1) dnx1 · · · dnxm−1
6 κ˜
ˆ
(Rn)m−1
(
1
1 + |x|
)α1
rµ(x1) · · ·
(
1
1 + |xm−1 + x|
)αm
× rµ(xm−1) dnx1 · · · dnxm−1
= κ˜
ˆ
B(|x|/2)
(
1
1 + |x|
)α1
rµ(x1) · · ·
(
1
1 + |xm−1 + x|
)αm
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× rµ(xm−1) dnx1 · · · dnxm−1
+ κ˜
ˆ
∁B(|x|/2)
(
1
1 + |x|
)α1
rµ(x1) · · ·
(
1
1 + |xm−1 + x|
)αm
× rµ(xm−1) dnx1 · · · dnxm−1
6
κ˜(
1 + 12 |x|
)∑m
j=1 αj
ˆ
B(|x|/2)
rµ(x1)rµ(x1 − x2) · · · rµ(xm−1)
× dnx1 · · · dnxm−1
+ κ˜
ˆ
∁B(|x|/2)
rµ(x1)rµ(x1 − x2) · · · rµ(xm−1) dnx1 · · · dnxm−1
6
κ˜(
1 + 12 |x|
)∑m
j=1 αj
ˆ
(Rn)m−1
rµ(x1)rµ(x1 − x2) · · · rµ(xm−1)
× dnx1 · · · dnxm−1
+ κ˜
ˆ
∁B(|x|/2)
rµ(x1)rµ(x1 − x2) · · · rµ(xm−1) dnx1 · · · dnxm−1.
By Lemma 5.9 one recalls that for x1, . . . , xm−1 ∈ Rn,
|x1|+
m−2∑
j=1
|xj+1 − xj |+ |xm−1| > max
16j6m−1
|xj | .
With the latter observation one estimates, using (5.16),ˆ
∁B(|x|/2)
rµ(x1)rµ(x1 − x2) · · · rµ(xm−1) dnx1 · · · dnxm−1
=
ˆ
∁B(|x|/2)
e−
√
µ
2 (|x1|+
∑m−2
j=1 |xj+1−xj|+|xm−1|)rµ
4
(x1)rµ
4
(x1 − x2) · · · rµ
4
(xm−1)
× dnx1 · · · dnxm−1
6 (2n̂−1)m
ˆ
∁B(|x|/2)
e−
√
µ
2 (max
m−1
j=1 |xj|)rµ
4
(x1)rµ
4
(x1 − x2) · · · rµ
4
(xm−1)
× dnx1 · · · dnxm−1
6 (2n̂−1)me−
√
µ
4 |x|
ˆ
∁B(|x|/2)
rµ
4
(x1)rµ
4
(x1 − x2) · · · rµ
4
(xm−1)
× dnx1 · · · dnxm−1
6 (2n̂−1)me−
√
µ
4 |x|
ˆ
(Rn)m−1
rµ
4
(x1)rµ
4
(x1 − x2) · · · rµ
4
(xm−1)
× dnx1 · · · dnxm−1.
The latter expression decays faster than any power of (1 + |x|)−1. In fact, given
Lemma 5.10, for
√
µ > 2
∑m+1
j=1 αj , one obtains e
−
√
µ
4 |x|[1 + (|x|/2)]
∑m+1
j=1 αj 6 1.
Hence, for some κ′ > 0,
|t(x, x)| 6 (2n̂−1)mκ′[1 + (|x|/2)]−
∑m
j=1 αj , x ∈ Rn.
For the more precise estimate, one observes thatˆ
(Rn)m−1
rµ
4
(x1)rµ
4
(x1 − x2) · · · rµ
4
(xm−1) dnx1 · · · dnxm−1 = Rmµ
4
δ{0}(0)
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and then applies Proposition 5.8 to estimate the latter expression. 
Remark 5.15. A further inspection of Lemma 5.14 reveals that if
√
Re(µ) > 2ℓ for
some ℓ 6
∑m+1
j=1 αj , one obtains the estimates
|t(x, x)| 6 [(2cargµ)n̂−1]mκ1 · · ·κm( 4
Re(µ)
)m(√
Re(µ)
4
)n
c[1 + (|x| /2)]−ℓ,
x ∈ Rn,
|tk(x, x)| 6 carg µ
[
(cargµ)
n̂−1]m2n̂mκ1 · · ·κm+1×
×
(
4
Re(µ)
)m+1(√
Re(µ)
4
)n+1
c′[1 + (|x|/2)]−ℓ, x ∈ Rn,
with c and c′ given by (5.9) and (5.10), respectively.
To illustrate the importance of this result, envisage a product as in (5.22) with
m factors, all of them decaying like |x|−1 as |x| → ∞. Later on, we shall see that in
certain integrals it suffices to estimate the diagonal decaying like |x|−n as |x| → ∞.
Thus, if m is fairly large compared to n, and hence Lemma 5.14 yields a decay like
|x|−m, we have to choose the real-part of µ rather large as the explicit constant is
only valid for
√
Re(µ) > m. But, if we are only interested in an estimate of the
type |x|−n, we may choose √Re(µ) a apriori just larger than n. ⋄
A readily applicable version of Lemma 5.14 reads as follows.
Lemma 5.16. Let n = 2n̂+ 1 ∈ N>3 odd, m > n̂+ 1, assume that Ψ1, . . . ,Ψm ∈
C∞b (R
n), and suppose that µ ∈ CRe>0. Let Rµ and Q be given by (4.6) and (4.1),
respectively. Assume that there exists αj , κj ∈ R>0, j ∈ {1, . . . ,m}, such that
|Ψj(x)| 6 κj(1 + |x|)−αj , x ∈ Rn, j ∈ {1, . . . ,m}.
Let ℓ ∈ {2, . . . ,m} and assume that there exists ε > 0 such that
|(QΨℓ) (x)| +
∣∣(Q2Ψℓ) (x)∣∣ 6 κℓ(1 + |x|)−αℓ−ε, x ∈ Rn.
If t denotes the integral kernel of
T :=
ℓ−2∏
j=1
(ΨjRµ)Ψℓ−1 [Rµ,Ψℓ]Rµ
m∏
j=ℓ+1
ΨjRµ
(cf. Remark 2.1 and (2.2)), then t is continuous on the diagonal and there exists
κ′ > 0 such that
|t(x, x)| 6 κ′[1 + (|x|/2)]−ε−
∑m
j=1 αj , x ∈ Rn.
If
√
Re(µ) > 2
∑m
j=1 αj + 2ε, then a possible choice for κ
′ is
κ′ = κ1 · · ·κm
(
4
Re(µ)
)m(√
Re(µ)
4
)n
d, (5.24)
where d :=
[
(2cargµ)
n̂−1]mc+ 2cn̂argµ[(carg µ)n̂−1]m−12n̂mc′, with c and c′ given by
(5.9) and (5.10), respectively.
Proof. One recalls from Lemma 4.4 (see also Remark 2.1) that
[Rµ,Ψℓ] = Rµ
(
Q2Ψℓ
)
Rµ + 2Rµ (QΨℓ)QRµ.
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Let t1 be the associated integral kernel of
Ψ1Rµ · · ·Ψℓ−1Rµ
(
Q2Ψℓ
)
RµRµΨℓ+1Rµ · · ·ΨmRµ
and t2 the one of
Ψ1Rµ · · ·Ψℓ−1Rµ (QΨℓ)QRµRµΨℓ+1Rµ · · ·ΨmRµ.
By hypothesis and by Lemma 5.14, for some constant κ′ > 0,
|t1(x, x)| + |t2(x, x)| 6 κ′[1 + (|x|/2)]−ε−
∑m
j=1 αj , x ∈ Rn. (5.25)
The quantitative version of this assertion (i.e., the fact that κ′ given by (5.24) is a
possible choice in the estimate (5.25)), also follows from Lemma 5.14. 
Finally, we state one more variant of Lemma 5.14.
Lemma 5.17. Let n = 2n̂+ 1 ∈ N>3 odd, m > n̂+ 1, assume that Ψ1, . . . ,Ψm ∈
C∞b (R
n), and µ ∈ C, Re(µ) > 0. Let Rµ be given by (4.6), and Q by (4.1). Let
ε, αj, κj ∈ R>0, and assume that for all j ∈ {1, . . . ,m} and ℓ ∈ {2, . . . ,m},
|Ψj(x)| 6 κj(1 + |x|)−αj , |(QΨℓ) (x)| +
∣∣(Q2Ψℓ) (x)∣∣ 6 κℓ[1 + (|x|/2)]−αℓ−ε,
x ∈ Rn.
Then for ℓ ∈ {1, . . . ,m}, the associated integral kernels hℓ and h˜ℓ of( ℓ∏
j=1
ΨjRµ
)( m∏
j=ℓ+1
Ψj
)
Rm−ℓµ and
( ℓ−1∏
j=1
ΨjRµ
)( m∏
j=ℓ
Ψj
)
Rm−ℓ+1µ ,
respectively (cf. Remark 2.1), satisfy for some κ′ > 0,∣∣hℓ(x, x) − h˜ℓ(x, x)∣∣ 6 κ′[1 + (|x|/2)]−ε−∑mj=1 αj , x ∈ Rn.
In addition, if
√
Re(µ) > 2
∑m
j=1 αj + 2ε, then a possible choice for κ
′ is given by
(5.24).
Proof. We will exploit Lemma 5.16 and note that hℓ− h˜ℓ is the associated integral
kernel of the operator( ℓ∏
j=1
ΨjRµ
)( m∏
j=ℓ+1
Ψj
)
Rm−ℓµ −
( ℓ−1∏
j=1
ΨjRµ
)( m∏
j=ℓ
Ψj
)
Rm−ℓ+1µ
=
(( ℓ−1∏
j=1
ΨjRµ
)
Ψℓ
)(
Rµ
( m∏
j=ℓ+1
Ψj
)
−
( m∏
j=ℓ+1
Ψj
)
Rµ
)
Rm−ℓµ
=
(( ℓ−1∏
j=1
ΨjRµ
)
Ψℓ
)([
Rµ,
( m∏
j=ℓ+1
Ψj
)])
Rm−ℓµ .
By hypothesis,∣∣∣∣( m∏
j=ℓ+1
Ψj
)
(x)
∣∣∣∣ 6 κℓ+1 · · ·κm(1 + |x|)−∑mj=ℓ+1 αj , x ∈ Rn.
Moreover, by the product rule one concludes that∣∣∣∣(Q m∏
j=ℓ+1
Ψj
)
(x)
∣∣∣∣ 6 κℓ+1 · · ·κm(1 + |x|)−ε−∑mj=ℓ+1 αj , x ∈ Rn,
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and thus also that∣∣∣∣(Q2 m∏
j=ℓ+1
Ψj
)
(x)
∣∣∣∣ 6 κℓ+1 · · ·κm(1 + |x|)−ε−∑mj=ℓ+1 αj , x ∈ Rn.
Hence, the assertion indeed follows from Lemma 5.16. 
Remark 5.18. Iterated application Lemma 5.17 shows that under the same assump-
tions, the integral kernels hm and h˜1 of( m∏
j=1
ΨjRµ
)
and
( m∏
j=1
Ψj
)
Rmµ ,
respectively, satisfy for some κ′ > 0,∣∣hm(x, x) − h˜1(x, x)∣∣ 6 κ′[1 + (|x|/2)]−ε−∑mj=1 αj , x ∈ Rn.
⋄
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6. Dirac-Type Operators
In this section, we discuss the operator L with a bounded smooth potential,
studied by Callias [22] in L2(Rn)p for a suitable p ∈ N. We compute its domain,
its adjoint and give conditions for the Fredholm property of this operator.
Let
H1j (R
n) :=
{
f ∈ L2(Rn) ∣∣ ∂jf ∈ L2(Rn)} , j ∈ {1, . . . , n},
where ∂jf denotes the distributional partial derivative of f ∈ L2(Rn) with respect
to the jth variable. One notes that (see also (5.1))
H1(Rn) =
⋂
j∈{1,...,n}
H1j (R
n) .
Remark 6.1. In the following, we make use of the so-called Euclidean Dirac algebra,
see Appendix A and Definition A.3 for the construction and some basic properties.
For dimension n ∈ N we denote the elements of this algebra by γj,n, j ∈ {1, . . . , n}.
One recalls that for n = 2n̂ or n = 2n̂+ 1 for some n̂ ∈ N one has
γ∗j,n = γj,n ∈ C2
n̂×2n̂ , γj,nγk,n + γk,nγj,n = 2δjkI2n̂ , j, k ∈ {1, . . . , n}. (6.1)
⋄
We are now in the position to properly define the operator L (and the underlying
supersymmetric Dirac-type operatorH) to be studied in the rest of this manuscript.
Definition 6.2. Let d ∈ N and suppose that Φ: Rn → Cd×d is a bounded measur-
able function assuming values in the space of d× d self-adjoint matrices. We recall
our convention H1(Rn)2
n̂d = H1(Rn)2
n̂ ⊗Cd. With this in mind, we introduce the
(closed ) operator L in L2(Rn)2
n̂d via
L :
{
H1(Rn)2
n̂d ⊆ L2(Rn)2n̂d → L2(Rn)2n̂d,
ψ ⊗ φ 7→
(∑n
j=1 γj,n∂jψ
)
⊗ φ+ (x 7→ ψ(x) ⊗ Φ(x)φ) . (6.2)
Henceforth, recalling (4.1), we shall abreviate
Q := Q⊗ Id =
( n∑
j=1
γj,n∂j
)
Id, (6.3)
and, with a slight abuse of notation, employ the symbol Φ also in the context of the
operation
Φ: ψ ⊗ φ 7→ (x 7→ ψ(x) ⊗ Φ(x)φ) , (6.4)
see also our notational conventions to suppress tensor products whenever possible,
collected in Section 2 and in Remark 2.1. Thus,
L = Q+Φ. (6.5)
Finally, the underlying (self-adjoint ) supersymmetric Dirac-type operator H in
L2(Rn)2
n̂d ⊕ L2(Rn)2n̂d is of the form
H =
(
0 L∗
L 0
)
. (6.6)
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A detailed treatment of supersymmetric Dirac-type operators can be found in
[95, Ch. 5].
For clarity, we kept the tensor product notation in (6.2)–(6.4), but from now on
we will typically dispense with tensor products to simplify notation.
In this section, we shall prove the following theorem:
Theorem 6.3 ([22, Corollary on p. 217]). Consider the operator L given by (6.2).
Assume, in addition, that Φ ∈ C∞b
(
Rn;Cd×d
)
, Φ(x) = Φ(x)∗, x ∈ Rn, and assume
there exists c > 0 such that |Φ(x)| > cId, x ∈ Rn, as well as (QΦ) (x) → 0 as
|x| → ∞. Then the operator
L = Q+Φ, dom(L) = dom(Q) = H1(Rn)2n̂d, (6.7)
is closed and Fredholm in L2(Rn)2
n̂d. Consequently, the supersymmetric Dirac-type
operator
H =
(
0 L∗
L 0
)
, dom(H) = H1(Rn)2
n̂d ⊕H1(Rn)2n̂d, (6.8)
is self-adjoint and Fredholm in L2(Rn)2
n̂d ⊕ L2(Rn)2n̂d.
In order to deduce Theorem 6.3, we need some preparations. The first result is
concerned with the operator Q in L2 (Rn)2
n̂
given by (4.1). Moreover, we will show
that Q is skew-self-adjoint and thus verify the estimate asserted in (4.4).
Theorem 6.4. Let n ∈ N>2 and hence γj,n ∈ C2n̂×2n̂ , j ∈ {1, . . . , n}, with n = 2n̂
or n = 2n̂+ 1, see Remark 6.1. Denote
∂j : H
1
j (R
n)2
n̂ ⊆ L2(Rn)2n̂ → L2(Rn)2n̂ , f 7→ ∂jf, j ∈ {1, . . . , n}.
Then the following assertions (i)–(iii) hold:
(i) ∂j is a skew-self-adjoint operator, j ∈ {1, . . . , n}.
(ii) γj,n∂j = ∂jγj,n is skew-self-adjoint, j ∈ {1, . . . , n}.
(iii) Q =
∑n
j=1 γj,n∂j, dom(Q) = H
1(Rn)2
n̂
is skew-self-adjoint (and thus closed )
in L2(Rn)2
n̂
.
Proof. By Fourier transform (see (5.2)), the operator ∂j is unitarily equivalent to
the operator given by multiplication by the function x 7→ ixj . The latter is a
multiplication operator taking values on the imaginary axis; thus, it is skew-self-
adjoint. Hence, so is ∂j , proving assertion (i).
Let j ∈ {1, . . . , n}. Assertion (ii) follows from observing that γj,n defines an
isomorphism from L2(Rn)2
n̂
into itself. Indeed, this follows from the fact that
γ2j,n = I2n̂ . Moreover, since γj,n is a constant coefficient matrix it leaves the space
C∞0 (R
n)2
n̂
invariant. The equality γj,n∂jφ = ∂jγj,nφ is clear for φ ∈ C∞0 (Rn)2
n̂
.
Hence, ∂jγj,n ⊇ γj,n∂j and it remains to show that C∞0 (Rn)2
n̂
is a core for ∂jγj,n.
Let ψ ∈ dom(∂jγj,n). Then there exists a sequence {ψk}k∈N in C∞0 (Rn)2
n̂
such
that ψk → γj,nψ as k → ∞ in D∂j , the domain of ∂j endowed with the graph
norm. Defining φk := γ
−1
j,nψk = γj,nψk ∈ C∞0 (Rn)2
n̂
, k ∈ N, one sees that φk →
ψ in L2(Rn)2
n̂
and ∂jγj,nφk = ∂jψk → ∂jγj,nψ in L2(Rn)2n̂ as k → ∞. Thus,
(γj,n∂j)
∗
= −∂jγ∗j,n = −∂jγj,n = −γj,n∂j .
Assertion (iii) is a bit more involved. We shall prove it in the next two steps. 
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We recall the following well-known fact in the theory of normal operators.
Theorem 6.5 (see, e.g., [52, p. 347]). Let H be a complex separable Hilbert space
and let A and B be self-adjoint, resolvent commuting operators acting on H. Then
A+ iB
is closed, densely defined, and
(A+ iB)
∗
= A− iB.
At this point we are ready to conclude the proof of Theorem 6.4:
Lemma 6.6. Let H be a complex, separable Hilbert space, A1, . . . , An be resol-
vent commuting skew-self-adjoint operators in H. Let {γk}k∈{1,...,n} be a family of
bounded linear self-adjoint operators in H, all commuting with Aj, j ∈ {1, . . . , n},
in the sense that γkAj = Ajγk, j, k ∈ {1, . . . , n}. Assume that the following equa-
tion holds,
γkγk′ + γk′γk = 2δkk′ , k, k
′ ∈ {1, . . . , n}.
Then
∑n
k=1 γkAk is closed on its natural domain
⋂n
k=1 dom(Ak), and(
n∑
k=1
γkAk
)∗
= −
n∑
k=1
γkAk. (6.9)
Proof. We prove (6.9) by induction on n. The case n = 1 follows from (γ1A1)
∗
=
A∗1γ
∗
1 = −A1γ1 = −γ1A1.
Next, assume the assertion holds for n ∈ N and consider the sum
A :=
n+1∑
k=1
γkAk = γ1A1 +
n+1∑
k=2
γkAk,
with its natural domain
⋂n
k=1 dom(Ak). Since γ
2
1 = IH, γ1 defines an isomorphism
from H into itself. Hence, A is closed if and only if γ1A is closed. One notes,(
γ1
n+1∑
k=2
γkAk
)∗
= −
n+1∑
k=2
γkAkγ1 = −
n+1∑
k=2
γkγ1Ak =
n+1∑
k=2
γ1γkAk = γ1
n+1∑
k=2
γkAk,
(6.10)
in addition, γ1γ1A1 = A1 is skew-self-adjoint. With the help of Theorem 6.5 it
remains to check whether the resolvents of A1 and γ1
∑n+1
k=2 γkAk commute. One
observes that for z ∈ ̺(A1),
(z −A1)−1 γ1
n+1∑
k=2
γkAk = γ1 (z −A1)−1
n+1∑
k=2
γkAk = γ1
n+1∑
k=2
γk (z −A1)−1Ak
⊆ γ1
n+1∑
k=2
γkAk (z − A1)−1 . (6.11)
Adding −z′ (z −A1)−1 for some z′ ∈ ̺
(
γ1
∑n+1
k=2 γkAk
)
to both sides of inclusion
(6.11), one obtains
− z′ (z −A1)−1 + (z −A1)−1 γ1
n+1∑
k=2
γkAk
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⊆ −z′ (z −A1)−1 + γ1
n+1∑
k=2
γkAk (z −A1)−1 .
Thus,
(z −A1)−1
(
z′ − γ1
n+1∑
k=2
γkAk
)
⊆
(
z′ − γ1
n+1∑
k=2
γkAk
)
(z −A1)−1 ,
implying(
z′ − γ1
n+1∑
k=2
γkAk
)−1
(z −A1)−1 ⊆ (z −A1)−1
(
z′ − γ1
n+1∑
k=2
γkAk
)−1
,
proving assertion (6.9) since the domain of the operator on the left-hand side is all
of H. 
For proving the Fredholm property of L = Q+Φ, we will employ stability of the
Fredholm property under relatively compact perturbations, or, in other words, that
the essential spectrum is invariant under additive relatively compact perturbations.
Thus, we need a compactness criterion and hence we recall the following compact-
ness result for multiplication operators, a consequence of the Rellich–Kondrachov
theorem, see [2, Theorem 6.3] (cf. and (5.1) for the definition of H1(Rn)).
Theorem 6.7. Let n ∈ N and φ ∈ L∞(Rn) such that for all ε > 0 there exists
Λ > 0 such that for all x ∈ Rn\B(0,Λ), |φ(x)| 6 ε. Then
φ :
{
H1(Rn)→ L2(Rn),
f 7→ φ(·)f(·), is compact.
Proof. As H1(Rn) is a Hilbert space, it suffices to prove that weakly convergent
sequences are mapped to norm-convergent sequences: Suppose that {fk}k∈N weakly
converges to some f in H1(Rn) and denote M := supk∈N ‖fk‖H1(Rn), which is finite
by the uniform boundedness principle. In particular, {fk}k∈N converges weakly
in H1(B(0,Λ)) for every Λ > 0. Hence, by the Rellich–Kondrachov theorem, for
all Λ > 0 the sequence {fk}k∈N converges in L2(B(0,Λ)). Next, let ε > 0. As
f ∈ L2(Rn), there exists Λ0 > 0 such that ‖fχB(0,Λ0)−f‖L2 6 ε, where we denoted
by χB(0,Λ0) the cut-off function being 1 on the ball B(0,Λ0) and 0 elswhere. One
can find Λ > Λ0 such that |φ(x)| 6 ε for |x| > Λ, and k0 ∈ N such that for all
k > k0, one has ‖fkχB(0,Λ) − fχB(0,Λ)‖L2 6 ε. Thus, for k > k0 one arrives at
‖φfk − φf‖2 =
∥∥φfkχB(0,Λ) − φfχB(0,Λ)∥∥2L2 + ∥∥φfkχRn\B(0,Λ) − φfχRn\B(0,Λ)∥∥2L2
6 ‖φ‖2L∞ε2 + ε2 (2M)2 . (6.12)

Remark 6.8. The latter theorem has the following easy but important corollary:
In the situation of Theorem 6.7, let H be a Hilbert space continuously embedded
into H1(Rn), for instance, H = H2(Rn) (cf. (5.1)), then the operator φH→L2 of
multiplying by φ considered from H to L2(Rn) is compact. Denoting by ι : H →
H1(Rn) the continuous embedding, which exists by hypothesis, one observes that
φH→L2(Rn) = φH1(Rn)→L2(Rn) ◦ ι,
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with φH1(Rn)→L2(Rn) being the operator discussed in Theorem 6.7. Hence, the
operator φH→L2(Rn) is compact as a composition of a continuous and a compact
operator. ⋄
The proof of Theorem 6.3 will rest on the observation that L is Fredholm if and
only if the essential spectra of L∗L and LL∗ have strictly positive lower bounds.
Thus, we formulate two propositions describing the opertors L∗L and LL∗ in bit
more detail:
Proposition 6.9. The operator L given by (6.2) is closed and densely defined in
L2(Rn)2
n̂d and
L∗ = −Q+Φ, dom(L∗) = dom (L) = H1(Rn)2n̂d. (6.13)
Proof. Since the operator of multiplication with the function Φ is bounded and
self-adjoint, the assertion is immediate from Theorem 6.4. 
Proposition 6.10. Assume that Φ ∈ C∞b
(
Rn;Cd×d
)
is pointwise self-adjoint, that
is, Φ(·) = Φ(·)∗. For L = Q+Φ given by (6.2), one then has (cf. (6.4)),
L∗L = −∆I2n̂d − C +Φ2 and LL∗ = −∆I2n̂d + C +Φ2, (6.14)
where
C =
n∑
j=1
γj,n(∂jΦ) = (QΦ), (6.15)
see also Remark 2.1. Moreover,
dom(L∗L) = dom(LL∗) = H2(Rn)2
n̂d (6.16)
(see (5.1) for a definition of the latter ).
Proof. At first one observes that if ψ ∈ Hk(Rn)2n̂d and Lψ ∈ Hk(Rn)2n̂d, then
ψ ∈ Hk+1(Rn)2n̂d. Indeed, from Lψ = Qψ+Φψ, one infers ψ+Qψ = ψ+Lψ+Φψ ∈
Hk(Rn)2
n̂d by the differentiablity of Φ. By Theorem 6.4, the operatorQ is skew-self-
adjoint and therefore −1 ∈ ̺(Q). Hence, ψ = (Q+ I)−1(Q+ I)ψ ∈ Hk+1(Rn)2n̂d.
Therefore, if ψ ∈ dom(L) = H1(Rn)2n̂d with Lψ ∈ dom(L∗) = H1(Rn)2n̂d, then
ψ ∈ H2(Rn)2n̂d. On the other hand, if ψ ∈ H2(Rn)2n̂d, then also ψ ∈ dom(L∗L).
The same reasoning applies to LL∗.
Next, we compute L∗L. With Proposition 6.9 one obtains
L∗L = (−Q+Φ)(Q+Φ) = −QQ+ΦQ−QΦ+ Φ2
and
LL∗ = (Q+Φ)(−Q+Φ) = −QQ− ΦQ+QΦ+ Φ2.
Recalling −QQ = −∆I2n̂d from (4.3), one concludes the proof with the observation
ΦQ−QΦ = ΦQ− ΦQ+ C = C, applying the product rule. 
We may now come to the proof of the Fredholm property of L = Q + Φ with
smooth potential Φ satisfying for some c > 0, |Φ(x)| > cId, x ∈ Rn, as well as
satisfying C(x) = (QΦ)(x)→ 0 as |x| → ∞:
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Proof of Theorem 6.3. By hypothesis, (Φ(x))
2
= |Φ(x)|2 > c2Id, x ∈ Rn. From
−∆Id +Φ2 > c2Id,
one deduces that the spectrum of −∆Id+Φ2 is contained in [c2,∞). In particular,
one concludes that the essential spectrum σess(−∆Id + Φ2) of −∆Id + Φ2 is also
contained in [c2,∞). Since x 7→ C(x) = (QΦ) (x) satisfies the condition imposed on
Φ in Theorem 6.7, one infers that C is −∆Id+Φ2-compact, since the domain of the
latter (closed) operator coincides with H2(Rn)d, which is continuously embedded
into H1(Rn)d. Recalling Proposition 6.10, that is,
L∗L = −∆I2n̂d − C +Φ2,
one obtains σess(L
∗L) = σess(−∆Id + Φ2) ⊆ [c2,∞), as the essential spectrum is
invariant under additive relatively compact perturbations (see, e.g., [71, Theorem
5.35]). In particular, 0 /∈ σess(L∗L) implying that L∗L is Fredholm. By a similar
argument applied to LL∗, one deduces the Fredholm property of L (using that
ker(L) = ker(L∗L) and ker(L∗) = ker(LL∗)). 
In the following sections, we are interested in a particular subclass of potentials
Φ. In particular, we focus on potentials for which we may apply Theorem 3.4. A
first main focus is set on potentials satisfying the properties stated in Definition
6.11, the so-called admissible potentials. The reader is referred to Section 10 and
beyond for possible generalizations. It should be noted, however, that for more
general potentials the derivations and arguments are more involved than for the
ones mentioned in Definition 6.11. In fact, the main reason being assumption (ii)
on the invertibility of Φ everywhere. It is known (see the end of Section 10) that
the operator L = Q+ Φ has index 0 for Φ satisfying Definition 6.11. Later on, we
shall see that the study of potentials being invertible on complements of large balls
around 0 can be reduced to the study of potentials being invertible everywhere
except on a sufficiently small ball around 0. The arguments for the latter case,
in turn, rest on the perturbation theory for the Helmholtz equation, see Section
11. Hence, the derivation for the index formula for potentials being invertible
everywhere except on a sufficiently small ball can be regarded as a perturbed version
of the arguments given for admissible potentials. Therefore, we chose to present
the core arguments for the by far simpler case of admissible potentials first.
The precise notion of what we call admissible potentials reads as follows.
Definition 6.11. Let Φ: Rn → Cd×d for some d, n ∈ N. We call Φ admissible, if
the following conditions (i)–(iii) hold:
(i) (smoothness ) Φ ∈ C∞b
(
Rn;Cd×d
)
.
(ii) (invertibility and self-adjointness ) for all x ∈ Rn, Φ(x)∗ = Φ(x) = Φ(x)−1.
(iii) (asymptotics of the derivatives ) for all α ∈ Nn0 , there exists κ > 0 and ε > 1/2
such that
‖(∂αΦ)(x)‖ 6
{
κ(1 + |x|)−1, |α| = 1,
κ(1 + |x|)−1−ε, |α| > 2,
x ∈ Rn,
where we employed multi-index notation and used the convention |α| =∑nj=1 αj .
Remark 6.12. If Ψ ∈ C∞b
(
Rn\B(0, 1);Cd×d) is homogeneous of order 0, that is, for
all x ∈ Rn\{0}, Ψ(x) = Ψ(x/|x|), then Ψ satisfies Definition 6.11 (iii). Indeed, one
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computes for x = {xj}j∈{1,...,n} ∈ Rn\{0} and j ∈ {1, . . . , n},
∂j
( ·
|·|
)
(x) =
1
|x|

0
...
1
...
0
−
xj
|x|3

x1
...
xj
...
xn
 ,
and
(∂jΨ) (x) = ∂j
(
Ψ ◦
( ·
|·|
))
(x)
=
(
(∂1Ψ) (x/ |x|) · · · (∂jΨ) (x/ |x|) · · · (∂nΨ) (x/ |x|)
)
×

1
|x|

0
...
1
...
0
−
xj
|x|3

x1
...
xj
...
xn


=
1
|x|
n∑
k=1
(∂kΨ)
(
x
|x|
)(
δkj − xkxj|x|2
)
,
establishing the assertion. We note that Callias [22] assumes that the potential
“approaches a homogeneous function of order 0 as |x| → ∞” such that Definition
6.11 (iii) is satisfied. ⋄
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7. Derivation of the Trace Formula – The Trace Class Result
In this section, we shall prove the applicability of Theorem 3.4 for the operator
L = Q+Φ (7.1)
in L2(Rn)2
n̂d as introduced in (6.2) with
Q =
n∑
j=1
γj,n∂j
given by (6.3) (or (4.1)) and an admissible potential Φ, see Definition 6.11. More
precisely, we seek to establish that the operator
χΛBL(z) = zχΛ tr2n̂d
(
(L∗L+ z)−1 − (LL∗ + z)−1 ), z ∈ ̺(−LL∗) ∩ ̺(−L∗L),
(7.2)
belongs to the trace class B1
(
L2(Rn)
)
, where tr2n̂d is given in (3.1) and χΛ is the
multiplication operator of multiplying with the characteristic function of the ball
centered at 0 with radius Λ > 0, that is,
χΛ(x) :=
{
1, x ∈ B(0,Λ),
0, x ∈ Rn\B(0,Λ). (7.3)
Regarding Theorem 3.4 (with TΛ = χΛ and S
∗
Λ = IL2(Rn)), we are then inter-
ested in computing the limit for Λ → ∞ of trL2(Rn)(χΛBL(z)). This requires
showing that χΛBL(z) is indeed trace class for all Λ > 0. The limit z → 0 of
limΛ→∞ trL2(Rn)(χΛBL(z)) (provided it exists in an appropriate way, see (3.5) in
Theorem 3.4) then corresponds to the index of L. It turns out that to compute
the limit of z → 0 in the expression limΛ→∞ trL2(Rn)(χΛBL(z)) is rather straight-
forward (see also Theorem 10.1), once the respective formula is established2. The
main theorem, which we shall prove in the next two sections, reads as follows.
Theorem 7.1. Let z ∈ ̺ (−LL∗) ∩ ̺ (−L∗L) with Re(z) > −1 and n ∈ N>3
odd. Suppose that Φ is admissible (see Definition 6.11).Then the operator χΛBL(z)
with BL(z) and χΛ given by (7.2) and (7.3), respectively, is trace class, the limit
f(z) := limΛ→∞ tr(χΛBL(z)) exists and is given by
f(z) = (1 + z)−n/2
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! limΛ→∞
1
2Λ
n∑
j,i1,...,in−1=1
εji1...in−1
×
ˆ
ΛSn−1
tr(Φ(x)(∂i1Φ)(x) . . . (∂in−1Φ)(x))xj d
n−1σ(x),
(7.4)
where εji1...in−1 denotes the ε-symbol as in Proposition A.8.
In order to deduce the latter theorem, we shall have a deeper look into the inner
structure of BL(z). A first step toward our goal is the following result.
2From now on, we shall only furnish the internal trace, introduced in Definition 3.1, of operators
living on an orthogonal sum of a Hilbert space, with an additional subscript. The operator tr
without subscript will always refer to the trace of a trace class operator acting in some fixed
underlying Hilbert space. In particular, for A ∈ Cd×d, the expression tr(A) denotes the sum of
the diagonal entries.
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Lemma 7.2. Let L and BL(z) be given by (7.1) and (7.2), respectively. Then for
all z ∈ ̺(−LL∗) ∩ ̺(−L∗L),
2BL(z) = tr2n̂d
([
L,L∗ (LL∗ + z)−1
])− tr2n̂d ([L∗, L (L∗L+ z)−1 ])
(where [·, ·] represents the commutator symbol, cf. (2.2)).
Proof. Let z ∈ ̺ (−LL∗) ∩ ̺ (−L∗L). One computes
[L,L∗ (LL∗ + z)−1] = LL∗ (LL∗ + z)−1 − L∗ (LL∗ + z)−1 L
= (LL∗ + z) (LL∗ + z)−1 − z (LL∗ + z)−1 − (L∗L+ z)−1 L∗L
= 1− z (LL∗ + z)−1 − (L∗L+ z)−1 (L∗L+ z) + (L∗L+ z)−1 z
= 1− z (LL∗ + z)−1 − 1 + (L∗L+ z)−1 z
= z (L∗L+ z)−1 − z (LL∗ + z)−1 ,
and, interchanging the roles of L and L∗, one concludes
[L∗, L (L∗L+ z)−1] = z (LL∗ + z)−1 − z (L∗L+ z)−1 . 
The forthcoming Proposition 7.4 gives a more detailed description of the com-
mutators describing BL(z) just derived in Lemma 7.2. First, we need a prerequisit
of a more general nature.
Lemma 7.3. Let n ∈ N, B ∈ B(L2(Rn)2n̂d, L2(Rn)2n̂d) and let Q and γj,n, j ∈
{1, . . . , n}, as in (6.3) and in Remark 6.1, respectively. Then, on the common
natural domain of the operator sums involved, one has
tr2n̂d([Q, B]) =
n∑
j=1
tr2n̂d([∂j , γj,nB]) =
n∑
j=1
tr2n̂d([∂j , Bγj,n]).
Proof. One computes with the help of Proposition 3.3 and the fact γj,n∂j = ∂jγj,n,
tr2n̂d(QB −BQ) =
n∑
j=1
tr2n̂d (γj,n∂jB −Bγj,n∂j)
=
n∑
j=1
[tr2n̂d (γj,n∂jB)− tr2n̂d ((Bγj,n) ∂j)]
=
n∑
j=1
[tr2n̂d (∂jγj,nB)− tr2n̂d((γj,nB) ∂j)]
=
n∑
j=1
tr2n̂d([∂j , γj,nB]).
The second equality can be shown similarly. 
The following proposition represents the core of the derivation of the index for-
mula. Once it is proven that χΛBL(z) is trace class, with the trace being computed
as the integral over the diagonal of the respective integral kernel, equation (7.5) will
be the key for computing the trace. More precisely, the first summand is a sum of
commutators of certain operators with partial derivatives. For the respective inte-
gral kernels, this will give us an expression as in Lemma 5.6 (see also (5.5)), which
will enable us to use Gauss’ divergence theorem, explaining the surface integral in
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(7.4). Furthermore, the second summand in equation (7.5) as can be seen in equa-
tion (7.7) is basically a commutator of an integral operator and a multiplication
operator. The integral kernels of this type of operators have been shown to vanish
on the diagonal in Proposition 5.5, thus, (7.7) will give a vanishing contribution to
the trace of BL(z).
Proposition 7.4 ([22, Proposition 1, p. 219]). Let L be given by (7.1) and z ∈
̺(−L∗L) ∩ ̺(−LL∗). Then BL(z) given by (7.2) satisfies
2BL(z) =
n∑
j=1
[
∂j , J
j
L(z)
]
+AL(z), (7.5)
where
JjL(z) = tr2n̂d
(
L (L∗L+ z)−1 γj,n
)
+ tr2n̂d
(
L∗ (LL∗ + z)−1 γj,n
)
, j ∈ {1, . . . , n},
(7.6)
and
AL(z) = tr2n̂d
([
Φ, L∗(LL∗ + z)−1
])− tr2n̂d ([Φ, L(L∗L+ z)−1]), (7.7)
with γj,n as in Remark 6.1 or Appendix A.
Proof. One recalls that L∗ = −Q+Φ from Proposition 6.9. From Lemma 7.2, one
infers that
2BL(z) = tr2n̂d
([
L,L∗(LL∗ + z)−1
])− tr2n̂d ([L∗, L(L∗L+ z)−1])
= tr2n̂d
([Q+Φ, L∗(LL∗ + z)−1])− tr2n̂d ([−Q+Φ, L(L∗L+ z)−1])
= tr2n̂d
([Q, L∗(LL∗ + z)−1])+ tr2n̂d ([Q, L(L∗L+ z)−1])
+ tr2n̂d
([
Φ, L∗(LL∗ + z)−1
])− tr2n̂d ([Φ, L(L∗L+ z)−1]).
The equations
tr2n̂d
([Q, L∗(LL∗ + z)−1]) = n∑
j=1
tr2n̂d
([
∂j , L
∗(LL∗ + z)−1γj,n
])
,
and
tr2n̂d
([Q, L(L∗L+ z)−1]) = n∑
j=1
tr2n̂d
([
∂j , L(L
∗L+ z)−1γj,n
])
follow from Lemma 7.3. 
Next, we show that (a modification in the sense of Theorem 3.4 of) BL(z) gives
rise to trace class operators. Before doing so in Theorem 7.8, we need a different
representation of BL(z) in terms of powers of the resolvent of the (free) Laplacian.
One notes that for z ∈ C, with Re(z) > supx∈Rn maxj ‖∂jΦ(x)‖ − 1, one has
‖CR1+z‖ < 1, with C given by (6.15). Hence, by Proposition 6.10, equation (6.14),
one obtains
(L∗L+ z)−1 = (−∆I2n̂d − C + (1 + z))−1
= ((−∆I2n̂d + (1 + z)) (I2n̂d −R1+zC))−1
= (I2n̂d −R1+zC)−1R1+z
=
∞∑
k=0
(R1+zC)
k
R1+z , , (7.8)
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and, similarly,
(LL∗ + z)−1 = (−∆I2n̂d + C + (1 + z))−1 =
∞∑
k=0
(−R1+zC)k R1+z . (7.9)
Consequently, by analytic continuation, one obtains for z ∈ ̺(−L∗L) ∩ ̺(−LL∗)
with Re(z) > −1,
(L∗L+ z)−1 =
N∑
k=0
(R1+zC)
k
R1+z + (R1+zC)
N+1
(L∗L+ z)−1 , (7.10)
and
(LL∗ + z)−1 =
N∑
k=0
(−R1+zC)k R1+z + (−R1+zC)N+1 (LL∗ + z)−1 , (7.11)
for all N ∈ N. Focussing on resolvent differences, one gets the following proposition:
Proposition 7.5. Let z ∈ CRe>−1. One recalls L = Q+Φ as in (7.1), C = (QΦ)
from (6.15), and R1+z in (4.6).
(i) If Re(z) > supx∈Rn maxj ‖(∂jΦ)(x)‖ − 1, then z ∈ ̺ (−L∗L) ∩ (−LL∗) and
(L∗L+ z)−1 − (LL∗ + z)−1 = 2
∞∑
k=0
(R1+zC)
2k+1 R1+z = 2
∞∑
k=0
R1+z (CR1+z)
2k+1 ,
as well as
(L∗L+ z)−1 + (LL∗ + z)−1 = 2
∞∑
k=0
(R1+zC)
2k R1+z = 2
∞∑
k=0
R1+z (CR1+z)
2k .
(ii) If z ∈ ̺(−L∗L) ∩ ̺(−LL∗) and Re(z) > −1, then for all N ∈ N,
(L∗L+ z)−1 − (LL∗ + z)−1
= 2
N∑
k=0
R1+z (CR1+z)
2k+1
+
(
(L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)2N+2
= 2
N∑
k=0
R1+z (CR1+z)
2k+1
+
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
2N+3
,
and
(L∗L+ z)−1 + (LL∗ + z)−1
= 2
N∑
k=0
R1+z (CR1+z)
2k +
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
2N+2 .
Proof. (i) This is a direct consequence of equations (7.8) and (7.9).
(ii) For z as in part (i) one computes, similarly to (7.10) and (7.11), with the help
of item (i) for N ∈ N,
(L∗L+ z)−1 − (LL∗ + z)−1
= 2
N∑
k=0
R1+z (CR1+z)
2k+1
+ 2
∞∑
k=N+1
R1+z (CR1+z)
2k+1
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= 2
N∑
k=0
R1+z (CR1+z)
2k+1
+ 2
∞∑
k=0
R1+z (CR1+z)
2k+2N+2+1
= 2
N∑
k=0
R1+z (CR1+z)
2k+1
+ 2
∞∑
k=0
R1+z (CR1+z)
2k+1
(CR1+z)
2N+2
= 2
N∑
k=0
R1+z (CR1+z)
2k+1
+ 2
∞∑
k=0
R1+z (CR1+z)
2k
(CR1+z)
2N+3
.
Hence,
(L∗L+ z)−1 − (LL∗ + z)−1
= 2
N∑
k=0
R1+z (CR1+z)
2k+1
+
(
(L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)2N+2
= 2
N∑
k=0
R1+z (CR1+z)
2k+1
+
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
2N+3
,
again by part (i). Analytic continuation implies the asserted equalities. (The second
term in item (ii) is treated analogously). 
Before starting the proof that χΛBL(z), with BL(z) given by (7.2), is trace
class, and then prove the trace formula in Theorem 7.1 for this operator, a closer
inspection of the operators occuring in Proposition 7.4 with the help of Proposition
7.5 is in order. In particular, the principal aim of Lemma 7.7, is twofold: on one
hand, we will prove that the power series representation of BL(z), basically derived
in Proposition 7.5, starts with an operator essentially of the form
R1+z (CR1+z)
2k+1
for some k ∈ N0. For this kind of operators we have a trace class criterion at hand,
Theorem 4.7 together with Corollary 4.3. On the other hand, we also prove repre-
sentation formulas for the operators in (7.6) and (7.7). These formulas also start
with operators involving high powers of R1+z. This leads to continuity and differ-
entiability properties for the corresponding integral kernels enabling the application
of Proposition 5.5 and Lemma 5.6.
The key idea for proving Lemma 7.7, contained in Lemma 7.6, is to use the
cancellation properties of the Euclidean Dirac algebra under the trace sign. For the
Euclidean Dirac algebra we refer to Definition A.3; moreover, we refer to Proposi-
tion A.8 for the cancellation properties.
Lemma 7.6. Let L = Q + Φ be given by (7.1). Let z ∈ C with Re(z) > −1 and
z ∈ ̺ (−L∗L) ∩ ̺ (−LL∗) and recall C = [Q,Φ], k ∈ N odd. If either k < n or n is
even, then
tr2n̂d
(
R1+z
(
CR1+z
)k)
= 0.
Proof. One observes using the fact that γj,n, j ∈ {1, . . . , n}, commutes with both
R1+z and (∂ℓΦ), ℓ ∈ {1, . . . , n} (cf. Remark 6.1), that
R1+z
(
CR1+z
)k
= R1+z
( n∑
ℓ=1
γℓ,n(∂ℓΦ)R1+z
)k
54 F. GESZTESY AND M. WAURICK
= R1+z
n∑
ℓ1,··· ,ℓk=1
γℓ1,n(∂ℓ1Φ)R1+z · · · γℓk,n(∂ℓkΦ)R1+z
=
n∑
ℓ1,...,ℓk=1
γℓ1,n · · · γℓk,nR1+z(∂ℓ1Φ)R1+z · · · (∂ℓkΦ)R1+z.
Next, employing
tr2n̂d
(
γℓ1,n · · · γℓk,nR1+z(∂ℓ1Φ)R1+z · · · (∂ℓkΦ)R1+z
)
= tr2n̂
(
γℓ1,n · · · γℓk,n
)
trd
(
R1+z(∂ℓ1Φ)R1+z · · · (∂ℓkΦ)R1+z
)
for all i1, . . . , ik ∈ {1, . . . , n}, one concludes that
tr2n̂d
(
R1+z
(
CR1+z
)k)
= 0,
by Proposition A.8. 
Lemma 7.7. Let L = Q + Φ be given by (7.1). Let z ∈ C with Re(z) > −1 and
z ∈ ̺ (−L∗L) ∩ ̺ (−LL∗). One recalls BL(z), JjL(z), and AL(z) given by (7.2),
(7.6), and (7.7), respectively, as well as R1+z given by (4.6). Then the following
assertions hold:
(i) For all odd n ∈ N>3,
2BL(z) =
n∑
j=1
[
∂j , J
j
L(z)
]
+AL(z) (7.12)
= z tr2n̂d
(
2(R1+zC)
nR1+z +
(
(L∗L+ z)−1 − (LL∗ + z)−1)(CR1+z)n+1),
and, for all j ∈ {1, . . . , n},
JjL(z) = 2 tr2n̂d
(
γj,nQ(R1+zC)n−2R1+z
)
+ 2 tr2n̂d
(
γj,nΦ(R1+zC)
n−1R1+z
)
+ tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n
)
+ tr2n̂d
(
γj,nΦ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n
)
,
and
AL(z) = tr2n̂d
([
Φ,Φ
(
2(R1+zC)
nR1+z +
(
(L∗L+ z)−1 − (LL∗ + z)−1)
× (CR1+z)n+1
)])
− tr2n̂d
([
Φ,Q(2(R1+zC)n−1R1+z + ((L∗L+ z)−1 − (LL∗ + z)−1)
× (CR1+z)n
)])
.
(ii) For all even n ∈ N,
BL(z) = 0. (7.13)
Proof. From Proposition 7.5, one has for Re(z) > −1 and all N ∈ N,
(L∗L+ z)−1 − (LL∗ + z)−1
= 2
N∑
k=0
R1+z(CR1+z)
2k+1 +
(
(L∗L+ z)−1 − (LL∗ + z)−1)(CR1+z)2N+2.
In addition, using Lemma 7.6, one deduces that for n even,
tr2n̂d
(
(L∗L+ z)−1 − (LL∗ + z)−1) = 0,
THE CALLIAS INDEX FORMULA REVISITED 55
and, for n odd,
tr2n̂d
(
(L∗L+ z)−1 − (LL∗ + z)−1)
= tr2n̂d
(
2(R1+zC)
nR1+z +
(
(L∗L+ z)−1 − (LL∗ + z)−1)(CR1+z)n+1).
This proves (7.12).
In a similar fashion, using again Proposition 7.5 and the “cyclicity property” of
tr2n̂d (see Proposition 3.3), one obtains
tr2n̂d
(
L (L∗L+ z)−1 γj,n
)
+ tr2n̂d
(
L∗ (LL∗ + z)−1 γj,n
)
= tr2n̂d
(
L (L∗L+ z)−1 γj,n + L∗ (LL∗ + z)
−1 γj,n
)
= tr2n̂d
(
(Q+Φ) (L∗L+ z)−1 γj,n + (−Q+Φ) (LL∗ + z)−1 γj,n
)
= tr2n̂d
(Q (L∗L+ z)−1 γj,n −Q (LL∗ + z)−1 γj,n)
+ tr2n̂d
(
Φ
(
(L∗L+ z)−1 γj,n + (LL∗ + z)
−1
γj,n
))
= tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 − (LL∗ + z)−1 ))
+ tr2n̂d
(
γj,nΦ
(
(L∗L+ z)−1 + (LL∗ + z)−1
))
= 2 tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
+ 2 tr2n̂d
(
γj,nΦ (R1+zC)
n−1
R1+z
)
+ tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
+ tr2n̂d
(
γj,nΦ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
,
and
AL(z) = tr2n̂d
([
Φ, L∗ (LL∗ + z)−1
])− tr2n̂d ([Φ, L (L∗L+ z)−1 ])
= tr2n̂d
([
Φ, L∗ (LL∗ + z)−1 − L (L∗L+ z)−1 ])
= tr2n̂d
([
Φ,Φ (LL∗ + z)−1 − Φ (L∗L+ z)−1 ])
− tr2n̂d
([
Φ,Q (L∗L+ z)−1 +Q (LL∗ + z)−1 ])
= tr2n̂d
([
Φ,Φ
(
(LL∗ + z)−1 − (L∗L+ z)−1 )])
− tr2n̂d
([
Φ,Q( (L∗L+ z)−1 + (LL∗ + z)−1 )])
= tr2n̂d
([
Φ,Φ
(
2 (R1+zC)
nR1+z +
(
(L∗L+ z)−1 − (LL∗ + z)−1 )
× (CR1+z)n+1
)])
− tr2n̂d
([
Φ,Q(2 (R1+zC)n−1R1+z + ( (L∗L+ z)−1 + (LL∗ + z)−1 )
× (CR1+z)n
)])
. 
One important upshot of Lemma 7.7 is the fact (7.13), implying that only odd
dimensions are of interest when computing the index of L. Thus, we will focus on
the case n odd, only.
The next theorem concludes this section and asserts that the trace class assump-
tions on BL(z) in Theorem 3.4 are satisfied for BL(z) given by (7.2). As the se-
quence {TΛ}Λ we shall use {χΛ}Λ the sequence of multiplication operators induced
by multiplying with the cut-off (characteristic) function χΛ. The sequence {S∗Λ}Λ
is set to be the constant sequence SΛ = IL2(Rn) for all Λ. Clearly, χΛ ∈ Ln+1(Rn)
for all Λ > 0.
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Theorem 7.8. Let n ∈ N>3 odd, L = Q+Φ given by (7.1). Then there exists δ > 0
such that for all z ∈ ̺ (−L∗L) ∩ ̺ (−LL∗) and Λ > 0, the operator χΛBL(z) with
BL(z) given by (7.2) is trace class with z 7→ tr(|χΛBL(z)|) bounded on B(0, δ)\{0}.
Proof. We start by showing that z 7→ χΛR1+z
(
(CR1+z)
n
)
is trace class with
trace class norm being bounded around a neighborhood of 0, where C = (QΦ) =∑n
j=1 γj,n (∂jΦ) is given by (6.15), see also Remark 2.1, and R1+z is given by (4.6).
Using n = 2n̂+ 1 we write
χΛR1+z
(
CR1+z)
n
)
=
(
χΛR1+z (CR1+z)
n̂
)(
(CR1+z)
n̂+1
)
.
By Theorem 4.7 the operators(
χΛR1+z (CR1+z)
n̂
)
and
(
(CR1+z)
n̂+1
)
are Hilbert–Schmidt by the admissability of Φ (in this context, see, in particular,
Definition 6.11 (iii)). Moreover, the boundedness of z 7→ χΛ tr2n̂d (R1+zC)n with
respect to the norm in B1
(
L2 (Rn)
)
around a neighborhood of 0, now follows from
Theorem 4.2 together with the estimates in Theorem 4.7 and Lemma 4.5 (we note
that we apply these statements for µ = 1 + z with z ∈ CRe>−1).
One recalls (employing the spectral theorem) that for all self-adjoint operators
A on a Hilbert space H with 0 being an isolated eigenvalue, the operator family
z 7→ z (A+ z)−1 is uniformly bounded on B(0, δ) for some δ > 0. By Lemma 7.7,
(7.12), the uniform boundedness of z 7→ z (A+ z)−1 on B(0, δ) for some δ > 0, and
the ideal property for trace class operators, it remains to show that (CR1+z)
n+1
is trace class, with trace class norm bounded for z ∈ B(0, δ′) for some sufficiently
small δ′ > 0. For n = 2n̂+ 1, one observes that (CR1+z)
n+1
is a sum of operators
of the form
Ψ1 · · ·R1+zΨn+1R1+z = (Ψ1 · · ·R1+zΨn̂+1R1+z) (Ψn̂+2 · · ·R1+zΨ2n̂+2R1+z) ,
where Ψj are multiplication operators with bounded C
∞-functions with the prop-
erty that for some constant κ > 0, |Ψj(x)| 6 κ1+|x| , x ∈ Rn. For deriving the trace
class property of
Ψ1 · · ·R1+zΨn+1R1+z = (Ψ1 · · ·R1+zΨn̂+1R1+z) (Ψn̂+2 · · ·R1+zΨ2n̂+2R1+z) ,
we use Theorem 4.7 and Lemma 4.5. Let z0 ∈ (−1, 0). By Theorem 4.7 (i) one
estimates for some κ′ > 0, depending on n̂, κ and z0, and all z ∈ C>z0 ,
‖ (Ψ1 · · ·R1+zΨn̂+1R1+z) ‖B2 6
n̂+1∏
j=1
‖ΨjR1+z‖ 6 κ′
n̂+1∏
j=1
‖Ψj‖Ln+1,
where we used Lemma 4.5 in the last estimate. The same argument applies to
(Ψn̂+2 · · ·R1+zΨ2n̂+2R1+z) .
This concludes the proof since (CR1+z)
n+1
is trace class by Theorem 4.2. 
Remark 7.9. We note that the method of proof of Theorem 7.8 shows that the trace
of χΛBL(z) can be computed as the integral over the diagonal of the respective
integral kernel. In fact, we have shown that χΛBL(z) may be represented as sums
of products of two Hilbert–Schmidt operators leading to the trace formula given in
Corollary 4.3. ⋄
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8. Derivation of the Trace Formula – Diagonal Estimates
In this section, we shall compute the trace of χΛBL(z), Λ > 0, z ∈ ̺(−L∗L) ∩
̺(−LL∗)∩CRe>−1, with BL given by (3.2). After stating the next lemma (needed
to be able to apply Lemma 5.6 and Proposition 5.5 to the sum in (7.5)) we will
outline the strategy of the proof.
We note that for the application of Lemma 5.6 to the first summand in (7.5),
one needs to establish continuous differentiability of the integral kernel of (7.6).
In this context we emphasize the different regularity of the kernels of (7.6) for
n = 3 and n > 5, necessitating modifications for the case n = 3 due to the lack of
differentiability of (7.6).
Lemma 8.1 ([22, Lemma 4, p. 224]). Let n ∈ N>3 odd, L = Q + Φ be given
by (7.1), and let z ∈ ̺ (−LL∗) ∩ ̺ (−L∗L), with Re(z) > −1. Denote the integral
kernels of the following operators
JjL(z) = tr2n̂d
(
L (L∗L+ z)−1 γj,n
)− tr2n̂d (L∗ (LL∗ + z)−1 γj,n),
AL(z) = tr2n̂d
([
Φ, L∗ (LL∗ + z)−1
])− tr2n̂d ([Φ, L (L∗L+ z)−1 ]),
by GJ,j,z, j ∈ {1, . . . , n}, and GA,z, respectively. Then GA,z is continuous and
satisfies GA,z(x, y) → 0 if y → x for all x ∈ Rn. If n > 5, GJ,j,z is continuously
differentiable on Rn × Rn.
Proof. Appealing to Lemma 7.7, one recalls with R1+z, Q, and C given by (4.6),
(6.3), and (6.15), respectively,
JjL(z) = 2 tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
+ 2 tr2n̂d
(
γj,nΦ (R1+zC)
n−1R1+z
)
+ tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
+ tr2n̂d
(
γj,nΦ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
, j ∈ {1, . . . , n},
and
AL(z) = tr2n̂d
([
Φ,Φ
(
2 (R1+zC)
n
R1+z +
(
(L∗L+ z)−1 − (LL∗ + z)−1 )
× (CR1+z)n+1
)])
− tr2n̂d
([
Φ,Q(2 (R1+zC)n−1R1+z + ( (L∗L+ z)−1 + (LL∗ + z)−1 )
× (CR1+z)n
)])
.
By Proposition 5.4 (one recalls that Φ is admissible and hence Φ ∈ C∞b
(
Rn;Cd×d
)
by Definition 6.11 (i)), one gets for all ℓ ∈ R,
Qγj,n (R1+zC)
n−2
R1+z ∈ B
(
Hℓ(Rn)2
n̂d, Hℓ+2(n−2)+2−1(Rn)2
n̂d
)
.
For n > 5, one obtains from (2(n− 2)+ 2− 1) = n− 3 > 0, the continuity of GJ,j,z
by Corollary 5.3. Moreover, since (2(n− 2) + 2− 1)−n− 1 = n− 4 > 0, Corollary
5.3 also implies continuous differentiability of GJ,j,z. Similar arguments ensure the
continuity of the integral kernel of AL(z) (for n > 3). Moreover, for n > 3, the
integral kernel of AL(z) vanishes on the diagonal by Proposition 5.5. 
Next, we outline the idea for computing the trace of χΛBL(z). By Theorem 3.4
and Theorem 7.1, we know that the limit limΛ→∞ tr(χΛBL(0)) exists. However,
in order to derive the explicit formula asserted in Theorem 7.1 also for z in a
neighborhood of 0, some work is required. As it will turn out, for z with large real
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part – at least for a sequence {Λk}k∈N – we can show that an expression similar to
the one in Theorem 7.1 is valid.
For achieving the existence of the limit (without using sequences) for z in a
neighborhood of 0, we intend to employ Montel’s theorem. One recalls that for an
open set U ⊆ C, a set G ⊆ CU := {f | f : U → C} is called locally bounded, if for all
compact Ω ⊂ U ,
sup
f∈G
sup
z∈Ω
|f(z)| <∞. (8.1)
Theorem 8.2 (Montel’s theorem, see, e.g., [35], p. 146–154). Let U ⊆ C open,
{fΛ}Λ∈N a locally bounded family of analytic functions on U . Then there exists
a subsequence {fΛk}k∈N and an analytic function g on U such that fΛk → g as
k →∞ in the compact open topology (i.e., for any compact set Ω ⊂ U , the sequence
{fΛk |Ω}k∈N converges uniformly to g|Ω).
For our particular application of Montel’s theorem, we need to show that the
family of analytic functions
{z 7→ tr(χΛBL(z))}Λ
constitutes a locally bounded family. Thus, one needs to show that for all compact
Ω ⊂ CRe>−1 ∩ ̺(−L∗L) ∩ ̺(−LL∗),
sup
Λ>0
sup
z∈Ω
| tr(χΛBL(z))| <∞. (8.2)
For this assertion, it is crucial that some integral kernels involved in the computation
of the trace vanish on the diagonal, see, for instance, Proposition 5.5. We note that
generally, the expression
sup
Λ>0
sup
z∈Ω
tr(|(χΛBL(z))|), (8.3)
cannot be finite, as the example constructed in Appendix B demonstrates. In order
to prove (8.2), we actually show for all Ω ⊂ CRe>−1∩̺(−L∗L)∩̺(−LL∗) compact,
sup
Λ>0
sup
z∈Ω
|z tr(χΛBL(z))| <∞, (8.4)
and then appeal to the fact that condition (8.4) together with Theorem 7.8 implies
(8.2), as the next result confirms:
Lemma 8.3. Assume that {φk}k∈N is a sequence of analytic (scalar-valued) func-
tions on BC(0, 1). Assume that {z 7→ zφk(z)}k∈N is locally bounded on B(0, 1).
Then {φk}k∈N is locally bounded on B(0, 1).
Proof. Assume that {φk}k∈N is not locally bounded on B(0, 1). Then there exists a
subsequence {φkℓ}ℓ∈N and a corresponding sequence of complex numbers {zkℓ}ℓ∈N
with the property that zkℓ → 0 and |φkℓ(zkℓ)| → ∞ as ℓ→∞. Since
{ψℓ}ℓ∈N := {z 7→ zφkℓ(z)}ℓ∈N
is locally bounded on B(0, 1) there exists an accumulation point ψ in the compact
open topology of analytic functions H(B(0, 1)) on B(0, 1) by Montel’s theorem.
Without loss of generality, one can assume that ψℓ → ψ in H(B(0, 1)) as ℓ → ∞.
By construction, one has ψℓ(0) = 0 and for some r > 0,∣∣∣∣1z ψℓ(z)− ψ′(0)
∣∣∣∣ 6 ∣∣∣∣1z (ψℓ(z)− ψℓ(0))− ψ′ℓ(0)
∣∣∣∣+ |ψ′ℓ(0)− ψ′(0)|
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6 sup
z∈B(0,r)
|(ψ′ℓ(z)− ψ′ℓ(0))|+ |ψ′ℓ(0)− ψ′(0)|
for all z ∈ B(0, r)\{0}. Since ψ′ℓ → ψ′ uniformly on compacts, it follows that
lim sup
ℓ→∞
sup
z∈B(0,r)\{0}
∣∣∣∣1zψℓ(z)
∣∣∣∣ <∞.
However, for ℓ sufficiently large, one concludes
sup
z∈B(0,r)\{0}
∣∣∣∣1zψℓ(z)
∣∣∣∣ > ∣∣∣∣ 1zkℓ ψℓ(zkℓ)
∣∣∣∣ = |φkℓ(zkℓ)| −→ℓ→∞∞,
a contradiction. 
Remark 8.4. It turns out that the analyticity hypothesis in Lemma 8.3 is crucial.
Indeed, for every n ∈ N, there exists a C∞-function ψn : [0, 1) → [0,∞) with the
properties,
ψn|(0,1/(2n)) = 0, 0 6 ψn(x) 6 ψn
(
1
n
)
= n, ψn|(2/n,1) = 0.
Then ψn(0) = 0 and 0 6 xψn(x) 6 (2/n)n = 2. Considering φn(x + iy) :=
ψn(|x+iy|) for x, y ∈ R, x+iy ∈ B(0, 1), n ∈ N, one gets that φn is real differentiable
and the assumptions of Lemma 8.3, except for analyticity, are all satisfied. In
addition, φn(0) = 0, however, φn (1/n) = n→∞ as n→∞. Thus, {φn}n∈N is not
locally bounded on B(0, 1). ⋄
The next aim of this section is to establish Theorem 8.7, that is, an important
step for obtaining (8.2). The terms to be discussed in Theorem 8.7 split up into a
leading order term and the rest. The first term will be studied in Lemma 8.5 and
the second one in Lemma 8.6. The strategy of proof in these lemmas is the same.
It rests on the following observation: Let U ⊆ C open, U ∋ z 7→ T (z) ∈ B(L2(Rn)).
Assume that for all z ∈ U we have T (z) ∈ B1
(
L2(Rn)
)
and that z 7→ tr(|T (z)|) is
locally bounded. Then
{z 7→ tr(χΛT (z))}Λ>0
is locally bounded as well. Indeed, the assertion follows from the boundedness
of the family {χΛ}Λ>0 as bounded linear (multiplication) operators in B(L2(Rn))
and the ideal property of the trace class. In the situations to be considered in
the following, the trace class property for T (z) will be shown with the help of the
results of Section 4.
Lemma 8.5. Let L = Q + Φ be given by (7.1) and for z ∈ C with Re(z) > −1
let R1+z be given by (4.6) and C as in (6.15), n ∈ N>1 odd. For j ∈ {1, . . . , n},
let γj,n ∈ C2n̂×2n̂ as in Remark 6.1 and χΛ as in (7.3), Λ > 0. For z ∈ CRe>−1
consider
ψΛ(z) := χΛ tr2n̂d
(
[Q,Φ (CR1+z)n]
)
and
ψ˜Λ(z) := χΛ tr2n̂d
(
[Q,Q (CR1+z)n]
)
.
Then for all z ∈ CRe>−1, the operators ψΛ(z), ψ˜Λ(z) are trace class and the families
{z 7→ trL2(Rn)(ψΛ(z))}Λ>0 and
{
z 7→ trL2(Rn)
(
ψ˜Λ(z)
)}
Λ>0
are locally bounded (cf. (8.1)).
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Proof. First we deal with ψΛ(z). One computes,
ψΛ(z) = χΛ tr2n̂d
(
[Q,Φ (CR1+z)n]
)
= χΛ tr2n̂d
(QΦ (CR1+z)n − Φ (CR1+z)nQ).
Before we discuss the latter operator, we note that
QΦ (CR1+z)n = ΦQ (CR1+z)n + [Q,Φ] (CR1+z)n
= Φ
( n∑
j=1
(CR1+z)
j−1[Q, C]R1+z(CR1+z)n−j + (CR1+z)nQ
)
+ [Q,Φ] (CR1+z)n ,
where the latter equality follows via an induction argument. Hence,
ψΛ(z) = χΛ tr2n̂d
(
Φ
( n∑
j=1
(CR1+z)
j−1[Q, C]R1+z(CR1+z)n−j
)
+ [Q,Φ](CR1+z)n
)
. (8.5)
Next, with the results of Section 4, we will deduce that the operator family
z 7→
(
Φ
( n∑
j=1
(CR1+z)
j−1[Q, C]R1+z(CR1+z)n−j
)
+ [Q,Φ] (CR1+z)n
)
(8.6)
is trace class, which – together with the estimates in Lemma 4.5 – establishes the
assertion for ψΛ: Indeed, the only difference between (8.5) and (8.6) is the prefactor
χΛ. So we get the assertion with the help of the reasoning prior to Lemma 8.5. In
order to observe that each summand in (8.6) is trace class, we proceed as follows.
Recall n = 2n̂+ 1 and let j ∈ {1, . . . , n̂} (the case n− j ∈ {1, . . . , n̂} can be dealt
with similarly). Then, by the admissability of Φ (see Hypothesis 6.11), one infers
that [Q, C] is a multiplication operator with
|[Q, C](x)| 6 κ(1 + |x|)−1−ε, x ∈ Rn.
Hence, as 1 + ε > 3/2 by Definition 6.11, Theorem 4.9 applies and guarentees that
(CR1+z)
j−1[Q, C]R1+z(CR1+z)n̂−j
is Hilbert–Schmidt. Using Theorem 4.7, one deduces that (CR1+z)
n̂+1 is also
Hilbert–Schmidt and thus
(CR1+z)
j−1[Q, C]R1+z(CR1+z)n̂−j(CR1+z)n̂+1
is trace class, by Theorem 4.2.
For ψ˜Λ one proceeds similarly. First one notes that
ψ˜Λ(z) = χΛ tr2n̂d
(
Q
( n∑
j=1
(CR1+z)
j−1[Q, C]R1+z(CR1+z)n−j
))
. (8.7)
Applying Theorems 4.7, 4.9, and 4.2, one infers the assertion for ψ˜Λ. However,
one has to use the respective assertions, where some of the resolvents of the Lapla-
cian is replaced by Q times the resolvents. Indeed, in the sum in (8.7), the term
for j = 1 yields
Q[Q, C]R1+z(CR1+z)n−1 = [Q, [Q, C]]R1+z(CR1+z)n−1
+ [Q, C]QR1+z(CR1+z)n−1
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= [Q, [Q, C]]R1+z(CR1+z)n−1 + [Q, C]R1+z [Q, C]R1+z(CR1+z)n−2
+ [Q, C]R1+zCQR1+z(CR1+z)n−2,
and for j′ ∈ {2, . . . , n} one obtains
QCR1+z(CR1+z)j
′−2[Q, C]R1+z(CR1+z)n−j
′
= [Q, C]R1+z(CR1+z)j′−2[Q, C]R1+z(CR1+z)n−j′
+ CQR1+z(CR1+z)j′−2[Q, C]R1+z(CR1+z)n−j′ . 
The next lemma is the reason, why we have to invoke Lemma 8.3 in our argu-
ment. The crucial point is that we can use the Neumann series expressions for the
resolvents (L∗L+ z)−1 and (LL∗ + z)−1 only for z with large real part. But for z
in the vicinity of 0, we do not have such a representation. Using again the ideal
property for trace class operators, we can, however, bound z(L∗L+ z)−1 for small
z in the B(L2(Rn))-norm. Introducing the sector Σz0,ϑ ⊂ C by
Σz0,ϑ := {z ∈ C |Re(z) > z0, | arg(µ)| < ϑ}, (8.8)
for some z0 ∈ R and ϑ ∈ (0, π/2), the result reads as follows:
Lemma 8.6. Let L = Q+Φ be given by (7.1) and for z ∈ C with Re(z) > −1, let
R1+z be given by (4.6) and C as in (6.15), χΛ as in (7.3), Λ > 0. For j ∈ {1, . . . , n},
let γj,n ∈ C2n̂×2n̂ as in Remark 6.1. For z ∈ CRe>−1∩̺(−L∗L)∩̺(−LL∗) consider
ηΛ(z) := χΛ tr2n̂d
([Q,Φ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1 ])
and
η˜Λ(z) := χΛ tr2n̂d
([Q, (Q( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1 )]).
Then for all z ∈ CRe>−1∩̺(−L∗L)∩̺(−LL∗), the operators ηΛ(z), η˜Λ(z) are trace
class. There exists δ ∈ (−1, 0), ϑ ∈ (0, π/2) such that the families
{Σδ,ϑ ∪CRe>0 ∋ z 7→ z trL2(Rn)(ηΛ(z))}Λ>0
and {
Σδ,ϑ ∪ CRe>0 ∋ z 7→ z trL2(Rn)
(
η˜Λ(z)
)}
Λ>0
are locally bounded (cf. (8.1)).
Proof. By the Fredholm property of L there exist δ ∈ (−1, 0) and ϑ ∈ (0, π/2) such
that
Σδ,ϑ\{0} ∋ z 7→ z (L∗L+ z)−1 and Σδ,ϑ\{0} ∋ z 7→ z (LL∗ + z)−1
have analytic extensions to Σδ,ϑ. Let Ω ⊂ Σδ,ϑ ∪ CRe>0 be compact. One notes
that
Ω ∋ z 7→ z (L∗L+ z)−1 and Ω ∋ z 7→ z (LL∗ + z)−1
define bounded families of bounded linear operators from L2(Rn)2
n̂d to H2(Rn)2
n̂d.
Indeed, by Proposition 6.10, one infers that φ 7→ ‖(L∗L+1)φ‖ and φ 7→ ‖(LL∗+1)φ‖
define equivalent norms on H2(Rn)2
n̂d. Hence, for φ ∈ L2(Rn)2n̂d and z ∈ Ω\{0}
one computes∥∥(L∗L+ 1)z(L∗L+ z)−1φ∥∥ = |z|∥∥(L∗L+ z + 1− z)(L∗L+ z)−1φ∥∥
6 |z|‖φ‖+ |z||(1− z)| 1|z|‖φ‖.
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Next, consider
ηΛ(z) = χΛ tr2n̂d
([Q,Φ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1 ])
= χΛ tr2n̂d
(QΦ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1
− Φ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1Q).
For the first summand one observes that
QΦ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1
= C
(
(L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1
+ΦQ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1 .
Employing our observation at the beginning of the proof and Theorem 6.4, one
realizes that
Ω ∋ z 7→ Qz( (L∗L+ z)−1 − (LL∗ + z)−1 )
defines a bounded family of bounded linear operators in L2(Rn)2
n̂d. Thus, since
Ω ∋ z 7→ (CR1+z)n+1 is a family of trace class operators,
Ω ∋ z 7→zχΛ tr2n̂d
(QΦ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1 )
= tr2n̂d
(
zχΛ
(QΦ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1 ))
is uniformly bounded in B1, with bound independently of Λ > 0, upon appealing
to the ideal property of trace class operators.
The second summand requires the observation that
(CR1+z)
n+1Q = (CR1+z)n (CR1+z)Q = (CR1+z)n (CQR1+z)
defines a bounded family of trace class operators for z ∈ Ω, proving the assertion
for ηΛ.
The corresponding assertion for η˜Λ is conceptually the same. In fact, it follows
from the observation that
Ω ∋ z 7→QQz((L∗L+ z)−1 − (LL∗ + z)−1)
= ∆I2n̂dz
(
(L∗L+ z)−1 − (LL∗ + z)−1)
is a bounded family of bounded linear operators by our preliminary observation
that Ω ∋ z → z(L∗L+ z)−1 and Ω ∋ z → z(LL∗ + z)−1 define uniformly bounded
operator families from L2(Rn)2
n̂d to H2(Rn)2
n̂d, as well as using again the fact that
Ω ∋ z 7→ (CR1+z)n+1Q and Ω ∋ z 7→ (CR1+z)n+1
constitute bounded families of trace class operators. 
Lemmas 8.5 and 8.6 can be summarized as follows.
Theorem 8.7. Let n ∈ N>3 odd, let L = Q + Φ be given by (7.1) and for z ∈ C
with Re(z) > −1 let R1+z be given by (4.6) and C as in (6.15). For j ∈ {1, . . . , n},
let γj,n ∈ C2n̂×2n̂ as in Remark 6.1. For z ∈ CRe>−1∩̺(−LL∗)∩̺(L∗L), introduce
φΛ(z) := χΛ tr2n̂d
([Q,Φ((L∗L+ z)−1 + (LL∗ + z)−1)(CR1+z)n])
and
φ˜Λ(z) := χΛ tr2n̂d
([Q, (Q((L∗L+ z)−1 + (LL∗ + z)−1)(CR1+z)n)]).
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Then for all z ∈ CRe>−1 ∩ ̺(−LL∗)∩ ̺(L∗L), the operators φΛ(z), φ˜Λ(z) are trace
class. There exists δ ∈ (−1, 0), ϑ ∈ (0, π/2) such that the families
{Σδ,ϑ ∪ CRe>0 ∋ z 7→ trL2(Rn)(zφΛ(z))}Λ>0
and {
Σδ,ϑ ∪ CRe>0 ∋ z 7→ trL2(Rn)
(
zφ˜Λ(z)
)}
Λ>0
are locally bounded (cf. (8.1)).
Proof. One recalls from equations (7.8) and (7.9) the expressions
(L∗L+ z)−1 = I + (L∗L+ z)−1 CR1+z ,
(LL∗ + z)−1 = I − (LL∗ + z)−1 CR1+z .
Hence, one gets
φΛ(z) = χΛ tr2n̂d
(
2 [Q,Φ (CR1+z)n]
)
+ χΛ tr2n̂d
([Q,Φ( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1 ])
= 2ψΛ(z) + ηΛ(z),
and
φ˜Λ(z) = χΛ tr2n̂d
(
2 [Q,Q (CR1+z)n]
)
+ χΛ tr2n̂d
([Q,Q( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CR1+z)n+1 ])
= 2ψ˜Λ(z) + η˜Λ(z),
with the functions introduced in Lemmas 8.5 and 8.6. Thus, the assertion on the
local boundedness follows from these two lemmas. 
The forthcoming statements are used for showing that for computing the trace
the only term that matters is discussed in Proposition 8.13. We recall that by
Remark 7.9, one can compute the trace of χΛBL(z) as the integral over the diagonal
of its integral kernel. So the estimates on the diagonal derived in Section 5 will be
used in the following. We shall elaborate on this idea further after having stated
the next two auxiliaury results. Both these results serve to show that some integral
kernels actually vanish on the diagonal.
Lemma 8.8. Let n ∈ N>3 be odd, z ∈ C with Re(z) > −1. Let R1+z, Q, C, and
γj,n ∈ C2n̂×2n̂ , j ∈ {1, . . . , n}, be given by (4.6), (6.3), (6.15) and as in Remark
6.1, respectively. Let Φ: Rn → Cd×d be admissible (see Definition 6.11). Then for
all j ∈ {1, . . . , n},
tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
= − tr2n̂d
(
γj,nQ (R1+zΦQ)n−2R1+z
)
. (8.9)
Proof. One has
tr2n̂d (γj,nQR1+zCR1+z) = tr2n̂d (γj,nQR1+z (QΦ− ΦQ)R1+z) ,
= tr2n̂d (γj,nR1+zQQΦR1+z)
− tr2n̂d (γj,nQR1+zΦQR1+z)
= − tr2n̂d (γj,nQR1+zΦQR1+z) ,
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using Proposition A.8 to deduce that tr2n̂d (γj,nR1+zQQΦR1+z) = 0. In order to
proceed to the proof of (8.9), we now show the following: For all odd k ∈ {3, . . . , n}
and ℓ ∈ {0, . . . , k − 2} one has
tr2n̂d
(
γj,nQ (R1+zC)k−2R1+z
)
= (−1)ℓ tr2n̂d
(
γj,nQ (R1+zΦQ)ℓ (R1+zC)k−2−ℓR1+z
)
.
(8.10)
In the beginning of the proof we have dealt with the case k = 3. One notes that
equation (8.10) always holds for ℓ = 0. Next, we assume that k ∈ {5, . . . , n} is odd,
such that equality (8.10) holds for some ℓ ∈ {0, . . . , k − 3}. Then one computes
tr2n̂d
(
γj,nQ (R1+zC)k−2 R1+z
)
= (−1)ℓ tr2n̂d
(
γj,nQ (R1+zΦQ)ℓ (R1+zC)k−2−ℓR1+z
)
= (−1)ℓ tr2n̂d
(
γj,nQ (R1+zΦQ)ℓR1+zC (R1+zC)k−2−ℓ−1 R1+z
)
= (−1)ℓ tr2n̂d
(
γj,nQ (R1+zΦQ)ℓR1+z (QΦ− ΦQ) (R1+zC)k−2−(ℓ+1)R1+z
)
= (−1)ℓ tr2n̂d
(
γj,nQ (R1+zΦQ)ℓQR1+zΦ (R1+zC)k−2−(ℓ+1)R1+z
)
+ (−1)ℓ+1 tr2n̂d
(
γj,nQ (R1+zΦQ)ℓ+1 (R1+zC)k−2−(ℓ+1)R1+z
)
.
By Corollary A.9, the first term on the right-hand side cancels, proving equation
(8.10). Putting ℓ = k − 2 in (8.10) implies the assertion. 
The following result is needed for Lemma 8.10, however, it is also of independent
interest. Indeed, we will have occasion to use it rather frequently, when we discuss
the case of three spatial dimensions specifically. Lemma 8.9 should be regarded
as a regularization method, while preserving self-adjointness properties of the (L2-
realization) of the underlying operators:
Lemma 8.9. Let ε > 0, n ∈ N, and T ∈ B(H−(n/2)−ε(Rn), H(n/2)+ε(Rn)). Re-
calling equation (5.3), we consider
t : Rn × Rn ∋ (x, y) 7→ 〈δ{x}, T δ{y}〉 .
For µ > 0 we denote Tµ := (1− µ∆)−1 T (1− µ∆)−1 and tµ correspondingly. Then,
for all (x, y) ∈ Rn × Rn,
tµ(x, y) −→
µ↓0
t(x, y).
Proof. It suffices to observe that for all s ∈ R, (1− µ∆)−1 −→
µ↓0
I strongly inHs(Rn)
(see (5.1)). 
In order to proceed to prove the trace theorem, we need to investigate the as-
ymptotic behavior of the integral kernel of JjL(z) given by (7.6) on the diagonal. By
Proposition 7.4 together with Lemma 5.6, we can use Gauss’ divergence theorem
for computing the integral over the diagonal (see also (5.5)). Thus, in the expres-
sion for the trace of χΛBL(z) we will use Gauss’ theorem for the ball centered at
0 with radius Λ. Having applied the divergence theorem, we integrate over spheres
of radius Λ. The volume element of the surface measure grows with Λn−1, so any
term decaying faster than that will not contribute to the limit Λ → ∞ in (7.4).
Consequently, any estimate of integral kernels (or differences of such) to follow with
the behavior of |x|n−1+γ for some γ > 0 on the diagonal, can be neglected in the
limit Λ→∞, when computing the expression limΛ→∞ tr(χΛBL(z)).
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Lemma 8.10. Let n ∈ N odd, j ∈ {1, . . . , n}, z ∈ C, Re(z) > −1 and R1+z be
given by (4.6) as well as Q, C and γj,n given by (6.3), (6.15) and as in Remark
6.1. Then for n > 3, the integral kernel h2,j of
2 tr2n̂d
(
γj,nΦ (R1+zC)
n−1
R1+z
)
satisfies,
h2,j(x, x) = h3,j(x, x) + g0,j(x, x),
where h3,j is the integral kernel of 2 tr2n̂d
(
γj,nΦC
n−1Rn1+z
)
and g0,j satisfies for
some κ > 0,
|g0,j(x, x)| 6 κ(1 + |x|)1−n−ε, x ∈ Rn,
where ε > 1/2 is given as in Definition 6.11. In addition, if n > 5 and z ∈ R, then
the integral kernel h1,j of
tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
vanishes on the diagonal.
Proof. We discuss h1,j first and consider the operator
Bn := (ΦQR1+z)n−3Φ = Φ (QR1+zΦ)n−3 ,
which is self-adjoint for all real z > −1. Indeed, this follows from the self-adjointness
of Φ and the skew-self-adjointness of QR1+z. For µ > 0 define Bn,µ := (1 −
µ∆)−1Bn(1−µ∆)−1. Then the integral kernel bn,µ of Bn,µ is continuous. Moreover,
for all real z > −1, the opertor Bn,µ is self-adjoint, by the self-adjointness of Bn
and so bn,µ is real and satisfies bn,µ(x, y) = bn,µ(y, x) for all x, y ∈ Rn. By Lemma
8.8 one recalls
tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
= − tr2n̂d
(
γj,nQ (R1+zΦQ)n−2R1+z
)
= − tr2n̂d
(
γj,nQR1+z (ΦQR1+z)n−2
)
= − tr2n̂d
(
γj,nQR1+z (ΦQR1+z)n−3ΦQR1+z
)
= − tr2n̂d (γj,nQR1+zBnQR1+z) .
By Fubini’s theorem and the symmetry of Bn,µ, one has for all j, k ∈ {1, . . . , n}
and x ∈ Rn, z > −1, µ > 0,
Ψx,µ(j, k) :=
ˆ
Rn×Rn
(∂jr1+z)(x1 − x)bn,µ(x1, x2)(∂kr1+z)(x2 − x) dnx1dnx2
=
ˆ
Rn×Rn
(∂jr1+z)(x1 − x)bn,µ(x2, x1)(∂kr1+z)(x2 − x) dnx1dnx2
=
ˆ
Rn×Rn
(∂kr1+z)(x1 − x)bn,µ(x1, x2)(∂jr1+z)(x2 − x) dnx1dnx2
= Ψx,µ(k, j).
By Lemma 8.9 one has for all x, y ∈ Rn,
h1,j(x, y) = − lim
µ↓0
tr2n̂d
( n∑
i2,i3=1
γj,nγi2,nγi3,n∂i2
ˆ
Rn×Rn
r1+z(x− x1)bn,µ(x1, x2)
× (∂i3r1+z)(x2 − y) dnx1dnx2
)
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= lim
µ↓0
tr2n̂d
( n∑
i2,i3=1
γj,nγi2,nγi3,n
ˆ
Rn×Rn
(∂i2r1+z)(x1 − x)bn,µ(x1, x2)
× (∂i3r1+z)(x2 − y) dnx1dnx2
)
.
Thus, it follows from Corollary A.9 that
h1,j(x, x) = lim
µ↓0
tr2n̂d
( n∑
i2,i3=1
γj,nγi2,nγi3,nΨx,µ(i2, i3)
)
= 0, x ∈ Rn.
The assertion about h2,j is a direct consequence of Remark 5.18 and the asymptotic
conditions imposed on Φ. 
For the estimate on the diagonal of the integral kernels of the operators under
consideration in the next theorem we need to choose the real part of z large. In
fact, we use the Neumann series expression for the resolvents (L∗L + z)−1 and
(LL∗ + z)−1 and Remark 5.15, both of which making the choice of large Re(z)
necessary. We shall also have an a priori bound on the argument of z, recalling the
definition (8.8) of the sector Σz0,ϑ ⊂ C.
Theorem 8.11. Let L = Q+ Φ be given by (7.1), and for z ∈ CRe>−1, let R1+z
be given by (4.6) and C as in (6.15). For j ∈ {1, . . . , n}, let γj,n ∈ C2n̂×2n̂ (cf.
Remark 6.1), and ϑ ∈ (0, π/2). Then there exists z0 > 0, such that for all z ∈ Σz0,ϑ
(see (8.8)), the integral kernels g1,j and g2,j of the operators
tr2n̂d
(
γj,nΦ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
and
tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
,
respectively, satisfy for some κ > 0,[|g1,j(x, x)| + |g2,j(x, x)|] 6 κ(1 + |x|)−n, x ∈ Rn.
Proof. We choose z0 such that
√
z0 > 2n (one recalls Remark 5.15) and that for
M := supx∈Rn ‖Φ(x)‖∨‖ (QΦ) (x)‖ one has 2M [z0 cos(ϑ)]−1/2 6 1/2. We treat g1,j
first. Let z ∈ Σz0,ϑ, then,
γj,nΦ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n
= γj,nΦ2 (R1+zC)
n
∞∑
k=0
(R1+zC)
2k R1+z
=
∞∑
k=0
γj,nΦ2 (R1+zC)
n
(R1+zC)
2k
R1+z.
For x ∈ Rn one infers (recalling δ{x} in (5.3)),
g1,j(x, x) =
〈
δ{x},
∞∑
k=0
γj,nΦ2 (R1+zC)
2k
(R1+zC)
n
R1+zδ{x}
〉
=
∞∑
k=0
〈
δ{x}, γj,nΦ2 (R1+zC)
2k (R1+zC)
nR1+zδ{x}
〉
.
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Hence, by Lemma 5.14 together with Remark 5.15, there exists c > 0 such that for
all x ∈ Rn,∣∣〈δ{x}, γj,nΦ2 (R1+zC)2k (R1+zC)nR1+zδ{x}〉∣∣ 6 c( 2M√
1 + z0
)2k (
1
1 + |x|
)n
.
Since 2M [1 + z0]
−1/2 6 1/2, one concludes that
|g1,j(x, x)| 6
∞∑
k=0
∣∣∣〈δ{x}, γj,nΦ2 (R1+zC)2k (R1+zC)nR1+zδ{x}〉∣∣∣
6
∞∑
k=0
c
(
2M√
1 + z0
)2k (
1
1 + |x|
)n
6 c
(
1
1 + |x|
)n
.
The analogous reasoning applies to g2,j. 
We conclude the results on estimates of certain integral kernels on the diagonal
with the following corollary, which, roughly speaking, says that the diagonal of the
integral kernels involved is determined by the integral kernel of the operator to be
discussed in Proposition 8.13.
Corollary 8.12. For z ∈ C, Re(z) > −1, denote R1+z as in (4.6), let Φ: Rn →
Cd×d be admissible (see Definition 6.11), and L = Q+Φ as in (7.1), ϑ ∈ (0, π/2).
In addition, denote JjL(z) for z ∈ ̺ (−L∗L) ∩ ̺ (−LL∗) as in (7.6) for all j ∈
{1, . . . , n}, and C as in (6.15). Moreover, let γj,n ∈ C2n̂×2n̂ , j ∈ {1, . . . , n} (cf.
Remark 6.1).
(i) Let n ∈ N>5, j ∈ {1, . . . , n}. Then there exists z0 > 0, such that if z ∈ Σz0,ϑ
(see (8.8)), and h and g denote the integral kernel of 2 tr2n̂d
(
γj,nΦC
n−1Rn1+z
)
and
JjL(z), respectively, then for some κ > 0,
|h(x, x)− g(x, x)| 6 κ(1 + |x|)1−n−ε, x ∈ Rn,
where ε > 1/2 is given as in Definition 6.11.
(ii) The assertion of part (i) also holds for n = 3, if, in the above statement, JjL(z)
is replaced by JjL(z)− 2 tr2d (γj,3QR1+zCR1+z).
Proof. One recalls from Lemma 7.7,
JjL(z) = 2 tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
+ 2 tr2n̂d
(
γj,nΦ (R1+zC)
n−1
R1+z
)
+ tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
+ tr2n̂d
(
γj,nΦ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
.
With the help of Theorem 8.11 one deduces that the integral kernels of the last two
terms may be estimated by κ(1 + |x|)−n on the diagonal. The integral kernel of
the first term on the right-hand side vanishes on the diagonal, which is asserted in
Lemma 8.10. Hence, it remains to inspect the second term of the right-hand side.
Thus, the assertion follows from Lemma 8.10. 
Having identified the integral kernel gj of 2 tr2n̂d
(
γj,nΦC
n−1Rn1+z
)
to be the only
term determining the trace of χΛBL(z) as Λ → ∞, we shall compute the integral
over the diagonal of gj :
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Proposition 8.13. Let n ∈ N>3 odd, C as in (6.15), z ∈ C, Re(z) > −1, with R1+z
given by (4.6), Φ: Rn → Cd×d be admissible (see Definition 6.11), γj,n ∈ C2n̂×2n̂ ,
j ∈ {1, . . . , n}, as in Remark 6.1. Then for j ∈ {1, . . . , n}, the integral kernel gj of
2 tr2n̂d
(
γj,nΦC
n−1Rn1+z
)
satisfies,
gj(x, x) = (1 + z)
−n/2
(
i
8π
)(n−1)/2
1
[(n− 1)/2]!
×
n∑
i1,...,in−1=1
εji1...in−1 tr
(
Φ(x)(∂i1Φ)(x) . . . (∂in−1Φ)(x)
)
, x ∈ Rn,
where εji1...in−1 denotes the ε-symbol as in Proposition A.8.
Proof. We recall that n = 2n̂+ 1. With the help of Proposition A.8, gj is given by
(x, y) 7→ 2(2i)n̂
n∑
i1...in−1=1
εji1...in−1 tr
(
Φ(x)(∂i1Φ)(x) . . . (∂in−1Φ)(x)
)
×
ˆ
(Rn)n−1
r1+z(x− x1)r1+z(x1 − x2) · · · r1+z(xn−1 − y) dnx1 · · · dnxn−1.
Hence, by substitution in the integral expression and putting x = y, one obtains
gj(x, x) = 2(2i)
n̂
n∑
i1...in−1=1
εji1...in−1 tr
(
Φ(x)(∂i1Φ)(x) . . . (∂in−1Φ)(x)
)
×
ˆ
(Rn)n−1
r1+z(x1)r1+z(x1 − x2) · · · r1+z(xn−1) dnx1 · · · dnxn−1.
The last integral can be computed with the help of the Fourier transform and polar
coordinates, as was done in Proposition 5.8. In fact, one gets (see also [57, 3.252.2]),ˆ
(Rn)n−1
r1+z(x1)r1+z(x1 − x2) · · · r1+z(xn−1) dnx1 · · · dnxn−1
= (2π)
−n 2πn/2
Γ (n/2)
ˆ ∞
0
rn−1
1
(r2 + 1 + z)
n dr
= (2π)
−n 2πn/2
Γ (n/2)
(1 + z)−n/2
2−n
√
πΓ (n/2)
[(n− 1)/2]!
=
1
22n−1
1
π(n−1)/2
1
[(n− 1)/2]! (1 + z)
−n/2,
and notes that
2(2i)(n−1)/2
1
22n−1
1
π(n−1)/2
1
[(n− 1)/2]!
=
(
i
π
)(n−1)/2
1
2(4n−4−n+1)/2
1
[(n− 1)/2]!
=
(
i
π
)(n−1)/2
1
2(3n−3)/2
1
[(n− 1)/2]!
=
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! . 
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Finally, we are ready to prove the (trace) Theorem 7.1, for n > 5, that is, we
consider the operator L = Q + Φ with an admissible potential Φ, such that Φ is
smooth and attains values in the self-adjoint, unitary d×d-matrices. In addition, we
recall that the first derivatives of Φ behave like |x|−1 for large x, whereas higher-
order derivatives decay at least with the behavior |x|−1−ε for large x and some
ε > 1/2. We note that we already established the Fredholm property of L in
Theorem 6.3. We outline the proof of Theorem 7.1, for n > 5, as follows. The results
in Section 7 yield the applicability of Theorem 3.4. More precisely, the operator
χΛBL(z) is trace class with trace computable as the integral over the diagonal of
the integral kernel of χΛBL(z). With Proposition 7.4 we will deduce that only the
term involving JjL(z), being analysed in Lemma 7.7, matters for the computation of
the index. Next, we will show that {z 7→ tr(χΛBL(z))}Λ>0 is locally bounded using
Lemma 5.6 (in particular (5.5)). The local boundedness result is then obtained
via Gauss’ divergence theorem and Lemma 8.10 as well as Theorem 8.7. Having
proved local boundedness, we will use Montel’s theorem for deducing that at least
for a sequence {Λk}k∈N the limit f := limk→∞ tr(χΛkBL(·)) exists in the compact
open topology, that is, the topology of uniform convergence on compacts. With the
results from Corollary 8.12 and Proposition 8.13, choosing Re(z) sufficiently large,
we get an explicit expression for f . The explicit expression for f , by the principle
of analytic continuation, carries over to z in a neighborhood of 0. As we know,
by Theorem 3.4, that the limit limΛ→∞ tr(χΛBL(0)) exists and coincides with the
index of L, we can then deduce that not only for the sequence {Λk}k∈N but, in fact,
the limit limΛ→∞ tr(χΛBL(·)) exists in the compact open topology and coincides
with f given in (7.4). The detailed arguments read as follows.
Proof of Theorem 7.1 for n > 5. By Theorem 7.8, χΛBL(z) is trace class for every
Λ > 0. Moreover, by Remark 7.9, tr(χΛBL(z)) can be computed as the integral over
the diagonal of the respective integral kernel. Hence, by Proposition 7.4, equation
(7.5), recalling also Remark 5.2, one obtains
2 tr(χΛBL(z)) = 2
ˆ
B(0,Λ)
〈
δ{x}, BL(z)δ{x}
〉
H−(n/2)−ε ,H(n/2)+ε d
nx
=
ˆ
B(0,Λ)
〈
δ{x},
( n∑
j=1
[
∂j , J
j
L(z)
]
+AL(z)
)
δ{x}
〉
dnx
=
ˆ
B(0,Λ)
〈
δ{x},
n∑
j=1
[
∂j , J
j
L(z)
]
δ{x}
〉
dnx, (8.11)
where we used Lemma 8.1 to deduce that
〈
δ{x}, AL(z)δ{x}
〉
= 0 for all x ∈ Rn.
Next, we prove that {z 7→ tr(χΛBL(z))}Λ>0 is locally bounded. One recalls from
Lemma 7.7,
JjL(z) = 2 tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
+ 2 tr2n̂d
(
γj,nΦ (R1+zC)
n−1
R1+z
)
+ tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
+ tr2n̂d
(
γj,nΦ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CR1+z)
n )
.
Hence,
n∑
j=1
[
∂j , J
j
L(z)
]
=
n∑
j=1
[
∂j ,
(
2 tr2n̂d
(
γj,nQ(R1+zC)n−2R1+z
)
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+ 2 tr2n̂d
(
γj,nΦ(R1+zC)
n−1R1+z
))]
+ tr2n̂d
([Q,Q( (L∗L+ z)−1 + (LL∗ + z)−1 ) (CR1+z)n ])
+ tr2n̂d
([Q,Φ( (L∗L+ z)−1 + (LL∗ + z)−1 ) (CR1+z)n ]). (8.12)
Denoting by hj the integral kernel of 2tr2n̂d
(
γj,nΦC
n−1Rn1+z
)
, one observes that
for some constant κ > 0, |hj(x, x)| 6 κ(1 + |x|)1−n, x ∈ Rn. Hence, for any Λ > 0,
invoking Lemma 5.6, Gauss’ theorem implies that∣∣∣∣ˆ
B(0,Λ)
〈
δ{x},
n∑
j=1
[
∂j , 2tr2n̂d
(
γj,nΦC
n−1Rn1+z
)]
δ{x}
〉
dnx
∣∣∣∣
=
∣∣∣∣ˆ
B(0,Λ)
n∑
j=1
(∂jhj)(x, x) d
nx
∣∣∣∣
=
∣∣∣∣ˆ
ΛSn−1
n∑
j=1
hj(x, x)
xj
Λ
dn−1σ(x)
∣∣∣∣
6
ˆ
ΛSn−1
n∑
j=1
|hj(x, x)| dn−1σ(x)
6 nκ(1 + Λ)1−nΛn−1ωn−1, (8.13)
(with ωn−1 being the (n − 1)-dimensional volume of the unit sphere Sn−1 =
{x ∈ Rn | |x| = 1}, see (5.6)). The latter is uniformly bounded with respect to
Λ > 0.
Using Lemma 8.10, the definition of g0,j in that lemma as well as Gauss’ theorem,
one arrives at∣∣∣∣ˆ
B(0,Λ)
〈
δ{x},
n∑
j=1
[
∂j , 2 tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)]
δ{x}
〉
dnx
+
ˆ
B(0,Λ)
〈
δ{x},
n∑
j=1
[
∂j ,
(
2 tr2n̂d γj,nΦ (R1+zC)
n−1
R1+z
)]
δ{x}
〉
dnx
−
ˆ
B(0,Λ)
〈
δ{x},
n∑
j=1
[
∂j , 2tr2n̂d
(
γj,nΦC
n−1Rn1+z
) ]
δ{x}
〉
dnx
∣∣∣∣
=
∣∣∣∣ˆ
B(0,Λ)
n∑
j=1
(∂jg0,j)(x, x) d
nx
∣∣∣∣
6
∣∣∣∣ˆ
ΛSn−1
n∑
j=1
g0,j(x, x)
xj
Λ
dn−1σ(x)
∣∣∣∣
6
ˆ
ΛSn−1
n∑
j=1
|g0,j(x, x)| dn−1σ(x)
6
ˆ
ΛSn−1
nκ(1 + |x|)1−n−εdn−1σ(x)
6 nκ(1 + Λ)1−n−εωn−1Λn−1 −→
Λ→∞
0. (8.14)
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Next, Theorem 8.7 implies that{
z 7→ z tr
(
χΛ
(
tr2n̂d
([Q,Q((L∗L+ z)−1 + (LL∗ + z)−1)(CR1+z)n])
+ tr2n̂d
([Q,Φ((L∗L+ z)−1 + (LL∗ + z)−1)(CR1+z)n])))}
Λ>0
(8.15)
is bounded on any compact neighborhood of 0 intersected with B(0, δ)∪(̺(−LL∗)∩
̺(−L∗L)) for some δ > 0. Hence, summarizing equations (8.11) and (8.12), we get
for z ∈ CRe>−1 ∩ ̺(−L∗L) ∩ ̺(−LL∗):
z2 tr(χΛBL(z)) = z
ˆ
B(0,Λ)
〈
δ{x},
n∑
j=1
[
∂j , J
j
L(z)
]
δ{x}
〉
dnx
= z
ˆ
B(0,Λ)
〈
δ{x},
n∑
j=1
[
∂j , 2 tr2n̂d
(
γj,nQ(R1+zC)n−2R1+z
)]
δ{x}
〉
dnx,
+ z
ˆ
B(0,Λ)
〈
δ{x},
n∑
j=1
[
∂j , 2 tr2n̂d
(
γj,nΦ(R1+zC)
n−1R1+z
)]
δ{x}
〉
dnx
+ z
ˆ
B(0,Λ)
〈
δ{x}, tr2n̂d
([Q,Q( (L∗L+ z)−1
+ (LL∗ + z)−1
)
(CR1+z)
n ])
δ{x}
〉
dnx
+ z
ˆ
B(0,Λ)
〈
δ{x}, tr2n̂d
([Q,Φ( (L∗L+ z)−1
+ (LL∗ + z)−1
)
(CR1+z)
n ])δ{x}〉 dnx
= z
ˆ
B(0,Λ)
n∑
j=1
(∂jg0,j )(x, x) d
nx+ z
ˆ
B(0,Λ)
n∑
j=1
(∂jhj)(x, x) d
nx+
+ z tr
(
χΛ
(
tr2n̂d
([Q,Q((L∗L+ z)−1 + (LL∗ + z)−1)(CR1+z)n])
+ tr2n̂d
([Q,Φ((L∗L+ z)−1 + (LL∗ + z)−1)(CR1+z)n]))).
Thus, with the estimates (8.13) and (8.14) together with (8.15), one infers that
{z 7→ 2z tr(χΛBL(z))}Λ>0
is locally bounded on B(0, δ)∪CRe>0 for some δ > 0. By Lemma 8.3 together with
Theorem 7.8, one infers that
{z 7→ 2 tr(χΛBL(z))}Λ>0
is locally bounded on B(0, δ)∪CRe>0. By Montel’s Theorem, there exists a sequence
{Λk}k∈N of positive reals tending to infinity such that
{z 7→ 2 tr(χΛkBL(z))}k∈N
converges in the compact open topology. We denote by f the respective limit. Then
Lemma 5.6 implies that for k ∈ N,
2 tr(χΛkBL(z)) =
ˆ
B(0,Λk)
n∑
j=1
(∂jgj)(x, x) d
nx.
72 F. GESZTESY AND M. WAURICK
and so
f(z) = lim
k→∞
ˆ
B(0,Λk)
divGJ,z(x) d
nx.
Here we denote GJ,z := {x 7→ gj(x, x)}j∈{1,...,n}, with gj being the integral ker-
nel of JjL(z) for j ∈ {1, . . . , n}. Next, let ϑ ∈ (0, π/2) and choose z0 > 0 as in
Corollary 8.12 (i). Let z ∈ Σz0,ϑ, see (8.8). Recalling that hj is the integral ker-
nel of 2tr2n̂d
(
γj,nΦC
n−1Rn1+z
)
, we define Hz := {x 7→ hj(x, x)}j∈{1,...,n}. Due to
Corollary 8.12, one can find κ > 0 such that for k ∈ N,∣∣∣∣ˆ
ΛkSn−1
(
(GJ,z −Hz)(x), x
Λk
)
Rn
dn−1σ(x)
∣∣∣∣
6
ˆ
ΛkSn−1
‖(GJ,z −Hz)(x)‖Rn dn−1σ(x)
6 κ
ˆ
ΛkSn−1
(1 + |x|)1−n−ε dn−1σ(x)
= κΛn−1k ωn−1(1 + Λk)
1−n−ε.
Consequently,
lim
k→∞
ˆ
ΛkSn−1
(
(GJ,z −Hz)(x), x
Λk
)
Rn
dn−1σ(x) = 0.
Hence, with the help of Gauss’ theorem,
f(z) = lim
k→∞
ˆ
B(0,Λk)
n∑
j=1
(∂jgj)(x, x) d
nx =
ˆ
Rn
divGJ,z(x) d
nx
= lim
k→∞
ˆ
B(0,Λk)
divGJ,z(x) d
nx = lim
k→∞
ˆ
ΛkSn−1
(
GJ,z(x),
x
Λk
)
Rn
dn−1σ(x)
= lim
k→∞
ˆ
ΛkSn−1
(
Hz(x),
x
Λk
)
Rn
dn−1σ(x)
=
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! (1 + z)
−n/2 lim
k→∞
ˆ
ΛkSn−1
×
n∑
j=1
( n∑
i1,...,in−1=1
εji1...in−1 tr
(
Φ(x)(∂i1Φ)(x) . . . (∂in−1Φ)(x)
))
×
(
xj
Λk
)
dn−1σ(x), (8.16)
where, for the last integral, we used Proposition 8.13. By Theorem 3.4 one has
f(0) = 2 ind(L). In particular, any sequence {Λk}k of positive reals converging to
infinity contains a subsequence {Λkℓ}ℓ such that for that particular subsequence
the limit
lim
ℓ→∞
ˆ
ΛkℓS
n−1
n∑
j=1
( n∑
i1,...,in−1=1
εji1...in−1 tr
(
Φ(x)(∂i1Φ)(x) . . . (∂in−1Φ)(x)
))
×
(
xj
Λkℓ
)
dn−1σ(x)
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exists and equals
2 ind(L) [(n− 1)/2]!
[i/(8π)]
(n−1)/2 . (8.17)
Hence, the limit
lim
Λ→∞
ˆ
ΛSn−1
n∑
j=1
( n∑
i1,...,in−1=1
εji1...in−1 tr
(
Φ(x) (∂i1Φ) (x) . . .
(
∂in−1Φ
)
(x)
) )
×
(xj
Λ
)
dn−1σ(x)
(8.18)
exists and equals the number in (8.17). On the other hand, for z ∈ Σz0,ϑ, (see again
Corollary 8.12) the family
{z 7→ tr(χΛBL(z))}Λ>0
converges for Λ → ∞ on the domain Σz0,ϑ if and only if the limit in (8.18) exists.
Indeed, this follows from the explicit expression for the limit in (8.16). Therefore,
{z 7→ tr(χΛBL(z))}Λ>0
converges in the compact open topology on Σz0,ϑ. By the local boundedness of the
latter family on the domain B(0, δ) ∪CRe>0, the principle of analytic continuation
implies that the latter family actually converges on the domain B(0, δ) ∪CRe>0 in
the compact open topology. In particular,
2f(z)(1 + z)n/2
[(n− 1)/2]!
[i/(8π)](n−1)/2
= lim
Λ→∞
ˆ
ΛSn−1
n∑
j=1
( n∑
i1,...,in−1=1
εji1...in−1 tr
(
Φ(x)(∂i1Φ)(x) . . . (∂in−1Φ)(x)
))
×
(
xj
Λ
)
dn−1σ(x). 
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9. The Case n = 3
In this section we shall discuss the necessary modifications, such that Theorem
7.1 continues to hold also for the case n = 3. The main issue for the need of extra
arguments for this case is the lack of differentiability of the integral kernel of JjL(z)
given in Lemma 8.1. The main issue being the first summand in the expression for
JjL(z) derived in Lemma 7.7, that is, the term
tr2n̂d
(
γj,nQ(R1+zC)R1+z
)
,
for the integral kernel of which we fail to show differentiability. Indeed, as this
opertor increases regularity only by 3 orders of differentiability, not even continuity
of the associated integral kernel is clear. The basic idea to overcome this difficulty
and to get the result asserted in Theorem 7.1 also for the case n = 3 has already
been used and is contained in Lemma 8.9. So, the operator BL(z) will be multiplied
from the left and from the right by (1 − µ∆)−1 for some µ > 0. The reason for
multiplying from both sides is that we wanted to re-use strategies for showing that
certain integral kernels vanish on the diagonal. The key for the latter arguments
has been the self-adjointness of the operators under consideration, which, in turn,
result in symmetry properties for the associated integral kernel.
An additional fact, enabling the strategy just sketched for the case n = 3, is the
following result.
Proposition 9.1 (See, e.g., [92], p. 28–29, or [105], Lemma 6.1.3). Assume H is a
complex, separable Hilbert space, B ∈ B1(H), and A > 0 is self-adjoint in H. Then
for µ > 0, Bµ := (1+µA)
−1B(1+µA)−1 ∈ B1(H) and Bµ → B in B1(H) as µ ↓ 0.
In particular, trH(Bµ) −→
µ↓0
trH(B).
Next, we will give the details for the modifications of the proof of Theorem 7.1
for the case n = 3. Thus, for µ > 0, we introduce the operator
BL,µ(z) := (1− µ∆)−1BL(z) (1− µ∆)−1 , (9.1)
where z ∈ ̺ (−L∗L) ∩ ̺ (−LL∗), L = Q+Φ given by (7.1), and BL(z) is given by
(7.2). We also introduce
JjL,µ(z) = (1 − µ∆)−1
(
tr2n̂d
(
L
(
L∗L+ z)−1γj,n
)
+ tr2n̂d
(
L∗(LL∗ + z)−1γj,n
))
(1− µ∆)−1, (9.2)
with γj,n ∈ C2n̂×2n̂ , j ∈ {1, . . . , n}, as in Remark 6.1, and
AL,µ(z) = (1− µ∆)−1
(
tr2n̂d
([
Φ, L∗(LL∗ + z)−1
])
− tr2n̂d
([
Φ, L(L∗L+ z)−1
]))
(1− µ∆)−1 (9.3)
for the admissible potential Φ (see Definition 6.11). By Theorem 7.8 and the
ideal property of B1(H), the operator BL,µ(z) is trace class for all µ > 0 and
z ∈ ̺ (−L∗L) ∩ ̺ (−LL∗) and Re(z) > −1. As for the case n > 5, we need the
following more detailed description of the operator BL,µ(z):
Lemma 9.2. Let L = Q + Φ as in (7.1), µ > 0, z ∈ ̺ (−L∗L) ∩ ̺ (−LL∗), with
Re(z) > −1. Then with JjL,µ(z), j ∈ {1, . . . ,m}, and AL,µ(z) given by (9.2) and
(9.3), one has
2BL,µ(z) =
n∑
j=1
[
∂j , J
j
L,µ(z)
]
+AL,µ(z).
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Proof. The only nontrivial item to be established, invoking Proposition 7.4 together
with equations (7.5), (7.6), and (7.7), is to establish that for j ∈ {1, . . . , n},[
∂j , J
j
L,µ(z)
]
= (1− µ∆)−1 [∂j , JjL(z)] (1− µ∆)−1 .
Recalling γj,n ∈ C2n̂×2n̂ , j ∈ {1, . . . , n} (cf. Remark 6.1), one observes that
(1− µ∆)−1 [∂j , tr2n̂d (L (L∗L+ z)−1 γj,n)] (1− µ∆)−1
= (1− µ∆)−1 ∂j tr2n̂d
(
L (L∗L+ z)−1 γj,n
)
− tr2n̂d
(
L (L∗L+ z)−1 γj,n
)
∂j (1− µ∆)−1
= ∂j (1− µ∆)−1 tr2n̂d
(
L (L∗L+ z)−1 γj,n
)
(1− µ∆)−1
− (1− µ∆)−1 tr2n̂d
(
L (L∗L+ z)−1 γj,n
)
(1− µ∆)−1 ∂j
=
[
∂j , (1− µ∆)−1 tr2n̂d
(
L (L∗L+ z)−1 γj,n
)
(1− µ∆)−1 ],
yielding the assertion. 
In contrast to the operator JjL(z), the integral kernel for the regularized operator
JjL,µ(z) satisfies the desired differentiability properties:
Corollary 9.3. Let L = Q+Φ be given by (7.1), z ∈ ̺ (−L∗L) ∩ ̺ (−LL∗) , with
Re(z) > −1, and suppose µ > 0. If n ∈ N is odd, then for all j ∈ {1, . . . , n}, the
integral kernel of JjL,µ(z) given by (9.2) is continuously differentiable.
Proof. We recall R1+z as given by (4.6), Q and C given by (6.3) and (6.15), respec-
tively, as well as γj,n as in Remark 6.1. According to Proposition 5.4 for ℓ ∈ R, it
suffices to observe that the operator
(1− µ∆)−1 tr2n̂d γj,nQ (R1+zC)n−2R1+z (1− µ∆)−1
is continuous from Hℓ(Rn) (see (5.1)) to Hℓ+2(n−2)+2+4−1(Rn) = Hℓ+2n+1(Rn).
Thus, by Corollary 5.3, the assertion follows from 2n > n. 
Next, we turn to a variant of the first assertion in Lemma 8.10.
Lemma 9.4. Let µ > 0, z ∈ C, Re(z) > −1, R1+z given by (4.6), C given by
(6.15), and Q given by (6.3). Then for all j ∈ {1, 2, 3}, the integral kernel of
(1− µ∆)−1 tr2d (γj,3QR1+zCR1+z) (1− µ∆)−1
vanishes on the diagonal, where γ1,3, γ2,3, γ3,3 ∈ C2×2 are given as in Remark 6.1
(see also Appendix A).
Proof. We denote the integral kernel under consideration by hj , j ∈ {1, 2, 3}. From
Lemma 8.8, one recalls,
(1− µ∆)−1 tr2d (γj,3QR1+zCR1+z) (1− µ∆)−1
= − (1− µ∆)−1 tr2d (γj,3QR1+zΦQR1+z) (1− µ∆)−1 .
With (1− µ∆)−1 = (1/µ) ((1/µ)−∆)−1 one computes,
hj(x, x) = − 1
µ2
ˆ
(R3)3
r1/µ(x − x1) tr2d
(
γj,3
3∑
i1=1
γi1,3(∂i1r1+z)(x1 − x2)Φ(x2)
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×
3∑
i2=1
γi2,3(∂i2r1+z)(x2 − x3)
)
r1/µ(x3 − x) dnx1dnx2dnx3
=
1
µ2
ˆ
(R3)3
r1/µ(x− x1) tr2d
(
γj,3
3∑
i1=1
γi1,3(∂i1r1+z)(x2 − x1)Φ(x2)
×
3∑
i2=1
γi2,3(∂i2r1+z)(x2 − x3)
)
r1/µ(x3 − x) dnx1dnx2dnx3
=
1
µ2
ˆ
(R3)3
r1/µ(x1 − x) tr2d
(
γj,3
3∑
i1=1
γi1,3(∂i1r1+z)(x2 − x1)Φ(x2)
×
3∑
i2=1
γi2,3(∂i2r1+z)(x2 − x3)
)
r1/µ(x3 − x) dnx1dnx2dnx3, x ∈ Rn.
The latter expression is symmetric in x2 and x3, by Fubini’s theorem. Hence, the
assertion follows as in Lemma 8.8 with the help of Corollary A.9. 
Now we are in position to prove the trace theorem for dimension n = 3. Of course
the principal strategy for the proof is similar to the one for dimensions n > 5 and,
thus, need not be repeated.
Theorem 9.5. Let n = 3, L = Q + Φ given by (7.1), and χΛ given by (7.3).
Then for all z ∈ C with z ∈ ̺ (−LL∗)∩̺ (−L∗L), and BL(z) given (7.2), χΛBL(z)
is trace class for all Λ > 0. The limit f(·) := limΛ→∞ tr(χΛBL(·)) exists in the
compact open topology and the formula
f(z) =
i
16π
(1 + z)−3/2 lim
Λ→∞
3∑
j,i1,i2=1
εji1i2
1
Λ
×
ˆ
ΛS2
tr
(
Φ(x) (∂i1Φ) (x) (∂i2Φ) (x)
)
xj d
n−1σ(x)
(9.4)
holds, where εji1i2 denotes the ε-symbol as in Proposition A.8.
Proof. Let Λ > 0, µ > 0. Denote the integral kernels of AL(z) and
∑
j
[
∂j , J
j
L(z)
]
by AL and JL, respectively, and correspondingly for AL,µ(z) and
∑
j
[
∂j , J
j
L,µ(z)
]
,
where the respective operators are given by (7.7), (7.6), (9.3), and (9.2). One notes
that by Lemma 8.9, AL,µ → AL and JL,µ → JL pointwise as µ → 0. One recalls
from Proposition 7.4 and Theorem 7.8 together with Proposition 4.3 that (similarly
to the case n = 5),
2 tr(χΛBL(z)) =
ˆ
B(0,Λ)
(AL + JL) (x, x) d
nx,
and, as AL and the integral kernel of BL(z) are continuous, so is JL. Hence, by
Lemma 8.9 and using AL(x, x) = 0 (see Lemma 8.1), one obtains
2 tr(χΛBL(z)) =
ˆ
B(0,Λ)
AL(x, x) + JL(x, x) d
nx
=
ˆ
B(0,Λ)
lim
µ→0
JL,µ(x, x) d
nx
THE CALLIAS INDEX FORMULA REVISITED 77
= lim
µ→0
ˆ
B(0,Λ)
JL,µ(x, x) d
nx,
where the last equality follows from the fact that the family of integral kernels of
{2BL,µ(z)−AL,µ(z)}µ>0
is locally uniformly bounded: To prove the latter assertion, we note that due to
Corollary 5.3, {2BL,µ(z)−AL,µ(z)}µ>0 defines a uniformly bounded family of con-
tinuous linear operators from Hℓ(Rn) (see (5.1)) to Hℓ+2n−1(Rn), ℓ ∈ R. Indeed,
this follows from the representation in Lemma 7.7 together with Proposition 5.4
and the fact that for all s ∈ R, (1− µ∆)−1 → I strongly in Hs(Rn). Next, we
denote
KL,µ :=
{
x 7→ gjL,µ(z)(x, x)
}
j∈{1,2,3},
where gjL,µ(z) is the integral kernel of J
j
L,µ(z), j ∈ {1, 2, 3}, and KL that for{
JjL(z)− 2 tr2d(γj,3QR1+zCR1+z)
}
j∈{1,2,3}.
Invoking Lemmas 9.4 and 8.9, and hence the fact that {x 7→ KL,µ(x)}µ>0 is locally
uniformly bounded, one obtains
lim
µ→0
ˆ
B(0,Λ)
JL,µ(x, x) d
nx = lim
µ→0
ˆ
ΛS2
(
KL,µ(x),
x
Λ
)
dn−1σ(x)
=
ˆ
ΛS2
lim
µ→0
(
KL,µ(x),
x
Λ
)
dn−1σ(x)
=
ˆ
ΛS2
(
KL(x),
x
Λ
)
dn−1σ(x).
As in the case n > 5, one computes with the help of Corollary 8.12 that for z ∈
Σz0,ϑ, see (8.8), for some fixed ϑ ∈ (0, π/2) and z0 ∈ R sufficiently large, the
limit Λ→∞ actually coincides with KL replaced by the vector of integral kernels
of
{
2 tr2d
(
γj,3ΦC
2R31+z
)}
j∈{1,2,3} (employing analogous arguments using Lemmas
8.5, 8.6, and 8.3). Hence one can compute this expression explicitly with the help
of Proposition 8.13, ending up with (9.4). 
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10. The Index Theorem and Some Consequences
Putting the results of the Sections 3 and 7 together, we arrive at the following
theorem:
Theorem 10.1. Let n ∈ N>3 odd, d ∈ N, Φ: Rn → Cd×d admissible (see Definition
6.11). Then the operator L = Q+Φ given by (7.1) is Fredholm and
ind(L) =
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! limΛ→∞
1
2Λ
n∑
j,i1,...,in−1=1
εji1...in−1
×
ˆ
ΛSn−1
tr(Φ(x)(∂i1Φ)(x) . . . (∂in−1Φ)(x))xj d
n−1σ(x),
(10.1)
where εji1...in−1 denotes the ε-symbol as introduced in Proposition A.8.
Proof. Appealing to Theorem 3.4 and Theorem 7.1 (or 9.5), we have f(0) = ind(L),
with f from Theorem 7.1. 
In Corollary 10.11 at the end of this section we will show that actually, ind(L) = 0
for admissible Φ.
Next, we indicate how the index theorem obtained can be generalized to poten-
tials Φ belonging only to C2b
(
Rn;Cd×d
)
satisfying |Φ(x)| > c for all x ∈ Rn\B(0, R)
for some R > 0, c > 0. More precisely, we will prove the following theorem later in
Section 12 in the case where Φ is C∞ and in full generality in Section 13:
Theorem 10.2. Let n ∈ N>3 odd, d ∈ N, Φ ∈ C2b
(
Rn;Cd×d
)
. Assume the following
properties
Φ(x) = Φ(x)∗, x ∈ Rn,
there exists c > 0, R > 0 such that |Φ(x)| > c, x ∈ Rn\B(0, R), and that there is
ε > 1/2 such that for all α ∈ Nn0 , |α| < 3, there is κ > 0 such that
‖(∂αΦ)(x)‖ 6
{
κ(1 + |x|)−1, |α| = 1,
κ(1 + |x|)−1−ε, |α| = 2,
x ∈ Rn.
We recall Q = ∑nj=1 γj,n∂j, with γj,n ∈ C2n̂×2n̂ , j ∈ {1, . . . , n}, given in (6.3) or
Theorem 6.4. Then the operator L := Q+Φ considered in L2(Rn)2n̂d is a Fredholm
operator and
ind(L) =
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! limΛ→∞
1
2Λ
n∑
j,i1,...,in−1=1
εji1...in−1 (10.2)
×
ˆ
ΛSn−1
tr(U(x)(∂i1U)(x) . . . (∂in−1U)(x))xj d
n−1σ(x),
where
U(x) = |Φ(x)|−1Φ(x) = sgn(Φ(x)), x ∈ R.
While in this manuscript we focus on the functional analytic proof of Callias’
index formula (10.2), we refer to the discussion by Bott and Seeley [14] for its
underlying topological setting (homotopy invariants, etc.).
In Theorem 10.2, there are two main difficulties to cope with: on the one hand
– in contrast to the situation in Theorem 10.1 – the potential is only assumed to
be invertible on the complement of large balls, on the other hand the potential
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is only C2. We will address the second case later on, and concern ourselves with
the invertibility issue first. However, before providing the proof of Theorem 10.2
in these more general cases, we give a motivating fact underlining the need for
Theorem 10.2. In particular, in Theorem 10.6, we show that a particular class of
potentials cannot be treated with the help of Theorem 10.1. The main problem
preventing the applicability of Theorem 10.1 is the everywhere invertibility assumed
in Definition 6.11.
We note that the special case n = 3 in connection with Yang–Mills–Higgs fields
and monopoles has been discussed in detail in [70, Sect. II.5] and [81, Sect. VIII.4].
Before turning to Theorem 10.6, we shall provide a result that studies the sign
of an operator. This study is needed, as the formula in Theorem 10.2 involves
x 7→ Φ(x)/|Φ(x)| = sgn(Φ(x)).
Theorem 10.3. Let H be a Hilbert space, A ∈ B(H), Re (A2) > c for some c > 0.
Then the integral (see, e.g., [59, Ch. 5, equation (5.3)]),
sgn(A) :=
2
π
A
ˆ ∞
0
(
t2 +A2
)−1
dt
converges in B(H) and sgn(·) is analytic on B(A, (‖A‖2+ c)1/2−‖A‖)). Moreover,
if in addition, A = A∗ then
sgn(A) = A|A|−1,
and sgn(A) is unitary.
Proof. From Re
(
t2 +A2
)
> t2+ c it follows that
∥∥ (t2 +A2)−1 ∥∥ 6 (t2+ c)−1 and,
thus, the integral converges in operator norm. In order to prove analyticity, we first
show that given B ∈ B(H) with Re(B) > c the function T 7→ ´∞0
(
t2 +B + T
)−1
dt
is analytic at 0 with convergence radius at least c. Hence, let B ∈ B(H) with
Re(B) > c. Then
∥∥ (t2 +B)−1 ∥∥ 6 (t2+ c)−1 6 c−1 for all t ∈ R. If T ∈ B(H) with
‖T ‖ 6 ϑc for some 0 < ϑ < 1, then
∥∥∥(t2 +B)−1 T∥∥∥ 6 ϑ for all t ∈ R and thus,
ˆ ∞
0
(
t2 + (B + T )
)−1
dt =
ˆ ∞
0
(
1 +
(
t2 +B
)−1
T
)−1 (
t2 +B
)−1
dt
=
ˆ ∞
0
∞∑
k=0
(
− (t2 +B)−1 T)k (t2 +B)−1 dt
=
∞∑
k=0
ˆ ∞
0
(
− (t2 +B)−1 T)k (t2 +B)−1 dt.
One observes that ck : B(H)k → B(H) given by
ck(T, . . . , T ) :=
ˆ ∞
0
(
− (t2 +B)−1 T)k (t2 +B)−1 dt,
is a bounded k-linear form with bound c−kπ/(2
√
c). Indeed, for the contractions
T1, . . . , Tk ∈ B(H) one estimates∥∥∥∥ ˆ ∞
0
k∏
j=1
[− (t2 +B)−1Tj](t2 +B)−1 dt∥∥∥∥
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6
ˆ ∞
0
k∏
j=1
∥∥[− (t2 +B)−1Tj](t2 +B)−1∥∥ dt
6
ˆ ∞
0
∥∥(t2 +B)−k∥∥∥∥(t2 +B)−1∥∥ dt
6
(
1
c
)k ˆ ∞
0
1
t2 + c
dt =
(
1
c
)k
π
2
√
c
.
In particular, the power series has convergence radius at least c. It follows that
T 7→ ´∞0
(
t2 + T
)−1
dt is analytic about A2 with convergence radius c. If T ∈ B(H)
with ‖T ‖ < ((‖A‖2 + c)1/2 − ‖A‖), then∥∥(A+ T )2 −A2∥∥ < 2‖A‖‖T ‖+ ‖T ‖2
6 2‖A‖((‖A‖2 + c)1/2 − ‖A‖)+ ((‖A‖2 + c)1/2 − ‖A‖)2
= c.
Hence, the map T 7→ ´∞
0
(
t2 + T 2
)−1
dt is analytic about A with convergence radius
at least
(
(‖A‖2 + c)1/2 − ‖A‖).
The equality and unitarity now follow from the functional calculus for self-adjoint
opertors and the respective equality for numbers. 
The next fact provides a more detailed account on the behavior of x 7→ sgn(Φ(x))
for smooth Φ. We note that the following result has been asserted implicitly in a
modified form in [22, last paragraph on p. 226].
Lemma 10.4. Let n, d ∈ N>1, Φ ∈ C∞b
(
Rn;Cd×d
)
pointwise self-adjoint, c, R > 0,
c 6= 0. Assume that for all x ∈ Rn\B(0, R), |Φ(x)| > c. Let τ > 0. Then there
exists U ∈ C∞b
(
Rn;Cd×d
)
pointwise self-adjoint, and a function u ∈ C∞b (Rn;R>0)
with 0 6 u 6 1, uRn\B(0,τ) = 1, such that
U(x) = sgn(Φ(x)), x ∈ Rn\B(0, R) and U(x)2 = u(x)Id, x ∈ Rn.
Moreover, for all β ∈ Nn0 , β 6= 0, there exists κ > 0 such that for all x ∈ Rn\B(0, R),
‖∂βU(x)‖ 6 κ
∑
α∈Nn0 ,γ∈N,|α|γ=|β|
‖∂αΦ(x)‖γ .
Remark 10.5. (i) We note that the function U constructed in Lemma 10.4 attains
values in the set of unitary matrices (on Rn\B(0, R)). Indeed, this follows from
Theorem 10.3.
(ii) In the situation of Lemma 10.4, assume, in addition, that Φ satisfies the fol-
lowing estimates: For some ε > 1/2 and for α ∈ Nn0 , there is a constant κ1 > 0
such that
‖(∂αΦ)(x)‖ 6
{
κ1(1 + |x|)−1, |α| = 1,
κ1(1 + |x|)−1−ε, |α| > 2,
x ∈ Rn.
Then U constructed in Lemma 10.4 satisfies analogous estimates: For α ∈ Nn0 there
exists κ2 > 0 such that
‖(∂αU)(x)‖ 6
{
κ2(1 + |x|)−1, |α| = 1,
κ2(1 + |x|)−1−ε, |α| > 2.
In particular, if Φ is admissible (see Definition 6.11), then so is U = sgn(Φ). ⋄
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Proof of Lemma 10.4. One observes that x 7→ sgn(Φ(x)) is C∞b on Rn\B(0, R′) for
some 0 < R′ < R, by Theorem 10.3. Moreover, for j ∈ {1, . . . , n},
(∂jU)(x) = (sgn
′(Φ(x)))(∂jΦ)(x).
Thus,
(∂k∂jU)(x) = sgn
′′(Φ(x))(∂kΦ)(x)(∂jΦ)(x) + sgn′(Φ(x))(∂k∂jΦ)(x).
Continuing in this manner, we obtain the estimates for the derivatives, once noticing
that x 7→ sgn(k) (Φ(x)) is bounded for all k ∈ N. Indeed, by the boundedness of
Φ and since |Φ(x)| > c for all x ∈ Rn\B(0, R), the set {Φ(x) |x ∈ Rn\B(0, R)} ⊆
Cd×d is relatively compact and its closure is contained in the domain of analyticity
of sgn(·). Hence, x 7→ sgn(k) (Φ(x)) is indeed bounded.
Next, let η ∈ C∞b (Rn) with
η(x)

= R′, |x| 6 R′,
∈ [R′, R], R′ < |x| < R,
= |x|, |x| > R.
Then α : Rn\{0} → Rn, x 7→ η(|x|) x|x| is C∞ and α(x) = x for all |x| > R. Let, in
addition, φ : Rn → R>0 be a C∞-function such that φ(x) = 1 for x ∈ Rn\B(0, τ)
and with 0 6 φ 6 1 and φ(x) = 0 on B(0, τ/2). Then a suitable choice for U is
x 7→ φ(x) sgn(Φ(α(x))). 
One might wonder, whether the function u vanishing at the origin in Lemma 10.4
is really needed. In fact, if it was possible for any arbitrarily differentiable potential
Φ discussed in Theorem 10.2, to choose u in Lemma 10.4 being 1 also at the origin,
the only nontrivial assertion of Theorem 10.2 would be the differentiability issue.
However, the next example indicates that Theorem 10.2 has a nontrivial application.
Theorem 10.6. Consider the function Φ: R3 → C2×2 such that
Φ(x) =
3∑
j=1
σj
xj
|x| , |x| > 1,
as in Example 4.8. Then there is no U ∈ C∞(R3;C2×2) with the property that
U(x) = Φ(x) for all x ∈ Rn, |x| > 1, U(x) = U(x)∗ and for some c > 0, |U(x)| > c,
x ∈ Rn.
Proof. We will proceed by contradiction and assume the existence of such a U . By
Lemma 10.4 (and Remark 10.5 (i)), we may assume without loss of generality that
U assumes values in the self-adjoint unitary operators in C2×2. The latter are of
the form
W =
(
a b+ id
b− id c
)
, a, b, c, d ∈ R
with W ∗W = I2. From the latter equation, one reads off
1 = a2 + b2 + d2,
0 = (a+ c)b,
0 = (a+ c)d,
1 = c2 + b2 + d2.
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Hence, either a 6= −c, which implies b = d = 0 and a = c = ±1, or a = −c with
a2 + b2 + d2 = 1. Note that, in the latter case, we have W = aσ1 + bσ2 + dσ3 and
det(W ) = −1. Hence, since U is pointwise invertible everywhere, and det(±I2) = 1,
by the intermediate value theorem, one infers that
U [R3] ⊆ {aσ1 + bσ2 + cσ3 | a, b, c ∈ R, a2 + b2 + c2 = 1} =: U
Identifying U with S2 and using U |S2 = IS2 , one observes that U is a retraction
of B(0, 1) for S2, which is a contradiction. We provide some details for the latter
claim. Assume there exists a continuous map f : B(0, 1) ⊂ R3 → S2 with the
property f(x) = x for all x ∈ S2. Denoting the identity on B(0, 1) by IB(0,1), one
considers the homotopy H of f and I
B(0,1)
given by
H(λ, x) := λf(x) + (1− λ)IB(0,1)(x), λ ∈ [0, 1], x ∈ B(0, 1).
In the following, we denote by deg(g, z0) Brouwer’s degree of a function g : B(0, 1)→
R3 in the point z0 ∈ R3\g[S2]. One observes that 0 ∈ R3\H(λ, S2) = R3\S2 for
all λ ∈ [0, 1], by the hypotheses on f . Hence, by homotopy invariance of Brouwer’s
degree, one gets, using 0 ∈ IB(0,1)[B(0, 1)] and 0 /∈ f [B(0, 1)] = S2,
1 = deg(IB(0,1), 0) = deg(H(0, ·), 0) = deg(H(1, ·)) = deg(f, 0) = 0,
a contradiction. 
While we decided to provide an explicit proof of Theorem 10.6, it should be
mentioned that is is a special case of “Brouwer’s no retraction theorem” (see, e.g.,
[38, Theorem 3.12]): There is no continuous map f : B(0, 1) → Sn−1 that is the
identity on Sn−1. (Here B(0, 1) denotes the closed unit ball in Rn, n ∈ N.)
In the remainder of this section, we study the index formula (10.2) in more detail.
More precisely, we will show an invariance principle which will lead to a proof of
Corollary 10.11, which shows that for admissible potentials Φ, the index of Q+Φ
vanishes, reproducing [86, Theorem 5.2] in our context.
Let n, d ∈ N, U ⊆ Rn open, Υ ∈ C1(U ;Cd×d). For x ∈ U we introduce the
expression
MΥ(x) :=
n∑
i1,...,in=1
εi1···in tr
(
∂i1Υ(x) · · · ∂inΥ(x)
)
, (10.3)
where εi1···in denotes the totally anti-symmetric symbol in n coordinates.
Remark 10.7. The relationship of the index formula for potentials Φ as in Theorem
10.2 and the function defined in (10.3) is as follows: Let U be C2-smooth with
U = sgn(Φ) on the complement of a sufficiently large ball. For Λ > 0, one computes
with the help of Gauss’ divergence theorem
1
Λ
n∑
i1,...,in=1
εi1...in
ˆ
ΛSn−1
tr(U(x)(∂i1U)(x) . . . (∂in−1 U)(x))xin d
n−1σ(x)
=
n∑
i1,...,in=1
εi1...in
ˆ
B(0,Λ)
tr((∂i1 U)(x) . . . (∂inU)(x)) d
nx
=
ˆ
B(0,Λ)
MU (x)d
nx.
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Hence, the index formula for the operator L = Q + Φ discussed in Theorem 10.2
may be rewritten as follows
ind(L) =
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! limΛ→∞
1
2
ˆ
B(0,Λ)
MU (x) d
nx. (10.4)
⋄
Definition 10.8 (Transformations of constant orientation). Let n ∈ Rn, U ⊆ Rn
open, dense. We say that T : U → Rn is a transformation of constant orientation,
if the following properties (i)–(iii) are satisfied:
(i) T is continuously differentiable and injective.
(ii) T [U ] is dense in Rn.
(iii) The function U ∋ x 7→ sgn(det(T ′(x))) is either identically 1 or −1. We define
sgn(T ) := sgn(det(T ′(x))) for some (and hence for all ) x ∈ U .
The sought after invariance principle then reads as follows:
Theorem 10.9. Let n ∈ N>3 odd, d ∈ N, Φ ∈ C2b
(
Rn;Cd×d
)
. Assume the following
properties:
Φ(x) = Φ(x)∗, x ∈ Rn,
there exists c > 0, R > 0 such that |Φ(x)| > c for all x ∈ Rn\B(0, R), and that
there is ε > 1/2 such that for all α ∈ Nn0 , |α| < 3, there is κ > 0 such that
‖(∂αΦ)(x)‖ 6
{
κ(1 + |x|)−1, |α| = 1,
κ(1 + |x|)−1−ε, |α| = 2,
x ∈ Rn.
We recall Q = ∑nj=1 γj,n∂j, with γj,n ∈ C2n̂×2n̂ , j ∈ {1, . . . , n}, given in (6.3) or
in Theorem 6.4. In addition, let T : U ⊆ Rn → Rn (with U as in Definition 10.8)
be a transformation of constant orientation. Assume that ΦT := Φ ◦ T (the closure
of the mapping Φ ◦ T ) satisfies the assumptions imposed on Φ. Then L1 = Q+ Φ
and L2 = Q+ΦT are Fredholm and
ind(L1) = sgn(T ) ind(L2).
Before proving Theorem 10.9 we need a chain rule for the function defined in
(10.3).
Lemma 10.10. Let n, d ∈ N, U ⊆ Rn open, Φ ∈ C1(Rn;Cd×d), T ∈ C1(U ;Rn).
Then,
MΦ◦T (x) =MΦ(T (x)) det(T ′(x)), x ∈ U .
Proof. One recalls that for an n× n-matrix A = (aij)i,j∈{1,...,n} ∈ Cn×n, its deter-
minant may be computed as follows
det(A) =
n∑
i1,...,in=1
εi1···inai11 · · ·ainn.
Consequently, for k1, . . . , kn ∈ {1, . . . , n}, one gets
εk1···kn det(A) =
n∑
i1,...,in=1
εi1···inai1k1 · · · ainkn .
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Using the chain rule of differentiation, one obtains for x ∈ U ,
MΦ◦T (x) =
n∑
i1,...,in=1
εi1···in trd
(
∂i1(Φ ◦ T )(x) · · · ∂in(Φ ◦ T )(x)
)
=
n∑
i1,...,in=1
εi1···in trd
( n∑
k1=1
∂k1Φ(T (x))∂i1Tk1(x) · · ·
n∑
kn=1
∂knΦ(T (x))∂inTkn(x)
)
=
n∑
k1,...,kn=1
n∑
i1,...,in=1
εi1···in∂i1Tk1(x) · · · ∂inTkn(x)
× trd
(
∂k1Φ(T (x)) · · · ∂knΦ(T (x))
)
=
n∑
k1,...,kn=1
εk1···kn det(T
′(x)) trd
(
∂k1Φ(T (x)) · · · ∂knΦ(T (x))
)
=MΦ(T (x)) det(T
′(x)). 
Proof of Theorem 10.9. Let U be C2-smooth and such that sgn(Φ) = U on com-
plements of sufficiently large balls. One observes that UT := U ◦ T = sgn(ΦT ). In
particular, ind(Q+ΦT ) = ind(Q+ UT ). Next, we set
cn :=
1
2
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! .
By Theorem 10.2 together with Remark 10.7, and taking into account the chain
rule, Lemma 10.10, one computes,
ind(Q+ UT ) = cn lim
Λ→∞
ˆ
B(0,Λ)
MUT (x) d
nx
= cn lim
Λ→∞
ˆ
B(0,Λ)
MU◦T (x) dnx
= cn lim
Λ→∞
ˆ
B(0,Λ)
MU (T (x)) det(T
′(x)) dnx
= sgn(T )cn lim
Λ→∞
ˆ
B(0,Λ)
MU (T (x))| det(T ′(x))| dnx
= sgn(T )cn lim
Λ→∞
ˆ
T [B(0,Λ)]
MU (x) d
nx
= sgn(T )cn lim
Λ→∞
ˆ
B(0,Λ)∩T [B(0,Λ)]
MU (x) d
nx,
using the transformation rule for integrals.
To conclude the proof, we are left with showing
cn lim
Λ→∞
ˆ
B(0,Λ)∩T [B(0,Λ)]
MU (x) d
nx = ind(Q+ U).
For this purpose one notes that T is continuously invertible, by hypothesis. Hence,
the range of T is open. Since the range of T is also dense, {χT [B(0,Λ)]}Λ∈N converges
in the strong operator topology of B(L2(Rn)) to IL2(Rn), where χT [B(0,Λ)] denotes
the characteristic function of the set T [B(0,Λ)], Λ > 0. Thus, for L = Q+ U , one
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computes
ind(L) = lim
Λ→∞
lim
z→0+
z trL2(Rn)
(
χT [B(0,Λ)]χΛ tr2n̂d
(
(L∗L+ z)−1 − (LL∗ + z)−1))
= cn lim
Λ→∞
ˆ
B(0,Λ)∩T [B(0,Λ)]
MU (x) d
nx,
proving the assertion. 
Finally, we apply Theorem 10.9 and prove that for admissible potentials Φ,
ind(Q+Φ) = 0:
Corollary 10.11. Let n ∈ N>3 odd, d ∈ N. Let Φ be admissible, see Definition
6.11. Let Q be as in (6.3) and L = Q + Φ as in (7.1). Then L is Fredholm and
ind(L) = 0.
Proof. By invariance of the Fredholm index under relatively compact perturbations
(cf. Theorem 3.6 (iii)), we can assume without loss of generality, that Φ is constant
in a neighborhood of 0. We consider T : Rn\{0} → Rn given by
T (x) :=
x
|x|2 , x ∈ R
n\{0}.
One observes that T is a transformation of constant orientation. Moreover, as Φ is
admissible, so is ΦT := Φ ◦ T . In particular, since Φ is constant in a neighborhood
of 0, we find Λ > 0 such that for all x ∈ Rn with |x| > Λ, (∂iΦT )(x) = 0. Hence,
ind(Q+ΦT ) = 0, by Theorem 10.1 and, thus ind(Q+Φ) = 0, by Theorem 10.9. 
For an entirely diffferent approach to Corollary 10.11 we refer again to [86,
Theorem 5.2].
Remark 10.12. As kindly pointed out to us by one of the referees, Corollary 10.11
permits a more elementary proof as follows. If Φ is admissible, then x 7→ Φt(x) :=
Φ(tx), t > 0, is also admissible and the associated operators Lt : H
1(Rn)2
n̂d →
L2(Rn)2
n̂d, t > 0, are all Fredholm. In addition, the map, (0,∞) ∋ t 7→ Lt ∈
B(H1(Rn)2n̂d, L2(Rn)2n̂d) is continuous. Thus (cf. Corollary 3.7),
ind(L1) = ind(Lt), t > 0. (10.5)
However, (6.14) leads to
L∗tLt = −∆I2n̂d − Ct +Φ2t , LtL∗t = −∆I2n̂d + Ct +Φ2t , (10.6)
where
Ct =
n∑
j=1
γj,n(∂jΦt) = (QΦt), t > 0. (10.7)
Hence, for some constant c > 0, ‖Ct‖B(L2(Rn)2n̂d) 6 c t for 0 < t sufficiently small. In
particular, for 0 < t sufficiently small, the operators L∗tLt and LtL
∗
t are boundedly
invertible and hence ind(Lt) = 0, implying ind(L1) = ind(L) = 0. ⋄
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11. Perturbation Theory for the Helmholtz Equation
Before we are in a position to provide a proof of Theorem 10.2, we need some
results concerning the perturbation theory of Helmholtz operators. More precisely,
we study operators (and their fundamental solutions) of the form
(−∆+ µ+ η)
in odd space dimensions n > 3 and η ∈ L∞(Rn) with small support around the
origin and µ ∈ CRe>0. For µ ∈ CRe>0, η ∈ L∞(Rn), recalling Rµ = (−∆+ µ)−1,
one formally computes
Rη+µ :=
(−∆+ η + µ))−1 = ((−∆+ µ)(1 +Rµη)−1
=
∞∑
k=0
(Rµ(−η))kRµ. (11.1)
This computation can be made rigorous, if ‖Rµ(η)‖B(L2(Rn)) < 1. The first aim
of this section is to provide a proof of the fact that if ‖η‖L∞ 6 1, then indeed
‖Rµ(η)‖B(L2(Rn)) < 1 for “sufficiently” many µ, that is, for µ belonging to the
closed sector
Σµ0,ϑ = {z ∈ C |Re(µ) > µ0, | arg(µ)| 6 ϑ} (11.2)
for some µ0 ∈ R, ϑ ∈ [0, π2 ], provided the support of η is sufficiently small.
For µ > 0, x, y ∈ Rn, x 6= y, we introduce
sµ(x− y) := e
−√µ|x−y|
|x− y|n−2 . (11.3)
The next lemma shows that the Helmholtz Green’s function basically behaves
like sµ in (11.3). We note that a similar estimate was used in [22, p. 224, formula
(c)]. However, we further remark that the factor λ introduced in the following
result does not occur in [22, p. 224, formula (c)], yielding a hidden z-dependence
of the constant K occuring there.
Lemma 11.1. Let n ∈ N>3 odd, λ ∈ (0, 1). For µ > 0 denote the integral kernel
of Rµ = (−∆+ µ)−1 in L2(Rn) by rµ, see Lemma 5.11 or (5.11), and let sµ be as
in (11.3). Then there exist c1, c2 > 0 such that for all µ > 0,
rµ(x− y) 6 c1sλµ(x− y), and sµ(x − y) 6 c2rµ(x − y), x, y ∈ Rn, x 6= y.
Proof. For the first inequality, one observes that for k ∈ {0, . . . , n̂ − 1}, with n =
2n̂+ 1, the function
R>0 ∋ β 7→ βke−(1−
√
λ)β
is bounded by some dk > 0. Next, let x, y ∈ Rn, x 6= y and r := |x − y|, µ > 0.
Then, for k ∈ {0, . . . , n̂− 1}, one estimates
e−
√
µ|x−y|
|x− y|n−2−k (
√
µ)k =
e−
√
µr
rn−2
(r
√
µ)k 6 dk
e−
√
λµr
rn−2
.
Hence, the first inequality asserted follows from Lemma 5.11. Employing again
Lemma 5.11, the second inequality can be derived easily. 
We can now come to the announced result of bounding the operator norm of
Rµη given η is supported on a small set. We note that smallness of the support is
independent of µ, if one assumes µ to lie in a sector.
THE CALLIAS INDEX FORMULA REVISITED 87
Lemma 11.2. Let µ0 > 0, ϑ ∈ (0, π/2), β > 0, n ∈ N>3 odd. Then there exists
τ > 0 such that for all µ ∈ Σµ0,ϑ, see (11.2),
‖Rµη‖B(L2(Rn)) 6 β
for all η ∈ L∞(Rn), ‖η‖L∞ 6 1 and supp(η) ⊂ B(0, τ).
Proof. Let τ > 0 and η ∈ L∞(Rn) such that supp(η) ⊂ B(0, τ) and ‖η‖L∞ 6 1.
Let µ ∈ Σµ0,ϑ and denote the fundamental solution of (−∆ + µ) by rµ, see also
Lemma 5.12. By estimate (5.15) in Lemma 5.12, there exists c1 > 1 such that
|rµ(x− y)| 6 c1rReµ(x− y), x, y ∈ Rn, x 6= y, µ ∈ Σµ0,ϑ.
Next, by Lemma 11.1, there exists c2 > 0 such that for all µ > µ0,
rµ(x − y) 6 c2s 1
2µ
(x− y), x, y ∈ Rn, x 6= y.
For µ > µ0, one notes that ‖sµ/2‖L1(Rn) 6 ‖sµ0/2‖L1(Rn) <∞. Hence, for µ ∈ Σµ0,ϑ
and u ∈ C∞0 (Rn), one gets
‖Rµ(η)u‖2L2(Rn) =
ˆ
Rn
∣∣∣∣ˆ
Rn
rµ(x− y)η(y)u(y)dny
∣∣∣∣2 dnx
=
ˆ
Rn
∣∣∣∣ ˆ
B(0,τ)
rµ(x− y)η(y)u(y)dny
∣∣∣∣2 dnx
6 c21
ˆ
Rn
( ˆ
B(0,τ)
rRe(µ)(x− y)|η(y)||u(y)|dny
)2
dnx
6 c21c
2
2
ˆ
Rn
( ˆ
B(0,τ)
s 1
2Re(µ)
(x− y)dny
) ˆ
B(0,τ)
s 1
2Re(µ)
(x− y)|u(y)|2 dnydnx
6 c21c
2
2
ˆ
Rn
( ˆ
B(0,τ)
s 1
2Re(µ)
(y)dny
) ˆ
Rn
s 1
2Re(µ)
(x− y)|u(y)|2 dnydnx
= c21c
2
2
ˆ
B(0,τ)
s 1
2Re(µ)
(y) dny ‖s 1
2µ0
‖L1(Rn)‖u‖2L2(Rn).
One observes thatˆ
B(0,τ)
s 1
2Re(µ)
(y) dny 6 ωn−1
ˆ τ
0
1
rn−2
rn−1 dr =
τ2
2ωn−1
,
and hence,
‖Rµη‖B(L2(Rn)) 6 c1c2
√
‖sµ0/2‖L1(Rn)
2ωn−1
τ. 
Remark 11.3. (i) Let µ0 > 0, and ϑ ∈ (0, π2 ), κ > 0. Then for all µ ∈ Σµ0,ϑ (see
(11.2)), there exists τ > 0 such that for η ∈ L∞(Rn), with ‖η‖L∞ 6 κ and η = 0
on Rn\B(0, τ), the operator Rη+µ = (−∆ + η + µ)−1 exists as a bounded linear
operator in L2(Rn) and its norm is arbitarily close to ‖Rµ‖. Indeed, for β < 1 with
‖Rµη‖ 6 β one computes
‖Rη+µ‖ 6
∞∑
k=0
βk‖Rµ‖ = 1
1− β ‖Rµ‖.
(ii) In the situation of part (i), we shall now elaborate some more on the properties
of Rη+µ with ‖Rµη‖ 6 β < 1 for all µ ∈ Σµ0,ϑ. Assuming, in addition, η ∈ C∞,
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then Rη+µ extends by interpolation to a bounded linear operator to the full Sobolev
scale Hs(Rn) (see (5.1) for a definition), s ∈ R. Moreover, from
(−∆+ µ)Rη+µ = (−∆+ µ)
∞∑
k=0
Rµ(−ηRµ)k =
∞∑
k=0
((−η)Rµ)k,
one gets ‖(−∆+ µ)Rη+µ‖ 6 (1− β)−1, yielding Rη+µ ∈ B(Hs(Rn);Hs+2(Rn)) for
all s ∈ R. ⋄
With Lemma 11.2 we have an a priori condition on the support of η to make
the operator Rη+µ well-defined. The forthcoming results, the very reason of this
entire section, provide estimates for the integral kernels of the perturbed operator
in terms of the unperturbed one. Of course, these estimates also rely on a Neumann
series type argument. The main step is the following lemma.
Lemma 11.4. Let n ∈ N>3 odd, µ0 > 0, κ > 0. For any λ ∈ (0, 1), there exists
τ > 0 such that for all η ∈ L∞(Rn), with ‖η‖L∞ 6 κ and supp(η) ⊂ B(0, τ), such
that for all k ∈ N>3, µ > µ0, the integral kernel r˜k of (Rµη)kRµ satisfies
|r˜k(x, y)| 6 λkrµ/4(x− y), x, y ∈ Rn, x 6= y,
where rµ is the integral kernel of Rµ = (−∆+ µ)−1 given by (5.11).
We postpone the proof of Lemma 11.4 and show three preparatory results first.
Lemma 11.5. Let n ∈ N>3 odd, µ > 0, τ > 0, sµ as in (11.3). Then for all
x, z ∈ Rn, x 6= z, the inequality,ˆ
B(0,τ)
sµ(x − y)sµ(y − z) dny 6 2n−3ωn−1τ2sµ(x − z),
holds, with ωn−1 the (n− 1)-dimensional volume of the unit sphere Sn−1 ⊆ Rn (see
also (5.6)).
Proof. One notes that, by the triangle inequality,
e−
√
µ|x−y|e−
√
µ|y−z| 6 e−
√
µ|x−z|, x, y, z ∈ Rn.
Hence, one is left with showingˆ
B(0,τ)
1
|x− y|n−2
1
|y − z|n−2 d
ny 6 2n−3ωn−1τ2
1
|x− z|n−2 , x, y, z ∈ R
n, x 6= z.
Let x, y, z ∈ Rn. Then
|x− z|n−2 6 (|x− y|+ |y − z|)n−2 6 2n−3(|x− y|n−2 + |y − z|n−2).
Hence, ˆ
B(0,τ)
|x− z|n−2
|x− y|n−2|y − z|n−2 d
ny
6
ˆ
B(0,τ)
2n−3(|x − y|n−2 + |y − z|n−2)
|x− y|n−2|y − z|n−2 d
ny
= 2n−3
ˆ
B(0,τ)
(
1
|x− y|n−2 +
1
|y − z|n−2
)
dny
6 2n−2
ˆ
B(0,τ)
1
|y|n−2 d
ny
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= 2n−2ωn−1
ˆ τ
0
r dr = 2n−3ωn−1τ2. 
Proposition 11.6. Let n ∈ N, µ0 > 0, and q ∈ L1(Rn)∩C(Rn\{0}). Assume that
Vq, the operator defined by convolution with q, defines a self-adjoint, nonnegative
operator in L2(Rn). Then for all µ > µ0 and x, y ∈ Rn, x 6= y,
µ0
ˆ
Rn
rµ(x− x1)q(x1 − y) dnx1 6 q(x− y).
Proof. Let µ > µ0. As the convolution with q commutes with differentiation, it
also commutes with (−∆ + µ), Rµ or powers thereof. Since Vq > 0, there exists
a unique nonnegative square root V
1/2
q , which also commutes with Rµ, R
−1
µ and
powers thereof. For φ ∈ H2(Rn) and µ > µ0,(
(−∆+ µ)φ, Vqφ
)
L2
=
(
(−∆+ µ)V 1/2q φ, V 1/2q φ
)
L2
> µ0
(
V 1/2q φ, V
1/2
q φ
)
L2
= µ0
(
φ, Vqφ
)
L2
.
Putting φ := (−∆+ µ)−1/2ψ = R1/2µ ψ for some ψ ∈ H2(Rn), one infers(
ψ, Vqψ
)
L2
> µ0
(
R1/2µ ψ, VqR
1/2
µ ψ
)
L2
> µ0
(
ψ,RµVqψ
)
L2
.
As (−∆ + µ)−1/2[H2(Rn)] is dense in L2(Rn), it follows that Vq − µ0RµVq is a
nonnegative integral operator, which implies the asserted inequality. 
Applying Proposition 11.6 with q = rµ twice, one gets the proof of the following
result.
Lemma 11.7. Let n ∈ N, µ0 > 0. Then for all µ > µ0,
µ20
ˆ
(Rn)2
rµ(x−x1)rµ(x1−x2)rµ(x2−y) dnx1dnx2 6 rµ(x−y), x, y ∈ Rn, x 6= y.
(11.4)
Proof of Lemma 11.4. Recalling (11.3),
sµ(x− y) = e
−√µ|x−y|
|x− y|n−2 , x, y ∈ R
n, x 6= y, µ > 0.
By Lemma 11.1, there exist c1, c2 > 0 such that for all µ > 0 and x, y ∈ Rn, x 6= y,
rµ(x− y) 6 c1sµ/4(x− y), sµ/4(x − y) 6 c2rµ/4(x− y). (11.5)
Next, one recalls, with n = 2n̂ + 1 for some n̂ ∈ N, from Lemma 5.12, equation
(5.16), that
rµ(x − y) 6 2n̂−1rµ/4(x− y), x, y ∈ Rn, x 6= y.
Let τ > 0. We estimate for x, y ∈ Rn, x 6= y, η ∈ L∞(Rn), with supp(η) ⊂ B(0, τ),
µ > µ0, using Lemma 11.5 and inequality (11.5), with κτ := 2
n−3ωn−1τ2,
|r˜k(x, y)| =
∣∣∣∣ ˆ
(Rn)k
rµ(x− x1)η(x1)rµ(x1 − x2) · · · η(xk)rµ(xk − y) dnx1 · · · dnxk
∣∣∣∣
6 ‖η‖kL∞
ˆ
(B(0,τ))k
rµ(x− x1)rµ(x1 − x2) · · · rµ(xk − y) dnx1 · · · dnxk
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6 ‖η‖kL∞ck−11
ˆ
(B(0,τ))k
rµ(x− x1)sµ/4(x1 − x2)
· · · × sµ/4(xk−1 − xk)rµ(xk − y) dnx1 · · · dnxk
6 ‖η‖kL∞(c1κτ )k−1
ˆ
(B(0,τ))2
rµ(x− x1)sµ/4(x1 − xk)rµ(xk − y) dnx1dnxk
6 ‖η‖kL∞(c1κτ )k−1c2
ˆ
(B(0,τ))2
rµ(x− x1)rµ/4(x1 − xk)rµ(xk − y) dnx1dnxk
6 ‖η‖kL∞(c1κτ )k−12n−3c2
ˆ
(Rn)2
rµ/4(x− x1)rµ/4(x1 − xk)
× rµ/4(xk − y) dnx1dnxk
6 ‖η‖kL∞
16
µ20
(c1κτ )
k−12n−3c2rµ/4(x− y),
where, in the last estimate, we used Lemma 11.7. 
Having proved Lemma 11.4, we can now formulate and prove the result for the
estimate of the perturbed and the unperturbed integral kernels (Green’s functions).
Theorem 11.8. Let n ∈ N>3 odd, µ0 > 0, ϑ ∈ (0, π/2), κ > 0. Then there exists
c, τ > 0 such that for all µ ∈ Σµ0,ϑ and η ∈ C∞(Rn) with supp(η) ⊂ B(0, τ),
‖η‖L∞ 6 κ, the estimate
|rη+µ(x, y)| 6 crRe(µ)(x− y), x, y ∈ Rn, x 6= y,
holds, where rη+µ and rRe(µ) are the integral kernels for the operators Rη+µ =
(−∆+ η + µ)−1 and RRe(µ), respectively.
Proof. One recalls that rµ denotes the integral kernel of Rµ. According to Lemma
5.12, (5.15), there exists c1 > 1 such that for all µ ∈ Σµ0,ϑ one has
|rµ(x − y)| 6 c1rRe(µ)(x− y), x, y ∈ Rn, x 6= y.
Next, by Lemma 11.2, one chooses τ1 > 0 such that ‖Rµη‖ 6 1/2 for all µ ∈ Σµ0,ϑ
and η ∈ L∞(Rn) with supp(η) ⊂ B(0, τ1) and ‖η‖L∞ 6 κ, implying that Rη+µ is a
well-defined bounded linear operator in L2(Rn) (see, e.g., Remark 11.3).
Let τ2 > 0 be such that for all k ∈ N>1, the integral kernel r˜k,Re(µ) for the
operator (RRe(µ)η)
kRRe(µ) satisfies
|r˜k,Re(µ)(x, y)| 6 c2 1
(2c1)k
rRe(µ)/4(x− y) (11.6)
for all x, y ∈ Rn, x 6= y, µ ∈ Σµ0,ϑ, η ∈ L∞(Rn) with ‖η‖L∞ 6 κ and supp(η) ⊂
B(0, τ2) and some c2 > 0, which is possible by Lemma 11.4.
Let τ := min{τ1, τ2}. Then, for x, y ∈ Rn, and η ∈ C∞(Rn), with supp(η) ⊂
B(0, τ) and ‖η‖L∞ 6 κ one gets for N,M ∈ N, N > M , µ ∈ Σµ0,ϑ,∣∣∣∣ N∑
k=M
(
(rµ ∗ η) · · · (rµ ∗ η)︸ ︷︷ ︸
k-times
)
rµ(x− y)
∣∣∣∣ 6 N∑
k=M
ck+11 |r˜k,Re(µ)(x, y)|
6 c2c1
∞∑
k=M
2−krRe(µ)/4(x− y) (11.7)
6 c2c12
−M+1rRe(µ)/4(x− y).
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Thus,
r˜(x, y) :=
∞∑
k=0
(
(rµ ∗ η) · · · (rµ ∗ η)︸ ︷︷ ︸
k-times
)
rµ(x− y), x, y ∈ Rn, x 6= y,
defines a function, which, by the differentiability of η, coincides with the funda-
mental solution of (−∆+ η + µ). For x, y ∈ Rn, x 6= y, µ ∈ Σµ0,ϑ, one thus gets,
using (11.7) for M = 1 and N →∞,
|rη+µ(x, y)| 6 |rη+µ(x, y)− rµ(x− y)|+ |rµ(x− y)|
6 c2c1rRe(µ)/4(x− y) + c1rRe(µ)(x− y)
6 (c2c1 + c12
n̂−1)rRe(µ)/4(x− y),
where, in the last estimate, we used Lemma 5.12, (5.16), with n = 2n̂+ 1 for some
n̂ ∈ N. Finally, for µ ∈ Σµ0,ϑ, and from
Rη+µ =
∞∑
k=0
Rµ((−η)Rµ)k = Rµ −RµηRη+µ,
one reads off, for x, y ∈ Rn, x 6= y,
|rη+µ(x, y)| 6 |rµ(x− y)|+ |rµ ∗ ηrη+µ(x, y)|
6 c1rRe(µ)(x − y) + c1κ(c2c1 + c12n̂−1)rRe(µ) ∗ rRe(µ)/4(x− y)
6 c1
(
1 + κ(c2c1 + c12
n̂−1)
4
µ0
)
rRe(µ)(x− y),
where we used Proposition 11.6 for q = rRe(µ)/4 for obtaining the last estimate. 
As a first application of Theorem 11.8, in the spirit of the results derived in
Section 5, we can show the following result.
Corollary 11.9. Let n ∈ N>3 odd, with n = 2n̂ + 1 for some n̂ ∈ N, µ0 > 0,
ϑ ∈ (0, π/2). Then there exists τ > 0, such that for m ∈ N>n̂ there exists c > 1
with the following properties: Given Ψ1, . . . ,Ψm ∈ C∞b (Rn), with
|Ψj(x)| 6 κ(1 + |x|)−αj , x ∈ Rn, j ∈ {1, . . . ,m},
for some α1, . . . , αm, κ ∈ [0,∞), then for all ηj ∈ C∞b (Rn), ‖ηj‖L∞ 6 1, j ∈
{1, . . . ,m}, and supp(ηj) ⊂ B(0, τ), the integral kernel tµ of
∏
j∈{1,...,m}Rηj+µΨj
satisfies
|tµ(x, x)| 6 κmc(1 + |x|)−
∑m
j=1 αj , x ∈ Rn, µ ∈ Σµ0,ϑ.
Proof. Choose τ > 0 as the minimum of τ ’s according to Theorem 11.8 with κ = 1
and Lemma 11.2 with β = 12 . Let Ψ1, . . . ,Ψm, η1, . . . , ηm, m as in Corollary 11.9,
and let κ′ > κ. Choose Ψ˜j ∈ C∞b (Rn; [0,∞)) with
|Ψj(x)| 6 Ψ˜j(x) 6 κ′(1 + |x|)−αj , x ∈ Rn, j ∈ {1, . . . ,m}.
Then, by Theorem 11.8, there exists c > 0 with
|rηj+µ(x, y)| 6 crRe(µ)(x− y), x, y ∈ Rn, x 6= y, µ ∈ Σµ0,ϑ.
Hence, for x ∈ Rn and µ ∈ Σµ0,ϑ one obtains
|((rη1+µ ∗Ψ1) · · · (rηm+µ ∗Ψm))(x, x)| 6 cm
(
(rRe(µ) ∗ Ψ˜1) · · · (rRe(µ) ∗ Ψ˜m)
)
(x, x).
Thus, the assertion follows from Lemma 5.14. 
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Remark 11.10. A result similar to Corollary 11.9 holds if for some index j ∈
{1, . . . ,m}, the operator Rηj+µ is replaced by ∂ℓRηj+µ for some ℓ ∈ {1, . . . , n}.
For obtaining such a result, one needs a version of Lemma 5.13 where, in this
lemma, the fundamental solution for the Helmholtz equation is replaced by the
respective one for (−∆+ ηj + µ)u = f . ⋄
In the rest of this section, we shall establish the remaining estimate needed, to
obtain a proof for Remark 11.10. More precisely, we aim for a proof of the following
result:
Theorem 11.11. Let n ∈ N>3 odd, for µ ∈ CRe>0, let qµ as in Lemma 5.13,
µ0 > 0, ϑ ∈ (0, π/2), κ > 0. Then there exists c > 1 and τ > 0 such that for all
j ∈ {1, . . . , n}, η ∈ C∞b (Rn), ‖η‖L∞ 6 κ, with supp(η) ⊂ B(0, τ), and µ ∈ Σµ0,ϑ,
we have for all x, y ∈ Rn, x 6= y,
|∂j(ξ 7→ rη+µ(ξ, y))(x)| 6 c qRe(µ)(|x− y|)
with rη+µ denoting the integral kernel of Rη+µ = (−∆+ η + µ)−1, the latter being
given by (11.1).
The proof of Theorem 11.11 will follow similar ideas as the one for Theorem
11.8. We start with the following result:
Theorem 11.12. Let n ∈ N>3, k ∈ N, k < n, µ > 0. Then the operator
L2(Rn) ∋ ψ 7→
(
x 7→
ˆ
Rn
e−µ|x−y|
|x− y|k ψ(y) d
ny
)
∈ L2(Rn)
is well-defined, bounded, and positive definite.
Proof. The operator is well-defined and bounded by Young’s inequality together
with the observation that f : x 7→ e−µ|x||x|−k is an L1(Rn)-function. Moreover, for
ε > 0 we set
φε : [0,∞)→ R, r 7→ e
−µr
(r + ε)k
.
Then φε is a completely monotone function, since the maps r 7→ e−µr and r 7→
(r+ ε)−k are completely monotone. Observing that φε(r)→ 0 as r →∞ and using
the criterion on positive definiteness in [97, Theorem 2] one infers that φε(| · |)∗ is
a positive semi-definite operator. Moreover, since φε → φ in L1(Rn) as ε→ 0, one
gets that φε(| · |)∗ → φ(| · |)∗ in B(L2(Rn)) as ε→ 0. Hence, for all ψ ∈ L2(Rn) one
infers
0 6 lim
ε→0
(
φε ∗ ψ, ψ
)
L2(Rn)
=
(
φ ∗ ψ, ψ)
L2(Rn)
. 
Corollary 11.13. Let n ∈ N>3, k ∈ N, k < n, µ0, µ1 > 0. Denote q : Rn\{0} ∋
x 7→ e−µ1|x||x|−k. Then for all µ > µ0,
µ0
ˆ
Rn
rµ(x− x1)q(x1 − x) dnx1 6 q(x− y), x, y ∈ Rn, x 6= y, (11.8)
where rµ is the integral kernel for (−∆+ µ)−1 ∈ B(L2(Rn)).
Proof. By Theorem 11.12, q satisfies the assumptions in Proposition 11.6, implying
inequality (11.8). 
We conclude with the proof of Theorem 11.11, yielding the proof of Remark
11.10.
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Proof of Theorem 11.11. Choose τ > 0 such that ‖Rµη‖ 6 1/2 for all η ∈ L∞(Rn),
‖η‖L∞ 6 κ, with supp(η) ⊂ B(0, τ), and µ ∈ Σµ0,ϑ, as permitted by Lemma 11.2.
Next, let j ∈ {1, . . . , n} and recall
∂jRη+µ = ∂j
∞∑
k=0
Rµ
(
(−η)Rµ
)k
= ∂jRµ + ∂jRµ(−η)Rµ
∞∑
k=1
(
(−η)Rµ
)k−1
= ∂jRµ + ∂jRµ(−η)
∞∑
k=0
Rµ
(
(−η)Rµ
)k
= ∂jRµ − ∂jRµ(η)Rη+µ. (11.9)
Let qµ be as in Lemma 5.13. Upon appealing to Lemma 5.13 (see, in particular,
inequalities (5.18) and (5.19)), one is left with estimating the integral kernel asso-
ciated with the second summand in (11.9), which we denote by t. Using Theorem
11.8 and Lemma 5.13, (5.19), there exists c1 > 1 such that
|rη+µ(x, y)| 6 c1rRe(µ)/4(x− y) and qµ(|x − y|) 6 c1qRe(µ)(|x− y|)
for all µ ∈ Σµ0,ϑ and x, y ∈ Rn, x 6= y. Thus, for all x, y ∈ Rn, x 6= y, µ ∈ Σµ0,ϑ,
one gets with the help of (11.8) (using that qRe(µ)(| · |) is a nonnegative linear
combination of functions discussed in Corollary 11.13),
|t(x, y)| = ∣∣∂jrµ ∗ (η)rη+µ(x, y)∣∣
6 c1
ˆ
B(0,τ)
qµ(|x− x1|)|η(x1)|rRe(µ)/4(x1 − y) dnx1
6 ‖η‖L∞c21
ˆ
Rn
qRe(µ)(|x− x1|)rRe(µ)/4(x1 − y) dnx1
6 ‖η‖L∞ 4c
2
1
µ0
qRe(µ)(|x− y|). 
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12. The proof of Theorem 10.2: The Smooth Case
In this section, we treat Theorem 10.2 for the particular case of C∞-potentials3.
Let n ∈ N>3 odd, Φ ∈ C∞b
(
Rn;Cd×d
)
for some d ∈ N. Assume that Φ(x) = Φ(x)∗
and that for some c > 0 and R > 0 one has the strict positive definiteness condition
|Φ(x)| > cId for all x ∈ Rn\B(0, R). With the operator L = Q + Φ as in (7.1),
we proceed as follows: At first, we show that if (QΦ)(x) → 0, |x| → ∞, then L
is a Fredholm operator (Lemma 12.1). Next, if one defines U ∈ C∞b
(
Rn;Cd×d
)
to
coincide with sgn(Φ) on Rn\B(0, R) as in Lemma 10.4, we show that the operator
Q+U is also a Fredholm operator with the same index (Theorem 12.2). Moreover,
in this theorem, we shall also show that changing U to be unitary everywhere but
on a small ball around 0 will not change the index. As this ball may be chosen
arbitrarily small, we are in the position to proceed with a similar strategy to derive
the index as in Section 7 and use the results from Section 11. In that sense, the
following may also be considered as a first attempt for a perturbation theory for
the generalized Witten index introduced at the end of Theorem 3.4.
We start with the Fredholm property for the operator considered in Theorem
10.2 with smooth potentials (see also Theorem 6.3).
Lemma 12.1. Let n, d ∈ N, L = Q+Φ as in (7.1), with Φ ∈ C∞b
(
Rn;Cd×d
)
and
Φ(x) = Φ(x)∗, x ∈ Rn. Assume that C(x) := (QΦ) (x) → 0 as |x| → ∞ (see also
(6.15)), and that there exist c > 0 and R > 0 such that with |Φ(x)| > cId for all
x ∈ Rn\B(0, R). Then L is a Fredholm operator.
Proof. One recalls from Proposition 6.10 that L∗L = −∆ − C + Φ2 and LL∗ =
−∆+ C +Φ2. The latter two operators are ∆-compact perturbations of −∆+Φ2
due to C(x)→ 0 as |x| → ∞ and Theorem 6.7. Next, since −∆+Φ2+ c2χB(0,R) >
−∆+c2, the operator−∆+Φ2+c2χB(0,R) is continuously invertible. But, −∆+Φ2+
c2χB(0,R) is also a ∆-compact perturbation of −∆+Φ2. Thus, by the invariance of
the Fredholm property under relatively compact perturbations, one concludes the
Fredholm property for −∆+Φ2 and thus the same for L∗L and LL∗. 
As a corollary, we obtain the assertion that one might also consider potentials
being pointwise unitary outside large balls. In this context, we refer the reader also
to the beginning of Section 10. One notes that also Theorem 10.2 hints in the same
direction as in the index formula only the sign of the potential occurs.
Theorem 12.2. Let n, d ∈ N, L = Q + Φ as in (7.1) with Φ ∈ C∞b
(
Rn;Cd×d
)
with Φ(x) = Φ(x)∗, x ∈ Rn. Assume that there exist c > 0 and R > 0 such
that |Φ(x)| > cId for all x ∈ Rn\B(0, R) and (QΦ)(x) → 0 as |x| → ∞. If
U ∈ C∞b
(
Rn;Cd×d
)
pointwise self-adjoint with sgn(Φ(x)) = U(x) for all x ∈ Rn
with |x| > R′ for some R′ > R, then L˜ := Q+U is Fredholm and ind(L) = ind (L˜).
Proof. From Lemma 10.4, one gets (QU)(x) = (Q sgn(Φ))(x) → 0 as |x| → ∞.
Hence, by Lemma 12.1 the operators L = Q + Φ and L˜ = Q + U are Fredholm
(for L˜ one observes that U(x)2 = Id for all |x| > R′). Next, the operator family
[0, 1] ∋ λ 7→ Q + (1 − λ)U + λmin{c/2, 1/2}U defines a homotopy from L˜ to
Q + min{c/2, 1/2}U , which is a homotopy of Fredholm operators as (1 − λ) +
λmin{c/2, 1/2} = 1 − λ(1 −min{c/2, 1/2}) > min{c/2, 1/2} > 0 for all λ ∈ (0, 1)
and hence Lemma 12.1 applies. The rest of the proof is concerned with showing
3We note that this section may explain the reasoning underlying the last lines on [22, p. 226].
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that [0, 1] ∋ λ 7→ Q+(1−λ)Φ+λmin{c/2, 1/2}U defines a homotopy of Fredholm
operators. Employing Lemma 12.1, it suffices to show that for some c˜ > 0,[
(1− λ)Φ(x) + λmin{c/2, 1/2}U(x)]2 > c˜Id
for all x ∈ Rn\B(0, R′) and λ ∈ [0, 1]. By the spectral theorem for symmetric
d × d-matrices it suffices to show that for real numbers α ∈ R with α2 > c2, one
has for some c˜ > 0, [
(1− λ)α + λmin{c/2, 1/2} sgn(α)]2 > c˜.
But since[
(1− λ)α + λmin{c/2, 1/2} sgn(α)]2 = [(1 − λ)|α|+ λmin{c/2, 1/2}]2,
it remains to observe that
(1− λ)|α| + λmin{c/2, 1/2} > (1 − λ)c+ λmin{c/2, 1/2} > min{c/2, 1/2}. 
We remark that the assumptions in Theorem 12.2 can be met, using Lemma
10.4. This, and [22] motivates the following notion of “Callias admissibility”.
Definition 12.3. Let n, d ∈ N. We say that a map Φ ∈ C∞b
(
Rn;Cd×d
)
is called
Callias admissible, if the following conditions (i)–(iii) are satisfied:
(i) Φ(x) = Φ(x)∗, x ∈ Rn.
(ii) There exists R > 0 such that Φ(x) is unitary for all x ∈ Rn\B(0, R).
(iii) There exists ε > 1/2 such that for all α ∈ Nn0 , there is κ > 0 with
‖∂αΦ(x)‖ 6 κ
{
(1 + |x|)−1, |α| = 1,
(1 + |x|)−1−ε, |α| > 2,
x ∈ Rn.
Remark 12.4. Let Φ ∈ C∞b
(
Rn;Cd×d
)
be Callias admissible. By Theorem 12.2,
for any potential U ∈ C∞b
(
Rn;Cd×d
)
coinciding with sgn(Φ) on large balls, the
operators L = Q+Φ and L˜ = Q+U are Fredholm with the same index. Moreover,
by Theorem 10.3 and the unitarity of Φ on large balls, one infers that on large balls
U = Φ. Next, by Lemma 10.4, we may choose U to be unitary everywhere but on
a small ball centered at 0. In addition, we can choose U such that
U(x)2 = u(x)Id, x ∈ Rn,
with u ∈ C∞(Rn; [0, 1]) and u = 1 on Rn\B(0, τ) for every chosen τ > 0. For that
reason, in order to compute the index for L = Q + Φ, our main focus only needs
to be potentials with the properties of U discussed here, and then one can employ
the results of Section 11. ⋄
Remark 12.4 leads to the following definition:
Definition 12.5 (τ -admissibility). Let n, d ∈ Rn, τ > 0, U ∈ C∞b
(
Rn;Cd×d
)
.
We say that U is admissible on Rn\B(0, τ), in short, τ -admissible, if U is Callias
admissible and there exists u ∈ C∞(Rn; [0, 1]) satisfying
U(x)2 = u(x)Id, x ∈ Rn, (12.1)
with the property that u = 1 on Rn\B(0, τ).
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To get a first impression of the difference between the notions of admissibility
(see Definition 6.11) and τ -admissibility, we will compute the resolvent differences
of the resolvents of L∗L and LL∗ in Proposition 12.7, with L = Q+ U given as in
(7.1) for some τ -admissible U with u as in (12.4). First, we note that by Proposition
6.10, one has
L∗L = −∆I2n̂d + C + uI2n̂d,
with C = (QU). In Section 7, and in particular in Proposition 7.5, we discussed
the resolvent (L∗L + z)−1 in terms of R1+z = (−∆I2n̂d + (1 + z))−1. The latter
operator needs to be replaced by the following (see also (11.1))
Ru+z := (−∆I2n̂d + u+ z)−1 (12.2)
= (−∆I2n̂d + (u − 1)I2n̂d + (z + 1)I2n̂d)−1
=
∞∑
k=0
(R1+z(u − 1)I2n̂d)kR1+z ,
provided the latter series converges. As already discussed in Lemma 10.4, this can
be ensured if τ is chosen small enough. Thus, for this pupose, we shall fix the
parameters according to the results in Section 11:
Hypothesis 12.6. Let n = 2n̂+ 1, n̂ ∈ N>1,
δ0 ∈ (−1, 0), ϑ ∈ (0, π/2). (12.3)
For µ0 := δ0 + 1 let τ11.2 as in Lemma 11.2 for β = 1/2, τ11.11 as in Theorem
11.11 for κ = 1, τ11.8 as in Theorem 11.8 for κ = 1, and τ11.9 as in Corollary
11.9. Define
τ := min{τ11.2, τ11.8, τ11.9, τ11.11}. (12.4)
As mentioned already, for τ -admissible potentials, we shall derive the index
theorem similarly to the derivation for admissible potentials. More precisely, at
first, we will focus on computing the trace of χΛBL(z), as in Theorem 7.1. We note
that the following parallels the Section 7.
To start, we need to state a result similar to Proposition 7.5. In fact, using the
expressions in (7.11) and (7.10), with R1+z replaced by Ru+z (see (11.1)), even the
proof turns out to be the same.
Proposition 12.7. Assume Hypothesis 12.6, let z ∈ Σδ0,ϑ, and suppose U ∈
C∞b
(
Rn;Cd×d
)
is τ-admissible (cf. Definition 12.5), with u as in (12.1)). We recall
that L = Q + U as in (7.1), C = (QU) in (6.15), and Ru+z in (12.2). If, in
addition, z ∈ ̺(−L∗L) ∩ ̺(−LL∗), then for all N ∈ N,
(L∗L+ z)−1 − (LL∗ + z)−1
= 2
N∑
k=0
Ru+z (CRu+z)
2k+1
+
(
(L∗L+ z)−1 − (LL∗ + z)−1 ) (CRu+z)2N+2
= 2
N∑
k=0
Ru+z (CRu+z)
2k+1
+
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
2N+3
,
and
(L∗L+ z)−1 + (LL∗ + z)−1
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= 2
N∑
k=0
Ru+z (CRu+z)
2k
+
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
2N+2
.
Next, we formulate the variant of Lemma 7.7:
Lemma 12.8. Assume Hypothesis 12.6, z ∈ Σδ0,ϑ, let U ∈ C∞b
(
Rn;Cd×d
)
be τ-
admissible (cf. Definition 12.5), with u as in (12.1). Let L = Q + U be given by
(7.1) and z ∈ Σδ0,ϑ ∩ ̺ (−L∗L) ∩ ̺ (−LL∗). We recall BL(z), JjL(z), and AL(z)
given by (7.2), (7.6), and (7.7) (with Φ replaced by U), respectively, as well as Ru+z
given by (12.2). Then the following assertions hold:
2BL(z) =
n∑
j=1
[
∂j , J
j
L(z)
]
+AL(z),
= z tr2n̂d
(
2(Ru+zC)
nRu+z +
(
(L∗L+ z)−1 − (LL∗ + z)−1)(CRu+z)n+1),
with
JjL(z) = 2 tr2n̂d
(
γj,nQ(Ru+zC)n−2Ru+z
)
+ 2 tr2n̂d
(
γj,nU(Ru+zC)
n−1Ru+z
)
+ tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
n
)
+ tr2n̂d
(
γj,nU
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
n
)
,
j ∈ {1, . . . , n},
and
AL(z) = tr2n̂d
([
U,U
(
2(Ru+zC)
nRu+z +
(
(L∗L+ z)−1 − (LL∗ + z)−1)
× (CRu+z)n+1
)])
− tr2n̂d
([
U,Q(2(Ru+zC)n−1Ru+z + ((L∗L+ z)−1 − (LL∗ + z)−1)
× (CRu+z)n
)])
.
Proof. The proof follows line by line those of Lemma 7.7, observing that Ru+z
commutes with γj,n, j ∈ {1, . . . , n}. 
Remark 12.9. For even space dimensions n – as in Lemma 7.7 – the corresponding
operator BL(z) also vanishes for all z ∈ ̺(−L∗L) ∩ ̺(−LL∗). That is why we will
disregard even space dimensions from now on. ⋄
The proof of the variant of Theorem 7.8 is slightly more involved:
Theorem 12.10. Assume Hypothesis 12.6, z ∈ Σδ0,ϑ. Let U ∈ C∞b
(
Rn;Cd×d
)
be
τ-admissible (cf. Definition 12.5), with u as in (12.1). Let L = Q+ U be given by
(7.1). Then there exists δ0 6 δ < 0, such that for all z ∈ Σδ,ϑ∩̺ (−L∗L)∩̺ (−LL∗)
and Λ > 0, the operator χΛBL(z), with BL(z) given by (7.2), is trace class with
z 7→ tr(|χΛBL(z)|) bounded on B(0, |δ|)\{0}. Moreover, the trace of χΛBL(z) may
be computed as the integral over the diagonal of the corresponding integral kernel.
Proof. It suffices to observe that if η ∈ Ln+1(Rn), one has Ru+zη ∈ Bn+1(L2(Rn)),
with
‖Ru+zη‖Bn+1 6 2‖R1+zη‖Bn+1.
Indeed, from
Ru+zη =
∞∑
k=0
(R1+z(u− 1))kR1+zη,
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the ideal property, Hypothesis 12.6, and (11.1), it follows that
‖Ru+zη‖Bn+1 =
∞∑
k=0
‖(R1+z(u − 1))k‖B∞‖R1+zη‖Bn+1 6 2‖R1+zη‖Bn+1.
The rest of the proof of the trace class property follows literally that of Theorem
7.8. The assertion concerning the computation of the trace rests on Remark 7.9,
which applies in this context. 
The variant of Lemma 8.1 with L = Q + U instead of L = Q + Φ for some
τ -admissible U need not be stated again as it only contains a statement about
the regularity of the integral kernels of JjL(z) and AL(z) (see Lemma 12.8), j ∈
{1, . . . , n}. Its proof, however, varies slightly from that of Lemma 8.1 in the sense
that R1+z should be replaced by Ru+z and Φ by U . In addition, we recall Remark
11.3 (ii) to the effect that the application of Ru+z increases weak differentiability
by two units.
For the proof of Lemma 8.5, we extensively used that Q commutes with R1+z.
However, on notes that Q does not commute with Ru+z. In fact, one has
[Ru+z ,Q] = Ru+zQ−QRu+z = Ru+z(Qu)Ru+z,
recalling our convention to denote the operator of multipliying with the function
x 7→ (Qu)(x) by (Qu). Due to this lack of commutativity, the proof of the analog
to Lemma 8.5 is more involved and expanding the resolvent Ru+z in the way done
in (12.2), the terms discussed in Lemma 8.5 turn out to be the leading terms in a
power series expression:
Lemma 12.11. Assume Hypothesis 12.6, let z ∈ Σδ0,ϑ, and suppose that U ∈
C∞b
(
Rn;Cd×d
)
is τ-admissible (cf. Definition 12.5), with u as in (12.1), and C =
(QU). Let L = Q+ U be given by (7.1) and χΛ as in (7.3), Λ > 0. For z ∈ Σδ0,ϑ,
Λ > 0, define
ξΛ(z) := χΛ tr2n̂d
(
[Q, U (CRu+z)n]
)
and
ξ˜Λ(z) := χΛ tr2n̂d
(
[Q,Q (CRu+z)n]
)
.
Then for all z ∈ Σδ0,ϑ, the operators ξΛ(z), ξ˜Λ(z) are trace class and the families
{z 7→ trL2(Rn)(ξΛ(z))}Λ>0 and
{
z 7→ trL2(Rn)
(
ξ˜Λ(z)
)}
Λ>0
are locally bounded (cf. (8.1)).
Proof. As in the proof of Lemma 8.5, we start out with ξΛ(z) and observe with
(11.1),
ξΛ(z) = χΛ tr2n̂d
(
[Q, U (CRu+z)n]
)
= χΛ tr2n̂d
([
Q, U
(
C
∞∑
k=0
(R1+z(u− 1))kR1+z
)n])
= χΛ tr2n̂d
([
Q, U
∞∑
k=0
∑
06k1,...,kn6k
k1+...+kn=k
(
C(R1+z(u− 1))k1R1+zC
× (R1+z(u − 1))k2R1+z · · ·C(R1+z(u− 1))knR1+z
)])
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=
∞∑
k=0
∑
06k1,...,kn6k
k1+...+kn=k
χΛ tr2n̂d
([
Q, U
×
(
C(R1+z(u− 1))k1R1+z · · ·C(R1+z(u− 1))knR1+z
)])
.
In the expression for ξΛ(z) just derived, we note that the summand for k = 0 has
been discussed in Lemma 8.5, so we are left with showing the trace class property
for the summands belonging to k > 0. Moreover, we need to derive an estimate
guaranteeing that the sum in the expression for ξΛ(z) converges in B1. Let k ∈ N>1
and k1, . . . , kn ∈ N>0 such that k1 + . . .+ kn = k, and consider
Sk1,...,kn
:= χΛ tr2n̂d
([
Q, U
(
C(R1+z(u− 1))k1R1+z · · ·C(R1+z(u− 1))knR1+z
)])
= χΛ tr2n̂d
(
QU
(
C(R1+z(u− 1))k1R1+z · · ·C(R1+z(u− 1))knR1+z
)
− U
(
C(R1+z(u− 1))k1R1+z · · ·C(R1+z(u− 1))knR1+z
)
Q
)
. (12.5)
Let j ∈ {1, . . . , n} be the smallest index for which kj > 1. Then the first summand
in (12.5) reads
T := QU(CR1+z)j−1C(R1+z(u− 1))kjR1+z · · ·C(R1+z(u − 1))knR1+z
= QU(CR1+z)j−1CR1+z((u− 1)R1+z)kj · · · (CR1+z)((u − 1)R1+z)kn
= QU(CR1+z)j((u − 1)R1+z)kj · · · (CR1+z)((u − 1)R1+z)kn . (12.6)
From
QU (CR1+z)j = UQ (CR1+z)j + [Q, U ] (CR1+z)j
= U
( j∑
ℓ=1
(CR1+z)
ℓ−1[Q, C]R1+z(CR1+z)j−ℓ + (CR1+z)jQ
)
+ [Q, U ] (CR1+z)j ,
one infers
QU (CR1+z)j ∈ B(n+1)/j,
by Lemma 4.5 and the Ho¨lder-type inequality for the Schatten class operators,
Theorem 4.2. On the right-hand side of (12.6), apart from (CR1+z)
j
, there are
n − j factors of the form CR1+z ∈ Bn+1. In addition, there is at least one factor
(u−1)R1+z ∈ Bn+1, by Lemma 4.5 and the fact that (u−1) ∈ Ln+1(Rn) (as (u−1)
is bounded and compactly supported). Hence, by the trace ideal property and the
choice of the parameters as in Hypothesis 12.6, one gets
‖T ‖B1 6 ‖QU (CR1+z)j ‖Bn+1)/j‖CR1+z‖n−jBn+1‖(u− 1)R1+z‖Bn+121−k.
The second term under the trace sign in the expression for Sk1,...,kn (see (12.5)) can
be dealt with similarly, so there exists κ > 0 independently of Λ > 0, z ∈ Σδ0,ϑ,
and k ∈ N, such that
‖Sk1,...,kn‖B1 6 κ21−k.
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Hence, for all Λ > 0 and z ∈ Σδ0,ϑ one gets
‖ξΛ(z)‖B1 6 ‖ψΛ(z)‖B1 +
∞∑
k=1
∑
06k1,...,kn6k
k1+...+kn=k
‖Sk1,...,kn‖B1
6 ‖ψΛ(z)‖B1 +
∞∑
k=1
κ(k + 1)n21−k, (12.7)
where ψΛ(z) is defined in Lemma 8.5. Inequality (12.7) yields the assertion for ξΛ.
A similar reasoning – as in Lemma 8.5 for ψ˜Λ(z) – applies to ξ˜Λ(z). 
Next, we turn to the proof of a modified version of Lemma 8.6:
Lemma 12.12. Assume Hypothesis 12.6. Let z ∈ Σδ0,ϑ, and assume that U ∈
C∞b
(
Rn;Cd×d
)
is τ-admissible (cf. Definition 12.5), with u as in (12.1), C = (QU).
Let L = Q+ U be given by (7.1) and χΛ as in (7.3), Λ > 0. For z ∈ Σδ0,ϑ, Λ > 0,
define
ζΛ(z) := χΛ tr2n̂d
([Q, U( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CRu+z)n+1 ])
and
ζ˜Λ(z) := χΛ tr2n̂d
([Q, (Q( (L∗L+ z)−1 − (LL∗ + z)−1 ) (CRu+z)n+1 )]).
Then for all z ∈ Σδ0,ϑ ∩ ̺(−L∗L) ∩ ̺(−LL∗), the operators ζΛ(z), ζ˜Λ(z) are trace
class and there exists δ ∈ (δ0, 0) such that the families
{Σδ,ϑ ∋ z 7→ z trL2(Rn)(ζΛ(z))}Λ>0 and
{
Σδ,ϑ ∋ z 7→ z trL2(Rn)
(
ζ˜Λ(z)
)}
Λ>0
are locally bounded (cf. (8.1)).
Proof. On can follow the proof of Lemma 8.6 line by line upon replacing Φ by U and
R1+z by Ru+z. (We recall CRu+z ∈ Bn+1 with ‖CRu+z‖Bn+1 6 2‖CR1+z‖Bn+1).

As in the derivation of Theorem 7.1 we summarize the results obtained for local
boundedness in a theorem (cf. Theorem 8.7):
Theorem 12.13. Assume Hypothesis 12.6, z ∈ Σδ0,ϑ. Let U ∈ C∞b
(
Rn;Cd×d
)
be
τ-admissible (cf. Definition 12.5), with u as in (12.1), C = (QU). Let L = Q+U be
given by (7.1) and χΛ as in (7.3), Λ > 0. Define for z ∈ Σδ0,ϑ∩̺(−LL∗)∩̺(−L∗L),
ιΛ(z) := χΛ tr2n̂d
([Q, U((L∗L+ z)−1 + (LL∗ + z)−1)(CRu+z)n]),
and
ι˜Λ(z) := χΛ tr2n̂d
([Q,Q((L∗L+ z)−1 + (LL∗ + z)−1)(CRu+z)n]).
Then for all z ∈ Σδ0,ϑ ∩ ̺(−LL∗) ∩ ̺(−L∗L), the operators ιΛ(z), ι˜Λ(z) are trace
class and there exists δ ∈ (δ0, 0) such that the families
{Σδ,ϑ ∋ z 7→ z trL2(Rn)(ιΛ(z))}Λ>0 and
{
Σδ,ϑ ∋ z 7→ z trL2(Rn)
(
ι˜Λ(z)
)}
Λ>0
are locally bounded (cf. (8.1)).
Proof. As in the proof for Theorem 12.13, it suffices to realize that ιΛ(z) = 2ξΛ(z)+
ζΛ(z) and ι˜Λ(z) = 2ξ˜Λ(z) + ζ˜Λ(z) with the functions introduced in Lemmas 12.11
and 12.12. Thus, the assertion follows from the Lemmas 12.11 and 12.12. 
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The proof of the result analogous to Lemma 8.10 needs some modifications. In
particular, one should pay particular attention to the assertion concerning h1,j : In
Lemma 8.10 we proved that h1,j vanishes on the diagonal. Here, we are only able
to give an estimate.
Lemma 12.14. Assume Hypothesis 12.6. Let z ∈ Σδ0,ϑ, and assume that U ∈
C∞b
(
Rn;Cd×d
)
is τ-admissible (cf. Definition 12.5), with u as in (12.1), C = (QU).
Let L = Q + U be given by (7.1), Ru+z as in (11.1) as well as Q, and γj,n,
j ∈ {1, . . . , n}, given by (6.3), and as in Remark 6.1, respectively. Then for n > 3,
the integral kernel h2,j(z) of
2 tr2n̂d
(
γj,nU (Ru+zC)
n−1Ru+z
)
satisfies,
h2,j(z)(x, x) = h3,j(z)(x, x) + g0,j(z)(x, x),
where h3,j(z) is the integral kernel of 2 tr2n̂d
(
γj,nUC
n−1Rnu+z
)
and g0,j(z) satisfies
sup
z∈Σδ0,ϑ
|g0,j(z)(x, x)| 6 κ(1 + |x|)1−n−ε.
for all x ∈ Rn and some κ > 0.
In addition, if n > 5 and z ∈ R, then the integral kernel h1,j(z) of
tr2n̂d
(
γj,nQ (Ru+zC)n−2Ru+z
)
satisfies
sup
z∈Σδ0,ϑ
|h1,j(z)(x, x)| 6 κ(1 + |x|)−n.
Proof. We start with h1,j(z). Using the Neumann series expression in (11.1), one
computes,
H1,j(z) := tr2n̂d
(
γj,nQ (Ru+zC)n−2Ru+z
)
= tr2n̂d
(
γj,nQ
( ∞∑
k=0
(R1+z(u− 1))kR1+zC
)n−2 ∞∑
k=0
(R1+z(u− 1))kR1+z
)
= tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
+ tr2n̂d
(
γj,nQ
( ∞∑
k=1
(R1+z(u− 1))kR1+zC
)
×
( ∞∑
k=0
(R1+z(u − 1))kR1+zC
)n−3
×
∞∑
k=0
(R1+z(u − 1))kR1+z
)
+ · · ·+ tr2n̂d
(
γj,nQ
( ∞∑
k=0
(R1+z(u− 1))kR1+zC
)n−2
×
∞∑
k=1
(R1+z(u− 1))kR1+z
)
= tr2n̂d
(
γj,nQ(R1+zC)n−2R1+z
)
+ tr2n̂d
(
γj,nQ(R1+z(u− 1))(Ru+zC)n−2Ru+z
)
+ · · ·+ tr2n̂d
(
γj,nQ(Ru+zC)n−2(R1+z(u− 1))Ru+z
)
.
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By Lemma 8.10, the diagonal of the integral kernel associated with
tr2n̂d
(
γj,nQ (R1+zC)n−2R1+z
)
vanishes. Thus, it remains to address the asymptotics of the diagonal of the integral
kernel associated with
tr2n̂d
(
γj,nQ(R1+z(u− 1))(Ru+zC)n−2Ru+z
)
+ · · ·+ tr2n̂d
(
γj,nQ(Ru+zC)n−2(R1+z(u− 1))Ru+z
)
.
One observes that the function (u − 1) vanishes outside B(0, τ) ⊂ Rn (we recall
Hypothesis 12.6). Being bounded by 1, it particularly satisfies the estimate
|(u − 1)(x)| 6 (1 + τ)n(1 + |x|)−n, x ∈ Rn.
Realizing that the function C is bounded, the assertion for h1,j(z) follows from
Remark 11.10.
The assertion about h2,j can be shown with Remark 5.18 (replacing the operators
Rµ in that remark by Ru+z and using that the integral kernel of Ru+z can be
estimated by the respective one for R1+Re(z), see Theorem 11.8) and the asymptotic
conditions imposed on U (see Definition 12.5). 
The analog of Theorem 8.11, stated below, is now shown in the same way, em-
ploying Theorems 11.11 and 11.8:
Theorem 12.15. Assume Hypothesis 12.6, z ∈ Σδ0,ϑ. Let U ∈ C∞b
(
Rn;Cd×d
)
be
τ-admissible (cf. Definition 12.5), with u as in (12.1), C = (QU). Let L = Q+ U
be given by (7.1), Ru+z as in (11.1) as well as Q, and γj,n, j ∈ {1, . . . , n}, given
by (6.3), and as in Remark 6.1, respectively. Then there exists z0 > 0, such that
for all z ∈ C with Re(z) > z0, the integral kernels g1 and g2 of the operators
tr2n̂d
(
γj,nU
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
n )
and
tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
n )
,
respectively, satisfy for some κ > 0,
(|g1(x, x)| + |g2(x, x)|) 6 κ(1 + |x|)−n, x ∈ Rn.
The next result, the analog of Corollary 8.12, is slightly different compared to
the previous analogs since the operator tr2n̂d
(
γj,nUC
n−1Rn1+z
)
is not replaced by
tr2n̂d
(
γj,nUC
n−1Rnu+z
)
. Indeed, Corollary 8.12 was used to show that the only im-
portant term for the computation for the index is given by tr2n̂d
(
γj,nUC
n−1Rn1+z
)
,
for which we computed the integral over the diagonal of the corresponding integral
kernel in Proposition 8.13, eventually yielding the formula for the index. Since the
asserted formulas for admissible and τ -admissible potentials are the same, we need
to have a result to the effect that the integral of over the diagonal of the integral
kernels of the operators tr2n̂d
(
γj,nUC
n−1Rnu+z
)
and tr2n̂d
(
γj,nUC
n−1Rn1+z
)
should
lead to the same results. In fact, this is part of the proof of the following result:
Corollary 12.16. Assume Hypothesis 12.6, z ∈ Σδ0,ϑ. Let U ∈ C∞b
(
Rn;Cd×d
)
be
τ-admissible (cf. Definition 12.5), with u as in (12.1), C = (QU). Let L = Q+ U
be given by (7.1), Ru+z as in (11.1) as well as Q, and γj,n, j ∈ {1, . . . , n}, given
by (6.3), and as in Remark 6.1, respectively.
(i) Let n ∈ N>5, j ∈ {1, . . . , n}. Then there exists z0 > 0, such that if z ∈ C,
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Re(z) > z0, and h and g denote the integral kernel of 2 tr2n̂d
(
γj,nUC
n−1Rn1+z
)
and
JjL(z), respectively, then for some κ > 0,
|h(x, x)− g(x, x)| 6 κ(1 + |x|)1−n−ε, x ∈ Rn.
(ii) The assertion of part (i) also holds for n = 3, if, in the above statement, JjL(z)
is replaced by JjL(z)− 2 tr2d (γj,3QR1+zCR1+z).
Proof. One recalls from Lemma 12.8,
JjL(z) = 2 tr2n̂d
(
γj,nQ (Ru+zC)n−2Ru+z
)
+ 2 tr2n̂d
(
γj,nU (Ru+zC)
n−1Ru+z
)
+ tr2n̂d
(
γj,nQ
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
n )
+ tr2n̂d
(
γj,nU
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
n ).
With the help of Theorem 12.15 one deduces that the integral kernels of the last
two terms may be estimated by κ(1 + |x|)−n on the diagonal. The integral kernel
of the first term is also bounded by κ′(1+ |x|)−n for a suitable κ′ by Lemma 12.14.
Hence, it remains to inspect the second term on the right-hand side. The assertion
follows from Lemma 12.14 once we establish estimates for the respective integral
kernels of the differences
tr2n̂d
(
γj,nUC
n−1Rnu+z
)− tr2n̂d (γj,nUCn−1Rn1+z) (12.8)
and
tr2d (γj,3QRu+zCRu+z)− tr2d (γj,3QR1+zCR1+z) . (12.9)
In this context we will use the equation
Ru+z =
∞∑
k=0
R1+z((u− 1)R1+z)k
= R1+z +
∞∑
k=1
R1+z((u− 1)R1+z)k
= R1+z +R1+z(u− 1)Ru+z .
Thus, (12.9) and (12.8) read
tr2d (γj,3QR1+z(u − 1)Ru+zCR1+z) + tr2d (γj,3QR1+zCR1+z(u− 1)Ru+z)+
+ tr2d (γj,3QR1+z(u− 1)Ru+zCR1+z(u − 1)Ru+z) (12.10)
and
n∑
k=1
tr2n̂d
(
γj,nUC
n−1Rk−1u+zR1+z(u− 1)Ru+zRn−ku+z
)
, (12.11)
respectively. In each summand of (12.10) and (12.11) there is one term (u−1) which
is compactly supported and thus clearly satisfies for some κ′ > 0, |(u − 1)(x)| 6
κ′(1 + |x|)−n, x ∈ Rn. Hence, the assertion on the asymptotics of the integral
kernels associated with the operators in (12.9) and (12.8) follows from Corollary
11.9. 
We are now ready to prove Theorem 10.2 for R > 0 and smooth potentials Φ.
Theorem 12.17 (Theorem 10.2 for R > 0, smooth case). Let n, d ∈ N, n > 3 odd,
and Φ ∈ C∞b
(
Rn,Cd×d
)
satisfy the following assumptions:
(i) Φ(x) = Φ(x)∗, x ∈ Rn.
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(ii) There exist c > 0 and R > 0 such that |Φ(x)| > cId for all x ∈ Rn\B(0, R).
(iii) There exists ε > 1/2 such that for all α ∈ Nn0 there is κ > 0 with
‖∂αΦ(x)‖ 6 κ
{
(1 + |x|)−1, |α| = 1,
(1 + |x|)−1−ε, |α| > 2,
x ∈ Rn.
Let L˜ = Q+Φ as in (7.1), δ0 ∈ (−1, 0), ϑ ∈ (0, π/2). Then there exists τ > 0 such
that for all τ-admissible potentials U with U = sgn(Φ) on sufficiently large balls,
and with L := Q+ U , the following assertions (α)–(δ) hold:
(α) There exists δ0 6 δ < 0 and 0 < ϑ 6 ϑ0 such that for all Λ > 0 the family
Σδ,ϑ ∋ z 7→ zχΛ tr2n̂d((L∗L+ z)−1 − (LL∗ + z)−1) ∈ B1(L2(Rn)) (12.12)
is analytic.
(β) The family {fΛ}Λ>0 of holomorphic functions
fΛ : Σδ,ϑ ∋ z 7→ tr
(
zχΛ tr2n̂d((L
∗L+ z)−1 − (LL∗ + z)−1)) (12.13)
is locally bounded (see (8.1)).
(γ) The limit f := lim
Λ→∞
fΛ exists in the compact open topology and satisfies for
all z ∈ Σδ,ϑ,
f(z) = cn(1 + z)
−n/2 lim
Λ→∞
1
Λ
n∑
j,i1,...,in−1=1
εji1...in−1
×
ˆ
ΛSn−1
tr(U(x)(∂i1U(x) . . . (∂in−1U)(x))xj d
n−1σ(x), (12.14)
where
cn :=
1
2
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! .
(δ) the operators L˜ and L are Fredholm operators and
ind
(
L˜
)
= ind(L) = f(0)
= cn lim
Λ→∞
1
Λ
n∑
j,i1,...,in−1=1
εji1...in−1 (12.15)
×
ˆ
ΛSn−1
tr(U(x)(∂i1U)(x) . . . (∂in−1U)(x))xj d
n−1σ(x).
As mentioned earlier in connection with the proof of Theorem 12.17, we will
follow the analogous reasoning used for the proof for Theorem 7.1. So for the proof
of Theorem 12.17 we now need to replace the statements Theorem 7.8, Lemma 7.7,
Lemma 8.10, Theorem 8.7 and Corollary 8.12 by the respective results Theorem
12.10, Lemma 12.8, Lemma 12.14, Theorem 12.13 and Corollary 12.16 obtained in
this section. Since large parts of the proof would just be a repetition of arguments
used in the proof of Theorem 7.1, we will not give a detailed proof for the case
n > 5. However, in Section 8, we only sketched how the result for n = 3 comes
about. As this case is notationally less messy, we will now give the full proof for the
case n = 3. As in Section 9, the core idea is to regularize the expressions involved
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by multiplying BL(z) with (1− µ∆)−1, µ > 0, from either side, which results in
BL,µ(z) = (1− µ∆)−1BL(z) (1− µ∆)−1 ,
(compare with (9.1)), and similarly for JjL,µ(z) and AL,µ(z), recalling (9.2) and
(9.3), respectively.
Proof of Theorem 12.17, n = 3. Part (α): This follows from Theorem 12.10.
Part (β): Again by Theorem 12.10, the expression tr(χΛBL(z)), with BL(z) as
given in (3.2), can be computed as the integral over the diagonal of its integral
kernel. Next, we denote by A and J the integral kernels for the operators AL(z)
and 2BL(z)−AL(z), respectively, and correspondingly Aµ and Jµ for AL,µ(z) and
2BL,µ(z)−AL,µ(z), µ > 0. Hence, Proposition 5.5 applied to A yields,
2fΛ(z) = 2 tr(χΛBL(z))
=
ˆ
B(0,Λ)
A(x, x) + J(x, x) d3x =
ˆ
B(0,Λ)
J(x, x) d3x
= lim
µ→0
ˆ
B(0,Λ)
Jµ(x, x) d
3x,
where in the last equality we used the continuity the integral kernels of 2BL(z) and
AL(z), as well as Lemma 8.9.
Next, appealing to the analog result of Lemma 9.2 for Φ being replaced by the
τ -admissible potential U , one arrives at
2fΛ(z) = lim
µ→0
ˆ
B(0,Λ)
Jµ(x, x) d
3x
= lim
µ→0
ˆ
B(0,Λ)
〈
δ{x},
3∑
j=1
[∂j , J
j
L,µ(z)]δ{x}
〉
d3x.
Denote
KL,µ :=
{
x 7→ gjL,µ(z)(x, x)
}
j∈{1,2,3},
where gjL,µ(z) is the integral kernel of J
j
L,µ(z), j ∈ {1, 2, 3}, and KL,z that for{
JjL(z)− 2 tr2d(γj,3QR1+zCR1+z)
}
j∈{1,2,3}.
Invoking Lemmas 9.4 and 8.9, and hence the fact that {x 7→ KL,µ(x, x)}µ>0 is
locally bounded, one obtains
lim
µ→0
ˆ
B(0,Λ)
JL,µ(x, x) d
3x = lim
µ→0
ˆ
ΛS2
(
KL,µ(x, x),
x
Λ
)
d2σ(x)
=
ˆ
ΛS2
lim
µ→0
(
KL,µ(x, x),
x
Λ
)
d2σ(x)
=
ˆ
ΛS2
(
KL,z(x, x),
x
Λ
)
d2σ(x).
Hence, one arrives at
2fΛ(z) =
ˆ
ΛS2
(
KL,z(x),
x
Λ
)
d2σ(x) (12.16)
=
ˆ
B(0,Λ)
〈
δ{x},
3∑
j=1
[∂j , J˜
j
L(z)]δ{x}
〉
d3x,
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with
J˜jL(z) := J
j
L(z)− 2 tr2d(γj,3QR1+zCR1+z).
For proving that {fΛ}Λ>0 is locally bounded, we recall from Lemma 12.8 that
J˜jL(z) = 2 tr2d
(
γj,3Q(Ru+zC)Ru+z
)− 2 tr2d(γj,3QR1+zCR1+z)
+ 2 tr2d
(
γj,3U(Ru+zC)
2Ru+z
)
+ tr2d
(
γj,3Q
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
3
)
+ tr2d
(
γj,3U
(
(L∗L+ z)−1 + (LL∗ + z)−1
)
(CRu+z)
3
)
,
and, thus,
3∑
j=1
[
∂j , J˜
j
L(z)
]
=
3∑
j=1
[
∂j ,
(
2 tr2d
(
γj,3Q(Ru+zC)Ru+z
)− 2 tr2d(γj,3QR1+zCR1+z))]
+
3∑
j=1
[
∂j , 2 tr2d
(
γj,3U(Ru+zC)
2Ru+z
)]
+ tr2d
([Q, U((L∗L+ z)−1 + (LL∗ + z)−1)(CRu+z)3])
+ tr2d
([Q, (Q((L∗L+ z)−1 + (LL∗ + z)−1)(CRu+z)3)]).
Hence,
2fΛ(z) =
ˆ
B(0,Λ)
〈
δ{x},
3∑
j=1
[
∂j ,
(
2 tr2d
(
γj,3Q(Ru+zC)Ru+z
)
− 2 tr2d(γj,3QR1+zCR1+z)
)]
δ{x}
〉
d3x
+
ˆ
B(0,Λ)
〈
δ{x},
3∑
j=1
[
∂j , 2 tr2d
(
γj,3U(Ru+zC)
2Ru+z
)]
δ{x}
〉
d3x
+ tr(ιΛ(z)) + tr(ι˜Λ(z)),
where ιΛ(z) and ι˜Λ(z) are defined in Theorem 12.13. With the help of part (α),
Theorem 12.13 and Lemma 8.3, to prove part (β), it suffices to prove the local
boundedness of
z 7→
ˆ
B(0,Λ)
〈
δ{x},
3∑
j=1
[
∂j ,
(
2 tr2d
(
γj,3Q(Ru+zC)Ru+z
)
− 2 tr2d(γj,3QR1+zCR1+z)
)]
δ{x}
〉
d3x
and
z 7→
ˆ
B(0,Λ)
〈
δ{x},
3∑
j=1
[
∂j , 2 tr2d
(
γj,3U(Ru+zC)
2Ru+z
)]
δ{x}
〉
d3x,
both considered as families of functions indexed by Λ > 0. Appealing to Gauss’
divergence theorem, it suffices to show that the integral kernels associated with the
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operators
QRu+zCRu+z −QR1+zCR1+z
= QR1+z(u− 1)Ru+zCRu+z +QRu+zCR1+z(u− 1)Ru+z
+QR1+z(u− 1)Ru+zCR1+z(u− 1)Ru+z
and
U(Ru+zC)
2Ru+z
can be estimated on the diagonal by κ′(1 + |x|)−2 for some κ′ > 0 for sufficiently
large |x|. However, this is a consequence of Corollary 11.9, proving part (β).
Part (γ): By Montel’s Theorem, there exists a sequence {Λk}k∈N of positive reals
tending to infinity such that f := limk→∞ fΛk exists in the compact open topology.
From (12.16), one recalls
2fΛ(z) =
ˆ
ΛS2
(
KL,z(x, x),
x
Λ
)
d2σ(x),
with KL,z denoting the integral kernel of{
JjL(z)− 2 tr2d(γj,3QR1+zCR1+z)
}
j∈{1,2,3}.
Next, we choose z0 > 0 as in Corollary 12.16 (ii) and let z ∈ Σz0,ϑ. With hj,
the integral kernel of 2tr2d
(
γj,3ΨC
2R31+z
)
, we define Hz := (x 7→ hj(x, x))j∈{1,2,3}.
Due to Corollary 12.16 (ii) one can find κ > 0 such that for k ∈ N,∣∣∣∣ˆ
ΛkS2
(
(KJ,z −Hz)(x), x
Λk
)
Rn
d2σ(x)
∣∣∣∣
6
ˆ
ΛkS2
‖(KJ,z −Hz)(x)‖Rn d2σ(x)
6 κ
ˆ
ΛkS2
(1 + |x|)−2−ε d2σ(x)
= κΛ2kω2(1 + Λk)
−2−ε.
Hence,
lim
k→∞
ˆ
ΛkS2
(
(KJ,z −Hz)(x), x
Λk
)
Rn
d2σ(x) = 0,
and
2f(z) = lim
k→∞
ˆ
ΛkS2
(
KJ,z(x),
x
Λk
)
Rn
d2σ(x)
= lim
k→∞
ˆ
ΛkS2
(
Hz(x),
x
Λk
)
Rn
d2σ(x)
=
(
i
8π
)
(1 + z)−3/2 lim
k→∞
ˆ
ΛkS2
×
3∑
j=1
( 3∑
i1,i2=1
εji1i2 tr(U(x)(∂i1U)(x)(∂i2U)(x)
))( xj
Λk
)
d2σ(x), (12.17)
where, for the last integral, we used Proposition 8.13. Theorem 3.4 implies f(0) =
ind(L). In particular, any sequence {Λk}k∈N of positive reals converging to infinity
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contains a subsequence {Λkℓ}ℓ such that for that particular subsequence the limit
lim
ℓ→∞
ˆ
ΛkℓS
2
3∑
j,i1,i2=1
εji1i2 tr(U(x)(∂i1U)(x)(∂i2U)(x)
)( xj
Λkℓ
)
d2σ(x)
exists and equals
2 ind(L)
[i/(8π)] (1 + z)−3/2
. (12.18)
Hence, the limit
lim
Λ→∞
ˆ
ΛS2
3∑
j,i1,i2=1
εji1...i2 tr(U(x)(∂i1U)(x)(∂i2U)(x))
(
xj
Λ
)
d2σ(x) (12.19)
exists and equals the number in (12.18). On the other hand, for Re(z) > z0
with z0 > 0 sufficiently large (according to Corollary 12.16 (i)) the family {fΛ}Λ>0
converges for Λ→∞ on the domain CRe>z0 ∩Σδ,ϑ if and only if the limit in (12.19)
exists. Indeed, this follows from the explicit expression for the limit in (12.17).
Therefore, {fΛ}Λ>0 converges in the compact open topology on CRe>z0 ∩ Σδ,ϑ.
By the local boundedness of the latter family on Σδ,ϑ, the principle of analytic
continuation for analytic functions implies that the latter family actually converges
on the domain Σδ,ϑ in the compact open topology. In particular,
2f(z)(1 + z)3/2
i/(8π)
= lim
Λ→∞
ˆ
ΛS2
3∑
j,i1,i2=1
εji1...i2 tr(U(x)(∂i1U)(x)(∂i2U)(x))
(
xj
Λ
)
d2σ(x).
Part (δ): The Fredholm property of L and L˜ follows from Lemma 13.3, and the
equality ind
(
L˜
)
= ind(L) follows from Theorem 12.2 and Remark 12.4. The re-
maining equality in (12.15) follows from part (γ) and Theorem 3.4. 
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13. The proof of Theorem 10.2: The General Case
The strategy to prove Theorem 10.2 for potentials which are only C2 consists
in an additional convolution with a suitable mollifier, applying Theorem 10.2 (i.e.,
Theorem 12.17) for the C∞-case, and to use suitable perurbation theorems for the
Fredholm index. The next result gathers information on mollified functions.
Proposition 13.1. Let n, d ∈ N, Φ ∈ C1b
(
Rn;Cd×d
)
. Assume ζ ∈ C∞0 (Rn) with
ζ > 0, supp(ζ) ⊂ B(0, 1), ´
Rn
ζ(x) dnx = 1 and for γ > 0 define ζγ := γ
−nζ (1/γ·)
and Φγ := ζγ ∗ Φ.
(i) For all 0 < γ < 1 and j ∈ {1, . . . , n} one has
‖Φ(x)− Φγ(x)‖ 6 γ sup
y∈B(0,γ)
‖Φ′(x + y)‖ , x ∈ Rn.
(ii) Assume, in addition, Φ ∈ C2b
(
Rn;Cd×d
)
and for some ε > 1/2 and all α ∈ Nn0 ,
|α| = 2, that for some κ > 0,
‖∂αΦ(x)‖ 6 κ(1 + |x|)−1−ε, x ∈ Rn.
Then for all α ∈ Nn0 with |α| > 2, 0 < γ < 1,
‖(∂αΦγ)(x)‖ 6 ‖∂α−βζ‖∞vnγ2−|α|κ(1− γ + |x|)−1−ε, x ∈ Rn,
with vn the n-dimensional volume of the unit ball in R
n and β ∈ Nn0 such that
(α− β) ∈ Nn0 and |β| = 2.
(iii) If Φ(x) = Φ(x)∗ for all x ∈ Rn, then Φγ(x) = Φγ(x)∗ for all x ∈ Rn, γ > 0.
(iv) If there exist c > 0 and R > 0 such that |Φ(x)| > cId for all x ∈ Rn\B (0, R),
then there exists γ0 > 0 such that for all 0 < γ < γ0
|Φγ(x)| > (c/2)Id, x ∈ Rn\B(0, R).
Proof. (i) In order to prove the first inequality, let x ∈ Rn, 0 < γ < 1. Then one
computes
‖Φ(x)− Φγ(x)‖ =
∥∥∥∥ ˆ
Rn
(Φ(x)− Φ(x − y)) ζγ(y) dny
∥∥∥∥
6
ˆ
B(0,1)
‖(Φ(x)− Φ(x− γy))‖ ζ(y) dny
6
( ˆ
B(0,1)
ζ(y) dny
)
γ sup
y∈B(0,γ)
‖Φ′(x+ y)‖ .
(ii) Let 0 < γ < 1 and α ∈ Nn0 with |α| > 2, and let β ∈ Nn0 with |β| = 2 be such
that (α − β) ∈ Nn0 . Then for x ∈ Rn,
‖(∂αΦγ)(x)‖ = ‖(∂α (ζγ ∗ Φ)) (x)‖
=
∥∥∥∥ ((∂α−βζγ) ∗ (∂βΦ)) (x)∥∥∥∥
=
∥∥∥∥ ˆ
Rn
(
∂α−βζγ
)
(y)
(
∂βΦ
)
(x− y) dny
∥∥∥∥
6
ˆ
Rn
γ−n−|α|+2
∥∥(∂α−βζ)(y/γ)(∂βΦ)(x − y)∥∥dny
6
ˆ
B(0,1)
γ2−|α|
∣∣(∂α−βζ)(y)∣∣ ∥∥(∂βΦ)(x − γy)∥∥ dny
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6 ‖∂α−βζ‖∞
ˆ
B(0,1)
γ2−|α|κ(1− γ + |x|)−1−ε dny
6 ‖∂α−βζ‖∞vnγ2−|α|κ(1− γ + |x|)−1−ε.
(iii) This is clear.
(iv) By part (i), there exists γ0 > 0 such that supx∈Rn ‖Φ(x) − Φγ(x)‖ < c/2 for
all 0 < γ < γ0. Let x ∈ Rn such that |x| > R. From |Φ(x)| > cId it follows that
‖Φ(x)−1‖ 6 1/c. Hence, ∥∥Φ(x)−1 (Φ(x)− Φγ(x))∥∥ 6 1/2 and therefore,
∞∑
k=0
(
Φ(x)−1 (Φ(x)− Φγ(x))
)k
Φ(x)−1 =
(
1− Φ(x)−1 (Φ(x) − Φγ(x))
)−1
Φ(x)−1
= (Φ(x) − (Φ(x) − Φγ(x)))−1 = Φγ(x)−1.
Using
∥∥Φγ(x)−1∥∥ 6 c−1∑∞k=0 2−k = 2/c, one deduces with the help of the spectral
theorem that |Φγ(x)| > (c/2)Id. 
Remark 13.2. Let Φ be as in Theorem 10.2. More precisely, let Φ ∈ C2b
(
Rn;Cd×d
)
be pointwise self-adjoint, suppose that for some c > 0 and R > 0, |Φ(x)| > cId for
all x ∈ Rn\B(0, R), and assume there exists ε > 1/2, such that for all α ∈ Nn0 there
exists κ > 0 such that
‖∂αΦ(x)‖ 6 κ
{
(1 + |x|)−1, |α| = 1,
(1 + |x|)−1−ε, |α| = 2.
By Proposition 13.1, there exists γ0 > 0 such that for all γ ∈ (0, γ0), Φγ (defined
as in Proposition 13.1) satisfies the assumptions imposed on Φ in Theorem 12.17.
Moreover, by Proposition 13.1 (i), for some κ˜ > 0, the estimate
‖∂jΦ(x)− ∂jΦγ(x)‖ 6 κ˜(1 + |x|)−1−ε
holds for all j ∈ {1, . . . , n}, x ∈ Rn, 0 < γ < 1. The latter observation will be used
in the proof of the general case of Theorem 10.2. ⋄
For the sake of completeness, we shall also state the Fredholm property for C2-
potentials:
Lemma 13.3. Let n, d ∈ N, L = Q + Φ as in (7.1) with Φ ∈ C2b
(
Rn;Cd×d
)
with Φ(x) = Φ(x)∗, x ∈ Rn. Assume that there exist c > 0 and R > 0 such
that |Φ(x)| > cId for all x ∈ Rn\B(0, R), and that (∂jΦ)(x) → 0 as |x| → ∞,
j ∈ {1, . . . , n}. Then L is a Fredholm operator, and there is γ0 > 0 such that for all
γ ∈ (0, γ0), ind(L) = ind(Lγ), where Lγ = Q+Φγ with Φγ given as in Proposition
13.1.
Proof. By Proposition 13.1, L is a Q-compact perturbation of Lγ . Moreover, the
latter is a Fredholm operator for all γ ∈ (0, γ0) for some γ0 > 0 by Proposition 13.1(
guaranteeing that for some c˜ > 0 and R˜ > 0, |Φγ(x)| > c˜Id for all x ∈ Rn\B
(
0, R˜
))
and Lemma 12.1. Thus, the assertion follows from the invariance of the Fredholm
index under relatively compact perurbations. 
We are prepared to conclude the proof of the main theorem also for C2-potentials.
Proof of Theorem 10.2, the nonsmooth case. Let ζ ∈ C∞0 (Rn) be as in Proposition
13.1, and define Φγ as in the latter proposition. Let γ0 ∈ (0, 1) be as in Proposition
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13.1 (iv). As observed in Remark 13.2, Φγ satisfies the assumptions imposed on Φ
in Theorem 12.17. Next, by Lemma 13.3, Lγ := Q+Φγ is Fredholm and ind(L) =
ind(Lγ).
Hence, by the C∞-version of Theorem 10.2, that is, by Threorem 12.17, one
infers that
ind (Lγ) =
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! limΛ→∞
1
2Λ
n∑
j,i1,...,in−1=1
εji1...in−1
×
ˆ
ΛSn−1
tr
(
sgn(Φγ(x))(∂i1 sgn(Φγ))(x)
. . . (∂in−1 sgn(Φγ))(x)
)
xj d
n−1σ(x).
It sufices to shown that the limit γ → 0 in the latter expression exists and coincides
with the formula asserted. By differentiation, one observes that ω : R>0 ∋ x 7→√
x2 + c − x is decreasing and, denoting ‖Φ‖∞ := supx∈Rn ‖Φ(x)‖, one gets 0 <
ω(‖Φ‖∞) 6 ω(‖Φ(x)‖), x ∈ Rn. Let 0 < γ1 < ω(‖Φ‖∞)/(4κ) ∧ (1/2) ∧ γ0. For
0 < γ < γ1 and all x ∈ Rn one deduces with the help of Proposition 13.1 (i) that
‖Φ(x)− Φγ(x)‖ 6 γ12κ(1− γ1 + |x|)−1 6 ω(‖Φ‖∞)/2.
Hence, by Theorem 10.3, one gets for some K > 0 and all x ∈ Rn with |x| > R,
‖sgn(Φ(x)) − sgn(Φγ(x))‖ 6 sup
T∈⋃|x|>R B(Φ(x),ω((‖Φ‖∞)/2)
‖sgn′(T )‖‖Φ(x)− Φγ(x)‖
6 γK(1 + |x|)−1.
Similarly, Proposition 13.1 (i) implies for some K ′ > 0,
max
j∈{1,...,n}
‖sgn′(Φ(x))(∂jΦ)(x)− sgn′(Φγ(x))(∂jΦ)(x)‖
6 max
j∈{1,...,n}
‖(∂jΦ)(x)‖ sup
T∈⋃|x|>R B(Φ(x),ω(‖Φ‖∞)/2)
‖sgn′′(T )‖‖Φ(x)− Φγ(x)‖
6 γK ′(1 + |x|)−2.
For i1, . . . , in−1 ∈ {1, . . . , n} and x ∈ Rn, and with the convention ∂i0 := 1, one
gets for some constants K ′′,K ′′′ > 0,
‖(sgn(Φ(x))(∂i1 sgn(Φ))(x) . . . (∂in−1 sgn(Φ))(x))
− (sgn(Φγ(x))(∂i1 sgn(Φγ))(x) . . . (∂in−1 sgn(Φγ))(x))‖
6
n−1∑
j=0
∥∥∥∥ j−1∏
k=0
(∂ik sgn(Φ))(x)((∂ij sgn(Φ))(x) − (∂ij sgn(Φγ))(x))
×
n−1∏
k=j+1
(∂ik sgn(Φγ))(x)
∥∥∥∥
6 K ′′(1 + |x|)2−n
( n−1∑
j=1
‖(∂ij sgn(Φ))(x) − (∂ij sgn(Φγ))(x)‖
+ (1 + |x|)−1‖ sgn(Φ(x)) − sgn(Φγ(x))‖
)
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6 K ′′(1 + |x|)2−n
( n−1∑
j=1
‖sgn′(Φ(x))(∂ijΦ)(x)− sgn′(Φγ(x))(∂ijΦγ)(x)‖
+ γK(1 + |x|)−2
)
6 K ′′(1 + |x|)2−n
( n−1∑
j=1
‖sgn′(Φ(x))(∂ijΦ)(x)− sgn′(Φγ(x))(∂ijΦ)(x)‖
+
n−1∑
j=1
‖sgn′(Φγ(x))(∂ijΦ)(x) − sgn′(Φγ)(x)(∂ijΦγ)(x)‖ + γK(1 + |x|)−2
)
6 K ′′(1 + |x|)2−n
( n−1∑
j=1
γK ′(1 + |x|)−2
+
n−1∑
j=1
sup
T∈⋃|x|>R B(Φ(x),ω(‖Φ‖∞)/2)
‖sgn′(T )‖‖(∂ijΦ)(x) − (∂ijΦγ)(x)‖
+ γK(1 + |x|)−2
)
6 K ′′′γ(1 + |x|)1−n−ε. (13.1)
Next, for Λ > 0 we define
φΛ :=
1
Λ
n∑
j,i1,...,in−1=1
εji1...in−1
×
ˆ
ΛSn−1
tr
(
sgn(Φ(x))(∂i1 sgn(Φ(x))) . . . (∂in−1 sgn(Φ(x)))
)
xj d
n−1σ(x)
and
φγΛ :=
1
Λ
n∑
j,i1,...,in−1=1
εji1...in−1
ˆ
ΛSn−1
tr
(
sgn(Φγ(x))
× (∂i1 sgn(Φγ(x))) . . . (∂in−1 sgn(Φγ(x)))
)
xj d
n−1σ(x).
It remains to prove that {φΛ}Λ converges and that its limit coincides with ind(L).
But, with the help of estimate (13.1) one gets
lim sup
Λ→∞
|φγΛ − φΛ| 6 lim sup
Λ→∞
ˆ
ΛSn−1
K ′′′γ(1 + |x|)1−n−ε |x|
Λ
dn−1σ(x) = 0,
which implies the remaining assertion. 
Remark 13.4. (i) Of course a simple manner in which to invoke less regular po-
tentials is the perturbation with compactly supported potentials. Thus, the above
result should be read as Φ is C2 “in a neighborhood of infinity”.
(ii) The formula for the Fredholm index suggests that Theorem 10.2 might be weak-
ened in the sense that potentials that are only C1 should lead to the same result.
Our method of proof needs that for some K > 0 and all γ > 0 sufficiently small,∥∥(∂ijΦ)(x)− (∂ijΦγ)(x)∥∥ 6 K(1 + |x|)−1−ε. To prove the latter estimate we need
information on the second derivative of Φ. ⋄
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We conclude with a nontrivial example of the Fredholm index. In view of the
discussion in Example 4.8 and the erroneous statement in (1.22) this could be the
type of potentials Callias had in mind.
Example 13.5. Let n = 3, γ1,3, γ2,3, γ3,3 ∈ C2×2 be the corresponding matrices of
the Euclidean Dirac Algebra (see Appendix A). Consider L = Q+Φ as in (7.1) with
Φ(x) :=
∑3
j=1 γj,3xj |x|−1, j ∈ {1, 2, 3}. Then Φ(x)2 = I2 and Theorem 10.2 ap-
plies. Given formula (10.1) for the Fredholm index, a straightforward computation
yields
tr2
(
Φ(x)(∂i1Φ)(x)(∂i2Φ)(x)
)
= tr2
(
γj,3γi1,3γi2,3xj |x|−3
)
, x ∈ Rn\{0},
for all j, i1, i2 ∈ {1, 2, 3} pairwise distinct, and hence,
ind(L) =
i
16π
lim
Λ→∞
3∑
j,i1,i2=1
εji1i2
1
Λ
ˆ
ΛS2
tr
(
Φ(x)(∂i1Φ)(x)(∂i2Φ)(x)
)
xj d
2σ(x)
=
i
16π
lim
Λ→∞
3∑
j=1
1
Λ
ˆ
ΛS2
4i
xj
Λ3
xj d
2σ(x)
=
i
16π
lim
Λ→∞
1
Λ2
ˆ
ΛS2
4i d2σ(x)
=
−1
4π
ˆ
S2
d2σ(x) = −1.
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14. A Particular Class of Non-Fredholm Operators L and Their
Generalized Witten Index
This section is devoted to a particular non-Fredhom situation and motivated in
part by extensions of index theory for a certain class of non-Fredholm operators
initiated in [12], [24], [53] (see also [13], [27]). Here we make the first steps in
the direction of non-Fredholm operators closely related to the operator L in (6.2)
studied by Callias [22] and introduce a generalized Witten index.
We very briefly outline the idea presented in [53]: Let L be a densely defined,
closed, linear operator in a Hilbert space H. Assume that[
(L∗L+ z)−1 − (LL∗ + z)−1] ∈ B1(H)
for one (and hence for all) z ∈ ̺(−L∗L) ∩ ̺(−LL∗), and that the limit
indW (L) := lim
x↓0+
x trH
(
(L∗L+ x)−1 − (LL∗ + x)−1) (14.1)
exists. Then indW (L) is called the Witten index of L. In fact, for the special case of
operators in space dimension n = 1 (with appropriate potential), this limit is easily
shown to exist and to assume values in (1/2)Z, see [23]. These examples, however,
heavily rely on the fact that the underlying spatial dimension for the operator L
equals one.
While the Fredholm index is well-known to be invariant with respect to relatively
compact additive perturbations, we emphasize that this cannot hold for the Witten
index (cf. [12], [53]). In fact, it can be shown that the Witten index is invari-
ant under additive perturbations that are relatively trace class (among additional
conditions, see [53] for details).
We now provide a further generalization of the Witten index adapted to the
non-Fredholm operators discussed in this section for odd dimensions n > 3. The
abstract set-up reads as follows:
Definition 14.1. Let L be a densely defined, closed linear operator in Hm for some
m ∈ N. Assume there exist sequences {TΛ}Λ∈N, {S∗Λ}Λ∈N in B(H) converging to IH
in the strong operator topology, and denote SΛ := S
∗∗
Λ , Λ ∈ N. In addition, suppose
that the map
Ω ∋ z 7→ TΛ trm
(
(L∗L+ z)−1 − (LL∗ + z)−1)SΛ
assumes values in B1(H) for some open set Ω ⊆ ̺(−L∗L) ∩ ̺(−LL∗) with (0, δ) ⊆
Ω ∩ R for some δ > 0. Moreover, assume that {fΛ}Λ∈N, where
fΛ : Ω ∋ z 7→ z trH
(
TΛ trm
(
(L∗L+ z)−1 − (LL∗ + z)−1)SΛ), Λ ∈ N,
converges in the compact open topology as Λ→∞ to some function f : Ω→ C and
that f(0+) exists. Then we call
indgW,T,S(L) := f(0+). (14.2)
the generalized Witten index of L (with respect to T and S). If L satisfies the as-
sumptions needed for defining indgW,T,S(L), then we say that L admits a generalized
Witten index.
Whenever the sequences {TΛ}Λ∈N and {SΛ}Λ∈N in Definition 14.1 are clear from
the context, we will just write indgW (·) instead of indgW,T,S(·).
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Remark 14.2. We briefly elaborate on some properties of the regularized index just
defined.
(i) It is easy to see that the generalized Witten index is independent of the chosen Ω.
Indeed, the main observation needed is that if Ω1 and Ω2 satisfy the requirements
imposed on Ω in Definition 14.1, then so does Ω1 ∩Ω2.
(ii) The generalized Witten index is invariant under unitary equivalence of H.
Indeed, let L be a densely defined, closed linear operator in Hm for which the
generalized Witten index exists with respect to {TΛ}Λ∈N and {SΛ}Λ∈N. Let H1 be
another Hilbert space and U : H1 → H an isometric isomorphism. Then
L˜ :=

U∗ 0 · · · 0
0 U∗
...
...
. . .
0 · · · U∗
L

U 0 · · · 0
0 U
...
...
. . .
0 · · · U

admits a generalized Witten index, and
indgW,T,S(L) = indgW,U∗TU,U∗SU
(
L˜
)
,
where, in obvious notation, we used indgW,U∗TU,U∗SU
(
L˜
)
to denote the generalized
Witten index of L˜ with respect to {U∗TΛU}Λ∈N and {U∗SΛU}Λ∈N.
For the proof of L˜ admitting a generalized Witten index, it suffices to observe
that for Λ ∈ N and z ∈ Ω,
trH
(
TΛ trm
(
(L∗L+ z)−1 − (LL∗ + z)−1)SΛ)
= trH
(
TΛUU
∗ trm
(
(L∗L+ z)−1 − (LL∗ + z)−1)UU∗SΛ)
= trH
(
TΛU trm
(
(L˜∗L˜+ z)−1 − (L˜L˜∗ + z)−1)U∗SΛ)
= trH1
(
U∗TΛU trm
(
(L˜∗L˜+ z)−1 − (L˜L˜∗ + z)−1)U∗SΛU).
⋄
Remark 14.3. The definition of the Witten index in (14.1) suggests introducing
the spectral shift function ξ( · ;LL∗, L∗L) for the pair of self-adjoint operators
(LL∗, L∗L) and hence to express the Witten index as
indW (L) = ξ(0+;LL
∗, L∗L), (14.3)
employing the fact (see, e.g., [105, Ch. 8]),
trH
(
f(L∗L)− f(LL∗)) = ˆ
[0,∞)
f ′(λ) ξ(λ;LL∗, L∗L) dλ, (14.4)
for a large class of functions f . The approach (14.3) in terms of spectral shift
functions was introduced in [12], [53] (see also [13], [19], [79, Chs. IX, X], [80]) and
independently in [27]. This circle of ideas continues to generate much interest, see,
for instance, [23], [24], [52], and the extensive list of references therein. It remains
to be seen if this can be applied to the generalized Witten index (14.2). ⋄
Next, we will construct non-Fredholm Callias-type operators L, which meet the
assumptions in the definition for the generalized Witten index, that is, operators
L which admit a generalized Witten index. In fact, the theory developed in the
previous chapters provides a variety of such examples (cf. the end of this section in
Theorem 14.11).
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We start with an elementary observation:
Proposition 14.4. Let n = 2n̂+ 1 ∈ N odd. Then Q as in (4.1) with dom(Q) =
H1(Rn)2
n̂
as an operator in L2(Rn)2
n̂
is non-Fredholm.
Proof. It suffices to observe that the symbol of Q is a continuous function vanishing
at 0. 
The fundamental result leading to Theorem 14.11 is contained in the following
lemma.
Lemma 14.5. Let n = 2n̂+ 1 ∈ N odd, d ∈ N, Q as in (6.3), Φ ∈ C∞b
(
Rn;Cd×d
)
pointwise self-adjoint, and let L = Q + Φ be as in (7.1). Assume that there exists
P = P ∗ = P 2 ∈ Cd×d\{0} such that for all x ∈ Rn,
PΦ(x) = Φ(x)P = 0.
Define P := I
L2(Rn)2n̂
⊗ P and denote HP := L2(Rn)2n̂ ⊗ ran(P ). Then L and L∗
leave the space HP invariant. Moreover, L is unitarily equivalent to(
ι∗PQιP 0
0 ι∗P⊥QιP⊥ + ι∗P⊥ΦιP⊥
)
with ιP and ιP⊥ the canonical embeddings from HP and H⊥P into L2(Rn)2
n̂d, re-
spectively.
Remark 14.6. RecallingQ given as in (4.1), we claim that in the situation of Lemma
14.5,
ι∗PQιP = Q ⊗ IranP .
Indeed, equality is plain when applied to C∞0 -functions and thus the general case
follows by a closure argument. For the closedness of ι∗PQιP we use Lemma 14.5: L
is closed and, by unitary equivalence, so is(
ι∗PQιP 0
0 ι∗P⊥QιP⊥ + ι∗P⊥ΦιP⊥
)
. (14.5)
Hence, the diagonal entries of the closed block operator matrix in (14.5), and thus
ι∗PQιP , are closed. ⋄
In order to prove Lemma 14.5, we invoke some auxiliary results of a general
nature. The first two (Lemmas 14.7 and 14.8) are concerned with commutativity
properties of the operator Q.
Lemma 14.7. Let n,m ∈ N, P ∈ Cm×m, j ∈ {1, . . . , n}. Then
(IL2(Rn) ⊗ P )∂j ⊆ ∂j(IL2(Rn) ⊗ P ),
where ∂j : H
1
j (R
n)m ⊆ L2(Rn)m → L2(Rn)m is the distributional derivative with
respect to the jth variable and, H1j (R
n) is the space of L2-functions whose derivative
with respect to the jth variable can be represented as an L2-function.
Proof. Clearly,
(IL2(Rn) ⊗ P )∂jφ = ∂j(IL2(Rn) ⊗ P )φ, φ ∈ C∞0 (Rn)m.
Next, the operator ∂j(IL2(Rn) ⊗ P ) is closed, hence,
(IL2(Rn) ⊗ P )∂j ⊆ (IL2(Rn) ⊗ P )∂j ⊆ ∂j(IL2(Rn) ⊗ P ),
yields the assertion. 
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Lemma 14.8. Let n, d ∈ N, n = 2n̂ or n = 2n̂+ 1 for some n̂ ∈ N. Let Q as in
(6.3) (defined in L2(Rn)2
n̂d). Let P ∈ Cd×d and denote P := I
L2(Rn)2n̂
⊗ P . Then,
PQ ⊆ QP .
Proof. We note that for all j ∈ {1, . . . , n} and γj,n as in Section A, γj,nP = Pγj,n,
where we viewed γj,n ∈ B(L2(Rn)2n̂). Hence, using dom(Q) =
⋂n
j=1 dom(∂j),
Lemma 14.7 implies
PQ = P
n∑
j=1
γj,n∂j =
n∑
j=1
Pγj,n∂j
=
n∑
j=1
γj,nP∂j ⊆
n∑
j=1
γj,n∂jP = QP . 
Before turning to the proof of Lemma 14.5, we recall a general result on the
representability of operators as block operator matrices (the same calculus has also
been employed in [84, Lemma 3.2]):
Lemma 14.9. Let P ∈ B(H) be an orthogonal projection, W : D(W ) ⊆ H → H
closed and linear. Assume that
PW ⊆WP and (IH − P )W ⊆W (IH − P ).
Denote by ιP : ran(P ) → H and ιP⊥ : ker(P ) → H the canonical embeddings, re-
spectively. Then W is unitarily equivalent to a block operator matrix. More pre-
cisely, (
ι∗P
ι∗P⊥
)
W
(
ιP ιP⊥
)
=
(
ι∗PWιP 0
0 ι∗P⊥WιP⊥
)
(14.6)
with ι∗PWιP and ι
∗
P⊥WιP⊥ closed linear operators.
Proof. First, one observes that the operators
(
ι∗P
ι∗P⊥
)
and
(
ιP ιP⊥
)
are unitary
and inverses of each other. Moreover, it is plain that a block diagonal operator
matrix is closed if and only if its diagonal entries are closed. Thus, as W is closed
by hypothesis, it suffices to prove equality (14.6). One notes that P = ιP ι
∗
P and
similarly, (IH − P ) = ιP⊥ι∗P⊥ , and hence computes,
W =
(
ιP ιP⊥
)( ι∗P
ι∗P⊥
)
W
(
ιP ιP⊥
)( ι∗P
ι∗P⊥
)
=
(
ιP ιP⊥
)( ι∗PW
ι∗P⊥W
)(
ιP ιP⊥
)( ι∗P
ι∗P⊥
)
=
(
ιP ιP⊥
)( ι∗P ιP ι∗PW
ι∗P⊥ ιP⊥ ι
∗
P⊥W
)(
ιP ιP⊥
)( ι∗P
ι∗P⊥
)
⊆ (ιP ιP⊥)( ι∗PWιP ι∗Pι∗P⊥WιP⊥ ι∗P⊥
)(
ιP ιP⊥
)( ι∗P
ι∗P⊥
)
=
(
ιP ιP⊥
)(ι∗PWιP ι∗P ιP 0
0 ι∗P⊥WιP⊥ ι
∗
P⊥ ιP⊥
)(
ι∗P
ι∗P⊥
)
=
(
ιP ιP⊥
)(ι∗PWιP 0
0 ι∗P⊥WιP⊥
)(
ι∗P
ι∗P⊥
)
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=
(
ιP ιP⊥
)( ι∗PWιP ι∗P
ι∗P⊥WιP⊥ ι
∗
P⊥
)
=
(
ιP ιP⊥
)( ι∗PWιP ι∗P (ιP ι∗P + ιP⊥ ι∗P⊥)
ι∗P⊥WιP⊥ ι
∗
P⊥
(
ιP ι
∗
P + ιP⊥ ι
∗
P⊥
))
=
(
ιP ιP⊥
)( ι∗PW (ιP ι∗P + ιP⊥ ι∗P⊥)
ι∗P⊥W
(
ιP ι
∗
P + ιP⊥ ι
∗
P⊥
))
⊆W,
concluding the proof. 
At this instant we are in a position to prove Lemma 14.5.
Proof of Lemma 14.5. By Lemma 14.8,
PL ⊆ LP and (I
L2(Rn)2n̂d
− P)L ⊆ L(I
L2(Rn)2n̂d
− P).
Hence, by Lemma 14.9, L is unitarily equivalent to(
ι∗PLιP 0
0 ι∗P⊥LιP⊥ .
)
The assertion, thus, follows from ι∗PΦιP = 0 (valid by hypothesis). 
From Proposition 14.4 and Lemma 14.5 one infers the following result.
Corollary 14.10. Let n = 2n̂ + 1 ∈ N odd, d ∈ N, assume Q is given by (6.3),
Φ ∈ C∞b
(
Rn;Cd×d
)
pointwise self-adjoint, and let L = Q+Φ be as in (7.1). Assume
that there exists P = P ∗ = P 2 ∈ Cd×d\{0} such that
PΦ(x) = Φ(x)P = 0, x ∈ Rn.
Then L is non-Fredholm.
Proof. Define HP := L2(Rn;C2n̂ ⊗ ran(P )), denote the embedding from HP into
L2(Rn)2
n̂d by ιP , and denote the embedding from H⊥P into L2(Rn)2
n̂d by ιP⊥ . By
Lemma 14.5, the operator L is unitarily equivalent to(
ι∗PQιP 0
0 ι∗P⊥QιP⊥ + ι∗P⊥ΦιP⊥
)
,
which by Remark 14.6 may also be written as(
Q⊗ IranP 0
0 Q⊗ IkerP + ι∗P⊥ΦιP⊥
)
.
In particular,
σ(L) = σ
(
Q⊗ IranP
) ∪ σ(Q⊗ IkerP + ι∗P⊥ΦιP⊥).
Since ran(P ) is at least one-dimensional, it follows from Proposition 14.4 that 0 ∈
σess
(
Q⊗ IranP
)
. Hence, 0 ∈ σess(L), implying that L is non-Fredholm. 
We conclude this section with non-trivial examples illustrating the generalized
Witten index introduced in this section:
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Theorem 14.11. Assume Hypothesis 12.6 and let U ∈ C∞b
(
Rn;Cd×d
)
be a τ-
admissible potential. Let ℓ ∈ N and define
Φ: Rn → C(d+ℓ)×(d+ℓ), x 7→
(
0 0
0 U(x)
)
.
Let L := Q+Φ, as in (6.2). Then the following assertions (α)–(δ) hold:
(α) For all Λ > 0, the family
Σ0,ϑ ∋ z 7→ zχΛ tr2n̂(d+ℓ)((L∗L+ z)−1 − (LL∗ + z)−1) ∈ B1(L2(Rn)) (14.7)
is analytic.
(β) The family {fΛ}Λ>0 of analytic functions
fΛ : Σ0,ϑ ∋ z 7→ tr
(
zχΛ tr2n̂(d+ℓ)((L
∗L+ z)−1 − (LL∗ + z)−1)) (14.8)
is locally bounded (see (8.1)).
(γ) The limit f := lim
Λ→∞
fΛ exists in the compact open topology and satisfies for
all z ∈ Σ0,ϑ,
f(z) = cn(1 + z)
−n/2 lim
Λ→∞
1
Λ
n∑
j,i1,...,in−1=1
εji1...in−1
×
ˆ
ΛSn−1
tr(U(x)(∂i1U)(x) . . . (∂in−1U)(x))xj d
n−1σ(x), (14.9)
where
cn :=
1
2
(
i
8π
)(n−1)/2
1
[(n− 1)/2]! .
(δ) L is non-Fredholm, it admits a generalized Witten index, given by
indgW (L) = f(0+)
= cn lim
Λ→∞
1
Λ
n∑
j,i1,...,in−1=1
εji1...in−1 (14.10)
×
ˆ
ΛSn−1
tr(U(x)(∂i1U)(x) . . . (∂in−1U)(x))xj d
n−1σ(x),
which is actually an integer as it coincides with the Fredholm index of
L˜ := Q+ U in L2(Rn)2n̂d, that is,
indgW (L) = ind
(
L˜
)
. (14.11)
Proof. The proof rests on Theorem 12.17, Lemma 14.5, Remark 14.6, and specifi-
cally, for the assertion that L is non-Fredholm, on Corollary 14.10. Indeed, invoking
Lemma 14.5 and Remark 14.6 with
P =
(
Iℓ 0
0 0
)
∈ C(d+ℓ)×(d+ℓ),
one computes, recalling L˜ = Q+ U ,
L∗L = (−Q+ Φ)(Q+Φ)
=
(−Q 0
0 −Q+ U
)(Q 0
0 Q+ U
)
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=
(−∆ 0
0 L˜∗L˜
)
.
A similar computation applies to LL∗. One deduces for z ∈ CRe>0,
((L∗L+ z)−1 − (LL∗ + z)−1)
=
(
(−∆+ z)−1 0
0 (L˜∗L˜+ z)−1
)
−
(
(−∆+ z)−1 0
0 (L˜L˜∗ + z)−1
)
=
(
0 0
0 (L˜∗L˜+ z)−1 − (L˜L˜∗ + z)−1
)
.
Thus,
tr2n̂(d+ℓ)
(
(L∗L+ z)−1 − (LL∗ + z)−1)) = tr2n̂d ((L˜∗L˜+ z)−1 − (L˜L˜∗ + z)−1).
Hence, the assertions (14.7)–(14.10) indeed follow from Theorem 12.17 applied to
L˜. 
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Appendix A. Construction of the Euclidean Dirac Algebra
For a concise presentation of the construction of the Euclidean Dirac algebra as
a specific case of Clifford algebras, see, for instance, [93, Chapter 11].
Definition A.1. Given two matrices A = (aij)i,j∈{1,...,n} ∈ Cn×n and B =
(bij)i,j∈{1,...,m} ∈ Cm×m, one defines their Kronecker product A ◦B by
A ◦B :=

a11B a12B · · · a1nB
a21B
. . .
...
...
an1B · · · annB

=
(
a⌈ pm ⌉⌈ qm ⌉b(((p−1) mod m)+1)(((q−1) mod m)+1)
)
p,q∈{1,...,mn} ∈ Cnm×nm,
where ⌈x⌉ := min{z ∈ Z | z > x} for all x ∈ R and kmod ℓ denotes the nonnegative
integer j ∈ {0, . . . , ℓ− 1} such that k − j is divisible by ℓ, with ℓ, k ∈ Z.
Proposition A.2. Let n,m, ℓ, k ∈ N, A ∈ Cn×n, B ∈ Cm×m, C ∈ Cℓ×ℓ, D ∈
Ck×k. Then one concludes that
A ◦ (B ◦ C) = (A ◦B) ◦ C,
(A ◦B)∗ = A∗ ◦B∗,
tr(A ◦B) = tr(A) tr(B),
if n = m and ℓ = k then, AB ◦ CD = (A ◦ C) (B ◦D).
Proof. We only sketch a proof for the first assertion. It boils down to the following
equations, ⌈⌈
j
k
⌉
m
⌉
=
⌈
j
mk
⌉
,((⌈
j
k
⌉
− 1
)
mod m
)
+ 1 =
⌈
(j − 1 mod mk) + 1
k
⌉
,
(j − 1 mod mk) mod k = j − 1 mod k, j ∈ {1, . . . ,mnk}.
The expressions on the left-hand side correspond to the indices of the entries of
A,B and C, respectively, in (A ◦B)◦C and, similarly, the expressions on the right-
hand sides correspond to the respective indices of the entries of A, B and C in
A ◦ (B ◦ C). 
Definition A.3. Introduce the Pauli matrices
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
,
in addition, define
γ1,2 := σ1, γ2,2 := σ2.
Let n̂ ∈ N. Recursively, one sets
γk,2n̂+1 := γk,2n̂, k ∈ {1, . . . , 2n̂},
γ2n̂+1,2n̂+1 := (−i)n̂ γ1,2n̂ · · · γ2n̂,2n̂,
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and
γk,2n̂+2 := σ1 ◦ γk,2n̂, k ∈ {1, . . . , 2n̂},
γ2n̂+1,2n̂+2 := i
n̂σ1 ◦ (γ1,2n̂ · · · γ2n̂,2n̂) ,
γ2n̂+2,2n̂+2 := σ2 ◦ I2n̂ ,
with Ir the identity matrix in C
r, r ∈ N.
Remark A.4. By induction, one obtains
γk,2n̂, γk,2n̂+1, γ2n̂+1,2n̂+1 ∈ C2
n̂×2n̂ , k ∈ {1, . . . , 2n̂}. (A.1)
⋄
Lemma A.5. Let γ1, . . . , γk ∈ B(K) for some Hilbert space K and such that for all
j, k ∈ {1, . . . , k}, j 6= k, one has γjγk + γkγj = 0. Then
γkγk−1 · · · γ1 = (−1)k(k−1)/2γ1γ2 · · · γk.
Proof. The assertion being obvious for k = 1, we assume that the assertion of the
lemma holds for some k ∈ N. Then
γk+1γkγk−1 · · · γ1 = (−1)kγkγk−1 · · · γ1γk+1
= (−1)[k(k−1)/2]+kγ1γ2 · · · γkγk+1
= (−1)k(k+1)/2γ1γ2 · · · γkγk+1. 
Corollary A.6. For all k, l ∈ {1, . . . , n}, n ∈ N>2, one has
γk,nγl,n + γl,nγk,n = 2δklI2n̂ ,
where γj,n is given in Definition A.3, j ∈ {1, . . . , n}, and n̂ ∈ N is such that n = 2n̂
or n = 2n̂+ 1.
Proof. The assertion holds for n = 2. Assume that the assertion is valid for n = 2n̂
for some n̂ ∈ N. Then Lemma A.5 implies
γ22n̂+1,2n̂+1 = (−i)2n̂ (γ1,2n̂ · · · γ2n̂,2n̂) (γ1,2n̂ · · · γ2n̂,2n̂)
= (−1)n̂ (γ1,2n̂ · · · γ2n̂,2n̂) (−1)2n̂(2n̂−1)/2 (γ2n̂,2n̂ · · · γ1,2n̂)
= (−1)n̂+2n̂2−n̂ I2n̂ = I2n̂ .
For k ∈ {1, . . . , 2n̂− 1} one computes
γk,2n̂+1γ2n̂+1,2n̂+1 = γk,2n̂(−i)n̂ (γ1,2n̂ · · · γ2n̂,2n̂)
= (−1)2n̂−1(−i)n̂ (γ1,2n̂ · · · γ2n̂,2n̂) γk,2n̂
= −γ2n̂+1,2n̂+1γk,2n̂+1.
Hence, the assertion is established for γk,2n̂+1, k ∈ {1, . . . , 2n̂+ 1}.
For k, l ∈ {1, . . . , 2n̂} one computes with the help of Proposition A.2,
γk,2n̂+2γl,2n̂+2 + γl,2n̂+2γk,2n̂+2 = (σ1 ◦ γk,2n̂) (σ1 ◦ γl,2n̂)
+ (σ1 ◦ γl,2n̂) (σ1 ◦ γk,2n̂)
= σ21 ◦ γk,2n̂γl,2n̂ + σ21 ◦ γl,2n̂γk,2n̂
= I2 ◦ (γk,2n̂γl,2n̂ + γl,2n̂γk,2n̂)
= I2 ◦ 2δklI2n̂ = 2δklI2n̂+1 .
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One observes that
γ22n̂+1,2n̂+2 =
(
in̂
)2
σ21 ◦ (γ1,2n̂ · · · γ2n̂,2n̂)2
=
(
in̂
)2
σ21 ◦ (−i)−2n̂ I2n̂ =
(
in̂
)2
σ21 ◦ (−1)−2n̂
(
in̂
)−2
I2n̂ = I2n̂+1 ,
using γ22n̂+1,2n̂+1 = I2n̂ . Moreover, γ
2
2n̂+2,2n̂+2 = σ
2
2 ◦ I2n̂ = I2n̂+1 . In addition, one
notes that
γ2n̂+2,2n̂+2γ2n̂+1,2n̂+2 = σ2i
n̂σ1 ◦ γ1,2n̂ · · · γ2n̂,2n̂
= −in̂σ1σ2 ◦ γ1,2n̂ · · · γ2n̂,2n̂ = −γ2n̂+1,2n̂+2γ2n̂+2,2n̂+2,
γ2n̂+2,2n̂+2γk,2n̂+2 = σ2σ1 ◦ γk,n̂ = −γk,2n̂+2γ2n̂+2,2n̂+2,
and
γ2n̂+1,2n̂+2γk,2n̂+2 = i
n̂σ1σ1 ◦ γ1,2n̂ · · · γ2n̂,2n̂γk,2n̂
= σ1i
n̂σ1 ◦ (−1)2n̂−1γk,2n̂γ1,2n̂ · · · γ2n̂,2n̂
= −γk,2n̂+2γ2n̂+1,2n̂+2
for all k ∈ {1, . . . , 2n̂}, implying the assertion. 
Corollary A.7. For all k ∈ N, n ∈ N>2, and k 6 n, one has
γ∗k,n = γk,n,
where γj,n is given in Definition A.3, j ∈ {1, . . . , n}.
Proof. We will proceed by induction. Before doing so, we note that due to Corollary
A.6 and Lemma A.5, for all k ∈ {1, . . . , n},
γk,nγk−1,n · · · γ1,n = (−1)k(k−1)/2γ1,nγ2,n · · · γk,n.
One observes that γ1,2 and γ2,2 are self-adjoint. We assume that γk,2n̂ is self-adjoint
for all k ∈ {1, . . . , 2n̂} for some n̂ ∈ N. The only matrices not obviously self-adjoint
using the induction hypothesis and Proposition A.2 are γ2n̂+1,2n̂+2 and γ2n̂+1,2n̂+1.
Since the proof for either case follows along similar lines, it suffices to prove the
self-adjointness of γ2n̂+1,2n̂+2. For this purpose one computes,
γ∗2n̂+1,2n̂+2 =
(
in̂σ1 ◦ (γ1,2n̂ · · · γ2n̂,2n̂)
)∗
= in̂(−1)n̂σ∗1 ◦ (γ1,2n̂ · · · γ2n̂,2n̂)∗
= in̂(−1)n̂σ1 ◦ (γ2n̂,2n̂ · · · γ1,2n̂)
= in̂(−1)n̂+[2n̂(2n̂−1)/2]σ1 ◦ (γ1,2n̂ · · · γ2n̂,2n̂)
= in̂(−1)n̂+2n̂2−n̂σ1 ◦ (γ1,2n̂ · · · γ2n̂,2n̂)
= γ2n̂+1,2n̂+2. 
Next, we proceed to establish the following result on traces:
Proposition A.8. Let n̂ ∈ N and suppose that γj,2n̂, γj′,2n̂+1, j ∈ {1, . . . , 2n̂},
j′ ∈ {1, . . . , 2n̂+ 1}, are given as in Definition A.3. Then,
tr
(
γi1,2n̂+1 · · · γi2k+1,2n̂+1
)
= 0, if i1, . . . , i2k+1 ∈ {1, . . . , 2n̂+ 1} and k < n̂,
tr
(
γi1,2n̂ · · · γi2k+1,2n̂
)
= 0, if i1, . . . , i2k+1 ∈ {1, . . . , 2n̂} and k ∈ N,
tr
(
γi1,2n̂+1 · · · γi2n̂+1,2n̂+1
)
= (2i)n̂εi1···i2n̂+1 , if i1, . . . , i2n̂+1 ∈ {1, . . . , 2n̂+ 1},
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where εi1···i2n̂+1 is the fully anti-symmetric symbol in 2n̂ + 1 dimensions, that is,
εi1...i2n̂+1 = 0 whenever |{i1, . . . , i2n̂+1}| < 2n̂ + 1 and if π : {1, . . . , 2n̂ + 1} →
{1, . . . , 2n̂+ 1} is bijective, then επ(1)···π(2n̂+1) = sgn(π).
Proof. The first formula can be seen as follows. Since k < n̂, there exists i ∈
{1, . . . , 2n̂+ 1}\{i1, . . . , i2k+1}, and one computes
tr
(
γi1,2n̂+1 · · · γi2k+1,2n̂+1
)
= tr
(
γi1,2n̂+1 · · · γi2k+1,2n̂+1γ2i,2n̂+1
)
= tr
(
γi,2n̂+1γi1,2n̂+1 · · · γi2k+1,2n̂+1γi,2n̂+1
)
= − tr (γi1,2n̂+1γi,2n̂+1 · · · γi2k+1,2n̂+1γi,2n̂+1)
= . . . = (−1)2k+1 tr (γi1,2n̂+1 · · · γi2k+1,2n̂+1γi,2n̂+1γi,2n̂+1)
= − tr (γi1,2n̂+1 · · · γi2k+1,2n̂+1) .
Hence, tr
(
γi1,2n̂+1 · · · γi2k+1,2n̂+1γi,2n̂+1γi,2n̂+1
)
= 0.
The second assertion can be proved along the same lines.
The third assertion follows upon taking into account the cancellation and anti-
commuting properties of the algebra in conjunction with the first statement, once
the following equality has been established:
tr (γ1,2n̂+1 · · · γ2n̂+1,2n̂+1) = (2i)n̂.
To verify the latter identity one computes
tr (γ1,2n̂+3 · · · γ2n̂+3,2n̂+3)
= tr
(
γ1,2n̂+2 · · · γ2n̂+2,2n̂+2(−i)n̂+1γ1,2n̂+2 · · · γ2n̂+2,2n̂+2
)
= (−i)n̂+1 tr
(
(σ1 ◦ γ1,2n̂) · · · (σ1 ◦ γ2n̂,2n̂) in̂ (σ1 ◦ γ1,2n̂ . . . γ2n̂,2n̂) (σ2 ◦ I2n̂)
× (σ1 ◦ γ1,2n̂) · · · (σ1 ◦ γ2n̂,2n̂) in̂ (σ1 ◦ γ1,2n̂ . . . γ2n̂,2n̂) (σ2 ◦ I2n̂)
)
=
(
i2
)n̂
(−i)n̂+1 tr
(
σ2n̂+11 σ2σ
2n̂+1
1 σ2 ◦ (γ1,2n̂ . . . γ2n̂,2n̂)4
)
= (−1)n̂+1 (−i)n̂+1 tr (σ1σ1σ2σ2 ◦ I2n̂) = in̂+12n̂+1. 
We conclude with the following result.
Corollary A.9. Let n ∈ N>2 be odd, V be a complex vector space, k ∈ N0, with
k+1 < n, i1, . . . , ik ∈ {1, . . . , n}. Let Φ: {1, . . . , n}n → V be satisfying the property∑
(ik+3,...,in)∈{1,...,n}n−k−2
Φ(i1, . . . , ik, i, j, ik+3, . . . , in)
=
∑
(ik+3,...,in)∈{1,...,n}n−k−2
Φ(j1, . . . , jk, j, i, ik+3, . . . , in), i, j ∈ {1, . . . , n}.
Then ∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k
tr
(
γi1,n · · · γin,n
)
Φ(i1, . . . , in) = 0,
where γj,n, j ∈ {1, . . . , n}, are given by Definition A.3.
Proof. In the course of this proof we shall suppress the index n in γi,n.∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k
γi1 · · · γinΦ(i1, . . . , ik, ik+1, ik+2, ik+3, . . . , in)
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=
1
2
∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k
γi1 · · · γinΦ(i1, . . . , ik, ik+1, ik+2, ik+3, . . . , in)
+
1
2
∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k
γi1 · · · γin
× Φ(i1, . . . , ik, ik+2, ik+1, ik+3, . . . , in)
=
1
2
∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k(
γi1 · · · γikγik+1γik+2γik+3 · · · γin + γi1 · · · γikγik+2γik+1γik+3 · · · γin,n
)
× Φ(i1, . . . , in)
=
1
2
∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k,ik+1 6=ik+2(
γi1 · · · γikγik+1γik+2γik+3 · · · γin + γi1 · · · γikγik+2γik+1γik+3 · · · γin
)
× Φ(i1, . . . , in)
+
1
2
∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k,ik+1=ik+2(
γi1 · · · γikγik+1γik+2γik+3 · · · γin + γi1 · · · γikγik+2γik+1γik+3 · · · γin
)
× Φ(i1, . . . , in)
=
1
2
∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k,ik+1=ik+2(
γi1 · · · γikγik+3 · · · γin + γi1 · · · γikγik+3 · · · γin
)
Φ(i1, . . . , in)
=
∑
(ik+1,ik+2,ik+3,...,in)∈{1,...,n}n−k,ik+1=ik+2
γi1 · · · γikγik+3 · · · γinΦ(i1, . . . , in).
Applying the internal trace to the latter sum, one infers that each term vanishes
by Proposition A.8. 
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Appendix B. A Counterexample to [22, Lemma 5]
In this appendix we shall provide a counterexample for the trace class property
asserted in [22, Lemma 5]. The counterexample is constructed in dimension n = 3
and recorded in Theorem B.5.
Analogously to Example 4.8, we let Φ assume values in the 2 × 2 matrices and
denote the Pauli matrices (see also Example 4.8) again by σj , j ∈ {1, 2, 3}. Before
we give an explicit formula for Φ, we need the following definitions. Let φ1 ∈ C∞(R)
be a function interpolating between 0 and 1 with
φ1(x) =
{
0, x 6 0,
1, x > 1,
x ∈ R, φ2 := φ1(−(·+ 1))
and let
φ1,r,t := φ1
(
t−1(·)− t−1r), φ2,r,t := φ2(t−1(·)− t−1r), r, t > 0.
For r1, r2, t1, t2 ∈ (0,∞) with r1 + t1 < r2 − t2, this yields the following variant of
a smooth “cut-off” function
ψr1,r2,t1,t2 := φ1,r1,t1φ2,r2−t2,t2 . (B.1)
One notes that ψr1,r2,t1,t2 ∈ C∞(R). We will use the following properties of
ψr1,r2,t1,t2 (all of them are easily checked):
0 6 ψr1,r2,t1,t2 6 1, (B.2)
ψr1,r2,t1,t2 |[r1+t1,r2−t2] = 1, (B.3)
ψr1,r2,t1,t2 |R\[r1,r2] = 0, (B.4)
|ψ′r1,r2,t1,t2 | 6 d1
(
1
t1
∨ 1
t2
)
on [r1, r1 + t1] ∪ [r2 − t2, r2], (B.5)
|ψ(ℓ)r1,r2,t1,t2 | 6 dℓ
(
1
tℓ1
∨ 1
tℓ2
)
, ℓ ∈ N>2, (B.6)
with d1 := ‖φ′1‖∞ := supx∈R |φ′1(x)| and dℓ := ‖φ(ℓ)1 ‖∞, ℓ ∈ N>2. For k ∈ N>1
define
rk :=
k−1∑
j=1
2j = 2k − 2,
ψ1,k := ψrk,rk+1, 122k,
1
20 2
k , ψ2,k := ψrk,rk+1, 1362k,
17
18 2
k .
One observes that
rk +
1
2
2k = rk+1 − 1
2
2k < rk+1 − 1
20
2k, rk +
1
36
2k = rk+1 − 35
36
2k < rk+1 − 17
18
2k,
so that ψ1,k and ψ2,k are well-defined. For x = (x1, x2, x3) ∈ R3 we let Φ: R3 →
C2×2 be defined as follows,
Φ(x) :=
3∑
j=1
σj +
∞∑
k=2
1
k1/3
3∑
j=1
σj ξk,j(x), x ∈ R3, (B.7)
where
ξk,j(x) :=
1
rk+1
ψ1,k(|x|)(xj − rk)ψ2,k(xj), x ∈ R3. (B.8)
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One observes that Φ ∈ C∞(R). Next, we introduce the sets
Bk :=
{
x ∈ R3 ∣∣ rk 6 |x| 6 rk+1} ∩ ⋃
j∈{1,2,3}
{
x ∈ R3 ∣∣ rk 6 xj 6 rk+1}, k ∈ N,
(B.9)
and
B˜k :=
{
x ∈ R3
∣∣∣∣ rk + 122k 6 |x| 6 rk+1 − 1202k
}
⋂{
x ∈ R3
∣∣∣∣ rk + 1362k 6 x1, x2, x3 6 rk+1 − 17182k
}
, k ∈ N. (B.10)
Before turning to the properties of Φ, we study ξk,j first.
Lemma B.1. Let j ∈ {1, 2, 3}, ℓ ∈ {1, 2, 3}, ξk,j as in (B.8), Bk, B˜k as in (B.9)
and (B.10), respectively. Then the following assertions (α)–(γ) hold:
(α) For all k ∈ N, x ∈ R3, ξk,j(x) 6= 0 implies x ∈ Bk. (B.11)
(β) For all α ∈ N30, there exists κ > 0 such that for all k ∈ N,
|∂αξk,j(x)| 6 κ(1 + |x|)−|α|, x ∈ Bk. (B.12)
(γ) For all ℓ ∈ {1, 2, 3}, and all k ∈ N, ∂ℓξk,j(x) = δℓj, x ∈ B˜k. (B.13)
Proof. (B.11): The assertion follows from (B.4) and the definition of Bk.
(B.12): One observes that ψ2,k 6= 0 on (rk, rk+1) and that 0 6 ψ2,k 6 1 by (B.4)
and (B.2); hence,
|(xj − rk)ψ2,k(xj)| 6 2k, j ∈ {1, 2, 3}, k ∈ N>2.
One recalls,
rk =
k−1∑
j=1
2j = 2k − 2 < rk+1 = 2k+1 − 2 = 2(2k − 1),
in particular, (1/rk+1) 6 κ02
−k for some κ0 > 0. Hence,∥∥∥∥ 1rk+1ψ1,k(|x|)
3∑
j=1
σj(xj − rk)ψ2,k(xj)
∥∥∥∥ 6 χBk(x)κ0, x ∈ R3,
with Bk introduced in (B.9). Thus, (B.12) holds for ℓ = 0. Next, for the first
partial derivatives in item (B.12) one computes for ℓ 6= j,
(∂ℓξk,j)(x) =
1
rk+1
ψ′1,k(|x|)
xℓ
|x| (xj − rk)ψ2,k(xj)
and for ℓ = j,
(∂jξk,j)(x) =
1
rk+1
ψ′1,k(|x|)
xj
|x| (xj − rk)ψ2,k(xj) +
1
rk+1
ψ1,k(|x|)σjψ2,k(xj)
+
1
rk+1
ψ1,k(|x|)σj(xj − rk)ψ′2,k(xj), j ∈ {1, 2, 3}.
For x ∈ Bk, one has |(xj − rk)ψ′k(xj)| 6 c by (B.5), |ψ′k(|x|)(xℓ − rk)ψk(xℓ)| 6 c by
(B.2) and (B.5) and for some κ, c > 0 and all k ∈ N>2,∥∥∥∥ 1rk+1ψk(|x|)σjψk(xj)
∥∥∥∥ 6 ∥∥∥∥ 1rk+1ψk(|x|)
∥∥∥∥ 6 κ(1 + |x|)−1
128 F. GESZTESY AND M. WAURICK
since for all x ∈ Bk one has rk+1 > |x|. Higher-order derivatives can be treated
similarly, using (B.6), proving assertion (B.12).
(B.13): This is obvious. 
The next lemma gives an account of the asymptotic properties of Φ and its
derivatives.
Lemma B.2. Let Φ be given by (B.7). Then the following assertions (α)–(γ) hold:
(α) Φ is bounded, pointwise self-adjoint, Φ ∈ C∞(R3;C2×2), Φ(x)−1 exists for all
x ∈ R3, and Φ(x)2 −→
|x|→∞
I2.
(β) There exists κ > 0 such that
|(∂jΦ)(x)| 6 κ(1 + |x|)−1, x ∈ R3, j ∈ {1, 2, 3},
and the formula
(∂jΦ)(x) = k
−1/3σj x ∈ B˜k, j ∈ {1, 2, 3}, k ∈ N,
holds, where B˜k is given by (B.10).
(γ) For all α ∈ Nn0 with |α| > 2, there exists κ′ > 0, such that
|(∂αΦ)(x)| 6 κ′ (1 + |x|)−|α| , x ∈ R3.
Proof. For item (α), we use Lemma B.1 (B.12) with ℓ = 0 together with the fact
that Bk∩Bk′ = ∅ for k′ > k+1, so Φ is bounded. Φ is easily verified to be pointwise
self-adjoint. For showing invertibility of Φ, one computes for x ∈ Bk,
Φ(x)Φ(x) =
( 3∑
j=1
(
σj +
1
k1/3
ξk,j(x)σj
))2
=
3∑
j=1
(
1 +
1
k1/3
ξk,j(x)
)2
I2
=
3∑
j=1
(
1 + 2
1
k1/3
ξk,j(x) +
(
1
k1/3
ξk,j(x)
)2)
I2 > I2,
implying (α). Item (β) follows from Lemma B.1, (B.12), and (B.13), whereas item
(γ) follows from (B.1), (B.12). 
In order to prove that tr4
(
(L∗L+ z)−1 − (LL∗ + z)−1) for L = Q+Φ (with Q
as in (6.3)) is not trace class for z in a neighborhood of 0, we need to invoke the
following general statement:
Theorem B.3 ([16, Theorem 3.1]). Let K ∈ B(L2(Rn)) be an operator induced
by a continuous integral kernel k : Rn × Rn → C. Assume that K ∈ B1
(
L2(Rn)
)
.
Then the function x 7→ k(x, x) defines an element of L1(Rn).
Before we state and prove the main result of this section, we need to study the
volume of B˜k:
Lemma B.4. Let B˜k, k ∈ N, be as in (B.10). Then there exists k0 ∈ N, such that
for all k ∈ N>k0 ,
vol
(
B˜k
)
= 23k/(36)3.
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Proof. Let k ∈ N. One observes that if
x ∈
{
x ∈ R3
∣∣∣∣ rk + 1362k 6 x1, x2, x3 6 rk+1 − 17182k
}
,
then √
3
(
rk +
1
36
2k
)
6 |x| 6
√
3
(
rk+1 − 17
18
2k
)
.
Since 16/10 6
√
3 6 18/10, for sufficiently large k ∈ N, the estimates
√
3
(
rk +
1
36
2k
)
>
(
16
10
+
16
10
1
36
)
2k − 16
10
2 >
3
2
2k − 2 = rk + 1
2
2k,
and
√
3
(
rk+1 − 17
18
2k
)
6
18
10
(
2− 17
18
)
2k − 218
10
6
19
10
2k − 2 = rk+1 − 1
20
2k,
hold. Consequently, for sufficiently large k ∈ N,{
x ∈ R3
∣∣∣∣ rk + 1362k 6 x1, x2, x3 6 rk+1 − 17182k
}
⊆ B˜k.
Hence, there exists k0 ∈ N, such that for all k ∈ N>k0 ,
vol
(
B˜k
)
=
(
rk+1 − 17
18
2k − (rk + 1
36
2k)
)3
. 
Theorem B.5. Let n = 3 and Q and Φ be given by (6.3) and (B.7), respectively.
Then there exists δ > 0 such that for L = Q+Φ, and for any real z ∈ B(0, δ)\{0},
tr4
(
(L∗L+ z)−1 − (LL∗ + z)−1) /∈ B1(L2(R3)).
Proof. In view of Remark 11.3 and Lemma 7.7 it suffices to check whether or not
T˜ := tr4
(
(R1+zC)
3R1+z
)
is a trace class operator, where C = [Q,Φ], and R1+z are given by (2.2) and (4.6),
respectively.
Arguing by contradiction, we shall assume that T˜ ∈ B1
(
L2(R3)
)
. One observes,
(R1+zC)
3R1+z = R1+zCR1+zCR1+zCR1+z
= [R1+z , C]R1+zCR1+zCR1+z + CR1+zR1+zCR1+zCR1+z
= [R1+z , C]R1+zCR1+zCR1+z + CR1+z [R1+z, C]R1+zCR1+z
+ CR1+zCR1+zR1+zCR1+z
= [R1+z , C]R1+zCR1+zCR1+z + CR1+z [R1+z, C]R1+zCR1+z
+ CR1+zCR1+z[R1+z , C]R1+z + CR1+zCR1+zCR1+zR1+z. (B.14)
By Lemmas 4.5 and B.2, one gets CR1+z, R1+zC ∈ B4
(
L2(R3)
)
and [R1+z, C] ∈
B2
(
L2(R3)
)
. Hence, by Theorem 4.2, one infers that despite the last term in (B.14),
all operators are trace class. In addition, one computes
CR1+zCR1+zCR1+zR1+z = C[R1+z , C]R1+zCR1+zR1+z
+ C2R1+zR1+zCR1+zR1+z (B.15)
= C[R1+z , C]R1+zCR1+zR1+z + C
2R1+z[R1+z , C]R1+zR1+z
+ C2R1+zCR
3
1+z
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= C[R1+z , C]R1+zCR1+zR1+z + C
2R1+z[R1+z , C]R1+zR1+z
+ C2[R1+z , C]R
3
1+z + C
3R41+z . (B.16)
Next, one notes that Lemma 4.4 implies the relation
[R1+z , C] = R1+z (∆C)R1+z + 2R1+z (QC)QR1+z.
With the help of Lemma B.2, there exists κ > 0 such that
max{‖C(x)2‖, ‖(∆C)(x)‖, ‖(QC)(x)‖} 6 κ(1 + |x|)−2, x ∈ R3.
Therefore, Lemma 4.5 and Theorem 4.2 imply
C[R1+z , C]R1+zCR1+z = C(R1+z(∆C)R1+z
+ 2R1+z(QC)QR1+z)R1+zCR1+z
= CR1+z(∆C)R1+zCR1+z + 2CR1+z (QC)R1+zQR1+zCR1+z
∈ B4 · B2 · B4 + B4 · B2 · B · B4 ⊆ B1,
and,
C2R1+z [R1+z, C]R1+z ∈ B2 · B2 · B ⊆ B1,
as well as,
C2[R1+z, C]R
3
1+z = C
2R1+z ((∆C)R1+z + 2R1+z (QC)QR1+z)R31+z
= C2R1+z (∆C)R1+zR
3
1+z + 2C
2R1+zR1+z (QC)QR1+zR31+z
∈ B2 · B2 · B + B2 · B2 · B ⊆ B1.
Noting that the inner trace maps trace class operators to trace class operators (cf.
Remark 3.2), and combining (B.14) and (B.16) together with our assumption that
T˜ is trace class, one concludes that
T := tr4
(
C3R41+z
)
= tr4
(
C3
)
R41+z ∈ B1
(
L2(R3)
)
.
Next, one observes that T is an integral operator induced by the following integral
kernel
t : (x, y) 7→
ˆ
(R3)3
tr4
(
C3
)
(x)r1+z(x− x1)r1+z(x1 − x2)r1+z(x2 − x3)r1+z(x3 − y)
× d3x1d3x2d3x3,
where r1+z is the Helmholtz Green’s function, see (5.11) associated with (−∆ +
(1 + z))−1. By Theorem 5.1 (and Proposition 5.4), t is continuous. As T is trace
class, Theorem B.3 implies that the map x 7→ t(x, x) generates an L1(R3)-function.
Hence,ˆ
R3
|t(x, x)| d3x
=
ˆ
R3
∣∣∣∣ˆ
(R3)3
tr4
(
C3
)
(x)r1+z(x− x1)r1+z(x1 − x2)r1+z(x2 − x3)r1+z(x3 − x)
× d3x1d3x2d3x3
∣∣∣∣ d3x
=
ˆ
R3
∣∣∣∣ˆ
(R3)3
tr4
(
C3
)
(x)r1+z(x1)r1+z(x1 − x2)r1+z(x2 − x3)r1+z(x3)
× d3x1d3x2d3x3
∣∣∣∣ d3x
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=
ˆ
R3
∣∣ tr4 (C3)(x)∣∣ d3x 〈δ{0}, R41+zδ{0}〉 <∞.
In other words,
tr4
(
C3
) ∈ L1(R3). (B.17)
The rest of the proof aims at showing that the statement (B.17) is false. For this
purpose we need to compute tr4
(
[Q,Φ]3) on ⋃k∈N>2 B˜k, with B˜k given in (B.10).
We recall from Lemma B.2 (ii),
(∂jΦ)(x) =
1
k1/3
1
rk+1
σj , x ∈ B˜k, j ∈ {1, 2, 3}.
Hence,
tr4
(
[Q,Φ]3)(x) = 3∑
j,m,ℓ=1
2iεjmℓ tr2
(
(∂jΦ)(x)(∂mΦ)(x)(∂ℓΦ)(x)
)
=
3∑
j,m,ℓ=1
2iεjmℓ
1
k
1
r3k+1
tr2 (σjσmσℓ)
= −
3∑
j,m,ℓ=1
4ε2jmℓ
1
k
1
r3k+1
= −24 1
k
1
r3k+1
,
implying, ∣∣ tr4 ([Q,Φ]3)(x)∣∣ > 24 1
k
1
r3k+1
, x ∈ B˜k, k ∈ N>2. (B.18)
However, employing Lemma B.4 one infers with the help (B.18) that for some
k0 ∈ N,
tr4
(
C3
)
=
∥∥ tr4 ([Q,Φ]3)∥∥L1(R3) > ∞∑
k=k0
1
k
1
r3k+1
vol
(
B˜k
)
=
1
(36)3
∞∑
k=k0
1
k
1
r3k+1
23k =
1
(36)3
∞∑
k=k0
1
k
1
(2k − 2)3
23k =∞,
contradicting (B.17). 
Remark B.6. It might be of interest to compute the index of Q+Φ, with the poten-
tial Φ constructed in this section: One notes that Φ is a Q-compact perturbation
of the operator
Q+ U in L2(Rn), where U :=
3∑
j=1
σj .
Since U2 = I2 and ∂jU = 0, j ∈ {1, 2, 3}, one infers that U is admissible. The index
formula in Theorem 10.1 leads to ind(Q+ U) = 0, and hence to ind(Q+Φ) = 0.
132 F. GESZTESY AND M. WAURICK
References
[1] M. Abramowitz, I. A. Stegun, Handbook of Mathematical Functions, Dover, New York, 1972.
[2] R. A. Adams and J. J. F. Fournier, Sobolev spaces, 2nd ed., Academic Press, New York, 2003.
[3] N. Anghel, Remark on Callias’ index theorem, Rep. Math. Phys. 28, 1–6 (1989).
[4] N. Anghel, L2-index formulae for perturbed Dirac operators, Comm. Math. Phys. 128, 77–97
(1990).
[5] N. Anghel, On the index of Callias-type operators, Geom. Funct. Anal. 3, 431–438 (1993).
[6] N. Anghel, An abstract index theorem on non-compact Riemannian manifolds, Houston J.
Math. 19, 223–237 (1993).
[7] A. Arai, Some remarks on scattering theory in supersymmetric quantum systems, J. Math.
Phys. 28, 472–476 (1987).
[8] A. Arai, On regularized indices of a class of Dirac operators on Euclidean spaces, unpublished
preprint, Univ. of Hokkaido, Japan, 1990.
[9] W. Arendt, C. K. Batty, M. Hieber, F. Neubrander, Vector-Valued Laplace Transforms and
Cauchy Transforms, 2nd ed., Monographs in Mathematics, Vol. 96, Birkha¨user, Basel, 2011.
[10] M. F. Atiyah and R. Bott, The index problem for manifolds with boundary, Differential
Analysis, Bombay Colloquium 1964, Oxford Univ. Press, Oxford, 1964, pp. 175–186.
[11] D. D. Bleecker and B. Booß-Bavnbek, Index Theory with Applications to Mathematics and
Physics, International Press, Boston, 2013.
[12] D. Bolle´, F. Gesztesy, H. Grosse, W. Schweiger, and B. Simon, Witten index, axial anomaly,
and Krein’s spectral shift function in supersymmetric quantum mechanics, J. Math. Phys.
28, 1512–1525 (1987).
[13] N. V. Borisov, W. Mu¨ller, and R. Schrader, Relative index theorems and supersymmetric
scattering theory, Commun. Math. Phys. 114, 475–513 (1988).
[14] R. Bott and R. Seeley, Some remarks on the paper of Callias, Comm. Math. Phys. 62,
235–245 (1978).
[15] D. Boyanovsky and R. Blankenbecler, Fractional indices in supersymmetric theories, Phys.
Rev. D 30, 1821–1824 (1984).
[16] C. Brislawn, Kernels of trace class operators, Proc. Am. Math. Soc. 104, 1181–1190 (1988).
[17] J. Bru¨ning, On L2-index theorems for complete manifolds of rank-one type, Duke Math. J.
66, 257–309 (1992).
[18] J. Bru¨ning and H. Moscovici, L2-index for certain Dirac-Schro¨dinger operators, Duke Math.
J. 66, 311–336 (1992).
[19] V. Bruneau, Proprie´te´s asymptotiques du spectre continu d’ope´rateurs de Dirac, Ph.D. The-
sis, University of Nantes, 1995.
[20] U. Bunke, Relative index theory, J. Funct. Anal. 105, 63–76 (1992).
[21] U. Bunke, A K-theoretic relative index theorem and Callias-type Dirac operators, Math. Ann.
303, 241–279 (1995).
[22] C. Callias, Axial anomalies and index theorems on open spaces, Commun. Math. Phys. 62,
213–234 (1978).
[23] A. Carey, F. Gesztesy, D. Potapov, F. Sukochev, and Y. Tomilov, A Jost–Pais -type reduction
of Fredholm determinants and some applications, Integral Eq. Operator Theory 79, 389–447
(2014).
[24] A. Carey, F. Gesztesy, D. Potapov, F. Sukochev, and Y. Tomilov, On the Witten index in
terms of spectral shift functions, arXiv:1404.0740, J. Analyse Math., to appear.
[25] A. Carey, H. Grosse, and J. Kaad, Anomalies of Dirac type operators on Euclidean space,
Commun. Math. Phys. 335, 445–475 (2015).
[26] A. Carey and J. Kaad, Topological invariance of the homological index, preprint,
arXiv:1402.0475.
[27] R. W. Carey and J. D. Pincus Index theory for operator ranges and geometric measure
theory, in Geometric Measure Theory and the Calculus of Variations, W. K. Allard and F.
J. Almgren (eds.), Proc. of Symposia in Pure Math., Vol. 44, 1986, pp. 149–161.
[28] G. Carron, Un the´ore`me de l’indice relatif, Pac. J. Math. 198, 81–107 (2001).
[29] G. Carron, The´ore`mes de l’indice sur les varie´te´s non-compactes, J. reine angew. Math. 541,
81–115 (2001).
[30] G. Carron, A topological criterion for the existence of half-bound states, J. Lond. Math. Soc.
(2) 65, 757–768 (2002).
THE CALLIAS INDEX FORMULA REVISITED 133
[31] G. Carron, Le saut en ze´ro de la fonction de de´calage spectral, J. Funct. Anal. 212, 222–260
(2004).
[32] C. Carvalho, A K-theory proof of the cobordism invariance of the index, K-Theory, 36, 1–31
(2005).
[33] C. Carvalho and V. Nistor, An index formula for perturbed Dirac operators on Lie manifolds,
J. Geom. Anal. 24, 1808–1843 (2014).
[34] S. Cherkis and A. Kapustin, Nahm transform for periodic monopoles and N = 2 super
Yang-Mills theory, Commun. Math. Phys. 218, 333–371 (2001).
[35] J. B. Conway, Functions of One Complex Variable I, 2nd ed., 7th corr. printing, Springer,
New York, 1995.
[36] H. O. Cordes, Beispiele von Pseudo-Differentialoperator-Algebren, Appl. Anal. 2, 115–129
(1972).
[37] H. O. Cordes and J. P. Labrousse, The invariance of the index in the metric space of closed
operators, J. Math. Mech. 12, 693–719 (1963).
[38] F. H. Croom, Basic Concepts of Algebraic Topology, Undergraduate Texts in Math., Springer,
New York, 1978.
[39] D. E. Edmunds and W. D. Evans, Spectral Theory and Differential Operators, Clarendon
Press, Oxford, 1989.
[40] T. Eguchi, P. B. Gilkey, and A. J. Hanson, Gravitation, gauge theories and differential
geometry, Phys. Rep. 66, No. 6, 213–393 (1980).
[41] G. A. Elliott, T. Natsume, and R. Nest, The Atiyah-Singer index theorem as passage to the
classical limit in quantum mechanics, Commun. Math. Phys. 182, 505–533 (1996).
[42] B. V. Fedosov, Index of an elliptic system on a manifold, Funct. Anal. Appl. 4, 57–67 (1970).
[43] B. V. Fedosov, Direct proof of the formula for the index of an elliptic system in Euclidean
space, Funct. Anal. Appl. 4, 339–341 (1970).
[44] B. V. Fedosov, Analytic formulas for the index of elliptic operators, Trans. Mosc. Math. Soc.
30, 159–240 (1974).
[45] B. V. Fedosov, An analytic formula for the index of an elliptic boundary-value problem,
Math. USSR, Sb. 22, 61–90 (1975).
[46] P. Forgacs, L. O’Raifeartaigh, and A. Wipf, Scattering theory, U(1) anomaly and index
theorems for compact and non-compact manifolds, Nuclear Phys. B 293, 559–592 (1987).
[47] J. Fox, C. Gajdzinskic, and P. Haskell, Homology Chern characters of perturbed Dirac oper-
ators, Houston J. Math. 27, 97–121 (2001).
[48] J. Fox and P. Haskell, Index theory for perturbed Dirac operators on manifolds with conical
singularities, Proc. Am. Math. Soc. 123, 2265–2273 (1995).
[49] J. Fox and P. Haskell, K-homology and regular singular Dirac-Schro¨dinger operators on
even-dimensional manifolds, Pac. J. Math. 180, 251–272 (1997).
[50] J. Fox and P. Haskell, Heat kernels for perturbed Dirac operators on even-dimensional man-
ifolds with bounded geometry, Int. J. Math. 14, 69–104 (2003).
[51] J. Fox and P. Haskell, The Atiyah-Patodi-Singer theorem for perturbed Dirac operators on
even-dimensional manifolds with bounded geometry, New York J. Math. 11, 303–332 (2005).
[52] F. Gesztesy, Y. Latushkin, K. A. Makarov, F. Sukochev, and Y. Tomilov, The index formula
and the spectral shift function for relatively trace class perturbations, Adv. Math. 227, 319–
420 (2011).
[53] F. Gesztesy and B. Simon, Topological invariance of the Witten index, J. Funct. Anal. 79,
91–102 (1988).
[54] I. Gohberg, S. Goldberg, and M. A. Kaashoek, Classes of Linear Operators, Vol. I, Operator
Theory: Advances and Applications, Vol. 49, Birkha¨user, Basel, 1990.
[55] I. Gohberg and M. G. Krein, Introduction to the Theory of Linear Nonselfadjoint Operators,
Translations of Mathematical Monographs, Vol. 18, Amer. Math. Soc., Providence, RI, 1969.
[56] I. Gohberg and N. Krupnik, One-Dimensional Linear Singular Integral Equations. I. Intro-
duction, Operator Theory: Advances and Applications, Vol. 53, Birkha¨user, Basel, 1992.
[57] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products, corrected and
enlarged edition, prepared by A. Jeffrey, Academic Press, San Diego, 1980.
[58] M. Gromov and H. B. Lawson, Positive scalar curvature and the Dirac operator on complete
Riemannian manifolds, Publ. Math., Inst. Hautes E´tud. Sci. 58, 83–196 (1983).
[59] N. J. Higham, Functions of Matrices: Theory and Computation, Philadelphia, PA, SIAM,
2008.
134 F. GESZTESY AND M. WAURICK
[60] N. Higson, A note on the cobordism invariance of the index, Topology 30, 439–443 (1991).
[61] M. Hirayama, Supersymmetric quantum mechanics and index theorem, Progr. Theoret. Phys.
70, 1444–1453 (1983).
[62] M. Hirayama, Topological invariants for Dirac operators on open spaces, Phys. Rev. D 33,
1079–1087 (1986).
[63] M. Hirayama and S. Ninagawa, Topological invariant of fermion-vortex system, Phys. Rev.
D 39, 1602–1610 (1989).
[64] M. Hirayama and N. Sugimasa, Novel topological invariants and anomalies, Phys. Rev. D
35, 600–608 (1987).
[65] M. Hirayama and T. Torii, Fermion fractionization and index theorem, Progr. Theoret. Phys.
68, 1354–1364 (1982).
[66] L. Ho¨rmander, The Weyl calculus of pseudo-differential operators, Commun. Pure Appl.
Math. 32, 359–443 (1979).
[67] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators III. Pseudo-Differential
Operators, Grundlehren math. Wissensch., Vol. 132, Springer, Berlin, 1985.
[68] R. Illner, On algebras of pseudodifferential operators in Lp(Rn), Commun. PDE 2, 359–393
(1977).
[69] C. Imbimbo and S. Mukhi, Topological invariance in supersymmetric theories with a contin-
uous spectrum, Nuclear Phys. B 242, 81–92 (1984).
[70] A. Jaffee and C. Taubes, Vortices and Monopoles. Structure of Static Gauge Theories,
Progress in Physics, Vol. 2, Birkha¨user, Basel, 1980.
[71] T. Kato, Perturbation Theory for Linear Operators, corr. printing of the 2nd ed., Grundlehren
math. Wissensch., Vol. 274, Springer, Berlin, 1980.
[72] C. Kottke, An index theorem of Callias type for pseudodifferential operators, J. K-Theory 8,
387–417 (2011).
[73] C. Kottke, A Callias-type index theorem with degenerate potentials, Commun. PDE 40, 219–
264 (2015).
[74] D. Kucerovsky, A short proof of an index theorem, Proc. Amer. Math. Soc. 129, 3729–3736
(2001).
[75] T. Matsui, The index of scattering operators of Dirac equations, Commun. Math. Phys. 110,
553–571 (1987).
[76] T. Matsui, The index of scattering operators of Dirac equations, II, J. Funct. Anal. 94,
93–109 (1990).
[77] S. G. Mikhlin and S. Pro¨ssdorf, Singular Integral Operators, Springer, Berlin, 1986.
[78] A. Mukherjee, Atiyah–Singer Indx Theorem. An Introduction, Hindustan Book Agency, New
Delhi, 2013.
[79] W. Mu¨ller, Manifolds with Cusps of Rank One. Spectral Theory and L2-Index Theorem,
Lecture Notes in Math., Vol. 1244, Springer, Berlin, 1987.
[80] W. Mu¨ller, L2-index and resonances, in Geometry and Analysis on Manifolds, T. Sunada
(ed.), Lecture Notes in Math., Vol. 1339, Springer, Berlin, 1988, pp. 203–221.
[81] C. Nash, Differential Topology and Quantum Field Theory, Academic Press, San Diego, CA,
1991.
[82] A. J. Niemi and G. W. Semenoff, Index theorems on open infinite manifolds, Nuclear Phys.
B 269, 131–169 (1986).
[83] A. J. Niemi and G. W. Semenoff, Fermion number fractionization in quantum field theory,
Phys. Rep. 135, No. 3, 99–193 (1986).
[84] R. Picard, S. Trostorff, and M. Waurick, On Evolutionary Equations with Material Laws
Containing Fractional Integrals, Math. Meth. Appl. Sci., DOI: 10.1002/mma.3286, 2014
[85] P. J. Rabier, On the index and spectrum of differential operators on RN , Proc. Amer. Math.
Soc. 135, 3875–3885 (2007).
[86] P. J. Rabier, On the Fedosov–Ho¨rmander formula for differential operators, Integral Equa-
tions Oper. Theory, 62, 555–574 (2008).
[87] P. J. Rabier, Fredholm and regularity theory of Douglis–Nirenberg elliptic systems on RN ,
Math. Z. 270, 369–393 (2012).
[88] J. Roe, A note on the relative index theorem, Quart. J. Math. Oxford (2) 42, 365–373 (1991).
[89] J. Rade, Callias’ index theorem, elliptic boundary conditions, and cutting and gluing, Com-
mun. Math. Phys. 161, 51–61 (1994).
THE CALLIAS INDEX FORMULA REVISITED 135
[90] M. Schechter, Principles of Functional Analysis, 2nd ed., Graduate Studies in Math., Vol.
36, Amer. Math. Soc., Providence, RI, 2002.
[91] E. Schrohe, Spectral invariance, ellipticity, and the Fredholm property for pseudodifferential
operators on weighted Sobolev spaces, Ann. Global Anal. Geom. 10, 237–254 (1992).
[92] B. Simon, Trace Ideals and Their Applications, 2nd ed., Mathematical Surveys and Mono-
graphs, Vol. 120, Amer. Math. Soc., Providence, RI, 2005.
[93] J. Snygg, Clifford Algebra: A Computational Tool for Physicists, Oxford Univ. Press, Oxford,
1997.
[94] M. Stern, L2-index theorems on locally symmetric spaces, Invent. Math. 96, 231–282 (1989).
[95] B. Thaller, The Dirac Equation, Texts and Monographs in Physics, Springer, Berlin, 1992.
[96] H. Triebel, Interpolation Theory, Function Spaces, Differential Operators, North–Holland,
Amsterdam, 1978.
[97] R. Trigub, A Criterion for a Characteristic Function and a Poly-Type Criterion for Radial
Functions of Several Variables Theory Probab. Appl., 34(4), 738–742 (1989).
[98] H. Vogt, private communication, January 2014.
[99] H. Vogt, A Hilbert-Schmidt criterion for the product of multiplication and convolution oper-
ators, Preprint, 2015.
[100] M. Waurick, Limiting Processes in Evolutionary Equations – A Hilbert
Space Approach to Homogenization, PhD-Thesis, TU Dresden, Germany 2011,
http://nbn-resolving.de/urn:nbn:de:bsz:14-qucosa-67442.
[101] E. J. Weinberg, Parameter counting for multimonopole solutions, Phys. Rev. D 20, 936–944
(1979).
[102] E. J. Weinberg, Index calculations for the fermion-vortex system, Phys. Rev. D 24, 2669–
2673 (1981).
[103] E. J. Weinberg and P. Yi, Magnetic monopole dynamics, supersymmetry, and duality, Phys.
Rep. 438, 65–236 (2007).
[104] R. Wimmer, An index for confined monopoles, Commun. Math. Phys. 327, 117–149 (2014).
[105] D. R. Yafaev, Mathematical Scattering Theory. General Theory, Amer. Math. Soc., Provi-
dence, R.I., 1992.
Department of Mathematics, University of Missouri, Columbia, MO 65211, USA
E-mail address: gesztesyf@missouri.edu
URL: https://www.math.missouri.edu/people/gesztesy
Institut fu¨r Analysis, Fachrichtung Mathematik, Technische Universita¨t Dresden,
01062 Dresden, Germany
E-mail address: marcus.waurick@tu-dresden.de
URL: http://www.math.tu-dresden.de/~waurick/
