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ABSTRACT
The linear stability of current-carrying toroidal plamsas is
examined to determine the possibility of exciting global
internal modes. The ideal magnetohydrodynamic (MHD) theory
provides a useful framework for the analysis of these modes,
which involve a kinking of the central portion of the plasma
column. Non-ideal effects can also be important, and these
are treated for high temperature regimes where the plasma is
collisionless.
The ideal MHD analysis assumes an equilibrium plasma confine-
ment configuration in which the nested magnetic flux surfaces
are circular in cross section. In the limit of a large aspect
ratio torus, this is an exact solution for the hydromagnetic
force balance in low-beta regimes, where the poloidal beta is
of order unity, and a reasonable model in finite-beta regimes,
where the poloidal beta is on the order of the aspect ratio.
Poloidal beta refers to the ratio of the plasma pressure to
the energy density of the magnetic field generated by the
toroidal current. The ideal MHD energy principle is applied
to study the stability of these internal kink modes, whose
dependence on the poloidal angle is dominated by an m=1
harmonic. In particular, the analysis demonstrates that
these modes, which may be excited above a low-beta threshold,
are stable above a second threshold at finite beta.
Non-ideal effects are then considered within a narrow layer
about the mode resonant surface.. The plasma response, deter-
mined from a collisionless kinetic calculation, includes
finite electron conductivity and the non-adiabatic ion response.
Since the layer width is assumed on the order of the ion gyro-
radius, the mode structure is given by an integro-differential
system of equations. In the MHD stable region, this system is
solved in a low-beta limit to yield an unstable reconnecting
mode. Numerical evaluation of the stability criteria shows
that this mode stabilizes with increasing temperature gradient
or decreasing magnetic shear. This mode transforms into a
collisionless modification of the ideal internal kink mode
-3-
which at low beta has a positive growth rate where the ideal
MHD theory predicts stability. However, an approximate solu-
tion, valid for arbitrary beta, indicates that stability is
restored for plasmas above a finite-beta threshold. Finally,
for plasmas well within the MHD instability region, the
collisionless effects are negligible, and the results of the
ideal analysis are recovered.
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CHAPTER 1
Introduction
In this thesis we examine the linear stability of high
temperature plasmas against the onset of a certain class of
internal modes. By "internal" we refer to those instabilities
which do not induce appreciable displacements at the plasma
surface. In fact these instabilities may exist even though
the surface of the plasma is held fixed, which may be physi-
cally accomplished with a conducting wall. Our analysis assumes
a toroidal plasma configuration typical of many current
tokamak experiments, although we consider a temperature
regime which is hopefully characteristic of the next generation
of experiments. Nevertheless, some of the effects we discuss
are common to other plasma configurations both in the labora-
tory and in nature.
It is well known that with one important exception,
internal modes in tokamaks tend to be localized near a mode
resonant surface. The exception, which is the principal
subject of this thesis, is the internal kink mode. This mode
is nonlocal in nature and may be excited if the value of q,
the inverse rotational transform, falls below unity at the
magnetic axis. An understanding of the internal kink mode
is important, especially in finite-beta regimes, because it
is hoped that thermonuclear plasma confinement devices will
operate with low values of q.
-9-
Our approach to the internal kink begins within the
framework of the ideal magnetohydrodynamic (MHD) theory.
For reference, we recall the familiar equations
+ V - (pv) = 0 (1.1)
(- + v V) (pp ) = 0 (1.2)
at - -
(- + v - V) v = -Vp + - J x B (1.3)
t - - - c- -
E + 1 v xB = 0 (1.4)
- c - %
V xB = J (1.5)
- c -
1 BBV xE + - = 0 , (1.6)
which describe the plasma mass density p, velocity v, pressure
p, current J, in relation to the electromagnetic fields E
and B. The first two equations are fluid equations, where
r is the ratio of specific heats, and the last two are
Ampere's and Faraday's laws, with c equal to the speed of
light. The remaining two equations couple the plasma to
the field through force balance and the so-called "frozen-in
law."
For the limiting case of a large aspect ratio torus,
it is convenient to approximate a torus with major radius
-10-
R by a straight cylinder of length 2rR having periodic
boundary conditions. Since the equilibrium is independent
of the poloidal angle and the longitudinal (toroidal) coor-
dinate, the plasma perturbations can then be analayzed in terms
of uncoupled m and n modes, where m is the poloidal wave
number and n is the longitudinal (toroidal) wave number.
Then the internal kinks are the m=1 modes, distinguished
by differing values of n. An internal kink is known2 to be
unstable whenever its mode rational surface lies within the
plasma. The instability can be roughly visualized as a rigid
helical displacement of the plasma within this surface, that
is, plasma with radius less than r1 , where q(r 1 ) =m/n. This
instability is driven by both the plasma current density and
pressure gradients. We can form a simple physical picture
of this instability3 by considering a current I flowing in
a wire aligned with a homogeneous magnetic field B. Then if
the wire is given a helical perturbation with the proper
helicity (right- or left-handed depending on whether the
current and field are parallel or antiparallel), the I x B
force acts to reinforce the displacement, and the perturba-
tion grows.
In the case of toroidal plasma, the analysis is more
involved. In the first place, the two-dimensional equilibrium
equation is more difficult to solve. Then, due to the fact
that the equilibrium configuration depends on the poloidal
variable, a decomposition of the perturbation into independent
-11-
m modes is no longer possible. In other words, different m
harmonics are now coupled. The internal kink has now primarily
an m= 1 component with an admixture of other m harmonics. The
toroidal angle remains ignorable, and we may continue to
identify different n modes. Analytic progress on the sta-
bility properties of this mode can be made using asymptotic
methods for large aspect ratio tori. This will be the
approach we follow in this thesis.
For large aspect ratio, low-beta tokamaks, i.e. E << l,
P ",l, a tractable equilibrium solution is available '5 inp
terms of an expansion in powers of e. Here e is the inverse
aspect ratio and is the ratio of the plasma pressure to
the poloidal magnetic pressure. In this solution, the magne-
tic flux surfaces are essentially circular in cross section,
while their centers are slightly shifted away from the
magnetic axis on the equatorial plane of the torus. An
analytic stability criterion against internal kink modes in
these low-beta configurations has been derived6 by expanding
the ideal MHD energy functional, retaining consistently
2 2
terms to order e o (E ) . This theory shows that modesp
with n > 2 behave essentially as in the cylindrical case,
that is, they are always unstable when their mode resonant
surface is within the plasma. On the other hand, the behavior
of the n= 1 mode is significantly altered by the toroidal
effects. For usual q profiles that fall below unity within
the plasma, this mode is found to be stable at sufficiently
low 0 but it becomes unstable as ap exceeds some threshold
-12-
value. Its growth rate in the unstable regime increases
parabolically with . This behavior has also been observed
p
numerically7 '8
We note that in its unstable regime the internal kink
becomes mostly driven by the pressure gradient, as is the
case for ballooning modes. The latter modes have been shown
to have a "second stability region" at still higher beta,
due to the crowding of the magnetic surfaces at the outer
side of the torus.9 We should expect a similar stabilization
also to occur for the internal kinks. An attempt to incor-
porate higher beta effects into the internal kink stability
criterion was made1 0 by considering the limit of small current
density gradients and retaining some terms of order (cEp)
under the assumptions E <<l but S >>1. The ensuing
p p
correction turned out to be stabilizing as opposed to the
standard destabilizing contribution of order (ea 2
In order to investigate the stability properties of
internal kinks in the E6 l regime, we have developed a
p
method which still assumes a large aspect ratio but does
not involve expansions in powers of eS . For this approach
p
we have adopted an equilibrium model that retains the strong
outward shift of the magnetic axis characteristic of high-
beta flux-conserving configurations, while neglecting effects
due to the deformation of the shape of the magnetic surfaces.
Using this model equilibrium we have been able to prove
that at sufficiently high ES p , the internal kink instability
is suppressed, independent of the toroidal mode number n.
-13-
This "second stability region" has recently been observed
for finite aspect ratio numerical equlibria using the ERATO
code.12
Having identified these two regions of stability, we
must now ask if additional, non-ideal effects can further
destabilize the plasma. For example, with the introduction
of the slightest amount of resistivity r1, Eq. (1.4) must be
modified. The new equation
E + - v x B = nJ, (1.7)
- c-
allows the plasma motion to decouple from that of the mag-
netic field lines. The original theories13,14 considered
a collisional resistivity and found a new set of modes, the
tearing modes. Characteristic of these modes is the exis-
tence of a reconnection layer in which the field lines are
broken and rejoined in a new topology by the mode. In col-
lisional regimes of current experiments, modes of this type
can produce the so-called sawtooth oscillations of the soft
X-ray emissions. These oscillations are due to a thermal
instability of the central plasma column held in check by
the excitation of reconnecting modes which redistribute the
thermal energy of the center of the plasma towards the sur-
face.
At higher temperatures, however, collisional resistivity
is no longer the most important non-ideal effect, and the
analysis of these modes must be modified. Kinetic theories
-14-
in which finite electron inertia is responsible for the de-
coupling of plasma and field lines have been formulated 1 4 1 6
However, these treatments considered only the limit where
the spatial variations of the reconnection layer occured on
scale lengths greater than the ion gyro-radius. This resulted
in the use of two second order differential equations to des-
cribe the mode structure. It was observed16 that under real-
istic conditions (comparable electron and ion temperatures,
and an electron temperature gradient at least as steep as
the density gradient) this limit was invalid. This led to
the reformulation of the problem in terms of an integral
equation 7, which was valid to all orders of the ion gyro-
radius.
Some of these effects have been incorporated into the
18-21
analysis of m=l modes-. The analysis of this case differs
from those with m>l (the standard assumption for tearing modes)
since a) the boundary conditions on the layer are different,
and b) the ideal internal kink mode exists in the absence of
these effects. The main consequence of the first point is
that the conventional stability parameter of tearing modes, A'
(studied in Ref. 22 for the cylindrical case) is replaced by
a quantity XH which may be identified from our MHD results.
The second point implies that non-ideal effects modify the
existing internal kink (when destabilized) rather than intro-
duce a new mode. The first treatment of the resistive case18
19
was extended with a moment equation approach to include a
full set of non-ideal effects, including finite electrical
resistivity, ion gyro-radius, electron drift wave frequency
-15-
and ion-ion collisions. The problem has also been examined
in low-beta, arbitrary collisionality regimes 20, and dis-
cussed for finite-beta in the collisionless regime2 1 .
We shall investigate the behavior of these modes in
collisionless, finite ion gyro-radius regimes where the use
of the integral equation is indicated. In the low-beta,
ideal internal kink stable regime, the solution23 of the
integral formulation of the reconnecting mode is in fact
applicable to the m=l case. For the finite-beta regime,
however, we must adopt a model equation for the description
of the mode. Then we can show that the mode stabilizes above
a finite-beta threshold.
This thesis is organized in the following manner. In
Chapter 2, we review the ideal MHD theory that applies
to the low-beta ( 1<<l) regime. This is appropriate since
the same techniques will be applied in Chapter 3 for the
discussion of the finite-beta case. Our approach resembles
that of Ref. 24, however we use the coordinate system of
Ref. 5. The analysis of the ideal internal kink modes in
finite-beta (ci3p %1) regimes is presented in Chapter 3.
Here we introduce the finite-beta eauilibrium model and
demonstrate in several ways the stabilization of the modes
at sufficiently high beta. The asymptotic matching that
exists between these two regimes is presented in Chapter 4.
There we present the complete picture of the stability of
the ideal mode at arbitrary beta.
Our discussion of non-ideal effects begins in Chapter 5.
-16-
The problem is formulated in terms of a boundary layer
analysis in which the external MHD solution is matched to
the solution within the layer via the quantity X H The
integro-differential set of equations describing the sol-
ution within the layer are then derived using collision-
less kinetic theory. The solutions to these equations for
XH < 0 are reconnecting modes, which we anaylze in Chapter 6.
Modifications of the ideal internal kink for XH > 0 are dis-
cussed in Chapter 7 for finite-beta regimes. Here we find
it useful to neglect the effects of temperature gradients to
simplify the analysis. Finally we are able to summarize all
results in Chapter 8. There we complete the picture of m=1
modes and identify directions for future analyses.
-17-
CHAPTER 2
We begin by reviewing the theory of internal kink modes
6,24
in the standard low-beta, large aspect ratio tokamak
This theory is based on an asymptotic expansion of the ideal
MHD energy functional in powers of the inverse aspect ratio e.
The fluid displacement is assumed to be dominated by a poloidal
harmonic with wavenumber m=1. This couples, through the
poloidal modulation of the equilibrium, to m= 0 and m=2 side-
bands whose amplitudes are one order in E smaller than the
fundamental one. The Euler equations for minimization of the
energy functional are solved perturbatively about the well-
known circular cylinder solution2' 2 5 . This perturbative solu-
tion must be consistently carried out to order E2 because the
mode is marginally stable in zeroth and first orders. Therefore
an equilibrium is needed correct to order E2
2.1 Low-beta confinement configuration
We begin by identifying an axisymmetric equilibrium solution
to the hydromagnetic force balance equation
A*d - T - 41tR , (2.1)
where in cylindrical coordinates (R,c,z) the Grad-Shafranov
operator is defined
A*V = R + (2.2)D4)+ '
-18-
and gives the toroidal current in terms of the poloidal flux
2ni. The other terms in Eq. (2.1) represent forces due to
the poloidal current cT/2 = cRB t/2 (Bt is the toroidal magnetic
field), and the gradient of the plasma pressure p. To order
E 2, a solution of the hydromagnetic force balance equation in
large aspect ratio, low-beta, nearly circular tokamaks is
described by the following mapping between cylindrical and
5
flux coordinates :
R = R0 + A(r) + r [l+e(r)] cose , (2.3a)
z = r [l-e(r)I sine , (2.3b)
(2.3c)
The geometry is indicated in Fig. 1. The coordinate r repre-
sents a flux variable that equals the approximate radius of
the nearly circular magnetic surfaces. The displacement of
their centers from the magnetic axis is given by A (r), and
the elliptical distortion needed to satisfy the equilibrium
equation in order e2 is measured by e(r). Other magnetic
surface functions like the poloidal flux 21ri, the poloidal current
cT/2, the plasma pressure p and the inverse rotational trans-
form q will be regarded as functions of r; primes will denote
differentiation with respect to r throughout this paper.
Since we are interested in the stability of internal modes,
we assume that the plasma extends up to a perfectly conducting
wall at r =a. The inverse aspect ratio is defined as E =a/R0 '
-19-
-I
magnetic
field line
---- R
e. * . . ., .. ' * . -
flux surface -...
magnetic axis
R =RO
Figure 1: Coordinate systems for toroidal geometry.
(
I
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The large aspect ratio, low-beta (Esp % E 1), circular
tokamak ordering implies:
A/r %A r A " r/R 0  ' (2.4a)
' 2 " 2
e , r e n r e n E . (2.4b)
For convenience we define the following dimensionless variables
of order E:
/-A , p = r/R0 . (2.5)
Assuming the geometry (2.3) and the orderings (2.4), the Grad-
Shafranov equation is expanded in powers of E. Retaining
terms to order E 2, the expanded equilibrium equation is of
the form:
2
A (r) cosme = O(E ), (2.6)
m-0
and the three radial coefficients A (r) vanish for a suitable
choice of the functions i (r) , A (r) and e (r) . If we also
recall the definition of the inverse rotational transform
q(r), we obtain the following relationships5
rT q 1 1 2 +0(j4 (2.7)
=q I-F ap-*'p- + )(
47r (p0 - p)
1+ 2
B0
r = (r) + I (r) ]
-21-
Jr
r (2-s) 4
R
2 2 dr+O(E)1
+ O(E 3),
2 "
r e + 5r e -2s(re + e)
3 ' 3 2 1 2s-5 3 2 4
= ra a +- (1-s)a ra 'p + 2 P + _ P +0(E ), (2.10)
where zero subscripts denote quantities evaluated at the
magnetic axis. We have defined the radially dependent poloidal
beta:
2 2 ,rr
$ (r) E - 2 4
B r 4
0 i
the internal inductance:
2
Z. (r) 2q
r4
r
Sr
0
p ^2
p r dr ,
^3
- dr
q
and the magnetic shear:
s(r) = d Zn qd Zn r
T = R0B (2.8)
(2.9)
(2.11)
(2.12)
(2.13)
-22-
The equilibrium relationships (2.7-10) allow us to relate all
magnetic surface functions to the pressure p(r) and inverse
rotational transform q(r). Thus we shall use these two
profiles to characterize equilibrium states.
2.2 Energy principle
The stability analysis of the internal kink mode will be
based upon the ideal MHD energy principle. The increment of
potential energy associated with a fixed boundary plasma
displacement E(r,e,c) is 2 6 :
W[] =1 dV x ( xB) + [ x ( xB)]-(Jx )
+ (- p) (V-) + rp(V .) 2  , (2.14)
where B and J are the equilibrium magnetic field and current
density respectively, and r is the ratio of specific heats.
We minimize W with respect to g.B by taking the plasma dis-
placement to be divergenceless (V-E= 0). Since the equilibrium
configuration is axisymmetric it is sufficient to consider a
single toroidal harmonic with wavenumber n:
(r,0 = Re [[(r,e) exp(-ing)]. (2.15)
After substituting the equilibrium solution of Section 2.1
in Eq. (2.14) and integrating over the toroidal angle, the
potential energy functional reads:
-23-
W[X,Y] = 8R0 3  dr rT2  de r2D 13 r - (  asine + D) 2
0 --
R
+ ^2D32O 3R D
+ R
R 0q D
inqDR 0a . a 2r \1 2
R 0 - r asin6 -D l- 0)s X
inqD2 R0  i 2
-R + (a+p) sine - D X
3 ' 2 '
2 24RRp + 0 (1 -np) IXI 2
r TrT
+
where
D 1 - a cos e ,
and the components of the fluid displacement perpendicular
to the magnetic field are given by:
X(r,0) E (r,).Vr D R R
Y (r, 6) E (r, e) - (B x r) D2 R T
(2.18a)
(2. 1 8b)
In the equilibrium coefficient functions of Eq. (2.16) we
have dropped terms of the form O(2 )exp(ime) with m#0,
because, as we shall see, they will not contribute to the
leading increment of potential energy for m=1 dominated
(2.16)
(2.17)
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internal kink modes. In particular, the small ellipticity
e(r) can be disregarded throughout the stability analysis
for this reason.
The Euler equation for the minimization of W with respect
to Y is:
in 2  inqDR 0 3(rX) + 3(asineX) + 2DR -p)
qD R0  R 3r ae R
a -Y _ 3(rX) + 3(asineX) - 0 (2.19)
RO D 3r 30
Since we want both X and. Y to be periodic functions of 0,
they must satisfy the constraint:
inR2R. x 1 -O
de i___ 1 3 (rX) 1 3 (asineX) + 0 (-p) X =0 (2.20)D R [ 1 ar 36 (I TD D DR
We are interested in modes whose poloidal variation is domin-
ated by the m=l harmonic. However the mode eigenfunctions
must contain a mixture of poloidal harmonics because the
equilibrium is not independent of the poloidal angle. The
standard, large aspect ratio, low-beta tokamak equilibrium
functions can be analyzed as:
f(r,e) = X exp(ime) [Zf mk(r) , (2.21)
m k= 0
-25-
where
f mk(r) = 0 (e Im1+2k (2.22)
and the term of order unity, f0 0 (r), corresponds to the long
circular cylinder solution. Consistent with this perturbative
expansion we take a representation identical to (2.21) for
the mode eigenfunctions, with the exception that now it is
centered around the m= 1 harmonic:
fmk = 0(jIm-li+2k) (2.23)
where the tilde indicates a component of the plasma displace-
ment. Since in the long cylinder approximation (i.e. keeping
only f00 and f1 0 ) the mode is marginally stable2 7 , and the
contribution to the potential energy functional in order e
vanishes due to orthogonality, the stability of the mode will
2
be determined by the contribution of order e . To compute
this we need to keep only the f00 ' f01, f10 and f-10 terms
in the equilibrium, and the f1 0 ' f11 ' f20 and f00 terms in
the displacement. We shall disregard all other terms, as we
have already done in the equilibrium coefficient functions
of Eq. (2.16). Accordingly, we introduce the representations:
X(r,e) = x0 (r) + x1 (r) exp(ie) + x2 (r) exp(2ie), (2.24a)
Y(r,e) = -i [y0 (r) +yl(r) exp(ie) +y 2(r) exp(2io)] , (2.24b)
-26-
where the radial amplitudes are:
x 1 y1 = 0(1) + 0(E2) (2.25a)
x0 y0 X2 y2 = O(E) . (2.25b)
We are concerned with the stability of fixed boundary modes,
so that these radial amplitudes are subject to the boundary
conditions that they vanish at r=a, besides being regular
at r= 0. Finally, they can be taken to be purely real without
loss of generality, because their real and imaginary parts
yield uncoupled contributions to the energy functional. With-
in these assumptions we rewrite the Euler equation (2.19) as:
3 [R Y 3(rX) 3(asine X)
36 ROD ( ae r + -a
+ inp 2 (nq y-rx +x ) e = (2.26)
which can be integrated once to yield:
3Y 3(rx) + a(asine X) + n- 2 (ngy rx +x )e e
q ln1 -
+ (r x0) [1- (a+ p)cose] = 0 . (2.27)
The integration constant (r x0) has been determined in such
a way that Eq.(2.27) will admit periodic solutions. Taking
Eq.(2.27) to the expression for the potential energy (2.16)
-27-
we observe that, from its first positive definite term, there
remains a stabilizing contribution of the Eorm p-21 (r x0 )' 2
which is O(E-2 ) larger than any other term involving x0*
Thus minimization of W with respect to x0 will require the
2latter to be at least of order E2. For our purposes we can
take
x 0 - (2.28)
Now we integrate Eq.(2.27) to get:
22 2
(1-p 2 ) (rx+x)+ (rx -x ) (2.29a)Yq (r -x1 )+ (1 x2 . 22
y ~- (rx2 + x 2 - U x ) (2.29b)
Finally we determine the integration constant y0 from the
periodicity constraint (2.20):
yO 1 ~ -a) + x + 1 (arx +Px (2.29c)21nq cr 1 +p 1)
We take the results of the minimizations carried out so
far (2.28-29), to the potential energy functional (2.16).
Then, keeping only terms up to order e 2, we perform the inte-
gration over the poloidal angle. The result is a quadratic
form of x1 , x2 and their derivatives. This radial functional
can be cast in a more convenient form by making the change
of variable
-28-
x2 + 2 ' 1 /2 (2.30)
and integrating by parts the terms involving x 1 x x 1 and
x 2 x2. As a result the x1 x2 term also drops out. After
using the equilibrium relationships (2.7-10) to simplify the
coefficient functions, we obtain:
7rB2 n2 ra
r B 0 n 2 2 '2W[x 1,x2  4R 0dr r W01 + W1r xl01
0
2 ' '2 '2 2
+W 2 r x x2 +W3rx x2 +W r x2 +W6x2 , (2.31)
where:
w 0 M[r2 (1_11+1 2np2)aW0 _ 1 2 2 -' 2
+ r2 2 +3 n2 2
16 1421 +4
+ 2V +1 2 -2 n 2  (2.32a)
2= (1)2 -2-2+ 2 2 + 2+22 2
+ (- - 14+12) + + 9 2 2 , (2.32b)
W2 -311 +3P2) a + (- 3+ p , (2.32c)
-29-
W3 = 3( - + 1 +2)c  ( - 2p + p 2)p , (2. 32d)
W = -P)2 ,(2.32e)
W6= 3 - ) , (2.32f)6) 2
and
(2.32g)
nq
The functional W[e] is to be minimized subject to a
normalization constraint N[e] = constant. If we take this
normalizing functional to be proportional to the kinetic
energy of the mode, the associated Lagrange multiplier equals
the squared mode growth rate. In this work we shall neglect
the kinetic energy associated with the fluid motion parallel
to the equilibrium magnetic field. This results in an over-
estimated growth rate but does not alter the marginal stability
points. We shall also assume a constant plasma mass density.
It turns out that, in the low-beta regime, inertial effects
are significant only within a narrow layer around the m=1
mode resonant surface. Therefore, in this regime, the constant
mass density approximation yields the proper growth rate
provided we take that constant to be equal to the value at
the l = 1 magnetic surface. Given these assumptions we write:
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_ _ 2
N[C I = 2 j v ,(2.33)
-L 2r R 0
where J is the fluid displacement perpendicular to the
equilibrium magnetic field. Minima of W subject to our
normalizing constraint are obtained by varying the total
energy functional
4WR0  ^2
E 2 2 + y N. (2.34)
irB0 n
2
The dimensionless Lagrange multiplier y is such that
SyR0
Y VAl , (2.35)
where y is the (perpendicular) growth rate of the mode and
vAl is the Alfven velocity at the m=1 mode resonant surface.
^2 4
We anticipate that y will be a quantity of order e . Thus
2.
the minimization of W carried out so far to order e is not
affected by the introduction of the normalization constraint.
Also, because of the smallness of y , we need only the leading
contribution to N which corresponds to the cylindrical approx-
imation:
aa
N[x1 ] = dr r x2 + (r x ) = dr r3 x 12  (2.36)
0
From (2.31), (2.34) and (2.36) we obtain the Euler equa-
tions to be solved for the radial amplitudes x1 and x2
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2 (W + 2)r3x - 2W0 r x= -(w 2r3 2 +W 3 2x 2) , (2.37)
L(r)x2 E(W r3 x - 2W6 r x 2 - W2r3xj + W3 r2 x . (2.38)
The solution of the equation for x2 can be expressed in terms
of the Green's function G(r,r) which satisfies
A ~ 3 A 6(r-r) -2
L(r)G(r,r) = -r W2(r) rr + W3(r) 6(r-r), (2.39)
G(O,r) = G(a,r) = 0, (2.40)
where 6 is the Dirac delta function. Once this Green's func-
tion has been found, we immediately write down
-a
x2 (r) dr G(r,r) x (r) (2.41)
0
and observe that by (2.39) and (2.40) x2 satisfies its Euler
equation (2.38) as well as its boundary conditions at the origin
and the wall. We now insert the solution (2.41) for x2 into
the Euler equation (2.37) for x . Then we integrate once and
take into account the regularity condition for x1 at r= 0,
to get:
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^2 3 ' r^[W(r) + y2 r (r) = {rdr W(r) rx
3:. 'd ~r ' D G(r,r) +2 *
- dr x1  r W2 arrr + W3 (r) r G(r,r) . (2.42)
0
The solution for the Green's function G(r,r) is detailed in
Appendix A. Taking the results of Eqs.(A.4, A.12) to Eq.(2.42)
and integrating the 6(r-r) term from aG(r,r)/ar, we obtain:
W r 2  1rrW 2 (r 2 3  ' = dr
r) 1 4W4(r)+ y Ir x(r) = dr r WO(r) x1 (r)
0
2 ^ '
+4 r1 W4 (r 1 ) (b+l-c) dr x (r) G+(r)G_(r)G(±r+r), (2.43)
0 +,- +
where e is the unit step function, r1 is the radius of the
m=1 mode resonant surface, i.e. p(r1)= 1, and the functions
G as well as the parameters b and c are defined in Eqs.
(A.ll, A.12) of Appendix A.
From here on we can follow a procedure analogous to that
used to solve the radial Euler equation for the m= 1 mode in
a cylinder 2 5 . Recalling the expressions (2.32b,c,e) for the
radial functions W , W2 and W, we obtain the following
structure for the coefficient of r3 x (r) on the left hand
side of (2.43):
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w2W2 ^22 2 ^ 2
W- 2 + Y = 2-) [l+O() + Y (2.44)
1  4W4  Y-~)
4
where y is of order E as will be later verified. On the
other hand, the right hand side of (2.43) is of order E2
because W" 2 and G +%e. From (2.44) it is clear that a
perturbative solution of Eq.(2.43) in powers of e will give
rise to a boundary layer type of problem in the vicinity of
P= 1. We shall consider two asymptotic regions in the radial
variable, depending on how I1-p| is ordered.
The first, the outer region, corresponds to values of r
2
away from the m=1 mode resonant surface, so that |l-I >> F2
In this region Eq.(2.43) reads:
(1-)2 r3 1(out)'(r) = O( 2. (2.45)
Therefore we can try a solution of the form:
xi(out)(r) = x10 e(r1-r) +xls(r) , (2.46)
where
xls (r)/x 1 0 << . (2.47)
In what follows, we shall need to evaluate the integrals
of the right hand side of Eq.(2.43) only to leading order in
e. For this purpose we can approximate x1 (r) by x10*(r -
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in the first integral. This only amounts to the neglect of
higher order corrections coming from the contribution of x ls(r)
in the outer region, and from the integration of the whole
integrand, which is a bounded function of r, over a narrow
layer around r =r . On the other hand, the main contribution
2
to the second integral comes from the layer Ir -rl/rlE2
where x (r) is not negligible. Since the factor that multi-
plies x (r) in the integrand is a continuous function of r,
it can be approximated by its value at r= r  and taken out of
the integral when evaluating the latter to leading order in e.
Taking these remarks into consideration, we obtain from Eq.
(2.43) to leading order in e:
I r
xs1 [ ^r ^
* 3 2 dr r W (r)G(r -r)
10 r (l-P)
r 2 (b+l-c) G (r 1 )G (r)9(±r:r1 ) 3 (2.48)
Therefore x I(r) and consequently x (out)' (r) behave sym-
metrically at both sides of r=r . If we now recall
1 - 1  r-r (2.49)
r +r 1 1
where sl l s (r1) , and define the parameter
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r 1
AH 2 (b+l-c)G+(r)G (r) 1 dr r W (r) (2.50)
s r 0 01
we obtain the behavior of x1 (out) (r) near the resonant surface:
(out)'
X (r) x ls'(r) A r
= (2.51)10 x10 r+r 10 7(r-r 1 )2
The solution we have just derived in the outer region
breaks down when |l-|2 r-r11/r1"'e2. Therefore we consider
an inner region where the latter ordering holds. Here we
approximate the coefficient functions of Eq. (2.43) by the
leading terms of their Taylor expansions about r = r . We also
use arguments identical to those of the previous paragraph to
evaluate the leading contributions to the integrals of the
right hand side. Thus, to leading order in e, we obtain the
following equation:
2 2 (in) '[(rr) 1 Hr) (2.52)
s 1x10 7rr1
Notice that all terms of Eq. (2.52) are consistently ordered
in this inner layer if Y IsJ . This equation is easily
integrated. The integration constant can be adjusted so that
x1 (in) (r) matches x1 (outC) (r), provided the following eigen-
value condition holds:
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y/s1 = XH > 0, (2.53)
the eigenfunction being
(in)()r-
Sarctan (r r) (2.54)10 H 1
For XH <0, no matching eigenfunction can be constructed so
that no internal kink mode exists. For XH > 0, an unstable
mode with growth rate given by Eq. (2.53) is excited.
It is useful to point out that XH = 0 is the marginal
stability condition we would obtain from the potential energy
functional W[x 1 ,x 2  alone, by inserting there x, =x 1 0E(r 1 -r)
as a trial function and minimizing with respect to x 2 To
see this, we take the solution (2.41) of the Euler equation
(2.38) for x2 to the functional (2.31) W[x1 ,x 21. After some
standard manipulations we get:
7 B0 n 2 W2 (r) 3 x 2
W[x ] 4R0 dr W0 (r)r x1 (r) + W - 4W4 (r ) r x 2
0
- 2 ~ a
x (r) r1 (b+l-c) dr x1 (r) G(r)G(r)e(±r+r) . (2.55)
0 +,- +
If we now set x -(r) x 1 0 (r 1 -r) and x 1 (r) = -x1 0 6(r-r 1 ), we
realize that the second term in the integrand will not
contribute because the coefficient of x (r)2 has a double
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zero at r= r. The other terms yield;
1 2 -1 2 2 2 2
W[x 1 = x 1 0 0(r 1 - r)] - -B R n r s x0 . (2.56)
In order to explicitly evaluate X H in terms of equili-
brium quantities, we take the values of G (r 1 ) as well as the
expression (2.32a) for W to Eq.(2.50). After making use of
the equilibrium relationship (2.9) we obtain :
w2 2
H - 2 2 b+l-c [b+lc + 2il 4,
RO s -
+ bc a + I - 1)+ 9b (c-1) - -)
r
+ (n2 - 1) + 4 dr r3 + 3) (P - 1) , (2.57)
0
where pl a p (r 1 ) and Zii (r). This expression for A H
is the sum of two terms. The second is equal to (1 -n-2
times the cylindrical result2 and dominates for n > 2. The
first terms contains toroidal modifications and is entirely
determined by the parameters b, c and Z il which depend only on
q(r), and by pl which also depends on p(r). For usual tokamak
profiles the n = 1 mode is stable provided 0pl is sufficiently
6
small6.. For large apl and r1 not too close to the conducting
wall, Eq. (2.57) predicts the mode to be unstable with a growth
rate increasing quadratically with p.l* This result is
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modified by the analysis of Chapter 3, where we consider regimes
-1
with apl ",C . The overall stability picture for arbitrary
beta will be presented in Chapter 4.
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CHAPTER 3
A stability analysis of the internal kink requires know-
ledge of a global equilibrium solution because of the inherently
non-local nature of the mode. This poses a significant diffi-
culty to an analytical study of this instability in the finite-
beta regime where esP is of the order of unity. As a matter
of fact the analysis of the previous section cannot be applied
to the finite-beta regime, because a must attain values
comparable to esp and the perturbative equilibrium solution
(2.7-10) that requires a to be a small expansion parameter
breaks down.
Arbitrarily large values of eP can be reached by means
of flux conserving sequences of equilibria, but no global
analytic solutions of the flux conserving tokamak equilibrium
equations at finite-beta are available. In order to study
analytically the stability of these configurations against
internal kinks, we shall adopt an approximate equilibrium
model which, although not fully consistent, encompasses some
of the relevant features of finite-beta confinement configu-
rations.
3.1 Equilibrium model for finite-beta plasma
Our finite-beta equilibrium model assumes a large aspect
ratio toroidal configuration whose magnetic surfaces are cir-
cular in cross section, strongly shifted from the magnetic axis.
Accordingly, the mapping between cylindrical and flux coordinates
is simply:
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R=R 0 + A(r) + r cose , (3.la)
z= r sine , (3.1b)
= .(3.1c)
Again the plasma is limited by a perfectly conducting wall
at r=a. The inverse aspect ratio is assumed small, i.e.
E = a/R0 <<1, but the poloidal beta is assumed large, of order
-l Therefore a , ea is of order unity and we shall not make
p
small a expansions but shall retain complete functional depen-
dence on a. On the other hand, in terms not involving 6 ,
it is now sufficient to take the limit e- +0 because nontrivial
results are already obtained to leading order in e. Thus we
write the volume element as
dV = dr de dc R0 r D [1+ 0(E)] (3.2)
and the poloidal field as
'-l -l
B = * R D [1+ 0(e)] (3.3)p 0
where D= IvrI~1 is defined as in Eq.(2.17). This model involves
two free radial functions, namely *(r) and a(r), which we relate
to the pressure p(r) and inverse rotational transform q(r)
by taking the first two moments of the hydromagnetic force
balance equation2 8 ,2 9 . This equation reads:
-41-
' * ' 2 '
' A = - (T T + 47R p ) (3.4)
where A is the elliptic operator defined in Eq. (2.2), and primes
continue to denote differentiation with respect to r. Assuming
the geometry (3.1) and the large aspect ratio, large poloidal
beta ordering, we have:
+ AP= 2  [l+a2+(ra -2a)cose [ 1+0(] , (3.5)
D2 rD3
2 '
-(TT + 4rRp ) =
2' 2A
- [TT + 41R 0 p (1 + -) + 87TR r p cose] [1 + 0 (e) ]. (3.6)
0
Notice in Eq.(3.6) the a e' s ordering:
2 ' 2 (3'
TT + 4RO p 4 Ro p (3.7)
Without expanding in powers of a, the functional dependence
of Eqs.(3.5) and (3.6) on the poloidal angle e cannot be
matched. This reflects the fact that our model is inconsistent
with a true solution of the equilibrium equation at finite
beta. We choose to truncate the Fourier expansion of Eq.(3.5)
after its second cosme harmonic:
A ~12 + 1 2 +
2(1-a ) 2(1-a )
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+ a 3r/ '2  cosO + a cosme [1+0(c)] , (3.8)
(1-a ) / m=2
and equate the m=0 and m=1 harmonics of Eq.(3.8) to those
of Eq.(3.6). Recalling also the definition of the inverse
rotational transform we obtain:
rT = q + O(e) (3.9)
ROi
T = R B0  1 + 47r(pOP) + O(e) , (3.10)
2 
_ r (r) + 0(e) (3.11)
Ro0p
where a (r) is defined in Eq.(2.ll). For the usual monoton-
p
ically decreasing p(r) profiles, p(r) >0 and a >0. Also from
29
Eq. (3.11) we see that a <1 so that no equilibrium limit exists
The value of a increases with the pressure gradient and approaches
its upper bound in the extreme high-beta limit (a + 1 for
Ea > 1)> , as a result of the crowding of magnetic surfaces
in the outer part of the torus. This equilibrium model clearly
emphasizes the effects associated with the strong outward
shift of the magnetic axis in deeply diamagnetic plasmas, while
neglecting those associated with finite aspect ratios and
noncircularity of the magnetic surfaces. The extent to which
it fails to represent a consistent solution of the hydromagnetic
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equilibrium equation is measured by the magnitude of the un-
balanced a m(m> 2) terms of Eq.(3.8) which happen to be propor-
m
tional to am. Therefore the model can be expected to yield
reliable results if the numerical value of a is reasonably
small. In practice this happens up to moderate values of
ea , typically ca <1 for which a <1/2. Within these limits
p p I% n
the assumed circular magnetic surface configuration is in good
quantitative agreement with full numerical solutions of the
equilibrium equation30,31 Finally we note that, within O(E),
the e 8p n a <<1 limit of our model matches asymptotically the
8 >>1 limit of the standard low-beta equilibrium 4,5 used inp
Chapter 2.
3.2 Stability Analysis
As in the low-beta theory, we base our stability analysis
on the ideal MHD energy principle. We proceed in the same
fashion, noting however that now a is 0(1) and that it is
now consistent with our ordering to drop terms of order e
compared to terms of order unity. The plasma displacement C
is again taken divergenceless, and the analogue of Eq. (2.16) is:
2 a R 22
W[X,Y= dr r d -- ayg- (r -asine -+D X
0 r D
0 -r
+ n q D Y- r asine D X
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2
+ Dn q D2+ sinO -D X+q2 D3
1
2 4TR Op 2 cose +r 3(qD) 
- 2-3acos6+2))IXl2
+ 2D 
q ar
, (3.12)
where X and Y are as defined in Eq.(2.18). Likewise, W is
minimized with respect to Y via the Euler equation:
i n r 2i n q DY - + a(aine X) +2 D X
qD 2nq0D ar
+ 1 1 [ Y a (rX) + a (asine X) =0
+3 D a6 ]r a0
subject to the periodicity constraintI I
7T
(3.13)
de i n q Y_ 1 (rX) + _3 (asine X) + 2. = 0. (3.14)
D D e D xrlD2*a(3.14)
Integrating Eq.(3.13) once, we obtain to leading order in e:
Y_ _ 3 (rX) + a (asine X) + D a r de X = 03T ar 3 3r 2rJ (3.15)
where the integration constant is fixed by periodicity. From
Eq. (3.15) we see that the large, stabilizing first term in
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W[X,Y] can be suppressed if fde X= 0. Thus we introduce the
trial function
X(re) = x1 (r) exp(ie) + x2 (r)exp(2ie) , (3.16)
where x1 and x2 are now of the same order in e. Ideally we
should allow for higher poloidal harmonics in the trial
expression for X. However we can expect the internal kink mode
to be dominated by its m=1 and m=2 Fourier components, and
all other harmonics to be numerically small. Besides, our
model potential energy functional (3.12) is only competent
to calculate reliably the coupling between adjacent harmonics
in X because only the m= 0 and m= ±1 Fourier components of the
instability driving term are consistent with the hydromagnetic
equilibrium condition. Given the explicit representation
(3.16) for X, Eq.(3.15) can be integrated to yield
3
Y(r,O) = - i y m(r)exp(ime), (3.17)
m= 0
where
y = rx + x + 2ax2 , (3.18a)
2 = (rx2 + x 2 - ax 1) , (3.18b)
y - ax 2 . (3.18c)
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The integration constant y0 is then determined by the periodi-
city constraint (3.14):
Y1 2 2arx -(l+1y)a2+a3]
2a a 2 L
+ a x -a2+4 ]+rx[2- (1+6 )a2 + 2(1+2)a3_ 4
+ x2 [-(1-611) 2 -12 Ua3 + 3(1+2p)a 4 - 2a5 , (3.18d)
2 1/2
where we have introduced a = (1-a2 ) .
The angular integrals in the periodicity constraint
(3.14) and the potential energy functional (3.12) are of the
form Ide exp(ime)/(l-acose) , where.m and 2 are integers.
In the low-beta theory it was sufficient to expand the denom-
inators in power of a. Here, however, we must perform the
integration exactly so that W retains the complete functional
dependence on a. Although tedious, this can be done in
1l
general. The result is :
7T B 0 n 2 '2
W[x1 ,x 2 4R 0 dr r W1 r x
0
2 'W ' 2 '22
+ W2r x lx2+W3rx x2 +Wrx +Wlrx x2 +W6 x , (3.19)
where
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W - 2 4 p 3 _ 1 2 4 +4(1+p )a5  6 (3.20a)
2 /Y a
w = 2 2+4p2 a28(+p2 3-6P2 42 2a5 3
+ 4(1+6p+ 2 2 )a5 - 8(1+24ya6 + 4a , (3.20b)
W = -6p2 2a +242 a3 -122 a 4+4(1-6-6i 2)a5
3 2a a3
+ 6(8p+3p a6- 12 (1+2p) a7 +8 8 ) , (3.20c)
W = 1' 4 2 + 5p 2 a2 - 4(+2i2 )313) -132 4 + 2 (1+8p+12y2 )a5
2a a 4
- (4+16 y+9 2 )6 + 2 (1+2,p) a (3.20d)
W = 1 -122 a2+24P2 3+242 a 4+2(1-8p-48P2 )a5
5 -2a54
+12(4p+7 2 )a - 8(1+6i+3 2 )7 + 8 (1+2i) a - 2a , (3.20e)
w = 3p 2 a 2 _ -21y2 4 +4(1-31j+1
8 p2 )5 -1112 6
6 2a5 a4
-2(5- 2 4p- 3 6 P2 )a - 3(16p+5P2 )a8 +2(5+6p)a9 -4a10 . (3.20f)
I
-48-
In arriving at these coefficient functions (3.20), we have made
use of the fact that, after integrating over e and using the
equilibrium relationship (3.11), the instability driving term
in W may be written:
7r 4 IO 3(D
de 2 B 2 q D cose +- 3(qD) - (2-3acosO+a 2) X|
7~ kB 2  2))r
( x2 2) 3 ( x a (3.21)
= - 2+- 2 3 x 1 + x2 ~ 2 37__ xlx2 . (.1
q a r q cr r q a
The derivatives of equilibrium quantities can then be eliminated
by partial integration, and as a result, the coefficients
(3.20) are functions of 4 and a alone. In addition, the x12
and x 1 x 1 terms exactly cancel following another integration
by parts, and the x1 x2  and x1 x2 terms vanish identically.
Thus the expression (3.19) for W is free of x and involves
only x , x 2 and x2
As in the low-beta theory, we shall use a perpendicular
kinetic energy as a normalization constraint in order to make
an estimate of the growth rate. Moreover, we. now introduce
a further simplification in the normalizing functional, to
make it depend only on the radial amplitudes x1 and x2. In
so doing, the previous minimization of W remains unconstrained.
Thus we take:
N[x ,x2 2 f' 2 ' x', 2 )J , (3.22)12 7r R0 S
I
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where X and Y depend only on x (r) and x2(r) through Eqs.
(3.16, 17, 18a-d). The price we pay for not carrying out a
complete minimization of the total energy with respect to E
.0
is only a slight underestimate of the growth rate because the
^ 2Lagrange multiplier y , although formally of order unity,
2-2turns out to be numerically small (y ' 10 ). The points
of marginal stability are of course unchanged. Again we have
taken the mass density to be a constant, equal to its value
at the p =1 magnetic surface. This is consistent with our
expectation that, even at finite beta, inertial effects are
most important in the vicinity of the m =1 mode resonant sur-
face. After we perform the angular integrations, we eventually
find:
-a [a /2 2'
N[xx2] = dr r (N 1 r x 1 + N2 r xlx2+ N 2rx x2
0
2 '2 2
+ N4r x2 +N 5rx x2 +N2 .2 (3.23)
Terms in x1 were again eliminated by partial integration.
The coefficients in this expression are given by:
N = 1 2 2 2 3 2 4 5 6
1 - 5 12 P +22 a - 2 p a - a +2a +2a 6 , (3.24a)
a (1+a)
= 5 2 2 22 2 3 5N2 5 2 [2p +4i a -2 p a 4ya +2a ] , (3.24b)
a (l+a)
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N3 5 2[6p2a2-6p2 4+2c5 + 4a2 2 6
a (1+a)
N4 =5 2 2 2y - 3 22 2 3 + 4y2 4+ a5
a (l+C)
N5 5 2 [612 a2 18P2 a4+ (1+122 )a 5+2a6 _ a7 ,
a (1+a)
(3.24c)
(3.24d)
(3.24e)
N6  5 2 + 4 2(l-9p2 )a+ (4+92 )a6 +a - 2a 8. (3.24f)
a (l+G)
We now have to minimize a total energy functional
] d r I r x 2 x ' +E[xi,x 2 jdr r( Elr xj 2r 2 +E x 1x2
0
2 '2 2
+ E r x2 +E rx x + Ex4 2 5 2 2 6 2/ (3.25)
^ 2where E is defined as in Eq.(2.34) so that E. W +y N for
1 <i <6. The Euler equations for x 1 and x2'
3' 3' 2(2E 1 r x1 ) =- (E2 r x 2 + E3 r x 2 ) (3.26)I
L(r)x2  (2E r 3 x + E5 2 22 4 2 5 x 2 )
3 '
-- (E 2 r xl)
- (E5 r2 x + 2E6rx2
2 '
+E 3 1 (3.27)
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are then solved to determine the growth rate. We observe at
this point that the eigenvalue y depends on the equilibrium
and the toroidal mode number n only through the functions
a(r) and P(r). Recalling the definition of p', we see that
it is sufficient to consider a single value of n. The results
for other modes follow immediately from the invariance of y
under the transformation n +n, q+ qn/n at fixed a(r).
The solution of the radial Euler equations (3.26-27) is
more difficult to obtain than in the low-beta case, owing
both to the greater complexity of the E' Is and to the fact
that we are no longer free to use a as an O(c) expansion
parameter. In particular the boundary layer solution for the
growth rate is no longer possible. Nevertheless, at the end
of this section we shall consider a variational procedure
which yields a closed form estimate for y. On the other hand
we can make further progress with the observation that, since
there is no x1 term in E, Eq. (3.26) can be integrated:
, E2 3
=-x2 -xr x = 2E r 2 2E x2 (3.281 1
where the constant of integration must vanish to ensure
regularity of x1 at r =0. If we take this solution back to
Eq. (3.25), we can express E as a functional of x 2 alone:
,a
E[x 2] = dr r( C1 r x2 + C2 rx 2 x 2 + C3x2  , (3.29)
0
I
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where
C = 4E1 E 4 -E 22  (3. 30a)1 4E '
2E E -E EE
C2E 1E5 2 , (3.30b)2 2E 1
C= 4E1 E 6 -E 3  (3.30c)3 4E1
Thus we are led to solve a single Euler equation for x2
3' 2 '2'
(2C r x2 +C 2 r x2 ) - (C2 r x2 +2C 3 rx2 ) = 0. (3.31)
Note that the C. 's depend on the eigenvalue y through the E. 's.
At this point we can address the high-beta stability of
the mode. For this purpose it is sufficient to work with the
potential energy W alone, thus we set y =0 when evaluating the
C. 's. We consider the ea >> 1 limit where a approaches unity
1. p
within most of the plasma domain. Noting that in this limit
a tends to zero, we see from the expressions (3.20a-f) that
there are singular terms which should dominate in the integral
(3.29). Now if we expand the C coefficients in powers of a
we find that the leading O(a- 5) terms exactly cancel. From
the terms in the next order, O(a- 3), we find after an integra-
tion by parts:
Tr B 02 r r2 +
W[x0 2 dr 2q 3) xx. (3.32)
p 4R 0 b r\2q 2 a 3 / 2
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Finally, if we recall the equilibrium relationship (3.11),
and the definition of 6P (2.11) we have -1
22 r ' -2 ' ' 2W[x 2' aP >>]= -T jdr r r P(r) x2 (r)
0 -
+ 3p'2 (3.33)+ 3rp (r)x2 (r)
Hence a sufficient condition for stability in the high-beta
limit is that the pressure be a monotonically decreasing func-
tion of the radius. This is due to the enhanced magnetic
tension induced by the pressure gradient through the equili-
9brium shift of the magnetic surfaces . Moreover Eq.(3.33)
is independent of n, so this stabilization occurs for all
toroidal modes.
The high-beta stabilization of the mode can be verified
by a numerical solution of the eigenvalue equation (3.31).
As a typical example, we consider the class of equilibria
determined by the profiles:
p(r) = p 0 (l-r 2/a 2) exp(-2r 2/a) , (3.34a)
q(r) = q0 (+r 2/a 2+r /a 4) . (3.34b)
The magnetic axis pressure p0 can be used to scale Eap within
a flux conserving sequence characterized by a fixed value of
q0 . Given the profiles (3.34), the equilibrium equation (3.11)
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must be solved for a(r). Then x2 (r) and y are determined from
Eq. (3.31) together with the boundary conditions for x2 . The
coefficient function C never vanishes, so there is no problem
with regularity of x2 at the P =1/2 magnetic surface r2.
This is due to the inclusion of a finite coupling between m=1
and m=2 harmonics as well as finite inertial effects in the
theory. In Fig. 2a -c, we plot the eigenfunctions x1 and x2
as well as their derivatives for q0 =0.75 and eap = Ea (a) = 0.13,
0.62 and 0.95 respectively. For this q-profile we consider
the n= 1 mode. Figure 2a is a low-beta case which exhibits
the step function behaviour of x and the piecewise continuous
nature of x2 that we should expect from the analysis of Chapter
2. As eap increases towards the peak growth rate case displayed
in Fig. 2b , we see that the eigenfunctions become smoother,
although x1 is still strongly peaked at r . As e$p is further
increased towards the "second" marginal point in Fig. 2c,
the eigenfunctions again become sharper at r1 but x2 continues
to get smoother at r2. In all cases we see that x2 is signi-
ficantly smaller in magnitude than x . Finally in Fig. 3
we plot the eigenvalue y as a function of ea . For this
choice of profiles the mode is stable above e = 0.99. In the
2
E£ <<1 limit, y tends to zero as (E£ ) so that the mode
p p
appears marginally stable. This will be resolved by an asymp-
totic matching to the low-beta theory. Also indicated in
Fig. 3 is the result of the variational calculation which we
describe next.
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Figure 2a: Eigenfunctions x 1 (r), x2 (r) and their derivatives
which give the m = 1 and m = 2 components of the
internal kink displacement in the radial direction.
Here cSp = 0.13, and r and r2 are the positions
of the mode rational surfaces. The vertical axes
are not drawn to scale.
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for Ecp = 0.95, which is near the second point of
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Figure 3: Normalized growth rate y of Eq. (2.35) as a function
of E3p = aR 1 (a) in the finite-beta regime for
nq 0 = 0.75. For comparison the variational estim-
ate (dashed curve) of Eqs.(3.42,48) is plotted to-
gether with the numerical solution (solid curve) of
the one-dimensional eigenvalue problem (3.31).
i
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We begin the variational calculation by expressing the
solution of the Euler equation (3.27) for x2 in terms of a
Green's function. Since Eq. (3.27) has the same form as its
analogue (2.38) in the low-beta theory, the solution is formally
the same, i.e., Eq. (2.41), and the Green's function is deter-
mined via the same procedure detailed in Appendix A. Taking
this solution to Eq. (3.26), we are left with a single integral
equation to solve for x :
4E 1(r)E4 (r) -E 2 (r) 213
4E 4 (r) r x1 (r) =
2
4r E (r ) (b+l-c) dr x (r) G+ (r) G_ (r) 0(±r-r) , (3.35)
0 +,- + +
where the functions G (r) as well as the parameters b and c
are obtained from Eqs. (A.ll, A.12) of Appendix A using the
coefficient functions E. (r) of the finite-beta theory (3.20,
24). Now we define
4rE (r)E (r) -rE2(r)2 1 
/2
x (r) x 1 (r) 16(b+l-c)E4 (r 1 )E (r) , (3.36)
4rE1 (r)E4 (r) 1r)2 -l/
k_(r) G (r) 16(b+--c)E4(r1)E4(r) (3.37)
and express Eq. (3.35) as a homogeneous Fredholm equation of
the second kind:
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a
x (r) =K dr K (r,r) X (r) , (3.38)
0
with a split kernel:
k+(r) k_(r) for r >r
K(r,r) = (3.39)
k_(r) k+(r) for r <r
We have introduced an eigenvalue K which is equal to unity
for a solution of the original equation (3.35). If we now
multiply Eq. (3.38) by X(r) and integrate, we find:
a
dr X(r)2
0
a a 
(3.40)
r
dr dr X(r) K(r,r) X(r)
0 0
which is a variational form for the original equation.
In order to proceed we must simplify the functional form
of the kernel K(r,r). To do this we begin by noting that the
2
combination 4W1 W4 - W2 has a minimum near r1 where it is
2
roughly equal to (1 -p) . This behavior is responsible for
the maximum of x at r seen in Fig. 2a-c. Thus the largest
contribution to k comes from r orl, and so we set r= rl
2 2 2 2
everywhere except for the combination (1-p) s1 (r-r 1 ) /r 1
I
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Secondly, recalling that in the low-beta theory it was suffi-
cient to retain the growth rate only in the coefficient
function El, we likewise neglect y except in E1 now, as we
expect this eigenvalue to still be numerically small. Thus
we adopt the approximation:
2 2 2-
4E1E4 - E2 4E W4 - W2 2 r 2
4E 4W4  s1 ( r + H I (3.41)44
Here we have introduced a parameter XH, analogous to that of
the low-beta theory, defined by the relation:
Y = 1/2 5/2 (3.42)
N a
where a,= y(r 1 ) and N1 1  N 1 (r) . Then we may write:
k(r) = k0 + r + X(r3 '
where
-2 -5 
-3./2ak 0+ -W21 (b+l+d)[r s a 1W4 (b+l-c)] ,1/2
k0_ = -W2 1 (c+d) [r 1s 25 W4 1 (b+l-c)] (3.44b)
are constants, and we have written W =W ) and introduced
I-
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dW 31 -3W21d = 14W (3.45)21
Now, if we take a trial function of the form
x(r) = [(rr)2 + V2]2 (3.46)
where v is a variational parameter, the integrals in Eq. (3.40)
can be performed to give:
2
K (XH < v) 4r k \k V Vl 2  2 / (3.47a)
1 0 + 0- K(1-XH /V)
IC (X > v) = H (3.47b)KHV 4rk kV2 2
H 4rk0+k0- K(-v2 H
Here K(z) is the complete elliptic integral of the first kind
and we have assumed XH' v <<l. Now if we set dK/dv= 0 we
get v= XH* Finally, from the condition K = 1 we find
2 5
= T W2 1 21 (b+l+d) (c+d) (3.48)
H s 2 W41 (b+l-c)
and then the growth rate is given by Eq.. (3.42). This growth
rate estimate is plotted in Fig. -3 for comparison with the
numerical result. As expected, the approximate variational
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calculation underestimates y, although not significantly,
and provides a lower bound for the "second" point of marginal
stability.
I
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CHAPTER 4
Ideal MHD stability results
In the preceding sections we have analyzed the internal
kink mode in two distinct beta regimes. We now consider the
question of the asymptotic matching that exists between them.
In both cases we assumed a large aspect ratio, E <<1, but in
the low-beta theory we assumed 5 p l while in the finite-beta
theory we took e$ -1. Thus we are interested in the agreement
between the low-beta theory in the limit ap >> 1, and the
finite-beta theory in the limit eSp <<l. For this purpose
we consider a common or matching regime where the ordering
F << p ,a <<1 holds. Comparing the equilibrium relations
(2.7,8,9) and (3.9,10,11), we see that in this matching regime
they have a common limit to leading order in a and e:
rT, q [1+ O(c)] , (4.1)
Roi
T= R0 B 0 [1 + 2 + O(E ) , (4.2)
B0
a = -r (r) + O(a ) + O(e) - (4.3)R 0  p
Minimization of W in the matching regime follows the same
lines of either the low-beta or the finite-beta case. In the
trial function for X(r,e) we now have x2 " axi, and calculations
2need to be carried out only to order a .The resulting radial
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functional Wix 1 ,x2] equals that obtained by taking the p >>1
limit of the low-beta result (2.31,32), i.e., by neglecting
there terms of order E2 and aE compared to those of order a2
W = 0 , (4.4a)
W = (1-P)2 + (} - 2p + 22 P2 , (4.4b)
W = (-34 + 3 2 )a , (4.4c)
W = 3(1 - + P2)a (4.4d)
W= (1 P2 (4.4e)
W5 = 0, (4.4f)
W = 3 (1 _ 2 (4.4g)6 2
Identical W. coefficient functions are obtained by taking the
eapo a <<1 limit of the finite-beta result (3.19,20). To
verify this, we only have to expand Eqs. (3.19) and (3.20)
2 2 '
in powers of a to order a and integrate by parts the W r x2 2
term. Likewise, the coefficient functions of the normalizing
functional in the matching regime are:
N =1 (4. 5a)
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N2 = a/2 , (4. 5b)
N3 = 3a/2 , (4.5c)
N4 = 1/4 , (4.5d)
N5 = 1/2 , (4.5e)
N6 = 5/4 . (4.5f)
2Since x2 1 ax1 andy n a , only the N1 term needs to be retained
in this regime, as in the low-beta theory.
Consider now the eigenfunctions x1 (r) and x2 (r) obtained
in the minimization of the radial functional W[x ,x2]. In the
finite-beta theory x1 and x2 are continuous functions of r as
in Fig. (2a), the resonant surfaces r1 and r2 are easily iden-
tified by abrupt changes in x1 and x 2. Viewed as a progression,
x and x2 develop 6-function singularities as esp tends to zero.
This is in agreement with their behavior in the low-beta regime
where
x1 (r) = x 1 0 e(r 1 -r) , (4.6a)
x2(r) = -x 1 0 G(r,r1 ) , (4.6b)
and the Green's function G(r,r ) has discontinuities at r=r 1
and r= r2 , as shown in Appendix A.
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Given these considerations, the mode growth rate in the
matching regime is easily obtained as the 0p >>l limit of
Eqs. (2.53,57):
2 2
A r 0  (b+l) c
Y = Y match 2 4.7)
R0 s (b+l-c)
This expression is also the a <<l limit of our variational
result at finite-beta (3.42,48). In this matching regime,
the a-dependent terms drop out of the linear differential
operator L defined in Eqs. (2.38) or (3.27). As a consequence
the parameters b and c are independent of 0p and are determined
by the q-profile alone. Also, d is of order a2 and is therefore
neglected compared to either b or c. We show in Appendix B
that b> 0 and c < 3/4. Thus, in the matching regime, the
stability is entirely determined by the sign of c,which is
usually positive unless r1 is sufficiently close to the conduc-
2
ting wall a. The (e$ p) dependence of Ymatch is responsible
for the parabolic shape of both the variational and the numerical
growth rate curves of Fig. 3 in the ea <<l region. As shown
in Fig. 3 and more clearly in Fig. 4, the numerical result
for y finite also agrees with Eq. (4.7) in the matching regime.
In Fig. 4 we have plotted, on logarithmic scales, the growth
rates predicted by the low-beta and finite-beta theories of
Chapters 2 and 3 as well as the result (4.7) for the matching
regime, as functions of £a . We have used the same equilibrium
sequence of Figs. 2 and 3, and set e =0.1 when evaluating
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Figure 4: Asymptotic matching of y for an n = 1 internal
kink mode in different beta regimes. The finite-
beta result (dashed curve) agrees with ymatch
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low from Eqs. (2.53,57) for the sake of clarity. In this
logarithmic plot, Ymatch appears as a straight line of slope 2
that asymptotically approaches y low for large eap and yfinite
for small ea . In short, there is an asymptotic match between
the low-beta and finite-beta theories. We are therefore at
liberty to construct an asymptotically matched growth rate:
Y finite + Ylow - match , (4.8)
and use it to discuss the stability of the internal kink mode
for arbitrary beta.
We present a complete stability diagram against m= 1
dominated internal kink modes in Fig. 5. The marginal stability
curves correspond to the zeros of the matched growth rate
defined in Eq. (4.8). Here we have taken the p and q profiles
given by Eq. (3.34) and set E:= 0.25 when evaluating low .
Since for this choice of q profile, q(a) = 3 q 0 , the m= 1
mode resonant surface will lie within the plasma for n <l/q0 <3n.
The cases n = 1 and n > 2 are distinguished at low-beta due to
the second term in Eq. (2.57), whereas we have already noted
that at finite-beta all n modes are equivalent.
At low-beta, n !2 modes are unstable if the 1 = 1 surface
lies within the plasma, because the second term of Eq. (2.57),
which equals (1-n- 2) times the cylindrical value, makes a
large positive contribution to XH. On the other hand, this
term vanishes for n =1 and so the stability of this mode at
low-beta is entirely determined by b,c,2, i and 0p . We recall
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Figure 5: Stability diagram against ideal internal kink modes
for the profiles of Eq.(3.34) and inverse aspect
ratio E = 0.25. The plasma is stable for values
of sP and q0 outside the stippled region. For
the profiles chosen, the safety factor q(a) = 3q0 .
0
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that, for eS <<1 and monotonically increasing q(.r) profiles,
p
b >0 and c <3/4; also i >1/2. If r1 is sufficiently close
to a, c becomes negative and large in magnitude so that XH
is negative and the plasma is stable. This stabilization is
due to the proximity of the conducting wall to the mode resonant
surface, and causes the stability window for 0.5 <q 0 ' 0.6 in
Fig. 5. Otherwise the plasma is stable against the n= 1 mode
only for a less than some critical value.6
As ap exceeds this threshold, the internal kink mode
becomes unstable. Its growth rate increases parabolically
with S into the finite-beta regime. Here the indirect stabil-
p
izing effect of the pressure gradient discussed in Chapter 3
comes into play, and acts to suppress the instability. We can
also observe this from our variational expression for AH (3.48).
5
In the very high-beta limit (a +0), W4 1 a 1=1/2, d= -3/4 and
we prove in Appendix B that b> -1/4 and c < 3/4. Thus XH <0
and the mode is stable. For the considered class of equilibria,
all n modes are stable above ES p= 1.6. Again, the improved
stability towards lower values of qo is due to wall stabili-
zation. Finally, the jagged appearance of the stability
boundaries for low values of q 0 is due to the onset of the
individual n modes at q0= 1/n. For q0 > 1 no internal kink
instability exists because there are no m= 1 mode rational
surfaces within the plasma.
Let us now return to the question of the validity of our
results which arises due to the approximate nature of our
finite-beta equilibrium model. We recall that with our model
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we were able to balance only the first two moments of the
Grad-Shafranov equation, leaving unbalanced terms proportional
to amcosme for m >2. As pointed out earlier, we expect reliable
results if a is not too large. For the profiles (3.34) used
in generating Fig. 5, the maximum equilibrium value of a at
the second marginal point is a(a) =0.65 for eap =1.6, when
nq0 approaches 1. At this moderate value of a, the flux sur-
faces obtained from a consistent solution of the equilibrium
equations are no longer circular in cross section. For a
circular conducting wall, the flux surfaces near the magnetic
axis have developed a noticeable vertical elongation. However,
the most significant feature of these equilibria, namely the
way the flux surfaces are squeezed towards the outer wall,
is well represented by our model. Another point worthy of
note is that even near the second marginal point, e.g. in
Fig. 2c, the amplitude of the x2 sideband is still rather small
when compared to x . This suggests that our truncation of the
trial function (3.16) at the first poloidal harmonics is a
reasonable approximation. Thus, although our results should
not be taken as quantitatively exact given the approximate
nature ofour analytical model, we do not expect any signifi-
cant change in the topology of the stability diagram. Recently,
this has been confirmed numerically by means of large 2-dimen-
sional equilibrium and stability codes. 1 2
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CHAPTER 5
In the preceding three chapters we have examined the
stability properties of internal kink modes within the frame-
work of the ideal MHD theory. However, the behavior of these
modes can be significantly affected when other effects which
lie outside the scope of the ideal MHD theory are taken into
consideration. In particular the "frozen-in law" Eq. (1.4)
has been assumed valid throughout the plasma, and this need
not be the case. In fact the singular behavior of the radial
displacement given in Eq. (2.51) and (3.46) near the mode
resonant surface is due precisely to this restriction. The
addition of the-slightest resistivity, or any other effects
which cause the electric field to have a component parallel
to the magnetic field, removes the singularity. Recalling
that the growth rate of the ideal mode was determined from a
boundary layer analysis at the mode resonant surface, it is
clear that the introduction of non-ideal effects within this
layer will affect the growth of these modes, and may enable
the excitation of other modes as well. Qualitatively, these
effects are most important near marginal stability points.
In this chapter and its successors, we shall examine the beha-
vior of these non-ideal modes. We adopt a kinetic description
to describe these effects. In particular we shall assume that
the temperatures are sufficiently high that we may neglect
collisions.
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5.1 External boundary conditions
Our approach shall take the form of a boundary layer
analysis. That is, we shall assume the MHD description of
(r,e,i) is adequate throughout the plasma, except for a
narrow layer in the vicinity of the mode resonant surface.
Within the layer we adopt a kinetic description. Here the
mode structure is best described in terms of electromagnetic
potentials $, A. Finally an asymptotic matching is performed
between the solutions in the two regions which determines the
eigenfrequency w of the mode.
In order to make analytic progress, certain assumptions
must be made. We recall that the amplitude of the m=1 harmonic
of is larger than that of the m= 2 harmonic. Thus we would
expect the most significant effect to be on the m=1 component.
Accordingly we work with its radial component
= (r)ei-in-iwt (5.1)
As we saw in Chapters 2 and 3, E(r) is singular near r= r
that is,
1 dr H 1 (5.2)
I (r-r 1 )
The quantity XH is given by an asymptotic matching of the
expressions (2.57) and (3.48)
-75-
0.10
0.081
0.06
0.04
0.02
0
0
Figure 6:
0.2 0.4
.'p
0.6 0.8
The MHD stability parameter XH (p )
1.0
for the
profiles of Eq. (3.34) with E = 0.25, q0 = 0.75
and n = 1.
-76-
H Hlow + XHfinite _ Hmatch (5.3)
to handle arbitrary esp regimes. This function has been plotted
in Fig. 6 for the case of the profiles (3.34). This approach
is analogous to that adopted for the determination of the ideal
growth rate, where an inner layer was required in order to
determine the function x 1 (r).
In the second place, we are primarily interested in the
radial structure of the mode, (r) defined by expression (5.1).
If the inner layer is sufficiently narrow, we may perform the
analysis using a simple slab model equilibrium. We note that
this approximation neglects many of the toroidal effects studied
in previous chapters, but this is consistent with our decision
to work with the m= 1 component alone. The inclusion of these
effects could be extremely difficult.
Thus within the layer we choose a cartesian coordinate
system (with unit vectors e , e y, e ) whose x coordinate
represents the radial variable r -r . If the y-axis is chosen
to lie in the direction of the transformed wave vector k= k e
y-y
(ky= -l/r1 to 0(E2 )), then the magnetic field will lie along
the z axis at the resonant surface and will have a slight
shear:
B = B (e + x- e ) , (5.4)
- o-z Ls -y
where the magnetic shear length
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Ls 0/ns , (5.5)
B is the toroidal magnetic field, R is the major radius,
and the shear, s, was defined in (2.13). Finally other equili-
brium quantities, such as density and temperature , will depend
on x alone.
As noted, within the layer the mode can be described as
an electromagnetic perturbation
E = - - (5.6a)
B = Vx . (5.6b)
Here we use the notation
- ik y -iwt (7
= q(x) e y -5.7)
for perturbed quantities. We shall assume that =A e .
- -z
Equivalently, we assume that the perturbed current lies parallel
to the equilibrium magnetic field. This assumption requires 20,21
. << 1, where
J
87rnT.
gaj B 23 (5.8)
0
is the ratio of the jth species plasma pressure to the magnetic
field energy. To relate these potentials to the displacement
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, we note that in the external (MHD) region, the "frozen-in
law" (1.4 ) is valid. From its y and z components,
- B$ k (5.9a)
y
- xB
A = . (5.9b)
s
Taken together, it is no surprise that these equations require
that the parallel electric field
=-ik( k A) = 0 (5.10)
II Ii
in the MHD region, where we have introduced an effective para-
llel wavenumber k k =k x/L . Finally, we recall that i,
and therefore *, has an overall step function discontinuity
in the vicinity of the layer. Using Eqs. (5.9) and (5.2) we
can then summarize the MHD boundary conditions by
r 1 XH
*(x) =* [(-x) + -1 (5.lla)TX
k11 c
A(x) - $(x) (5.11b)
as x+0, where 0. is an arbitrary constant.
5.2 Field equations within reconnection layer
Within the layer, the potentials are governed by the
constituentive Maxwell equations
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- = 4r e.n. (5.12a)
JJ
-_2 _ 4c ' . (5. 12b)
J
where the summation is over plasma species of charge e., having
J
perturbed densities n. and parallel currents J . We shall
J N
consider a two component plasma of electrons and positive ions.
As indicated in Chapter 1, we shall assume the temperatures
are sufficiently high that n. and J must be calculated from
J flJ
a kinetic, collisionless description of both plasma species.
It is useful to bear in mind that there are several
scale distances which are of interest in the analysis. For
example the boundary conditions (5.11) scale x with a distance
x 1 rX H. On the other hand ion dynamics occur on a scale
x "'p , the ion gyro-radius. Finally electron inertia is
important on a scale
wL
x % 6 s (5.13)
e k yvey e
where v is the electron thermal speed. This distance arises
because the parallel wavevector k depends on x. Thus an
electron with parallel velocity v11 is resonant with the mode
at x= 6 v/ve It is customary at this point in the analysis
of a boundary layer problem to introduce an inner variable
scaled to the width of the layer, x =-x/6. For the problem
I
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at hand, this turns out to be more of a liability than an
asset: we would introduce an additional scale distance 6
to scale finite functions which are already scaled for small
x (e.g. Pe (6e/Ix) in Eq. (5.41) below). For the sake of
simplicity, we shall refrain from making 6 explicit. However,
when we refer to the limit x--, we really mean x/6 -+.
We shall first calculate the electron response to the
perturbed potentials , A. Anticipating that the electron
gyro-radius p e is negligibly smaller than other scales of
interest, we shall average over their gyro-motion, and then
identify particles with their guiding centers. This procedure
is discussed in Appendix C; the result is that the electron
distribution function f (r, v ) satisfies3 2
af af af af
+ b - e + v - e- E - b e -= 0 , (5.14)
where VE =c E xb/B is the drift velocity. To solve this equa-
tion we linearize in *,A. Thus we decompose f into an equili-
brium piece and a perturbed piece
f, = fMe + f (5.15)
and note that in our geometry
ik -
b = (e + - e ) + - A e (5.16)
-z Ls -y B -x
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Then fMe must satisfy
a f Meae + x ' fMe 0,
at II a z L a y (5.17)
which is accomplished with a Maxwellian distribution
2/2
fMe (x, v) = n(x) e V e
e
(5.18)
where v e = [2T (x)/m e1/2 is the electron thermal speed, and
n(x) = Jdv f Me (5.19)
is the electron density. The linearized form of Eq.(5.14)
is satisfied by
I- i kcaf Meek 
af Mef = (kV I-W) - A kB k c ]Mee c lB0 ax me avI1
(5.20)
The induced density and parallel current are then given by
n = dv, fe (5.21)
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lie -e dv v fe (5.22)
These two quantities are related by a continuity equation
obtained by integrating (5.14) over v , which gives
+ V dv (vI f ) + v Vn =0. (5.23)
Inserting (5.15) in this equation, we find
-en *e e e(5.24)
~ile k W Te n (524Ii e
where w k cT /eBr is the electron drift frequency, ande y e n
rn -dinn/dx. The integral (5.21) may be expressed in terms
of the function
cc 
-U2
-u
W(X) J - du ~ , Im(?) > 0 (5.25)
which is related to the plasma dispersion function33
Z(i) by W(X) = -[1+ XZ(X)]. Thus Eq, (.5.21) becomes
n e (--W-A 1 w*e ww e ~*e ]. 2)
ne T k 11 c Te -+w) +e W 
2 e
+ ne 
-
(5.26)
e
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where A E 6 /Jx, and n r dznT /dx. Then from (5.24)
e e e n e
we find
_ ne 2 w ( A w +W(X )e + n (1- X2)ie Te k 1 kc 2 e W e L e w 2 e
(5.27)
As noted previously, these equations scale x with 6 . Assuming
S> W, ,our neglect of p is justified since
*e e
pe V eMe c 2rn
< m = 2 m E << 1 (5.28a)
6 e 6*eB Le o s
where we have introduced a convenient parameter
6* W * L /k v . (5.28b)
In treating the ion terms, we cannot neglect p , although
we shall still assume w <<Q . eB / Mc. Furthermore, provided
the ion temperature T <T , the wave ion resonances occur at
distances 6. =wL /k v., where v. is the ion thermal speed,
which are greater than either 6 or p., that is, outside the
layer. Thus we can safely assume w >>k v , which results
in a considerable simplification.
We solve the Vlasov equation for the ion distribution
function f ,
af. f. af.
+v - -I+ e (E + 1 v x B) - 0 (5.29)
at ar M. C - -
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by the method of characteristics 34, as detailed in Appendix
D. The solution is of the form
f. = f . + f. , (5.30)1 Mi 1
where the first term gives the equilibrium ion distribution
function as a Maxwellian with a slow spatial variation,
2 2f in(x) -v /v. 31)
f=i(, ) 7 3/2 V.2 e i (5.31
where v. = [2T (x)/m] 1/2
The perturbed ion density and parallel current are given
by expressions-analogous to Eqs. (5.21-22),
.= d v fi (5.32)
J i =e d3v v zf. (5.33)
The ion response is best treated with the introduction
of a Fourier representation for the rapid variation of the
potentials. Thus we define a Fourier transform functional
:1, defined by
3[0 (k) dx e-ikx (x) , (5.34a)
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with an inverse given by
fdkeikx[~lx) = k(k) , (5.34b)
and in performing the integral (5.34a), the slow variation of
4(x) is taken to be constant. Also note that the limits of
integration in (5.34a) treat x as an inner variable.
The integrals (5.32,33) are performed in Appendix D. If
we define
(k) E (k) , '(k) [A] (k) (5.35)
the result can be written
3[n ]= So (1 - -) -1+ T1 bS -)
nev. k v. . W*.
T [vl - (l+n.)] + nib(So - Sl)TC 1 c 0 W
(5.36)
and
2 2 22 k v Wo,[ = T D k T 2 o[- (1+ )]
Ili kl c| 2
+ Wrj.b(S - S) , (5.37)
1 o 
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whee =1 2 2where w,. = -k cT./eB r , n. = r dznT./dx, b = 2 pS y i o n i nl 1
and S (b) = exp(-b)I 1 (b), where I are modified Bessel
functions. Note that Eqs. (5.36,37) still retain slow equi-
librium x-dependence through n(x), T (x), (x). Now as
long as > (w/1 c)A, the assumption w >> j vi renders the
second term of (5.36) negligible. Thus the ions couple only
to the electrostatic potential.
Now we may return to Poisson's equation (5.12a) with
the expressions (5.26,36). For the identified scales
6 6e,p 1 1 , 2 is negligible, so we are left with the quasi-
neutrality condition
n .= n (5.38)
If we compare the currents (5.27,37), we note that
2 2J . T k v.
T. 2 , (5.39)
hence the parallel conductivity is due primarily to finite
electron inertia, and J11i may be ignored. We also note that
2 2 2d /dx >>k . Thus Ampere's law becomes
y
d2-dA 
- 47r (5.40)
= -7 J 71
dx
After factoring out the common exponential factors in (5.38,40),
we arrive at a pair of equations for $(x), A(x):
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v 6
$(l+wT) - P ( ) 3[$G ] (x) (5.41a)
22 2w 2 6 V v5 41d A e eA)P e 5.41b)
- v c x xc e T7Xdx e
2 2
where W w/w, T = T /T, wp = 4Tne /m . The conductivity
function P is defined
e
P (A ) = r + W(X )[W -1+n( 2 ) (5.42)
Noting that w, = -w, /T, we may write
G(k) = S (1 +t) - n b(S -S ) , (5.43)
which is the non-adiabatic ion response function. The right
hand side of (5.41a) gives this ion response to * correct to
all orders of pi. This term is an integral operator which is
in fact a convolution
1 ( 'J[4]G](x)= Jdx$ (x- )g(x) = (g 4 ) (x) , (5.44)
-1C
where g = ^3- [G]. Manifest in (5.44) is the fact that the
ion response to * is nonlocal.
Finally we note that it is possible to transform to a pair
of potentials with definite parity. In fact
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- 1 (5.45a)
A +A - (5.45b)
e e
leaves (5.41) invariant and makes 4 odd, A even in x. In terms
of these new potentials, the boundary conditions for matching
to the MHD region are
(x)H - )Ix (5.46a)
A(x) nu 6c x$(x) (5.46b)
e e
as lxi + m. In the next two chapters we shall examine solutions
to the system (5.41) with (5.46).
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CHAPTER 6
In this chapter we examine the stability properties of
modes that owe their existence to the decoupling of plasma
motion from that of the field lines. Thus we look for these
modes in regimes of ideal MHD stability, that is, where XH <0.
Referring to Fig. 6, we identify two such eap regimes. However,
in this analysis we must assume S <<l, where
22
a L 2 4irnT L 2
2 ( ) (6.1)
2 rn B0 n
so that our results are directly applicable only to the low-
beta regime. We shall also restrict our attention to the
realistic case Te -T . and ne >%Jl which was not covered by pre-
16
vious treatments1 6 . For simplicity we shall assume 6e << i,
in which case the solution of Eqs. (4.51,46) can be given in
17terms of certain integral expressions . Finally a numerical
approach may be used to study these expressions and complete
23the analysis of these modes
The analysis presented in this chapter was originally
17,23developed for the treatment of m> 2 reconnecting modes
When |AHI is fairly large, the boundary conditions (5.46)
for the m=1 case are essentially the same as in the m>2
case, and so the same analysis may be applied 21. However,
for the sake of definiteness, the original analysis took
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k >0, while we have k <0. Rather than redo the analysis
making the change of signs explicit, we shall instead repeat
the analysis with k > 0 and note that the physical results
Re(w)/k and growth rate Im(w) should be independent of the
sign of k . (Since the boundary conditions are real, working
with either (5.7) or its complex conjugate should produce
the same results.)
6.1 Integral formulation of collisionless reconnecting modes
In the analysis of reconnecting modes, it is conventional
to asymptotically match solutions of Eq. (5.41) to the boundary
conditions via the discontinuity A in the derivative of the
perturbed vector potential
A = A (1 + A xI) , (6.2)o 2
where comparison with (5.46) gives the constant A =
cr XH /(v6 e ) and
A = -- (6.3)
rlXH
which is positive for XH <0. Referring to Ampere's law (5.41b),
we find (6.2) remains valid across the region provided <<1.
Adopting this "constant A approximation", the integral of
Ampere's law across the reconnecting region gives
26* 6 e 6
=---jdx 1 e e (6.4)
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2 2 2.
where (x) = c4(x)/(v A ), d = c / is the electron skin
eo0 pe
depth, and 6, was defined in Eq. (5.28b). In this approxima-
tion the quasi-neutrality equation (5.41a) becomes
6 e 6e
g o - (l+ WT) = p e - (6.5)
A slight rearrangement gives
-(6 /x)P
1+WT 
-P 1+WT 
-Pe
which allows us to rewrite (6.4) as
46*
=2 (A0 -A,) (6.7)
d
where
A dx (6ex) P e(/x)
A = (l+ WT) -x (6.8)
1 + Jwr - P e/(6 /x)
0
and
1 dx 9 e e (6.9)1 2 IlwT.,5I.I1 + oT - P e(6 e/ )-
2'
Now for 6 e<i, A 06 i Thus, for d A /( 46) <<l, the
mode frequencies are determined by A (ON) = 0. Stability
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properties are then determined by A and A1 (W).
6.2 Evaluation of A_
The function A 0() is defined by a contour integral which
lies along the positive real x-axis when Im(w) is sufficiently
large. Since we require A to be an analytic function of W,
we must deform the contour of integration C so that it is
crossed by no poles of the integrand. Changing variables,
A 6 e /x, Eq. (6.8) becomes
P (A)
Ao = (+ T) dA De M_ (6.10)
C
where the denominator is
D (A) = 1 + Wr - P (A) (6.11)
The contour C must be deformed from the positive real A-axis
so as to avoid the zeros of D (A). Since the integrand is zero
along JAI = -, any ray emanating from the origin and satisfying
this criterion may be chosen.
The behavior of the zeros of D (A) are determined from
several observations. First, for |wj -+.-, no zeros of D (M
exist in the upper half A-plane. To determine if zeros of
D (A) pass into the upper half A-plane, we look for zeros of
D (A) for real values of A as a function of real W. We finde
that for w+-l/T, D () +0 while as w+0, D (0) +0. If in
addition ne >2, then D(A ) =0 when W= + (n e/ 2 -1)/T, where
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2X= (W -1)/n +1/2. Thus the number of poles in the upper
half A-plane will depend on whether n e is greater or less than
2. Pole plots for the integrand are shown in Fig. 7.
For n e <2, there is only one pole in the upper half
plane, which is present for -1/T <w <0. This pole is found on
the imaginary A-axis since W(A) is then real. In this case, we
integrate along the negative real axis, thereby avoiding the
pole. The resulting value of A 0() is complex for w in this
range. For other values of W (i.e. W <-l/T, W >0), it is
convenient to integrate along the imaginary axis; for these
cases A is purely imaginary.
For n >2, two poles may cross into the upper half
A-plane. When w <0, only one of these poles is present,
and the evaluation of A0 proceeds as in the Te <2 case. As
w is increased through zero, a second pole crosses the real
A-axis (at A=0 ) and moves up the imaginary axis. At some
critical'frequency W= Wc, the two poles meet at A= A c. For
larger values of w, the two poles split off the axis and move
towards the lower half plane, eventually crossing the real
axis when W= W+ at A=A+ and A_. For w >c' A can be evalu-
ated with an integral along the imaginary axis. In the range
o <w< W, we must choose a contour which snakes between the
poles. In practice this is accomplished with a contour along
the real axis and a residue from a pole on the imaginary axis,
P (A (M))
R() + 2,i e - (6.12)
e D ( ))
e
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where A is the location of the pole (XA I > |1), and the
prime denotes a derivative with respect to A.
At the critical frequency W , there is a double pole at
Ac, thus D e (XAc D e (A c) = 0. Introducing a frequency-indepen-
dent function
B M) =l- e+W()[le - )] , (6.13)
we find w and A are a solution of the systemc C
W [T -W(A )] + B (A ) = 0 (6.14a)Sc e c
-W W () + B () =0 (6.14b)
On the imaginary axis these equations are real; eliminating
W c between them yields a single equation which may be solved
numerically for Ac and, therefore, wc'
Finally, the asymptotic approximation to the W-function
W(A) 1 + 3 + 15 + (6.15)
2A 4A 8A
as IAI + c, may be used to approximate the integrand to order
-4A . Thus for the integral from A to -, we have, to order
m
A-3Am
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2W - e- w (w+1-2n )+n - 4 n -2
10 (m' 2X e + 3 e e (6.16)
m 12X (1 + WT)
Combining Eqs. (6.10, 12, 16), we find
wW(X) + 1-B (A)
A0(W) = (l+Wr) de e
0 J[- W(X)] +B (X)
0e
+ I (X ,w) + R (w) . (6.17)
To calculate A () we first store values of W(X), B (A) along
the required axes from |XI =0 to IAm1. Then Simpson's rule
may be applied to the first term of Eq. (6.17) for all ;
additional evaluations of W(A), B (A) are made only for
0< W < Ac, when Re (w) is required.
Nyquist plots of A (0 ) are readily obtained by evaluating
0A
Eq. (6.17) for real values of W. Typical plots for ne <2
and ne > 2 are shown in Figs. 8 and 9, respectively. In addi-
tion to the poles at W =0, W , c, we note that there are two
zeros. One of these, at w= -l/T, occurs at a branch point
of A and has a phase velocity w/k =-cT./(eB r ). The othery o n
zero occurs for w= w >0, and therefore has a phase velocity
in the opposite direction. This frequency is primarily a
function of n e and is only weakly dependent on T /T. . We may
e 1
obtain a good estimate1 6 for w0 by neglecting * altogether in
Eq. (6.4), and rewriting
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e 1 1]+I d(.8P e() = W(M)[ - ( ) [xw()] . (6.18)
Then we have
Ao = [W - (1+ n)] dX W(X) (6.19)
0
so that
1
0. ~l + f . (6.20)
Both of these functions are displayed in Fig. 10.
Recalling Eq. (6.7), the mode with o= Wc is unstable when
' 2
R (A d /(46*) + A1 ) > 0. The growth rate can be estimated
from a Taylor series expansion of A 0() around w :
1 2Re [A d2 /(48,) + A 1 (w9)]I*I(21
Y = 1 0 o, (6.21)|3A (W)/BWI ^0 W= W0
The mode with w= -l/t requires mA > 0 in addition for insta-
bility. Thus to assess the stability properties of these
modes, we need to examine A .
6.3 Stability properties
The integral expression for A1 can be greatly simplified
by the introduction of Fourier transforms. The main advantage
is that the convolution factor g 0 ; reduces to a product of
transforms GO. Our remaining task will be to find a suitable
expression for the unknown 0.
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Recalling Eqs. (5.33a,44), we note
(g a p) (x) = i (k)G(k)e ikx (6.22)
where A = , and G is given by Eq. (5.43). Then if we
define a function
s (x) = ( e , e/x (6.23)
e 1+ WT - P e(6 e/1x)
introduce Eqs. (6.22,23) in the expression (6.9) for A and
interchange the order of k- and x-integration, we find
1 dkA = J Se (-k) D (k)G(k) (6.24)
0
where S = 7[s , and we have used the fact that S , 1 and G
are odd, odd and even functions of k.
To proceed, we need to determine $D(k). We cannot solve
Eq. (6.5) for t(k) exactly, but we can construct an approximate
solution when 6e <<p1 . Note that (6.20) implies
1 116 e 6* L me T e/
.. * o*- 1s e _ (6.25)
i rn I/2
The most rapid variations in *(x) occur for xn%6 . In this
regime the ion response is mostly adiabatic , so the second
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term of Eq. (6.6) is negligible. Taking the Fourier transform
we find
;(k) ~- e (k) (6.26)
for k jl/6 . Conversely, the long-wavelength limit is deter-e
mined by xup. for which P 1 - W. The Fourier transform
of Eq. (6.6) then gives
(k) = i7r6 sign(k) (6.27)
w o(1 + ) - G(k)
which is valid for k < 1/p .
These expressions are asymptotically matched. Noting
that G(k +=) = 0, and
S (k-+ 0) = iw e ') , (6.28)
W (1+T)
we see that the k-O limit of (6.26) is equal to the k-
limit of Eq. (6.27). An asymptotically matched expression is
;(k) -S = (k) A W(1+,). (6.29)
w (1+) - G(k)
which is valid for all k to leading order in 6 /p .
Numerical evaluation of S (k) is complicated by the l/x
decay of s (x), which leads to a discontinuity in S (k) at
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k=0. The discontinuity is removed from the numerical proce-
dure by introducing
S (k+0) x 6
t (x) = e 2 (6.30a)
0
t (x) = s (x) - t (x). (6.30b)
We then find (To = [t ])
T 1 (k) = Se (k->0) sign(k) e-lkx| (6.31)
so that T 1 (k) is continuous as k-*0. The choice of a value
for the parameter x0 is quite arbitrary; in practice it was
chosen to minimize the importance of T 1 (k) near k= 0.
(Typically xo =106 .)
Since t 1 (x) decays as 1/x , we approximate its Fourier
transform as an integral over a finite domain approximated
by a summation,
N
T1(k) =h e-ikxn t (xn) (6.32a)
n=i
xn = h ( N - n) (6.32b)
to leading order in the small step size h. Note that Eq.
(6.32) is only valid for k <<2/h; however, the integral
(6.24) converges before large k-values are reached. Finally,
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if we restrict attention to a discrete set of k-values,
k = 27k/hN, Z = 0,1, ... , Eq. (6 .32a) becomes
-27ri(1
T1 (k ) = e 2 N e2nint/N t1 (x) . (6.33)
n=l
This summation can be economically performed by using the fast
Fourier transform technique 35. Satisfactory results were
obtained for h<0.16 and N= 2m, m ll.
We can now calculate (k); a typical case is shown in
Fig. 11. The sharp peak in Im occurs when Eq. (6.27) is
valid and reflects the variation of G on the scale k vl/pi.
For k'\1/6 , Eq. (6.26) is valid; the oscillatory behavior
of i is due to 6e, since G decays as 1/k.
Numerical values of A1 (n e) are plotted in Fig. 12 for
several values of L /r . A deuterium plasma with Te = T.
s n 1
was assumed, hence ne= n, and 6*/p ~(Ls /r )/120. If we
rewrite Eq. (6.24), using Eq. (6.29),
,OD
A1 = s (k)2 [(l+T)G(k) 34
w (1+ T) - G (k)
0
we can explain some of the qualitative features of these
plots. Comparison of Eq. (6.29) with Fig. 11 shows that as
2 2k-+0, ImS2, ReS <0. Since the quantity in brackets in Eq.
e e
(6.34) is sharply peaked at k=0, we find that most of the
contribution to the integral comes from the range 0<k 'h/p ,
thus A 1 6 /p , and ImA1 , ReA1 <0.
-105-
C
-I
-3
A
XI
- .
Re D
k8e
4 8
Figure 11: Plot of cD(k) for n e = T = 1.0, T = 1,
w) = 1.5, p/ e = 8.
I
-106-
0
-.2
-.3
0
-.1
A,
-.2
-.3
0
A1 -.1
-2
c I 2 3 4 5
77e
Figure 12: Plots of A (T e) for L5 /r = 20, 10, 5.
Re&, ~
- S =20 ImA 1  -
rn
ReA, ~
- 10 ImA -
In
ImA 1
- Ls -5I A
=5 ReA 1
-107-
Referring to Figs. 8 and 9, this means that the mode with
W = -l/T is stable. The stability criterion for the other
mode is expressed in terms of A , or recalling Eq. (6.2),
X H. The mode is unstable for
rl'H d 2 7r 16 eLs0 > j> pi 6 * 4 [Re A P.'t r ' e' )]' (6.35)
which for the paramters of Fig. 12 gives
0>rH 1 (6.36)
P. 20 n ReA
These results are in general agreement with those of
Ref. (16) where the case , l and T e T was excluded from
the analytic treatment, but was considered in a purely numerical
solution. We find the same roughly linear dependence of the
stability boundary on n e Our treatment of the ion gyro-radius
effects results, however, in instability at slightly smaller
values of A (larger values of IxH1).
In conclusion we note that the non-adiabatic ion response
exerts a strong stabilizing effect on these collisionless
reconnecting modes. This stabilization increases with both
n and Ls/rn
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CHAPTER 7
7.1 Collisionless internal kink modes
In the previous chapter we saw that the non-adiabatic
ion response to the electrostatic potential was responsible
for a strong stabilizing effect on collisionless reconnecting
modes. In this chapter we shall examine what role this ion
response plays in modifying the behavior of the internal kink
modes that exist when XH >0. We note, however, that the
approach of the preceding chapter is limited by the need to
adopt the "constant A" approximation, which imposes a low-beta
restriction, 5 <<1. Since it is our desire to investigate
higher beta regimes, we shall take a different approach in our
analysis.
A related difficulty arises from the fact that near
marginal stability the vector potential is far from being
constant (although for 5 <<l it may not depart significantly
from the MHD result (5.46)). At the same time the electro-
static potential does not decay towards the boundaries of
the layer, but rather it approaches a constant. Consequently
it does not have a Fourier transform in the usual sense, which
makes the analysis of the previous chapter inappropriate.
These problems are resolve by the formulation of the problem
presented below.
The system of equations (5.41) may be rewritten
d2 ^
x - = w(h o $) (7.la)
dx
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x d A A_- (7.lb)
w Pe dx X
where we have written $ = $/$ , A = A vand
A 2
a= (a /2) (L s/rn ) was defined in Eq. (6.1). We have intro-
duced a new convolution kernel
h(x) = g(x) - (1 + WT) S(x) (7.2)
where 6(x) is the Dirac delta function. The Fourier trans-
form of h is
H (k) = (1+ Wt) (S0 - 1) - r.b(So - S ) (7.3)
2 2
where we recall b= k p ./2, S (b) =exp(-b) I (b) and Ii o,l o,1 o,l
are modified Bessel functions. Now we introduce a function
dA HX x - + 7r(.4)
whose virtue lies in its derivative
d= x .2 (7.5)dx. -2d
dx
Then if we differentiate (7.lb), A can be replaced by X:
< ldx) + -+l H = . (7.6)dx Pdx dx x
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Now if we make the replacement (7.5) in Eq. (7.la) and differ-
entiate,
d2
d2 ^[ho(d )] (7.7)
dx
we obtain a pair of equations in which only the derivative
of 5 appears. Thus when we Fourier transform Eq. (7.7), we
obtain an algebraic relationship between X I[xl and
J a [d/dx],
2Ak X(k) + wH(k)E(k) = 0 . (7.8)
Boundary conditions on X for the differential equation
(7.6) may be obtained from those on A and Eq. (7.4). In the
first place, since A is even, X is as well. Eq. (7.4) may be
inverted:
A+ - (x) -x C 1 dx(x) , (7.9)
2 x x dx
where the constant of integration was chosen to agree with
Eq. (5.46) in thelimit x++. For consistency in the limit
x+--, we require
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dx I dx = -W (7.10)
and of course X(x +±w) = 0. This condition may be expressed
in terms of d$/dx, since Eq. (5.46a) implies
dx = (7.lla)
or equivalently
E(Q) = -l . (7.llb)
To summarize, we have reformulated the original integro-
differential system of equations (5.41) in A and 4 into a new
system (7.6,8) in X and do/dx, which is, in fact, applicable
at arbitrary XH and 5. The new system has an advantage in
that the integral relation between X and d4/dx take the simple
form Eq. (7.8). We can exploit this to construct a quadratic
form for X alone. If we multiply Eq. (7.6) by X and integrate,
then
P dx xdx - X + dx X = 0 (7.12)
I a e /x wx Jd
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where the first integral is a principle value integral because
of the 1/x2 singularity of the integrand. Integrating the first
term by parts, and expressing the second in terms of Fourier
transforms, we have
- dx 1 d2+ 1 d 2( _XyHd
Jdx X()2+k 2 rlH dX]
-lim 2X(n) -- 1 dX(n) + X(n) _ r 1XHI
Sxp (6 /n) dx T x dx
+ e -'
+ =(k) X(k) = 0 , (7.13)
where we have used the fact that X and X are even. The
second term vanishes provided X satisfies Eq. (7.6). We can
eliminate E(k) in the last term using Eq. (7.8). Using the
normalization (7.10) in the first term we finally have
J[X]= dx ( )2 + 1 X2) + rlH
-W e
dk k2 2
2 r (7.14
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This quadratic form I may then be used in conjunction
with trial functions X to provide estimates of the eigenvalue
W. That is, we require
5[x] (0, r 1XHI Pi, , * , , n ; w)= 0 (7.15)
where we have explicitly indicated the parameters that appear
in Eq. (7.14). We note that the trial function must be normal-
ized according to Eq. (7.10). As a further condition, we note
that although for an eigenfunction Eqs. (7.10) and (7.11)
are equivalent, for a trial function this is generally not the
case. Thus we require Eq. (7.11) to be explicitly satisfied,
that is
X(0) = - lim SOH(k) E(k)
k +0 k2
1 ^^( ^_r 2
= - 1 A A ) 2 ( 7 .1 6 )
Finally, we note that although the form (7.14) is self-adjoint,
the function Pe (6e/|xI) is in general complex. The eigenvalue
w is then complex, and so the estimates of w made by Eq. (7.15)
are not extremal. In particular, we will not be able to place
lower or upper bounds on the growth rate y. However, we note
that insofar as the conductivity term is concerned, this
quadratic form is the same as one discussed by other authors
36
,
3 7
who found excellent agreement between variational estimates and
numerical results.
T
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7.2 Model problem
The system of equations developed in the previous section
is still too complicated to solve directly, primarily due
to the complexity of the functions P and H. In this sectione
we shall therefore look for solutions to a simplified problem,
in which the effects of temperature gradients are neglected.
That is, we set
n = ni = 0 , (7.17)
and for convenience we equate Te and T . In addition we shall
approximate the functional forms of P a: W(Se /IxI) and H
[l - S (b)]. Noting that W (X - 0) = -l and W (X+) 1/2X2
we take
2 2
26 -x1 _ _ 
. (7.18)
-2/
Since S (b-+.O) =1-b and S (b -s) = -1/2 , we approximate
k 1 (2 + k2  (7.19)
8wH(k) W(W+l) P
We shall use the quadratic form (7.14) to examine the
gross stability properties of these modes. For this model
problem, we have
-115-
O[x] ( a, , 6,/P ; W) = 0 , (7.20)
that is, the behavior of these modes can be discussed in terms
of a parameter space in 5 and
= r AH /P , (7.21)
which for the purpose of this chapter we take non-negative.
The parameter
L m /2 (7.22)
Pi 2r n M
shall be viewed as being held fixed. A convenient choice for
the trial function is
x(x) = 2  2 (7.23)
7T (x +6)
whose Fourier transform is
X(k) = 62 e-k6 , (7.24)
and these expressions make sense while Re(6 2) >0 and Be(6) >0.
The motivation for the functional form of (7.23) lies in the
fact that the MHD solution (2.54, 3.46) when expressed in terms
of x is expression (7.23) with 6 = A H* Evaluating d[x} using
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the model functions (7.18, 19), we find
A - - 2 0 (7.25)
aw (W - 1) (26 862
where the condition (7.16) gives
2 1 ^^ ^ 26 = - f aW(W+l)p. (7.26)
Solutions of Eq. (7.25) in a few limiting cases are of
interest. When y = -i >> 1, a balance of the third and fifth
terms (all others being negligible) yields
YJ = / /^1/2 (7.27a)
which in fact gives the ideal MHD internal kink growth rate
(2.53,3.42),
y = H vA/L , (7.27b)
- 1/2
where vA is the Alfven speed B /(4nnm . Another possi-
bility is a balance between the first and third terms. This
gives a low-4 unstable mode,
15 6/ ,7 8a(7.28a)
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whose growth rate may be written
y= |V5 dvAk y/2LsI . (7.28b)
This mode has been noted by other authors 2 0 ,2 1 and can exist
even for XH = 0.
An important question is the fate of these modes in
high-a regimes. Taking the limit >> 1, the last three terms
may be balanced to find
A -l
= -l + a(s) (7.29)
which implies a stabilization at high 8. In fact for XH=0,
Eqs. (7.25) and (7.26) may be combined to give
^2^2 42 +2 248 - 4 + 28 + 20 /p
^2 ^2 = 0 (7.30)
48 (w -1)
Marginal stability then occurs at
1/2
562
+ 4 + (7.31)
For deuterium, and L s/rn =10, c=0.56. These results are
summarized in Fig. 13 which illustrates the different insta-
bility regimes in the (,) parameter space.
When XH = 0 the analysis simplifies, because with the
approximation (7.19), we may rewrite Eq. (7.8) as
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Figure 13: Stability diagram for collisionless modes.
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_ 1 2 -jx-~ 7 (- d )aw (W+ 1) P ;
(7.32)
Using this equation to eliminate do/dx in Eq. (7.6) gives a
single homogeneous second order differential equation for x,
d ~26 2*2x 2d [(2~~ (2l)dX] [1~ (w = 0
dx ^ ^2 2 ^x^2 dx ^S( -)x ( - x ((
(7.33)
Now as x- , we find
I" e CKX 2 w -1K 77-
wp.
(7.34)
2 2 1/2If we define a new variable x= xK(pi/ 2 6*)
takes the simple form
then Eq. (7.33)
d- + X = 0
dx x *6 r2 dx x
(7.35)
where
^2 2
2 Pi 2
r = (2 - (
46,
(7.36)
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As long as w / [0,11, we may solve Eq. (7.35) on a contour for
which x is real; a solution decaying in x also decays in x.
Eq. (7.35) has a single solution. In the limit as
a+ 0, the solution is simply
^2
-x /2 2
x(x)=e, =1 (7.37)
which has a growth rate that scales as Eq. (7.28),
y = Id VA k /Ls (7.38)
At high values of , the solution develops the exponential
tail (7.34), while retaining the Gaussian shape near x= 0.
This is in fact guaranteed by the singular nature of Eq. (7.35)
at 'x= 0. Numerical solutions of this equation with the proper
asymptotic behavior are obtained by a shooting procedure.
That is, a differential equation solver38 is initialized at
large x using Eq. (7.34) and used to integrate inwards to x= 0.
The eigenvalue r2 is obtained by the requirement that x be
3 ^3
even. In practice we require d X/dx = 0 at x= 0, since the'
A 2
singularity at the origin demands dx/dx= 0 for any r2. The
growth rate is then computed from r2 via Eq. (7.36); these
results are displayed in Fig. 14 as functions of S. The eigen-
function x at the marginal point ac= 0.41 is plotted in Fig.
15.
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Figure 14: variation of eigenvalues 1,y 2 with $for
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-123-
This stabilization at XH = 0 can be demonstrated simply
from a quadratic form that we can construct for Eq. (7.35).
When solved for r2 it gives
2 2 2 2
dx x + (ap /26,) dx (dx/dx)
2 -' 
-0 (7.39)
dx X2 dx [ (l/x) (dx/dx) + X2
-0
2.
Thus as 5 +o, r increases at most linearly with 6. However
Eq. (7.36) implies
2 ^2 ^
r 2 2 (l-W) (7.40)
^-l 2
so that W+ -l+0( )0 . Note also that r is real, so the
marginal point is W =0.
To summarize the results of this chapter, we have refor-
mulated the collisionless reconnection equations into a form
suitable for treating reconnecting modes for arbitrary values
of . Restricting attention to modes with ? H > 0 and neglecting
the effects of temperature gradients, we found that these modes
are stable at high beta. For small X H, the stability thres-
hold was found at B <1/2. Recalling that when XH <0 there
was extra stabilization for n e> 0, we would expect stability
to improve in a more exact treatment of these modes.
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CHAPTER 8
Summary and conclusions
In this thesis we have examined the linear stability of
high temperature plasmas against the onset of internal
kink modes. For the sake of definiteness we have assumed
a large aspect ratio toroidal geometry with an axisymmetric
confinement configuration typical of tokamak experiments.
These instabilities are kinks in the sense that they involve
a macroscopic outward displacement of the center of the plasma
column, and internal modes in the sense that the amplitude
of the plasma displacement falls to zero at the plasma
boundary.
These modes were analyzed within the framework of the
ideal MHD theory in the first half of this thesis. There
we were able to identify two general eap regimes of stability.
In the low-beta, es 'e regime, the plasma is stable provided
eap is less than some critical value and q 0>1/2, where q0
is the value of the inverse rotational transform at the
magnetic axis. Above this threshold, the plasma remains
unstable until finite-beta, eOp n l regimes are reached.
There we found a second point of marginal stability against
internal kinks, which exists regardless of the value of q0'
Above this point the plasma is completely stable. This
stabilization was attributed to the enhanced magnetic tension
induced by the plasma pressure gradient which results from
the equilibrium crowding of the magnetic flux surfaces towards
the outside of the plasma.
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Recognizing that the ideal MHD solution changes rapidly
across a narrow radial layer, we considered the possibility
that non-ideal effects could play a major role in this layer
and thereby alter the stability properties of the plasma.
To address this question we assumed that the temperatures
were sufficiently high that collisions could be neglected.
Recalling from Chapters 7 and 8 that w "' wwe the assumption
W> v e, or equivalently k 1 A > 1, places the restricticn on
the temperature
Te 5/2 >n1.38 A (B n r1 r n (8.1)
1 keV) >15 10kG 104 -3 cm2 cm
where v is the electron-electron collision frequency, X
is the electron mean free path, and lnA is the Coulomb
logarithm. Then from a kinetic description of the plasma
constituents, we were able to derive a set of equations for
the electromagnetic potentials within the layer. In conjunc-
tion with boundary conditions imposed by the external MHD
solution, these equations are sufficient for a solution of
the problem. This description was then reformulated in terms
of a new function x, which allowed us to consider arbitrary
regimes of a and A., where
A a L a.2
a = )(8.2)
n
provides a measure of the plasma beta, and
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r XH1 = H (8.3)
where A H is the MHD stability parameter.
The results of our analysis of these modes are indicated
schematically in Fig. 16, where we identify stable and unstable
regimes in (X,5) space. For A <0, the ideal MHD theory pre-
dicts stability. However the low-beta analysis of Chapter 7
shows that a collisionless mode, the reconnecting mode, is
unstable below a threshold. At X= 0, which is the ideal MHD
marginal stability curve, we find what we have called the
collisionless internal kink instability. This mode is in
fact the collisionless analog of the resistive internal kink
mode. In Chapter 8 we found that this mode was stable for
a "el. As A increases, the significance of non-ideal effects
decreases, until we recover what is essentially the ideal
internal kink mode, at X1. Finally the MHD boundary condi-
tions on the reconnecting layer imply a relation between
5 and X, since AH (E) . We have indicated'this schematically
by the dashed-curve in Fig. 16 (assuming q0 > 1/2). Then we
can consider a flux-conserving sequence of equilibria starting
at low-beta and progressing towards finite-beta regimes. We
would expect the plasma to be unstable to the reconnecting
mode, the collisionless kink, and finally the ideal internal
kink, before finally stabilizing at finite-beta regimes.
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This picture is, however, incomplete to the extent that
we have not been able to analyze the reconnecting modes for
a' 1. On the other hand, the topology of Fig. 16 suggests
that this is a regime of stability for the reconnecting modes.
In addition, recent work on tearing modes, the resistive
counterpart of collisionless reconnecting modes, shows that
these modes are stable at -1 in the limit of low collision-
ality.39 Furthermore, the effects of temperature gradients
on the collisionless kinks were completely neglected. On
the basis of the analysis for the reconnecting modes, we
would expect additional stabilization to result from their
inclusion in the analysis. Aside from these noted exceptions,
our description of these collisionless modes can be considered
complete.
Improvements and extensions to this theory might be made
in several ways. We recall that the MHD calculation of XH
was performed using circular cross-section flux surfaces.
Ideally we would like to include small amounts of ellipticity
and triangularity in order to make a better approximation
to experimental configurations. Realistically, however, this
could prove an intractable analytic problem; the better pros-
pects for results probably lie with the fully numerical
approach using equilibrium and stability codes.
As far as the collisionless calculation is concerned,
we note that we proceeded on the fairly strong assumption
that the perpendicular component of the vector potential
could be neglected. Although this assumption is a priori
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reasonable at low-beta, it is probably not valid when -1.
In this case we should redo the calculation of Chapter 5 to
derive a set of three coupled equations in $, , A . We
should also note that the matching between MHD and slab regions
was made with the leading 1/(r -r 1 )2 singularity in dc/dr
given by Eqs. (2.51) and (3.41). This allowed us to perform
the analysis within the collisionless layer using definite
parity functions. The next order corrections to Eqs. (2.51)
and (3.41) can be calculated, and in fact introduce a small
antisymmetric component to the boundary conditions (5.46),
thereby breaking the symmetry within the layer. Collisionless
equations retaining this asymmetry within the layer have
been derived40, but their analysis is extremely difficult.
A more serious difficulty resides in our choice of a
slab geometry for the reconnecting layer. In a full toroidal
geometry, we recall that the local value of the inverse
rotational transform
q rBt rTD
q t r (8.4)
p R
depends on the poloidal angle through D. Thus the resonant
surface is not in fact coincident with the q(r) =1/n surface.
Thus we should consider abandoning the slab layer as presently
formulated, and instead consider a fully toroidal treatment.
At the same time, retention of the m=2 harmonic in the mode
resonant layer may be necessary.
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Finally there is the question of the non-linear
evolution of these modes. The importance of the ideal internal
kink has often been underrated due to the fact that it seems
25to saturate non-linearly at a relatively small amplitude
This non-linear evolution should be investigated in finite-
beta regimes.
On the other hand, there are indications that the internal
kink has been observed in recent experimental work. High-
frequency oscillations without sawtooth oscillations were
observed in the JFT-2 tokamak, and a possible explanation
in terms of the ideal internal kink, or perhaps the m= 1
41
resistive internal kink, was proposed . (The temperatures
in this experiment are still too low for a collisionless
kink.) More recently the PDX group has reported MHD "fish-
bone" activity at high neutral beam injection power, which
42
they interpret in terms of an ideal internal kink4. Clearly
there are many prospects for future work on these internal
modes.
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APPENDIX A
In this appendix we determine the Green's function G(r,r)
that is used in Chapters 2 and 3 to express x2 in terms of
x By definition G(r,r) satisfies
A 3 A36(r-r) +2 A^A
L(r) G(r,r) =-r E2 (r) + r 3 (r)S(r-r), (A.1)
subject to the boundary conditions
G(O,r) = G(a,r) = 0 for 0 < r < a . (A.2)
The differential operator L(r) is defined as
L(r)G(r,r) 2r2 E (r) 3G(r,r)
+ [(r2E5 (r) 2rE6 (r) G(r,r) , (A.3)
and the coefficient functions E. are given in Chapter 2
for the low-beta case and in Chapter 3 for the finite-
beta case. Except for r=r, G satisfies L(r)G(r,r) =0.
Thus we set:
G(r,r) =G+ +(r) (ir-r)-, (A.4)
where x+ and x_ are the solutions of the homogeneous equation
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L(r) x+ (r) = 0 , (A. 5)
that satisfy the boundary conditions
x_(0) = 0 , (A.6a)
x+(a) = 0 . (A.6b)-
The ± subscripts refer to r < r, and the boundary conditions
(A.6) are such that Eq. (A.2) holds. The normalization of
x+ is arbitrary. Next we must determine the coefficients
G (r) so that Eq. (A.l) is satisfied at r =r. The inhomo-
geneous terms of Eq. (A.1) force both G and its r-derivative
to be discontinuous at r= r. The first of these two terms
balances the discontinuity:
E 2 (r)
G(r+0,r) - G(r-0,r) = - (A.7a)
2E4 (r)
In addition, if we integrate Eq. (A.1) across r= r, we find:
^ ^^ A E (r)DG(r+0,r) 
_ aG(r-O,r) 
-
. (A.7b)2rE
4 (r)
Substituting our expression (A.4) for G(r,r), we arrive at
the pair of equations:
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E2 (r)
G+ (r) x G (r)_ (r)x =r) - ( r 8a)
G+ (r)r x. r) - G_ (r)rx_(r) (A.8b)
2E4 (r)
The solution is:
3^  2^
E2 (r)r x:;(r)+E3 (r)r x;(r)G+ (r) =3 (A.9 )
2E (r)r [x+ (r)x (r)-x +(r)x_(r)]
The denominator of this expression is 2r3E4 times the Wron-
skian of x+ and x_, and is therefore a constant which we choose
to evaluate at r =r . Then if we normalize x+ so that
x+ (r ) = 1 , (A.10)
and define
b = [ r x(r ) - 11 (A.1la)
c r1  x (r ) + 3] , (A.llb)
we find
3  2  
A
E2  X(r) +E 3 ( )r x-(r)
G+ (r) 2 8 4 (A.12)
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Again we point out that, although formally defined in the
same way, these quantities are different for each beta regime,
due to the different definitions of the coefficient functions
2E . In regimes where es <<l we have E 4= (1/2-p) . Thus,
if p (a) < 1/2, Eq. (A.5) has a regular singular point at the
m= 2 mode resonant surface r2. In order for x+ to represent
a physical displacement and still satisfy the boundary condi-
tion at r=a we must take in this case
x+(r) = 0 for r2 < r < a . (A.13)
For r <r 2 ' x+ is then taken to be the solution of (A.5)
which is finite at r= r2. No such problem arises in the
finite-beta regime where E4 never vanishes.
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APPENDIX B
In this appendix we derive some useful bounds for the
parameters b and c defined in Eq. (A.ll). For the purpose
of calculating these parameters it is convenient to transform
Eq. (A.5) to a first order Ricatti equation:
r Z + h Z + h2 + (Z + 3) (Z 1) 0, (B.1)
where
rx
Z - , (B.2)
x+
rE
h = ,E4  (B.3)
1 E4
rE +2E -2E
and h 2 = 3 + 5 2E 6 (B.4)
The boundary conditions for Z are now:
Z (r-*) = 1 , (B.5a)
z (r + a) = , (B. 5b)
+ r-a
with the exception that, when E8p <<1 and r2 <a, the boundary
condition for Z + is changed to:
r-r2
Z+(r-. r 2 -r (B.5c)
+ r 2
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as discussed in Appendix A. In terms of Z+, the parameters
b and c are:
b = 1 [Z_(r ) - 1] , (B.6a)4 -
1
c = z [Z+(rl) + 3] * (B.6b)
In regimes where eap <<l we have:
hl = - 2 (B.7)1 1/2 -
h2 = 0 . (B.8)
We consider q(r) profiles that are monotonically increasing
(and parabolic near r= 0). Then Eq. (B.7) implies h1 <0 for
0 <r <r 2 ' and from Eq. (B.l) we see that Z+ must be positive
wherever Z+ should equal 0 or 1, and negative if Z < -3.
In addition, as r +0, Z_(r) approaches 1 from above. Given
this behavior of Z_ near r = 0 and the boundary condition
(B.5b) or (B.5c) for Z+, we conclude that Z_(r ) >1 and
z+ r1 ) <0, hence b >0 and c <3/4. Also if r2 <a and the
boundary condition (B.5c) applies, then Z+(r) > -3 and c >0.
When r1 approaches a, Eq. (B.5b) applies and c tends to -<.
On the other hand, when r1 approaches 0, Eq. (B.l) forces
Z+(r1) to approach -3 from above and c becomes positive.
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In finite-beta regimes it is convenient to transform
Eq. (B.1) into the integral relation:
r q -2
-l 2  1 +[h2 (r)-3]Z(r)Z(r) =r E4(r) dr,3 (B.9)
r E4 (r)
r 0
where r0 is a constant of integration that should be fixed
in such a way that Z satisfies its desired boundary condition.
With r0 = a, the solution of Eq. (B.9) satisfies the external
boundary condition (B.5b) for Z+. The solution Z is obtained
as the (pointwise) limit of solutions of Eq. (B.9) when r0 )0'
so that the internal boundary condition (B.5a) is satisfied.
Now, although we know that E4 > 0, it is difficult to obtain
bounds on Z+ and Z_ due to the complexity of the h2 - 3 term.
However, in the very high-beta (eSp >>1) limit, where a tends
to zero except in a narrow region near the magnetic axis,
this term makes a negligible contribution to the integral
2
because h2.- 3 is of order a2. Then, provided r1 is not near
zero, we find Z +(r ) <0 and Z_(r ) >0 so that c<3/4 and
b > -1/4.
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APPENDIX C
Here we average over the Vlasov equation for electrons,
3f Df af
+ v -----(E +-vxB) 
- = 0 (C.l)t - m . c- - 3v
to eliminate their rapid gyro-motion. We transform to guiding
center coordinates
R = r + v x b (C.2)
S e * f
where b =B/B, 0 = -eB/m c. Then we expand the distribution
. e e
function in powers of Q
fI(R , v , a) = f0 + f1 + ... (C.3)e0 1
where v,, =v *b, v,= v x bI and a is the gyro-angle. To
leading order in 2 e the Vlasov equation becomes
af af
Q (v x b) - = 0 = 0 (C.4)
and in the next,
af af af DR af0 0 +- .
- e
+ a (f + R - ) = 0 . (C.5)+e a ( 1 + DR
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From (C.4) we conclude f0(R, v , v.,). Since f must be
periodic in a, we can eliminate the last term of (C.5) by
averaging over a. Noting that
- E a E x a (v - b) cE x b (CM av B- av -- B
e 
-
and
da (v - ) , da (El-) 0 (C
we find
af af af af
+ v b - + cExb o - E - b =0 (Cat I R B DR mi- -v a V
.6)
.7)
.8)
Identifying the electron position r with R gives Eq. (5.14)
of the main text.
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APPENDIX D
In this appendix we solve the Vlasov equation (5.29)
by the method of characteristics in order to calculate the
ion response.34 Writing the Vlasov equation
df.i af. af. af
t + v . + a -v = ,(D.1)
where
a = e (E + 1 v x B), (D.2)
we see that the phase space density f.is constant along the
particle trajectories. Thus any function of the constants
of motion gives us an equilibrium solution. We choose
f (up ) n -H/T , (D.3)Mi y 3/2 3 e ,
where in our x-dependent equilibrium the energy and y-component
of canonical momentum are the only constants of motion
=1 -*2H = m v (D.4a)
P = m.v + m. .x D.4b)y i y 11i (D. 
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where Q. =eB /m.c. Note that the x-dependence of n, T. and
1 0 1
v= (2T /m )1/2 must be expressed via P . In response to
potentials
2 'j[lp (k) = P eik .r-i t (D.5a)
}A kik -r-iwt
- xA ( ez (D.5b)
we find a change F in f. determined by
dF
=
a Mi
av (D.6)
But
Mi Mi Mi
=miL H +mi DP -y
(D. 7)
and
e e - e (v - )a t - -~~ -j(v T ~)
so that
- af
dF Mi do e ~ 1
dt 3H t e e- -D cv-
3 H+t [ + e (5 - T - )]
Py cd
(D.8)
(D.9)
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Thus
F (t) = [e; + iwe (t - - v - ) I] -fH'
c 3
+ [ + ik e (4- v - T)I] Mi (D.10)
c y y c - P
where
I = dt ek- (r-r) i (D.ll)
is an integral over the trajectory r(t) of the particle which
terminates at r= r(t). Since p . <<L we shall neglect the
effects of shear on the ion orbits, and take v ~v e +v e ,
v = vz. The main effect of the shear is to introduce an
effective k, =k yx/L . Also we shall neglect k l/r compared
to k x 1/6. Thus we may write
.0
ik v ik v
I = dt exp[ sin~t - XY (cosQ--)
+ ik vzt - iwt] , (D.12)
and noting that
Mi 1 Mi 1 Mi
3H T Mi P m.2. ax (D.13)
y i
-147-
we find
ik yT. i af .i
F(t) - (f .+iWIf i I MiT. Mi Mi m. . ax
1 11i
~ .ik T. af
+ el (L v if . I v I Mi ) (D.14)T. c z Mi m.co. z ax
The perturbed ion density and parallel current are given by
(5.32,33); noting F= '1[f]
= <F> (D.15a)
= e <vzF> (D.15b)
where
<...> d I ... ) (D.16)
Defining w .=-k ycTi/eBo r n we then have
J [Ei =+ Mi> + iw<IfMi *ir <Ifmi
+ i [ <vz Mi> i rn z Mi>]
[ =  e <v f .>+iw<v If .>+iw .r <v If .>illi T [z Mi z Mi in ax z Mi
+e2; iw<v2 Mi> +i IrV 2 I> (D.17b)
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where the notation a /Dx reminds us not to differentiate k
(.cf. Eq. (D.14)). The velocity integrals may be performed
to give
<f = n (D.18a)
jOk v.t
<If n dt exp(bcosst -b - -iwt) (D.18b)Mi 4
r 0 2 2t2/ik v.t\ k 2
<vz I Mi> nv Jdt 2 )exp(bcosot -b - - iwt)
(D.18c)
2
<v I >
0 2 2 2 2 2 2
nv 2 dt 1 -l' 4 exp (bcos At - b- N - is t t) (D.18d)
2 2
where b =k p /2. Using the identity
bcosat = I (b) eitt
where I is the kth modified Bessel function, and the conven-
ient definition of the plasma dispersion function 33
ix
z ()L) = 2ie~ 2 d e~ 2 (.9
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the integrals (D.18) may be expressed
<If Mi =
ne -b Z I (b) Z (A)
k. = -0 2 2
inv. e
1. E (b) [l +X z Z (XA)]<v If .> = -
<v If .>
z Mi
. 2 -binv . e
Nv. E I (b)[Xz= -CO +X Z(A )] . (D.20c)
However in the limit w >>vk. y , W a ,, we have X >> 1 for all
Z, so that we can approximate
<IfMi e-b I (b)
W 0
k v2
z Mi 2w
2
< i v .Mi -
(D. 2la)
(D. 2 lb)
(D.2lc)
Recalling that dI 0 /db = 1 1 (b), and defining S2. (b) = e-bI, (b), we
find for the derivatives
a <I in + nib (S -S )]
a-x <'Mi> - i o l1- 0
__ 
_k v. 'a .
<vl - i - <If .> -- <Ifax- z~fi Ml 2w (ax Ml i nfi
(D. 22a)
(D.22b)
(D. 20a)
(D.20b)
z mi
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2 TV fi
<v IMi ( <If> Mi> , (D.22c)
n
where n.= dtnT./dknn. Inserting (D.21,22) into (D.17) and
identifying k with k then gives the result (5.36,37) quoted
in the text.
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