Abstract. As a simple and effective feedforward neural network, extreme learning machine (ELM) can randomly generate the connection weight between input layer and hidden layer and the hidden layer neuron threshold. Extreme learning machine can be used to solve the classification problem, but its classification accuracy is not good enough. In this paper, we proposed an improved firefly algorithm called IFA and use it to select the parameters in ELM. Experimental results showed that the IFA can solve the premature problem and the classification ability of ELM can be improved by the use of IFA.
Introduction
The firefly algorithm is a kind of swarm stochastic optimization algorithm, which is based on the characteristics of the light emitting and aggregation behaviors of the firefly in the natural world [1] .
In the running process, firefly use their own fluorescein to forage food and communicate with other fireflies around. In general, the higher the individual fluorescein, the more fireflies will gather around. Firefly move through searching other individual, which is more bright.
But the basic firefly algorithm has the disadvantage about falling into local optimal solution. In order to solve this problem, this paper proposed an improved firefly algorithm by changing the displacement formula. The improved formula took the population information into account and the experimental results showed that the improved firefly algorithm can solve the premature problem and can be used in function optimization [2] .
The feedforward neural network with gradient descent has disadvantage about slow training speed and being easy to fall into local optimal solution. Therefore, researchers have put forward the theory about extreme learning machine. The theory is a simple and effective method of single hidden layer feedforward neural network, which can randomly generate the connection weight 'w' between input layer and hidden layer and the hidden layer neuron threshold 'b' [3] . In addition, for these two randomly selected parameters, there is no need to adjust them in ELM training process. By setting the number of neurons in the hidden layer, we can get the only optimal solution. Compared with the previous neural network method, ELM has the advantages about fast learning speed, good generalization performance, and so on [4] .
Based on the above advantages, ELM can be used in many classification problems. But the classification accuracy of basic ELM is not good enough. In this paper, the improved firefly algorithm is used to select the parameters in ELM so as to improve its classification ability. After establishing the IFA-ELM model, the UCI data set is used to verity the classification accuracy of the model.
IFA Introduction

Basic Firefly Algorithm
In firefly algorithm, each firefly represents a potential solution of the problem. In the iteration process, fireflies will continue to search around the brighter individual to update their own position and find better solution. Finally, fireflies will gather around the most bright individual to search the global optimal solution [5] . The displacement of firefly can be defined as follows:
In the above formula, i x and j x is the ith and jth firefly's position and the jth firefly is more bright than ith firefly.
 is step length factor;
is the random disturbance term.
Improved Firefly Algorithm
In order to solve the problem that basic firefly algorithm is easy to fall into local optimal solution, we proposed IFA model. In this model, we put the brightest individual into account. So, fireflies can learn the best individual position in the process of moving. This method can increase the global search speed. In addition, in order to make fireflies move reasonably, several weight factors were set up to control them. On the other hand, we improve the fixed step length factor. The new step length factor will decrease linearly based on iteration number. This approach can make fireflies have higher global search ability in the initial iteration and have higher local search ability in later iteration. The improved formula shows as follows:
x is the best firefly's position.
In the above formula, max T is the maximum number of iteration; t is the current iteration number.
Numerical Simulation
In order to verify the effectiveness of IFA model, 5 standard test function are used to test its optimization ability. Function is defined as follows: In these 5 test functions, their theoretical optimal solutions are zero. In order to illustrate the contrast result, basic firefly algorithm and the method used in literature [6] are used to compare with IFA. In algorithm setting, the population is 20, the iteration number is 200. The maximum value, minimum value and average value are used to evaluate the performance of these algorithm. The experimental result shows as follows: As we can see in the above table, the IFA algorithm in this paper did better than other two models in function optimization. It has a fast convergence speed and solves the premature problem.
IFA-ELM Model
ELM is composed of three parts, input layer, hidden layer and output layer. These three layers are connected by neurons. There are n neurons in the input layer, l neurons in the hidden layer, m neurons in the output layer [6] . The connection weights between the input layer and the hidden layer can be defined as follows: 
In basic ELM, the connection weight 'w' between input layer and hidden layer and the hidden layer neuron threshold 'b' are selected randomly. In order to improve the classification ability of ELM, IFA is used to select these two parameters. Use classification accuracy of the training sample as a function fitness. Firefly will continue to search the optimal parameters by iteration.
Simulation Verification
In this section, two UCI data set is chosen to verify the classification ability of IFA-ELM model. In these two data sets, iris is a three classification problem, it contains 150 samples and 4 attributes; wine is a three classification problem, it contains 178 samples and 14 attributes. Considering the randomness of the data extraction, the randperm function is used to create random numbers for selecting train samples and test samples. In order to illustrate the classification performance, basic ELM model and FA-ELM model are used to compare with the IFA-ELM model. The experimental results are as follows: 
Conclusion
This paper proposed an improved firefly algorithm and we use it to select the parameters in extreme learning machine. Experiments showed that IFA algorithm has a fast convergence speed and can
