The §ow ¦eld over a 3 degree blunt cone is investigated with respect to a hypersonic stability analysis of the boundary-layer §ow at Mach 6 with porous as well as smooth walls by comparing local direct numerical simulations (DNS) and linear stability theory (LST) data. The original boundary-layer pro¦le is generated by a ¦nite volume solver, using shock capturing techniques to generate an axisymmetric §ow ¦eld. Local boundary-layer pro¦les are extracted from this §ow ¦eld and hypersonic Mack-modes are superimposed for cone-walls with and without a porous surface used as a passive transition-reduction device. Special care is taken of curvature e¨ects of the wall on the mode development over smooth and porous walls.
INTRODUCTION
A typical challenge for reentry vehicles during a §ight is the e¨ective control of the hypersonic transition from the laminar to the turbulent state of the boundary layer. In this work, the passive manipulation of the transition is performed by the use of porous surfaces to in §uence the growth of the second mode, which is an acoustic instability. The second or so-called Mack-mode [1] is the dominant mode for the transition process at hypersonic Mach numbers and the ¦rst goal of the transition control in this regime is to prevent or delay the growth of Mackmodes. The ability of a microporous surface to delay the transition, at least in some cases, was demonstrated by Maslov [2] in shock tunnel experiments of the §ow over a cone. The e¨ect was found to become stronger as the Knudsen number increased, as modeled by the linear theory within the slip §ow regime. Fedorov et al. [3] used a di¨erent type of surface and demonstrated that similar e¨ects could be achieved with thin porous coatings with a random microstructure. As shown in former studies, the e¨ect of porous walls with a uniform and nonuniform pore Figure 1 Mach number distribution on the hypersonic cone and extracted boundarylayer pro¦le distribution and adiabatic as well as cold walls, can be simulated successfully by two-(2D) and three-dimensional (3D) DNS-calculations. These studies are carried out by a DNS of the resolved rather than modeled pores with a 4th order ¦nite di¨erence code, which is well validated for various geometries [4, 5] . The resolved pores allow an evaluation of the accuracy of simpli¦ed onedimensional models used in investigations based on the linear stability theory and this evaluation is carried out very successfully in the mentioned studies.
For wind tunnel experiments, mainly conical models are used due to the axisymmetric §ow ¦eld that does not necessitate a special treatment of boundary conditions, but provides a §ow de¦ned by only one plane through the axis (Fig. 1) .
For these wind tunnel conditions, di¨erent studies with porous walls are carried out by LST with absorptive boundary conditions implemented. For DNS calculations, it is possible to adapt these boundary conditions for NavierStokes solvers, but up to now, these con¦gurations were never simulated by DNS with resolved pores. Interesting questions with respect to these con¦gurations is the in §uence of the wall curvature on the Mack-modes in contrast to the local conical boundary layer used for DNS calculations over a §at plate. The LST simulations suggest a minor in §uence of the curvature terms on the growth rates near the transition, but a veri¦cation of this statement by DNS is a necessity for future studies.
Such a conical §ow ¦eld over a 3 degree blunt cone is investigated in the present paper with respect to a hypersonic stability analysis of the boundarylayer §ow at Mach 6 with and without porous walls by comparing local DNS and LST data. The original boundary-layer pro¦le is calculated by a second order ¦nite volume solver, using shock capturing techniques to generate an axisymmetric §ow ¦eld (see Fig. 1 ). Special care is taken of curvature e¨ects of the wall on the mode development on smooth and porous walls.
NUMERICAL METHODS
Two simulation techniques are used in this work. Direct numerical simulations are used to provide complete solutions for the §ow over and in the pores, while a linear stability code was used as a cheaper prediction method. A temporal formulation, with periodic boundary conditions in the streamwise direction, was chosen for comparison since this allows an e©cient concentration of grid points to resolve multiple pores within one wavelength of the instability. Indeed, the simulations would not be feasible if the spatially-developing approach was taken, due to the large computational cost.
Direct Numerical Simulation
The equations to be solved are the compressible NavierStokes equations for the §ow of a perfect gas with the density ρ, the velocity components u i , the pressure p, and the internal energy e, written in conservation law form as
where E = e + u i u i /2. Forcing terms f i and g are included in the right hand side of the equations so that a speci¦ed parallel base §ow ρ(y), u i (y), E(y) is time independent. In practice, these terms are evaluated numerically within the code by computing and storing the initial residual. The base §ow and the forcing terms are zero within the pores. This approach means that the laminar base §ow is maintained exactly for smooth walls, whereas for porous walls the §ow is able to adjust to a local solution of the governing equations. This allows the formation of a small slip velocity when an average streamwise velocity is computed over the wall plane.
The equations are closed with the perfect gas law together with the constitutive relations for q i and τ ij [5] . The normalization of the §ow quantities is carried out for all spacial coordinates by the displacement thickness δ * , for the pressure by P ∞ and for the velocities by
at the boundary-layer edge. The reference time-scale is consequently chosen by
The base §ow is obtained from a separate solution of the cone-geometry by the second-order ¦nite-volume version of the FLOWer code, including shock treatment. A base §ow inside the H2K wind tunnel in Cologne at Mach number M = 6, Reynolds number Re = 28,738, Prandtl number Pr = 0.72, the ratio of speci¦c heats γ = 1.4, and an adiabatic wall boundary condition is considered. The viscosity µ is prescribed by Sutherland£s law with the constant of 110.4 K and the reference temperature of 64.63 K, leading to the wall temperature of 434 K. The same Sutherland coe©cients are used for the thermal conductivity κ. This boundary-layer pro¦le is extracted inside the bow-shock before being interpolated onto the DNS-grid by a cubic spline method. While former DNS of porous surfaces have calculated instabilities in §at-plate boundary layers [5] , for the ¦rst time, a pro¦le at real wind-tunnel conditions from the tested conegeometry is chosen.
To study the curvature e¨ect on the Mack-mode development in this pro¦le, it was placed arti¦cially at di¨erent streamwise locations of the cone surface near the beginning, middle and end of the porous surface-part. Consequently, only one parameter is changed and the growth rates are kept comparable, even though the real pro¦les at these positions di¨er signi¦cantly. The pro¦le is taken from the end of the porous layer at the surface co-ordinate S * = 761 mm on the wind tunnel model, and at the displacement thickness of δ * = 2.069, resulting in a nondimensional coordinate of S = 376. The other positions are S = 245 and 134, all nondimensionalized by the same δ * . The DNS-calculations in this paper are made with a high-order variant of the DLR FLOWer code. The basic FLOWer code solves the compressible Reynoldsaveraged NavierStokes equations on block-structured grids with second-order ¦nite volume techniques and cell-centred or cell vertex variables. The high-order version used in the present work [4] uses fourth-order central di¨erencing based on standard compact ¦nite di¨erences in a cell-centred formulation, together with high-order compact ¦lters that are applied at the end of each time step. Options are available for a skew-symmetric splitting the convective terms and for sponge-zone boundary conditions to reduce re §ections. For the present work, a 6th order ¦lter and the standard conservative form of the Euler terms are used. The time advancement is by a three-step second-order RungeKutta method [6] . For the present work, the calculations are limited to rectangular pores so that grids match at the interface, removing interpolation as a possible source of error are limited.
A grid stretching function is used in all cases that places more points near y = 0. Including cases with pores the function is given by
where η m < η < 1, c and η m are chosen iteratively near the target c so that y(η m ) = −d, with d being the pore depth, and an integer number of grid cells within the pore. For the conical meshes, these 2D grids are tilted and turned around the cone-axis with 32 spanwise cells to generate local parts of the smooth-cone surface as shown in Fig. 2 . The increasing curvature at the decreasing streamwise coordinate is evident. Two di¨erent spanwise extents of 0.5δ * and 4.0δ * , which denote the arc-length at the respective position, are chosen to demonstrate the in §uence of this dimension. This is especially important for the simulation of pores where the spanwise extent is with 0.32δ * even smaller to limit the large computational costs for more than four pore-rows.
An overview of the conical grid with pores of 0.4834 depth is shown in Fig. 3 at S = 134. The curvature in the pores is particularly visible at the ¦rst plane with four pores. The calculations use periodic boundary conditions in the x and z directions. The use of a periodic boundary condition in x corresponds to the temporal formulation of the linear stability theory. This approach is supported by [7] and [5] where it was found that spatial and temporal results could be interchanged to a good accuracy using the Gaster transformation, at least for Blasius-pro¦les. It has to be pointed out that the Gaster transformation as a ¦rst-order approximation can reduce comparability for the chosen conditions due to signi¦cant deviations of the boundary layer from the Blasius approach. A no-slip adiabatic wall is applied at y = 0 and on surfaces within the pores. At the outer boundary, the characteristic conditions are used. 
LINEAR STABILITY THEORY
The NOLOT code, NOnLocal Transition analysis code [8] , was developed in cooperation between DLR and FOI and can be used for local as well as nonlocal analyses. In this work the local linear spatial approach is used, which is a subset of the nonlocal stability equations. The equations are derived from the conservation equations of the mass, the momentum, and the energy, which govern the §ow of a viscous, compressible, ideal gas, formulated in primitive variables. All §ow and material quantities are decomposed into a steady laminar base §ow q and an unsteady disturbance §ow "(x, y, z, t) = q(x, y) + " q(x, y, z, t) .
The laminar base- §ow q is calculated by the ¦nite-volume version of the DLR FLOWer code. As described above, this code solves the compressible Reynoldsaveraged NavierStokes equations for a perfect gas §ow on block-structured grids, using second order ¦nite volume techniques and cell-centered or cell vertex variables.
The disturbance " q is represented as a harmonic wave
with the complex-valued amplitude function q. In the following, the hat over a variable denotes the amplitude function. Since NOLOT is a spatial code the wavenumbers α and β are the complex quantities and the frequency ω is the real value. The parameter α i is the growth rate, which is the quantity of primary interest. The boundary conditions in NOLOT for a smooth wall (at y = 0) are:
The NOLOT code is validated by several test cases against published results, including DNS, PSE (parabolized stability equations), multiple scales methods and LST. A good summary of the validation is given by Hein et al. [8] . For the treatment of porous surfaces, additional boundary conditions are implemented. The veri¦cation of this porous boundary condition against the Southsampton LST code and DNS is given in [9, 10] . The validation of LST against experiments on the smooth and porous cone in the H2K of the DLR Cologne can be found in [11] where a good agreement between experiments and the present approach is shown. The boundary conditions for porous walls are taken from [2] , a complete derivation can be found in these references. The conditions are given by u w , v w = 0 ;
where a subscript w denotes the value at the wall. Fedorov et al. have shown that the thermal admittance B has a marginal e¨ect [12] . It is consequently neglected in the present work. The pores are taken to be circular with the radius r, and all variables are normalized with respect to free stream values, with a reference length given by the displacement thickness of the boundary layer. The pores of di¨erent geometries, namely, 2D grooves and circular or quadratic pores are kept comparable by he hydraulic diameter, de¦ned as d h = 4A/C where A is the pore area and C is the circumference. The hydraulic diameter was suggested by Fedorov et al. in 2003 as a method for comparing pores with di¨erent structure and is widely used in various studies [9] .
RESULTS

Curvature In §uence on Mack-Modes in a Smooth-Cone Boundary Layer
For all following simulations, the aforementioned boundary-layer pro¦le at windtunnel conditions is chosen. From linear stability theory, the wavenumber of the peak-growth-rate is chosen [5] which is ω i = 2.8575. It has to be mentioned that for all following calculations, only qualitative comparisons between DNS and LST are possible, since the NOLOT code includes pressure and velocity gradients for the stability calculations, while these in §uences are omitted in the DNS. Nevertheless, for the smooth cone, comparisons are shown to demonstrate the reasonable agreement of the two approaches. The DNS is set up on a grid, using 32 points in the streamwise x direction and 320 points in the wall-normal direction y, in which the grid was stretched with a coe©cient c = 3.5 in (1). The DNS is initialized with an arti¦cial disturbance at t = 0 and the eigenmode is allowed to develop from this. The initial disturbance is given by
with y as the wall-normal co-ordinate on the cone and all other variables initialized to the base §ow condition. For di¨erent spanwise grid-extents, Fig. 4a shows the development of the natural logarithm of the root mean square of the v and p perturbations (integrated over the y direction) as the simulation proceeds. By t = 4, the unstable mode has emerged and grows strongly over the remainder of the simulation. For this stage of linear growth, linear ¦ts through the respective data points are carried out and added to the diagrams by using the same line patterns as denoted in the legend but without the symbols that mark original DNS data (see, e. g., Fig. 4 ). An exception are the LST-simulations in Fig. 4a , for which the straight black lines are also added in the legend. Though at later time-stages the modes for L z = 4.0 spanwise instabilities can be expected in the Mack-mode development, the growth rates ω i in the linear regime between t = 4 and 20 are nearly independent from the spanwise extent. In addition the curvature e¨ect is shown to be minor, since the calculation for a §at plate is also very similar in the growth rate, as well as the LST calculation with NOLOT. The DNS results di¨er from each other by less than 0.3% and from the LST-simulation by less than 2.5%. At di¨erent streamwise positions, the situation di¨ers (Fig. 4b) . The relaxation from the initial perturbation to the linear mode-growth takes significantly longer for larger curvatures and the growth rate di¨ers by around 2.6% between the largest slope at S = 134 and the smallest at S = 376. Generally the in §uence of the curvature is minor for the investigated case, since even the largest nondimensional curvature κ, de¦ned by κ = δ * /r local , is in a range of 0.14, which is still a small value.
Grid In §uence for Porous Surfaces
In this section, the investigations of grid-in §uences in the DNS-calculations with pores are presented. For the experimental setup, 80-micron circular pores at the porosity of 0.125 are distributed over the cone. For the given condition, 18 pores/wave-length result from this prescription at a hydraulic diameter of 80 µm or an equivalent groove diameter of 40 µm. Quadratic pores of 80 µm in diameter are distributed in two or four spanwise rows for the 3D computations.
Contours of the wall-normal velocity are shown in Fig. 5 for 2D and 3D pore geometries after the development of instabilities. As a ¦rst step, 2D simulations at S = 376 with spanwise grooves are compared at di¨erent cell-numbers inside. 6, 8, and 12 cells are distributed through the grooves and the results are very close (Fig. 6a) at deviations in the range of 1.3%. Consequently, 6 cells inside the pores are shown to be su©cient for the present study. The in §uence of the pore-number in spanwise direction is signi¦cantly stronger (Fig. 6b) . The growth rates for 2-rows of pores and a calculation without any curvature deviate only by 1.8%, since the spanwise extent for two pores is only 1/9 of the wavelength. The growth-rate di¨erence between two and four spanwise rows is with 3.8% more than doubled, which can be expected for the doubled spanwise extent. For this reason, all grids with quadratic pores are generated with four spanwise rows. 
Curvature E¨ects on the Porous Cone
For comparison of di¨erent pore geometries, the hydraulic diameter is introduced in former sections. The in §uence of this simple quantity for comparison of complex pore geometries is investigated in former studies [10] , and is very useful for deep pores. In Fig. 7a , a comparison of growth rates from 2D grooves and quadratic pores with equal hydraulic diameter shows a good agreement. The curvature e¨ect on the growth rate over a porous coating is demonstrated in Fig. 7b where the same tendency as for the smooth cone is visible. Again, the largest slope is found at S = 134 and the smallest at S = 376. Even the deviation in the range of 2.3% is similar to the value for a smooth cone.
CONCLUDING REMARKS
Within this study, a second mode stability analysis is performed for a boundarylayer §ow at Mach 6 over a smooth cone and porous coatings at di¨erent positions along the cone surface. For this investigation, the boundary-layer pro¦le is generated by a ¦nite volume computation of the axisymmetric cone inside the DLR-H2K wind tunnel. Only one representative boundary-layer pro¦le is extracted and the growth of second-mode instabilities in the base- §ow pro¦le is simulated by DNS for the same pro¦le at varying spanwise curvatures, corresponding to the respective position. As usual, the maximum-ampli¦ed wavelength is chosen for the Mack-mode and the DNS is designed as a temporal approach. It could be shown that the curvature of the cone surface on the growth rate of the instabilities is minor for this case from a wind-tunnel-model geometry. A grid convergence study of di¨erent cell numbers inside 2D grooves is carried out and di¨erent numbers of spanwise rows for quadratic pores are investigated. The hydraulic diameter has shown to be an adequate similarity parameter for di¨er-ent pore shapes, even for this axisymmetric §ow-¦eld. By this study, the former investigations on Mack-modes in boundary layers neglecting curvature e¨ects for the stability calculation are justi¦ed at least for the investigated model geometry.
