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Abstract
We compute the first-order correction to the correlation functions of the
stationary state of a stochastically forced harmonic chain out of equilibrium
when a small on-site anharmonic potential is added. This is achieved by
deriving a suitable formula for the covariance matrix of the invariant state.
We find that the first-order correction of the heat current does not depend
on the size of the system. Second, the temperature profile is linear when the
harmonic part of the on-site potential is zero. The sign of the gradient of the
profile, however, is opposite to the sign of the temperature difference of the
two heat baths.
1 Introduction
The goal of this paper is to begin a perturbative analysis of invariant probability
measures arising in the context of non-equilibrium statistical mechanics. As a model
at hand, we will consider a Hamiltonian chain of N oscillators interacting through
1Supported by the Japan Society for the Promotion of Science and by Les services fe´de´raux des
affaires scientifiques, techniques et culturelles du gouvernement Belge .
2Supported by the Swiss National Science Foundation.
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nearest-neighbour interactions, coupled at its boundaries to stochastic heat baths
of different temperatures, and that we will perturb by a small anharmonic (quartic)
on-site interaction. The covariance of the stationary state in the purely harmonic
case has been computed in [12, 10]. For other cases, i.e. anharmonic cases, almost
nothing is known about the physical content of the stationary state, except results
about the positivity of entropy production and validity of linear response theory [6].
It is a natural idea to attempt to understand its physical properties by performing
a perturbative analysis. Such an approach, based on the phonon picture, has been
exploited by physicists to tackle the Fourier law, see [1] for a classical exposition. In
particular, the Peierls theory seems successful in computing the thermal conductivity
and its thermal and dimensional dependence. The Peierls approach assumes from the
beginning the existence of an infinite non-equilibrium state where local temperature
equilibrium is expected to hold. It is also based on several implicit assumptions,
such as the validity of a Boltzmann equation for phonons. In this paper, we adopt
a different approach and begin a rigorous perturbative analysis of a finite (although
taking N large will have some simplifying features) anharmonic chain. Our starting
point is a formula, which seems to be new, for the correlation functions of the
stationary measure. This formula allows us to derive (matrix) equations for the
first-order correction. The relationship between our approach by stationary non-
equilibrium states (SNS) and the Peierls approach is, at this stage, far from clear.
A first interesting step would be to achieve some understanding of the equivalence
of the definition of the thermal conductivity by the Green-Kubo formula and its
definition in the SNS approach as, roughly speaking, the ratio of the heat current
and the temperature gradient.
The main obstacle to developing a perturbative expansion of SNS’s is that, in
contrast to the equilibrium case, no explicit formula for the invariant density is
known. Moreover, the fact that the relevant models are degenerate in a stochastic
sense makes it laborious to obtain a systematic perturbative expansion starting from
the equations of motion. We circumvent this difficulty by deriving a formula for the
two-point correlation functions of invariant states, which holds under the assumption
of L1-convergence of the finite-time correlation functions to those of the (unique)
invariant measure. We emphasize that the validity of the formula is not restricted
to the concrete problem of the anharmonic chain considered here. It may prove
useful whenever the invariant measure is not explicitly known, in particular in the
context of transport phenomena modeled by hypoelliptic stochastic processes. We
also remark that the form of the formula for the covariance is very similar to, and
provides a lower bound on, the expectation of the Malliavin matrix.
Our main result concerning the heat current is that its first-order correction re-
mains uniformly bounded as the number of oscillators goes to infinity. In particular,
perturbative analysis does not, at first order, reveal any sign that Fourier law holds
in such anharmonic models as numerical studies suggest, see e.g. [8]. Furthermore,
we find that the first-order correction to the temperature profile is exponentially de-
caying in the bulk of the chain, with a decay rate that depends on the strength of the
harmonic part of the on-site potential. When this strength vanishes, the correction
to the temperature profile is linear. However, the sign is “wrong”, in the sense that
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the linear profile has the lowest temperature near the hottest bath and the highest
temperature near the coldest bath. This is analogous to the result of [12], where the
temperature profile is also oriented in the “wrong” direction. The main difference is
of course that in [12], the temperature profile is exponentially decaying. In order to
understand what is responsible for this awkward behaviour, it would be interesting
to examine the perturbation theory of harmonic chains that are defined differently
near their ends, e.g., with respect to the harmonic interaction or the coupling with
heat baths. Another feature of our solution is that the temperature profile is shifted
downwards, in the sense that the temperature at the middle point of the chain is
lower than the arithmetic mean of the temperatures of the heat baths.
The remainder of this paper is organized as follows. In Section 2, we specify
the basic set-up for the type of anharmonic chains we will consider. Section 3 is
devoted to the derivation of our basic formula for the covariance. In Section 4, we
derive the matrix equations for the first-order corrections to the harmonic case. One
assumption of this section is that the invariant measure is regular in the anharmonic
parameter. We postpone the proof of this fact to a future publication. The last two
sections are devoted to the resolution of these equations. This is done by generalizing
the methods of [10, 12].
2 A model for heat conduction
In order to explain the behaviour of the thermal conductivity in crystalline solids,
one often models the solid by a chain (or lattice in higher dimension) whose ends are
coupled to heat baths maintained at different temperatures. The coupling can be
taken stochastic and more precisely of Langevin type. In one dimension, the set-up
is as follows. At each site of a lattice {1, . . . , N} is attached a particle of momentum
pi and position qi. The dynamics is Hamiltonian in the bulk and stochastic through
the Langevin coupling to heat baths at the boundaries. The Hamiltonian is of the
form,
H(p, q) =
N∑
i=1
(
1
2
p2i + V (qi)
)
+
N∑
i=2
U(qi − qi−1) + U(q1) + U(qN ). (2.1)
Specific choices for the potentials U and V will be specified below. The equations
of motions are given by,
dqi = pidt, i = 1, . . . , N, (2.2)
dpi = −∂H
∂qi
(p, q)dt, i = 2, . . . , N − 1, (2.3)
and,
dp1 = −∂H
∂q1
(p, q)dt− γp1dt+
√
2γkT1 dwl , (2.4)
dpN = − ∂H
∂qN
(p, q)dt− γpNdt+
√
2γkTN dwr . (2.5)
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T1 and TN stand for the temperature of the left and right reservoirs, respectively,
whereas wl and wr are two independent standard Wiener processes.
It is an easy fact to check that when T1 = TN = T = β
−1, the measure on
the configuration space R2N whose density with respect to the Lebesgue measure is
given by
ρ(p, q) = Z−1e−βH(p,q) (2.6)
is invariant (stationary) for the stochastic dynamics defined above. Explicitly, one
can check that for L the generator of the dynamics and any function f in its domain,∫
Lf ρ(p, q) dp dq = 0. (2.7)
In the case of two different temperatures, existence, uniqueness and exponential
convergence to an unique invariant state has been established under fairly general
conditions on the potentials U and V [5, 6, 3, 11]. In the case of harmonic coupling,
the covariance of the stationary state has been exactly computed in [12, 10].
An essential ingredient of the proof of the uniqueness is the fact that the system
satisfies the so-called Ho¨rmander condition. This condition implies that the noise
spreads in a sufficiently good way through the system, so that the transition proba-
bilities have smooth densities. This property is encapsulated in the non-degeneracy
of the Malliavin matrix associated to the stochastic system under study. As the noise
represents the injection of energy into the system, it is natural to enquire about the
relationship between the Malliavin matrix and the correlation functions of the sta-
tionary state. This might provide a way to tackle the description of the stationary
state when its density is not explicitly known. Indeed, from a physical point of
view, the central question, once uniqueness has been established, is to compute the
energy spectrum and correlation functions of the stationary state and ultimately, to
establish the validity of the Fourier law. As mentioned above, the case of a harmonic
chain has been completely and explicitly solved. The main feature of the solution is
a flat temperature profile and an associated infinite thermal conductivity.
The basic idea in order to perform a perturbation theory of the non-equilibrium
stationary state is to write the two-point correlation function of the stationary mea-
sure under a “Malliavin” form, similar to the form derived by Nakazawa in the
Gaussian harmonic case, [10].
3 The Malliavin matrix and the covariance ma-
trix of the stationary measure
We consider now a general system of stochastic equations. Denote by xt ∈ Rd the
solution of the stochastic differential equation,
dxt = X0(xt) dt+
n∑
k=1
Xk(xt) dwk(t) (3.1)
with initial condition x0 = x, where the wk’s are n independent one-dimensional
Brownian motions and Xl, l = 0, . . . , n, are C∞ vector fields over Rd satisfying for
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any multi-index α,
||∂αXl(x)|| ≤ C(1 + ||x||Kα) (3.2)
for someKα > 0. We note that solutions to such equations are in general not ensured
to exist globally. In the sequel, we restrict ourselves to the following situations.
Assumption 3.1. For all x ∈ Rd, equation (3.1) has a unique strong solution xt,
t > 0. This solution has finite moments of all order: for all p ≥ 1, T < ∞, and
x ∈ Rd, there exists a constant C = C(x, p, T ) <∞ such that for 0 ≤ t ≤ T ,
Ex(||xt||p) ≤ C. (3.3)
When in need of emphasizing the dependence of the solution to (3.1) on the initial
condition x and the realization of the d-dimensional Brownian motion w in the
interval [0, t], we shall write it as xt(x, w([0, t])). We denote by P t the associated
semigroup,
P tf(x) = Ex(f(xt)) ≡
∫
f(xt(x, w([0, t])))dP(w([0, t]), (3.4)
where P is the d-dimensional Wiener measure, by A the generator of the semigroup,
and by L the associated second order differential operator,
L =
d∑
i=1
X i0 ∂i +
d∑
i,j=1
aij ∂i∂j , (3.5)
where, with ⊗ denoting the tensor product,
a =
1
2
n∑
k=1
Xk ⊗Xk . (3.6)
From Assumption 3.1 on the process solution xt and the bounds (3.2) for the vector
fields Xl, it follows that for each t and w[0, t], the map x 7→ xt(x, w[0, t]) is C∞ on Rd
with derivatives of all orders satisfying the stochastic differential equation obtained
from (3.1) by formal differentiation. Furthermore, for all multi-index α, p ≥ 1, and
t ≥ 0,
E(||∂αxt(x, ·)||p) <∞. (3.7)
In the sequel, we will denote Ut(x, w[0, t]) = Dxt(x, w[0, t]), where DX denotes the
Jacobian matrix of a vector field X on Rd. The matrix Ut is the linearized flow and
it solves the equation, with initial condition U0 = 1,
dUt = DX0(xt)Ut dt+
n∑
k=1
DXk(xt)Ut dwk(t) . (3.8)
Below, ExUt denotes
∫
Ut(x, w[0, t])dP(w[0, t]).
Let us now assume the existence of an invariant probability measure µ for the
process solution xt of (3.1) and consider the covariance matrix at time t,
Ct(x) ≡ Ex(xt ⊗ xt)− Ex xt ⊗ Ex xt. (3.9)
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The following result is the starting point of the perturbative analysis performed in
subsequent sections. It provides an expression for µ(Ct) in terms of the linearized
flow Ut, where µ(f) is a shorthand notation for
∫
Rd
f(x) dµ(x).
Proposition 3.2 Suppose that the bounds (3.2) and Assumption 3.1 are satisfied.
Suppose in addition that the invariant measure µ for the process solution xt of (3.1)
is such that the functions x 7→ Ex xis, x 7→ LEx xis, and x 7→ aij(x)Ex U jls , belong to
L2(Rd, dµ) for all i, j, l, and s ≤ t. Then,
µ(Ct) =
∫ t
0
ds
n∑
k=1
µ(E.UsXk(.)⊗ E.UsXk(.)) . (3.10)
Proof. We will show below that the map s 7→ µ(E.xs ⊗E.xs) is differentiable, with
d
ds
µ(E.xs ⊗E.xs) = −
n∑
k=1
µ(E.UsXk(.)⊗ E.UsXk(.)) . (3.11)
Identity (3.10) thus follows from the invariance of the measure µ, since
µ(Ct) = µ(E.(xt ⊗ xt))− µ(E.xt ⊗ E.xt) (3.12)
= µ(x⊗ x)− µ(E.xt ⊗ E.xt) (3.13)
= −
∫ t
0
ds
d
ds
µ(E.xs ⊗E.xs). (3.14)
To obtain (3.11), we first note that (3.3) implies that any function f ∈ C2(Rd)
with first derivatives of at most polynomial growth is in the domain of the gener-
ator A with Af = Lf . Similarly, one easily checks that for such f , (3.7) implies
A(Ptf) = L(Ptf). Therefore, Kolmogorov equation yields dds(Ex xs ⊗ Ex xs) =
LEx xs⊗Ex xs+Ex xs⊗LEx xs, which, by Ho¨lder inequality and our assumptions,
belongs to L1(Rd, dµ). Thus,
d
ds
µ(E.xs ⊗ E.xs) = µ(LE.xs ⊗ E.xs + E.xs ⊗ LE.xs). (3.15)
Let us next define for f, g ∈ C2(Rd),
Γ(f, g) ≡ L(fg)− fLg − gLf , (3.16)
which reads
Γ(f, g) = 2
d∑
i,j=1
aij ∂if ∂jg . (3.17)
Since it follows from (3.7) that ∂iExx
j
s = ExU
ji
s , our assumptions imply as above that
Γ(E.x
i
s,E.x
j
s) ∈ L1(Rd, dµ) for all i, j. It follows in particular that L(E.xs⊗E.xs) ∈
L1(Rd, dµ). Because of the invariance of µ (which implies µ(Lf) = 0), we are thus
free to subtract from the µ-expectation on the right hand side of (3.15) a term
L(E.xs ⊗ E.xs), so that
d
ds
µ
(
(E.xs ⊗ E.xs)ij
)
= −µ(Γ(E.xis ,E.xjs)). (3.18)
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Formula (3.11) finally follows from the computation, recalling (3.6),
Γ(E.x
i
s,E.x
j
s)(x) =
n∑
k=1
(
ExUsXk(x)⊗ExUsXk(x)
)
ij
. (3.19)
This concludes the proof of Proposition 3.2.
Proposition 3.2 immediately implies the
Corollary 3.3. Suppose that the hypothesis of Proposition 3.2 are satisfied for all
t ≥ 0. Suppose in addition that
lim
t→∞
Ct = µ(x⊗ x)− µ(x)⊗ µ(x) ≡ Φ , (3.20)
in L1(Rd, dµ). Then,
Φ =
∫
∞
0
ds
n∑
k=1
µ(E.UsXk(.)⊗ E.UsXk(.)). (3.21)
The expression (3.21) for the covariance matrix of a stationary state is the basic
formula that we shall use to develop a perturbation expansion in the next section.
Since both sides of (3.21) involve an averaging with respect to µ, it is not clear at
first sight how informations on µ can be extracted from (3.21). We observe, however,
that in the case of a linear drift X0 and constant vector fields Xk, k = 1, . . . , n, all
expectations may be dropped and (3.21) becomes
Φlinear =
∫
∞
0
dsUs
( n∑
k=1
Xk ⊗Xk
)
UTs . (3.22)
One thus recovers the standard formula for the covariance of the stationary state of
a linear stochastic equation with constant diffusion coefficients. As we shall see in
the next section, it is possible to iterate this simple observation in order to begin a
perturbation expansion.
Another feature of formula (3.10) is to provide a link between the covariance
matrix Ct and the so-called Malliavin matrix. The Malliavin matrix associated to
equation (3.1) at time t reads, in the normalization of [9],
Mt =
∫ t
0
ds
n∑
k=1
UtVsXk(xs)⊗ UtVsXk(xs) , (3.23)
where Vs is the inverse matrix of Us. An easy computation reveals that µ(E.Mt) can
be expressed in a form closely related to (3.10), namely,
µ(E.Mt) =
∫ t
0
ds
n∑
k=1
µ(E.(UsXk(.)⊗ UsXk(.))). (3.24)
Indeed, we first observe that for s ≥ 0 fixed, Y ts ≡ UtVs satisfies Y ss = 1 and
dY ts = DX0(xt)Y
t
s dt+
n∑
k=1
DXk(xt)Y
t
s dwk(t) (3.25)
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for t ≥ s. Comparing with (3.8) yields that Y ts = Y ts (xs(x, w[0, s]), w[s, t]) has the
same P-distributions as Ut−s(xs(x, w[0, s]), w¯[s, t]), where w¯(τ) = w(τ) − w(s) for
τ ≥ s. Furthermore, for x fixed the map w 7→ Y ts (x, w[s, t]) is w[0, s]-independent.
Therefore, since (x, w) 7→ Y ts (x, w)Xk(x) ⊗ Y ts (x, w)Xk(x) is measurable, one may
use the Markov property of xt to write,
Ex(Y
t
s (xs)Xk(xs)⊗ Y ts (xs)Xk(xs)) = Ex(Ey=xs(Ut−s(y)Xk(y)⊗ Ut−s(y)Xk(y))).
(3.26)
Identity (3.24) then follows by using the invariance of the measure µ and changing
variables in the integral over s in (3.23). As a consequence, Proposition 3.2 provides
a lower bound on the expectation of the Malliavin matrix.3
Corollary 3.4. One has
µ(Ct) ≤ µ(E.Mt). (3.27)
Proof. The inequality simply follows from (3.10), (3.24), and the matrix
Ex
[(
UsXk(x)− ExUsXk(x)
)
⊗
(
UsXk(x)− ExUsXk(x)
)]
(3.28)
being positive definite.
4 Perturbative analysis of the non-equilibrium an-
harmonic chain
We shall analyze the effect of adding an anharmonic perturbation to a modification
of the model treated by Rieder, Lebowitz and Lieb [12]. We consider the case of a
harmonic chain with fixed ends to which one adds an anharmonic on-site potential,
i.e. in (2.1), we set
U(x) =
1
2
ω2x2 and V =
1
2
ω2κx2 +
1
4
λx4. (4.1)
The model considered in [12] has κ = 0 but the computation of the covariance of the
stationary state is very similar and the result is given below. We write the equations
of motions (2.2)-(2.5) under the matrix form,(
dq
dp
)
= b
(
q
p
)
dt− λ
(
0
N (q)
)
dt+
(
0
dw
)
(4.2)
withN (q) and dw the vectors inRN given byNi(q) = q3i and dwi = δ1i
√
2γkT1 dwl+
δNi
√
2γkTN dwr, and
b =
(
0 1
−gκ −a
)
(4.3)
3The order relation is defined in the following way. For two matrices X1, X2, we say that
X1 ≥ X2 whenever X1 −X2 is a positive definite matrix.
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where gκ and a are N ×N matrices given by (gκ)ij = ω2((2 + κ)δij − δij+1 − δij−1)
and aij = γδij(δ1j + δNj). Above, 1 denotes the unit matrix and 0 the zero matrix
or vector, as is clear from the context. We note that the stochastic terms in (4.2)
are given by constant vector fields, namely, in the notation of Section 3,
Xk =
(
0
dk
)
where (dk)j = δkj
√
2γkTk , (4.4)
for k = 1, N . In particular, the coefficients aij involved in the generator L are
constant. They are given by
∑
k=1,N
Xk ⊗Xk =
(
0 0
0 ∆
)
, (4.5)
where ∆ij = 2γkδij(T1δ1j + TNδNj). Furthermore, the linearized flow U
λ
t of (4.2) is
given by
dUλt = bU
λ
t dt− 3λCλ(t)Uλt dt , (4.6)
where
Cλ(t) =
(
0 0
vλ(t) 0
)
, (4.7)
with vλij(t) = δijq
2
i (t) and qi(t) the qi-component of the solution of (4.2) at time t.
Finally, we note that the matrix b in (4.2) has the property that all its eigenvalues
have strictly negative real part. A proof of this fact can be found in [10] modulo
obvious modifications.
In order to study perturbatively the SNS of our chain, we would like to use the
identity (3.21). However, some of the hypothesis of Corollary 3.3 related to the
invariant measure are not known to hold for equation (4.2) when λ > 0. (The case
λ = 0 has been covered in [12].) Although from a mathematical point of view, this
is not a mere technical problem, but since the main goal of this paper is to illustrate
the use of formula (3.21) for perturbative analysis on a specific example, we will
assume that these hypothesis hold, see Assumption 4.1 below and the remark that
follows. On the other hand, Assumption 3.1, i.e., the existence of strong solutions
and their moments, follows from standard techniques and we briefly discuss it now.
We first note that for λ > 0, the function H˜(q, p) = 2N + H(q, p), with H the
Hamiltonian given by (2.1) and (4.1), satisfies
H˜(q, p) ≥ C(1 + ||q||2 + ||p||2), (4.8)
for some C > 0 and all (q, p) ∈ R2N . Thus, H˜ is a C2(R2N) confining function.
Furthermore, one computes
(LH˜)(q, p) = −γ(p21 + p2N) + 2γk(T1 + TN), (4.9)
which implies that LH˜ is uniformly bounded by above. A classical result, see e.g. [7],
Thm 4.1, then ensures for all initial conditions (q, p) ∈ R2N the existence of a unique
global strong solution to (4.2). Regarding the bounds (3.3), they are an immediate
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consequence of the following a priori bound. For any θ ≤ (2kmax{T1, TN})−1, one
has
E(q,p)
[
eθH(qt,pt)
]
≤ e2γkθ(T1+TN )t eθH(q,p) . (4.10)
Bound (4.10) can be obtained in a similar way as in the proof of Lemma 3.5 in [11].
However, the existence of a unique invariant measure for (4.2) is still an open prob-
lem. We thus introduce the following
Assumption 4.1. The finite time truncated two-point correlation function of the
process defined by (4.2) converges to the covariance matrix of a unique stationary
measure µλ in L1(R2N , dµλ)-norm. Furthermore, the decay properties of µλ are such
that E(q,p)[(qt, pt)], LE(q,p)[(qt, pt)], and E(q,p)[U
λ
t ] belong to L
2(R2N , dµλ).
Remark. The uniqueness of the invariant measure is proved in [3, 11] for a large
class of anharmonic chains. The invariant measure has a smooth density with ex-
ponential decay and is shown to be mixing 4. An important restriction is that the
potential U must not grow asymptotically slower than V , and thus equation (4.2)
does not fall into the class covered in [3, 11]. However, as is argued in [11], the fact
that the on-site potential grows faster than the nearest-neighbour interaction should
not affect the ergodic properties of the measure but only the rate of convergence.
Although we could consider a similar anharmonic chain with an additional quar-
tic term in the nearest-neighbour interaction, the equations that one then needs
to solve, see below, are computationally more involved. Furthermore, restricting
to (4.2) will allow us to compare our results to the usual λφ4 expansion when the
temperatures of the two baths are equal.
Provided Assumption 4.1 holds, let Φλ denote the covariance matrix of the unique
stationary state of equation (4.2) and express it according to (3.21) as
Φλ =
∫
∞
0
dt
∑
k=1,N
µλ(E.U
λ
t Xk ⊗ E.Uλt Xk) . (4.11)
We first briefly review the harmonic case λ = 0. As mentioned at the end of the
previous section, one obtains from (4.11)
Φ0 =
∫
∞
0
dt ebtD eb
Tt , (4.12)
where
D =
∑
k=1,N
Xk ⊗Xk =
(
0 0
0 ∆
)
, (4.13)
with ∆ij = 2γkδij(T1δ1j + TNδNj). Since the eigenvalues of b have strictly negative
real part, the integral in (4.12) is convergent and it follows from integrating by parts
in bΦ0 that Φ0 must satisfy the equation
bΦ0 + Φ0bT = −D . (4.14)
4In [11], the result is actually stronger. The convergence to the unique invariant measure is
shown to be exponential.
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The unique solution of this equation has been explicitly derived in [12]. It is given
by
Φ0 =
(
Φ0x Φ
0
z
−Φ0z Φ0y
)
(4.15)
where, denoting T = T1+TN
2
, η = T1−TN
2T
, and Gκ = ω
−2gκ,
Φ0x =
kT
ω2
(G−1κ + ηX
0), (4.16)
Φ0y = kT (1+ ηY
0), (4.17)
Φ0z =
kT
γ
ηZ0, (4.18)
and
X0 =

φ1 φ2 φN−2 φN−1 0
φ2 . .
.
. .
.
. .
.
. .
. −φN−1
φ3 . .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
φN−1 . .
.
. .
. −φ2
0 −φN−1 −φ2 −φ1

, (4.19)
Y0ij = δij(δi1 − δiN)− νX0ij , (4.20)
Z0 =

0 φ1 φ2 φN−2 φN−1
−φ1 . . . . . . . . . φN−2
−φ2 . . . . . . . . . . . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . φ2
. . .
. . . φ1
−φN−1 −φ2 −φ1 0

. (4.21)
Above, ν = ω
2
γ2
and the quantities φj, 1 ≤ j ≤ N − 1, satisfy the equation
N−1∑
j=1
(G
(N−1)
ν+κ )ijφj = δ1i , (4.22)
where G
(k)
ν+κ denotes the k-square matrix given by (G
(k)
ν+κ)ij = (2+ν+κ)δij−δi,j+1−
δi,j−1. The solution of (4.22) is given by
φj =
sinh(N − j)α
sinhNα
, (4.23)
with α defined by coshα = 1 + (ν + κ)/2. Hence, one has for large N and fixed j
the asymptotic formula φj = e
−αj . In the context of SNS, one usually defines the
temperature to be the average kinetic energy, i.e. in our case,
Ti = (Φ
0
y)ii. (4.24)
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It is easy to see that the above solution yields an exponentially flat profile in the
bulk of the chain.
We now turn to the first-order perturbation of the anharmonic chain. We first
introduce our second assumption on the process solution of (4.2).
Assumption A2. The measure µλ is absolutely continuous with respect to the
Lebesgue measure and as a function of λ its density ρλ(x) is C∞ in a neighbourhood
of 0. For all x, all derivatives are bounded in a neighbourhood of 0.
Remark. The proof of this fact should follow from an analysis similar to the ones
developed in [4] or [13] to prove the smoothness of the probability transitions in a
parameter of the related stochastic differential equations.
To derive an expression for Φ1 ≡ d
dλ
Φλ|λ=0, we compute from (4.11)
Φ1 =
d
dλ
Φλ|λ=0 (4.25)
= µ1
(∫ ∞
0
dt
∑
i=1,N
E.U
0
t Xi(.)⊗ E.U0t Xi(.)
)
+ µ0
(∫ ∞
0
dt
∑
i=1,N
E.
d
dλ
Uλt |λ=0Xi(.)⊗ E.U0t Xi(.)
)
+ tr. , (4.26)
and observe that the first term vanishes because µ1 ≡ d
dλ
µλ|λ=0 integrates constants
to zero. In order to compute the last terms, we first evaluate Wt ≡ ddλUλt |λ=0 .
Deriving with respect to λ on both sides of equation (4.6), we get
dWt = bWt dt− 3C0(t)U0t dt, (4.27)
from which it follows that, since W0 = 0,
Wt = −3
∫ t
0
ds eb(t−s)C0(s) ebs . (4.28)
Inserting (4.28) in (4.26), we obtain, using in addition the invariance of µ0,
Φ1 = −3
∫
∞
0
dt
∫ t
0
ds
∑
i=1,N
eb(t−s)N ebsXi ⊗ ebtXi + tr. , (4.29)
= −3
∫
∞
0
dt
∫ t
0
ds eb(t−s)N ebsD eb
Tt + tr. , (4.30)
where D is given by (4.13) and
N = µ0(C0(0)) =
(
0 0
diag(Φ0x) 0
)
. (4.31)
Exchanging the integrations over t and s and changing variables leads to
Φ1 = −3
∫
∞
0
dt ebtN
(∫ ∞
0
ds ebsD eb
Ts
)
eb
Tt + tr. , (4.32)
12
which, with (4.12), finally yields,
Φ1 = −3
∫
∞
0
dt ebt(NΦ0 + Φ0NT)eb
Tt . (4.33)
The method used to derive the above equation will also provide the equations for
the next orders of the perturbative expansion. However, obtaining them concretely
requires some more work and we reserve that part and the general Feynman rules
for a further publication. We note that integrating by parts in (4.33) yields the
equation for Φ1
bΦ1 + Φ1bT = 3(NΦ0 + Φ0NT). (4.34)
In Section 6, we will derive an explicit expression for Φ1 and thus for the first order
correction to the heat current and temperature profile. It turns out to be easier to
do so by solving equation (4.34) rather than by using (4.33). In the next section,
we first make a few preliminary remarks about equations of the form (4.34).
5 Solving the equation for the first order
The symmetry properties of the inhomogeneous term in equation (4.34) will play a
special role. We will need to consider symmetry properties both with respect to the
diagonal and to the cross-diagonal.
Notation. For a K-square matrix M, we denote by MC the transpose of M with
respect to the cross-diagonal, namely, (MC)ij =MK+1−j,K+1−i .
Definition. We call a square matrixM c-symmetric or c-antisymmetric ifMC =M
or, respectively, MC = −M. Denoting
J =
(
0 1
1 0
)
, (5.1)
we call a 2N -square matrix M CT-symmetric or CT-antisymmetric if MC = JMJ
or, respectively, MC = −JMJ.
We first list a few properties of equations of the form (4.34).
Lemma 5.1 Let b as above and H a 2N -square matrix. One has:
(a). The unique solution of the equation
bΦ + ΦbT = H (5.2)
is given by
Φ = −
∫
∞
0
dt ebtH eb
Tt. (5.3)
(b). If H is CT-symmetric or CT-antisymmetric, then Φ is CT-symmetric or, re-
spectively, CT-antisymmetric.
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(c). If H is of the form
H =
(
0 ∗
∗ ∗
)
, (5.4)
then the solution of (5.2) is of the form
Φ =
(
X Z
−Z Y
)
. (5.5)
Proof. Point (a) follows from the matrix b having all its eigenvalues with strictly
negative real part. Indeed, this property implies that the operator Φ 7→ bΦ + ΦbT
is invertible, and integrating by part in bΦ reveals that (5.3) is the unique solution
of (5.2). Point (c) is obvious, whereas (b) follows from the identity JbCJ = bT and
uniqueness of the solution of (5.2).
Lemma 5.1 implies in particular that Φ1 is the unique solution of (4.34) and is
of the form
Φ1 =
(
Φ1x Φ
1
z
−Φ1z Φ1y
)
. (5.6)
In particular, it follows from (5.6) and Φ1 being symmetric that Φ1z is antisymmetric.
In order to find an expression for the solution of equation (4.34), we decompose the
inhomogeneous term on the RHS of (4.34) into powers of η and solve the equation
separately for each case. One has
3(NΦ0 + Φ0NT) =
3k2T 2
ω4
(H0 + ηH1 + η
2H2), (5.7)
where, cf. (4.15)-(4.18) and (4.31),
H0 =
(
0 G−1κ V¯0
V¯0G
−1
κ 0
)
, (5.8)
H1 =
(
0 X0V¯0 +G
−1
κ V¯1
V¯1G
−1
κ + V¯0X
0 γν[V¯0,Z
0]
)
, (5.9)
H2 =
(
0 X0V¯1
V¯1X
0 γν[V¯1,Z
0]
)
, (5.10)
with
V¯0 ≡ diag(G−1κ ), V¯1 ≡ diag(X0). (5.11)
In the sequel, we will denote (V¯0)ij = δijgi, where gi = (G
−1
κ )ii read
gi =
sinh iα¯
sinh α¯
sinh(N + 1− i)α¯
sinh(N + 1)α¯
, (5.12)
with α¯ defined by cosh α¯ = 1 + κ/2. Writing
Φ1 =
3k2T 2
ω4
(Φ10 + ηΦ
1
1 + η
2Φ12), (5.13)
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one thus obtains that Φ1l , l = 0, 1, 2, is the unique solution of
bΦ1l + Φ
1
l b
T = Hl . (5.14)
In order to scale out the constants in b, we denote for l = 0, 1, 2,
Φ1l =
(
1
ω2
Xl
1
γ
Zl
− 1
γ
Zl Yl
)
, (5.15)
together with
R = γ−1a , Gκ = ω
−2gκ, (5.16)
namely, Rij = δij(δ1j + δNj) and (Gκ)ij = (2 + κ)δij − δij+1 − δij−1. The zero order
term in (5.13) is just the first-order perturbation of the anharmonic chain at the
equilibrium T1 = TN . Inserting (5.15) into (5.14) for l = 0 yields the equivalent
system of equations for X0,Y0 and Z0
Y0 = X0Gκ + Z0R+G
−1
κ V¯0, (5.17)
[Gκ,Z0] = −1
ν
{R,Y0}, (5.18)
with the requirement that X0,Y0 are symmetric and Z0 is antisymmetric. One
easily checks that its unique solution is given by
X0 = −G−1κ V¯0G−1κ , Y0 = 0 , Z0 = 0 , (5.19)
thus recovering, as expected, the first-order correction of the λφ4 model. Proceeding
similarly for Φ11 and Φ
1
2, one finds that X1,Y1,Z1 solve
Y1 = X1Gκ + Z1R+ (X
0V¯0 +G
−1
κ V¯1), (5.20)
[Gκ,Z1] = −1
ν
{R,Y1}+ [Z0, V¯0], (5.21)
whereas X2,Y2,Z2 solve
Y2 = X2Gκ + Z2R+X
0V¯1, (5.22)
[Gκ,Z2] = −1
ν
{R,Y2}+ [Z0, V¯1]. (5.23)
Furthermore, using the c-symmetry properties of the solution X0 and Z0 of the
harmonic case, cf. (4.19) and (4.21), one easily checks that H1 is CT-antisymmetric,
whereas H2 is CT-symmetric. This implies that X1,Y1 are c-antisymmetric and Z1
is c-symmetric, whereas X2,Y2 are c-symmetric and Z2 is c-antisymmetric. This
simply reflects the fact that changing the sign of η corresponds to interchanging the
reservoirs at the ends of the chain.
In the next section, we will derive explicit expressions for the solutions of the
above equations. To this end, we will need the following identities. Let X be a
solution of
[Gκ,X] = U , (5.24)
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with U a given matrix. It thus follows from [Gκ,X]ij = Uij that
Xi, j+1 −Xi−1, j = Uij + (Xi+1, j −Xi, j−1), (5.25)
where matrix elements with an index equals to zero or N + 1 are set to zero. Let
us first consider X antisymmetric. In particular, X is entirely determined by its
elements Xij with i < j and satisfies Xj+1, i − Xj, i−1 = −(Xi, j+1 − Xi−1, j). For
i ≤ j, applying (5.25) recursively j − i times thus leads to
Xi, j+1 −Xi−1, j = 1
2
j−i∑
l=0
Ui+l, j−l . (5.26)
This gives all matrix elements X1j, 1 < j ≤ N . Applying (5.26) recursively i − 1
times finally leads to
Xij =
1
2
i−1∑
k=0
j−i−1∑
l=0
Ui+l−k, j−l−k−1 , (5.27)
for i, j such that i < j. Proceeding similarly, one obtains for a c-antisymmetric
matrix X satisfying (5.24),
Xij =
1
2
i−1∑
k=0
N−i−j∑
l=0
Ui+l−k, j+l+k+1 , (5.28)
for i+ j ≤ N . If X is both antisymmetric and c-antisymmetric, one iterates identity
(5.26) N + 1− i− j times to obtain
Xij = −1
4
j−i−1∑
k=0
N−i−j∑
l=0
Ui+l+k+1, j+l−k , (5.29)
for i < j and i + j ≤ N . Finally, proceeding similarly but without assuming any
symmetry properties, one derives an expression for X depending both on U and the
first line of X,
Xij =
i∑
k=1
X1,i+j−2k+1 −
i−1∑
k=1
i−k∑
l=1
Ui+1−k−l, j−k+l , (5.30)
for 1 < i ≤ j and i+ j ≤ N + 1. Formula (5.30) will be used later for X symmetric
and c-symmetric. It reflects the fact that in such cases, the solution of (5.24) is
determined up to a polynomial P (G), that is up to N independent variables which
can be supplemented as the first line of X.
6 The first-order correction
In this section, we derive an expression for the first-order correction to the heat
current and temperature profile. We find that the part corresponding to the heat
current is uniformly bounded in N . In particular, a first-order perturbation does not
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reveal any sign that Fourier law might hold in such anharmonic models, as numerical
studies indicate, see e.g. [8]. Indeed, if Fourier law holds whenever λ is finite, one
might expect the derivatives of the heat current to develop a singularity at λ = 0
when N →∞.
Regarding the temperature profile, the part of the solution proportional to η is
exponentially decaying in the bulk of the chain whenever κ > 0. The decay rate is
slower than in the purely harmonic case. For κ = 0, the profile proportional to η
is linear in the bulk of the chain and we compute its slope explicitly. However as
explained in the introduction, the sign is “wrong”, in the sense that the linear profile
has the lowest temperature close to the hottest bath and the highest temperature
close to the coldest bath. The same type of phenomenon is present for κ > 0, see
Figure 1. Moreover, we observe that the part proportional to η2 gives a significant
contribution, which results in a shift of the temperature at the middle point of
the chain. The temperature at this point is no more the arithmetic mean of the
baths temperatures. Although surprising, this is a phenomenon which seems to be
observed in numerical studies of certain anharmonic chains, see [8].
6.1 First-order correction to the heat current
In our model, the heat current in the SNS is given by (Φλz )i,i+1. The first-order
correction will thus be given in terms of, cf. (5.13) and (5.15),
Φ1z =
3k2T 2
γω4
(Z0 + ηZ1 + η
2Z2). (6.1)
By (5.19), Z0 does not contribute and one easily checks that for 1 ≤ i ≤ N − 1,
(Z2)i,i+1 = 0. (6.2)
That is, Z2 does not contribute to the current either. Indeed, recall that Z2 is
antisymmetric and satisfies equation (5.23). Since {R,Y2} is a bordered matrix
and [Z0, V¯1] is zero on the diagonal, one obtains by using formula (5.27) that
− 1
ν
(Y2)11 = (Z2)12 = (Z2)23 = . . . = (Z2)N−1,N . (6.3)
On the other hand, the c-antisymmetry of Z2 implies that (Z2)12 = −(Z2)N−1,N ,
which leads to (6.2). We note for later use that this also implies
(Y2)11 = 0. (6.4)
It thus remains to consider the contribution of Z1. Since Z1 is antisymmetric, one
obtains from (5.21) that
Z1 = Z+ Z, (6.5)
where Z and Z are given by formula (5.27) with U replaced by − 1
ν
{R,Y1} and,
respectively, [Z0, V¯0]. We first observe that {R,Y1} is a bordered symmetric matrix,
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so that formula (5.27) yields
Z =

0 ϕ1 ϕ2 ϕN−2 ϕN−1
−ϕ1 . . . . . . . . . ϕN−2
−ϕ2 . . . . . . . . . . . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . ϕ2
. . .
. . . ϕ1
−ϕN−1 −ϕ2 −ϕ1 0

, (6.6)
where the quantities ϕ1, . . . , ϕN−1 are related to the first line of Y1, namely, for
j = 1, . . . , N − 1,
νϕj = −(Y1)1j . (6.7)
Furthermore, [Z0, V¯0] having zero diagonal implies that Zi,i+1 = 0. One therefore
obtains
(Z1)i,i+1 = Zi,i+1 = ϕ1 . (6.8)
In order to compute the vector ϕ ∈ RN−1, one considers the first line of equation
(5.20) for Y1 into which one substitutes identity (6.7). We first need to compute
X1. Equation (5.20) and the symmetry properties of X1,Y1 and Z1 imply that X1
satisfies
[Gκ,X1] = {R,Z1}+ ([X0, V¯0] + [G−1κ , V¯1]) (6.9)
= {R,Z}+ {R,Z}+ ([X0, V¯0] + [G−1κ , V¯1]). (6.10)
Since X1 is c-antisymmetric, it follows from (6.10) that
X1 = X+ X , (6.11)
where X and X are given by formula (5.28) with U replaced by {R,Z} and, respec-
tively, {R,Z} + ([X0, V¯0] + [G−1κ , V¯1]). Using that {R,Z} is a bordered antisym-
metric matrix, one obtains from (5.28) and (6.6) that
X =

ϕ1 ϕ2 ϕN−2 ϕN−1 0
ϕ2 . .
.
. .
.
. .
.
. .
. −ϕN−1
ϕ3 . .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
ϕN−1 . .
.
. .
. −ϕ2
0 −ϕN−1 −ϕ2 −ϕ1

. (6.12)
Equation (5.20) now reads
Y1 = XGκ + ZR +W, (6.13)
with
W = XGκ + ZR+ (X0V¯0 +G−1κ V¯1), (6.14)
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and since (XGκ+ZR)1j = (GκX1·)j = (G
(N−1)
κ ϕ)j for j = 1, . . . , N −1, where G(k)κ
denotes the k-square version of Gκ, it follows from (6.7) that
G
(N−1)
ν+κ ϕ = −w , (6.15)
where w ∈ RN−1 is given by wj = W1j, j = 1, . . . , N − 1. Therefore, one finally
obtains, recalling that η = T1−TN
2T
,
(Φ1z)i,i+1 =
3k2T (T1 − TN)
2γω4
ϕ1 , (6.16)
with ϕ given by ϕ = −[G(N−1)ν+κ ]−1w. As (Φ1z)i,i+1 represent the first-order correction
to the current, it is consistent to see that they are all equal to each other.
Before turning to the first-order correction of the temperature profile, we study
the behaviour of ϕ1 with N . We first note that X solves the equation [Gκ,X] =
{R,Z}, as is easily checked from (6.6) and (6.12). This implies that X solves,
cf. (6.10) and (6.11),
[Gκ,X ] = {R,Z}+ ([X0, V¯0] + [G−1κ , V¯1]), (6.17)
which in turn implies, by using in addition the symmetry properties of the matrices
involved in (6.14), that W is c-antisymmetric and satisfies the equation
[Gκ,W] = GκZR+RZGκ + (GκX0V¯0 − V¯0X0Gκ). (6.18)
Hence, W1N = 0 and it follows from formula (5.28) that
w = w(1) +w(2) , (6.19)
where, for 1 ≤ j ≤ N − 1,
w
(1)
j =
1
2
N−j∑
l=1
(GκZR+RZGκ)l, l+j , (6.20)
w
(2)
j =
1
2
N−j∑
l=1
(GκX
0V¯0 − V¯0X0Gκ)l, l+j . (6.21)
We first consider w(1). We note that GκZR + RZGκ is a bordered c-symmetric
matrix and that Z is c-symmetric since both Z1 and Z are c-symmetric. One thus
obtains from (6.20)
w(1) = G(N−1)κ Z˜, (6.22)
where, for 1 ≤ j ≤ N − 1,
Z˜j = Z1,j+1. (6.23)
In order to compute Z˜, we note that Z solves the equation [Gκ,Z] = − 1ν {R,Y1},
as is easily checked from (6.6) and (6.7). Therefore, Z solves, cf. (5.21) and (6.5),
[Gκ,Z] = [Z0, V¯0] , (6.24)
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and since Z is antisymmetric, as both Z1 and Z are, it follows from (4.21), (V¯0)ij =
δijgi, and formula (5.27), that for 2 ≤ j ≤ N ,
Z1j = 1
2
j−1∑
l=1
(gj−l − gl)φj−2l , (6.25)
with the convention φ−k = −φk, 0 ≤ k ≤ N − 1. Thus, w(1) is given by (6.22) with
Z˜ ∈ RN−1 given by
Z˜j = 1
2
j∑
l=1
(gj+1−l − gl)φj+1−2l . (6.26)
We next consider w(2). We first note that
GκX
0V¯0 − V¯0X0Gκ = (Gν+κX0V¯0 − V¯0X0Gν+κ) + ν(V¯0X0 −X0V¯0), (6.27)
and compute, using (4.19), (4.22), and (V¯0)ij = δijgi, that for i ≤ j,
(Gν+κX
0V¯0 − V¯0X0Gν+κ)ij = δ1igjφj−1 + δNjgiφN−i. (6.28)
Therefore,
(GκX
0V¯0 − V¯0X0Gκ)ij = δi1gjφj−1 + δjNgiφN−i + ν(gi − gj)φi+j−1 , (6.29)
with the convention φN+k = −φN−k, 0 ≤ k ≤ N . One thus finally obtains for
w(2) ∈ RN−1, using in addition that gN−j = gj+1,
w
(2)
j = gj+1φj +
ν
2
N−j∑
l=1
(gl − gj+l)φj−1+2l . (6.30)
Using (6.15), (6.19), (6.22), (6.26), (6.30), and the fact that the φj ’s decay exponen-
tially, it is easy to see that ϕ1 is uniformly bounded in N .
6.2 First-order correction to the temperature profile
We now analyze the first-order correction to the temperature profile. It is given by
(Φ1y)ii where, cf. (5.13) and (5.15),
Φ1y =
3k2T 2
ω4
(Y0 + ηY1 + η
2Y2). (6.31)
By (5.19), Y0 does not contribute to Φ
1
y. In order to compute the diagonal of Y1, we
use the fact that Y1 is c-antisymmetric and satisfies the equation, as a consequence
of (5.20),
[Gκ,Y1] = GκZ1R+RZ1Gκ + (GκX
0V¯0 − V¯0X0Gκ). (6.32)
Using (5.28), (6.29), and the fact that g2i = gN−2i+1, one thus obtains for 1 ≤ i ≤
[N/2], where [x] denotes the largest integer smaller or equal to x,
(Y1)ii = (G
(N−1)
κ Z˜1)2i−1 +
(
g2i φ2i−1 +
ν
2
N−i∑
l=i
φ2l
i−1∑
k=0
(gl−k − gl+k+1)
)
, (6.33)
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where Z˜1 ∈ RN−1 is given by (Z˜1)j = (Z1)1,j+1. Since the φj decay exponentially fast
with rate α, see (4.23), it follows that all terms but the first give an exponentially
flat contribution to (Y1)ii. We thus write, and will adopt a similar notation in the
sequel,
(Y1)ii = (G
(N−1)
κ Z˜1)2i−1 +O(e−αj). (6.34)
In order to compute the dominant term in the above expression, we first use that
Z˜1 = ϕ+ Z˜ where Z˜ is given by (6.26), and G(N−1)ν+κ ϕ = −w where w = G(N−1)κ Z˜ +
w(2) with w(2) given by (6.30), to obtain Z˜1 = (G
(N−1)
ν+κ )
−1(νZ˜ −w(2)) and thus
(Y1)ii =
(
(G
(N−1)
ν+κ )
−1G(N−1)κ (νZ˜ −w(2))
)
2i−1
+O(e−αj). (6.35)
It follows from the expression (6.21) for w(2) and properties of G(N−1)κ , G
(N−1)
ν+κ , and
their inverse, that the second term gives an exponentially flat contribution to the
temperature profile. To compute the remaining term y ≡ ν(G(N−1)ν+κ )−1G(N−1)κ Z˜, we
first note that it satisfies
G
(N−1)
ν+κ y = νG
(N−1)
κ Z˜. (6.36)
We next compute G(N−1)κ Z˜. In the expression (6.26) for Z˜, changing the summation
index to k with 2k = j + 1− 2l if j is odd and 2k = j − 2l if j is even, one obtains,
using in addition the symmetry properties of gi, that for j ≥ 2
Z˜j =

∑ j−1
2
k=1(g j+1
2
+k − g j+1
2
−k)φ2k if j is odd,∑ j
2
k=1(g j
2
+k − g j
2
+1−k)φ2k−1 if j is even.
(6.37)
For j = 1, Z˜1 = 0. Computing the differences of g’s arising in the above expression
leads to
Z˜j = sinh(N − j)α¯
sinh(N + 1)α¯
j−1+¯
2∑
k=1
sinh(2k − ¯)α¯
sinh α¯
φ2k−¯, (6.38)
where ¯ = 0 if j is odd and ¯ = 1 if j is even. Hence, Z˜ can be rewritten as
Z˜j = ρ¯ sinh(N − j)α¯
sinh(N + 1)α¯
+O(e−αj), (6.39)
where the constants ρ0 and ρ1 are given by
ρσ =
[N/2]∑
k=1
sinh(2k − σ)α¯
sinh α¯
φ2k−σ , σ = 0, 1. (6.40)
A straightforward computation finally leads to, recalling that cosh α¯ = 1 + κ/2,
(G(N−1)κ Z˜)j = (−1)¯+1 (2 + κ)(ρ1 − ρ0)
sinh(N − j)α¯
sinh(N + 1)α¯
+ C1δ1j +O(e−αj), (6.41)
where C1 is a constant that depends on N and α¯ only. It thus remains to compute
the vector y given by equation (6.36). To this end, we note that a vector of the
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form (6.41) is almost an eigenvector of G
(N−1)
ν+κ . More precisely, one has for v with
vj = (−1)¯+1 sinh(N − j)α¯,
(G
(N−1)
ν+κ v)j = (4 + ν + 2κ)vj + δ1j sinhNα¯. (6.42)
Therefore, writing
yj = (−1)¯+1 ν(2 + κ)(ρ1 − ρ0)
(4 + ν + 2κ)
sinh(N − j)α¯
sinh(N + 1)α¯
+ rj , (6.43)
and inserting in (6.36) yield for r the equation (G
(n−1)
ν+κ r)j = C2δ1j + O(e−αj) with
C2 a constant depending on N and α¯, cf. (6.41) and (6.42), whose solution reads,
by using (4.22),
rj = C2φj +O(e−αj). (6.44)
Hence, r is an exponentially decaying correction to y as given by (6.43). Finally,
since (Y1)ii = y2i−1 for 1 ≤ i ≤ [N/2], we obtain from (6.43),
(Y1)ii = −ν(2 + κ)(ρ1 − ρ0)
(4 + ν + 2κ)
sinh(N + 1− 2i)α¯
sinh(N + 1)α¯
+O(e−2αi). (6.45)
Since Y1 is c-antisymmetry, (6.45) also gives the elements (Y1)ii for [N/2] + 1 ≤
i ≤ N . In particular, since cosh α¯ = 1 + κ/2, it follows that the contribution of Y1
to the temperature profile is exponentially flat in the bulk of the chain whenever
κ > 0. When κ = 0, on the other hand, α¯ = 0 and Y1 gives a linear profile. In the
limit N → ∞, it is straightforward to compute that for κ = 0, ρ1 and ρ0 are given
by
ρ0 =
1
2 sinh2 α
and ρ1 =
coshα
2 sinh2 α
, (6.46)
with α defined by coshα = 1 + ν/2. One thus has ρ1 − ρ0 = 1/(4 + ν) and the
temperature profile for κ = 0 is given by
(Y1)ii =
2ν
(4 + ν)2
( 2i
N + 1
− 1
)
+O(e−2αi). (6.47)
The temperature profile is linear, but oriented in the “wrong” direction. Indeed, if
for instance T1 > TN , then one obtains from (6.31), which involves a multiplication
by η = (T1 − TN)/(T1 + TN), that the slope is positive.
We next consider the contribution of Y2 to the temperature profile. Since Y2 is
c-symmetric, it will introduce, if nonzero, a global shift in the temperature profile.
As we shall see, this is indeed the case. To compute the diagonal (Y2)ii, we proceed
as for Y1. We first recall that (Y2)11 = 0, cf. (6.4), and note that Y2 also satisfies,
[Gκ,Y2] = GκZ2R+RZ2Gκ + (GκX
0V¯1 − V¯1X0Gκ). (6.48)
Denoting by ψ the first line of Y2, i.e.,
ψi ≡ (Y2)1i , (6.49)
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Figure 1: Contribution of Y1 to the temperature profile (ν = 1, N = 100).
one uses (5.30) to obtain from (6.48) the following expression, for i ≥ 2 and 2i ≤
N + 1,
(Y2)ii =
i−1∑
k=1
ψ2k+1 −
i−1∑
k=1
k∑
l=1
Uk−l+1,k+l , (6.50)
where ψ1 = (Y2)11 = 0 has been used, and
U = GκZ2R+RZ2Gκ + (GκX
0V¯1 − V¯1X0Gκ). (6.51)
Since Y2 is c-symmetric, (6.50) determines all diagonal elements (Y2)ii, 2 ≤ i ≤
N−1. The first term on the RHS of (6.48) is a bordered matrix and a straightforward
computation yields
k∑
l=1
(GκZ2R+RZ2Gκ)k−l+1,k+l = (Gκζ)2k , (6.52)
where ζ denotes the first line of Z2, i.e.,
ζi = (Z2)1i . (6.53)
The second term on the RHS of (6.51) is identical to the corresponding term ap-
pearing in (6.18), with V¯0 replaced by the diagonal matrix (V¯1)ij = δijφ2i−1. For
1 ≤ i ≤ j ≤ N , it is thus given by, cf. (6.29),
(GκX
0V¯1 − V¯1X0Gκ)ij = ν(φ2i−1 − φ2j−1)φi+j−1
+ δi1φ2j−1φj−1 + δjNφ2i−1φN−i , (6.54)
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with the convention φN+k = −φN−k, 0 ≤ k ≤ N . Inserting (6.52) and (6.54) into
(6.50) leads to
(Y2)ii =
i−1∑
k=1
∆k (6.55)
where, for k ≥ 1 and 2k ≤ N − 1,
∆k = ψ2k+1 − (Gκζ)2k −
(
φ2k−1φ4k−1 + νφ2k
k∑
l=1
(φ2(k−l)+1 − φ2(k+l)−1)
)
. (6.56)
One checks that |∆k| decays exponentially. First, recalling (4.23) and our convention
φN+k = −φN−k, 0 ≤ k ≤ N , this is clearly true of the last two terms in (6.56). Next,
an expression for the first line of Y2 can be obtained from equation (5.23) by using
that Z2 is c-antisymmetric. Formula (5.28) and (Z2)k,k+1 = 0, cf. (6.2), imply that
for 1 ≤ k ≤ [(N − 1)/2],
1
ν
ψ2k+1 =
1
2
k∑
n=1
φ2n
N−k−1∑
l=k
(φ2(l+n)+1 − φ2(l−n)+1) , (6.57)
with the convention φN+k = −φN−k, 0 ≤ k ≤ N . In particular, ψ2k+1 decays
exponentially. We finally compute ζ , the first line of Z2. One has ζ1 = ζN = 0 by
antisymmetry and c-antisymmetry of Z2, and applying formula (5.29) to equation
(5.23) yields for 2 ≤ j ≤ N − 1
ζj =
1
4
j−1∑
n=1
φj−2n
N−j∑
l=1
(φ2(l+n)−1 − φ2(j+l−n)−1), (6.58)
with the conventions φ−k = −φk and φN+k = −φN−k, 0 ≤ k ≤ N . Therefore, one
has for 2 ≤ i ≤ [(N + 1)/2],
(Y2)ii = h+O(e−αi), (6.59)
where the constant h is given by
h = h1 + νh2, (6.60)
with
h1 =
[N−1
2
]∑
k=1
(
2ζ2k+1 − (2 + κ)ζ2k − φ2k−1φ4k−1
)
, (6.61)
h2 =
[N−1
2
]∑
k=1
(1
ν
ψ2k+1 − φ2k
k∑
l=1
(φ2(k−l)+1 − φ2(k+l)−1)
)
. (6.62)
A straightforward, but lengthy, computation yields the following asymptotic formu-
las for large N ,
h1 =
coshα(coshα− 1− κ/2)
2eα sinh2 α sinh 3α
, (6.63)
h2 = − 1
4 sinh2 α
( 1
coshα
+
coshα
eα sinh 3α
)
. (6.64)
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Figure 2: Contribution of Y2 to the temperature profile (ν = 1, N = 100).
Recalling that coshα = 1 + (ν + κ)/2, one obtains
h = − 2ν
(ν + κ)(2 + ν + κ)(4 + ν + κ)
. (6.65)
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