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I write differently from what I speak, I speak differently from what I think, I think
differently from the way I ought to think, and so it all proceeds into deepest darkness.
Franz Kafka

Abstract
Decoherence is a major barrier to the implementation of quantum technologies. The-
oretical techniques for understanding decoherence in composite systems have tradition-
ally been focused on systems with distinguishable emission spectra, where measuring the
frequency of an emitted photon allows one to determine which process took place. Here
the photon contains information about the state of the system.
On the other hand, systems with indistinguishable spectra do not necessarily com-
pletely reveal information about the state of the system when a photon is emitted. It can
be impossible to say for certain which of two nearly degenerate transitions has occurred
just by measuring the photon’s frequency. It is then possible to preserve information
within the system throughout the decay process.
In this Thesis we show that indistinguishable spectra can lead to protected coher-
ences within one part of a coupled quantum system, even as another part decays. We
develop a zero-temperature exact approach for modelling such systems, and compare
it to the microscopically derived Born-Markov master equation. This comparison helps
us to understand the range of validity of the Markovian approximation. We use this
understanding to extend the master equation approach to finite temperature within the
Markovian regime, and we compare its high temperature results to a semiclassical model.
We examine the physical conditions required for coherence protection, and remarkably
we find that heating the system can improve coherence protection. Similarly, increasing
the decay rate of the unprotected part of the coupled system can also enhance the
coherence of the protected part. These effects are the results of linewidth broadening
and thus greater spectral indistinguishability.
The findings in this Thesis are of interest to both those seeking to engineer hybrid
quantum systems and those seeking to develop theoretical techniques for dealing with
the decoherence of composite quantum systems.
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Chapter 1
Introduction
“Begin at the beginning,” the King said gravely, “and go on till you
come to the end: then stop.”
Lewis Carroll, Alice in Wonderland
1.1 Motivations
In life everybody has their own strengths and weaknesses, and the most fruitful
collaborations occur when diverse individuals with complimentary skills work together
for a common goal. These teams often behave in a more complex way than the sum of
their individual parts, and such partnerships can often lead to surprising results.
So it is within the world of quantum computing: the basic unit of a quantum com-
puter, the qubit, can be realised in many different ways, each of which has its own physical
properties. The most promising quantum computing schemes consist of multiple qubit
types coupled together, each one performing its own specialist function. However the
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behaviour of these hybrid schemes is more complex and the act of coupling different
quantum systems together can lead to unexpected phenomena.
In this Thesis we study coupled quantum systems from a theoretical standpoint. The
time evolution of a single quantum system weakly coupled to a thermal environment can
generally be described using the Lindblad equation. The Lindblad equation models
system behaviour as the result of a set of individual transition processes, each occurring
at its own rate. Implicit in this model is the assumption that each individual transition
is distinct from all of the others, so that when a system process occurs the frequency of
the emitted photon would allow an observer to confidently infer which process has taken
place.
The Lindblad equation has also been traditionally used to model coupled quantum
systems, particularly in the field of quantum optics. In quantum optics, two different
quantum systems – light and matter – are coupled together by placing the matter inside
an optical cavity. So long as the light is quite weakly coupled to the matter, as is usually
the case, each individual transition is distinguishable from all others by measuring the
output photon frequency, so here the Lindblad equation is valid.
However when we use the Lindblad equation on other types of coupled quantum sys-
tems, we run into problems. For example, once it is no longer possible to fully distinguish
between two different transitions by measuring the emitted photon’s frequency, these two
transitions interfere with one another and the Lindblad equation no longer describes the
system behaviour. Many types of coupled quantum systems fall into this category, and
among them are some of the most promising quantum computing schemes. The vari-
ation in qubit properties that proves such an advantage when constructing a quantum
computer can also necessitate a more complex theoretical description.
Here we examine the behaviour of these composite systems using a variety of the-
oretical techniques, both at zero and at finite temperature. Along the way, we reveal
ways of protecting quantum coherence in surprising regimes, including at high tempera-
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ture. The indistinguishable transitions that cause the invalidity of the Lindblad equation
also provide a way of preventing the loss of quantum information to the environment.
When a system with overlapping spectral lines emits a photon, the photon’s wavelength
does not allow one to determine for certain which transition has occurred. The emitted
photon contains less information about the system from which it was emitted, and as
we shall see, this can be used to protect quantum coherences from being lost to the
environment.
Therefore this work is of interest both to those wishing to enhance coherence pro-
tection within physical systems, and to those looking for a more accurate theoretical
treatment of coupled quantum systems beyond the Lindblad equation.
1.2 Outline of Thesis
In this Thesis we consider a coupled two-qubit open quantum system. Firstly in
Chapter 2, we consider the limitations of classical computing and the need to develop
robust quantum computers. Then we introduce the key mathematical properties of
qubits and the differences between quantum and classical states. We finish Chapter 2
by reviewing the progress made to date in realising a physical quantum computer. We
assess the most promising qubit types: donor spins in solid-state systems, quantum dots,
superconducting qubits, optical qubits and ultracold atoms. Chapter 2 finishes with an
overview of hybrid quantum computing schemes. These schemes inform the model that
we study in the rest of this Thesis.
Having introduced key quantum information concepts, in Chapter 3 we turn to the
effect of the environment on a quantum system. We define an open quantum system and
introduce two main approximations commonly made when dealing with open quantum
systems: the Born and Markov approximations. Next we cover the model used to describe
the environment and its effect on the system of interest.
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In Chapter 3 we then derive two separate models for studying a coupled open quantum
system. The first model is the Born-Markov quantum master equation, which is valid
at zero and at finite temperature, but (as the name suggests) relies on the Born and
Markov approximations. We examine the additional approximation required to turn a
general quantum master equation into a Lindblad equation, and the consequences of
remaining in non-Lindblad form. The second model is an exact approach which uses the
Schro¨dinger equation in the single-excitation subspace, valid only at zero temperature.
We will use both of these methods later on in the Thesis.
In Chapter 4 we apply each of these methods in turn to a coupled two-qubit open
quantum system. The model we use is informed by the hybrid computing schemes
reviewed in Chapter 2. In Chapter 4 we study this system at zero temperature in order
to compare the results obtained using the Born-Markov master equation to those found
with the exact approach (both detailed in Chapter 3). By doing this, we are able to
assess the validity of the Born-Markov approximations within relevant parameter regimes.
We also demonstrate coherence protection in coupled quantum systems, and detail the
conditions required to maximise this.
Having assessed the validity of the Born-Markov master equation at zero temperature,
in Chapter 5 we extend this to finite temperature. We look at the dynamics across
different temperature regimes and find three distinct patterns of behaviour. In particular,
the high temperature regime exhibits significant coherence protection due to broadening
of the transition linewidths. We examine the limitations of the Born-Markov solution
at very high temperature and consider a semiclassical model, which we compare to the
Born-Markov solution. We describe the limitations of this semiclassical model, which
also implicitly uses the Markov approximation. Finally, in Chapter 6 we conclude the
Thesis and give suggestions for future experimental and theoretical work.
Chapter 2
Quantum Information Processing
Information about the package is as important as the package itself.
Frederick W. Smith
In this Chapter we give an introduction to quantum computing and review the math-
ematical and physical properties of qubits. We cover superposition, entanglement, co-
herence and density matrices, laying the foundations for the mathematical treatment of
decoherence given in Chapter 3. The main physical qubit candidates are reviewed and
their merits are assessed. We also discuss candidate hybrid quantum computing systems
of relevance to this Thesis.
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2.1 Quantum computing
First we look at the origins of quantum computing, starting with its classical coun-
terpart, and discuss some of the motivations behind the development of quantum com-
puting.
2.1.1 Classical computing
All classical computers are fundamentally made up of many bits – transistors that
act as miniature ‘switches’ which can be ‘off’ or ‘on’. These states are represented by
the values 0 and 1 respectively. Computations are carried out by applying logic gates to
input bits and the results are stored in RAM. The one-bit gate is the NOT gate, made
from a single transistor. The two-bit gates OR, AND and XOR can all be made from
different combinations of NOR gates. More complicated mathematical operations such
as addition are made from combinations of these basic one and two-bit gates [1]. These
operations are in turn combined to form programs, operating systems and so on.
The computational power of a device depends on many complex and interacting
factors, but a key element is the number of transistors it contains. In 1965, Gordon
Moore predicted that the number of transistors in an integrated circuit would double
every year for at least a decade [2]. The exact time period for this doubling has since
been revised, but the exponential growth in the number of transistors has continued for
far longer than Moore originally anticipated, accompanied by decreasing transistor size
(see Figure 2.1).
However all good things must come to an end, and Moore’s Law has begun to fail
due to the extra heat that is generated from having so much circuitry in such a small
area. Quantum tunnelling also starts to cause leakage problems on such small length
scales. The computing industry has other strategies to keep increasing computing power,
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Figure 2.1: Left [3]: the first point-contact transistor measuring around 1cm, invented
at Bell Labs in 1947 [4], for which Bardeen, Brattain and Shockley jointly received the
Nobel Prize in Physics in 1956 [5]. Right [6]: Intel’s 22nm tri-gate transistor, introduced
in 2011. Intel has since released processors incorporating 14nm transistors [7].
however some problems will always remain out of reach of a classical computer due to
how the number of operations in an algorithm can scale with input size [8]. For example,
if we wished to model the quantum-mechanical effects of all the electrons in a mole of
a metal, we would need 1023 classical bits to store the system’s state – an improbably
large number.
2.1.2 Quantum computing
Quantum computing offers a completely different approach. Rather than classical
bits which must be either 1 or 0, a quantum computer is made from qubits – quantum
bits – which can exist in a superposition of the two quantum mechanical states |1〉 and
|0〉 (the concept of superposition will be covered in more detail in Section 2.2.1). Richard
Feynman gave a lecture on a quantum mechanical computer published in 1982 [9], but
it was David Deutsch’s description of a universal quantum computer in 1985 [10] that
is credited with launching the field.
Quantum computations rely on two properties – superposition and entanglement,
covered in more detail in Section 2.2.1. Both of these properties are fundamentally
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quantum and do not have a classical analogue. They allow quantum computers to
take advantage of quantum parallelism, whereby a function can be evaluated for many
different input values simultaneously [11]. A quantum computer comprised of n qubits
can be used to encode 2n states which can all be fed into the quantum algorithm
simultaneously.
However, in order to extract information about multiple states at the end of the
computation, it is necessary to design algorithms that take advantage of interference
between quantum states. This can often be done by a judicious choice of final trans-
formation in order to extract the maximum possible amount of information from the
system. Examples of this include Shor’s algorithms for finding discrete logarithms and
factorising integers on a quantum computer, which provide exponential speed up [12];
and Grover’s search algorithm for an unsorted database which offers quadratic speed
up [13].
Many different physical qubit realisations have been proposed, and these will be
reviewed in Section 2.3. The past two decades have seen an explosion of research
activity centred around quantum information and quantum computing, and yet a physical
universal quantum computer remains elusive. The primary reason for this is that quantum
states are very fragile and susceptible to environmental influence. This influence causes
decoherence and destroys the superposition state needed to run quantum computations.
Without proper knowledge and control over decoherence, we can never hope to construct
a fault-tolerant quantum computer.
Efforts to control decoherence are broadly split into two strands: protecting qubits in
order to increase their coherence times, and the use of error correction algorithms [14].
This Thesis shall focus on the former; in Section 2.2 we introduce the mathematical
formalism necessary to describe qubits and coherence, whilst in Chapter 3 we will look
at the mathematical treatment of decoherence.
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2.2 Mathematical properties of qubits
Before looking at physical qubit candidates, let us review the key mathematical prop-
erties of qubits: superposition, entanglement and coherence. These properties separate
qubits from classical bits, and as such are vital for any quantum computation.
2.2.1 Superposition and entanglement
Superposition
A qubit can exist in a superposition of two states, and has the form:
|ψ〉 = α|0〉+ β|1〉, (2.1)
where the coefficients α and β are complex numbers. The states |0〉 and |1〉 are orthonor-
mal and are known as computational basis states [11]. Note that the above equation
assumes that the qubit is in a pure state; pure and mixed states are covered more fully
in Section 2.2.2.
As we require the qubit to exist within the vector space defined by two orthonormal
states, the two level system (TLS) is a natural choice for qubit representation. If we
were to measure the qubit’s state, the result would either be 0 (with probability |α|2) or
1 (with probability |β|2).
Since all probabilities must sum to one, |α|2 + |β|2 = 1. This allows us to rewrite
Equation 2.1 as [11]:
|ψ〉 = cos
(θ
2
)
|0〉+ eiφ sin
(θ
2
)
|1〉, (2.2)
where θ and φ are real numbers which define a point on the surface of a three-dimensional
sphere of unit radius. This sphere (shown in Figure 2.2) is known as the Bloch sphere,
and it provides a way of visualising the state of a qubit. For example, the state |0〉 lies
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at the ‘North pole’ of the Bloch sphere, whilst the equal superposition 1√
2
(|0〉+ |1〉) lies
along the x axis. Unfortunately there is no such convenient visualisation of the state of
a multi-qubit system.
|𝜓〉
|0〉
|1〉
x
y
z
𝜃
𝜙
Figure 2.2: Representation of a qubit on the surface of the Bloch sphere.
Entanglement
Unlike superposition, entanglement is specifically a multi-qubit effect and can be
thought of as non-classical correlations [15]. To see how entangled states and non-
entangled states differ, let us consider two (initially unentangled) qubits a and b, each
in a pure state of the form |ψi〉 = αi|0〉i + βi|1〉i (where i ∈ {a, b}). The total state of
the combined system is then given by the product state:
|ψ〉 = |ψa〉 ⊗ |ψb〉
=
(
αa|0〉a + βa|1〉a
)⊗ (αb|0〉b + βb|1〉b)
= αaαb|00〉+ αaβb|01〉+ αbβa|10〉+ βaβb|11〉, (2.3)
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where |ij〉 denotes the two-qubit state containing qubit a in state |i〉 and qubit b in
state |j〉. (This notation is also used to describe multi-qubit systems of arbitrary size,
|ψ1, ψ2, · · · , ψn〉.) The system described in Equation 2.3 is not entangled because it is
possible to write the system state as a product of the state of qubit a and the state of
qubit b.
The state of a two-qubit system (entangled or unentangled) is generally written in
the form:
|ψ〉 = α|00〉+ β|01〉+ γ|10〉+ δ|11〉, (2.4)
where α, β, γ, δ are complex coefficients. This system is only unentangled if |αδ−βγ| =
0. Otherwise, it is entangled and it is not possible to separate the state of a from that
of b. The four Bell states form an orthonormal basis of maximally entangled two-qubit
states [15]:
|Ψ−〉 = 1√
2
(|01〉 − |10〉),
|Ψ+〉 = 1√
2
(|01〉+ |10〉),
|Φ−〉 = 1√
2
(|00〉 − |11〉),
|Φ+〉 = 1√
2
(|00〉+ |11〉). (2.5)
If we were to take a system in a Bell state and measure one spin component of one
qubit, the same spin component of the other qubit would be immediately determined,
no matter how far apart the two qubits were located. Entangled qubits separated by 1.3
kilometres have been produced, violating any theory of nature that obeys both locality
and realism [16].
12 Quantum Information Processing
2.2.2 Coherence
We have seen that a superposition of states is required for quantum computing,
but in what way does superposition differ from classical uncertainty about which state
a system is in? Here we examine how these two cases differ and how they can be
represented mathematically.
Pure states
A qubit in a pure state is completely defined by the state vector |ψ〉 of form given in
Equation 2.1, so that it sits on the surface of the Bloch sphere as shown in Figure 2.2.
For example, a spin-based TLS may be in the superposition state:
|ψ〉 = 1√
2
(|↑〉+ |↓〉) , (2.6)
where |↑〉 denotes the spin-up state and |↓〉 the spin-down state projected onto the z axis.
In order to gain information about the state of the spin, we must perform measurements
on it. To do this, we must choose which measurements to perform. For example, we
could gain information about either the x or the z-projection of the spin.
In quantum theory, an observable A is associated with a Hermitian operator Aˆ. The
operators associated with spin measurements are the Pauli matrices:
σˆx =|↑〉〈↓| + |↓〉〈↑|, σˆy = +i
(|↓〉〈↑| − |↑〉〈↓|), σˆz =|↑〉〈↑| − |↓〉〈↓| . (2.7)
Suppose we wish to measure the z-projection of our TLS. Upon measurement, the
system is projected into one of the two eigenstates of σz: |↑〉 or |↓〉. The probability of
obtaining an ‘up’ result is:
|〈↑|ψ〉|2 = 1
2
, (2.8)
2.2 Mathematical properties of qubits 13
since the eigenstates are orthonormal.
So when we measure the spin z-projection, there is a 50% chance we obtain the
answer ‘up’, and 50% that we record ‘down’. However, this is distinctly different to the
classical case where a coin is flipped, because our quantum state |ψ〉 is in superposition.
The implications of this become clear when we swap our measurement basis.
Let us instead measure the spin’s x-projection. The eigenstates of σx are
|+〉 = 1√
2
(|↑〉+ |↓〉) and |−〉 = 1√
2
(|↑〉− |↓〉), so an x-measurement of the original state
|ψ〉 returns ‘+’ with probability 1. If |ψ〉 were either ‘up’ or ‘down’, a measurement in
the x-basis would have been 50 : 50. In this way, we see that a quantum superposition
state is not the same as a classically probabilistic system, and this distinction will be
important later.
Mixed states and density matrices
Pure states such as Equation 2.6 can be fully described by their state vector |ψ〉.
However sometimes we don’t know for certain which pure state the system is in. All we
know is that the system has the probabilities pn to be in normalised states |ψn〉. Then
the system is in a mixed state, and is fully described by its density matrix ρ [15]:
ρ =
∑
n
pn|ψn〉〈ψn|. (2.9)
Note that throughout this Thesis, we will use the following notation to refer to an
element of a density matrix in a given normalised basis:
ρm,n(t) ≡ 〈m|ρ(t)|n〉. (2.10)
The density matrix has the following properties:
 Unit trace (Tr[ρ] = 1): the sum of the probabilities must equal one.
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 Hermiticity (ρ = ρ†): evident from the definition of ρ, noting that pn ∈ R.
 Positivity (〈φ|ρ|φ〉 ≥ 0): all probabilities must remain positive, no matter what
orthonormal basis they are measured in.
The above properties ensure that the density matrix at some particular time is phys-
ical. To ensure that the time evolution of the density matrix is physical, we also need to
impose a condition on the maps which act on it. In this context, the map is the time
evolution of the density matrix from some time t1 to a later time t2, so a condition on
the map is a condition on the allowed dynamics.
The density operator must be acted on by completely positive maps. To understand
this, let us consider the action of maps on composite systems made up of two or more
subsystems. If a map acting on a particular subsystem is positive (and trace-preserving),
it transforms density operators of that subsystem into density operators. If the map
acting on a subsystem is completely positive, then the extended map acting on the
composite system is also positive [17].
It is also useful to define the purity of a state, Tr[ρ2]. A pure state has a purity of
one, whereas the purity of a mixed state is less than one and greater than or equal to
zero. Whereas a pure state corresponds to a point on the surface of the Bloch sphere
(Figure 2.2), a mixed state is represented by a point inside the Bloch sphere [15].
The expectation value of an operator Aˆ is:
〈Aˆ〉 = Tr[ρAˆ]. (2.11)
(The trace operation is Tr[Xˆ] =
∑
n〈φn|Xˆ|φn〉, where |φn〉 is any orthonormal basis
[15].)
Sometimes we deal with a composite system made up of two subsystems, and then
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it is useful to talk of a reduced system density matrix, found by taking a partial trace:
ρ1 = Tr2[ρ]. (2.12)
This traces over all the degrees of freedom associated with subsystem 2, leaving ρ1,
which acts in the Hilbert space of subsystem 1.
Populations and coherences
Let us return to our TLS with the pure state defined in Equation 2.6. Its density
matrix written in the basis {|↑〉, |↓〉} is:
ρTLS =
1
2
 1 1
1 1
 . (2.13)
Let us contrast that with the flipped coin, which we know is either in state ‘up’ or
‘down’. The coin has the density matrix:
ρcoin =
1
2
 1 0
0 1
 . (2.14)
The purity of ρTLS is one, whilst the purity of ρcoin is 1/2 – so the TLS is in a pure
state, whilst the coin is in a mixed state.
The diagonal elements of the two density matrices are the same – these are the
populations, which represent the probabilities that the system is in each of the basis
states. The off-diagonal elements are the coherences, which provide information about
whether the system is in a pure or a mixed state.
To understand more about the coherences, let us rewrite ρTLS in the x basis,
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{|+〉, |−〉}:
ρTLS =
 1 0
0 0
 . (2.15)
We can now see that the system is in the pure state |+〉. Written in this basis, ρTLS has
no coherences associated with it because the population of |−〉 is zero. If the populations
of two basis states are non-zero and the coherence between those two states is zero (as
in ρcoin), then the system is in a mixed state. Rewriting ρcoin in the x basis would not
change the matrix; it remains in the form of Equation 2.14.
The density matrix represents a statistical mixture of a number of states. Each of
these states may or may not be superposition states with respect to a particular basis.
Coherences between different states in a given basis are represented by off-diagonal
elements of the density matrix in that basis. Coherent manipulation of a state maintains
that state’s purity as it is rotated around the Bloch sphere, so it maintains a well-defined
local phase. Decoherence is the loss of a well-defined local phase, and it presents a major
challenge to all quantum information technologies. This will be discussed in more detail
in Chapter 3.
2.3 Physical quantum computers
Having discussed which mathematical properties separate qubits from their classical
counterparts, in this Section we summarise the progress made in the physical imple-
mentation of quantum information systems. We will confine our discussions to spatially
localised qubits as non-localised proposals such as topological qubits [18] fall outside of
the scope of this work.
2.3 Physical quantum computers 17
2.3.1 Physical qubits
DiVincenzo laid out the “five requirements for the implementation of quantum com-
putation” [19]. These are:
1. ‘A scalable physical system with well characterised qubits’: The qubit’s
Hamiltonian should be well known and the qubit should be an effective two level
system.
2. It must be possible to initialise the qubits into a simple low-entropy state,
such as |000 · · · 〉: We must be able to initialise the register into a known state
before the computation begins.
3. ‘Long relevant decoherence times, much longer than the gate operation
time’: See Section 2.2.2 for further discussion of coherence.
4. ‘A universal set of quantum gates’: The set of quantum gates consisting of
all one-bit gates plus the two-bit XOR gate is universal, as all many-bit gates can
be constructed from combinations of these gates [20].
5. It must be possible to measure specific qubits: We must be able to read out
the result of a computation.
Here we review the most promising physical qubit candidates against DiVincenzo’s
criteria.
Donor spins in solid-state systems
Donor atoms in solid state materials possess bound electrons at low temperature
which can act as spin-based qubits. Silicon is the most commonly-used host material,
and offers exceptionally long spin coherence times – a coherence time of over 39 minutes
at room temperature (rising to 3 hours at low temperature) was recently achieved using
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phosphorus-31 donors [21]. Electron spin coherence times exceeding seconds have been
measured in high-purity silicon at 1.8 K [22]. These long coherence times are due to
the low spin-orbit coupling and a low proportion of nuclear spins within silicon [23]. In
addition, there is already a detailed understanding of silicon’s properties, and advanced
silicon chip fabrication knowledge and infrastructure currently exists.
Historically, manipulating nuclear spin qubits has proved difficult due to their weak
polarization under experimentally accessible conditions. Additionally, whilst AC magnetic
fields can be used to manipulate nuclear spins, it is challenging to spatially confine these
so as to address a single spin. More recent proposals have focused around the use of
electric fields to control donor spins [24] or the use of coupled electron spin qubits [25]
(see also Section 2.3.2).
In addition to bound electon spins, many donors possess nuclear spin which can also
be used for storing quantum information. The most popular dopant is phosphorus-31,
which has a nuclear spin of 1
2
(see e.g. [21]). Other elements are also being considered,
for example bismuth, which offers a larger Hilbert space for computations due to a
nuclear spin of 9
2
in Bi-209 [26].
Donor spins can be manipulated using established electron spin resonance (ESR)
techniques, whereby resonant microwaves are used to alter the electron spin state [27].
The duration and phase of the microwave pulse can be adapted to produce all required
qubit gates [23]. Read out can be achieved using magnetic resonance [28] or via coupling
to other degrees of freedom such as an optical system.
Dopants are also used in other solid state systems to produce spin-based qubits with
long decoherence times. Zhong et al. achieved a six-hour coherence time by using
europium ion dopants in yttrium orthosilicate [29].
Nitrogen vacancy (NV) centres in diamond are another promising dopant-based sys-
tem. Selected carbon atoms from the diamond are replaced by nitrogen dopants, which
only bond to three neighbouring atoms, leaving one site vacant (see Figure 2.3) [30].
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The NV centre has a single negative charge and forms a spin triplet. The system can be
optically pumped into the initial spin state [31], coherently manipulated using resonant
microwaves [32] and detected using spin-dependent fluorescence [31]. Long-distance en-
tanglement is possible using NV centres, and has been demonstrated for spins separated
by over one kilometre [16].
N
V
Figure 2.3: A nitrogen vacancy centre in a diamond lattice, with carbon atoms depicted
in black, nitrogen in blue and vacancy in white.
NV centres have achieved electronic spin coherence times approaching one second
[33]. Coherence times of NV centres are high, even at room temperature, due to weak
spin-orbit coupling and almost no nuclear spins within the carbon lattice [31]. This
property has lead to the proposal of a scalable architecture for implementing room-
temperature NV centre-based quantum computers [34].
The greatest challenge in building scalable solid-state spin-based quantum computers
is facilitating the interactions between qubits [31]. The exchange interaction has very
short range, necessitating the use of optical modes to connect qubits. Placing donor spins
with the required precision is challenging [23], though scanning tunnelling microscopy
has been used to place single phosphorus dopants in silicon with atomic precision [35].
Long distance transmission of quantum states would require coupling to an optical mode,
20 Quantum Information Processing
however phosphorus donors in silicon suffer from low measurement efficiency [23]. Solid-
state spins are likely to be used as quantum memory, coupled to other degrees of freedom
in a hybrid quantum computer (see Section 2.3.2).
Quantum dots
Quantum dots are artificial atoms created by confining one or more electrons (or
holes) into a localised potential, so that they have discrete energy levels in just the same
way as an atomically bound electron. The confinement may be implemented in several
different ways; it can be lithographically defined or self-assembled [31]. Lithographically
defined quantum dots have a shallower potential and so require temperatures of less than
1 K, whereas self-assembled quantum dots operate at somewhat higher temperatures
(∼4 K) [31]. Self-assembled quantum dots grow on strained heterostructures, forming
a regular pattern of islands. This was first demonstrated by Goldstein et al., who grew
self-assembled quantum dots on a InAs/GaAs strained-layer superlattice [36].
Loss and DiVincenzo first described how lithographically defined quantum dots could
be used to construct a universal set of quantum gates [37]. In this proposal, coupling
between qubits is enacted by changing the tunnelling barrier between neighbouring dots.
The properties of quantum dots are highly tunable and they can be integrated into
devices more easily than donors can [38]. However, self-assembled quantum dots form
in random locations and have varying optical characteristics, both of which become
increasingly problematic as system size increases [31].
Coherence times in quantum dots are much shorter than in doped silicon. Gallium
and arsenic possess a nuclear spin, so any quantum dots made from these materials suffer
from decoherence due to spin-spin interactions [39]. Silicon-28 has no nuclear spin, but
silicon-oxide interfaces are highly flawed, trapping unwanted parasitic quantum dots [23].
Other materials such as silicon-germanium heterostructures have fewer interface defects,
and coherence times of around 400 µs have been measured [40]. As with donor qubits,
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coupling quantum dot qubits is a significant challenge, and is likely to involve other
degrees of freedom such as optical or superconducting qubits.
Superconducting qubits
Superconducting qubits are integrated circuits made of superconducting materials,
so there is no dissipation from electrical resistance. The electrons in a superconductor
form Cooper pairs which are condensed into a single macroscopic state. This leads to
two important properties: flux quantisation (the magnetic flux in a superconducting ring
is quantised in units of h/2e) and Josephson tunnelling (Cooper pairs can tunnel coher-
ently across an insulating gap between two regions of superconductor) [41]. Josephson
tunnelling allows us to introduce nonlinearity to superconducting circuits without adding
extra dissipation or dephasing [42]. The three basic types of superconducting qubit
are flux, charge and phase, depending on which collective degree of freedom is used to
encode the quantum information [41, 42].
Superconducting qubits exhibit exceedingly fast gate speeds: single qubit gate times
are around 5 to 50 ns, whilst two qubit gate times are 50 to 500 ns [42]. These are much
shorter than coherence lifetimes, which are ∼100 µs [42]. Readout can be achieved via
quantum nondemolition measurements which allow continuous monitoring of the qubit,
allowing errors to be detected and therefore corrected [42]. Superconducting circuit ele-
ments can be made using existing successful integrated circuit fabrication technologies.
A quantum computer with five superconducting phase qubits has been used to factorise
the number 15 using Shor’s algorithm [43]. Classical states in a superconducting quan-
tum circuit have been protected against bit-flip errors by using repetitive error detection
techniques [44]. The microprocessor company IBM is conducting research into super-
conducting quantum computers and hopes to produce a superconducting qubit lattice
capable of conducting quantum error correction in the near future [45].
Superconducting qubits must be cooled to mK using a dilution refrigerator to reduce
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thermal noise [46] and shielded from external electromagnetic signals. The leads coupling
the qubits to readout or control devices introduce considerable decoherence to the system
[41]. In addition to these extrinsic sources of noise, there is also intrinsic low-frequency
1/f noise due to charge fluctuations, flux fluctuations and fluctuations in the critical
current [41]. The individual superconducting qubits will never be perfectly identical,
introducing more errors into gate operations. As the system is scaled up, controlling this
decoherence becomes ever more important, challenging the capabilities of current error
correction methods [42]. Scalable error correction could be achieved by use of surface
codes (see e.g. [47] for a review) which use two-dimensional lattice of computational
qubits and stabilisers to find and reverse errors.
Optical qubits
Photons have a number of degrees of freedom that can be used to encode a qubit,
including polarisation, occupation number, and spin and orbital angular momentum [48].
Photons do not suffer from decoherence to the same extent that matter qubits do [49],
and many-photon entangled states have been experimentally demonstrated (see e.g.
[50–52]). In addition, photons are the leading candidate for qubit transmission [53], and
indeed quantum states have been transmitted over a distance of 143 km using optical
links [54]. Single photon gates can be easily implemented using beam splitters, phase
shifters and photo-detectors [55].
However a major hurdle for optical qubits is that they do not interact directly, so
multi-qubit gates are difficult to achieve. Progress in this area has been made with
the construction of an all-optical CNOT gate [56], that, together with single-qubit ro-
tations, form a universal set of quantum logic gates. However all-optical CNOT gates
still suffer from low efficiency and low success rates [57]. Other challenges include the
construction of high-efficiency single-photon detectors and engineering high-efficiency
indistinguishable single-photon sources [49]. The most likely use of photons in a scal-
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able, fault-tolerant quantum computer is for quantum communication between matter
qubits [31].
Trapped atoms and ions
Ultracold atoms and ions can be trapped using static or oscillating electromagnetic
fields. They have very long coherence times – up to several seconds [58]. As atoms/ions
interact strongly with one another via the Coulomb interaction, gate operations are easy
to construct [59]. Trapped ions were recently used to construct a five-qubit quantum
computer capable of running Shor’s algorithm [60]. Many cold atoms can be entangled
together by use of optical pulses – Haas et al. [61] entangled forty cold atoms in an optical
cavity; McConnell et al. [62] entangled around 3,000 atoms using a single photon.
Scaling trapped-ion gates remains a challenge. In order to achieve efficient laser
cooling and suppress decoherence, high vibrational frequencies are required, however
these result in ions which are closely spaced in the trap [59]. Addressing individual
ions becomes very challenging, as this involves focusing a laser beam on the selected
ion. Additionally the optical pulses used to manipulate the qubits induce decoherence
by exciting unwanted modes; these modes become harder to avoid as the system size
increases [59]. Recent proposals for scalable trapped-ion quantum computers centre
around the use of modular systems in order to avoid these problems [63].
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Summary of physical qubit types
The different types of qubit covered above are summarised in Table 2.1.
Qubit Advantages Disadvantages
Donor spins Very long coherence times Difficult to couple qubits
High-fidelity qubit detection
and manipulation
Exchange interaction has a
very short range
Can be made using existing
fabrication techniques
Quantum dots Extremely tunable Hard to couple many qubits
Can be integrated into de-
vices more easily than donors
can
Self assembled dots form in
random locations and have
varying optical characteristics
Superconducting Fast gates – much faster than
decoherence times
Readout and control leads
add unavoidable decoherence
Continuous monitoring of
states possible
Intrinsic decoherence of 1/f
form is hard to overcome
Can be made using existing
fabrication techniques
Optical Extremely long coherence
times
Inefficient single photon de-
tectors
Excellent transmission over
long distances
Hard to generate indistin-
guishable single photons
Single qubit gates easy to
construct
Multi-qubit gates very diffi-
cult to construct
Trapped atoms/ions Long coherence times Decoherence scales with size
Many qubits can be entan-
gled together with a single
photon
Addressing individual atoms
harder for large systems
Easy to construct qubit gates
Table 2.1: Summary of major qubit types
2.3.2 Hybrid quantum computing
Each type of qubit offers different advantages to quantum computing; however the
most promising proposals use several types of qubits coupled together, each perform-
ing different functions. For example, the long relaxation times of nuclear qubits make
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them ideally suited to performing as quantum memories, whilst photons are excellent at
transmitting quantum information.
There are many different quantum computing proposals that make use of multiple
qubit types (for a review see Kurizki et al. [64]). Here we focus on two hybrid quantum
computing schemes that are directly relevant to this Thesis, though the theories that
we present could be applied to numerous other hybrid quantum computing proposals.
Figure 2.4 depicts a schematic of the hybrid schemes covered here. Note that the
excitation frequencies of the different components are separated by several orders of
magnitude – this separation of energy scales will prove important in later Chapters.
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Figure 2.4: Three physical qubit systems which work together to perform the functions
required by a quantum computer. These are arranged by the characteristic frequency
needed to excite them. Dark blue arrows indicate coupling between the qubit types [64].
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Electron-nuclear spin systems
As we have already seen, nuclear spins offer exceedingly long coherence times, mak-
ing them well suited as memory qubits. However, addressing the nuclear spins is an
issue, since they have weak spin splitting at achievable temperatures and magnetic field
strengths. Electron spins have a much larger spin splitting as their magnetic moment
is around 2,000 times greater than that of nuclear spins. The gate manipulation times
of electron spins are also ∼103 times faster than that of nuclear spins, and detection
methods for electronic spins are more sensitive than those for magnetic spins [65].
For these reasons, there is considerable interest in hybrid electron-nuclear spin quan-
tum computers, whereby the electronic spins are used for manipulation and the nuclear
spins for storage. Such schemes typically require coherent state transfer between nuclear
and electronic spin qubits. The coupled spin system has two different energy scales –
the nuclear spin splitting is much smaller than that of the electron spin (Figure 2.5).
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Figure 2.5: Coupling a spin-half nuclear spin to an electronic spin results in four energy
levels. The splitting between nuclear spin states (dark blue solid lines) is typically in
the radio-frequency regime (1-200 MHz), whilst the electronic splitting (dashed lines) is
much larger, usually in the microwave regime (10-100 GHz) [65].
Nuclear-electron coupling in diamond
Electron spins associated with nitrogen vacancy colour centres in diamond provide
a promising environment for hybrid quantum computing. The electronic spins are used
for readout whilst nuclear spins provide memory [66, 67]. The electronic spins can be
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addressed coherently through resonant microwave pulses [68]. Proximal 13C nuclear
spins can be coherently coupled to the electron spin and addressed individually due to
quantum back-action which modifies nearby energy levels and magnetic moments [68].
13C nuclear spins in diamond have produced room-temperature coherence times of over
one second [69].
However 13C has a natural abundance of 1.1% and this lack of 13C atoms coupled
to NV centres causes issues with scalability, since it is desirable if the storage and
processing qubits are always found together [70]. In contrast, the nitrogen 14N nuclear
spin is always present and its properties are determined by the NV centre geometry [71].
The hyperfine interaction between the optically excited electron spin and the N nuclear
spin is ∼60 MHz, much larger than the coupling between the ground-state electron and
nuclear spin [71].
Fuchs et al. [70] have demonstrated coherent quantum state transfer between elec-
tronic and nuclear nitrogen spins in NV centres with a transfer time of 120 ns and a total
storage fidelity of 88%. The nuclear spins have coherence times ∼500 times longer than
electron spins, and are also much less sensitive to optically-induced decoherence [72],
further confirming their suitability as memory qubits. Single-shot readout of a single
N nuclear spin with fidelity of 92% has been achieved using a quantum nondemolition
measurement scheme [73]. Repetitive readout of the electron spin has been amplified
by a factor of ten by using a single nuclear spin as a storage qubit [66].
Additionally, dynamical decoupling can be used to protect the nuclear qubits from
decoherence whilst they are not needed for a calculation. Dynamical decoupling reverses
the spin precession, refocusing the qubit phase [71]. Dynamical decoupling has been
integrated into quantum gates in diamond NV centres at room temperature to protect
the information stored in the nuclear spin [74].
28 Quantum Information Processing
Nuclear-electron coupling in silicon
Silicon-based systems provide another promising electron-nuclear spin hybrid quan-
tum computing environment. Donors such as 31P act as long-lived nuclear spin qubits,
however direct measurement of the nuclear spin state by NMR is difficult. The nuclear
spin state can instead be coherently transferred to the donor electron spin by using res-
onant microwave and radio frequency pulses [75]. Once on the electron spin, the state
can be read out using high-fidelity single-shot readout techniques [76], first achieved by
Morello et al. [77]. Electrical single-shot readout of a single 31P nuclear spin with fidelity
greater than 99.8% has since been demonstrated [25].
Spin-optical photon coupling
Solid state spins show promise for scalable quantum computational architectures as
many qubits can be integrated onto chips using nanofabrication techniques. However,
connecting distant stationary qubits in a quantum network or for the purposes of quan-
tum communication requires flying qubits which can be transferred over long distances.
Photons form the ideal flying qubit due to their superb transmission rates and long
coherence times.
Several spin-based qubits have spin-dependent optical transitions, where the light-
matter coupling is dependent on the spin state and on the photon polarisation or fre-
quency [78]. This requires the spin qubit to have a spin-degenerate ground state and
an optical transition to an excited state with strong spin-orbit coupling [78]. Two such
candidate systems are quantum dots and NV centres in diamond, and we provide an
overview of their properties here.
Optically active quantum dots
Quantum dots were used in very early quantum computing proposals [37]. They are
highly tunable and can be readily integrated into nanoscale devices. InGaAs quantum
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dots in GaAs are the most promising optically active quantum dots since it is possible
to confine both electrons and holes simultaneously and obtain discrete optical spec-
tra [78]. Photons generated by different quantum dots are highly indistinguishable, as
demonstrated by interference experiments [79, 80].
If we apply a magnetic field parallel to the sample surface, the two spin states are
both coupled equally to the two excited states with polarisation-dependent transitions.
This can be used to initialise, manipulate and readout the spin state by use of resonant
optical pulses which address a single spin state [78]. Li et al. [81] first demonstrated
an all-optical two-bit quantum gate in a quantum dot, whilst Press et al. demonstrated
complete coherent control of a single quantum dot spin using ultrafast optical pulses [82].
Another important prerequisite is the ability to create entanglement between a quan-
tum dot spin and a single photon; this has been realised [83–85]. The fidelity of en-
tangled spin-photon pairs can exceed 90% [86]. This entanglement holds promise for
quantum teleportation and quantum communication. A recent quantum teleportation
experiment [87] generated a single photon in superposition by exciting a quantum dot,
then created an entangled spin-photon state in a second dot located 5 m away and
interfered the two photons to teleport the quantum information. This has paved the
way for the generation of entanglement between two distant quantum dot spins using
single-photon interference [88].
Spin-photon coupling in NV centres
NV centre electron spins can be controlled optically. Initialisation and spin read-
out can be achieved using off-resonant or resonant optical pulses [78]; the fidelity of
off-resonant initialisation is thought to be limited to around 90%, whereas resonant ini-
tialisation can produce fidelities of at least 99.7% [89]. The coupling between nuclear
and electronic spins in NV centres can also be exploited to provide optical initialisation
and readout of nearby nuclear spins [73,90,91]. The nuclear spin can be protected from
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decoherence during optical readout of the electron spin state [72]. Full optical coher-
ent control of the electron spin has also been demonstrated by applying two lasers of
different frequencies to the NV centre and varying the phase between them [92, 93].
Photon-coupled NV centres offer a promising avenue for long-distance quantum com-
munication. Togan et al. demonstrated entanglement between a single photon polarisa-
tion state and an NV electron spin [94]. Since then, photons have been used to remotely
entangle electrons in two remote NV centres [95] and thus demonstrate loophole-free
Bell inequality violation [16]. Photon-mediated entanglement of remote NV centres has
been used to teleport quantum states between NV centres separated by 3 metres [96].
Chapter 3
Open Quantum Systems
The universe has to move forward. Pain and loss, they define us as
much as happiness or love. Whether it’s a world, or a relationship...
Everything has its time. And everything ends.
Sarah Jane Smith, Doctor Who: School Reunion
In Chapter 2 we saw that coherences are vital for quantum computation, and that
systems undergoing decoherence are most conveniently described using density matrices.
Here we look the time evolution of density matrices, both for closed quantum systems
and for open quantum systems. This provides a mathematical framework for describing
decoherence that will be used extensively in later Chapters.
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3.1 Closed and open quantum systems
3.1.1 Closed quantum systems
A closed quantum system is one that does not interact with any external influences
– it exists in a perfect bubble away from the rest of the Universe. The dynamics of the
system’s state vector are determined by the Schro¨dinger equation [97]:
i
d
dt
|ψ(t)〉 = H|ψ(t)〉, (3.1)
where H is the (in general time-dependent) system Hamiltonian and from here onwards
we have set Planck’s constant ~ = 1.
The Schro¨dinger equation can be used to derive an equation of motion for the density
matrix, known as the Liouville-von Neumann equation [97]:
d
dt
ρ(t) = −i[H, ρ(t)], (3.2)
where [A,B] ≡ AB − BA is the commutator of A and B. Equation 3.2 is an example
of a quantum master equation – a set of differential equations, one for each entry of the
density matrix. Solving these would provide us with the full dynamics of each density
matrix element.
3.1.2 Open quantum systems
An open quantum system is one that interacts with an external environment. If the
energy level spacing of that environment tends to zero then it is called a reservoir; if
that reservoir is in thermal equilibrium it is a bath [97]. A schematic representation of
an open quantum system is shown in Figure 3.1. The total Hilbert space available is the
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tensor product of the system and environmental Hilbert spaces [97].
System
ρS  HS
Environment
     ρB  HB
Figure 3.1: Representation of an open quantum system [97]. The total system-bath
density matrix is denoted ρ.
The Born-Markov approximations
The Born and Markov approximations are frequently made when investigating open
quantum systems. To make the Born approximation, first we assume that the sys-
tem and environment are weakly coupled so that the system only weakly influences the
environment (this is known as the weak-coupling approximation). The environment’s
density matrix is negligibly affected by the interaction with the system, such that the
total density matrix can be approximated as a tensor product [97]:
ρ(t) ≈ ρS(t)⊗ ρB. (3.3)
In general, when a system is coupled to an environment, its future state can depend not
only on its current state, but also on past states since information that was transferred
to the environment at earlier times can be transferred back to the system. The Markov
approximation assumes that the time evolution of the system is only dependent upon
the current state of the system, and not on the system’s history.
Applying the Markov approximation to a quantum master equation results in a time
local equation. This is valid so long as timescale of environmental correlations is short
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compared to the relaxation time of the system [97]. Once the Markov approximation is
applied, the resulting description has a coarse-grained timescale, such that the environ-
mental correlations cannot be resolved [98].
The environment
The environment can often be effectively modelled by a system of free bosonic or
fermionic modes. Each mode k has frequency ωk, leading to the free environmental
Hamiltonian:
HB =
∑
k
ωkb
†
kbk. (3.4)
Bosonic operators satisfy [bk, b
†
k′ ] = δk,k′ , whereas fermionic operators satisfy {bk, b†k′} =
δk,k′ (where {A,B} ≡ AB +BA is the anticommutator).
Each environmental mode k couples to the system with coupling strength ck, so that
the environment’s influence on the system can be expressed using the spectral density:
J(ω) ≡ pi
∑
k
|ck|2δ(ω − ωk). (3.5)
The spectral density is the system-environment coupling strength weighted by the envi-
ronmental density of states. A high value of J(ω) indicates that it is favourable for the
system to exchange ω of energy with the environment.
As a reservoir has zero level spacing, its spectral density contains a smooth continuum
of frequency modes, such that Equation 3.5 is replaced by:
J(ω) = pi|c(ω)|2g(ω), (3.6)
where g(ω) is the density of states of the reservoir.
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We will also make use of the property that for any function f(k):
pi
∑
k
|ck|2f(ωk) =
∫ ∞
0
dωJ(ω)f(ω). (3.7)
The Markov approximation can also be thought of in terms of requirements on the
spectral density. Requiring that the environment correlations decay over a short range
of times is equivalent to demanding that a broad range of environmental frequencies
are perturbed. The most Markovian environment is J(ω) = constant, which Fourier
transforms to a delta function in the time domain.
Types of spectral density
The spectral density is only ever defined for positive frequencies, and any physical
spectral density should tend to zero at high frequency, otherwise high-frequency modes
lead to a renormalisation of physical system parameters [97]. We are most interested in
the low-frequency behaviour of the spectral density, as these are often the frequencies
that the system samples. At low frequencies, the behaviour of J(ω) can be modelled as
a power law:
J(ω) ∝ ωs, (3.8)
where s ∈ R+ is a constant. The value of s determines the type of environment [99]:
0 ≤ s < 1 : subohmic, (3.9)
s = 1 : Ohmic, (3.10)
s > 1 : superohmic. (3.11)
An Ohmic spectral density gives rise to a frequency-independent system damping rate
[97]. To obtain the correct high-frequency behaviour of the spectral density, a cutoff
function is needed. Two main cutoff functions will be used throughout this Thesis – the
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Lorentzian [97] and the exponential cutoff. The Ohmic spectral density with Lorentzian
cutoff has the form:
J(ω) ∝ ωω
2
c
(ω − Ω)2 + ω2c
, (3.12)
where Ω is the centre of the Lorentzian peak and ωc is the high frequency cutoff. The
Ohmic spectral density with exponential cutoff and peak frequency ωc has the form:
J(ω) ∝ ω
ωc
e1−ω/ωc . (3.13)
3.2 Relaxation and dephasing
Figure 3.2: A qubit on the Bloch sphere is put into an initial state 1√
2
(|0〉 + |1〉) and
subjected to decoherence. Left: the qubit relaxes via T1 processes, losing both energy
and phase information. Eventually the qubit comes into thermal equilibrium with the
environment (which is at zero temperature in this case). Right: a qubit undergoes T2
dephasing, losing phase information but not energy to the environment.
Environmental decoherence comes in two main forms: relaxation and dephasing.
During relaxation, the system exchanges energy with the environment and eventually
they come into thermal equilibrium on a timescale T1. On the other hand, if the system’s
energy is conserved and only phase information is lost, then the system is said to have
undergone dephasing. Dephasing occurs on a timescale T2 ≤ 2T1 and is responsible
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for the loss of coherences. Relaxation times are typically much longer than dephasing
times, so efforts are focused on controlling dephasing processes [31]. Figure 3.2 shows
the effect of relaxation and dephasing on a qubit on the Bloch sphere.
3.3 Quantum master equations and Lindblad form
The density matrix of an open quantum system evolves not as Equation 3.2, but via
the quantum master equation, which describes the time evolution of the reduced system
density matrix ρS(t) [97]. The most general form of time local quantum master equation
which guarantees a physical density matrix is the Lindblad equation [11]:
d
dt
ρS(t) = −i[HS, ρS(t)] +
∑
n
λnD[Ln]ρS(t), (3.14)
where the first term on the right hand side represents the unitary dynamics caused by
the system Hamiltonian, and:
D[Ln]ρS(t) ≡ LnρS(t)L†n −
1
2
(
L†nLnρS(t) + ρS(t)L
†
nLn
)
, (3.15)
is known as the dissipator. The Ln are Lindblad operators corresponding to allowed
decay channels, with corresponding decay rates λn. These Lindblad operators (also
known as collapse or transition operators) represent system processes; for example, the
decay |↑〉 →|↓〉 is represented by the Lindblad operator |↓〉〈↑|. T2 relaxation processes
are described by the σz Lindblad operator, whilst T1 processes are decribed by σ−, where:
σ± =
1
2
(σx ± iσy). (3.16)
We will now look at the derivation of the quantum master equation.
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3.4 Derivation of the Born-Markov master equation
This derivation follows that outlined in Breuer & Petruccione [97]. We use a general
form of the interaction picture Hamiltonian representing a system coupled to a large
environment. This is inserted into the Born-Markov master equation to obtain the
differential equation describing the system dynamics.
3.4.1 The Hamiltonian
The total Hamiltonian in the Schro¨dinger picture is composed of a system Hamilto-
nian HS, a free bath Hamiltonian HB and an interaction term HSB which describes the
system-bath coupling:
HSch = HS +HB︸ ︷︷ ︸
H0,S
+HSB. (3.17)
An operator in the interaction picture is:
AInt(t) = e
iH0,StASch(t)e
−iH0,St. (3.18)
Assuming [HS, HB] = 0, the time-dependent interaction picture Hamiltonian is:
HI(t) = e
iHSteiHBtHSBe
−iHSte−iHBt. (3.19)
We can define a bath interaction operator b(t) which describes the environmental
part of the interaction picture Hamiltonian. Then the interaction picture Hamiltonian
can be written as follows [97]:
HI(t) =
∑
ω
e−iωtAω ⊗ b(t) + eiωtA†ω ⊗ b†(t). (3.20)
Here ω are the transition frequencies and Aω are the system operators - these represent
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transitions induced by the coupling to the bath. Note that Aω does not signify that A is
explicitly dependent on ω, but rather that the operator A has the frequency ω associated
with it. The Lindblad operators satisfy A−ω = A†ω. Additionally, the collapse operators
are said to be eigenoperators of HS [97]:
[HS, Aω] =− ωAω, (3.21)
[HS, A
†
ω] = + ωA
†
ω. (3.22)
Consequently, the interaction picture Lindblad operators are [97]:
eiHStAωe
−iHSt =e−iωtAω, (3.23)
eiHStA†ωe
−iHSt =e+iωtA†ω. (3.24)
3.4.2 The Markovian quantum master equation
To derive the Markovian master equation, we follow Breuer & Petruccione [97],
starting with the Liouville-von Neumann equation for the interaction-picture density
matrix (Equation 3.2):
d
dt
ρ(t) = −i[H, ρ(t)], (3.25)
which can be expressed as the integral:
ρ(t) = ρ(0)− i
∫ t
0
ds[HI(s), ρ(s)]. (3.26)
Next we substitute the integral form into the differential form and trace out the envi-
ronmental modes:
d
dt
ρS(t) = −
∫ t
0
dsTrB [HI(t), [HI(s), ρ(s)]] . (3.27)
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This assumes that TrB[HI(t), ρ(0)] = 0.
Next we apply the Born-Markov approximations (Section 3.1.2). Applying the Born
approximation (Equation 3.3) allows us to separate the system and environmental density
matrices:
d
dt
ρS(t) = −
∫ t
0
dsTrB[HI(t), [HI(s), ρS(s)⊗ ρB]]. (3.28)
This can be made time-local by replacing ρS(s) with ρS(t) inside the integrand, meaning
that the evolution of the state now only depends on the current state of the system, not
on any past states. The result is the Redfield equation [100]. Then we substitute s by
t− s in the integrand:
d
dt
ρS(t) = −
∫ t
0
dsTrB[HI(t), [HI(t− s), ρS(t)⊗ ρB]]. (3.29)
Now s can be understood as the length of history that we account for (the ‘memory
effect’). Once the environmental correlations decay, there is no memory. By making the
Markov approximation, we assume that these environmental correlations decay quickly in
comparison to the relaxation time of the system, so that the integrand vanishes quickly
for large s. Therefore, we can extend the upper integral limit to infinity and obtain the
Markovian quantum master equation:
d
dt
ρS(t) = −
∫ ∞
0
dsTrB[HI(t), [HI(t− s), ρS(t)⊗ ρB]]. (3.30)
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3.4.3 Generating master equations
We can now find the Markovian master equation in terms of transition operators by
substituting Equation 3.20 into Equation 3.30 and expanding:
d
dt
ρS(t) =
∫ ∞
0
dsTrB
∑
ωω′
((
e−iω(t−s)Aω ⊗ b(t− s) + eiω(t−s)A†ω ⊗ b†(t− s)
)
× ρS(t)ρB
(
e−iω
′tAω′ ⊗ b(t) + eiω′tA†ω′ ⊗ b†(t)
)
−
(
e−iωtAω ⊗ b(t) + eiωtA†ω ⊗ b†(t)
)
×
(
e−iω
′(t−s)Aω′ ⊗ b(t− s) + eiω′(t−s)A†ω′ ⊗ b†(t− s)
)
ρS(t)ρB
)
+H.c,
(3.31)
where ω counts over the transition frequencies of the system. At this point it is useful
to define:
Γ↑(ω) =
∫ ∞
0
dse−iωs〈b†(s)b(0)〉, Γ↓(ω) =
∫ ∞
0
dseiωs〈b(s)b†(0)〉. (3.32)
These take the form of (complex) absorption and emission rates respectively and will be
discussed in more detail in Section 3.4.4. We note that the reservoir correlation function
〈b†(t)b(t − s)〉 is homogeneous in time [97]. We use TrR(ρRX) = 〈X〉, insert Γ(ω)
into Equation 3.31, and interchange ω and ω′ in the middle two lines of Equation 3.31.
Finally we swap ω ↔ −ω (noting that A−ω = A†ω) to obtain the Markovian quantum
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master equation in the interaction picture:
d
dt
ρS(t) =
∑
ωω′
ei(ω−ω
′)t
(
Γ↑(ω)
(
A†ωρS(t)Aω′ − Aω′A†ωρS(t)
)
+ Γ∗↑(ω
′)
(
A†ωρS(t)Aω′ − ρS(t)Aω′A†ω
)
+ Γ↓(ω′)
(
Aω′ρS(t)A
†
ω − A†ωAω′ρS(t)
)
+ Γ∗↓(ω)
(
Aω′ρS(t)A
†
ω − ρS(t)A†ωAω′
))
. (3.33)
Transforming master equations between the interaction and Schro¨dinger pic-
tures
Here we describe the relationship between the master equation in the interaction and
the Schro¨dinger pictures. To do this, we distinguish between the system density matrix
ρS(t) in these two pictures using ρ
I
S(t) and ρ
Sch
S (t) respectively. The superscripts are
dropped in the rest of the Thesis and the picture used is defined explicitly for clarity. To
transform from the interaction picture back to the Schro¨dinger picture, we recall that
when we derived the master equation, we defined an interaction picture Hamiltonian
HI(t) (Equation 3.19). Using this, we find that the system density operator in the
interaction picture is:
ρIS(t) = e
iHStρSchS (t)e
−iHSt. (3.34)
Take the derivative of Equation 3.34:
d
dt
ρIS(t) = iHSe
iHStρSchS (t)e
−iHSt + eiHSt
d
dt
(
ρSchS (t)
)
e−iHSt − ieiHStρSchS (t)HSe−iHSt,
= eiHSt
(
i[HS, ρ
Sch
S (t)] +
d
dt
ρSchS (t)
)
e−iHSt. (3.35)
The interaction picture quantum master equation (Equation 3.33) can be written in
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the form:
d
dt
ρIS(t) =
∑
ωω′
ei(ω
′−ω)t∑
n
γn(ω, ω
′)Oˆω,ω′,n︸ ︷︷ ︸
Dω,ω′ [ρIS(t)]
, (3.36)
where Oˆω,ω′,n is some linear combination of Aω, A
†
ω′ and ρ
I
S(t).
Once transformed back into the Schro¨dinger picture, the terms represented by
ei(ω
′−ω)tOˆω,ω′,n in Equation 3.36 become terms like:
e−iωtAωeiHStρSchS (t)e
−iHSteiω
′tA†ω′ ,
eiω
′tA†ω′e
−iωtAωeiHStρSchS (t)e
−iHSt. (3.37)
Now we use the transition operator properties in Equation 3.24, so the terms in Equa-
tion 3.37 become:
eiHStAωρ
Sch
S (t)A
†
ω′e
−iHSt,
eiHStA†ω′Aωρ
Sch
S (t)e
−iHSt. (3.38)
The master equation becomes:
d
dt
ρIS(t) =
∑
ω,ω′
ei(ω
′−ω)tDω,ω′ [ρIS(t)] = eiHSt
∑
ω,ω′
Dω,ω′ [ρSchS (t)]e−iHSt. (3.39)
The Schro¨dinger picture master equation is therefore:
d
dt
ρSchS (t) = −i[HS, ρSchS (t)] +
∑
ω,ω′
Dω,ω′ [ρSchS (t)]. (3.40)
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3.4.4 The (complex) rates
To simplify the reservoir correlation function, we use the following results for bulk
photon modes in a thermal state:
〈bkbk′〉 = 〈b†kb†k′〉 = 0,
〈b†kbk′〉 = δkk′nk,
〈bkb†k′〉 = δkk′(nk + 1). (3.41)
The absorption rate Γ↑(ω) is:
Γ↑(ω) =
∫ ∞
0
dse−iωs〈b†(s)b(0)〉,
=
∫ ∞
0
dse−iωs
∑
k
c2knke
iωks,
=
∑
k
c2knk
(
piδ(ω − ωk)− iP 1
ω − ωk
)
. (3.42)
Similarly the emission rate is:
Γ↓(ω) =
∑
k
c2k(nk + 1)
(
piδ(ω − ωk) + iP 1
ω − ωk
)
. (3.43)
Here we have used the standard formula [97]:
∫ ∞
0
dse−iεs = piδ(ε)− iP 1
ε
, (3.44)
where P represents the Cauchy principal value.
By using Equation 3.7, we can now convert the sums into integrals involving the
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spectral density:
Γ↑(ω) = J(ω)n(ω) +
i
pi
P
∫ ∞
0
J(φ)n(φ)
φ− ω dφ,
Γ↓(ω) = J(ω)[n(ω) + 1]− i
pi
P
∫ ∞
0
J(φ)[n(φ) + 1]
φ− ω dφ, (3.45)
where n(ω) is the Bose Einstein occupation function. Note that the spectral density is
only non-zero for positive frequencies, so the integrals are one-sided.
The first term in these expressions is real and corresponds to the rate of the transition
with frequency ω. The second term is entirely imaginary, and for a master equation in
Lindblad form corresponds to a Lamb shift. The complex nature of the rates and their
significance will be explored more thoroughly in Section 3.4.5.
When the environment is at zero temperature, the expressions simplify (assuming
J(ω < 0) = 0):
Γ↓(ω) = J(ω) +
i
pi
P
∫ ∞
0
J(φ)
ω − φdφ. (3.46)
The absorption rate Γ↑(ω) = 0 at zero temperature as there are no excitations in the
environment to be absorbed by the system.
3.4.5 Secularisation and Lindblad form
The secular approximation
It is possible to view the master equation (Equation 3.33) as a grid of terms, each
term with a different combination of ω and ω′. The diagonal terms each represent
a transition between two different states of a multi-level system, where ω = ω′ is
the transition frequency. Each of the off-diagonal elements represents the interference
between two different transitions.
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Equation 3.33 is a quantum master equation, but at present it doesn’t guarantee
physical behaviour of the density matrix. For this, it must be in Lindblad form, and to
achieve this, we must make one more approximation – the secular approximation. The
non-secular quantum master equation in the interaction picture is of the form:
d
dt
ρS(t) =
∑
ω,ω′
ei(ω
′−ω)tf(ω, ω′), (3.47)
where the rates and transition operators have been bundled up into the function f(ω, ω′)
for convenience.
To make the secular approximation, we assume that for ω 6= ω′, the exponential
term in Equation 3.47 will oscillate rapidly and average to zero. This is valid so long as
the frequency differences between different transitions are large compared to the inverse
of the system relaxation time τR, i.e. |ω′ − ω|  τ−1R [97]. As we shall see in future
Chapters, the secular approximation is not appropriate when the transitions are closely
spaced.
By making the secular approximation on Equation 3.33 and splitting the reservoir
correlation function Γ(ω) into real and imaginary parts Γ(ω) = Γ′(ω) + iΓ′′(ω), we
obtain the quantum master equation in Lindblad form:
d
dt
ρS(t) =
∑
ω
(
2Γ′↓(ω)D[Aω]ρS(t) + 2Γ′↑(ω)D[A†ω]ρS(t)− i[HLS, ρS(t)]
)
, (3.48)
where the dissipator D[L]ρ(t) is defined in Equation 3.15 and the Lamb shift Hamiltonian
is HLS = Γ
′′
↓(ω)A
†
ωAω + Γ
′′
↑(ω)AωA
†
ω. In the secular quantum master equation, the real
parts of Γ(ω) exactly correspond to the transition rates, and the imaginary parts to the
Lamb shift.
The secular approximation is typically justified in quantum optical systems, where the
frequency differences between different transitions are much larger than typical relaxation
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Figure 3.3: Sample emission spectra I(ω) from two different system transitions with
central frequencies ω1 and ω2. The transition linewidth is the relaxation rate of the
open system (here assumed equal for both transitions). If the linewidths are smaller
than the transition frequency difference (as in a)), the transitions are separable and the
secular approximation is valid. However, if the spectra from multiple transitions overlap
as shown in b), the transitions are not separable. Applying the secular approximation in
this case would discard coherent evolution terms.
rates. The transitions are therefore separable – each transition has its own Lindblad
operator and associated frequency. If the photon frequency from such a transition is
measured, it is possible to identify which transition has taken place (see Figure 3.3).
Non-secular master equations in Lindblad form
Applying the secular approximation indiscriminately causes the loss of coherent os-
cillation terms from the master equation [101]. The non-secular master equations do
not guarantee positivity of the density matrix, however if the underlying microscopic
derivation is consistent, then they will still produce physical results [101].
In the absence of secularisation, the interaction picture master equation (Equa-
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tion 3.33) can be written:
d
dt
ρS(t) =
∑
ω,ω′
ei(ω−ω
′)t
((
Γ¯′↓(ω, ω
′) + iδΓ′′↓(ω, ω
′)
)(
2Aω′ρS(t)A
†
ω − {A†ωAω′ , ρS(t)}
)
+
(
Γ¯′↑(ω
′, ω) + iδΓ′′↑(ω
′, ω)
)(
2A†ωρS(t)Aω′ − {Aω′A†ω, ρS(t)}
)
+
(
δΓ′↓(ω, ω
′) + iΓ¯′′↓(ω, ω
′)
)
[A†ωAω′ , ρS(t)]
+
(
δΓ′↑(ω
′, ω) + iΓ¯′′↑(ω
′, ω)
)
[Aω′A
†
ω, ρS(t)]
)
, (3.49)
where:
Γ¯(ω, ω′) =
Γ(ω′) + Γ(ω)
2
, δΓ(ω, ω′) =
Γ(ω′)− Γ(ω)
2
. (3.50)
The upper line on the right hand side of Equation 3.49 is dissipative and must be
diagonalised in ω in order to convert to Lindblad form and find the rates. These rates
are complex, containing a real part from the spectral density and the Bose Einstein
occupation function, as well as an imaginary part from the Cauchy integral that would
only be found in the Lamb shift under secularisation (Equation 3.45).
Note that the operators Aω must be orthonormal in order to convert the dissipator
to Lindblad form; this corresponds to requiring that Tr[A†ωAω′ ] = δω,ω′ [97]. Once
diagonalised, there is no guarantee that all rates will be positive – some processes may
appear to have a negative rate and this would lead to non-positive evolution [102].
The behaviour of the system over short timescales cannot be resolved since the
Markov approximation causes a coarse-graining such that the environmental correlations
cannot be resolved. However we can assess whether the long-time behaviour of the
system violates physicality; to do this, we turn to the Liouvillian.
3.4 Derivation of the Born-Markov master equation 49
3.4.6 The Liouvillian
The Liouvillian superoperator is defined as [97]:
d
dt
ρ(t) = Lρ(t), (3.51)
where ρ(t) is comprised of the elements of the density matrix arranged into a vector.
The eigenvalues of the Liouvillian are denoted {λi} and the eigenvectors are denoted
{vi}:
Lvi = λivi,
⇒ d
dt
vi(t) = λivi(t),
⇒ vi(t) = eλitvi(0).
(3.52)
Since the eigenvectors form a complete basis, any density matrix vector can be written
as a linear combination of the Liouvillian eigenvectors:
ρ(t) =
∑
i
civi(t) =
∑
i
cie
λitvi(0). (3.53)
Note that the eigenvectors are associated with matrices which do not necessarily have
unit trace and may be non-Hermitian, and as such are not valid density matrices in
themselves. There should always be at least one zero eigenvalue; one zero eigenvalue
should have an associated eigenvector that possesses unit trace. All other eigenvectors
should have zero trace.
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In general we may write:
For

R[λi] < 0 the state vi(t) decays.
R[λi] = 0 the state vi is a steady state.
R[λi] > 0 the state vi(t) is amplified.
So any positive eigenvalues of the Liouvillian lead to states that are unphysically ampli-
fied. Multiple zero eigenvalues indicate multiple steady states of the system as a result
of some symmetry. If all the eigenvalues of the Liouvillian are negative or zero, the
long-time behaviour of the system must be physical.
Note that we should look at the Liouvillian in the Schro¨dinger picture rather than in
the interaction picture. This is because the Liouvillian in the interaction picture contains
time dependent elements, meaning that we would need to solve:
L(t)vi(t) = λivi(t). (3.54)
However due to the time dependence of the eigenvectors the linear combination:
ρ(t) =
∑
i
aie
λitvi(t), (3.55)
is not a solution to the equation of motion in the interaction picture.
3.5 Non-Markovianity in open quantum systems
Some quantum many-body models are exactly solvable without use of the Markov
approximation – these include the independent boson model [103], which can be used
to describe a fixed particle interacting with a set of phonons, and the Tomonaga model,
which describes a one dimensional electron gas [104]. However, in general obtaining
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dynamics for a non-Markovian system represents a substantial challenge. In this Section
we describe some of the most important theoretical techniques for dealing with non-
Markovian systems.
Perturbative methods
For a weak system-environment coupling, it is possible to make a perturbative expan-
sion in the system-environment coupling strength, producing a non-Markovian master
equation [103]. Crucially in this derivation, when integrating over time the upper limit
is not extended to infinity as in Equation 3.30, but remains finite. However it is then
necessary to perform the finite-time integral, which can be challenging.
If the system-bath coupling is not necessarily weak, then we must turn to other
techniques. The polaron transformed master equation approach [105–110] relies on
transforming the Hamiltonian to that of a polaron and separating the static and fluc-
tuating parts of the polaron operators [105]. Perturbation theory is then used on the
fluctuating polaron operator terms. This approach remains valid into strong coupling
regimes (modelled as multi-phonon effects) [105] so long as the intrasystem coupling is
not the largest relevant energy [110]. The polaron master equation which is derived in
this technique is Markovian, however recent efforts have been made [110] to consider
baths with finite frequency widths which are therefore not strictly Markovian.
Enlarging the system state space
A second approach to dealing with non-Markovian environments involves enlarging
the system state space. This can be done by using hierarchical equations of motion [111],
or by incorporating a collective environmental degree of freedom within the effective
system Hamiltonian [112, 113]. In the case of the former, specific assumptions are
made of the environment [111]; in the latter, only the most important environmental
modes are treated fully and the full Born-Markov approximation is used on the residual
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environmental modes [113].
Path integral techniques
Another class of techniques for dealing with non-Markovian problems are those based
on Feynman’s path integral formulation of open quantum systems [114, 115]. In the
path integral formulation, the probability that a quantum system is in some final state
is calculated by summing up all the possible paths from the initial to the final state.
The propagator can be discretised and the environmental modes all formally integrated
out [116,117]. Then all of the environmental effects on the system evolution are encap-
sulated within the discretised Feynman influence functional [116] (note that the Markov
approximation has not been made here).
In theory, it is possible to compute the time evolution by directly using the discretised
influence functional. However the simulation run time grows exponentially with the num-
ber of timesteps involved, making long-time evolution infeasible. This can be overcome
by assuming a finite memory time [118, 119], whereby only the environmental memory
effects that have occurred within the last kmax timesteps are taken into account. This
finite memory approximation allows system dynamics to be calculated by propagating
the Augmented Density Tensor (ADT), a tensor of rank kmax [118, 119].
The run time of standard quasi-adiabatic path integral methods still grows exponen-
tially with kmax, but with a numerically exact method called TEMPO (Time Evolving
Matrix Product Operator) [117], tensor compression techniques allow a linear scaling in
many situations. The value of kmax can be chosen such that increasing its value has no
effect upon the numerical results. In this way, the method is numerically exact.
Single-excitation exact solution
In rare cases, it is possible to deal with non-Markovian problems exactly, without
recourse to perturbative techniques or numerical methods. One such case is when the
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number of excitations in the system is conserved, so that we may work entirely in
the single-excitation subspace [120].This method is described in detail in the following
Section.
3.6 An exact approach for open quantum systems
In this Section, we exactly solve a system consisting of a single qubit coupled to a
reservoir of independent bosonic modes. For such a system to permit an exact solution,
we must work in a Hilbert space which is restructured in order to allow us to solve the
equations of motion exactly. We will look at the solution within the single-excitation
subspace, which is only valid at zero temperature. Extending this method to finite
temperature can be challenging, since one would need to take a temperature-weighted
sum over all excitation subspaces. In this Thesis, this exact approach is used at zero
temperature to assess the suitability of the Born-Markov approximations for different
parameter regimes. Here we outline the general method used by Vacchini & Breuer [120],
following the derivation by Wigner & Weisskopf [121].
This derivation concerns the time evolution of a single two level system with splitting
ω0 in contact with a reservoir of bosonic operators with free bath Hamiltonian as given
in Equation 3.4. The coupling of a two-level system to a single bosonic mode can be
described by the Jaynes-Cummings Hamiltonian:
HJC = g(σ+b+ σ−b†). (3.56)
It is worth noting that although the use of the Jaynes-Cummings Hamiltonian is often
justified by making the rotating wave approximation (see, for example, Nielsen & Chuang
[11]), this is not always necessary. The Jaynes-Cummings model can be obtained without
use of the rotating wave approximation in many cases, such as for a two-level system
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interacting with a polarised light field, where selection rules can be engineered to suppress
any interactions which do not conserve excitation number [122].
Incorporating multiple bath modes into the Jaynes-Cummings Hamiltonian, we get:
HSB =
∑
k
(gkσ+bk + g
∗
kσ−b
†
k). (3.57)
We will use this form of system-bath interaction Hamiltonian at multiple points through-
out this Thesis.
The Schro¨dinger equation in the interaction picture is:
d
dt
|Ψ(t)〉 = −iHI(t)|Ψ(t)〉, (3.58)
where HI(t) is defined in Equation 3.19. As the interaction Hamiltonian conserves the
number of excitations and we are working at zero temperature, the total number of
system-bath excitations remains constant. We will work in the one excitation subspace,
so that a general state in the interaction picture at time t can be written:
|Ψ(t)〉 = α1(t)|1〉S ⊗ |0〉B +
∑
k
αk(t)|0〉S ⊗ |k〉B, (3.59)
where |k〉B denotes a single excitation in the kth mode of the bath.
The interaction picture interaction Hamiltonian for a single qubit is:
HI(t) = σ+(t)⊗ b(t) + σ−(t)⊗ b†(t), (3.60)
where the time dependent Pauli operator is:
σ±(t) = σ±e±iω0t, (3.61)
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and the time dependent bath operator is:
b(t) =
∑
k
gkbke
−iωkt. (3.62)
To calculate the master equation for the single excitation subspace, we use:
b†(t)|0〉 =
∑
k
g∗ke
iωkt|k〉,
b(t)|k〉 = gke−iωkt|0〉. (3.63)
We can now evaluate Equation 3.58, using the form of the interaction picture inter-
action Hamiltonian given in Equation 3.60:
−iHI(t)|Ψ(t)〉 = −i
∑
k
ei(ω0−ωk)tαk(t)gk|1〉S ⊗ |0〉B + ei(ωk−ω0)tα1(t)g∗k|0〉S ⊗ |k〉B.
(3.64)
By comparing coefficients in Equations 3.59 and 3.64, we obtain a pair of coupled
differential equations:
d
dt
α1(t) = −i
∑
k
ei(ω0−ωk)tαk(t)gk
d
dt
αk(t) = −ie−i(ω0−ωk)tα1(t)g∗k. (3.65)
We will assume that the environment is initially in the vacuum state, i.e. αk(0) = 0.
The integro-differential form of Equation 3.65 is then:
αk(t) = −i
∫ t
0
g∗kα1(t1)e
−i(ω0−ωk)t1dt1,
⇒ d
dt
α1(t) = −
∑
k
|gk|2ei(ω0−ωk)t
∫ t
0
α1(t1)e
−i(ω0−ωk)t1dt1. (3.66)
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We can define the kernel:
K(t− t1) ≡
∑
k
|gk|2ei(ω0−ωk)(t−t1). (3.67)
The integro-differential equation becomes:
d
dt
α1(t) = −
∫ t
0
K(t− t1)α1(t1)dt1. (3.68)
Using Equation 3.7, we can express K(t) in terms of the spectral density J(φ):
K(t) =
1
pi
∫ ∞
−∞
dφJ(φ)ei(ω0−φ)t. (3.69)
3.6.1 Laplace transform method
To progress further from Equation 3.69, it is necessary to choose a form of the
spectral density. We would then insert the spectral density into Equation 3.69 and solve
to find the kernel. The kernel is then inserted into Equation 3.68 and solved to find the
system time evolution.
Another method which is often easier numerically is to use Laplace transforms. The
definition of a Laplace transform for arbitrary function F (t) is:
F˜ (s) =
∫ ∞
0
dte−stF (t). (3.70)
First we Laplace transform Equations 3.65:
sα˜1(s)− α1(0) = −i
∑
k
gk
∫ ∞
0
dtαk(t)e
(−s+i(ω0−ωk))t,
sα˜k(s) = −ig∗k
∫ ∞
0
dtα1(t)e
(−s−i(ω0−ωk))t. (3.71)
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These can be restated as:
sα˜1(s)− α1(0) = −i
∑
k
gkα˜k(s− i(ω0 − ωk)), (3.72)
sα˜k(s) = −ig∗kα˜1(s+ i(ω0 − ωk)). (3.73)
Relabel s→ s− i(ω0 − ωk) in Equation 3.73:
(s− i(ω0 − ωk))α˜k(s− i(ω0 − ωk)) = −ig∗kα˜1(s),
⇒ α˜k(s− i(ω0 − ωk)) = −ig
∗
kα˜1(s)
s− i(ω0 − ωk) . (3.74)
Combine Equations 3.72 and 3.74:
sα˜1(s)− α1(0) = −
∑
k
|gk|2 α˜1(s)
s− i(ω0 − ωk) . (3.75)
Using Equation 3.7, we can turn the sum in Equation 3.75 into an integral:
α˜1(s)
(
s+ f(s− iω0)
)
= α1(0), (3.76)
where we have defined:
f(s) ≡
∑
k
|gk|2
s+ iωk
=
1
pi
∫ ∞
0
dν
J(ν)
s+ iν
. (3.77)
By combining Equations 3.73 and 3.76, we obtain:
α˜k(s) = −ig
∗
k
s
α1(0)
s+ i(ω0 − ωk) + f(s− iωk) . (3.78)
To progress further, we would need to combine the Laplace transformed coefficients to
find the expression of interest (e.g. ground state coherences), and then inverse Laplace
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transform the result. This approach will be used in Chapter 4, where we will also explore
its limitations.
Chapter 4
The Coupled Nuclear-Electron Spin
System – Zero Temperature
Let me also remind you that zero, like all of mathematics, is
fictional and an idealization. It is impossible to reach absolute zero
temperature or to get perfect vacuum. Luckily, mathematics is a
fairyland where ideal and fictional objects are possible.
Doron Zeilberger
In Chapter 2 we saw that many promising quantum information architectures rely on
hybrid systems, and that the different components of a hybrid system often have differing
energy scales. Here we show that these systems can be exploited to provide coherence
protection. We look at a coupled electron-nuclear-qubit system at zero temperature using
both an exact solution and Born-Markov master equations, using techniques covered in
Chapter 3.
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4.1 System and motivations
In Chapter 3 we saw that a single quantum system weakly coupled to a large envi-
ronment decoheres, losing phase information to its surroundings. One interpretation of
this is that the environment makes a measurement of the quantum system. In hybrid
systems, different parts of the system often have different energy scales, and can couple
to the environment with different coupling strengths. If the environmental coupling of
one part is much smaller than that of another part, the environment can be thought
of as having made a partial measurement of the system. This can enable some system
coherences to remain protected even as other parts of the system decohere.
en
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Figure 4.1: a) A hybrid system consisting of an electron spin coupled to a spin-1/2
nucleus. The electron has Zeeman splitting of ω0 and the spin-spin coupling strength
is g. The electron is also coupled to a bosonic environment. b) The eigenenergies
and allowed transitions of the composite system. c) Small hyperfine coupling causes the
transitions to overlap, allowing nuclear coherences to survive. d) Increasing the hyperfine
coupling allows the two transitions to be spectrally resolved, and nuclear coherences are
lost.
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Here we investigate coherence protection in a coupled electron-nuclear spin system
(Figure 4.1), but this theory could apply to any coupled hybrid system with differing
energy scales.
Electron spin qubits have much shorter coherence times than nuclear spin qubits
(Chapter 2), so we will use a simplified description whereby the electron spin interacts
with a bosonic environment, but the nuclear spin interacts only with the electron (Fig-
ure 4.1 a)). Additionally, the nuclear spin magnetic moment is much smaller than that
of the electronic spin, so we ignore the nuclear Zeeman splitting.
Whenever two qubits with distinct energy scales are coupled together, there are four
resultant eigenenergies – two closely spaced pairs separated from each other by a large
energy gap (Figure 4.1 b)). There are two possible transitions corresponding to electron
decay, distinguished by the state of the nuclear spin. The linewidths of these transitions
are dependent on the spectral density and the temperature of the environment. If the
transition linewidths are narrow in comparison to the transition splitting, then the two
decay channels are spectrally resolved (Figure 4.1 d)). Therefore the frequency of the
photon emitted as the electron decays provides information about the state of the nuclear
spin in the energy eigenbasis. If the nuclear spin is in superposition before the decay, it
is projected onto the state associated with the relevant decay channel, and the nuclear
coherences are lost.
On the other hand, if the transition linewidths are broad in comparison to the tran-
sition splitting, then there is significant overlap between the two spectral lines (Fig-
ure 4.1 c)). Now the frequency of an emitted photon does not reveal the state of the
nuclear spin. The nuclear spin coherences in the energy eigenbasis can be preserved
even as the electron decays. In this way we can engineer a hybrid system with coherence
protection.
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4.1.1 The Hamiltonian
The hyperfine interaction between spins is approximated by an Ising-type coupling,
which is reasonable so long as the Zeeman splitting of the electron spin is large in
comparison to the coupling between spins [34]. An Ising-type coupling also has the
advantage that the total number of excitations is conserved, allowing us to use the
Wigner-Weisskopf method (Section 3.6). The two-spin system Hamiltonian is:
HS =
ω0
2
σze ⊗ In + gσzeσzn, (4.1)
where g represents the hyperfine coupling strength and σe(n) is the Pauli operator for
the electron (nucleus). Note that the electronic spin will be written first throughout.
The computational basis {|↑↑〉, |↑↓〉, |↓↓〉, |↓↑〉} is also the energy eigenbasis, and the
eigenvalues of HS are
ω0
2
+ g, ω0
2
− g, −ω0
2
+ g and −ω0
2
− g.
We are interested in what happens to the nuclear coherence when the electron spin
has decayed to the ground state, represented by the density matrix element:
ρ↓↓,↓↑(t) = 〈↓↓|ρ(t)|↓↑〉. (4.2)
The interaction between the electron and its bosonic bath is assumed to take the
form of the Jaynes-Cummings Hamiltonian (see also Equation 3.56):
HSB =
∑
k
ck(σ
+
e bk + σ
−
e b
†
k). (4.3)
The free Hamiltonian of the bath is (Equation 3.4):
HB =
∑
k
ωkb
†
kbk. (4.4)
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The interaction picture interaction Hamiltonian is (Equation 3.19):
HI(t) = e
iHSteiHBtHSBe
−iHSte−iHBt. (4.5)
Inserting Equations 4.4 and 4.1 into this produces:
HI(t) =
∑
n∈{1,2}
e−iωntAn ⊗ b(t) +H.c., (4.6)
where b(t) =
∑
k ckbke
−iωkt and the transition frequencies are ω1,2 = ω0 ∓ 2g. The
transition operators each correspond to an electron spin flip with the nuclear spin in one
of two states:
A1 =|↓↓〉〈↑↓|, A2 =|↓↑〉〈↑↑| . (4.7)
4.2 An exact solution
Here we follow the method outlined in Section 3.6. Since the temperature is zero
and the total Hamiltonian conserves the number of excitations, we may work in the
single-excitation subspace. The general single-excitation state for the electron-nuclear
spin system at time t can be written:
|Ψ(t)〉 =a1(t) |↑↓〉 ⊗ |0〉B + a2(t) |↑↑〉 ⊗ |0〉B
+
∑
k
α1,k(t) |↓↓〉 ⊗ |k〉B + α2,k(t) |↓↑〉 ⊗ |k〉B, (4.8)
where a1(t), a2(t), α1,k(t) and α2,k(t) are complex time-dependent coefficients and |k〉B
denotes a single environmental excitation in mode k.
We can use Equations 4.6 and 4.8 to calculate the Schro¨dinger equation in the
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interaction picture:
d
dt
|Ψ(t)〉 = −iHI(t)|Ψ(t)〉
= −i
(∑
k
(
eiω1tα1,k(t) |↑↓〉+ eiω2tα2,k(t) |↑↑〉
)
⊗ cke−iωkt|0〉
+
(
e−iω1ta1(t) |↓↓〉+ e−iω2ta2(t) |↓↑〉
)
⊗
∑
k
cke
iωkt|k〉
)
. (4.9)
By comparing coefficients in Equations 4.8 and 4.9, we obtain two pairs of coupled
differential equations similar in form to Equation 3.65:
d
dt
a1(t) = −i
∑
k
ei(ω1−ωk)tα1,k(t)ck,
d
dt
α1,k(t) = −iei(−ω1+ωk)ta1(t)ck,
d
dt
a2(t) = −i
∑
k
ei(ω2−ωk)tα2,k(t)ck,
d
dt
α2,k(t) = −iei(−ω2+ωk)ta2(t)ck. (4.10)
These can be written in the general form of Equation 3.65:
d
dt
am(t) = −i
∑
k
ei(ωm−ωk)tαm,k(t)ck,
d
dt
αm,k(t) = −ie−i(ωm−ωk)tam(t)ck, (4.11)
where m ∈ {1, 2}. The corresponding integro-differential equation is (Equation 3.68):
d
dt
am(t) = −
∫ t
0
Km(t− t1)am(t1)dt1, (4.12)
with kernel (Equation 3.69):
Km(t) =
1
pi
∫ ∞
−∞
dφJ(φ)ei(ωm−φ)t. (4.13)
Now we must choose a form of the spectral density J(φ). The spectral density can take
many forms, but to be physical it must be equal to zero for negative and zero frequency,
and tend to zero at high frequency (Chapter 3). Here we look at the exact solution with
4.2 An exact solution 65
two different spectral densities and discuss their respective merits.
4.2.1 Exact solution – Lorentzian spectral density
The spectral density can be modelled as the Lorentzian:
J(φ) =
1
2
γ0λ
2
(φ0 − φ)2 + λ2 , (4.14)
where φ0 is the centre of the Lorentzian, λ is the half-width and γ0/2 is the peak height.
Combining Equations 4.13 and 4.14, we obtain:
Km(t) =
γ0λ
2
2pi
∫ ∞
−∞
dφ
ei(ωm−φ)t
(φ0 − φ)2 + λ2 . (4.15)
Note here that we haven’t imposed the condition that the spectral density must be zero
at negative frequencies, so this approach isn’t strictly physical.
Km can be evaluated using complex integration. The integrand has poles at φ =
φ0 ± iλ, however only the pole at φ = φ0 + iλ is enclosed by a semicircle of radius ρ in
the upper half plane (contour denoted C).
∮
C
dφ
ei(ωm−φ)t
(φ0 − φ)2 + λ2 =
∫ ρ
−ρ
dφ
ei(ωm−φ)t
(φ0 − φ)2 + λ2 +
∫ pi
0
dθ
iρeiθei(ωm−ρe
iθ)t
(φ0 − ρeiθ)2 + λ2 , (4.16)
where φ = ρeiθ. As ρ→∞, the integral over θ becomes:
∫ pi
0
dθ
ie−iθei(ωm−ρe
iθ)t
ρ
. (4.17)
For this integral to converge, the term e−iρe
iθt must tend to zero (and not to infinity).
This imposes the condition:
R[−iρeiθt] ≤ 0⇒ ρt sin(θ) ≤ 0. (4.18)
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To fulfil this it is necessary to impose t ≤ 0, i.e. t = −|t|. With this condition imposed,
the radial integral tends to zero and we can use the Residue Theorem to evaluate the
contour integral in Equation 4.16:
∮
C
dφ
ei(φ−ωm)|t|
(φ0 − φ)2 + λ2 = 2pii× Res(φ = φ0 + iλ),
= 2pii lim
φ→φ0+iλ
(
(φ− φ0 − iλ)ei(φ−ωm)|t|
(φ− φ0 − iλ)(φ− φ0 + iλ)
)
,
=
pi
λ
ei(φ0−ωm)|t|e−λ|t|. (4.19)
The solution for t > 0 can be obtained by completing the contour integral in the lower
half plane. The result in Equation 4.19 is valid for all t. The following expression for the
kernel is therefore also valid for all t:
Km(t) =
γ0λ
2
ei(φ0−ωm)|t|e−λ|t| m ∈ {1, 2}. (4.20)
Inserting Equation 4.20 into Equation 4.12, we obtain:
d
dt
am(t) = −
∫ t
0
γ0λ
2
ei(φ0−ωm)(t−t1)e−λ(t−t1)am(t1)dt1. (4.21)
Using the Fundamental Theorem of Calculus, Equation 4.21 can be rewritten as a ho-
mogeneous linear second order differential equation:
a′′m(t) + (i(ω − φ0) + λ)a′m(t) +
γ0λ
2
am(t) = 0. (4.22)
This can easily be solved by using the ansatz am(t) = e
kmt:
k2m + (i(ωm − φ0) + λ)km +
γ0λ
2
= 0,
⇒ km = i(φ0 − ωm)− λ± Λm
2
, (4.23)
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where we have defined Λm =
√
(i(ωm − φ0) + λ)2 − 2γ0λ. The total solution is (using
the superposition principle):
am(t) = C1 exp
(
(i(φ0 − ωm)− λ+ Λm)t
2
)
+ C2 exp
(
(i(φ0 − ωm)− λ− Λm)t
2
)
.
(4.24)
To find the coefficients C1 and C2 we impose the initial conditions:
C1 + C2 = am(0),
d
dt
am(t)
∣∣∣∣
t=0
= 0. (4.25)
The right-hand initial condition is obtained by observing that the environment is initially
in a vacuum state, so αm,k(0) = 0, which is then inserted into Equation 4.11.
Imposing these, we find:
C1 = am(0)
(
i(ωm − φ0) + λ+ Λm
2Λm
)
, C2 = am(0)
(
i(φ0 − ωm)− λ+ Λm
2Λm
)
.
(4.26)
Combining Equations 4.24 and 4.26:
am(t) = am(0)e
i(φ0−ωm)t/2e−λt/2
(
cosh
(
Λmt/2
)
+
(
i(ωm − φ0) + λ
Λm
)
sinh
(
Λmt/2
))
.
(4.27)
Note that a1(t) and a2(t) are the coefficients of the state in the interaction picture, as
defined in Equation 4.8.
To calculate the ground state coherences, we must find:
ρ↓↓,↓↑(t) = TrB[〈↓↓|ψ〉〈ψ|↓↑〉],
= TrB
[∑
kk′
α1,k(t)α
∗
2,k′(t)|k〉B〈k′|B
]
,
=
∑
k
α1,k(t)α
∗
2,k(t). (4.28)
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From Equation 4.10 we find:
α1,k(t) = −i
∫ t
0
cka1(t1)e
i(−ω1+ωk)t1dt1, α∗2,k(t) = i
∫ t
0
c∗ka
∗
2(t1)e
i(ω2−ωk)t1dt1. (4.29)
Inserting these into Equation 4.28:
ρ↓↓,↓↑(t) =
∑
k
|ck|2
∫ t
0
dt1
∫ t
0
dt2e
i(2g(t1+t2)+(ω0−ωk)(t2−t1))a1(t1)a∗2(t2),
=
1
pi
∫ t
0
dt1
∫ t
0
dt2e
2ig(t1+t2)a1(t1)a
∗
2(t2)
∫ ∞
−∞
dφJ(φ)ei(ω0−φ)(t2−t1).
(4.30)
By comparing the φ integral to Equation 4.13, and using the form of the kernel given in
Equation 4.20, we obtain the lower nuclear coherence in the interaction picture:
ρ↓↓,↓↑(t) =
γ0λ
2
∫ t
0
dt1
∫ t
0
dt2a1(t1)a
∗
2(t2)e
2ig(t1+t2)ei(φ0−ω0)|t2−t1|e−λ|t2−t1|. (4.31)
The lower-state dynamics are computationally intensive to plot due to the double in-
tegral in Equation 4.31, however the upper-state dynamics are readily accessible. Figures
4.2 and 4.4 show the dynamics of the upper electron state populations, |a1(t)|2+|a2(t)|2,
where am(t) is given by Equation 4.27. The environment has a Lorentzian spectral den-
sity J(ω) with a negative-frequency tail (see Figure 4.3).
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Figure 4.2: The dynamics of the excited electron state populations |a1(t)|2 + |a2(t)|2
following preparation in |↑〉(|↑〉+ |↓〉)/√2 with hyperfine coupling of 0.01ω0. The elec-
tron is coupled to an Lorentzian bath peaked at 0.2ω0 with half-width λ = 0.1ω0 and
peak rate γ0 = 0.1ω0 (see Figure 4.3). The short-time dynamics show population re-
vivals which are not captured in the Born-Markov equations. Over long times (inset)
the excited state populations decay.
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Figure 4.3: The spectral density (green) and the transition spectra (dark blue) for the
parameters used in Figure 4.2. The bath has significant structure far away from the
transition frequencies. In addition, the spectral density has an unphysical negative-
frequency tail.
In Figure 4.2 we see that the excited electron states undergo short-time population
revivals. This behaviour cannot be captured by the Born-Markov master equation, which
predicts simple exponential decay of excited state populations at zero temperature. There
are two possible reasons for these revivals, both of which are concerned with the structure
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of the bath (depicted in Figure 4.3):
1. The negative-frequency tail of the spectral density, which is unphysical, is causing
population revivals by allowing negative-frequency transitions.
2. The bath has significant structure far away from the transition frequencies, making
it highly non-Markovian, and the population revivals are symptoms of this non-
Markovianity.
To test which of these hypotheses is causing the revivals, we can increase the half-
width of the spectral density. This will increase the negative-frequency tail, so if Hy-
pothesis 1 is correct, then the revivals should increase in amplitude. However, the bath
will also become more Markovian, so if Hypothesis 2 is correct then the revivals should
decrease in amplitude and eventually become washed out altogether.
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Figure 4.4: The short-time dynamics of the excited state populations, using a Lorentzian
bath with half-width λ = 0.3 (shown in inset) and all other parameters as in Figure 4.2.
Broadening the bath’s spectral density increases its negative frequency tail, but also
makes it more Markovian. The short-time dynamics no longer show the population
revivals seen in Figure 4.2, indicating that they were a result of the non-Markovianity of
the bath.
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The short-time dynamics for a broader spectral density are plotted in Figure 4.4,
and we see that the revivals are washed out entirely, confirming the second hypothesis.
However, since it is still unphysical to use a spectral density with a negative-frequency
tail, in the next Section we look at the exact solution with a physical spectral density.
4.2.2 Exact solution – physical spectral density
If we impose the condition J(ω ≤ 0) = 0, then the integral form of the kernel (Equa-
tion 4.13) becomes a one-sided integral and cannot be solved using contour integration,
so instead we turn to the Laplace transform method outlined in Section 3.6.1.
In the two-spin case, Equation 3.78 becomes:
α˜m,k(s) = −ick
s
am(0)
s+ i(ωm − ωk) + f(s− iωk) m ∈ {1, 2}. (4.32)
The Laplace transform of Equation 4.28 is:
ρ˜↓↓,↓↑(s1, s2) =
∑
k
α˜1,k(s1)α˜
∗
2,k(s2). (4.33)
Combining Equations 4.33 and 4.32 produces an expression for the Laplace transformed
nuclear coherence:
ρ˜↓↓,↓↑(s1, s2) = a1(0)a∗2(0)
1
pi
∫ ∞
0
dφJ(φ)
1
s1
(
s1 + i(ω1 − φ) + f(s1 − iφ)
)
× 1
s2
(
s2 − i(ω2 − φ) + f ∗(s2 − iφ)
) . (4.34)
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Take the inverse Laplace transform of Equation 4.34:
ρ↓↓,↓↑(t) = − 1
4pi3
∫
B
ds1
∫
B
ds2e
(s1+s2)ta1(0)a
∗
2(0)
×
∫ ∞
0
dφJ(φ)
1
s1
(
s1 + i(ω1 − φ) + f(s1 − iφ)
) 1
s2
(
s2 − i(ω2 − φ) + f ∗(s2 − iφ)
) .
(4.35)
Here B denotes the Bromwich contour, a vertical contour in the complex plane chosen
such that all singularities lie to the left of it [123]. The s-integrals in Equation 4.35
each have a pole at s = 0, plus families of poles at s1 = −i(ω1 − φ)− f(s1 − iφ) and
s2 = i(ω2−φ)−f ∗(s2−iφ). This makes Equation 4.35 is very difficult to solve in general,
since f(s) is a one-sided complex integral with poles. However, things are simplified when
looking at the steady state. Here we are concerned only with contributions from the
s integrals that survive for infinite times, i.e. those with a zero real part. All other
contributions will decay away within a finite timespan. This means we only need to
calculate the residue for the s = 0 poles. The residue at s1 = 0 is:
Res(s1 = 0) = 2pii
1
i(ω1 − φ) + f(−iφ+ 0) . (4.36)
Using the definition of f(s) (Equation 3.77):
f(−iφ+ 0) = 1
pi
∫ ∞
0
dν
J(ν)
i(ν − φ) + 0 ,
=
−i
pi
(
ipiJ(φ) + P
∫ ∞
0
dν
J(ν)
ν − φ
)
,
= J(φ) +
i
pi
P
∫ ∞
0
dν
J(ν)
φ− ν ,
= Γ↓(φ), (4.37)
where Γ↓(φ) is defined as the positive-frequency Born-Markov rate at zero temperature
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(Equation 3.46). The steady state coherence becomes:
lim
t→∞
ρ↓↓,↓↑(t) = a1(0)a∗2(0)
1
pi
∫ ∞
0
dφ
J(φ)
(ω1 − φ− iΓ↓(φ))(ω2 − φ+ iΓ∗↓(φ))
. (4.38)
Ohmic spectral density
Equation 4.38 can be solved numerically for an Ohmic spectral density with cutoff
(Equation 3.13) such as:
J(ω) = γ0
ω
ωc
e1−ω/ωc ω ≥ 0, (4.39)
where γ0 is the typical electronic decay rate and ωc is the cutoff frequency (such that
the bath is approximately flat around ω ' ωc). However the dynamics are no longer
accessible and we can only look at the steady state solution.
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Figure 4.5: The magnitude of the steady state nuclear coherence once the electron has
decayed, |ρ↓↓,↓↑| at zero temperature as a function of the hyperfine coupling g. The
electron is coupled to an Ohmic environment with peak rate γ0, peaked at the electronic
Zeeman splitting frequency ω0.
Figure 4.5 plots the steady state nuclear coherence following preparation in the initial
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superposition state |ψ(0)〉 =|↑〉(|↑〉+ |↓〉)/√2. All of the steady state nuclear coherence
is in the lower electron spin state, so Figure 4.5 plots the entire steady state nuclear
coherence. When the hyperfine coupling is small compared to γ0, the steady state
nuclear coherence is close to its initial value of 1/2. Coherence is transferred from ρ↑↓,↑↑
to ρ↓↓,↓↑ as the electron decays, but it is not lost.
Increasing the hyperfine coupling increases the separability of the two transitions
(see Figure 4.1), so that the frequency of the photon emitted provides information
about which of the transitions has occurred. The environment effectively measures the
frequency of the emitted photon, destroying nuclear coherence even if no measurements
are made as part of the experiment. Therefore increasing |g| causes a loss of steady-state
nuclear coherence as seen in Figure 4.5.
Increasing γ0 increases the rate of the two transitions, increasing the linewidth of the
transition spectra and therefore increasing the overlap between them. This makes the
two transitions less separable for a given value of g, allowing more nuclear coherences
to persist into the steady state. This may seem counter-intuitive, as an increase in the
typical electronic decay rate might be thought to cause faster decay of the nuclear spin.
However when the electron decays quickly, there is less time for the nuclear spin state
to be indirectly sampled by the environment during electronic decay. Less information
about the nuclear spin leaks out and coherences can be better preserved.
Now we will compare our exact solution to one obtained using a Born-Markov master
equation, so we can assess the suitability of the Born-Markov approach.
4.3 Born-Markov solution
To generate the Born-Markov master equation, we use the transition operators An
from Equation 4.7 and corresponding frequencies ω1 = ω0−2g, ω2 = ω0+2g. We insert
these into the Markovian quantum master equation from Chapter 3 (Equation 3.33). At
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zero temperature, the absorption rate Γ↑(ω) = 0. The non-secular interaction picture
quantum master equation then simplifies to:
d
dt
ρ(t) =
∑
n,m=1,2
ei(ωm−ωn)t
(
Γ↓(ωn)
(
A†nρ(t)Am − AmA†nρ(t)
)
+ Γ∗↓(ωm)
(
A†nρ(t)Am − ρ(t)AmA†n
))
. (4.40)
The zero-temperature emission rate Γ↓(ω) is:
Γ↓(ω) = J(ω) +
i
pi
P
∫ ∞
0
J(φ)
ω − φdφ. (4.41)
Equation 4.40 results in sixteen coupled first-order differential equations, one for each
element of the density matrix:
ρ˙↑↑,↑↑(t) = −ρ˙↓↑,↓↑(t) = −2R[Γ↓(ω2)]ρ↑↑,↑↑(t),
ρ˙↑↓,↑↓(t) = −ρ˙↓↓,↓↓(t) = −2R[Γ↓(ω1)]ρ↑↓,↑↓(t),
ρ˙↑↓,↑↑(t) = −
(
Γ↓(ω1) + Γ∗↓(ω2)
)
ρ↑↓,↑↑(t),
ρ˙↓↓,↓↑(t) = e4igt
(
Γ↓(ω1) + Γ∗↓(ω2)
)
ρ↑↓,↑↑(t),
ρ˙↑↑,↓σ(t) = −Γ↓(ω2)ρ↑↑,↓σ(t),
ρ˙↑↓,↓σ(t) = −Γ↓(ω1)ρ↑↓,↓σ(t), (4.42)
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where σ ∈ {↑, ↓}. The interaction picture solutions are:
ρ↑↑,↑↑(t) = exp[−2R[Γ↓(ω2)]t]ρ↑↑,↑↑(0),
ρ↓↑,↓↑(t) =
(
1− exp[−2R[Γ↓(ω2)]t]
)
ρ↑↑,↑↑(0) + ρ↓↑,↓↑(0),
ρ↑↓,↑↓(t) = exp[−2R[Γ↓(ω1)]t]ρ↑↓,↑↓(0),
ρ↓↓,↓↓(t) =
(
1− exp[−2R[Γ↓(ω1)]t]
)
ρ↑↓,↑↓(0) + ρ↓↓,↓↓(0),
ρ↑↓,↑↑(t) = exp[−
(
Γ↓(ω1) + Γ∗↓(ω2)
)
t]ρ↑↓,↑↑(0),
ρ↓↓,↓↑(t) =
Γ↓(ω1) + Γ∗↓(ω2)
4ig − (Γ↓(ω1) + Γ∗↓(ω2))
(
exp[
(
4ig − (Γ↓(ω1) + Γ∗↓(ω2)))t]− 1)ρ↑↓,↑↑(0)
+ ρ↓↓,↓↑(0),
ρ↑↑,↓σ(t) = exp[−Γ↓(ω2)t]ρ↑↑,↓σ(0),
ρ↑↓,↓σ(t) = exp[−Γ↓(ω1)t]ρ↑↓,↓σ(0). (4.43)
The real parts of the rates Γ↓(ω1,2) are proportional to the decay constants for the
populations of the excited states |↑↓〉 and |↑↑〉 respectively and are equal to the spectral
density sampled at the appropriate transition frequency. The excited state populations
irreversibly decay into the electronic ground states, as there is no absorption from the
environment. The nuclear coherence in the excited electron state also decays, but the
lower nuclear coherence ρ↓↓,↓↑(t) can be maintained.
4.3.1 Born-Markov dynamics
One benefit of the Born-Markov approach over the exact method outlined in Sec-
tion 4.2 is that it allows us to look at the dynamics of components of the system density
matrix, provided that the bath correlations cannot be resolved over the timescales cho-
sen. Figure 4.6 plots the nuclear coherence dynamics with the electron in the ground
state. The system is initialised in a nuclear superposition with the electron spin up, so
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the lower nuclear coherence builds from zero, reaching a steady-state value dependent
on g. As we saw in Figure 4.5, smaller spin-spin coupling allows for greater steady-state
nuclear coherence to be preserved.
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Figure 4.6: The zero temperature interaction picture dynamics of the lower nuclear
coherence magnitude, |ρ↓↓,↓↑(t)| at several electron-nucleus coupling strengths g fol-
lowing preparation in the superposition state |ψ(0)〉 =|↑〉(|↑〉+ |↓〉)/√2. The electron
is coupled to an Ohmic bath peaked at the bare electron splitting ω0 and peak rate
γ0 = 0.05ω0.
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Figure 4.7: The zero temperature dynamics of the magnitude of total nuclear coherence,
|ρ↓↓,↓↑(t) + ρ↑↓,↑↑(t)|, using the same parameters as in Figure 4.6.
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We can see that the nuclear coherence that builds in the lower electron state is
transferred from the initial coherence in the upper electron state if we look at the
dynamics of the total nuclear coherence (Figure 4.7). Here we see clearly that the initial
coherence of 1/2 is well protected as the electron decays for small values of the hyperfine
coupling.
There are also some interesting features in the dynamics of Figures 4.6 and 4.7. The
shape of the coherence plots are determined by an overall decay envelope, modulated by
oscillations that become more pronounced with larger spin-spin coupling. To understand
why, it is useful to consider the precession of the nuclear spin under the influence of the
effective magnetic field caused by the interaction with the electron spin. This can be
illustrated by by plotting the dynamics of the nuclear spin x-component (Figure 4.8).
electron spin up electron spin down
electron decay
Figure 4.8: The precession of the nuclear spin due to the electron’s magnetic field, both
before and after electron decay. When the electron flips, the magnetic field felt by the
nuclear spin changes sign, reversing its precession direction. Here the hyperfine coupling
is larger than the typical electron decay rate, so several complete nuclear oscillations
occur before the electronic decay.
Initially, the electron is spin up, and the nuclear spin precesses around this with
frequency 2g. However, when the electron decays, the effective magnetic field felt by
the nuclear spin swaps direction, and the nuclear spin starts precessing in the opposite
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direction (Figure 4.8).
The illustration depicted in Figure 4.8 is just one iteration of the dynamics; the density
matrix dynamics represent an average over many iterations. The electron lifetime will
be different in each iteration, with a mean decay rate of around γ0. If the rate of nuclear
spin precession (given by the spin-spin coupling) is large in comparison with the mean
decay rate, then typically several oscillations in σxn will be completed before the electron
flips. This is the case illustrated in Figure 4.8. When these different iterations are
averaged, there is interference between them, which causes oscillations in the dynamics.
The interference also causes phase averaging, meaning that less nuclear coherence is
preserved.
π 2π 3π 4π gt
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Figure 4.9: The precession of the nuclear spin due to the electron’s magnetic field during
electronic decay. Here the electron flips quickly, so less nuclear phase information is lost.
However, if the spin-spin coupling is small in comparison to the electronic decay
rate, then the decay happens within the first portion of the first nuclear oscillation
(Figure 4.9). The different iterations of the nuclear spin dynamics are all very similar
and do not interfere as destructively, allowing nuclear coherence to be preserved. Another
way to look at this is that the environment has had less time to sample the nuclear phase
information before the electron decays.
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4.3.2 Validity of approximations
To derive Equation 4.40, we assumed the spin-spin coupling is of Ising form, and we
used the Born-Markov approximation. In addition, it is common to use secularisation
(Section 3.4.5) to further simplify the master equation. Here we investigate the validity
of these three approximations in the order:
1. Born-Markov approximation,
2. Ising coupling between spins,
3. Secularisation.
The Born-Markov approximation
In the long time limit, the lower nuclear coherence from Equation 4.43 becomes:
lim
t→∞
|ρ↓↓,↓↑(t)| ≤
∣∣∣∣∣
(
Γ↓(ω1) + Γ∗↓(ω2)
)
ρ↑↓,↑↑(0)
4ig − (Γ↓(ω1) + Γ∗↓(ω2))
∣∣∣∣∣+ |ρ↓↓,↓↑(0)| . (4.44)
Figure 4.10 numerically compares Equation 4.44 to the exact solution from Equation
4.38, using an Ohmic spectral density of the form of Equation 4.39.
For the parameters chosen in Figure 4.10, the Born-Markov approximation is an
extremely good one – the bath is approximately flat across the transition linewidths.
The Born-Markov master equation assumes that the bath is sampled at each of the
transition frequencies – this is a good approximation as long as the variation in the
spectral density function across the linewidth of the transition is small in comparison to
the spectral density at the transition frequency.
Figure 4.11 shows sample emission spectra for two different values of the system-
bath coupling strength γ0. The spin-spin coupling strength here is equal to the maximum
value used in Figure 4.10 in order to accentuate the effect of varying γ0.
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Figure 4.10: The zero temperature steady state lower nuclear coherence magnitude,
|ρ↓↓,↓↑| as a function of the electron-nucleus coupling g. The bath has an Ohmic spectral
density peaked at the bare electron splitting ω0 and peak rate γ0. Solid lines represent
the exact solutions; dashed lines the Born-Markov solutions.
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Figure 4.11: Dependence of linewidth and spectral density on system-bath coupling
strength γ0. Left: γ0 = 0.05ω0; right: γ0 = 0.5ω0. Each plot contains sample zero
temperature emission spectra for two transitions centred at ω = ω0 ± 2g (orange and
dark blue solid lines). The hyperfine coupling g = 0.1ω0. The spectral linewidths are
equal to the spectral density sampled at the transition frequencies. Also plotted is the
Ohmic spectral density (green). When the system-bath coupling is small enough (left),
the variation in spectral density across the transition linewidths is small and the Born-
Markov approximation holds. Increasing γ0 results in significant variation in the spectral
density across the transition linewidths (right); here, the Born-Markov approximation
fails.
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Increasing γ0 increases both the peak height of the spectral density and the linewidths
of the transition spectra. As γ0 gets too large, the variation of the spectral density across
the linewidth becomes significant and the Born-Markov master equation no longer accu-
rately predicts the system behaviour. In the Born-Markov equation, the spectral density
is sampled at the central frequency for each transition on the assumption that the varia-
tion in spectral density across the linewidth is minimal. When this is no longer true, the
Born-Markov approximation can no longer be applied. The Born-Markov approximation
uses perturbation theory of second order in system-bath interaction strength [124]; so
we would expect it to fail at high γ0.
Ising hyperfine coupling
In deriving Equation 4.40, we used a system Hamiltonian with Ising coupling between
spins (Equation 4.1). Here we investigate the effect of adding XY spin-spin coupling of
strength g1 to the Hamiltonian:
HXYS =
ω0
2
σze ⊗ In + g1(σxeσxn + σyeσyn) + g2σzeσzn. (4.45)
Unlike the Ising Hamiltonian, the eigenstates of Equation 4.45 are not simply the com-
putational basis states – there is mixing between the two states with one excited spin:
Eigenenergy Eigenstate
ω0
2
+ g2, |⇑〉 =|↑↑〉,
Ω0
2
− g2, |+〉 = cos θ |↑↓〉 − sin θ |↓↑〉,
g2 − ω0
2
, |⇓〉 =|↓↓〉,
−Ω0
2
− g2, |−〉 = sin θ |↑↓〉+ cos θ |↓↑〉,
(4.46)
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where the mixing angle satisfies:
cos θ =
√
1
2
(
1 +
ω0
Ω
)
, sin θ =
√
1
2
(
1− ω0
Ω
)
, (4.47)
with Ω =
√
16g21 + ω
2
0.
As before, we find the interaction picture interaction Hamiltonian (Equation 3.57),
and so identify the following transition frequencies and operators, expressed in the basis
of system eigenstates defined in Equation 4.46:
Transition frequency Transition operator
ω1 = −ω0
2
− 2g2 + Ω
2
, − sin θ |⇑〉〈+|,
ω2 = −ω0
2
− 2g2 − Ω
2
, cos θ |⇑〉〈−|,
ω3 = −ω0
2
+ 2g2 − Ω
2
, cos θ|+〉〈⇓|,
ω4 = −ω0
2
+ 2g2 +
Ω
2
, sin θ|−〉〈⇓| . (4.48)
The transition frequencies and operators in Equation 4.48 are then inserted into the Born-
Markov master equation in the Schro¨dinger picture, found by transforming Equation 4.40
from the interaction picture (see Section 3.4.3):
d
dt
ρ(t) =− i[HS, ρ(t)] +
4∑
i,j=1
(
Γ↑(ωi)
(
Aiρ(t)A
†
j − A†jAiρ(t)
)
+ Γ∗↑(ωj)
(
Aiρ(t)A
†
j − ρ(t)A†jAi
)
+ Γ↓(ωj)
(
A†jρ(t)Ai − AiA†jρ(t)
)
+ Γ∗↓(ωi)
(
A†jρ(t)Ai − ρ(t)AiA†j
))
. (4.49)
Our question is whether the addition of XY coupling affects the long-time behaviour
of the system. To investigate this, it is useful to look at the Liouvillian at zero tempera-
ture (Section 3.4.6). In the absence of XY coupling, there are four Liouvillian eigenvalues
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with zero real parts. They and their corresponding eigenvectors (written as density matrix
components in the eigenbasis) are:
Eigenvalue Eigenvector
λ1 = 0, v1 = ρ−,−,
λ2 = 0, v2 = ρ⇓,⇓,
λ3 = −2ig2, v3 = ρ⇓,−,
λ4 = 2ig2, v4 = ρ−,⇓. (4.50)
Recall from the discussion in Section 3.4.6 that multiple zero eigenvalues indicate
the presence of multiple steady states due to a symmetry in the system. In the absence
of XY coupling, both of the spin states |↓↓〉 and |↓↑〉 are stable, and so the populations
of these states and the coherences between them form the Liouvillian zero eigenvectors
given above.
The other twelve Liouvillian eigenvalues of the Ising master equation all have negative
real parts, meaning that their corresponding states decay to zero in the long time limit:
λ5 = iω0 − Γ∗↑(−ω2), λ6 = λ∗5,
λ7 = iω0 − Γ∗↑(−ω3), λ8 = λ∗7,
λ9 = iω0 + 2ig2 − Γ∗↑(−ω2), λ10 = λ∗9,
λ11 = iω0 − 2ig2 − Γ∗↑(−ω3), λ12 = λ∗11,
λ13 = 2ig2 − Γ∗↑(−ω2)− Γ↑(−ω3), λ14 = λ∗13,
λ15 = −Γ∗↑(−ω2)− Γ↑(−ω2), λ16 = −Γ∗↑(−ω3)− Γ↑(−ω3). (4.51)
Introducing an XY coupling breaks a system symmetry and so causes three of the
four zero eigenvalues given in Equation 4.50 to take on finite (although very small)
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values (see Figure 4.12). This break in degeneracy means the system can no longer
support steady state coherences, however it still supports a potentially extremely long
lived nuclear coherence. The remaining zero eigenvalue is associated with the state |↓↓〉,
which is now the only steady state.
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Figure 4.12: The variation of the real parts of the four smallest Liouvillian eigenvalues
with g1, the XY coupling strength. One eigenvalue remains at zero throughout; this
corresponds to the steady state solution. The other three eigenvalues have a quadratic
dependence on g1. Two of these remain degenerate; they are plotted in the upper
branch. The fourth eigenvalue is in the lower branch. The typical electron decay rate
γ0 = 0.08ω0 and g2 = 0.025ω0.
All of the eigenvalues except the zero eigenvalue show a quadratic dependence on
XY coupling strength, however this dependence is extremely weak. Changing between
Ising and isotropic coupling causes a variation of around 0.01 % of the real parts of the
twelve eigenvalues in Equation 4.51. Although the change in eigenvalues is very small,
the fact that they are now not zero means that after a long enough time, the nuclear
spin coherence will decay.
That introducing XY coupling into our model has a small impact on the Liouvillian
eigenvalues and so the long-term behaviour of the system is to be expected if we consider
the energy scales of the system. The electron Zeeman splitting is much larger than the
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XY coupling strength, so the mixing angle θ is very small and the change in decay rates
is small.
To understand the quadratic dependence of the decay rates on the XY coupling
strength, let us consider the decay rate of the coherence ρ↓↓,↓↑(t) in the XY model using
perturbation theory. Figure 4.13 shows how initial nuclear coherences are destroyed.
The nuclear superposition is retained during electronic decay, however the |↓↑〉 state is
mixed with |↑↓〉, which then decays to |↓↓〉 (the only true steady state).
↑↑
↑↓
↓↓
↓↑
Electron decay (fast)
Coherent mixing 
(slow)
e n
Figure 4.13: The computational basis states of the electron-nuclear spin system. When
XY coupling is included there is coherent mixing between the states |↑↓〉 and |↓↑〉 (blue).
This mixing is much slower than the electronic decay (green).
The overall decay rate of ρ↓↓,↓↑(t) can be roughly estimated by the population which
is mixed back into |↑↓〉, multiplied by the electronic decay rate. The coherent mixing
between the states |↑↓〉 and |↓↑〉 gives a first order correction δ1 to the |↑↓〉 state. This
correction is of the order of the coupling strength between the two states, divided by the
zeroth order difference in their eigenvalues:
δ1 ∼ 〈↑↓|H
XY
S |↓↑〉
〈↑↓|HS|↑↓〉 − 〈↓↑|HS|↓↑〉 ∼
g1
ω0
, (4.52)
where the perturbed and unperturbed Hamiltonians are given by Equations 4.45 and 4.1
respectively.
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The population mixed back into |↑↓〉 is therefore of the order (g1/ω0)2. The electronic
decay rate is of order γ0, so the overall coherence decay rates (and therefore the real
part of the Liouvillian eigenvalues) are quadratic in XY coupling strength.
Secularisation
As discussed in Section 3.4.5, secularising the Born-Markov master equation guar-
antees that the density matrix will remain physical – it will be Hermitian, completely
positive and have unit trace (see Section 2.2.2 for a discussion of these properties).
However if the emission spectra from different transitions overlap, then secularisation
removes physical coherence terms from the master equation. We did not use the secular
approximation in the derivation of Equation 4.40; here we will examine the consequences
of applying secularisation to this master equation on the nuclear coherences. For further
discussion on secularisation of master equations, see Eastham et al. [102].
When we secularise Equation 4.40, all the differential equations given in Equation 4.42
remain the same except for the nuclear coherence element ρ↓↓,↓↑(t), which now remains
constant at its initial value.
Transitionω1ω2
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Figure 4.14: Sample transition spectra represented by Lorentzian distributions with
linewidths equal to the typical electron decay rate γ0 = 0.05ω0, centred at the tran-
sition frequencies ω1 (orange) and ω2 (blue). Left: at g = 0.025ω0, there is significant
overlap between the transitions, corresponding to coherences that would be discounted
under secularisation. Right: at g = 0.1ω0, there is little overlap between transitions and
secularisation has less effect.
88 The Coupled Nuclear-Electron Spin System – Zero Temperature
Thus in the secularised equations of motion, no nuclear coherences can survive when
the electron spin flips. As some coherences are physically expected to survive electronic
decay, secularisation is not appropriate here. This is further confirmed if we look at
sample transition spectra (Figure 4.14). For small values of g (left), the two transition
spectra overlap and in the unsecularised master equation significant coherences can be
preserved (see Figure 4.6). Increasing the hyperfine coupling (right) separates the spec-
tra, reducing the steady state coherences and meaning that secularisation has less impact.
When is it safe to secularise?
Consider the general case of a quantum system with N transitions, described by
a Born-Markov quantum master equation with N2 terms. Secularising between
all pairs of transitions would produce a master equation with N terms. When
secularising, it is necessary to consider each pair of transitions separately. In
general, the terms pertaining to the pair of transitions ωA and ωB may be
secularised if:
|ωA − ωB|  1
2
(
Γ (ωA) + Γ (ωB)
)
, (4.53)
where Γ (ω) = N (ω) J (ω).
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4.4 Conclusions
In this Chapter, we have found that:
 Highly off-resonant hybrid qubit systems such as the coupled nuclear-electron spin
system can provide excellent coherence protection.
 Nuclear coherences are preserved when the hyperfine coupling is small compared
to the electron decay rate, so that the two transitions corresponding to an electron
spin flip are nearly resonant.
 At zero temperature, the steady state can be found exactly by working in the
single-excitation subspace.
 The zero-temperature dynamics can be found by solving the non-secular Born-
Markov master equation.
 The Born-Markov steady state agrees very well with the exact solution within our
parameter regime, so in the next Chapter we will extend the Born-Markov approach
to finite temperature and look at the resultant system behaviour.
90 The Coupled Nuclear-Electron Spin System – Zero Temperature
Chapter 5
The Coupled Nuclear-Electron Spin
System – Finite Temperature
One doesn’t seek the absolute ‘Truth’. One seeks instead the
highest quality intellectual explanation of things with the knowledge
that if the past is any guide to the future this explanation must be
taken provisionally; as useful until something better comes along.
Robert M. Pirsig
In Chapter 4 we saw that highly off-resonant coupled qubit systems are capable of
providing excellent coherence protection even as one part of the coupled system decays.
We were able to treat this system exactly at zero temperature by working in the single
excitation subspace, though this method is not easily extended to finite temperature. We
also modelled the system using Born-Markov master equations, and the results agreed
extremely well with the exact solution. Here we extend the Born-Markov treatment of
the system used in Chapter 4 to finite temperature and examine its behaviour.
92 The Coupled Nuclear-Electron Spin System – Finite Temperature
5.1 Recap of system
electron
ω0
gσezσnz
nucleusbosonic 
environment
Γ
Figure 5.1: A reminder of the system covered in this and the preceding Chapter. Now
the environment is in thermal equilibrium at a temperature T , so the electron spin may
be re-excited by the bath.
In this Chapter we continue to use the coupled nuclear-electron spin system (Fig-
ure 5.1) as a model for understanding the behaviour of hybrid open quantum systems
with multiple energy scales. The hyperfine coupling is of Ising form and secularisation
will not be used in the derivation of the master equations (for a fuller understanding of
these assumptions, see Section 4.3.2).
We will model the environment as a series of quantum harmonic oscillators, with
the occupation of different modes at temperature T determined by the Bose-Einstein
distribution function n(ω) =
(
e~ω/kBT − 1)−1. Except where stated otherwise, the envi-
ronment is assumed to have an Ohmic spectral density of the form given in Equation 4.39
which peaks at the bare electron splitting frequency.
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5.2 The Born-Markov master equation at finite tem-
perature
5.2.1 Born-Markov solution
To obtain the master equation, we follow the procedure outlined in Section 3.4,
resulting in the Born-Markov equation in the interaction picture (Equation 3.33):
d
dt
ρ(t) =
∑
n,m=1,2
ei(ωm−ωn)t
(
Γ↑(ωm)
(
A†mρ(t)An − AnA†mρ(t)
)
+ Γ∗↑(ωn)
(
A†mρ(t)An − ρ(t)AnA†m
)
+ Γ↓(ωn)
(
Anρ(t)A
†
m − A†mAnρ(t)
)
+ Γ∗↓(ωm)
(
Anρ(t)A
†
m − ρ(t)A†mAn
))
. (5.1)
The relevant transition frequencies and operators are (Equation 4.7):
ω1 = ω0 − 2g, ω2 = ω0 + 2g,
A1 =|↓↓〉〈↑↓|, A2 =|↓↑〉〈↑↑| . (5.2)
The transition rates (Equation 3.45) depend on the spectral density J(ω) and the oc-
cupation function n(ω):
Γ↑(ω) = J(ω)n(ω) +
i
pi
P
∫ ∞
0
J(φ)n(φ)
φ− ω dφ,
Γ↓(ω) = J(ω)[n(ω) + 1]− i
pi
P
∫ ∞
0
J(φ)[n(φ) + 1]
φ− ω dφ. (5.3)
The resulting coupled differential equations are similar to those given in Equa-
94 The Coupled Nuclear-Electron Spin System – Finite Temperature
tion 4.42, but with additional terms representing re-excitement of the system:
ρ˙↑↑,↑↑(t) = −ρ˙↓↑,↓↑(t) = −2R[Γ↓(ω2)]ρ↑↑,↑↑(t) + 2R[Γ↑(ω2)]ρ↓↑,↓↑(t),
ρ˙↑↓,↑↓(t) = −ρ˙↓↓,↓↓(t) = −2R[Γ↓(ω1)]ρ↑↓,↑↓(t) + 2R[Γ↑(ω1)]ρ↓↓,↓↓(t),
ρ˙↑↓,↑↑(t) = −
(
Γ↓(ω1) + Γ∗↓(ω2)
)
ρ↑↓,↑↑(t) + e−4igt
(
Γ↑(ω1) + Γ∗↑(ω2)
)
ρ↓↓,↓↑(t),
ρ˙↓↓,↓↑(t) = e4igt
(
Γ↓(ω1) + Γ∗↓(ω2)
)
ρ↑↓,↑↑(t)−
(
Γ↑(ω1) + Γ∗↑(ω2)
)
ρ↓↓,↓↑(t),
ρ˙↑↑,↓↓(t) = −
(
Γ↓(ω2) + Γ∗↑(ω1)
)
ρ↑↑,↓↓(t),
ρ˙↑↑,↓↑(t) = −
(
Γ↓(ω2) + Γ∗↑(ω2)
)
ρ↑↑,↓↑(t),
ρ˙↑↓,↓↓(t) = −
(
Γ↓(ω1) + Γ∗↑(ω1)
)
ρ↑↓,↓↓(t),
ρ˙↑↓,↓↑(t) = −
(
Γ↓(ω1) + Γ∗↑(ω2)
)
ρ↑↓,↓↑(t), (5.4)
and ρ˙n,m(t) = ρ˙
∗
m,n(t). The solutions for the elements which contain nuclear coherences
are (in the interaction picture):
ρ↓↓,↓↑(t) =
[
r↓↓,↓↑(e−κ−t − e−κ+t) + ρ↓↓,↓↑(0)e−κ+t
]
,
ρ↑↓,↑↑(t) =
[
r↑↓,↑↑(e−κ−t − e−κ+t) + ρ↑↓,↑↑(0)e−κ+t
]
e−4igt. (5.5)
Here we have defined the following quantities:
γ↓ = Γ↓(ω1) + Γ∗↓(ω2), γ↑ = Γ↑(ω1) + Γ
∗
↑(ω2), (5.6)
κ± =
1
2
[
γ↑ + γ↓ − 4ig ±
√
(γ↑ + γ↓ − 4ig)2 + 16igγ↑
]
, (5.7)
r↓↓,↓↑ =
γ↓ρ↑↓,↑↑(0) + (κ+ − γ↑)ρ↓↓,↓↑(0)
κ+ − κ− , r↑↓,↑↑ = r↓↓,↓↑
(γ↑ − κ−
γ↓
)
. (5.8)
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5.2.2 Finite-temperature Born-Markov dynamics
The finite-temperature nuclear coherence dynamics (Equation 5.5) are governed by
two temperature-dependent decay rates, R[κ±(T )] (Equation 5.7), and two temperature-
dependent amplitudes, r↑↓,↑↑(T ) and r↓↓,↓↑(T ) (Equation 5.8). The decay rates and
amplitudes are plotted in Figure 5.2 using an Ohmic spectral density with ω0 = ωc.
In the limit of zero temperature γ↑ = 0, so the decay rates simplify to:
κ±(T = 0) = [γ↓ − 4ig] (1± 1)
2
, (5.9)
and the amplitudes are:
ρ↓↓,↓↑(t→∞)
∣∣∣∣
T=0
= r↓↓,↓↑, |ρ↑↓,↑↑(t→∞)|
∣∣∣∣
T=0
= |r↑↓,↑↑|. (5.10)
As κ−(T = 0) = 0, there is only one zero-temperature decay rate, κ+, which
represents the electronic decay rate. (This is in agreement with the zero temperature
solution presented in Chapter 4, Equation 4.43.) At finite temperature, we must consider
both emission and absorption processes and the interference between them. We can no
longer think of κ± as purely representing either electronic decay or excitation processes;
they are related to two system decay timescales. If these timescales are significantly
different, then a quasi steady state (QSS) exists once the faster decay has occurred on
timescale R[κ+]−1.
There are three finite-temperature regimes within Figure 5.2, and sample dynamics
from each regime have been plotted in Figure 5.3. These regimes are:
1. Low temperature (light blue),
2. Intermediate temperature (dark green),
3. High temperature (light green).
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|r↓↓,↓↑(T)||r↑↓,↑↑(T)|-Re[κ-/ω0]-Re[κ+/ω0]
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Figure 5.2: The temperature dependence of the amplitudes r and decay rates R[κ] of
the quasi steady state nuclear coherences, for g = 0.1ω0, γ0 = 0.02ω0, ρ↑↓,↑↑(0) = 1/2,
ρ↓↓,↓↑(0) = 0. A QSS is only observed when R[κ−] is sufficiently small. There is a
QSS at low temperature (blue shaded region, right), which disappears at intermediate
temperature (dark green region, middle). At very high temperature (light green region,
left) the QSS returns. The dynamics of the three regimes are plotted in Figure 5.3.
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Figure 5.3: The lower nuclear coherence dynamics in each of the three temperature
regimes in Figure 5.2: low temperature (blue plots, top), intermediate (dark green,
bottom left) and high (light green, bottom right). At low temperature there is a QSS
(top-left) which decays slowly (top-right). At intermediate temperature there is no QSS.
A QSS returns at high temperature; the QSS coherence amplitude is much larger than
that observed at low temperature, although the decay timescales are shorter.
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Low (but finite) temperature
Over short timescales (Figure 5.3, top left) the low-temperature nuclear coherence
dynamics are essentially the same as in the zero temperature case. For the coupling
strengths chosen, the transition spectra are partially resolved, so as the electron decays
some information about the nuclear spin is revealed. At zero temperature this is the
only decay process, so steady state nuclear coherences survive.
At finite temperature, we must also consider re-excitation of the electron via ab-
sorption of environmental photons. The re-excited electron then decays again, revealing
more information about the nuclear spin. At low temperatures, this additional process
takes place over a much longer timescale than the original decay (Figure 5.3, top right).
This separation of decay rates (Figure 5.2, right shaded region) gives rise to QSS nuclear
coherences.
Intermediate temperature
Raising the temperature increases the rate at which the electron decays and re-
excites, until we reach a point where both decay rates are comparable to one another
and to g (Figure 5.2, middle shaded region). The rates are still slow enough that
significant information about the nuclear spin is revealed during each emission. As there
is no longer any timescale separation, the QSS disappears.
The rise in temperature broadens the transition spectra so that less information
is revealed on each emission, so the amplitudes r increase. However if we look at
the dynamics (Figure 5.3, bottom left), we see that the lower nuclear coherence never
actually reaches r↓↓,↓↑ as there is no QSS in this regime. At these temperatures, r is not
really a coherence measure, which explains why it can exceed the theoretical maximum
coherence of 1/2.
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High temperature
As we raise the temperature still further, we enter a third regime (Figure 5.2, left
shaded region). Here the electron decays very quickly, revealing very little information
about the nuclear spin state (for further discussion of this, see Section 4.3.1). Here the
system decay rates γ↑, γ↓ are much larger than the hyperfine coupling g. The coherence
decay rates defined in Equation 5.7 are:
κ± =
1
2
[
γ↑ + γ↓ − 4ig ± (γ↑ + γ↓)
√
1 +
8ig(γ↑ − γ↓)− 16g2
(γ↑ + γ↓)2
]
, (5.11)
In the high temperature regime:
1 R
[
8ig(γ↑ − γ↓)− 16g2
(γ↑ + γ↓)2
]
 I
[
8ig(γ↑ − γ↓)− 16g2
(γ↑ + γ↓)2
]
, (5.12)
so we neglect the imaginary part inside the square root in Equation 5.11 and expand to
second order in g, using that for δ  1, (1 + δ)1/2 = 1 + δ/2− δ2/8 +O[δ3]:
√
1 +
8ig(γ↑ − γ↓)− 16g2
(γ↑ + γ↓)2
≈ 1 + 4ig(γ↑ − γ↓)
(γ↑ + γ↓)2
+
8g2
(γ↑ + γ↓)2
(
(γ↑ − γ↓)2
(γ↑ + γ↓)2
− 1
)
.
(5.13)
At high temperature, γ↑− γ↓ (which is imaginary) is much smaller than γ↑+ γ↓, and so
the first-order g term can be neglected. The real parts of κ± are then:
R[κ±] ≈ 1
2
[
γ↑ + γ↓ ±
(
γ↑ + γ↓ − 32g
2γ↑γ↓
(γ↑ + γ↓)3
)]
. (5.14)
Note that at high temperature, n(ω)  1 and so Γ↑(ω) ≈ Γ∗↓(ω) for all frequencies of
interest. This means that the quantities γ↑ + γ↓ ≈ 2R[Γ↑(ω1) + Γ↑(ω2)] and γ↑γ↓ ≈
|Γ↑(ω1)|2 + |Γ↑(ω2)|2 + 2R[Γ↑(ω1)Γ↑(ω2)] are real.
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In the high temperature regime, the two nuclear decoherence rates approximate to:
R[κ+] ≈ γ↑ + γ↓, R[κ−] ≈ 16g
2γ↑γ↓
(γ↑ + γ↓)3
. (5.15)
Again, we have entered a regime where the two decay rates are separated by several
orders of magnitude as g is much smaller than the rates γ↑ and γ↓. This separation can
be seen in the left shaded region of Figure 5.2, and the returned quasi steady state is
plotted in Figure 5.3, bottom right.
The timescale of QSS decay (in terms of the inverse bare electron splitting) is much
shorter at high temperature than it is at low temperature. This is not important so long as
any required quantum computations can be performed before the QSS decays. Crucially,
at high temperature the QSS exists for a long time compared to the time initially taken
to reach the QSS, providing sufficient time for quantum gates to be applied.
At high temperature, the magnitude of the QSS nuclear coherence is much larger
than that at low temperature. At high temperature, the system decay rates γ↑ ∼ γ↓ are
much larger than the spin-spin coupling, so the transitions are indistinguishable. Indeed,
in the high temperature limit each of the two QSS coherence magnitudes rl↓,l↑ are half of
the initial nuclear coherence. They add in phase, so that the magnitude of the coherence
in the QSS is the same as that in the initial state. In contrast, at low temperature the
decay rates are much smaller than g, so the transitions are quite distinct.
At first glance, this might seem surprising – quantum effects are normally washed
out at high temperature. However we can gain some understanding if we re-consider the
system using the perspective of overlapping transitions used in Chapter 4. Increasing
the environmental temperature increases the transition linewidths and therefore increases
the overlap between the two transitions. The transitions become less well-resolved and
larger nuclear coherences can be preserved. In this way, increasing the temperature can
help to protect nuclear coherences.
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5.2.3 High-temperature limitations of the Born-Markov solution
The increase in transition linewidth with increasing temperature also has implications
for the validity of the Born-Markov solution. As discussed in Chapter 4 (Section 4.3.2),
increasing the transition linewidths leads to a regime where the spectral density varies
significantly over the linewidth. Once this occurs, the Born-Markov approximation breaks
down. This is shown in Figure 5.4. It is worth noting that the temperature regime
required for coherence protection is independent of the temperature regime where the
Born-Markov approximation fails, so that with judicious choice of variables, it is possible
to achieve significant coherence protection whilst remaining in the Born-Markov regime.
ω/ω0
I (ω)
Temperature
T1
T2
T3
Figure 5.4: Sample emission spectra of two transitions, plotted for three temperaures
T1 < T2 < T3. Also plotted is the spectral density J(ω) (light green solid line). The
emission spectra are of Lorentzian form with half-width Γ(ω) = J(ω)n(ω). At very
low temperature (T1), the two transitions are separable (Γ(ω)  g) and little nuclear
coherence is preserved. By raising the temperature (T2), we enter a regime where the
transitions overlap (Γ(ω) ∼ g) and coherences are protected. Note that here the Born-
Markov approximation still holds as the transition rate Γ(ω) is still much smaller than
the spectral density half-width. The Born-Markov approximation breaks down around
T3, when the transition linewidths and spectral density half-width become comparable.
The argument given above provides a first insight into the failure of the Born-Markov
solution at high temperature. However it assumes that, whilst the linewidths change with
temperature, the bath remains the same. To understand the effects of temperature on
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the bath, it is convenient to shift from frequency-space into the time domain. At low
temperature, the system decay timescale τS is much longer than the bath correlation
time τB, and so the Born-Markov approximation is valid. Increasing the temperature
reduces the system decay timescale. As the system decay timescale approaches the bath
correlation time (τS ∼ τB), the Born-Markov solution breaks down.
Increasing the temperature has a complex effect on the bath correlation time; however
we can be sure that τB doesn’t increase with increasing temperature (it may be reduced
or stay constant) [116]. The frequency-space argument used above implicitly assumes
that τB remains constant as the temperature increases. If τB were to decrease as the
temperature was raised, then the temperature at which τS = τB would be greater than
that for constant τB. The breakdown of the Born-Markov solution would occur at a
higher temperature than that estimated using the frequency-space argument.
Therefore, the frequency-space argument allows us to calculate the lowest temper-
ature at which the Born-Markov solution may break down. Let us look at a transition
centred on the bare electron splitting ω0 with linewidth Γ(ω0) ≈ J(ω0)n(ω0). We may
define a critical temperature for the breakdown of the Born-Markov approximation Tc
which occurs when the spectral linewidths are half the spectral density width W :
W = 2J(ω0)
(
Exp
[
ω0
kBTc
]
− 1
)−1
. (5.16)
Rearranging for Tc:
Tc =
ω0
kB
(
ln
[
2J(ω0)
W + 1
])−1
. (5.17)
We will use the standard deviation as a measure of width, such that:
W =
√
〈ω2〉 − 〈ω〉2,
=
√∫
J(ω)ω2dω∫
J(ω)dω
−
(∫
J(ω)ωdω∫
J(ω)dω
)2
. (5.18)
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For an Ohmic spectral density peaked at the electron splitting and peak height
γ0/ω0 = 0.02 (as used in Figures 5.2 and 5.3), the spectral density width W ≈ 1.4ω0,
giving a breakdown temperature of kBTc ≈ 36ω0. This is a higher temperature than
that at which we expect to see some coherence recovery (see Figure 5.2).
It is important to remember that the breakdown temperature is unconnected to
the temperature at which the QSS returns and nuclear coherences are enhanced. The
temperature at which the QSS returns is determined by the separation of the decay
rates κ±, themselves dependent on the complex transition rates Γ(ω) and the hyperfine
coupling. The breakdown temperature is dependent on the bath’s characteristics; in
particular the cutoff frequency ωc and the peak height γ0. To further explore the validity
of the Born-Markov solution at high temperature and gain further insight, we now turn
to a semiclassical approach.
5.3 The semiclassical model
At high temperature, any electron coherences are quickly lost to the bath, allowing
us to describe it as a classical two state system which fluctuates between spin-up and
spin-down. We will use random telegraph noise to model the electron spin fluctuations,
and we will compare the results obtained using our semiclassical model to those from
the Born-Markov solution.
5.3.1 Derivation of the semiclassical result
Random telegraph noise
Random telegraph noise (RTN) is a process where a variable randomly switches back
and forth between two different states. Over a long period of time, the probability distri-
bution function of the switching times is Poissonian [125]. Here the relevant stochastic
5.3 The semiclassical model 103
variable is ωn, the nuclear spin splitting. As the electron spin flips, the sign of the nuclear
splitting also switches: ωn(t) = ±2g. The nuclear spin coherence is given by:
Cn(t) = Cn(0)
〈
exp
[
i
∫ t
0
ωn(s)ds
]〉
, (5.19)
where Cn(0) is the initial nuclear coherence and 〈· · · 〉 indicates the ensemble average.
To evaluate this, we use Kubo’s Theorem [126]:
〈
exp
[
i
∫ b
a
x(t)dt
]〉
= exp
[ ∞∑
n=1
in
∫ b
a
dt1
∫ t1
a
dt2 · · ·
∫ tn−1
a
dtn
〈〈
x(t1)x(t2) · · · x(tn)
〉〉]
, (5.20)
where 〈〈· · · 〉〉 indicates the cumulant. The first and second-order cumulants can be
calculated using [127]:
〈〈
x(t)
〉〉
=
[
d
dk
ln〈ekx(t)〉
]
k=0
, (5.21)
〈〈
x(t1)x(t2)
〉〉
=
[
d2
dk1dk2
ln〈ek1x(t1)+k2x(t2)〉
]
ki=0
. (5.22)
The ensemble average is the probability weighted average, so for any continuous
function f(x) we may write:
〈f(x)〉 =
∫ ∞
−∞
p(x)f(x)dx, (5.23)
where p(x) is the probability distribution function.
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Odd-ordered cumulants
The single cumulant given in Equation 5.21 is:
〈〈
x(t1)
〉〉 ≡ 〈〈x1〉〉 = [ d
dk
(
ln
(∫
p(x1)e
kx1dx1
))]
k=0
. (5.24)
Now we may use the property that for any continuous and non-zero valued function
f(x):
d ln (f(x))
dx
=
df(x)/dx
f
. (5.25)
Applying this to Equation 5.24, we obtain:
〈〈
x1
〉〉
=
[
d
dk
(∫
p(x1)e
kx1dx1
)∫
p(x1)ekx1dx1
]
k=0
. (5.26)
To evaluate Equation 5.22, it is helpful to swap the order of the differential and the
integral in the numerator, allowing us to differentiate:
〈〈
x1
〉〉
=
[(∫
p(x1)x1e
kx1dx1
)∫
p(x1)ekx1dx1
]
k=0
. (5.27)
Now we may evaluate this at k = 0 (using the normalisation condition
∫
p(x)dx = 1):
〈〈
x1
〉〉
=
〈
x1
〉
. (5.28)
In this case, since the stochastic variable is the nuclear spin splitting and
〈
ωn(t)
〉
= 0,
all odd-ordered cumulants are zero.
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Even-ordered cumulants
The second-order cumulant can be found in the same manner. Using Equations 5.22
and 5.23, we obtain:
〈〈
x1x2
〉〉
=
[
d2
dk1dk2
ln
(∫∫
p(x1, x2)e
k1x1+k2x2dx1dx2
)]
ki=0
,
=
[
d
dk2
(∫∫
p(x1, x2)x1e
k1x1+k2x2dx1dx2∫∫
p(x1, x2)ek1x1+k2x2dx1dx2
)]
ki=0
,
=
∫∫
p(x1, x2)x1x2dx1dx2
−
(∫∫
p(x1, x2)x1dx1dx2
)(∫∫
p(x1, x2)x2dx1dx2
)
,
= 〈x1x2〉 − 〈x1〉〈x2〉. (5.29)
As all odd-ordered cumulants are zero here, 〈〈ωn(t1)ωn(t2)〉〉 = 〈ωn(t1)ωn(t2)〉. Simi-
larly, the fourth-order cumulant is:
〈〈
ωn(t1)ωn(t2)ωn(t3)ωn(t4)
〉〉
=
〈
ωn(t1)ωn(t2)ωn(t3)ωn(t4)
〉
− 〈ωn(t1)ωn(t2)〉〈ωn(t3)ωn(t4)〉
− 〈ωn(t1)ωn(t3)〉〈ωn(t2)ωn(t4)〉
− 〈ωn(t1)ωn(t4)〉〈ωn(t2)ωn(t3)〉. (5.30)
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Evaluating joint moments
For a Poissonian distribution with an average rate of event occurrence λ, the prob-
ability of observing k events in the time interval (0, t) is [128]:
P (k events in interval t) = e−λt
(λt)k
k!
. (5.31)
In this case, the event is the flipping of the sign of ωn. The probability that the nuclear
spin splitting at time t1 is the same as that at time t2 is given by:
P [ωn(t1) = 2g | ωn(t2) = 2g] = P [ωn(t1) = −2g | ωn(t2) = −2g] ,
= e−λ(t1−t2) cosh (λ(t1 − t2)) , for t2 ≤ t1,
(5.32)
and the probability of the splitting being different from that at time t1 is:
P [ωn(t1) = 2g | ωn(t2) = −2g] = P [ωn(t1) = −2g | ωn(t2) = 2g] ,
= e−λ(t1−t2) sinh (λ(t1 − t2)) . (5.33)
For a stochastic variable x(t) = ±1, the autocorrelation function (also known as the
joint moment) is the weighted distribution [128]:
〈
x(t1)x(t2)
〉
=
1∑
j=0
1∑
k=0
xjxkP [x(t2) = xk]× P [x(t1) = xj | x(t2) = xk] , (5.34)
where t2 ≤ t1 and the two values x can take are x0 = −1 and x1 = 1. By expanding
out the above sum and using Equations 5.32 and 5.33, we find:
〈
x(t1)x(t2)
〉
= e2(t2−t1)λ, for t2 ≤ t1. (5.35)
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The fourth-order autocorrelation function is (for t4 ≤ t3 ≤ t2 ≤ t1):
〈
x(t1)x(t2)x(t3)x(t4)
〉
= e2(t2−t1+t4−t3)λ =
〈
x(t1)x(t2)
〉〈
x(t3)x(t4)
〉
. (5.36)
The nuclear spin coherence
To obtain an expression for the nuclear spin coherence, we now need to insert the rel-
evant autocorrelation functions into Kubo’s Theorem using ωn(t) = 2gx(t), and perform
the relevant integrals. The second-order term of the right-hand side of Equation 5.20 is:
∫ t
0
dt1
∫ t1
0
dt2
〈〈
ωn(t1)ωn(t2)
〉〉
=4g2
∫ t
0
dt1
∫ t1
0
dt2
〈
x(t1)x(t2)
〉
,
=4g2
∫ t
0
dt1
∫ t1
0
dt2e
2(t2−t1)λ,
=
g2
λ2
(
e−2λt + 2λt− 1) . (5.37)
The fourth-order term from Kubo’s Theorem is:
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4
〈〈
ωn(t1)ωn(t2)ωn(t3)ωn(t4)
〉〉
= 16g4
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4(〈
x(t1)x(t2)x(t3)x(t4)
〉− 〈x(t1)x(t2)〉〈x(t3)x(t4)〉
− 〈x(t1)x(t3)〉〈x(t2)x(t4)〉− 〈x(t1)x(t4)〉〈x(t2)x(t3)〉). (5.38)
Using Equations 5.35 and 5.36:
〈
x(t1)x(t2)x(t3)x(t4)
〉
=
〈
x(t1)x(t2)
〉〈
x(t3)x(t4)
〉
,〈
x(t1)x(t3)
〉〈
x(t2)x(t4)
〉
=
〈
x(t1)x(t4)
〉〈
x(t2)x(t3)
〉
. (5.39)
108 The Coupled Nuclear-Electron Spin System – Finite Temperature
Equation 5.38 then becomes:
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4
〈〈
ωn(t1)ωn(t2)ωn(t3)ωn(t4)
〉〉
= −32g4
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4e
2(t3+t4−t1−t2)λ,
= − g
4
2λ4
(
e−4λt − 5 + 4λt+ e−2λt(4 + 8λt)) . (5.40)
By using Equations 5.38 and 5.40, along with the expression for Cn(t) given in
Equation 5.19, we can now obtain the nuclear coherence to fourth order in g:
Cn(t)
Cn(0)
=
〈
exp
[
i
∫ t
0
ωn(s)ds
]〉
,
≈ exp
[
−g
2
λ2
(
e−2λt + 2λt− 1)− g4
2λ4
(
e−4λt − 5 + 4λt+ e−2λt(4 + 8λt))] .
(5.41)
We are interested in the behaviour of the nuclear spin coherence on timescales much
greater than the inverse of the electron decay rate, i.e. λt  1. Then the nuclear
coherence is:
Cn(t) = Cn(0) exp
[
−2g
2t
λ
(
1 +
g2
λ2
)]
. (5.42)
If the electron fluctuation rate is sufficiently fast (g/λ  1), then the fourth-order
term is small in comparison to the second-order term and the nuclear coherence decays
exponentially with rate κSC = 2g
2/λ. At high temperatures, the electron fluctuation
rate is assumed to be independent of the nuclear spin state such that the decay rate
is 2J(ω0)(n(ω0 + 1)) and the excitation rate is 2J(ω0)n(ω0). For high temperature,
n(ω0)  1, so that decay and excitation happen at approximately the same rate λ =
2J(ω0)n(ω0). Then the semiclassical nuclear coherence decay rate is:
κSC =
g2
J(ω0)n(ω0)
. (5.43)
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Note that κSC decreases with increasing temperature, so that the decay time is longer
at high temperature. This phenomenon is also seen in the motional narrowing effect in
nuclear magnetic resonance imaging (NMR). In NMR, the magnetic field experienced by
a nuclear spin is subject to local fluctuations. Each spin in the sample has a different
splitting, leading to inhomogeneous broadening of the resonant frequency linewidth. At
high temperatures, each nucleus experiences a magnetic field that varies in time due to
thermal motion. This time averaging reduces the variation in spin splitting across the
sample, narrowing the resonant frequency linewidth [129].
5.3.2 Comparison of quantum and semiclassical results
High temperature behaviour
Re[κ-/ω0]
Re[κ+/ω0]κSC/ω0
0.0 0.1 0.2 0.3 0.4
ω0/kBT0.00.2
0.4
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Figure 5.5: The semiclassical coherence decay rate κSC found using the random telegraph
noise model (green). Also plotted are the two quantum decay rates κ± (dark and light
blue). At high temperature (ω0/kBT < 0.1), the semiclassical rate agrees well with κ−.
The spectral density used here is subohmic (s = 1/2) and peaks at 3ω0.
Figure 5.5 compares the semiclassical decay rate κSC and the two Born-Markov
quantum decay rates κ± as defined in Equation 5.7 (Section 5.2.1). The spectral density
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used to plot Figure 5.5 is subohmic:
J(ω) = γ0
(
ω
ωc
)s
exp
[
s
(
1− ω
ωc
)]
, (5.44)
with γ0 = 0.02ω0, ωc = 3ω0, and s = 1/2.
At high temperature (kBT & 10ω0), there is good agreement between the semi-
classical decay rate and κ−, the slower quantum decay rate. The high-temperature
approximation for κ− is (Equation 5.15):
R[κ−] ≈ 16g
2γ↑γ↓
(γ↑ + γ↓)3
. (5.45)
As discussed in Section 5.3.1, at high temperatures we may assume that γ↓ ≈ γ↑ =
2J(ω0)n(ω0), so that the quantum rate can be written:
R[κ−] ≈ g
2
J(ω0)n(ω0)
= κSC , (5.46)
and so we expect to see good high-temperature agreement as shown in Figure 5.5.
Validity of the Markov approximation
As discussed in Section 5.2.3, we can assess the high-temperature validity of the
Born-Markov approximation for the quantum model by comparing the spectral density
width W (calculated using Equation 5.18) with the transition linewidths (the rates κ).
The spectral density used in Figure 5.5 has a width W = 7.3ω0. The decay rates
must be significantly smaller than this for the Markov approximation to remain valid.
Taking κ± < 0.2W as a limit of the range of validity, we see from Figure 5.5 that the
Born-Markov approximation is valid for ω0/kBT > 0.05.
For the parameters chosen in Figure 5.5, the Born-Markov approximation remains
valid well into the high-temperature QSS regime. The return of the QSS at high tem-
5.4 Conclusions 111
peratures is therefore not an artefact of the breakdown of the Born-Markov model, but
is a real physical effect.
The semiclassical and quantum results agree well for ω0/kBT < 0.1, so there is a
temperature regime 0.05 < ω0/kBT < 0.1 where the semiclassical result agrees with
the quantum result and the quantum result remains valid. Since the semiclassical result
makes the correct prediction here, and both models agree for all temperatures kBT >
10ω0, we can conclude that the decoherence rate continues to fall as the temperature
is raised. However both the quantum and the semiclassical result rely on Markovianity,
which fails at very high temperatures.
5.4 Conclusions
In this Chapter, we have found that:
 Extending the Born-Markov approach to finite temperature produces two decoher-
ence rates, resulting in a quasi steady state if the rates are well separated.
 Small coherences are protected in a QSS at low temperature; this QSS disappears
as the temperature is raised.
 At high temperature the QSS returns and much larger coherences are preserved
than at low temperature.
 At high temperature, heating the system increases the nuclear coherence time.
 Increasing the temperature still further causes the Born-Markov approximation
to break down. Here the quantum and semiclassical results agree; however they
might both be wrong at the highest temperatures since both contain an implicit
assumption of Markovianity.
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Chapter 6
Discussion and Conclusion
Nature’s music is never over; her silences are pauses, not
conclusions.
Mary Webb
Here we discuss the implications of the results presented in this Thesis. We con-
sider experimental candidate systems for observing coherence protection and suggest a
theoretical technique for looking inside non-Markovian regimes.
6.1 Experimental possibilities
In this Thesis we have seen that coherences in coupled two-qubit systems can be
protected under certain circumstances. To observe coherence protection, the two qubits
should be highly off-resonant (ωA  ωB) and qubit B should have a much longer
coherence time than qubit A. This separation of energy scales is commonly found in
hybrid systems.
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In addition, there are different system requirements depending upon the experimental
scenario chosen:
Low temperature: Here the qubit coupling should be tunable and the transition
linewidths should be fixed. Then the qubit coupling can be varied to change
the transition spacing. One would expect that the greater the transition overlap,
the greater the coherence preservation.
Variable temperature: Here the qubit coupling should be strong compared to the zero-
temperature environmental coupling, so that at low temperature the transitions
are well separated. As the temperature is increased, the linewidths are broadened,
increasing coherence protection.
Here we consider two promising avenues for the implementation of coherence protection.
6.1.1 Quantum dots (QDs)
The main advantage of quantum dot systems is that they are extremely tunable and
can be engineered such that the transition spacings are comparable to the linewidths. A
single quantum dot can be coupled to a photonic-crystal cavity [130]; the cavity mode
is highly detuned from the QD. The electron spin in the QD plays the role of low energy
qubit previously denoted as “nuclear spin” in this Thesis. The coupling to photons is
then via exciton states – so in a sense the exciton is the high energy qubit here. There are
four optical transitions in this hybrid spin-photon system, although two are suppressed
due to their polarisation. The remaining two transitions have linewidths of ∼18 µeV
and are separated by ∼50 µeV (a factor of 2.8 greater than the linewidths) [130].
To achieve coherence protection, we must be able to tune the environmental coupling
to the exciton. This can be done using the Purcell effect – the enhancement of the
spontaneous emission rate due to the environment. Purcell enhancement can be used to
broaden the linewidths of optical QD transitions by a factor of up to 6.7 [131]. If Purcell
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enhancement were applied to the coupled QD-cavity system, then the optical transitions
would overlap significantly, protecting coherences stored within the QD.
6.1.2 NV centres
NV centres are another promising qubit candidate, and offer long room-temperature
coherence times. The NV centre has a single negative charge which can be optically
pumped using spin selective transitions. The electron spin plays the role of the low energy
qubit and the optical transition the role of the high energy qubit. The spin sublevel
splitting can be tuned in zero applied magnetic field by applying an external electric
field, and this can be detected using a direct readout technique called photocurrent
detection of magnetic resonance (PDMR) [132]. In PDMR, charge carriers which have
been excited from NV centres into the conduction band are detected electrically. PDMR
can be performed on a chip, improving the scalability of this approach.
NV centres can form part of a tunable coupled quantum system when placed inside
a highly off-resonant cavity. The NV centre-cavity coupling can be tuned by means
of piezoelectric actuators (devices that use piezoelectric crystals to control movement)
[133]. The cavity can be tuned to enhance the emission rate of the NV centre by
up to 40% [133], increasing the transition linewidths and thus engineering coherence
protection.
6.2 Future calculations
As seen in Chapter 5, there are strong indications that increasing the temperature of
a coupled quantum system can provide enhanced coherence protection. We have found
high-temperature coherence protection using quantum and semiclassical models, both of
which rely on the Markovian approximation. This high-temperature coherence protection
is present within the Markovian regime; however we cannot rely on these models to draw
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any firm conclusions about non-Markovian behaviour at very high temperature.
TEMPO (Time Evolving Matrix Product Operator) [116] is a numerically exact
method discussed in Chapter 3.5 which could be used to provide more insight into
the non-Markovian behaviour of coupled systems at very high temperatures. As the
coupled qubit system studied in this Thesis is heated, the system decay time is reduced
and we enter a non-Markovian regime as the system decay time approaches the bath
memory time. By using TEMPO, one could incorporate bath memory effects that occur
on similar timescales to the system decay processes. At very high temperatures, these
bath memory effects could have a significant impact on system behaviour and so this
method could be used to provide new insights into coupled open quantum systems.
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