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Abstract
The currently existing theory of fluorescence correlation spectroscopy (FCS) is based on the linear fluctuation theory originally
developed by Einstein, Onsager, Lax, and others as a phenomenological approach to equilibrium fluctuations in bulk solutions.
For mesoscopic reaction-diffusion systems with nonlinear chemical reactions among a small number of molecules, a situation
often encountered in single-cell biochemistry, it is expected that FCS time correlation functions of a reaction-diffusion system
can deviate from the classic results of Elson and Magde [Biopolymers (1974) 13:1-27]. We first discuss this nonlinear effect for
reaction systems without diffusion. For nonlinear stochastic reaction-diffusion systems there are no closed solutions; therefore,
stochastic Monte-Carlo simulations are carried out. We show that the deviation is small for a simple bimolecular reaction; the most
significant deviations occur when the number of molecules is small and of the same order. Our results show that current linear
FCS theory could be adequate for measurements on biological systems that contain many other sources of uncertainties. At the
same time it provides a framework for future measurements of nonlinear, fluctuating chemical reactions with high-precision FCS.
Extending Delbru¨ck-Gillespie’s theory for stochastic nonlinear reactions with rapidly stirring to reaction-diffusion systems pro-
vides a mesoscopic model for chemical and biochemical reactions at nanometric and mesoscopic level such as a single biological
cell.
1 Introduction
Single-molecule studies of biological macromolecules focus on
conformational states of individual molecules and transitions
between states [38, 5, 16, 32]. Concentration fluctuation spec-
troscopy, on the other hand, measures the molecular number
fluctuations associated with linear, and nonlinear, biochemical
reactions [9, 36]. For unimolecular reactions, these two ap-
proaches are conceptually equivalent, in statistical terms, via
the multi-nomial distribution: If a single molecule has K states
with pk(t) being the probability for the molecule in state k at
time t, then for M independent copies of the same molecule,
one has the probability distribution form` number of molecules
in ` state following [20, 19]
M !
m1!m2! · · ·mK ! (p1(t))
m1 (p2(t))
m2 · · · (pK(t))mK , (1)
where m1 + m2 + · · · + mK = M . In fact more specifically,
if the first-order rate constant for transition k → j is qkj , then
in the concentration fluctuation measurements of a system with
M independent copies of the molecule, the temporal correla-
tion function is simply M times the correlation function derived
from a single-molecule measurement. If we denote the “state
of the reaction system” by {m1,m2, · · · ,mK}, the rate con-
stant for transition from {m1, · · · ,mj , · · · ,m`, · · · ,mK} to
{m1, · · · ,mj − 1, · · · ,m` + 1, · · · ,mK} is mjqj`. Experi-
mentally, single-molecule measurements on state fluctuations
have a much more superior signal-to-noise characteristics than
the concentration fluctuation.
However, for reaction systems with nonlinear reactions such
as A + B 
 C, the two approaches no longer provide equiv-
alent information; they are in fact complementary. This dis-
tinction has not been widely appreciated. Corresponding to
chemistry reaction theories, the single-molecule approach par-
allels nicely with Kramers’ reaction rate theory [17], while the
concentration fluctuation measurements is intimately related to
Delbru¨ck’s chemical master equation, or Gillespie’s stochastic
kinetics, for chemical reaction systems with reaction networks
[7, 13, 31]. In the latter systems, rate constants for individual
reactions are supposely known a priori; complex chemical or
biochemical behavior arises as a consequence of a nonlinear re-
action network [32].
Fluorescence correlation spectroscopy (FCS) is one of the
leading physiochemical techniques to experimentally measure
concentration fluctuations of nonlinear chemical reactions with
stochastic fluctuations in mesoscopic systems [33]. Other meth-
ods include conductance fluctuations for electrochemical reac-
tion [11]. With the newfound perspective given above, espe-
cially with nonlinear chemical reactions in mind, we re-visit the
original theory of FCS developed by Elson and Magde (EM)
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[10]. We show that the EM theory is based on the univer-
sally valid phenomenological linear approximation approach to
macroscopic fluctuations, developed by Einstein for Brownian
motion, Onsager and Machlup for linear Gaussian fluctuations
[28], and Lax for nonequilibrium steady state [25]. A system-
atic exposition is given by Keizer[21]. The original EM theory
was motivated by Eigen’s linear relaxation kinetics [12] and On-
sager’s regression hypothesis [27]. It has been experimentally
verified for concentration fluctuations in bulk solutions [26, 8].
There is a growing interest in the concentration (or copy-
number) fluctuation studies on single live cells, both experi-
mental [37] and theoretical [31]. In this Letter, we show that
for some systems the linear, phenomenological fluctuation the-
ory breaks down, and a mechanistic nonlinear stochastic reac-
tion theory is necessary.
Nonlinear chemical reaction. The nonlinear effect we discuss
for FCS is also present in chemical relaxation kinetics. To il-
lustrate this, consider the bimolecular reaction A + B
kf

kb
C.
According to Eigen’s theory, linear relaxation kinetics gives a
single time constant τr:
τ−1r = kf
(
ceqA +c
eq
B
)
+kb = kf
(
ctotA +c
tot
B −2ceqC
)
+kb. (2)
The relaxation kinetics then is a single exponential for the con-
centration of C:
(
cC(t) − ceqC
)
=
(
cC(0) − ceqC
)
e−t/τr . How-
ever, the nonlinear kinetics based on the Law of Mass Action
is
cC(t)− ceqC =
{
1
1− kfτrδ0
(
1− e−t/τr)
}
δ0e
−t/τr , (3)
with
δ0 = cC(0)− ceqC .
The term in the {· · · } is due to the nonlinear effect. When
the amplitude δ0 is sufficiently small, this term is negligible.
Fig. 1 shows the fractional difference between the fully nonlin-
ear relaxation kinetics given in (3) and the single exponential
from the linear case. If the amplitude δ0 is small, the fractional
difference will also be small and the linear approximation is
valid; otherwise, there will be a significant difference between
the linear and nonlinear case.
It is important to note that for nonlinear reactions the re-
laxation time not only depends on the individual rate constants,
but also on the concentrations at equilibrium. Furthermore, for
nonlinear reactions, the reaction rates depend on diffusion, as
it’s clearly established in the theory of diffusion limited reac-
tions [4, 6, 35]. Although not apparent in the Law of Mass
Action, the diffusion is necessary to determine the macroscopic
Figure 1: The fractional difference between linear and fully
nonlinear kinetics for various kfτr
(
cC(0) − ceqC
)
= 0.2 (red),
0.1 (orange) and 0.05 (blue).
reaction rate. The coupling between the diffusion and the reac-
tion rates is the actual source of the nonlinearity, and it is also
the reason why the relaxation time depends on the composi-
tion at equilibrium. With this realization in mind, it becomes
clear that the bimolecular association rate constant kf , and the
diffusion constants for A and B used in EM theory are not in-
dependent parameters, see Appendix 5. It is worth to mention
that in the MesoRD approach to stochastic reaction-diffusion,
these parameters are treated as independent [18].
For stochastic reaction-diffusion kinetics, the difference be-
tween the linear and nonlinear systems can also be significant;
however, the FCS systems are sufficiently complex and no an-
alytical results are available. In order to address this issue, the
present study will rely on Monte Carlo simulations to study
nonlinear reaction-diffusion systems.
In Sec. 2, the implementation of an stochastic Monte Carlo
method is explained. The parameters employed in the simu-
lations are shown to be consistent with the ones used in EM
theory. Sec. 3 shows the comparisons between the mesoscopic,
nonlinear correlations obtained from Monte Carlo simulations
and the EM theory. The discrepancies between these two are
further discussed in section 4. For completeness, an appendix
with the analytical results of the EM theory is included.
2 Simulation Methods
The results from the simulations performed in the present work
will be compared to the results from EM theory [10]. Since
some of the key molecular parameters used in the simulations
are different from the “macroscopic” rate constants and diffu-
sion coefficients in the EM theory, it is important that the pa-
rameters employed in the simulation are consistent with those
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from EM theory. We explain how the simulation was performed
and show that the parameters are consistent.
Three-dimensional diffusion is simulated in terms of 3D
random walk with time step, ∆t, and length step, ξ. These
parameters are related to the 3D diffusion constants used in
EM theory Dξ = 2ξ/
(
6∆t
)
with ξ = A,B or C. The reason
for different step sizes is to keep all the particles moving with
a single frequency, which means, same time step and differ-
ent diffusion coefficients. Initially, particles are positioned ran-
domly with uniform distribution in a cubic box of dimension-
less length 2×2×2 with periodic boundary conditions. There
are three molecular species represented by particles, A, B, and
C. At every time step, each particle moves with a distance of
ξ in one of the ±x, ±y and ±z directions at equal probability
of 1/6. Depending on if a reaction is involved, we have three
cases to be discussed below in detail.
Pure diffusion. In this case, since reactions are not involved,
there is only one specie (say A) of particles moving in a 3D
random walk. In order to emulate FCS in simulation, we in-
troduce a laser beam in the transverse plane with a cylindrical
Gaussian intensity profile[9],
I(r) = I0e
−2(x2+y2)/w2 , (4)
where I(r) is the intensity of the incident laser light at position
r = (x, y), I0 is the maximum intensity at the center of the
beam and the focal volume w is given by the radius at which
I/I0 = e
−2  1. In the pure diffusion, as well as in all the
other cases, the focal volume w needs to be much smaller than
the simulation box and considerably larger than the length step.
In this case, setting the value of w to the length step (A) as
w = 10A is sufficient for good accuracy. The fluctuation in the
photocurrent is caused by the concentration fluctuation through
δI(t) = I(t)− 〈I(t)〉, (5)
with,
I(t) = I0
NA∑
i=1
e−2(x
2
i+y
2
i )/w
2
.
Here, NA is the total number of A particles and xi, yi their
positions. Therefore, the correlation of concentration fluctua-
tions is just the temporal autocorrelation of the photocurrent,
G(τ), calculated in the simulation as
G(τ) =
1
Nt − j
Nt−j∑
k=1
δI
(
k∆t
)
δI
(
(k + j)∆t
)
, (6)
where τ = j∆t, j starts from 0, and Nt is the total number of
time steps. G(τ) is further normalized dividing by G(0). Note
we are treating the molecules as point-like light sources; how-
ever, the molecular radii will be relevant when calculating the
binding radius for the bimolecular reaction case.
Unimolecular isomerization. In this case, we consider a reac-
tion of type A
kf−⇀↽−
kb
B with rate constants kf and kb, and an
equilibrium constant Keq = kf/kb. In the simulation, we set
kf and kb as rate parameters of exponentially distributed wait-
ing times. These are related to the probability of the reactions
occurring via
PA→B = 1− exp (−kf∆t),
PB→A = 1− exp (−kb∆t),
respectively [13]. Without loss of generality, we assume parti-
cle A and B have the same diffusion coefficient and thereby the
same characteristic length step . Once again, it’s sufficient to
choose the focal volume ω = 10. At each time step, besides
of performing a random walk, particle A can become B with
probability PA→B , and particleB can becomeAwith probabil-
ity PB→A. Concentration fluctuations for A or B are measured
analogously to the pure diffusion case.
Bimolecular reaction. Some very effective and accurate meth-
ods have been developed for the bimolecular reaction with dif-
fusion when the number of ligands is large [30, 29]. These
are based on the analytical solution for the reversible diffusion-
influenced reaction for an isolated pair in 1D and 3D [23, 1, 14,
24]. Unfortunately, the current work will require simulations in
the nonlinear regime where we have a small number of ligands
where these methods might not be appropriate. There are also
other popular tools like the MesoRD and Smoldyn software to
simulate these and other type of reactions [18, 3]; however, the
simplicity of the simulations required allowed us to produce our
own code employing a similar approach to Smoldyn[3].
Before addressing how to perfom the simulations for bi-
molecular reactions, note EM theory calculates the final auto-
correlation function for the bimoleculer case as the sum of all
the correlations weighted accordingly,
G(τ) =
m∑
j=1
∑
l≤j
(2− δjl)Gjl(τ),
where Gjl is the correlation between molecule j and l, and j, l
can be A,B or C. The function G(τ) contains the resulting
photocurrent correlations from all the fluorescent molecules A,
B and C, including coupling effects. The autocorrelation func-
tion G(τ) is the one that is actually compared to real exper-
iments because it’s not experimentally possible to isolate the
fluorescence of A from that of the reaction product C. How-
ever, in our computational setting, we can allow ourselves to
concentrate on only one of these correlation curves, GCC(τ).
This curve obtained from only the photocurrent fluctuations of
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molecule C contains all the information we need, including
both reaction rates. As EM theory should remain consistent,
the error made when calculating the reaction rates by fitting the
simulation correlation curve with the theoretical GCC(τ) are
equivalent to those made when fitting the experimental curve
with the theoretical G(τ), with the exception of additional ex-
perimental errors. How to obtain the autocorrelation function
GCC(τ) that we will compare to our simulations is shown in
the Appendix 5.
For the bimolecular simulations, the reaction is assumed to
beA+B
kf−⇀↽−
kb
C with second-order rate constant kf (forward re-
action rate), first-order rate constant kb (backward reaction rate)
and equilibrium constant Keq = kf/kb = ceqc /
(
ceqA c
eq
B
)
. Here,
ceqξ is the equilibrium concentration of specie ξ. We assumed
the diffusion coefficients to be DA = DC = D and DB ≥ D,
since usually A and C are considered macromolecules and B
plays the role of a small ligand. Consequently, the lengths steps
will obey A = C ≤ B , and a sufficiently accurate focal vol-
ume is found to be ω = 25B . Note the diffusion constant of a
particle is not determined by its molecular weight per se but by
its hydrodynamic radius. We set the probability of a backward
reaction to occur in terms of the parameter κb as,
PC→AB = 1− exp (−κb∆t). (7)
At every ∆t we check if any reaction occurs. For the for-
ward reaction, we assume it’s diffusion limited. When the dis-
tance between moleculesA andB is less than the binding radius
R, they react with probability one. The binding radius is given
by the sum of the radii of A and B. Note that the binding radius
should be much smaller than the focal volume ω, this condition
is imposed in all the simulations. In the backward reaction, par-
ticleC becomesA andB simply with probability PC→AB . The
newly formed A molecule is placed where the C molecule was,
and the B particle is placed a distance Ru away from it in a
random direction, withRu > R. If theB particle happens to be
placed inside the binding radius of another A molecule, another
random direction is chosen to avoid an artificial binding. The
introduction of an unbinding radius Ru is a possible solution to
simulate the many-particle reaction accurately and address the
issue of geminate recombinations in the diffusion limited model
[3].
Note we called the backward rate κb and not kb. As parti-
cles A and B need to collide first before reacting, the effective
forward rate kf required to compare to EM theory is unknown.
Consequently, it is not clear if κb should be the effective back-
ward rate kb either. Also note that for the bimolecular case,
we do not expect the macroscopic concentrations relaxation to
be exponential but a power law [15], this confirms that κb from
equation (7) might not correspond to the effective backward rate
kb. This is a subtle matter that will be treated in an upcoming
manuscript. For the purpose of the current work, understanding
some of the dynamics of geminate recombinations[2, 22] will
help us address this issue.
Geminate recombinations. Geminate recombinations occur when
a particle B that just dissociated from a certain A, associates
again with it[22, 2, 3]. At first sight, it is not evident how this
phenomena alters the reaction rates. One way to understand
it is in terms of the waiting times. For the first reaction, the
B molecule is positioned randomly with a uniform distribution
outside of the reaction sphere of radius R. The mean first pas-
sage waiting time for the reaction to occur is the one given by
Collins and Kimball’s or Smoluchowski’s theory[6, 34]. How-
ever, whenever a dissociation occurs, the B particle is always
positioned very near A. As a result, the distribution of the ini-
tial position of the B molecule should not be uniform, and the
average waiting time for the forward reaction to occur again will
no longer be the one given by Collins and Kimball or Smolu-
chowski’s theory. As the average waiting times and the rates
are inversely proportional, the effective forward rate cannot be
expected to be the same either [35, 34]. In other words, the just
dissociated B has a higher chance to bind to the same A. This
is conceptually prevented in the classical Law of Mass Action,
and Delbruck-Gillespie theory, which require a rapid stirring
reaction vessel [13].
So how to map the correct forward rate to EM theory? Let
us focus on the Smoluchowski approach and call φ the prob-
ability of a geminate recombination to occur. In a system in
equilibrium with several molecules, the law of large numbers
tells us that a fraction φ of all the forward reactions are due
to geminate recombinations. Therefore, we expect that the re-
maining fraction 1−φ follows the forward reaction rate for irre-
versible reactions given by Smoluchowski’s theory. This yields
the relation between the irreversible rate of Smoluchowski[6],
kD = 4piRD∗ with D∗ = D+DB , and the reversible effective
forward rate kf as[3]
kf =
kD
1− φ. (8)
In order to calculate the backward rate, we only need to know
the equilibrium constant Keq . From our simulation, we can
calculate it in terms of the average concentrations as Keq =
ceqc /
(
ceqA c
eq
B
)
. However, we also know Keq = kf/kb, so the
effective backward rate can be calculated as
kb = kf/Keq. (9)
The only question left to answer is how to calculate the proba-
bility of geminate recombinations φ. As geminate recombina-
tions are actually an stochastic process, there are many issues
to deal with in order to fully address that question. A separated
manuscript regarding some of these is in preparation. However,
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a simple approach using Smoluchowski’s original solution with
an unbinding radius will be sufficient for our current purpose[3].
We can solve Smoluchowski’s steady state equation for a re-
versible reaction in equilibrium using an absorbing boundary
condition at R and a constant B concentration at Ru [3]. These
boundary conditions mean that the flux at the source Ru equals
the flux at the sink in R, as it’s expected from a reversible re-
action at equilibrium. The solution to this boundary problem is
given by
ρ(r) = c0
Ru(R− r)
r(R−Ru) ,
where ρ(r) can be understood as the concentration of B or as
the radial distribution function if it’s normalized. The reaction
rate is given by the flux,4piR2D∗ρ′(R) per average concentra-
tion of B molecules, c0,
kf =
4piRD∗
1− RRu
=
kD
1− RRu
. (10)
Note that as Ru →∞ the original Smoluchowski’s irreversible
rate is recovered. Comparing this result with equation (8) yields
that φ = R/Ru [3]. It’s important to note this analytic result
is only fully valid in the limit of infinitely accurate Brownian
Motion. In our simulation, we’ll employ random walks with
very small characteristic length step, so equation (10) is a good
approximation of the forward rate. If the characteristic step is
increased, the simulations become faster; however, a more com-
plicated approach is necessary to calculate the correct reaction
rates, as the one used by Smoldyn software[3]. For the pur-
pose of this work, computational efficiency is not an immediate
issue, so we employ characteristic length steps that are small
enough to use the forward rate given in equation (10) accurately.
It is still not evident how to choose the appropriate unbind-
ing radius Ru. An initial guess satisfying Ru > R is made.
Since every different unbinding radius yields different values of
the forward rate, the final concentrations at equilibrium and the
equilibrium constant Keq , the simulation is executed to yield
these for the initial guess. Afterwards, the unbinding radius is
recalculated in terms of the final concentrations, and the process
is repeated until the unbinding radius remains practically con-
stant between iterations. The unbinding radius in each iteration
is recalculated as,
Ru =
[
3
4pi
(
Vbox
nA
)]1/3
(11)
where Vbox is the volume of the cubic box and nA is the num-
ber ofA particles at equilibrium. This expression is obtained by
assuming each A molecule has it’s own mini-sphere with vol-
ume Vbox/nA. In this sphere we can assume the behavior is the
same as in Smoluchoski’s theory which involves only one copy
of the A molecule. Assuming A is positioned at the center of
the sphere , the appropriate unbinding radius would correspond
to the distance between A and the border of the sphere. This
value is clearly given by expression (11).
Once the unbinding radius is calculated, φ is determined
as well as the forward rate kf . The effective backward rate
kb is obtained with kf and the equilibrium constant Keq using
equation (9). These last three parameters are precisely the ones
used in EM theory [10]. In order to validate the simulation, we
tested the case with one A molecule fixed at the center. The
forward rate was calculated using the average first passage time
after each forward reaction [35, 34] kf = 1/(c0τ) from the
simulation and the Smoluchowski equation for reversible reac-
tion (10). The relative error between the two calculated forward
rates was less than five percent for 100 runs with 5 × 107 time
iterations. These results provide consistency between the pa-
rameters used in our simulation and the parameters from EM
theory.
3 Results
As controls, both pure diffusion and unimolecular reaction with
diffusion are carried out first. The EM theory for both these lin-
ear stochastic dynamics is exact; hence, it is expected to agree
completely with the simulations, aside from statistical uncer-
tainties. This is indeed the case as shown in Figs. (2a) and (3a).
For the nonlinear reaction with diffusion, EM theory has no
exact solution; however, linearization around equilibrium yields
a correlation curve in the form of an integral. This integral can
be approximated asymptotically for certain range of parameters,
or it can be solved numerically. For details on the analytic solu-
tions, see the Appendix 5. For certain values of the equilibrium
concentration, the simulation deviates from these solutions. We
account this deviation to the non-linear effects that are present
in the simulation but not in EM theory. The maximum errors
are calculated with the maximum norm, which for the error be-
tween x = (x1, · · · , xn) and y = (y1, · · · , yn) is given by
||x− y||max = max{|x1 − y1|, · · · , |xn − yn|}.
To ensure the validity of the results, two asymptotic lim-
its, where the nonlinear effects are known to be negligible, are
employed as a third and fourth control. In order to provide a
quantification of the non-linear deviation, its magnitude is stud-
ied as a function of the forward reaction rate and the number of
molecules. All these will be further discussed in detail.
Control I: pure diffusion. The calculated GAA(τ), normalized
autocorrelation function, from simulations with the number of
particles, NA = 25, and total measurement time, T = 105, is
plotted along the analytical solution in Fig. (2a). Aside from
statistical errors, the simulation results agree completely with
the analytical solution (12) as expected. We further calculate
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(a)
(b)
Figure 2: (a) The autocorrelation of the simulated fluorescent
signal, GAA(τ), for pure 3D diffusion with twenty five A par-
ticles. The motions of all these particles are completely statis-
tically independent. Here,  = 0.1, ω = 10A ∆t = 0.1, and
total time steps in the simulations are T = 105 (blue dash).
The black solid line is EM’s analytical result[10] (12); the thick
dashed line (blue) is the simulation result, and the thin dashed
lines (red) are the simulation error bars calculated from the stan-
dard deviation calculated over 30 realizations. (b) The absolute
value of the difference between the simulated GAA(τ) and the
EM’s results for different total time steps: T = 103 (red dash),
104 (green dash), and 105 (blue dash). The maximum error for
T = 105 is 2.3× 10−3 and for T = 103 is 7.6× 10−2.
the difference between the analytical solution and the simula-
tion results with different total measurement time, as depicted
in Fig. (2b). Consistently, it shows that this difference is de-
creasing with increasing total measurement time T = Nt∆t.
Note that since particles are treated independently, an increase
in the total measurement time is equivalent to increasing the
number of particles.
Control II: unimolecular reaction with diffusion. Analogously
to the pure diffusion case, we calculate the temporal autocorre-
lation of the photocurrent, G(τ), for either species of particles.
Without loss of generality, we choose the initial number of A
and B particles equal, i.e. NA = NB . We calculate the pho-
tocurrent for particle B along with the analytic solution (14), as
plotted in Fig. (3a). The simulation results are again in good
agreement with the analytic solution. In addition, we calculate
the difference between the analytical solution and simulation
results of GBB(τ) for different total measurement times. As
depicted in Fig. (3b), the error between the analytical result
and the simulation decreases as the total measurement time in-
creases. Once more, as the particles react independently of each
other, an increase in the total measurement time is equivalent to
increasing the number of particles evenly.
Nonlinear reaction with diffusion. We choose NA, NB and
NC small and of the same order. We calculate the temporal au-
tocorrelation of the photocurrent G(τ) for particle C and com-
pare it against the analytical solution. In Fig. (4a) two solutions
for the correlation curve are shown: the simulation curve and
the numerical approximation of the analytic solution integral
(15). As NA, NB and NC are of the same order, the asymptotic
approximation of the integral is outside its range of validity (see
Appendix 5), and it’s not included in the plot. A noticeable dis-
agreement between the simulation and the numerical analytic
integration result is observed as depicted in Fig. (4a). The max-
imum error between the simulation and the analytic solution is
around 0.04, and the theory will produce an error of 11.5% in
the forward reaction rate if fitted to the central tendency in the
simulation curve. The plots in Figs. (4b) and (4c) correspond to
the two asymptotic limits where the nonlinear effects are negli-
gible and the simulation converges to the analytic linear theory.
These two limits will be discussed next.
Asymptotic limit I: large number of ligands. In the case where
NB  NA, NC , the concentration of B molecules barely fluc-
tuates. Consequently, the nonlinear reaction with diffusion ap-
proaches asymptotically a linear unimolecular reaction with dif-
fusion, i.e. the nonlinear effects are negligible. A simple exam-
ple is given by the law of mass action for A + B
kf−⇀↽−
kb
C. If b
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(a)
(b)
Figure 3: (a) The temporal autocorrelation of the photocur-
rent GBB(τ) for particle B in the unimolecular isomerization,
A
kf−⇀↽−
kb
B. Here, A = B = 0.1, ω = 10A, ∆t = 0.1,
T = 105 and kf = kb. The black solid line is EM’s analyti-
cal result[10] (14); the thick dashed line (blue) is the simulation
result, and the thin dashed lines (red) are the error bars from
standard deviation calculated over 30 realizations. (b) The dif-
ference between the analytical solution and simulation results
of the unimolecular isomerization for GBB(τ) at different total
measurement times, T = 105, T = 104 and T = 103. The
maximum error for T = 105 is 1.1 × 10−2 and for T = 103 is
6.0× 10−2.
Figure 4: a) The temporal autocorrelation of the photocurrent,
GCC(τ), for particle C in the bimolecular reaction with NA,
NB and NC small and of the same order (around 35 each). The
thick dashed line (blue) is the simulation result, and the thin
dashed lines (red) are the error bars given by the standard devi-
ation calculated over 30 realizations. Here A = C = 0.0033,
B = 0.0066, ω = 25B , ∆t = 0.1, T = 2×106 andR = 0.05.
The calculated unbinding radius for this case was in average
Ru = 0.302. The maximum error between the simulation and
the analytic solution is around 0.04. b) Same parameters as in
a) but with the asymptotic limit of many ligands NB . c) Same
parameters as in a) for the asymptotic limit of large number of
molecules NA, NB , NC  1. The full plots of the asymptotic
limits plots b) and c) are shown in Figs 5 and 6.
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barely fluctuates around b0, the concentration of C follows
dc
dt
= Kfa− kbc, with : Kf = kfb0,
with a, b, c the concentrations of A,B,C and kf the second or-
der rate constant. The last equation is clearly linear and EM
theory provides an exact result for it. In Fig. 5, besides the
same two solutions as plotted before, the exact analytic solution
approached as NB becomes NB  NA, NC is also included.
Since it’s in its range of validity and the non-linear effects are
negligible, the asymptotic approximation of the linear analytic
solution (15) is also plotted. The four solutions, including the
simulation and the numerical integration of (15), converge to
the same correlation curve, as expected. This result is clearly
depicted in Fig. 5. It also shows consistency with our two
controls, since the error decreases when increasing the num-
ber of particles. Recovering the correct asymptotic limit when
NB  NA, NC serves as a third control to validate our simula-
tion.
Asymptotic limit II: large number of all molecules. If the num-
ber of all the molecules is increased, i.e. NA, NB , NC  1,
the concentration of any of the species barely fluctuates around
equilibrium. Analogously to the previous case, the nonlinear ef-
fects become second order and the system approaches a linear
solution, which is plotted as the exact analytic solution in Fig.
6. Additionally, the numerical analytic solution and the simu-
lation curves are plotted as before. In this case, the asymptotic
approximation of the linear analytic solution (15) is not in its
range of validity, so it is not included. As we can see in Fig. 6,
the simulation, the numerical analytic solution and the exact lin-
ear unimolecular solution are all converging, i.e. the non-linear
effects are becoming negligible as the number NA, NB and NC
is increased. This asymptotic limit serves as a fourth control to
validate the simulation.
Nonlinear deviation variation. In order to better quantify the
deviation for the nonlinear reaction case shown in Fig. 4. We
calculated how this deviation varies in term of the relative change
in the forward reaction rate (Fig. 7(a)) and with the uniform in-
crease in the number of all molecules (Fig. 7(b)).
The plot shown in Fig. 7(b) shows the convergence to the
asymptotic limit II: Large number of all molecules. As expected
from our previous result, the error is gradually reduced as the
number of all molecules is increased. Furthermore, on the plot
in Fig. 7(a), we manipulated the forward reaction rates kf . As
these rates are related to the diffusion coefficientsDξ = ξ/6∆t
by equation (10), the best way to manipulate the reaction rate
is to modify the characteristic length step ξ. In this case we
multiplied ξ (with ξ = A,B,C) by a constant between one and
two, which yields a percentage variation of the forward reaction
rate up to 300%.
0 2 4 6 8 10
Time τ
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
G
C
C
(τ
)
Exact Analytic
Numerical Analytic
Simulation
Error bar
Asymptotic Analytic
(a)
(b)
Figure 5: a) The temporal autocorrelation of the photocur-
rent, GCC(τ), for particle C in the bimolecular reaction with
NB  NA, NC ; NB ∼ 2000, NA, NC ∼ 20. The error
bars are once again given by the standard deviation calculated
over 30 realizations. Here A = C = 0.0033, B = 0.0066,
ω = 25B , ∆t = 0.1, T = 2 × 106 and R = 0.05. The calcu-
lated unbinding radius for this case was in averageRu = 0.414.
The maximum error between the numerical analytic solution
and the simulation is 3.2× 10−3. b) Zoomed in version of a).
8
0 2 4 6 8 10
Time τ
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
G
C
C
(τ
)
Exact Analytic
Numerical Analytic
Simulation
Error bar
(a)
2.5 2.6 2.7 2.8 2.9 3.0 3.1 3.2
Time τ
0.870
0.875
0.880
0.885
0.890
G
C
C
(τ
)
Exact Analytic
Numerical Analytic
Simulation
Error bar
(b)
Figure 6: a) The temporal autocorrelation of the photocur-
rent, GCC(τ), for particle C in the bimolecular reaction with
NB , NA, NC  1; NA, NB , NC ∼ 500. The error bars are
once again given by the standard deviation calculated over 30
realizations. Once again the parameters are A = C = 0.0033,
B = 0.0066, ω = 25B , ∆t = 0.1, T = 2×106 andR = 0.05.
The calculated unbinding radius for this case was in average
Ru = 0.132. The maximum error between the numerical ana-
lytic solution and the simulation is 2.8 × 10−3. b) Zoomed in
version of a).
(a) (b)
Figure 7: Plot of the maximum error between the numerical an-
alytical correlation curve and the simulated one as a function
of: a) Percentage deviation between forward reaction rates, b)
Number of molecules N = NA, NB , NC . The first point on the
left of both plots corresponds to the simulation with NA, NB
and NC ∼ 35 plotted in Fig. 4. The percentage deviation in a)
is in reference to this point. The last point to the right in b) cor-
responds to the case plotted in Fig. 6. Each point in the curves
has an Ep, corresponding to the percentage error when predict-
ing the forward rate kf by fitting the theory to the simulation
central tendency.
The deviation in Fig. 7(a) is reduced as the reaction rate
is increased. This is expected from the law of mass action for
A + B
kf−⇀↽−
kb
C, where their concentrations a, b and c satisfy
(ab)kf/kb = c in the steady state. In this expression it is clear
how an increase in the forward rate kf can be equivalent to
an increase of b. Consequently this case is equivalent to the
asymptotic limit I: large number of ligands. As the characteris-
tic length step is increased, the error by approximating diffusion
by a random walk is also increased. However, this error is still
not relevant as the overall error shown in Fig. 7(a) decays as the
reaction rate is increased.
Also note each point in Fig. 7 has an associated percentual
error, Ep. This was obtained by testing slightly different values
for the forward rate kf in the analytic curve until the maximum
error against the simulation was below 0.002. Ideally a least
squares fitting could be employed. However, we are currently
developing a faster and more robust simulation to illustrate a
complete landscape of the deviations as a function of two or
more parameters, which will include a least square fitting to
obtain the percentual error. The results will be provided in an
upcoming manuscript.
4 Discussion
We showed that our simulation recovers the correct reac-
tion rates of the Smoluchowski’s model for reversible reactions
providing consistency between the simulation parameters and
the parameters used by EM theory. As first controls, the exact
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solutions of EM theory for the pure diffusion and the unimolec-
ular reaction with diffusion were recovered by our simulation.
In addition, to further validate the simulation, two asymptotic
limits were tested. In the asymptotic limits of large number of
ligands and large number of molecules, the simulation and the
theoretical correlation curves converge as expected. This con-
firms that in these limits the nonlinear effects become negligi-
ble and linear EM theory is very accurate. However, in the case
where NA, NB and NC are not very big and have similar val-
ues (around 35 each), we showed the simulation results deviate
from those of linear EM theory. As the simulation proved to be
an accurate model, we account the deviations due to nonlinear
effects that are depreciated in linear EM theory[9], as briefly
shown in the Appendix 5.
The dependance of the deviation in the number of molecules
and the reaction rates was analyzed. When employing an in-
creasing number of all of the molecules, we observe the devia-
tion is reduced and the system gradually reaches the asymptotic
limit II, as expected. When the forward reaction rate was grad-
ually increased up to 300% its original value, we again observe
the error is reduced. This is due the fact that increasing the re-
action rate produces a similar effect to that of the increase in the
number of ligands, which corresponds to the asymptotic limit I,
where the error is also reduced.
For most experimental scenarios the assumptions NB 
NA, NC or NA, NB , NC  1 are appropriate, and the results
provided by EM theory are very accurate. Nonetheless, the
present paper showed that when the number of molecules is
small, nonlinear effects are not negligible showing a deviation
between the simulation of the nonlinear model and linear EM
theory. However, experimental FCS correlation curves usu-
ally involve other sources of noise not considered in the simu-
lated fluctuations, like mismatch of refractive indexes and pho-
tobleaching of fluorophores amongst others. As we found the
deviation to be small with a 11.5% error in the reaction rates,
it is likely that the error produced by the nonlinearity is still
within the experimental uncertainty of current laboratory mea-
surements, so it might require a more carefully designed setup
and clean system to test our theory.
In particular, we do not believe the nonlinear effect will
be relevant in the current cellular biophysical investigations.
Rather, the significance of the present work is to bring quan-
titative experimental measurements on nanometric, nonlinear
chemical reactions a step closer to a stochastic theoretical frame-
work. It also intends to call attention to nonlinear kinetics in
the fluctuation chemistry setting. Certainly, we hope this work
paves the way to study more complex nonlinear reactions with
concentration fluctuations. We are certain for other more com-
plex reaction systems the nonlinear effect can be larger. Fur-
thermore, on the practical side, nonlinear chemical reactions in
biology are widely present; so being able to show, at least in
the simplest case, the EM theory works well, even in a context
where nonlinearities are significant, is a relevant contribution
for currenct practice of FCS in biochemistry.
With the increasing accuracy and ability of single-molecule
techniques, results like the ones obtained herein will become
experimentally accessible. We also believe FCS will grow more
and more into an analytical tool. In a clear analytical chem-
istry setting, an 11% deviation would be significant . It is true
that such level of quantification is still in development; but we
hope results like ours provide additional motivation. Devel-
oping nonlinear chemical reaction theory with fluctuations, in
terms of FCS or more generally speaking, remains a challenge.
5 Appendix: EM theory analytic results
Three main results from EM theory [9] are incorporated in this
appendix. For the three cases, pure diffusion, unimolecular iso-
merization and nonlinear reaction with diffusion, the full ex-
pressions for the correlation curves are given. Additional de-
tails are given to explain why EM theory is a linear theory for
the bimolecular reaction.
The parameters used are ∆t the time step, ξ with ξ = A,B
or C the diffusion length step for every time step taken, Dξ the
diffusion coefficient of ξ and ω focal volume given by the ra-
dius of the Gaussian laser.
Pure diffusion. The normalized auto correlation curve for purely
diffusive A molecules is given by,
GAA(τ) =
1
1 + τ/τDA
(12)
with τDA =
ω2
4DA
and DA =
2A
6∆t
. (13)
Unimolecular reaction with diffusion. The normalized auto-
correlation curve of B for the diffusive reaction A
kf−⇀↽−
kb
B with
DA = DB is given by,
GBB(τ) =
1
1 +Keq
(
K + exp (−Rτ)
1 + τ/τDB
)
, (14)
with R = kf + kb, Keq = kf/kb and,
τDB =
ω2
4DB
and DB =
2B
6∆t
.
Nonlinear reaction with diffusion. The normalized autocorre-
lation curve of C for the diffusive reaction A + B
kf−⇀↽−
kb
C with
DA = DC = D is given by the integral,
GCC(τ) =
ω2
4pi
∫ ∞
−∞
∫ ∞
−∞
F(τ, νx, νy)dνxdνy, (15)
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with
F(τ, νx, νy) = exp
[
−(ν2x + ν2y)
ω2
4
]
ZCC(τ, νx, νy),
where νx and νy are the Fourier frequency variables correspond-
ing to the spatial variables x and y. The integral cannot be
solved exactly; nonetheless, we have two possible approaches:
provide an asymptotic approximation or solve it numerically.
The former, as done in EM theory[9], requires that DB  D
and CeqA ∼ C
eq
C  CeqB ∼ K−1eq . The numerical solution
doesn’t require any of these conditions. In section (3), we em-
ploy both approaches to compare the theory against our simula-
tion.
In equation (15), ZCC(τ, νx, νy) is given by
Zjl(τ, νx, νy) =
∑
s
X
(s)
l Y
(s)
j exp (λ
(s)τ), (16)
with j, l = A,B or C. The quantities X(s) for s = 1, 2, 3
are the right eigenvectors, Y (s) are the left eigenvectors and
λ(s) are the three eigenvalues of matrix M0 from (18). The
matrix M0 is obtained from the reaction diffusion equation for
the concentration of the three molecules at position r and time
τ . The concentration for the three molecules will be given by
the vector C(r, τ) with components Cj(r, τ) and j = A,B or
C. The full nonlinear reaction diffusion equation is given by
∂C(r, τ)
∂τ
= D · ∇2C(r, τ) + M(C(r, τ)) · C(r, τ), (17)
where D is a diagonal matrix with the jth chemical diffusion
coefficients Dj , and M is the stoichiometry matrix1. Note that
M is not a constant coefficient matrix, since this is a nonlin-
ear reaction, it depends on the concentration vector C(r, τ).
Supposing the system is stationary, the chemical concentrations
C(r, τ) will reach a thermodynamic equilibrium; therefore, the
mean concentration of each component will be given by the
ensemble average of the concentration, i.e. Ceq = 〈C(r, τ)〉.
The ensemble average can be understood as the averaged quan-
tity over many identical systems at a certain time. Although
the partial differential equation (PDE) (17) is deterministic, an-
other linear PDE can be derived for the fluctuations of the sys-
tem around equilibrium. This fluctuations will be given by
δC(r, τ) = C(r, τ)−Ceq . Substituting into (17) and dropping
the nonlinear terms we obtain the PDE for the fluctuations
∂δC(r, τ)
∂τ
= D · ∇2δC(r, τ) +M0 · δC(r, τ), (18)
where the constant coefficient matrix M0 =−(ν2D + kfCeqB ) −kfCeqA kb−kfCeqB −(ν2Db + kfCeqA ) kb
kfC
eq
B kfC
eq
A −(ν2D + kb)
 ,
1Matrix of reaction coefficients based on the Law of Mass action.
with ν2 = ν2x + ν
2
y .
The expression for the auto correlation curve (15) is not triv-
ially obtained from the calculations just shown, for a full treat-
ment consult EM theory[9]. What is to be noted is that expres-
sion (15) is based on (18), which is the linearized version of the
PDE (17) around equilibrium.
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