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2D-liquids near solidification are shown to be complex liquids characterized 
by a wide spectrum of relaxation times,  stretched-exponential  kinetics of 
sampling  the  equilibrium  ensemble  from  a  given  configuration,  and  a 
power-law behavior of the distribution function f(τW) of the lifetimes τW of 
particles arrangements  in small  volumes of the liquid.  Complexity arises 
from  dynamical  aggregation  of  particles:  the  equilibrium  liquid  is  a 
dynamic  mosaic  of  long-living  crystallites  separated  by  less-ordered 
regions. The long-time dynamics of this structure is dominated by particles 
redistribution between these dynamically and structurally different regions. 
We describe  the  microscopic  details  of  this  dynamics,  and  then  discuss 
complexity in 2D and 3D liquids in the context of the general complexity 
paradigm. 
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 Complex systems are distinguished by a rather general common feature: their 
behavior is determined by competing processes of self-organization (ordering) and self-
disorganization (disordering) creating a hierarchical adaptive structure [1,2]. In 
mathematics, complexity is a quantifiable and measurable characteristic of this hierarchy. 
A notion of complexity is also used in amorphous materials exhibiting slow and non-
exponential relaxation, in particular in glass-forming liquids and glasses. However in this 
case, complexity is not yet a quantifyible but rather a qualitative characteristic. Numerous 
experimental and theoretical studies and, more recently, computer simulations [ 3 - 18] 
revealed important macro-and mesoscopic details associated with materials complexity: 
dramatic slowing-down of structure changes on cooling, wide spectrum of relaxation 
times and stretched-exponential (KWW) relaxation kinetics [6], dynamic hererogeneity 
on microscopic length-scales [8-10]. These features and the sometime observed power-
law correlations are often used as practical but rather qualitative criteria of complexity in 
materials. In the Literature, the assumed physical cause of materials complexity is the 
dynamic competition between aggregation of particles into preferred (essential [3], 
inherent [4]) structures, and factors preventing crystallization. Understanding the origins 
of complexity and the dynamics of structure in complex materials remains one of the 
most important but also hardest problems in condensed matter.
Not every liquid becomes complex on cooling. Three-dimensional (3D) liquids 
with simple two-particle interactions (molten metals and salts, liquefied noble gases, and 
also  computer  liquids  of  Lennard-Jones  (LJ),  soft  core,  Morse particles)  aggressively 
crystallize on cooling before they show any significant signs of complexity. Classical 3D 
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complex liquids have complicated and competing interactions, and special supercooling 
regimes are necessary to avoid crystallization on supercooling.   
We  note  that,  unlike  the  3D case,  two-dimensional  (2D)  liquids  with  simple 
interactions  have [20,21] a continuous [22] or almost  continuous [23] crossover from 
simple  liquid  state  to  crystal.  At  crossover  temperatures  (Fig.1),  particles  in  these 
equilibrium liquids aggregate to form a dynamic mosaic [24,25] of crystalline-ordered 
regions (crystallites) and less-ordered clusters. At the high-temperature end of the mosaic 
states, crystallites are small and separated island of order in a disordered (amorphous) 
matrix.  Crystallites  fraction  of  the  system  increases  at  lover  temperatures  where 
crystallinity  percolates.  At  even  lower  temperatures,  crystallites  merge  into  a  multi-
connected crystalline matrix with expected algebraic decay of orientation order (hexatic 
liquid) or long range order [20,22,23]. The mosaic is a feature observed at temperatures 
where the correlation length for orientations is finite and the 2D liquid is in normal (not 
hexatic) state. 
The striking similarities of the above picture of 2D-liquids at mosaic temperatures 
with that expected [5,10,16] in complex liquids motivated this study of complexity of 2D 
liquids  in  mosaic  states  (gray area  in  Fig.1).  We found that  the  kinetics  of  structure 
changes in the liquid is stretched-exponential (Fig.3), lifetimes of local environments are 
power-law  distributed  (Fig.4),  and  space  distribution  of  local  changes  is  spatially-
heterogeneous  –  typical  features  associated  with  complex  liquids.  However,  while 
stretched exponents and power laws were observed in a wide range of temperatures, a 
developed  multi-scale  hierarchical  system  was  found  only  in  a  narrow  band  of 
temperatures (dark-gray area S in Fig.1) where both order and disorder are in the regime 
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of dynamical percolation. In this regime, the range of power-law behavior significantly 
increased while the values of the stretching exponent (Fig.3 and 4) decreased. 
The  intuitive  idea  of  structure  in  a  molecular  system  refers  to  nearest-
neighborhood  relations  between  particles.  To  define  this  structure  as  a  coarsened 
characteristic of system configurations, we took advantage of the fact that in computer 
simulations, each particle is assigned a unique identifier  a=1, 2, …,  N, where  N is the 
particles number. A nearest neighbor (nn) of a particle a is defined as one of k particles 
neatest to a; in this study of 2D liquids, k=6 is chosen to include all particles of the first 
coordination shell in a crystal. Connecting particles with their nearest neighbors by lines 
(bonds) creates a bond network, with particles as nodes and bonds as edges. A metric 
characteristic  of  the  liquid  at  node  a is  the  bond orientation  order  parameter  [26],  a 
function of angles between bonds connecting the particle a with its instantaneous nearest 
neighbors. This parameter was widely used to study 2D and 3D systems. Single bonds 
break-ups, defined as increase of the bond length beyond a set value, were studied [11-
13] in 2D and 3D supercooled liquids and at melting. 
To track changes in particles arrangements in the vicinity of a node  a, we used 
here a different local characteristic - the list La (t) (nn-list) of nearest neighbors of a. The 
nn-lists are topological characteristics of bond network connectivity, discrete functions of 
time conserved by small-amplitude vibrations. A change in La(t) signals a rearrangement 
of  particles  in  the  cluster  containing  the  particle  a,  a  change  in  the  bond  network. 
Network changes are gradual: if the nn-lists of all particles are memorized at a time t0, 
only a fraction K(t) of these lists remains unchanged (La (t0)= La (t0+t)) at a time t’= t0+t . 
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In  an  equilibrium  system,  K(t) describes  sampling  of  the  equilibrium  ensemble  of 
structures starting from a chosen configuration. 
In [11-13], a bond between two particles was declared brocken when the distance 
between these particles exceeded some set value. This definition is not directly based on 
topological  features  of  the  bonds network,  but  can  be used in  connection  with these 
features. In recognizing structure changes, the two methods significantly differ for a large 
fluctuation  of  density  in  a  small  volume  without  changing  the  near  neighbors,  but 
coincide for nn-changes livig longer that particles vibration period. The physical picture 
emerging from [11-13] and this study is qualitatively similar; the main differences are in 
questions  asked.  The  aim of  our  study is  quantifying  the  dynamics  of  sampling  the 
equilibrium  ensemble  of  structures  from  a  chosen  configuration  (in  particular,  the 
function  K(t)),  and searching  for  features  related  to  complexity  of  this  dynamics  (in 
particular, the distribution of nn-lists lifetimes)-see below.
2D systems of N=587, 1024, 2500, and 16875 particles interacting via Lennard-
Jones and soft core potential were simulated. Below, we mainly describe the data for a 
system of  N=2500  LJ particles (interaction potential  ( ) ( )12 60 0( ) 4 / - /LJU r r r r rε  =   ); 
results for soft-core particles were similar. For  LJ-systems, thermodynamic states were 
scanned along the isochore ρ*=0.84 and along the isotherm T*= 0.70, where T*= kBT/ε 
and ρ*=ρr02, T and ρ being the physical temperature and particles number density and kB 
the  Boltzmann  constant.  We  performed  rather  standard  Molecular  Dynamics  (NVT) 
simulations (see details in [24,25]) under periodic boundary conditions with time step 
h=τLJ /500 where τLJ is the LJ time unit [25], about the period of particles vibrations. 
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After equilibrating the system for at least 5*104 h, configurations were saved at 
times m∆t, m=1, 2, …. , 2000, and ∆t=50h~τLJ/10 for analysis. Using the bond orientation 
order  parameter  as  described  in  [25],  we  found  that  in  the  mosaic  states  (Fig.1), 
crystalline-ordered  regions  (henceforth,  crystallites)  occupied  ~10% of  the  system  at 
T*=0.700, ρ*=0.60, ~40% at T*=0.700, ρ*=0.80, and ~80% at T*=0.700, ρ*=0.86. Exact 
occupation values weakly depended on the recognition threshold [25] for crystallinity, 
but for any reasonable choice of this threshold the crystalline-ordered regions percolated 
(for  T*=0.70) in the range  ρ*=0.83-0.84. At  ρ*>0.86, crystallites merge in crystalline-
ordered matrix with a small number of isolated defects (vacancies and dislocations). 
For  all  states,  functions  K(t)  were  calculated  and  fitted  by  the  stretched-
exponential function K(t)=exp[-(t/θ)β] (inset in Fig. 3(a)); the best-fit values θ(T*,ρ*) and 
β(T*,ρ*)  are plotted in Fig.3. Over the scanned range of states, the  nn-relaxation time 
θ(T*,ρ*) changed by five orders of magnitude (Fig.3(a)). At the high-temperature/low 
density end,  θ(T*,ρ*) was commensurate with  τLJ, and simulation time was 200τLJ;  at 
temperatures where the system was almost crystalline, θ(T*,ρ*) exceeded 104τLJ, and runs 
with an extended simulation time of 104τLJ were performed. Fig. 3(a) shows the Arrhenius 
plot for the isochore ρ* = 0.84. In the mosaic range (Fig.1), this plot deviates from linear 
and corresponds to a modestly fragile  [5] glassformer.  At higher densities crystallites 
percolate into a crystalline matrix,  nn-changes are produced by moving defects, and the 
Arrhenius plot becomes linear.
Along the isotherm T*=0.70, the stretching exponent has a minimum βmin≈ 0.5 at 
ρ*≈0.84, and  β<0.60 for  ρ* = 0.83-0.85 (dark-gray area S in Fig. 1). For  T*=0.70 and 
ρ*<0.84, value of β fluctuated between runs: ∆β= ± 6%; these fluctuations increased with 
7
increasing density.  At  ρ*≥0.86, the functions  K(t) for each run substantially  deviated 
from each other and from the fit curve.  
Color-coding particles when they change their nn-lists (Fig.2) revealed the spatial 
heterogeneity of the rates of  nn-changes. Dynamic heterogeneity is a known feature of 
3D glassformers, conformed by experiments using molecules-sized probes imbedded in 
the material [2,10,5], and computer simulations [11-15]. In  2D liquids studied here, the 
dynamic  heterogeneity  was  strongly  correlated  with  structural  heterogeneity  of  the 
mosaic:  nn-changes  were  only  detected  outside  or  at  the  borders  of  crystallites  (see 
Fig.2). While particles inside a crystallite only vibrated without rearrangements, an nn-
change at  their  border  frequently resulted  in  a  small  (1-3 particles)  local  increase  or 
decrease  of  the  crystallite.  On  times  ~θ(T*,ρ*),  this  local  process  of  micro-
crystallization/micro-melting substantially changed positions, shapes, and orientations of 
crystallites, so the space distribution of rigid and soft regions had its own dynamics. In 
equilibrium systems studied  here,  this  dynamics  defines  how the system samples  the 
equilibrium ensemble  starting  from a  chosen  configuration;  the  stretched-exponential 
kinetics of this sampling is described by the function K(t) . 
The use of nn-lists reduces the description of particles continuous motions to two 
cases: either waiting (vibrations conserving the nn-list) for a time τW without changing the 
nn-list, or changing to a new list. We found that the waiting times τW are distributed over 
a  wide  range  of  times,  from  very  small  to  times  exceeding  the  nn-relaxation  time 
θ(T*,ρ*). The  log-log plot of the waiting times distribution function  f(τW) is shown in 
Fig.4. For all temperatures and densities scanned, the plot is approximately linear in the 
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range 0.5τLJ < τW < τWc, indicating a power law f(τW ) ~ τW -βW . At T* = 0.700, ρ* = 0.78, 
τWc ~ 5τLJ, and βW ~1.5±0.2; at T* = 0.700, ρ* = 0.86, τWc~10τLJ, and βW =1.8 ±0.2. 
Short  (τW << θ(T*,ρ*))  and  longer  waiting  times  describe  different  types  of 
events. The power law distribution at small  τW describes frequent rearrangements in the 
areas outside of crystallites.  Many of these short-living  nn-changes appear reversible: 
after a short waiting time, the local bond network returns to its pre-rearrangement state. 
The long waiting times characterize particles trapped inside crystallites. These particles 
keep nearest neighbors until the moving crystallite’s border penetrates the crystallite to 
free them. Thus, a large  τW includes the time of continuously being inside a crystallite. 
Observation of particles diffusion supports this interpretation: a particle performes many 
vibrations without much displacement until it becomes highly mobile and makes a series 
of large diffusion steps before becoming inactive again; this heterogeneous diffusion was 
observed in experiments [5,8,9,10] and simulations [11,12,15] in supercooled liquids and 
glasses. 
Between  high-temperature  (mostly  amorphous)  and  low-temperature  (mostly 
crystalline) states, there is a narrow range of states (the dark-gray area S in Fig.1) in 
which the crystalline part of the material and the part not recognized as crystalline occupy 
approximately approximately equal parts of the system, and both are close to percolation 
(see Fig.2). In equilibrium systems studied here, percolation is dynamic [29]: at any time, 
the bonds connecting particles recognized as crystalline form a multy-connected fractal 
cluster, but these clusters are different at different times. In percolation states, the power-
law for  f(τW )  extends to  waiting  times  much larger  than outside  S;  on the isotherm 
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T*=0.700, the time τWc(T*,ρ*) has a pick at ρ*≈0.84 where τWc~100τLJ. Inside S, also the 
stretching exponent β(T*,ρ*) has a dip with a minimum. 
In  mathematical  models  of  percolation  [28,29],  the  percolating  cluster  in  an 
infinite system is a complex multi-scale hierarchical system. The fractal, scaling nature of 
this cluster leads to power laws for space correlations at distances limited from below by 
the smallest scale in the hierarchy  Rmin set by the construction of the system, and from 
above by the largest scale (the percolation length)  Rmax that is a function of controlling 
parameters (for example, the fraction of broken bonds in bond percolation on a lattice). 
The number of scales in the hierarchical system can be defined as 
max ln  
min
RM
R
= .                             Equation 1                              
As a function of controlling parameters, M has a singularity at percolation point, 
smoothed to a maximum ~ln(L/ Rmin)  in a system of a size L. 
Rigidity percolation as the cause of “dynamic heterogeneity and its sensitivity of 
complex  behavior  to  changes  in  bond  configuration”  in  glassformers  was  recently 
demonstrated in [30]. Unlike the 2D LJ liquid, generally the order in rigid agglomerates 
is  variable  and not  easily  recognizable,  although,  as  one suggests,  there always  exist 
correlation  between local  structure  and mobility  [16,30,31].  In  equilibrium liquids  of 
which the 2D LJ liquid is an example, the volume fraction of rigid agglomerates and the 
morphology of the rigid clusters  is  a function of state,  and rigidity percolates  at  low 
temperatures.  In  supercooled  or  otherwise  inherently  unstable  systems,  the  volume 
fraction of rigidity,  and the morphology of the rigid clustera is a function of time and 
cooling history.  In all cases,  percolation can be assumed as the cause of a developed 
hierarchical  structure  in  complex  liquids.  This  relation  of  complexity  to  rigidity 
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percolation allows one to quantify complexity of liquids using the number M of scales in 
the  hierarchy  as  the  simplest  measure.  Depending  on  how  close  the  system  is  to 
percolation, it may be more or less complex. 
In  2D liquids  studied  here,  complexity  is  low  (M(T*,ρ*) ~1)  outside  the 
percolation  band  of  states  S,  although  some  features  associated  with  complexity 
(stretched-exponential  relaxation,  and  power-law  distribution  of  waiting  times)  are 
already present. Inside the band  S where  M(T*,ρ*) increases; here, for each isotherm 
there is a density ρ*min (T*) where M(T*,ρ*) has a maximum. Within the accuracy of our 
data,  at  ρ*=ρ*min (T*) also the stretching exponent  β(T*,ρ*) has a minimum and the 
characteristic time τWc a maximum. 
The finite size of simulated systems limits the lengh Rmax, and thus the maximum 
complexity of the liquid. Rmin is about the size of the smallest crystallite, ~3 reduced units. 
Complexity is low (M(T*,ρ*)= M0 ~1) beyond  S. The maximum value of  M(T*,ρ*) is 
about M0+∆M, with ∆M=2,4,5,5.5 for systems of N=587, 2500, 16875, 60000 particles; 
simulation of even a 2DLJ system with complexity,  for example, 100 is a challenging 
task. To compare properties change with increasing size, we simulated systems of N=587, 
1024, 2500, and 16875. At temperatures and densities outside the percolation band of 
states, all these systems had qualitatively-similar features of the mosaics, and values of 
stretching  exponent  β(T*,ρ*) coincided  within  the  accuracy  of  our  data.  Inside  the 
percolation band of states, larger systems had smaller values of  β(T*,ρ*)  as shown in 
Fig. 3(b). 
The  dynamic  percolation  observed  here  is  special:  the  power  law  in  Fig.  4 
indicates that in the time interval (τW,min -  τW,max) the liquid has a hierarchy of relaxation 
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times,  characterized  by its  own complexity  
W,max
W,min
 lnM
τ
τ
=
% .  This  feature  is  absent  in 
models of dynamics  where the probability of a local  change is  independent  from the 
configuration  of  crystallites,  and  can  only  be  explained  by  a  feed-back  interaction 
synchronizing  local changes changes and changes in crystallites shapes and orientations. 
We  are  not  aware  of  any  theoretical  or  experimental  studies  of  this  new  and  very 
interesting  situation  of  critical  dynamic  percolation,  and  have  yet  no  quantitative 
explanation  of  the  new scaling  lows  found in  the  2D LJ liquid.  Although finite-size 
effects  in complex systems are not expected to be large outside the percolation states 
[32],  to  answer the  most  interesting  question if  percolation  in  the mosaic  extends  to 
arbitrary large scales and leads to dynamic singularities, one needs to study systems of 
much larger sizes than those simulated in this study.
Conclusion: 
• We found in 2D liquids typical features commonly observed or expected in 
complex liquids: stretched-exponential relaxation, power-laws, and a dynamic 
mosaic of long-living aggregates separated by regions with short-living local 
structure. Changes in long-living aggregates are due to motions of their borders 
slowly changing the mosaic changes in a regime of dynamic percolation. 
• In a narrow band of states in the phase plane, the balance between order and 
disorder creates a regime of critical dynamic percolation of long-living 
aggregates. Here, the stretching exponent has a minimum and power-law extends 
to large times and has a maximum.
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Figures Captions
Figure 1.
The (T*-ρ*) thermodynamic  plane: gray area – Mosaic states with 15% -80% of 
particles in crystallites,  dark grey (S)  – states where the crystallites percolate,  the 
power-law for waiting times extends over the whole simulation interval (see text), 
and  the  stretching  exponent  is  below the  0.65  value.  The  isotherm T*=0.70 and 
isochore ρ*=0.84 shown. 
Figure 2.
The Mosaic and  K(t) picture for  T*=0.70,  ρ*=0.84 at a time  t=60 after the  nn-lists 
were memorized at t = 0. Color coding: black – particles having La(0)=La(60)), blue- 
particles in new crystallites formed by micro-melting/crystallization (see text), red – 
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particles  that  changed  their  nns  shortly  (1τLJ)  before  t=60,  green  –  particles  in 
amorphous regions.  
Figure 3.
(a) Arrhenius  plot  for  the  relaxation  times;  inset:  an  example  of  a  stretched-
exponential fit for the function K(t) (T*=0.70, ρ*=0.84). 
(b)  The values  of  the  stretching exponent  β(T*,ρ*)  along the isotherm T*=0.70. 
Selected error bars shown
Figure 4. 
Log-log plots of the waiting times distribution function f(τW ) normalized by the 
total  number  NW of  nn-changes.  Main plot:  T*=0.70,  ρ*=0.85,  inset: T*=0.70, 
ρ*=0.81, 0.86. 
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