Abstract-Consider a source, {Xi, Yi, Zi , producing independent copies of a triplet of jointly distributed random variables (RVs). The {Xi} part of the process is observed at the encoder, and is supposed to be reproduced at two decoders, decoder 1 and decoder 2 , where the {Yi} and the {Zi} parts of the process are observed, respectively, in either a causal or a non-causal manner. The communication between the encoder and the decoders is carried in two successive communication stages. In the first stage, the transmission is available to both decoders and the decoders reconstruct the source according to the received stream and individual side information ({Zi} or {Yi }). In the second stage, additional information is sent to both decoders and the decoders refine the reconstruction of the source according to the side information available to it and the transmissions in both stages. It is desired to find the necessary and sufficient conditions on communication between the encoder and decoders, so that the distortions incurred (at each stage) will not exceed given thresholds. For such a multidecoder coding setting with successive refinement and non-causal degraded side information, we derive inner and outer bounds to the achievable rate-distortion region. Then, for the case of general causal side information at the decoders, we derive a single-letter characterization of the achievable region for a multidecoder source-coding problem with successive refinement.
I. INTRODUCTION
In this paper, we consider an instance of the problem of multiple description, which is successive refinement of information. The term successive refinement of information is applicable in systems where source reconstruction is done in a number of stages. In such systems, a source is encoded by a single encoder which communicates with either a single decoder or a number of decoders in a successive manner. In each stage, the encoder sends some amount of information about a source to a decoder of that stage which also has access to all the previous transmissions. The decoder bases its reconstruction on all transmissions available to it and, if available, on additional side information (SI). The quality of reconstruction in each stage (at each decoder) is measured with respect to a predefined distortion measure. In the case of pure source-coding, the information transmitted by the encoder at each stage arrives at the decoder noiselessly, while in the case of noisy channels connecting the encoder and decoders, the transmission arrives to the decoder corrupted and thus, joint source-channel coding should be applied.
A number of works treated the problem of successive refinement [1] - [4] , and a related problem of hierarchical coding [5] - [7] . In [4] , the problem of successive source coding was studied for the Wyner-Ziv setting, i.e., when SI is available to each decoder non-causally [8] . The encoder transmits a source sequence, X, to two decoders in two successive stages. Necessary and sufficient conditions were provided in [4] , in terms of single-letter formulas, for the achievability of information per-stage rates corresponding to given distortion levels of each communication step. For the case of identical SI available at all decoders, the two-stage coding scheme was extended to include any finite number of stages. Finally, conditions for a source to be successively refinable with degraded SI were introduced in [4] for the two-stage scheme. Generally speaking, the notion of degraded SI means that the quality of SI available at the decoders of later stages is better than that of earlier stages.
In [6] , the problem of successive refinement with SI available non-causally at each decoder was studied from a different viewpoint. Instead of considering per-stage communication rates, the analysis of successive refinement was performed with respect to cumulative (sum-) rates achievable at each stage, under per-stage source restoration assumptions. A single-letter characterization of the achievable region with successive coding sum-rates and distortions was provided for the case of degraded SI at the decoders. It turned out that when the rate-sums are analyzed, it is possible to characterize an achievable rate-distortion region for any number of stages as long as the SI at the decoders is degraded.
In [7] , the problem of successive refinement was investigated for the case of SI available causally at the decoders. It turned out that, unlike the above-described non-causal settings, when SI is available causally, the characterization of the achievable per-stage rate-distortion region is possible without constraining SI to be degraded.
The works reported in the field of successive refinement thus far have considered refinement of information when the transmission at each stage has been addressed to a single decoder. It is well known that there are many applications where a single encoder conveys information to a number of decoders in a single transmission. The works of Heegard and Berger [9] and Kaspi [11] study independently the following scenario: a single encoder communicates via a single transmission with two decoders one of which accesses the transmission only, while the other has a non-causal access to some SI correlated with the source. The source sequence should be reconstructed at both decoders with a certain accuracy and, under these distortion constraints, it is desired to reduce the communication rate as much as possible.
The minimum achievable communication rate, i.e., the ratedistortion function obtained for this setup has been named the Heegard-Berger rate-distortion function. It was extended in [9] to include a coding scheme with more that two decoders, each having access to different SI's with a degraded structure. Now, assume that there is a demand for a better reconstruction at either one or both decoders, i.e., the source is required to perform a multi-level successive refinement, still communicating with all decoders via a single transmission. A question of obvious interest is the following: is it possible to characterize the achievable rate-distortion region for this generalized problem of successive refinement?
In this work, we extend the works of [9] , [4] , [6] and [7] . Specifically, we study the scenario of two-decoder, two-stage successive refinement of information, with SI available at all decoders in either a causal or a non-causal manner. For the former case, we provide a single-letter characterization of the achievable rate-distortion region, which is straightforwardly extendable to any number of decoders accessible in each stage and any finite number of stages. For the latter case of SI available at the decoders non-causally, we provide inner and outer bounds to the achievable rate-distortion region for the case of degraded SI. Note that SIs are no longer degraded in transition to the second transmission and therefore this setting is of particular interest. When considering the case of causal SI, we provide the achievable region in terms of the per-stage rates, while for the case of non-causal SI we refer to the sumrates. The difficulty in characterizing the per-stage rates for a general scheme here is similar to that faced in [4] .
II. SYSTEM DESCRIPTION AND PROBLEM DEFINITION
We refer to the communication system depicted in Fig. 1 . Consider a source, {Xi, Yi, Zi}l, producing independent Z.,Z2,---,ZN The coding scheme with non-causal SI at the decoders operates as follows: at the first transmission, the encoder sends some amount of information to both decoders over the channel.
We consider block coding, i.e., an N-vector X is encoded into a binary sequence s C Q, 1, ..., 2NR1 -1}. Decoder 1 receives s and reconstructs X =(Xi,...,XN) C X;, based on s and the SI Y. Decoder 2 uses Z and s and reproduces X = (XI,..., XN) C XN. The quality of reconstruction at each of the decoders is judged in terms of the expectation of an additive distortion measure di (X, X) = zI 1 di (Xi, Xi) and d2(X,X) NEN d2(Xi,Xi), where di(X,X) and
The rate pair (R1,R2) of the (N,Ml,M2,{Akl,,A2, k} ) code for two stage successive refinement for two decoders is R1 log(M1) and R2 log(M1 , M2). 
Ed(X, G2,2(W1, W2, W3, Z)) < A2,2
( 1 1 The proof of this result follows the lines of the converse proof of Theorem 1 in [4] and is thus omitted.
2) Inner Bounds: In this section we provide two inner bounds. We start by discussing the meaning of degraded SI at the decoder and then briefly describe of the idea standing behind the first achievablility scheme. When referring to degraded SI, the term usually used is that the stronger decoder "can do" whatever the weaker decoder can do [4] - [7] , i.e., the strong decoder can find the correct codeword as well as the weak decoder to which this codeword was addressed. For the Wyner-Ziv (W-Z) coding for a triplet (X, Y, Z), X-Z -Y where X is known at the encoder and Z and Y are known at the stronger and the weaker decoders, respectively, we interpret the degradedness of SI as follows: bins associated with a code designed for the stronger decoder are then divided into bins associated with a code designed for the weaker decoder. Specifically, a codebook of about 2NI(X;WV) codewords is partitioned twice -first into "large" bins of about 2NI(ZjWi) codewords matching the W-Z coding for stronger decoder, and each of these bins is partitioned into "smaller" bins, of about 2NI(Y;WI) codewords. An index of the smaller bins can be used directly in communication with the weaker decoder. Alternatively, one can first send an index of the larger bin and then "refine" it with the "internal" index of a matching small bin. The division of codebooks is revealed to both decoders and because of the inclusion of bins, the stronger decoder can decode codewords sent to the weaker decoder. The inclusion is possible since the Markov condition WI-X -Z -Y guarantees that I(Z;WI) > I(Y;WI). Under certain Markov conditions, the principle of hierarchical binning can be applied as well to conditional W-Z codes. Turning back to the problem of successive multiple-decoder refinement, at the second stage of communication, we wish to make use of information sent at the previous stage. Since the weaker decoder cannot use the information sent to the stronger decoder, it should be informed about it in some form. With hierarchical binning, one can convey partial information sent to the stronger decoder at the first transmission to the weaker decoder by "refining" the index of a smaller bin after encoding the index of a "larger" bin. G2,2(W1,W2, W3,W4,V,Z) 
The coding scheme is outlined in the next section. Although this scheme is intuitively reasonable, there is little resemblance between the inner and this outer bound. Therefore we proceed now with the second achievability scheme. Note that the stronger decoder can always decrypt the transmission addressed to the weak decoder. Also, note that at the second stage the first transmission must be repeated partially, but good coding schemes will try to reduce correlation between the two transmissions. We combine these ideas in order to obtain a different achievability scheme: The first transmission of our scheme is a standard Heegard-Berger coding [9] . At the second stage, the transmission is first addressed to the stronger decoder and then some additional information is conveyed to the weaker decoder allowing it to decode the transmission of the second stage without revealing to it the first transmission in its entirety. Define R* (D)nC2 to be the set of all rate pairs (R1, R2) for The main result of this subsection is the following:
The gap existing between the inner and outer bounds can be closed if after the first stage is over and before the next stage, we allow the second decoder to convey all the information it managed to gather to the first decoder.
B. Causal Side Information
We now turn to the case where SI is restricted to be causal.
Let a distortion quadruplet D ({A1, Al,A2 }k ) be given. -V X, G2,1: ZxVVI X, and G1,2: YXYWI XY2 -V X, G2,2: Zx VI xVV2 -X, suchthat Ed(X, GI,, (W1, Y)) < Ai, The proofs of the direct and the converse parts follow the lines of the proofs provided in [7] and thus are omitted. It should be noted though that the proof of the direct part is based on the fact that the encoder transmits to the decoders a concatenation of the auxiliary codewords instead of bin numbers transmitted in the non-causal setting, as was first noticed in [12] . Therefore, each decoder is able to access all the auxiliary codewords even if these are not addressed to it. Note that when SIs are available causally, only two auxiliary RVs are used, reducing the system complexity. This case is similar but not identical to the case of successive refinement for two groups of decoders, where in both groups the encoders and decoders have access to identical SI and the quality of the SI available to the second group is better than that available to the first group. In that case, the first group of decoders receives a transmission which is designed so that the hardest constraint will be satisfied, while the second group receives an additional transmission which together with the first one should maintain the hardest distortion constraint of the second group. In our case, the transmission of each stage is designed so that the hardest distortion constraints of decoders with different SI are satisfied at each stage, so, in fact, here also some decoders have access to transmission of a better quality than needed for their use only and they can decide if to utilize the transmission entirely, achieving a better than required reconstruction of the source data, or to utilize the transmission partially, reducing reconstruction complexity. a sequence W4,m which will be jointly typical with all the above-mentioned sequences. If at any stage of its search the encoder fails to find a "good sequence", it declares and error. The probability is such an event is very low, due to the typicality properties of the scheme. Otherwise, i.e., if all the jointly typical sequences are found, the encoder acts as follows: At the first stage, it conveys to the decoders a single transmission consisting of the following concatenated indexes: the index B1 of the bin to which wl,i belongs, of length of about NI(X; W1VY) bits; the index B2 of C6(Wl,i), s.t., vj e C6(wi,i), Decoding: At the first stage, the first decoder accesses (B1, B2, B3), but perform Wyner-Ziv decoding procedure with respect to B1. The second decoder does the same but it uses (B1, B2, B3) to retrieve all three codewords sent in the transmission. The probability of error in decoding of either of the decoders, can be defined similarly as was done in [4] , and it vanishes when the block-length is sufficiently large and for an appropriate choice of {ci}. At the second stage, the weaker decoder uses B* and wl,i found at the first stage to retrieve vj sequence. Then, the W-Z conditional decoding process is performed in the first decoder with respect to B5 and with respect to (B5, B6) in the second decoder. It should be noted that at both stages, the retrieved codewords should be jointly typical with the SI data-streams available at each decoder. This indeed happens in our scheme as can be proved by an appropriate use of the Markov Lemma [10] .
IV. OUTLINE OF THE FIRST ACHIEVABILITY SCHEME

