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Abstract
Inthispaperweproposeatemporalsegmentationandakeyframeselectionmethod
forUser-GeneratedVideo(UGV).SinceUGVisrarelystructuredinshotsandusualy
user’sinterestarerevealedthroughcameramovements,aUGVtemporalsegmentation
systemhasbeenproposedthatgeneratesavideopartitionbasedonacameramotion
classifcation.Motion-relatedmid-levelfeatureshavebeensuggestedtofeedaHierar-
chicalHiddenMarkovModel(HHMM)thatproducesauser-meaningfulUGVtempo-
ralsegmentation.Moreover,akeyframeselectionmethodhasbeenproposedthatpicks
akeyframeforfxed-contentcameramotionpaternssuchaszoom,stil,orshakeand
asetofkeyframesforvarying-contenttranslationpaterns.
Theproposedvideosegmentationapproachhasbeencomparedtoastate-of-the-art
algorithm,achieving8%performanceimprovementinasegmentation-basedevalua-
tion.Furthermore,acompletesearch-basedUGVannotationsystemhasbeendevel-
opedtoassesstheinfuenceoftheproposedalgorithmsonanend-usertask.Tothatpur-
pose,twoUGVdatasetshavebeendevelopedandmadeavailableonline.Specifcaly,
therelevanceoftheconsideredcameramotiontypeshasbeenanalyzedforthesetwo
datasets,andsomeguidelinesaregiventoachievethedesiredperformance-complexity
tradeof.Thekeyframeselectionalgorithmforvarying-contenttranslationpaternshas
alsobeenassessed,revealinganotablecontributiontotheperformanceoftheglobal
UGVannotationsystem.Finaly,ithasbeenshownthattheUGVsegmentationalgo-
rithmalsoproducesimprovedannotationresultswithrespecttoafxed-ratekeyframe
selectionbaselineoratraditionalmethodrelyingonframe-levelvisualfeatures.
Keywords:UserGeneratedVideo,VideoAnnotation,VideoTemporalSegmentation,
CameraMotionAnalysis,KeyframeSelection
1.Introduction
Theamountofmultimediacontentthatisgenerateddailyhasdramaticalygrown
duringrecentyears.ThisisparticularlytrueinthecaseofUserGeneratedContent
(UGC),duetothemassiveaccessofuserstomobiledeviceswithrecordingcapabilities
Cricrietal.(2011).Consequently,algorithmsprovidingautomaticcontentannotation
andcontent-basedsearcharemoreandmoredemandedbybothmultimediahosting
servicesandusers.
Althoughtheautomaticannotationproblemhasbeentraditionalyposedasthatof
object/conceptrecognitionSmeatonetal.(2006);Everinghametal.;Dengetal.(2009),
thisapproachhasnotyetreachedasuitablesolutionduetothelargeamountofvisual
conceptstodetect,includingnotonlygeneralvisualcategoriessuchascar,street,or
chair,butalsoparticularplaces,people,artworks,andotherobjectsofspecialinterest
forusers.
Alternatively,theproblemofcontentannotationcanbeapproachedbytakingad-
vantageofvaluableuser-providedmetadata(tags,titles,anddescriptions)thatareavail-
ablethroughonlinerepositoriessuchasPanoramio1,Flickr2orPicasa3.Suchavast
amountof(noisy)annotatedcontentsopensthepossibilityofannotatingaparticular
imageorvideobypropagatingtagsfromvisualysimilarcontent.Thisapproachhas
beenreferredtoassearch-basedannotationintheliteratureWangetal.(2006,2010,
2012b).
Mostsuccessfulmethodsmakeuseofsomekindofcontextualinformationtopres-
electacandidatesetofimages/videosthatshowsomeaspectincommonwiththequery
content.InSoderberg&Kakogianni(2010)asetoftagsissuggestedbycombining
thecontextinwhichthephotowascapturedwithpriorknowledgeaboutpopularanno-
1htp:/www.panoramio.com/
2htp:/www.fickr.com/
3htp:/www.picasa.com/
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tationconcepts.InMoxleyetal.(2008)GPScoordinatesareusedtogetherwithimage
featurestoproposelabelsthatarechosenbyconsideringbothgeographicaldistances
andvisualsimilarities.Similarly,inLeeetal.(2011)aFuzzyARTMAPnetworkwas
usedtomapimagesandtheirvisualfeaturestogeographicnouns.Themaindisadvan-
tageofthesemethodsisthattheyarenotapplicabletonon-geolocatedcontents,which
hasresultedinthecreationofmechanismsforautomaticgeotaggingSevilanoetal.
(2012);Schindleretal.(2008).
Althoughtheinitialapproachesforsearch-basedannotationwererestrictedtoim-
ages,inthelastfewyearssomeeforthasbeendirectedtowardsvideocontentand,in
particular,towardsthedevelopmentofmethodsthatexploitredundancyamongvideos.
InSiersdorferetal.(2009)asystemcombiningvideocopydetectionandtagprop-
agationtechniquesusedredundancybetweenvideosasakeytoannotatenewones.
TheworkinShangetal.(2010)focusedonreal-timevideoretrievaloverlarge-scale
webdatasetsbydevelopingefcientspatio-temporalfeatures.InLietal.(2011a),
theauthorsproposedasystemthatreliedonuserglobaltagstofurtheranalyzethe
videocontentatshotlevel.TheapproachinTangetal.(2013)wentbeyondand,be-
sidesidentifyingtheparticularsegmentsassociatedwithatag,alsogeneratedspatio-
temporalsegmentationsoftheobjectrepresentingthetag.TheworkinLietal.(2011a)
waslaterextendedinWangetal.(2012a)todetecteventsandautomaticalygenerate
videosummaries.Finaly,Ulgesetal.(2008)proposedasystemthatidentifedrele-
vantframesinavideofromitsglobaltagsandthenusedtheseframestotrainconcept
detectors.
Althementionedmethodsfocusonsimilaraspectsoftheannotationsystemsuch
asthedevelopmentofrobustandefcientvisualsearchmethodsfornear-duplicatecon-
tents,theapplicationofthesesearchmethodstothemorechalengingtasksofvideo
segmentalignmentandmatching,thedesignofmethodsfortagpropagation,orthe
deploymentofsystemsforlarge-scaledatasetswithevenbilionsofimages. Wehave
found,however,thatlitleornoeforthasbeendevotedtostudyhowthevideotemporal
segmentationandthesubsequentkeyframeselectionafectthevideoannotationperfor-
mance.Infact,alaforementionedmethodsemployverybasictechniquestoselectthe
framesbeinganalyzed:theyrunashot-boundarydetectortoidentifyabruptcutsin
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videosandthenrepresenteachshotbymeansofonekeyframe,normalysampledat
themiddleofthetemporalsegment.
Aswewildiscussinthesectiondevotedtorelatedwork,althoughseveralmethods
canbefoundintheliteratureproposingsmarttechniquesforvideosegmentation,al
ofthemhavebeenassessedjustintermsofsegmentationquality,thusobviatinghow
theymayinfuencesubsequentend-usertasks,suchasvideocontentannotation.
Inthispaper,wepresentavideosegmentationalgorithmthatanalyzesthecamera
motionusingaHierarchicalHiddenMarkovModel(HHMM)andprovidesafne-grain
temporalsegmentationofthevideocontent.Moreover,astrategyforkeyframeselec-
tionisproposedthatconsidersacameramotion-basedmodeloftheinterestsofthe
personwhoisrecordingthevideo.Finaly,weembedthesesubsystemsonacom-
pletesystemforautomaticannotationofUserGeneratedVideo(UGV)andprovethat
ourmodelforvideosegmentationnotonlyachievessuccessfulsegmentationresults,
butalsocontributestoimprovetheperformanceofahigh-leveltaskssuchasspecifc
object/placerecognitionandsearch-basedvideoannotation.
Furthermore,asaby-productofourexperimentalevaluation,twovideodatasets
forspecifcobject/placerecognitionhavebeendevelopedandmadepubliclyavailable,
whichalsobecomesanimportantcontributionofourwork,andhopefulywilhelp
futuredevelopmentsinthefeld.
Therestofthepaperisorganizedasfolows.Section2introducesrelatedworkon
temporalvideosegmentationandkeyframeselection.Section3explainsindetailthe
proposedmethodforautomaticvideosegmentationandkeyframeselection.Section
4describesthecompletesystemforvideoannotation.Section5isdevotedtothe
experimentalresults,assessingboththesegmentationperformanceanditsimpacton
ahigher-leveltask.Finaly,Section6summarizesourconclusionsandoutlinessome
futureworkdirections.
2.RelatedWork
Temporalvideosegmentationaimstosplitavideosequenceintohomogeneous
subsequences,insuchamannerthatthepropertiesofeachsubsequencearediferent
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enoughfromthoseofitstemporalneighbors. Whendealingwitheditedvideo,most
temporalsegmentationtechniquesrelyonshotboundarydetection,whichentailsde-
tectingbothabruptorgradualchangesinthevideoand/oraudiosignalpropertiesYuan
etal.(2007),Smeatonetal.(2010).
Bycontrast,usergeneratedvideosareusualycontinuousrecordingstakenwith
amobilephoneoradigitalcamcorder,where(frequently)onlyoneshotispresent.
Thus,inordertodivideUGVsintomeaningfulsemanticunits,segmentationmustbe
performedatsub-shotlevel.AccordingtothedefnitiongivenbyPetersohn(2009),a
sub-shotisanunbrokensequenceofframeswithinashotonlyhavingasmalvariation
invisualcontent.Somesub-shotdetectionmethodsarebasedonthecomparisonof
colorhistogramsbetweenvideoframesPetersohn(2009),Cahuina&CamaraChavez
(2013). However,sincethetypeofcameramotion(suchaspan,tilt,orzoom)can
beanindicatoroftheuser’sinterestsinthescene,andthereforeofthevideocontent,
recently,severaltemporalvideosegmentationtechniqueshavebeenproposedwhich
usefeaturesderivedfromthecameramotioninformation.Inthissense,Abdolahian
etal.Abdolahianetal.(2010)defnetheso-caledcameraviewasthebasicunitof
UGV.
Cameramotion-basedsegmentationapproachesinvolve,asfrststage,theextrac-
tionofasetoffeaturesthatalowfordiscriminatingamongthediferenttypesof
cameramotionconsidered.Typicalyusedfeaturesincluderegion-basedcorrelation
betweenconsecutiveframesAggarwaletal.(2008),parametersderivedfroma2D
afnemotionmodelBouthemyetal.(1999),Meietal.(2013),motionvectorsAbdol-
lahianetal.(2010),orevenparametersprovidedbyauxiliarymotion-sensors,suchas
accelerometersCricrietal.(2011).
Oncetherelevantfeatureshavebeenextracted,thetemporalsegmentationcanbe
approachedindiferentways.Insomeworksasimplethresholdingmethodisused
todetectthediferentcameramotionsBouthemyetal.(1999),Luoetal.(2009),Mei
etal.(2013).Themaindrawbackofthismethodbeingthedifcultytofndthreshold
valuessuitableforalkindsofvideosequences.Onthecontrary,supervisedmachine
learningmethods,suchasSupportVectorMachines(SVM)orhiddenMarkovmodels,
donotrequireanythresholdadjustments. ASVM-basedsegmentationmethodwas
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proposedinAbdolahianetal.(2010),wherebinarySVMsareusedtoclassifythe
cameramotionofeachvideoframe,andthefnalsegmentationisobtainedbygrouping
togetherneighboringframesthatexhibitthesametypeofcameramotion.HMMshas
beenusedforshotdetectionandsegmentationduetotheirabilityformodelingtime
varyingsequencesBaeetal.(2004),Zhangetal.(2006).Nevertheless,thecomplexity
ofmultimediadatamightmakeHMMnotsuitableforthiskindoftasks.Toaddressthis
limitation,morerecently,ithasbeenproposedtheuseofhierarchicalhiddenMarkov
models(HHMM)fortheindexingofdailylivingactivitiesinvideosacquiredfrom
wearablecamerasKaramanetal.(2011),Karamanetal.(2014).
Folowingtheconceptofcameraview-basedsegmentationproposedinAbdol-
lahianetal.(2010)andtheuseofHHMMforvideoanalysissuggestedinKaraman
etal.(2014),inthispaperweproposeacameramotion-basedvideosegmentation
methodforUGCthatusesmid-levelfeaturesderivedfromthemotionvectorsanda
hierarchicalhiddenMarkovmodelthatperformsthetemporalsegmentation.
SincethefocusofthepaperatapplicationlevelistheannotationofUGV,anop-
timalrepresentationofthevideotemporalsegmentsthatmaximizesthetradeofbe-
tweenannotation/retrievalperformanceandcomputationalcomplexityisalsodesir-
able. Whendealingwithvideocontent,thecomputationalefciencyhasbeentra-
ditionalyachievedbymeansofakeyframeselectionmechanism,insuchamanner
thatavideotemporalsegmentisrepresentedbyoneormorekeyframesthatproperly
representitsvisualcontent.Severalworkscanbefoundintheliteratureaddressing
thisproblem,fromsimpleapproachesselectingoneframepervideoshotShangetal.
(2010);Lietal.(2011a);Suetal.(2010),tomoreadvancedtechniquesextractingsev-
eralkeyframespershot.Ingeneral,thisproblemisknownasVideoAbstractionand
representsapreprocessingsteprequiredinseveralapplicationssuchasvideobrows-
ing,videosummarization,videoretrieval,orvideoeventdetection.Mostmethodsrely
onelow-levelvisualdescriptorstorepresentframecontent,suchascolorhistogramsLi
etal.(2011b);Zhangetal.(1997);Ciocca&Schetini(2006),histogramsofgradient
orientationsLietal.(2011b),motionfeaturesLiuetal.(2003);Chang&Chen(2007);
Lietal.(2009),orevenvisualatention-basedfeaturesPeng&Xiaolin(2010).These
featuresarethenusedtoselectthemostinformativekeyframeswithineachvideoshot
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Figure1:ProcessingpipelineoftheproposedUGVTemporalSegmentationandKeyframeSelection
byapplyingsequentialcomparisonsZhangetal.(1997,2003),globalcomparisons
suchasmaximumcoverageRongetal.(2004),keyframecorrelationLietal.(2011a)
orgraphsPorteretal.(2003);Gaoetal.(2009),orclusteringmethodssuchasthat
proposedinGirgensohn&Boreczky(1999).
Incontrasttoalthesemethods,ourproposalreliesondetectedcameramotionpat-
ternstoselectthemostinformativekeyframesineachvideosegmentresultingfrom
thepreviousvideosegmentationstage.Fromourpointofview,thesemid-levelcamera
motionpaternsaremoremeaningfultorepresenttheuser’sinterestsinUGVthanthe
aforementionedtraditionalvisualfeatures.Hence,ourworkismorealignedwiththe
previousproposalinAbdolahianetal.(2010),butbesidesdevelopingamorerobust
approachfortemporalvideosegmentation,weevaluatehowvideosegmentationand
keyframeselectionmethodscontributetoimprovetheperformanceofaUGVannota-
tionsystem.
3.ProposedUGVTemporalSegmentationandKeyframeSelection
Inmostpreviousapproaches,thetemporalvideosegmentationtaskisrestrictedto
thedetectionofshotchangesandasimpleselectionofonekeyframepershot.How-
ever,asalreadymentioned,UGVisrarelystructuredinshots.Amuchmorecommon
scenarioisasinglelong-durationshot,inwhichthecameramovesfromoneobjectto
another(typicalybypanning)andstandsstilinfrontoforzoomsinonthemostinter-
estingones.Therefore,inthisparticularscenario,usingcameramotionisprobablythe
mostreliablesourceofinformationtotemporalysegmentavideo.Inanycase,asitis
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possibletofndseveralshotsinaUGV,oursystemalsoincludesashot-cutdetection
mechanism.
Wehavedividedthissubsystemintothreeprocessingblocks:afrstblockthat
detectsabruptshotchanges;asecondblockthatestimatesglobalcameramotionby
meansofaparametricmodelinferredfromthemotionvectorsdirectlyextractedfrom
thebitstream;andathirdblockthatclassifesmotionintooneoffvemotionpaterns
(pan/tilt,zoom,stil,shaky,orfast),thusprovidingasuitabletemporalsegmentation.
Oncethesegmentationhasbeenperformed,asetofkeyframesisextractedrepresenting
eachtemporalsegment.Figure1showstheblockdiagramoftheproposedtemporal
videosegmentationandkeyframeselectionprocess.
Thetraditionalshot-cutdetectiondividestheUGVintoseveralverylongshotsde-
limitedbyeitheranabruptcutbetweentwoscenesorbyveryfastcameramotions
thatcompletelychangetheviewofthecamera(andthereforearealsodetectedbythis
kindofalgorithms).However,representingavideobysuchalongsegmentsand,sub-
sequently,eachsegmentbyjustonekeyframe,mightcausedramaticlossesofuseful
informationand,consequently,wouldpreventthesystemfromproperlyannotatingthe
videocontent.Therefore,afner-grainsegmentationisrequiredtoproducemoremean-
ingfulvideosegments.Withthispurposeinmind,anadvancedtemporalsegmentation
approachisproposedthatanalyzesthecameramotionatframelevel,andproducesa
videosegmentforeachgroupofconsecutiveframesexhibitingastablemotionpatern
(pan/tilt,zoom,stil,shaky,orfast).
Theabruptshotdetectorwasimplementedusingthesecondderivativeofthedif-
ferencebetweengray-levelhistogramsofconsecutiveframes,asimpleandadaptive
measurethatalowstoperformafastscenesegmentationwithahighrateofsuccess.
Thenextblocksaredescribedinthefolowingsubsections.
3.1.CameraMotionEstimation
Severalmodelsandmethodsforcameramotionestimationhavebeenproposedin
theliteratureLiu(2008),Weng&Jiang(2011).Inoursystem,wehaveadoptedanef-
cientglobalcameramotionmodelthatconsidersthreeparameters,eachcorresponding
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toonemajordirection:horizontal(H),vertical(V)andradial(R),asproposedinAb-
dolahianetal.(2010).Henceforth,wewilrefertothismodelasHVR.
SincethemodelparametersareestimatedfromadenselocalMotionVectorField
(MVF),weneedtogeneratethismotionfeldforeveryframeinavideo.Tothatend,
andwiththeobjectiveofminimizingthecomputationalburden,weusethemotion
vectorsavailableinthecodedbitstream.
Ourimplementationgeneratesadenseblock-basedMVFinwhichamotionvector
isassignedtoeach8x8blockintheimage,whichdramaticalyreducesthecomputation
timeofapixel-wisedensemotionestimationandstilprovidesenoughdatapointsto
robustlyestimatethecameramotion.Sincemodernvideocodingstandardshandledif-
ferentsizesofblock(from4x4to16x16inH.264Wiegandetal.(2003)),vectorrepli-
cationsorinterpolationsaremadewhennecessary.TheobtainedMVFisdenotedas
V={vt(x)}MxN,wheretrepresentsthetimeinstant,MandNaretheframedimensions
innumberofblocks,andx={x,y}aretheblockcoordinates.Thismatrixrelatesthe
blocklocationsinsubsequentframesofthevideo,suchthatidealyxt=xt−1+vt(x).
Mostofthevectorsinthismapwilfolowthecameramotionwhereasasmalportion
wilshowothermotionpaternsassociatedwithobjectsthataremovingindependently
inthescene.
Nevertheless,vectorscomingfromthebitstreamdonotalwaysrepresentrealmo-
tionduetothefactthatcostfunctionsinvideocodingstandardsconsideratradeof
betweenqualityandbitrate(rate-distortionoptimization).Thesenon-realmotionvec-
torsusualyhappeninlowtexturedregions,wherethebitsassociatedwiththemotion
vectorsbecomeanimportantpartofthetotalamountofbitsalocatedtotheblock,pro-
ducingmotionfeldswithstaticvectors.Toavoidprocessingmisleadingnon-realmo-
tionvectors,wehaveimplementedasimpletextureclassifcationsystemthatdecidesif
amotionvectorshouldbeincludedornotinthecameramotionparameterizationpro-
cessbycomparingameasureofthetextureinablock(weusethestandarddeviation
σofthegrayscalevaluesofpixelswithintheblock)withapredefnedthresholdthσ
(thσ=30inourexperiments).
Takingthispost-processedMVFasreference,thenextstepconsistsofestimating
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theHVRparameterizationthatproperlyapproximatesthelocalmotionvectormap:

xˆt
yˆt

=Rt

xt−1
yt−1

+

Ht
Vt

 (1)
Inordertobuildthisapproximationanerrormeasuree(xt−xˆt)isminimizedthat
considersthediferencebetweenthoseblocklocationsxtprovidedbytheMVFand
thoseonesˆxtestimatedbytheHVRmodel.Inparticular,theHVRparametersarees-
timatedusingarobustalgorithmforparameterestimationbasedonRANSACFischler
&Boles(1981).TheaimofRANSACistoproperlyestimatetheHVRparameters
eveninpresenceoftheoutlierscausedeitherbyobjectsinmotionorbyerrorsinthe
motionestimationprocessduringvideocoding.RANSACisabletoprovidesuccessful
resultsaslongasthebackgroundrepresentsthelargestelement/objectinaframe(even
thoughittakesuplessthanthe50%oftheframe).Hence,theoutputofthismoduleis,
therefore,asequenceofcameramotionestimations,i.e.:HVR(t),t=1..T,whereT
isthelengthofthevideosequence.
3.2.TemporalUGVsegmentationalgorithm
Aspreviouslymentioned,inUGV,cameramotioninformationisusualyquiterel-
evanttodeterminehowthevideoisstructuredandwhicharethemostsignifcantseg-
ments.Thissubsectiondescribestheproposedtemporalvideosegmentationalgorithm
andisorganizedinthreeparts:a)descriptionofthecameramotionpaternsofinter-
est;b)proposedsetofmid-levelfeaturesusedtoclassifythecameramotionintothese
paterns;andc)suggestedprobabilisticapproachtoperformtheclassifcationandseg-
mentation.Oncethetemporalsegmentationisavailable,anappropriatestrategyfor
keyframeextractionisneeded,asdescribedinSection3.3.
3.2.1.Cameramotionpaterns
Awidesetofcameramotionscanbeconsidered:boom,track,rol,pan,zoom,tilt,
stil,etc.Furthermore,thereareseveralcombinationsofthosewhichleadtoothermore
complexones.However,manyofthemarehardlyfoundinUGVandcanberemoved
fromourstudywithoutasignifcantlossofperformance. Hence,inthiswork,we
considerfvepaternsofcameramotionthatrecurrentlyappearinUGVs:
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1.Translation(pan,tilt,diagonal):thecamerafolowsalinearaxis(horizontal,
verticalordiagonal)and,althoughsomechangesonthemotionspeedmight
appear,itremainsquitestable(HandVparametersexhibitlowvariance).It
isassociatedwithvariousscenarios:thecamerafolowsamovingobject,asa
transitorymotionbetweenobjectsofinterest,ortoconstructpanoramicviews
whentheobjectsaretoolargetoftintothecamerawide.
2.Zoom:thecamerafolowsaradialaxis.Ittypicalyoccurswhenaninterest-
ingareaisbeingfocusedandusualyentailsasequenceofconsecutivezoom
in/outpaterns.Thismotionisweldefnedbyasequenceofnon-zerovaluesin
theRvalueofHVRmodel(zoom-in/zoom-outproducepositive/negativevalues,
respectively).
3.FastorBlurry:itisasuddenandfastcameramotionthatblurstheimage.The
framesrecordedduringthismotionarenormalyofnointerestfortheuser.This
paternmaybecharacterizedbydisplacementsoflargemagnitude,withhuge
varianceandsuddenchangesinspeed.
4.Shake:smaldisplacementscausedbyahand-heldcamera.Ittypicalyoccurs
whenthecameramaniswalking,travelinginsomesortofvehicleorthereis
simplyawobblyholdorsupport.Itcanbedescribedbyalargenumberof
directionchangespersecondinthehorizontalandverticalcomponentsofmotion
(H,VintheHVRmodel).
5.Stil:representstheabsenceofmotionandindicatesthatanobjectofinterestis
beingrecorded.Itis,alongwiththezoom,themostrelevantcameramotiondue
toitshighprobabilityofcontaininguser-relevantvideosegments.
3.2.2. Mid-levelfeaturesforcameramotionclassifcation
Thesefvemotionpaternscanbeproperlydescribedbytheiraveragespeedand
acceleration,theirvariance,thenumberofdirectionchangesinbothaxis,andtheradial
velocityofthemotion.Weproposetogatherthisinformationina9-dimensionalmid-
levelfeaturevectorfthatcanbeeasilycomputedfromtheHVRmodel.Sincesome
ofthefeaturesinvolvemorethanoneframe,wehaveusedaslidingwindowcentered
attheframeofinterest,sothattheparametersofagivenframedependonpreviousand
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subsequentframesofthevideo.Thelengthoftheslidingwindow,denotedasW,has
beenexperimentalysettoW=42aswewilshowinsection5.1.
Foraparticulartframe,thesuggestedmid-levelfeaturesare:
1.Averagehorizontalspeed:
V¯x(t)=1W
t+W/2−1∑
s=t−W/2
H(s) (2)
Thespeedisabasicfeaturetodiscriminatebetweenstaticanddynamicpaterns.
2.Averageverticalspeed:
V¯y(t)=1W
t+W/2−1∑
s=t−W/2
V(s) (3)
3.Averagehorizontalacceleration:
a¯x(t)=1W
t+W/2−1∑
s=t−W/2
dH(s)
ds (4)
Theaccelerationisveryusefultodiscriminatebetweenseveraldynamicpaterns:
translationpaternsareusualyassociatedwithconstantmotionwhereasfastor
blurrypaternsaremorerandom,withcontinuouschangesinspeed.
4.Averageverticalacceleration:
a¯y(t)=1W
t+W/2−1∑
s=t−W/2
dV(s)
ds (5)
5.Varianceofhorizontalacceleration:
σ2ax(t)=
1
W−1
t+W/2−1∑
s=t−W/2
(ax(s)−a¯x(t))2 (6)
6.Varianceofverticalacceleration:
σ2ay(t)=
1
W−1
t+W/2−1∑
s=t−W/2
(ay(s)−a¯y(t))2 (7)
7.Averagenumberofhorizontaldirectionchanges:veryusefultodetectshaky
motionpaternspresentinglargenumberofdirectionchanges.
d¯x(t)=1W
t+W/2−1∑
s=t−W/2
|sgn(H(s))−sgn(H(s−1))| (8)
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8.Averagenumberofverticaldirectionchanges:asthepreviousone,veryuseful
todetectshakymotionpaterns.
d¯y(t)=1W
t+W/2−1∑
s=t−W/2
|sgn(V(s))−sgn(V(s−1))| (9)
9.TheRparameteroftheHVRmodel:sinceitmodelsthezoompatern.
3.2.3.AnHHMMformotionclassifcationandsegmentation
Oncewehavecomputedthemid-levelfeaturevectorforeachframe,segmentation
canbeapproachedasaclassifcationtaskwhereeachvectorgetsassociatedwithone
ofthefvetypesofcameramotionconsidered.Inpreviousworks,thistaskhasbeen
tackledusingacascadeofSVMclassifersAbdolahianetal.(2010).However,when
dealingwithUGV,cameramovementstendtoextendovertensorevenhundredsof
frames.SinceSVMsdonotproperlyhandlethistemporalstructureofvideorecord-
ings,ourtemporalvideosegmentationsystemreliesonthewel-knownhiddenMarkov
models.
HMMsRabiner(1989)arestatisticalgenerativemodelsthatalowforcapturing
thetemporalstructureofthecameramotioninUGV.Basicaly,HMMsconsistofa
setofhiddenvariables,caledstates,whichfolowatemporalsequenceorMarkov
chain.Atregularlyspacedtimes,thesystemundergoesachangeofstateaccording
tothecorrespondingtransitionprobabilitiesandanobservationisemitedaccording
tothesetofemissionprobabilitiesofthecurrentstate.ToexplainhowtheHMM-
basedsegmentationmethodworks,letusconsidertheexampleilustratedinthecentral
partofFig.2(graystates).AM-stateHMMisshownwhereSi,withi=1,2,..,M,
representseachstate,aijistheprobabilityoftransitionfromstateitostatej,and
biistheobservationsymbolprobabilitydistributionforstatei.Thus,ingeneral,an
HMMmodelischaracterizedbythenumberofstatesNandasetofmodelparameters
λ=(A,B,π),whereAisamatrixthatcontainsalthetransitionprobabilities(aij),B
representsthesetofobservationprobabilities(bi)andπistheprobabilitydistribution
oftheinitialstate.
ThemechanismforgeneratingaMarkovobservationsequenceoflengthT,O=
[O1,O2,..,OT]isasfolows:
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1.ChooseaninitialstateSiintheinitialinstantt=t0accordingwithπ.
2.GenerateasymbolOtinthechosenstateusingbi.
3.Dot=t+1andmakeatransitionfromstateitojaccordingtoaij.
4.Ift<Treturntostep2),otherwisefnishtheprocess.
ThelikelihoodofthesequenceOgiventhemodelλcanbecomputedas:
P(O/λ)= ∑
q1,q2..qT
πq1bq1(O1)aq1q2bq2(O2)..aqT−1qTbqT(OT) (10)
whereqtisastateSinatimetandbqt(Ot)istheemissionprobabilityoftheobservation
Otassociatedwithstateqt.Thereareplentyofstatesequencesthatcouldleadtothis
observationsequence.However,itispossibletomeasurewhichisthemostlikelypath
alongthestatesbyusingtheViterbialgorithmRabiner(1989).
Unfortunately,wecannotrelyonanHMMinwhicheachmotionpaternisrepre-
sentedbyjustonestate.Therationalebehindisthatonestateisnotenoughtorepresent
thestatisticalcomplexityofamotionpaternwhenthevideoshavebeenrecordedby
multipleusers.Instead,itisnecessarytobuildafulindividualHMMmodeltorepre-
senteachtypeofmotionandthendesignanappropriatewayforintegratingalofthem.
Inoursystem,thisisaccomplishedbyusinghierarchicalhiddenMarkovmodelsFine
etal.(1998).Inparticular,wehavedesignedatwo-levelHHMM,inwhichthebotom
levelmodelsthediferentcameramotions,andthetoplevelisintendedtorepresentthe
temporalvideostructure,i.e.,transitionsbetweenmotiontypes.
Fig.2ilustratestheproposedHHMMarchitectureforasimplifedcaseinwhich
onlytwodiferentmotiontypesareconsidered.Notethatdashedcirclesrepresentnon-
emitingstates,whereasdashedarrowsindicateforcedtransitions(withprobability1).
ThebotomlevelHHMMiscomposedbyfveHMMsubmodels,oneforeachtypeof
cameramotion.Specifcaly,eachmotiontypeisrepresentedbyaM-stateHMM(in
ourcase,Mwassetto5folowingtheprocedureexplainedinSection5.1),wherethe
correspondingemissionprobabilities(Bmatrix)aremodeledbyGaussianmixturedis-
tributionswithdiagonalcovariances.Theseindividualsubmodels(A,Bandπmatri-
ces)areestimatedseparatelyusingthetrainingpartitionofthevideodatabasedescribed
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Figure2:HierarchicalHiddenMarkovModel.Onlytwoofthefvemotiontypesareshowninthefgurefor
simplicity.
inSection5.1throughaniterativeschemebasedontheExpectation-Maximization
(EM)algorithmDempsteretal.(1977).
SinceanUGVcancontainseveraltypesofcameramovements,thetoplevelof
theful HHMMisbuiltinsuchawaythattransitionsbetweendiferentsubmodels
arealowed. AsitcanbeobservedinFig.2,itispossibletojumpfromstateiof
onemotiontypetostate jofanyothermotionwithaprobabilityγ∗aij. Thetop
leveltransitionprobabilitiesaijareestimatedusingtheViterbiPathCounting(VPC)
algorithmDavis&Lovel(2003)duringthetrainingstageofthesystem,whereasthe
constantγisdeterminedinthevalidationstageanditcontrolsthesubmodelinsertion
probability,preventingtheappearanceofshortdurationsegments.
OncetheHHMMistrained,thetemporalsegmentationisperformedbyexecuting
theViterbialgorithmonthevideosequence,sothatthemostlikelypathofhiddenstates
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isobtained.Byanalyzingthissequenceofstates,eachframeisclassifedintooneof
thefveconsideredcameramotiontypes.Fromtheresultingsegments,keyframesare
extractedfolowingtheprocedureexplainedinnextsubsection.
3.3.Keyframeextraction
Sinceweaimtosolveahigher-leveltask,suchasavideoannotationtask,theop-
timalstrategywilbethatonewhichmaximizestheperformanceoftheannotation
systemanalyzingthelowestnumberofkeyframes.Therefore,thekeyframeextrac-
tionstrategyproposedinthispaperreliesonthepreviouscameramotionclassifca-
tionand,inparticular,onthemeaningofeachmotionpaternfortheannotationtask.
Specifcaly,thekeyframeextractionprocessdependsonthedetectedcameramotion
asfolows:
•ForStilandZoomcameramotionpaterns,thevisualcontentsshouldremain
fxedduringthewholevideosegment.Itisworthnotingthat,althoughim-
portantchangesinscaleandevenviewpointmayoccurwithrespecttoannotated
referenceimages,ourannotationapproachisinvarianttoseveralgeometrictrans-
formationsand,therefore,onekeyframeshouldcontainaltheinformationinthe
shot.
•ShakecameramotionpaternsareactualysimilartoStilpaternsfromtheuser
pointofview,theonlydiferencebeingthattheuserfailstoholdthecamcorder
steady.Inotherwords,duringshakecameramotionsegmentstheuserfocuses
onaconceptofinterest.Therefore,onekeyframeisenoughagaintocapturethe
conceptshownintheshot.
•Fastmotionpaternsnormalyappearwhentheuserintendstochangetheobjec-
tiveoftherecording(pointingtoanotherplace).Thus,framesassociatedwith
thismotionpaternareoflitleinterestfortheuser.Additionaly,theymayap-
pearseverelyblurredduetothefastmotion,whichwoulddramaticalydecrease
theperformanceoftheannotationsystem.Therefore,nokeyframesareextracted
fromshotsassociatedwithFastpaterns.
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•ThekeyframeextractionmodelforthesegmentsexhibitingaTranslationmotion
paterndeservesabriefexplanation.Theperceptionaccuracyofthevisualcon-
tentwhenthistypeofmotionisinvolvedvariesaccordingtothecameramotion
speed.PreviousstudiesDaly(1998)haveestablishedthatthehumaneyeisspe-
ciallyatractedbymotionsofacertainvelocity(between6and30deg./s.ofthe
visualfeld),thendecreasingitsaccuracyforfastermotions.Therefore,instead
ofanalyzingjustonekeyframepervideosegment,asdoneforotherpaternssuch
asstilsorzooms,whenthismotionpaternhappens,theactualcameramotion
speedshouldbetakenintoaccounttodecideonthekeyframesamplingrate.In
ordertomeasurethecameraspeed,weconsidertheaveragetranslationalspeed
(¯Ts)inavideosegmentsastheaverageofthecomponents[HV]ofourHVR
motionmodel(seesec.3.1).Inparticular,weproposeakeyframesamplingrate
defnedbymeansofashifted(Tref)andscaled(rmax)triangularfunction:
rs=rmaxTri T¯s−TrefTref (11)
withrmaxbeingthemaximumsamplingratethatdependsonthedesiredcompu-
tationalcomplexityoftheapplication;andTrefhasbeenheuristicalyestimated
asthe25%ofthelargestdimensionoftheimage.Intuitively,thekeyframeex-
tractionratefortranslationsegmentsgrowswiththecameraspeed¯Tsuntilthe
valueTref,whenitstartstodecreaseaccordingtothepresumedloweruser’s
interestonthecontentbeingrecorded.Intheexperimentalsection,wewilcom-
parethisstrategywithabaselinefxedrateofkeyframesampling.
Insummary,wearetakingonekeyframefromStil,Zoom,andShakesegments
whereweassumethatthevideocontentdoesnotvary;wearetakingseveralkeyframes
fromTranslationsegmentswhereweassumethattheuserisexploringavaryingcon-
tent,modulatingthekeyframesamplingrateaccordingtoapresumedperceptionac-
curacyderivedfromthecameraspeed;andfnaly,wearediscardingFastsegments
becauseweassumethattheyaremeaninglessfortheuser.
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Figure3:ProcessingpipelineoftheproposedUGVannotationsystem.
4.CompleteUGVAnnotationSystem
InordertoassesshowtheproposedtemporalUGVsegmentationandkeyframe
extractionsubsystemscontributetoimprovetheperformanceofahigher-levelsystem,
wehaveimplementedacompleteUGVannotationsystemthatisdescribedinthis
section.
ThegeneralschemeofourUGVannotationsystemimplementedisilustratedin
Fig.3.OncetheUGVisavailable,thesystemgeneratesavideotemporalindexand
selectstheappropriatekeyframesforeachvideosegmentaccordingtotheinferred
cameramotion-basedrelevance,asdescribedintheprevioussection.Inparalel,aset
ofreferenceimagesisselectedaccordingtothecontextinformationassociatedwiththe
query.Aswewildescribeintheexperimentalsection,thesereferencedatasetsmaybe
generatedinavarietyofways:insomecases,weuseageneralnameoftheplacewhere
thevideowasrecorded(amuseum,acity,aregion,etc.)toautomaticalygeneratea
listofartworksorlandmarksfromWikipedia;inothers,weusetheGPScoordinates
obtainedfromthebuilt-inGPSreceiversoftheacquisitiondevices.Thisinformation
isusedtoperformsearchesoverweb-availableimagedatasetssuchasFlickrtoobtain
adatasetofpotentialysimilarimagesenrichedbyannotationsintheformoftags,
descriptions,ortitles.
Oncebothkeyframesandreferenceimagesareavailable,theimageretrievalsub-
systemisinchargeofcomputingasimilaritymeasurebetweeneachkeyframeandthe
referenceimagesand,therefore,lookingfornear-duplicatecontents.Althoughitisout
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ofthescopeofthispaper,itisworthnotingthattheexperimentsconductedinthispa-
perhaveusedarobustimageretrievalsystemdescribedinGonzalez-Diazetal.(2012,
2014),aprobabilisticapproachthatincorporatesrobustmethodsofgeometricverifca-
tionforrigidobjects.GivenavideokeyframeandsetofRreferenceimagesrelatedto
thequery,theoutputofthismoduleisavectorcontainingtheglobalsimilaritymea-
sureχr,withr=1..R,betweenthecorrespondingkeyframeandeachofthereference
images.
Finaly,basedonthissimilaritymeasure,thesystemgeneratesthesetofannota-
tionsassociatedtoeachkeyframe.Forthatend,twoscenariosareenvisaged:a)insome
particularscenariosasthosepresentedinthesection5.2,eachreferenceimagebelongs
tooneofapre-defnedsetofconceptcategoriesorvocabularyandmax-poolinghas
providedthebestresultsinourtests.Hence,thecategoryofthemostsimilarimageis
usedasannotation.b)Inamoregeneralandunconstrainedscenario,labelsaregiven
intheformoftagsortitlewordsprovidedbyusers,sothatthefnalannotationprocess
becomesmorecomplexaswewilexplaininsection5.3.
5.ExperimentsandResults
Inthissectionwedescribetheexperimentsanddiscusstheresultsconcerningthe
assessmentoftheproposedUGVtemporalsegmentationandkeyframeselectionalgo-
rithms. Wehaveconductedexperimentsattwolevels.Atsubsystemlevel,wehave
assessedtheperformanceoftheHHMM-basedUGVtemporalsegmentationsubsys-
temincomparisontoastate-of-the-artSVM-basedsystem.Atsystemlevel,besidesthe
annotationperformance,wehaveassessedtheinfuenceoftheUGVindexingmethod
ontheautomaticannotationprocessovertwonoveldatasetsforparticularobject/scene
recognitioninvideo.Finaly,anonlinedemoforautomaticUserGeneratedImage
andVideoannotationisalsointroducedthatshowshowourproposalcanbeappliedto
UGCannotationinverygeneralandunconstrainedscenarios.
5.1.ExperimentsonUGVTemporalSegmentation
Inordertoshowtheperformanceofthevideotemporalsegmentationmodule,we
havecreatedavideodatabasewithclipsshowingcontentsgeneratedbynon-professional
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users.Intotal,thedatabasecontains2.12hoursofvideo,distributedin106diferent
fleswithanaveragelengthof1.2minutes,whichgivesplacetoapproximately230K
framestobeanalyzed.ThevideoshavebeencolectedfromYoutubeandtheaverage
qualityintermsofimageresolutionandbitrateis:
•resolution:640x480
•bitrate:400kbps
Thesegmentationdatasethasbeenmanualyannotatedatframelevel,sothateach
framebelongstoaspecifccategoryofcameramotion.Furthermore,wehavesplit
thedatabaseintothreesetsofapproximatelyequalsize,namely:train,valandtest.It
isnoteworthythatthesplitwascarefulymadetoprovideabalancedsub-divisionfor
everycameramotionpatern,sothat,foreachcameramotionpatern,asimilarnumber
ofvideosegmentswascontainedineachset.Inanycase,thesplitalsoresultedquite
balancedintermsofvideototalduration.
OurapproachtotraintheHHMMwasasfolows:
1.FortheindividualHMMsdevotedtoeachmotionpatern,weusedthetrainset
togeneratemodelsforseveralvaluesofthehyperparameters(numberofstates
M,lengthofthetemporalwindowW)andevaluatedthosemodelsovertheval-
idationset,thusselectingtheoptimalsetofvaluesM=5,W=42.Theresultof
thisvalidationisshowninFig.4(a).
2.OncetheoptimalindividualHMMswereset,webuiltaglobalmodel,andvali-
datedtheglobalhyperparameterγoverthevalidationset.AsmentionedinSec-
tion3.2.3,γafectsthesubmodelinsertionprobabilityandcontrolshowlikely
oursegmentationmodelalowschangesbetweendiferentmotionpaterns(bal-
ancebetweenunderandoversegmentation).Therefore,tooptimizethisparam-
eterwithsomegenerality,weselectedthatvaluethatminimizesoverthevali-
dationsettherelativediferencebetweenthenumberoftemporalsegmentspro-
videdbyourmodelandthetruenumberofsegmentsinthegroundtruth.Ascan
beobservedinFig.4(b),largevaluesofγleadtoveryunstablesegmentations,
withveryshortsegments,andalotofchangesbetweenmotionpaterns,produc-
inganincreaseintherelativeerror.Nevertheless,forawiderangeofvaluesof
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Figure4:Resultsofthecross-validationprocedureforHHMMhyperparameters.a)Joint2Dcross-validation
ofM(numberofstates)andW(lengthoftemporalwindow);b)Validationoftheγhyperparameter.
Table1:HuangandDom(HD)segmentationerorfortheHHMMandSVM-basedsegmentationsystems
Model HDerror
w/opost.
HDerror
withpost.
HHMM 0.4781 0.4747
SVM 0.5842 0.5150
γ,theachievederrorremainslowandquitestable.Finaly,fromtheresultsin
Fig.4(b),wechoseγ=1e−20fortheremainingexperiments.
3.Oncewehadaltheoptimalparameters,wetrainedaglobalHHMMmodelfor
videosegmentationusingthetrain+validationset,andassesseditusingthetest
set.
Wehaveassessedthetemporalsegmentationmoduleaccordingtotwodiferent
systemcapabilities:1)TemporalSegmentation;and2)CameraMotionClassifcation.
Theformerevaluatesthesystemperformanceatpartitioningavideointoasequence
ofsegmentswithastablemotionpaternand,consequently,atextractingkeyframesof
interestthatareautomaticalyanalyzedandannotatedbysubsequentstagesinthepro-
cessingpipeline.Fromourpointofview,thisrepresentsthemainfunctionalityofthe
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segmentationmoduleand,althoughthesegmentationiscomputedbasedonthecamera
motion,theidentifedmotionpaternisactualynotconsideredintheevaluation.In
otherwords,thealignmentbetweentheproposedandthegroundtruthsegmentations
iscomputedwithouttakingintoaccounttheclassofeachsegment.
Thelater,meanwhile,aimstoprovideacomplementarymeasureofthesystem
performanceatclassifyingthecameramotionintooneoftheconsideredpaterns.This
classifcation,althoughinitialyconceivedasawaytotailorthetemporalsegmenta-
tion,additionalyalowsustoassignacameramotion-basedrelevancetoeachvideo
segment(e.g.segmentswithzoomstendtobemorerelevantfortheuserthanones
withfastmotion).
WehavecomparedourapproachtoaSVM-basedsegmentationtechnique.This
referenceapproachisverysimilartotheoneproposedinAbdolahianetal.(2010)
exceptfortwodiferences:a)inordertoensureafaircomparisonbetweentheSVM-
andHHMM-basedsegmentationapproaches,theinputfeaturesfortheSVMarethe
sameonesusedinourproposal;andb)inAbdolahianetal.(2010)themulticlass
problemwassolvedbymeansofacascadeofbinaryclassiferswhereas,inourcase,
amulti-classimplementationoftheSVMwasusedtoselectthemostappropriatemo-
tionpaternforeachframe.Letusnotethat,similarlyaswedidforourHHMM,we
havealsovalidatedthehyperparametersinvolvedintheSVM-basedmodel,getingthe
folowingoptimalvalues:W=42,andC=0.125.
Toevaluatethetemporalsegmentationperformancewehaveusedthewelknown
HuangandDomsegmentationerrorHuang&Dom(1995),ameasureinwhichbidi-
rectionalHammingdistancesarecomputed(andlatercombined)betweentheGround
Truth(GT)andtheEstimatedSegments(ES).Eachdirectionofthedistancetakes
intoaccount(andthereforepenalizes)eitheroversegmentation(GT–>ES)orunder-
segmentation(ES–>GT).SegmentationresultsareprovidedinTable1,intermsofthe
alignmenterrorbetweenthetwosegmentations(0meansaperfectalignment).For
eachapproach,twoalternativeshavebeenevaluated:a)thebasicone,whichusesthe
directoutputsoftheclassifer/segmenter(eithertheHHMMortheSVMoutputs);and
b)apost-processedapproach,inwhichsegmentsoflessthanonesecond(30frames)
areremovedfromtheresults. Asitcanbeeasilynoticed,whereaspost-processing
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Figure5:Twoexamplesofvideotemporalsegmentationsbasedoncameramotionclassifcation.Thered
dashedlinestandsforourproposal,thebluedotedonefortheSVM-based,andthegroundtruthisrepre-
sentedwithablacksolidline.
becomescriticalfortheSVMapproach,theresultsofourapproachremainunaltered
whenpostprocessingisactivated.TheexplanationisthattheHHMM-basedsolution
partitionstheinputvideoinasimilarnumberofsegmentsthanthoseonesoftheground
truth,whereastheSVM,duetothefactthatitdoesnotexplicitlyconsidersthetransi-
tionsbetweendiferentcameramotions,notablysufersfromoversegmentation.This
observationissupportedbytheresultsshowninFig.5,whichdisplaystwoexamples
ofvideotemporalsegmentationusingcameramotionclassifcationforboththeSVM-
basedapproachandourproposal.Furthermore,evenifweactivatethispost-processing
step,ourproposalnotablyoutperformstheSVM-basedsolution,withanimprovement
ofabouta8%(18%ifweremovethepostprocessingstep).Inthefolowing,weare
comparingtheapproachesthatincorporatethepost-processingstage.
Inadditiontothissegmentation-basedevaluation,wehavealsoassessedthemo-
tionclassifcationperformanceofourapproachbycomputingtheconfusionmatrices
fortheSVMandtheHHMM-basedsystems,whichareshowninFig.6(a)and(b),re-
spectively.Inbothfgures,therowscorrespondtothecorrectclass,thecolumnstothe
hypothesizedoneandthecelcolourindicatesaccuracyvalues(whitecorrespondsto
thehighestclassifcationrateandblacktothelowestone).Table2showsthediagonals
ofthesetwoconfusionmatrices,whichprovidetheaccuracyofeachsystemforeach
classofcameramotion,andtheaverageclassifcationratecomputedasthemeanofthe
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Table2:Classifcationaccuracy(%)forthecomparedHHMM-andSVM-basedsegmentationsystems
Model Trans. Zoom Fast Shake Stil Avg.
HHMM 29.48 56.11 51.42 53.73 89.9156.13
SVM 69.15 36.72 38.48 44.41 78.9053.53
diagonal.Fromthistable,itcanbeobservedthatverysimilaraverageaccuraciesare
obtained,withaslightlybeterperformanceofourapproach.However,theHHMM-
basedsystemachievesbeterperformanceforalmosteverymotionpatern(specialy
forZoomwhichhashighersemanticrelevancethanothermotiontypes)exceptforthe
translationalone,inwhichSVMobtainsnotablybeterresults.Analyzingtheconfu-
sionmatrices,itcanbeobservedthatfortheSVM-basedsystem,FastandShake(and
inlessdegreeZoomandStil)arefrequentlyclassifedasTranslationwhereasHHMM
reduces,ingeneral,theconfusabilitybetweenclasses.Inotherwords,HHMMseems
todiscriminatebeterbetweenthediferentmotionpaternsthanSVM.Also,itisworth
mentioningthatintheHHMMsystem,Translationsegmentsaremainlyconfusedwith
Stilbecausethesesegmentspresentaverylowcameramotionspeedand,according
tothekeyframeextractionstrategyproposedinSection3.3,theywilproducealmost
thesameresultsintermsofextractedkeyframesasiftheywereconsideredasStilseg-
ments.Foraltheaforementionedreasons,andaswewilseeinthefolowingsections,
theHHMMisexpectedtoperformbeterthanSVMintheevaluationofthecomplete
UGVannotationsystem.
Hence,wecanconcludethat,forasimilaraverageclassifcationaccuracy,ourpro-
posalachievesmoresuitablesegmentationsinthesensethatthenumberofdetected
videosegmentsismuchclosertothegroundtruth,andnotablylowerthanthatone
providedbytheSVM-basedsolution,whichispronetoover-segmentation.Thisleads
notonlytobetersystemperformance(intermsofamoreprecisevideoindexing),but
alsotoimportantsavingsincomputationaltimeforvideosegmentsshowingZoom,
Stil,andShakepaterns,forwhichoursystemextractsjustonekeyframe.
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Figure6:Confusionmatrices[%]:(a)HHMM-basedsystem;(b)SVM-basedsystem.
5.2.ExperimentsonVideoAnnotation
WehaveassessedtheinfuenceoftheUGVtemporalsegmentationsubsystemona
higherleveltask.Tothatpurposewehavebuiltacompletesystem(seeSection4that
performsanautomaticannotationofeachvideosegmentgeneratedbythesegmentation
subsystem.Forthisassessment,wehavegeneratedtwodatasetsthathavebeenmade
availableonline4:theLouvreArtworksdatasetandtheMadridLandmarksdataset.In
thefolowingparagraphswewilthoroughlydescribebothdatasets.
TheLouvreArtworksdatasetcontains80minutesofusergeneratedvideofootage
dividedinto10sequenceswithlengthsrangingfrom2to20minutes.Thesevideo
sequenceshavebeenrecordedbynon-professionalsuserseitherinsideoroutsidethe
LouvreMuseumandmostlyshowrawcontentwithnoorlitleedition.Inparalel,
usinginformationautomaticalyretrievedfromWikipedia,wehavegeneratedalistof
165artworks(paintingsandsculptures)thatcanbepotentialydetectedinthevideo
dataset.Furthermore,wehavedownloadedfromFlickranimagedatasetshowingthe
selectedartworks.Itshouldbeemphasizedthatthewholeprocessforthedatasetgen-
erationwascompletelyautomatic.Ontheonehand,thisfactprovestheusefulnessof
theproposedapplicationsinceadatabaseforasimilartaskcouldbereadilygenerated
inthesameway.Ontheotherhand,anautomaticprocedureinevitablyentailsdiverse
4htp:/cerceta.tsc.uc3m.es:9090/dbsLouvreMadrid.zip
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artifacts:someoftheimagesmaybeincorrectlyassociatedwithanartworkdueto
noisyannotationsbyFlickrusers;someimagesmayshowmorethanoneartwork,etc,
whichmakesthingsmorechalengingtoourapproach.Thereferenceimagedatabase
consistsof610imagesand,inaverage,itcontainsbetween4and5imagesperartwork.
Wehavemanualyannotatedthevideodataset,fnding123occurrencesof49distinct
artworkcategories.Letusnotethat,forsimplicity,labelshavebeenassignedatvideo
leveland,therefore,theevaluationisalsoperformedonavideobasis. Moreover,we
havecheckedthattheprobabilityofassigningacorrectlabelatvideolevelbecauseof
afalsepositivedetectionatagivensegmentisnegligible.
TheMadridLandmarksdatasetcontains115minutesofvideodividedinto20se-
quenceswithlengthsbetween30secondsand30minutes.Thesevideoswererecorded
bytouristsvisitingMadridandexhibitpropertiessimilartothoseoftheLouvredataset.
Wehaveautomaticalyidentifed40landmarksofMadridandwehavedownloadeda
totalof1998referenceimages(approximately50imagesperlandmark).Aftermanu-
alyannotatingthevideodataset,wehavefoundatotalof65occurrencesof28distinct
landmarks.Asinthepreviouscase,thedatasethasbeengeneratedfolowingacom-
pletelyautomaticprocess.ThisdatasetismorechalengingthantheLouvredatasetdue
tovariousreasons:thevariabilityofthelandmarksishigherthanthatoftheartworks
(acityvs.amuseum);thevisualappearanceofanartwork,specialyapaintthatisa
planarsurface,exhibitslowervariationsthanthatofbuildingsandplacesofinterest,
whichcanberecordedfromquitediferentpointsofview;thevariabilityofphotos
takeninverylargeplaces,suchasparks,issohighthatmakesveryhardeventoapply
classicalimageretrievaltechniques;etc.
Inourexperimentswehaveroughlyextractedandanalyzed2000videokeyframes
perdataset.Therefore,wecansaythatthesizeofthesedatasets(queriesandreference
images)iscomparabletothatofthemostwelknowndatasetsfornear-duplicateimage
search(e.g.OxfordDBPhilbinetal.(2007),HolidaysDBJegouetal.(2008),orParis
DBJ.Philbin,O.Chum,M.Isard,J.Sivic,andA.Zisserman(2008)).
Inthisscenario,sincebothdatasetsrequiredetectinginstancesoffromapredeter-
minedlistofconcepts(eitherartworksorlandmarks,dependingonthetask),wehave
preferredtoassessthesystemperformanceintermsofitsconceptrecognitionability,
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bycomputingtheAveragePrecision(AP).Specifcaly,wehavemanualyannotated
everyvideobylistingtheconceptsthatactualyappearinitandwehavecomputed
theAPofthesystembycomparingtheseconceptstothoseautomaticalyannotatedby
thesystem(onepervideosegment). Moreover,wehaveassessedtheperformanceat
diferentcomplexitylevels,thussimulatingsystemswithdiferentcomputationtime
requirements.Tothatend,wehaveusedtheproposedcameramotion-basedUGV
segmentationandkeyframeselectionprocedurestogenerateacompletekeyframeset,
whichhasbeenthenrandomlysubsampled,thusvaryingthecomputationalcomplexity
(thelowerthenumberofevaluatedkeyframespersecond,thelowercomplexity,and
viceversa).
Theproposedmethodforkeyframeselectioninvolvesselectingonekeyframeper
eachshake,zoom,orstilsegment,andseveralkeyframesfor(potentialyvarying-
content)translationsegments.Thefrstexperimentwasdevotedtoassesstheperfor-
manceofthemethodproposedinSection3.3forvaryingthekeyframesamplingrate
intranslationmotionpaternsaccordingtothecameramotionspeed.Inordertoeval-
uatetheproposedmethod,thereferencekeyframesubsetfortranslationswasbuiltin
twodiferentways,whichwerecompared:a)assuggestedbytheproposedcamera
speed-basedkeyframeselectionmethod;andb)usingafxed-ratekeyframeselection
method.Forthisexperiment,althekeyframesassociatedwithnon-translationseg-
mentswereused,whilethoseoftranslationsegmentsweresub-sampled,forthetwo
comparedreferencesubsets,toachieveresultsatseveralcomplexitylevels.
InFig.7theproposedkeyframeselectionmethod(greenline)iscomparedto
thefxed-ratekeyframeselectionmethod(blueline)fortheLouvreArtworkdetec-
tiontask.TheresultsinAPtermsareshownasafunctionofthenumberofanalyzed
keyframes(expressedinkeyframespersecond).Letusnotethatthisdependencehas
beenachievedbyvaryingthevalueofthermaxparameterineq.(11). Ascanbe
seen,theproposedcameraspeed-basedkeyframeselectionmethodnotablycontributes
toimprovetheconceptrecognitionresults.Furthermore,theimprovementremains
approximatelyconstantwiththenumberofusedkeyframes,whichmeansthatthepro-
posedspeed-basedkeyframeselectionprocessturnsouttobemoreefectiveforcon-
ceptrecognitionpurposes.Forthesubsequentexperiments,wehavesetthevalueof
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Figure7:AcomparisonofKeyframeselectiontechniquesfortranslationsegmentsintheLouvreArtwork
detectiontask.
themaximumframeraters=1kfps,whichapproximatelyproducesanefectiveframe
rateof0.25kfpsinFig.7.
Oursecondexperimentaimstogainsomeinsightintotherelevanceofthecon-
sideredmotionpaternsforthevideoannotationtask.InFig.8wecompareseveral
systemconfgurationsusingtheHHMMsegmentationapproachfortheLouvreArt-
workdetectiontask.Inparticular,eachconfgurationusesonlykeyframesfromseg-
mentsexhibitingoneparticularmotionpatern.Aswediditpreviously,tocomputethe
performanceatdiferentcomplexitylevels,thecorrespondingreferencekeyframesets
weresubsampled.Theresultshighlightthezoomasthemostrelevantmotionpatern
forvideoannotation,whichagreeswithourinitialhypothesisthatthiscameramotion
paternisusedtofocusonconceptsofspecialinterestfortheuser.Nevertheless,the
zoompaternisnotsocommonlyusedand,therefore,limitingtheanalysistothistype
ofsegmentswouldprobablyleadtoalargenumberofmisseddetections.Similarly,we
havefoundthat,althoughtheyrepresentaverysmalportionoftheanalyzedframes,
therelevanceofshakepaternsisalsoquitenotable.Onecouldthinkofshakyseg-
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Figure8:AstudyoftherelevanceofdiferentmotionpaternsintheLouvreArtworkdetectiontask.
mentsasstilsegmentsinwhichsomekindofcamcordershakehappens.However,
thesurprisinglypoorresultsachievedforthestilmotionpaternputintoquestionthis
hypothesis.Aftervisualizingthevideos,wefoundtworeasonsfortheseresults:1)
therearemanyshortstilsegmentsatthebeginningortheendoftranslations.Inal
thesecases,thesegmentdoesnotcontainanyvaluablecontentsincetheusereither
hasnotpointedyettotheobjectofinterestorhasalreadyleftit;and2)stilsegments
alsohappeninscenarioswherethecameraisatachedtoatripodandrecordsaperson
talking,withoutanyconceptofinterestinthescene. Wewouldliketonotethatthis
secondfndingcouldbegeneralyarguablesincepeoplefaces,althoughuselessinour
datasets,areusualyofgreatinterestinmanyproblems.Finaly,translationsegments,
althoughlessrelevantthanzoom,aresopopularinourvideodatasetsthatbecomethe
mainsourceofinformationforvideoannotation.
Therefore,asmartkeyframeselectionmethodthatreliedonthetypeofcamera
motioncouldbeusedtoproperlybalancecomplexityvs.performanceinagivenap-
plication.Forinstance,ifcomplexitywerethetoughestrequirement,thesystemwould
focusonzoomandshakesegments;whileifveryhighannotationratesweremandatory
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inourapplication,translationsegmentswouldbeanalyzedindetailattheexpenseofa
notableincreaseinprocessingtime.Toprovethislastinsight,wehavedesignedasim-
plerelevance-basedkeyframesubsamplingscheme,wherethekeyframesubsampling
hasbeenmadeaccordingtoanon-uniformprobabilitydensityfunctionthatassigns
thefolowingheuristicrelevanceindexestothediferentcameramotiontypes:fast:0,
stil:1,translation:2,shaky:3,andzoom:4.Itisworthmentioningthatthesevalues
havebeenobtainedfromthepreviousexperimentbysimplycomputingandrounding
theaverageratiobetweentheAPandthenumberofanalyzedframesforeachparticu-
larmotionpatern.Obviously,theserelevanceindexescouldhavebeenmorecarefuly
estimated,butwedecidednottoaddressthistaskbecausethissimplesetofvalues
alowedustoproveourclaim.
InFigs.9(a)and9(b)weshowdetectionresultsfortheLouvreArtworksand
MadridLandmarkdatasets,respectively.Ineachfgure,wecomparetheperformance
ofthreestrategiestoselectkeyframes;namely:1)akeyframeselectionbasedonthe
cameramotion-basedsegmentationachievedbytheproposedhierarchicalHMM(re-
ferredastoHHMM);2)thesameusingaSVMforcameramotion-basedsegmentation
Abdolahianetal.(2010)(referredastoSVM);3)arepresentativeapproachofthefam-
ilymethodsrelyingonvisualframedescriptors(VISUAL);and4)abaselinekeyframe
selectionmethodconsistingonafxed-ratesamplingthatdoesnottakesegmentation
intoaccount(UNIFORM).Inparticular,thevisualframedescriptormethodfrstlyper-
formsashotboundarydetectionandthen,withineachshot,clustersframesbasedon
visualdescriptorsandselectsaskeyframesthoseframesthatbestrepresenteachclus-
ter.Inparticular,folowingpreviousapproachesLietal.(2011b);Zhangetal.(1997),
wehaveconsideredcolorhistograms,histogramsofgradientorientations,andcamera
motionparametersasvisualdescriptors.
Letusremindthat,inordertoprovideresultsatseveralcomplexities,bothHHMM
andSVMapproachesusenon-uniformsamplingbasedonmotion-basedsegmentrel-
evances,whereastheVISUALapproachsetsthenumberofclusters(keyframes)per
shotdependingonthedesiredcomplexity.Asshowninthefgures,inbothdatasets,our
proposalconsistentlyoutperformstherestoftheapproachesatanygivenrateofeval-
uatedkeyframes.Furthermore,intheMadridLandmarksdataset,bothsegmentation-
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Figure9: Comparisonofrecognitionresultsforseveralcameramotion-basedsegmentationmethodsin(a)
theLouvreArtworkdataset,and(b)theMadridLandmarkdataset
basedmechanismsclearlyoutperformthoseoneswithoutsegmentationasthenumber
ofevaluatedkeyframesincreases.Therationalebehindthepoorresultsachievedbythe
SVMmehodforlowratesofanalyzedkeyframesinMadriddatasetisthefolowing:at
theserates,thisparticularsegmentationmethodanalyzesahigherproportionofshake
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Figure10:SomeexamplesofoutputsoftheannotationoverLouvredataset(leftcolumn)andMadriddataset
(rightcolumn).Thefrst4rowsshowrelevantretrieveddocumentsthatgiveplacetocorectannotations
(detectedobjectsareshowninagreenboundingbox).Thelastrowshowsthefrstnon-relevantretrieved
imagethatgivesplacetoawrongannotation.
motionsegments,asopposedtoourmethod,thatanalyzesmanymorekeyframesof
zoomsegments.Thisfactisduetoprobablywrongcameramotionlabelsproducedby
theSVM,whichleadstomisalignmentbetweentheuserpreferencesandtherelevance-
basedsampling.Finaly,themoretraditionalapproachrelyingonframevisualfeatures,
althoughprovidesnotableresultsintheLouvredatataset(probablyduetotheverydis-
tinctvisualnatureofeachartworkinthemuseum),showsquitepoorperformancein
theMadriddataset.Insummary,wecanconcludethattheseresultshighlighttheim-
portanceofsuitabletemporalsegmentationandkeyframeselectionmechanismsina
videoannotationsystem.ThisfactisparticularnoticeableintheMadriddataset,where
bothsegmentation-basedmethodsnotablyoutperformstheothertechniques.
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Theproposedsystemforsearch-basedUGVannotationachievesremarkableAP
values:77.82%and74.86%fortheLouvreArtworkandtheMadridLandmarkdatasets,
respectively.InFig.10weshowsomeexamplesofvideoannotation.Thefrst4rows
showsuccessfulcases,whilethelastoneilustratesannotationerrors.Aswecansee
inthefrstrows,oursystemisabletoidentifyeitherartworksorlandmarksofinterest
underavarietyoftransformations,suchasscale,viewpointchange,varyingilumina-
tions,orsevereocclusions. Afteranin-depthstudyoftheresults,wecanconclude
thatthemainsourceoferrorinthesystemarethemisseddetectionsduetothelackof
keyframesshowingtheconcept.Moreover,thistypeoferrorscanbeatributedtothe
segmentationandkeyframeselectionmodules,whichagainstressestheirimportance.
Onthecontrary,falsealarmsaremuchlesscommonsinceitishighlyunlikelytofnd
non-relevantimagesshowinghighsimilarityvalueswithagivenkeyframe.Inanycase,
inthelastrowofFig.10weshowtwoexamplesoffalsealarmsthatproducewrong
annotationsofthecontent.FortheexampleintheLouvredataset,theerrorisduetoa
noisyannotationinthereferencedataset,sincethereferenceimage(right)wasanno-
tatedbyaFlickruserwiththenameofaparticularpainting(TheMassacreatChios)
thatisactualylocatedintheroomshownintheimage.TheexampleintheMadrid
datasetisevenmorestriking,sinceoursystemismatchingthelampostappearingin
thetwoimages.Althoughtheplacesarecompletelydiferent,thelampostmodelisin
factquitesimilarinmanystreetsofthetown.
5.3.AnonlinedemoforVideoAnnotation
Inordertodemonstratethesystemperformance,anonlinedemoofourannotation
systemisavailableonline5.Inthisdemo,oursystemprovidesautomaticannotations
andROIsegmentationsgivenageo-locatedqueryimageorvideo.
Thedemoalowsuserstouploadmultimediacontentsandgeo-locatethemusingan
intuitivewebinterfacebasedonGoogleMaps.Theusermayselectdiferentvaluesfor
thegeo-location(fromveryprecise,simulatingcapturingdeviceswithabuilt-inGPS
receiver,toveryrough,coveringthewholecity/regionwerethecontentwastaken),
5htp:/cerceta.tsc.uc3m.es:9090/apps/AFICUS/web/AfcusDemo.html
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Figure11:Onlineannotationdemo:a)VideoSummary(4videosegments)andannotation;andb)example
ofasegmentannotation.
andforthenumberofretrievedimagesfromFlickr.Inaddition,severaldemonstrative
samplesarealsoavailablefordirectuse.Oncetheinputdataareuploaded,oursystem
retrievesfromFlickrasetofreferenceimagestakenaroundthesamelocation.Itis
worthmentioningthatthedatabaseisalwaysbuiltinreal-timeand,thus,neverstored
inourservers.Consequently,thisprocessentailsanimportantoverheadtothesystem
operationwithrespecttoascenarioinwhichreferenceimageshavebeenpreviously
retrievedandprocessed.However,theobjectiveofthisdemoisnottogetaveryfast
annotationsystembuttoshowupitscapabilities.
Comparedtothepreviousexperiments,inthiscaselabelsaregivenintheform
ofusertags/imagestitlesprovidedbyusersuploadingthereferencecontent.Hence,
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inordertoprovideavideoannotation,thesystemcomputesarankingofproposed
labelsinsuchawaythatthoselabelsassociatedwithmoresimilarimagesarebeter
candidatestobecomepartoftheautomaticannotationofthecorrespondingkeyframe.
Then,altheindividualsetsoflabels(oneperkeyframe)areproperlyfusedtoprovide
ahighlevelannotationforthewholevideo.
ThetypicaltagsthatcanbefoundindatabasessuchasFlickrarenoisyanddonot
folowanypredefnedvocabularyortaxonomy,whichpreventsfromastraightforward
fusionoflabels.Inparticular,ithappensthatdiferent,butveryredundantlabels,
appearasaresultofslighttypographicalvariations.Forexample,“towerofondon”,
“toweroflondon”,and‘’thetowerofondon”representthesamesemanticconceptand
shouldbemergedintojustonetag.Inourimplementation,theLevenshteindistance
Levenshtein(1966)hasbeenusedtoevaluatethesimilaritybetweenlabelsandmerge
thoseonesshowingverylowdistances.
Then,eachlabelassociatedwithareferenceimageisweightedaccordingtoits
visualsimilaritywiththequery;specifcaly,theweightiscomputedasfolows:
wr= χrχmax
α
(12)
wherethenormalizationfactorχmaxisthemaximumsimilaritymeasureintherefer-
enceset,andα,whichverifesthat0≤α<∞,isaparameterthatwasheuristicaly
chosen(α=2inourexperiments).Highervaluesofαleadtoannotationsdominated
bylabelsbelongingonlytothemostsimilarimages,whereaslowervaluesleadtoan-
notationsexhibitinglabelsfrommanyimagesofthereferenceset.
Finaly,basedontheseweights,alabelhistogramHiscomputedbyaccumulating
theweightofeachlabellofthereferencesetas:
H(l)=
R∑
r
wrnlr (13)
wherenlrisequaltooneifthelabellwasfoundinthereferenceimagerandzero
otherwise.Alistoftagsorderedaccordingtotheirrelevancetothequerycontentis
easilygeneratedbysortingthehistogramoflabelsH(l)indescentorder.
Insummary,afulyannotatedvideoindexisobtainedbytakingintoconsideration
twotypesofrelevancemeasuresextractedbythesystem.Thefrstrelevancemeasure,
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caledcameramotion-basedrelevance,isinferredfromthefactthatcertaincamera
motionpaterns(suchaszooms,shake,orstils)areactualyrelevantindicatorsofthe
user’sinterest.Thesecond,referredtoasvisualsimilarity-basedrelevance,isobtained
fromthevisualsimilaritymeasuresbetweeneachkeyframeandthesetofannotated
referenceimagesgatheredbytheimageretrievalsubsystem.
6.ConclusionsandFurtherWork
Inthispaperwehaveproposedatemporalsegmentationandakeyframeselec-
tionmethodforUserGeneratedVideo(UGV).Specifcaly,anefcientUGVtemporal
segmentationsystembasedoncameramotionhasbeenproposedwhichpartitionsa
videointouser-meaningfulsegments.Additionaly,asuitablekeyframeselectional-
gorithmhasbeenproposedthatmaximizestheconceptannotationperformancefora
targetcomplexitylevel. Moreover,acompletesearch-basedUGVannotationsystem
hasbeendevelopedtoprovethecontributionoftheproposedmethodstotwodiferent
UGVannotationtasks.
Thesegmentationalgorithmisbasedonaframe-levelcameramotionclassifcation
methodthathasspecifcalydesignedforUGV.Aframe-levelcameramotionclassifer
hasbeenproposedthatreliesonacarefulyselectedsetofmid-levelfeaturesdesigned
tocapturethepropercluesforsolvingthecameramotionclassifcationproblem.Sub-
sequently,anovelHHMM-basedsystemthatusesthesemid-levelfeaturesasinput
hasbeenproposedforsegmentingthevideoaccordingtothecameramotiontype.We
havecomparedtheproposedapproachtoastate-of-the-artSVM-basedsystem.The
experimentalresultsalowustoconcludethatourproposalprovidesmoresuitableseg-
mentations,whiletheSVM-basedsystemclearlyincursinover-segmentation.
Theproposedkeyframeselectionmethodhasbeenprovedtobeanessentialtool
tooptimizethecomplexity-performancetradeof.Inparticular,wehaveperformeda
relevanceanalysisofthediferentcamera-motiontypesintheannotationsystemper-
formance,whichalowstheapplicationdevelopertochooseadesignthatsuitablybal-
ancescomplexityandperformance.
Theimpactofbothsubsystems,theUGVtemporalsegmentationandthekeyframe
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selection,hasbeenassessedonacompleteannotationsystemovertwovideodatasets.
Thecompletesystemhasshownnotableperformanceinvideoannotationtasks:aver-
ageprecisionsof77.82%and74.86%forLouvreartworkandMadridlandmarkde-
tectiontasks,respectively.Furthermore,ourexperimentalresultshaverevealedthat
suchahighperformanceexhibitsasubstantialdependenceofboththetemporalseg-
mentationandthekeyframeselectionmethods,asprovedbytheexperimentalresults
showinghowtheproposedsystemoutperformsbothafxed-ratekeyframeselection
baselineandamoretraditionalmethodrelyingonframe-levelvisualfeatures.Itisalso
worthnoticingthattwoUGVdatasets,theLouvreArtworksdatasetandtheMadrid
Landmarksdataset,havebeenmadepubliclyavailabletosupportfuturedevelopments
onthefeld.
Moreover,inordertoshowtheapplicabilityofourmethod,anintegratedsystem
forUGCannotationhasbeendevelopedandmadeavailableonline.Thedemoalows
userstoplaywithdiferentparametersofthemethod,showingtheannotationresults
underdiferentscenarios.
Sincethisworkhasfocusedontwoparticularelementsofasearch-basedvideo
annotationsystem,manyresearchlinesremainopen.Forexample:thoserelatedtoa
morereal-timeorientedimplementation;thoseconcerningtheincorporationofaddi-
tionalcontext-information(suchasuserpreferencesorsocialnetwork-relateddata);or
thoseassociatedwithmoreelaboratedtagpropagationapproaches.
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