Abstract-Terrestrial ultraviolet radiation (UV) radiation is a primary factor contributing to the degradation of photovoltaic (PV) modules' efficiency and reliability over time. Therefore, accurate knowledge of terrestrial UV incident on the surface of the PV materials is essential to understand the degradation of PV modules and provide reliable assessment of their service life. As PV is deployed in various climate zones, it is crucial that terrestrial UV information is available at various locations. However, the availability of terrestrial UV data-measured or modeled-is extremely limited. On the other hand, total solar irradiance (TS) datasets are relatively abundant. In this study, the National Renewable Energy Laboratory, its industry partners, and ASTM's International Subcommittee on Radiometry and Service Life Prediction are developing a simple method to estimate the clear-sky terrestrial UV irradiance (280-400 nm, 295-400 nm, 285-385 nm, or 295-385 nm) from total irradiance data (280-4000 nm). The goal is to provide reliable estimates of the UV received by samples as a function of location, orientation, tilt, and airmass, thus encompassing a variety of conditions. The Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS) model is used to estimate the UV:TS ratio under various scenarios, and examines the influences of atmospheric constituents, such as aerosols, precipitable water vapor or ozone, and of the local surface characteristics (albedo), on the predicted UV.
I. INTRODUCTION
A S SOLAR energy conversion systems become prevalent, accurate knowledge of the incoming solar irradiance is now necessary to evaluate the reliability and degradation of these systems. This is in addition to the more conventional use of solar resource data for design and performance evaluation. The service life and durability of solar systems depend on their resistance to physical and chemical changes. These changes occur because of exposure to solar radiation in combination with heat and various states of water [1] , [2] . Solar radiationspecifically ultraviolet (UV) radiation, as one of the major stress factors-plays a significant role in the dissociation of polymer bonds in coatings, and discoloring of pigments [2] , [3] . Therefore, obtaining accurate solar radiation data is important to accurately predict the service life and durability of the materials that make up the solar conversion systems such as photovoltaic (PV) modules.
Solar radiation covers a wide spectral range. A small portion of this spectrum is UV radiation, which consists of those wavelengths between 280 and 400 nm [3] . UV plays an important role in altering the properties and accelerating the degradation of materials. This is particularly the case for the transparent cover (including coatings) and encapsulant of PV modules [4] . The ability to quantify, through measurement or modeling, the UV component of the solar spectrum is essential to adequately characterize the long-term degradation effects on these materials.
Various national and international groups, such as ASTM International or the International Electrotechnical Commission, are working toward quantifying the incident UV radiation for indoor and/or outdoor exposure applications. However, measured UV data are not readily available because of the paucity of monitoring stations. It is therefore necessary to determine the UV irradiance through modeling. Since location-specific total (broadband) solar (TS) irradiance data sources are abundant, estimating UV from TS appears to be a good alternative.
Most studies so far were concerned with the evaluation of the erythemal UV for biological or health applications. In contrast, this study investigates the total UV irradiance on horizontal and tilted surfaces by developing a model of the UV:TS ratio using simulations obtained with the Simple Model of the Atmospheric Radiative Transfer of Sunshine (SMARTS) spectral model [5] , [6] for various locations around the world.
II. METHOD
Multiple SMARTS simulations are performed to estimate a multitude of UV:TS ratios as a function of location, tilt, orientation, airmass (AM), surface albedo, and atmospheric constituents such as aerosols, water vapor, or ozone. These modeled UV:TS ratios can then be multiplied by available TS data to obtain the desired UV irradiance. If TS is not measured locally, modeled estimates (which are typically of reasonable accuracy) can be used instead. Representative locations are selected here 2156-3381 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. (see Fig. 1 ). They are from both the Northern and Southern Hemispheres, and include various latitudes and elevations, as well as differing atmospheric conditions and multiple climatic zones [4] . Additionally, some of these locations are often used by solar energy or weathering and durability organizations to predict the service life of various materials. The SMARTS outputs for these or other locations can be directly compared with what would be obtained under the conditions pertaining to the ASTM G173 standard spectrum [7] , since the latter was also developed with SMARTS. At the earth surface, the irradiance is strongly affected by the AM factor, a pure function of the sun's zenith angle, which characterizes the sun geometry [8] . Using the SMARTS model, numerous AM-dependent irradiance simulations are first generated for the locations under study.
The results obtained from the model are validated below using ground-measured total UV. Data from seven high-quality locations representing various climatic conditions are used for this validation process. These stations use various radiometer types to sense UV (see Table I ). For example, the National Oceanic and Atmospheric Administration (NOAA) UV network sites are equipped with a scanning SUV-100 spectroradiometer manufactured by Biospherical Instruments, Inc. [9] . For these locations, the spectral irradiance over 290-400 nm is integrated to obtain the broadband UV, which is then used to validate the modeled UV obtained from this study. 
A. Data Quality Assessment of Measured Ultraviolet for Use in the Validation Process
A preliminary data quality assessment is performed at each site, using a simple regression and standard deviation analysis to remove outliers and/or erroneous data between the measured TS and UV (see Table I ). A scatterplot of these two measurements normally shows a linear relationship. Using these relationships, erroneous data can be detected and removed. No additional quality assessment is necessary at those stations that provide quality-controlled data, such as those of the Biospherical or NOAA networks. The SUV-100 observations need to be corrected for cosine error, however [9] , [10] . At the NREL station, the UV measurements are not corrected because they are calibrated on a regular basis using spectroradiometers traceable to the National Institute of Standards and Technology. All NREL instrumentation is maintained daily (except weekends and holidays), and the site personnel transfers the daily maintenance records into a database. For these reasons, the NREL station had few outliers and/or erroneous data compared with the Phoenix or Miami stations (see Table I ). In the case of the Phoenix station, Fig. 2 shows an example of erroneous data removed at this stage. The errors could be because of malfunction or to moving the UV sensor to another platform with a different tilt angle during a certain period. 
III. RESULTS AND DISCUSSION
The UV:TS ratio method can be employed for locations where measured or modeled TS data are available. By multiplying the ratio obtained from the SMARTS model output by available TS data, the corresponding UV irradiance can be estimated at that location and under specified conditions. The method thus consists in estimating the modeled UV irradiance, UV m , using
where
and where T S m (W/m 2 ) is the measured or modeled TS irradiance under similar conditions under which R uv was derived. Hence, T S m can be either the global horizontal irradiance (GHI) or global tilted irradiance (GTI), depending on the geometry of the receiver. UV S and T S S are the total UV irradiance and total shortwave irradiance estimated with SMARTS, respectively (W/m 2 ). In what follows, UV S is referred to as global UV (GUV) in the case of a horizontal receiver. Finally, R uv is the UV:TS ratio obtained from SMARTS, e.g., GUV/GHI for a horizontal receiver. If R uv , a function of AM, is multiplied by the measured or modeled GHI, the modeled UV on a horizontal surface is obtained. For instance, both measured and modeled GHI data can be obtained from NREL's websites (https://midcdmz.nrel.gov and https://nsrdb.nrel.gov, respectively).
In Fig. 3 , results are obtained using the conditions pertaining to ASTM G173, G177, and G197 (orange, purple, and green lines, respectively). The relative AM is varied between 1 (overhead sun) and 12 (86°zenith angle or 4°sun elevation). Throughout the range of AM investigated here (1-12), the UV:TS ratio varies only slightly, from 0.045 to 0.060, when the atmospheric conditions are fixed to those stipulated in the standards. Additional points show the sensitivity of R uv on changing atmospheric or environmental conditions. Low ratios correspond to low aerosol optical depth (AOD) and/or low precipitable water (PW), whereas high ratios are related to high surface albedo and/or high AOD. There are additional second-order effects from ozone, pressure (site elevation), and aerosol type.
A. Model Formulation
The UV:TS ratio is modeled using mean-annual atmospheric conditions for the 15 locations of Table I . The ratios are calculated from AM using (2) , and a least-squares fitting technique is applied to match all curves in Fig. 4 .
For instance, using the prevailing mean-annual atmospheric conditions at NREL's Solar Radiation Research Laboratory (SRRL) measurement station in Golden, Colorado (see Fig. 4 ), the variation of the ratio as a function of AM appears to be similar to that in Fig. 3 . A good fit, valid for any AM, m, below 65 (zenith angles less than 92°) is obtained from a fourth-order polynomial for each of the 15 locations
where AM is the air mass and m i are numerical coefficients (see Table I and Fig. 4) .
B. Validation Using Horizontal Sensors
In Fig. 6 , the modeled UV m results for one specific clear winter day are compared with 1-min UV measurements using two different UV radiometers (Eppley Lab TUVR and Kipp & Zonen CUV4) at the SRRL location. The two radiometers sense the UV from 300 to 385 nm, but at SRRL they are calibrated against a spectroradiometer to represent the 280-400 nm spectral range. This comparison shows relatively good agreement, with some apparent model overestimation. Around solar noon, the measured and modeled UV differ by 2.2 W/m 2 , or 8%. The difference might be attributed to the use of mean-annual input values (rather than those pertaining to that specific day) in the model, model inadequacies, and experimental uncertainty (e.g., caused by the special calibration procedure described above).
Two separate UV radiometers are used here to check for measurement consistency. It is observed that the instrumentinduced difference is well within the combined experimental uncertainty (see Fig. 5 ).
For a longer term validation, Fig. 6 shows a scatter-plot comparison between the measured (CUV4 instrument) and modeled UV for all-sky conditions during a 50-day period (December 1, 2017 to January 19, 2018) at NREL-SRRL. The area was covered with snow during a few days. Because a higher surface albedo can significantly increase the backscattering contribution in the UV compared with the whole solar spectrum, conditions for which the measured albedo was larger than 0.5 are identified separately, and indeed demonstrate a different behavior.
Similarly, Fig. 7 compares the modeled results with their measured counterpart under "clear-sky" conditions, defined here by a total cloud cover (observed with a sky imager) of less than 10%. The correlation between the modeled and measured UV irradiance is highly significant (r 2 = 0.995), which provides confidence in the simple clear-sky model developed here.
Moreover, in Fig. 8 , the modeled UV m results for one year (August 2016 to August 2017) are compared with average values of hourly UV measurements from the two different UV radiometers at the SRRL location. The modeled estimates show good agreement with the measured UV data, with a slight overestimation of the higher irradiance values. These results are very important because they show that R uv is actually not significantly affected by cloudiness, at least for the conditions of the SRRL station. Hence, the results obtained under clear-sky conditions with SMARTS are generally valid, pending additional validation at sites in different climates.
Most of the hourly differences are within ±2 W/m 2 , as shown in Fig. 9 . There are only a few outliers outside of the ±4 W/m 2 range, which could be related to unusual combinations of atmospheric conditions or radiometer maintenance issues.
To further evaluate the model's performance, irradiance observations from various other locations have been used. Scatterplots are shown in Fig. 10 , revealing that the modeled UV estimated here is reasonably close to the measured values. The difference between the modeled and measured values is small: for the four locations, the average root-mean-square error (RMSE) and mean bias error (MBE) are 3.1 and -0.6 W/m 2 , respectively. The coefficient of determination, r 2 , is above 95% for all locations, which provides confidence on how well the model is replicating the measured data. There is a slight overestimation of the modeled values, which could be explained by the use of mean-annual atmospheric conditions as inputs to SMARTS. Some of the input variables, such as PW or AOD, may be estimated too low for those higher UV irradiance values. Moreover, radiometers such as the Eppley PSP have higher cosine error at high solar zenith angles [11] . This could have more effect at stations such as Alaska or Palmer, where the vast majority of solar zenith angles remain above 60°during the year.
The scatter appears larger at Kailua Kona, which can be explained by the use of a UV sensor with limited accuracy, considering the manufacturer's specification of a calibration uncertainty as high as 10%.
Additional SMARTS simulations are performed to provide UV over spectral ranges such as 285-385 nm or 295-385 nm, because these ranges are typically reported and used in many weathering and durability applications. A different set of coefficients generated by least-squares fitting applies to these UV ranges. Restricting the UV to the 285-385 nm waveband significantly reduces the irradiance compared with the 280-400 nm definition (reported in ASTM G177 [12] ), which can be a source of confusion or error.
C. Model Formulation for Tilted Sensors
The model and validation discussed thus far apply to horizontal surfaces and UV light in the 280-400 nm spectral range. Most of the applications intended here rather deal with tilted surfaces. Furthermore, radiant UV doses in weathering and durability studies are reported in the 295-400 nm or 295-385 nm range. This section investigates the impact of tilt angle and UV spectral range on the R uv ratio.
The R uv ratio is generated for various tilt angles using SMARTS, and then applied to measured or modeled GTI for multiple locations. These results are validated here using data from the Phoenix and Miami stations, as discussed next.
Coefficients of GTI R uv for various wavelength ranges are then derived
Similarly, to (3), a fourth-order polynomial fit is developed for the 280-400, 295-400, and 295-385 nm wavelength ranges. These fits are valid for any AM, m, below 65 (zenith angles less than 92°), as shown in (5).
As mentioned previously, the availability of UV data is extremely limited or even non-existent where solar technologies are deployed. Similarly, GTI data cannot be found easily for all possible geometries of interest in UV degradation applications. On the other hand, GHI can easily be found in the typical meteorological year (TMY) data disseminated publicly by NREL, for instance. Using a typical transposition model, the TMY GHI is first converted into GTI, from which the tilted UV irradiance can finally be obtained through
With the assumption that cloudiness does not affect R uv , the method described here can be used with conventional TMY data to obtain a representative estimate of annual UV irradiation at hourly intervals. As an example, this is done in Table III for four U.S. locations in varied climates. For each site, the TMY GHI (T S m ) dataset is first converted to GTI for the desired tilt/azimuth, and then is used in conjunction with (5) to obtain the modeled UV over various spectral ranges, such as the 285-385 nm waveband.
In Table III , modeled UV irradiations (also referred to as "radiant doses") are compared with measured data. The model results are within 2-8% of the measured values. To put this result into perspective, the yearly variation of natural sunlight intensity is 1-14%, based on the measured UV dose at tilts of 5°, 45°, and latitude tilt in both Miami and Phoenix during 2015-2017 (based on data kindly provided by Atlas-MTT). Table III also includes results provided in other studies based on actual measurements on near-horizontal or tilted surfaces for comparison. Notice that the wider the wavelength range, the Table II for years covered and time resolution for each location.
higher the radiant UV dose-calculated or measured. The spectral power distribution of natural sunlight at the surface of the earth contains negligible energy below 295 nm, hence the small difference between the 280-400 and 295-400 nm ranges. However, the 385-400 nm waveband contains significant energy, which explains the difference between the results for 295-400 and 295-385 nm. This underlines the importance of carefully defining the wavelength range used in calculated or measured UV data.
D. Validation for Tilted Sensors
In order to evaluate the tilted UV model's performance, and to examine the influence of the SMARTS input variables, measured tilted UV irradiances from two locations are compared with the corresponding modeled tilted UV. The model performs well at both locations, with a slight tendency to underestimate the GTI UV relatively to the ground measurements. The results in Fig. 11 to 3.5 W/m 2 for the two locations and different tilts. There is more scatter at Miami than at Phoenix, possibly because of the prevalent tropical cloudiness of the former in summer. In the future, it will become possible to perform more validation at more locations, because of the expected availability of more sources of data for various tilts.
IV. CONCLUSION
A model was developed to estimate the GUV irradiance contained in multiple wavebands (280-400, 295-400, 285-385, and 295-385 nm) using the total broadband solar irradiance, TS, as obtained from usual radiation models or measured with, e.g., a conventional pyranometer. The method is based on simulations of both GUV and TS obtained with the SMARTS spectral radiation model. Under clear-sky conditions, the airmass factor was found to be the primary driver of the GUV/TS ratio, at least under "typical" atmospheric conditions. Further, still using SMARTS, the model was extended to estimate the GUV/TS ratio for a variety of tilt angles.
The proposed model can be applied to estimate the total UV irradiance from TS irradiance (GHI or GTI) under all-sky conditions. The necessary input data can be obtained from actual measurements, satellite-derived modeled time series, or usual TMY data files.
The preliminary tests reported here show that the modeled UV results are in good agreement with actual measurements at different time scales, multiple locations, and tilt angles, which provides confidence about the accuracy of the model. The model typically under-or overestimates the measured UV irradiance within ±2 W/m 2 only. The RMSE appears slightly better for the horizontal than the tilt results. This situation could be related to the model's limitation under tilted conditions, or to data quality of the input GTI data (which are estimated from GHI with a transposition model, thus adding uncertainty). As usual, the quality of the model's inputs largely conditions the UV predictions' accuracy.
The model proposed here is meant to characterize the UV irradiance or irradiation at any location, and hence to help understand the degradation of various materials used in PV modules, and ultimately to provide a reliable assessment of their service life. In this perspective, the model demonstrated results within 2-8% of the measured irradiance values on various tilts. Additionally, the model does not seem to be significantly affected by cloudiness (except possibly at Miami), but appears sensitive to large excursions in AOD, PW or surface albedo, which will require further attention.
Further research will aim to improve the model by incorporating the effects of important variables, such as surface albedo, AOD or water vapor, so as to make it of more general validity.
