Multi-view camera calibration is an essential task in the filed of 3D reconstruction which holds especially for immersive media applications like 3D videocommunication. Although the problem of multi-view calibration is basically solved, there is still space to improve the calibration process and to increase the accuracy during acquisition of calibration patterns. It is commonly known that robust and accurate calibration requires feature points that are equally distributed in 3D space covering the whole volume of interest. In this paper, we propose a user guided calibration based on a graphical user interface, which drastically simplifies the correct acquisition of calibration patterns. Based on an optimized selection of patterns and their corresponding feature points, the multi-view calibration becomes much faster in terms of data acquisition as well as computational effort by reaching the same accuracy with standard unguided acquisitions of calibration pattern.
INTRODUCTION
Camera calibration is an important step in 3D computer vision and has been heavily investigated over the last years. The presented approach falls in the class of pattern-based approaches as high accuracy across all cameras in a multiview setup is required. Several approaches of multi-camera calibration have been published [1] [2] . The most common approach is to capture a large number of images from a known calibration pattern in different orientations and positions in front of the multi-camera system. After that, feature extraction provides measurements for the relationship between 2D image coordinates and their corresponding 3D points. Usually iterative methods are applied to provide an initial estimate of the internal and external parameters of all cameras [3] [4] . Subsequently, bundle adjustment is applied to ensure consistency among all measurements across all camera views [5] . A number of calibration tools are available that compute a consistent set of multi-view camera parameters [6] [7] [8] . A widely known application is for example Bouget's Matlab Camera Calibration Toolbox [9] . However, all these methods do not consider the acquisition process and the validity of the 2D measurements. Compared to previous approaches, we focus on the acquisition of calibration patterns by guiding the user during capture based on a visual user feedback. The main intention is to achieve a well distributed set of measurements in 3D space, to avoid noisy measurements and to limit their overall number. The latter one has significant impact on the complete camera parameter optimization with respect to processing time.
The paper is organized as follows. In the next section a short overview is given on the different processing steps that are required for valuable user feedback and user guidance. In section 3, the different methods to calculate major calibration pattern properties such as orientation and distance are presented. Based on this information, the derived user feedback is explained, that supports the user to bring the calibration pattern to the required position and orientation and to avoid redundant calibration images from the same view. Finally, experimental results are presented that show the benefit of the proposed method.
SYSTEM OVERVIEW
The overall calibration framework consists of an interactive acquisition phase, where a known calibration pattern is captured by all the cameras of the multi-view setup. This phase is guided by user feedback such that a minimum number of robust feature points are extracted covering the complete 3D volume. After that, a multi-view camera calibration framework is applied on the resulting measurements [10] .
The interactive acquisition process is depicted in Figure  1 . For each frame in every camera view, the calibration pattern properties are obtained from the corner coordinates to estimate the checkerboard orientation and position in space. A corner detector calculates the corner positions in the image and the properties of the detected pattern are estimated from these coordinates. In the third step, it is decided whether the image data of the checkerboard at the current position and orientation will be used for calibration or not. The main criteria are basically: 1) the distance of the pattern to the cameras, 2) the orientation of the pattern and 3) the visibility of the pattern in at least N cameras. This cycle repeats until enough patterns were detected. After this acquisition procedure the calibration process is triggered with the acquired data. 
CHECKERBOARD ORIENTATION AND DISTANCE
In order to guide the user with valuable feedback for calibration pattern orientation and position, these two parameters have to be calculated from the current view. The very first step is the calculation of feature points using OpenCV library. In Figure 2 , the order of feature points is shown and the outermost feature points are assigned as corners defining the boundary of the checkerboard.
Figure 2
Corner point detection.
Orientation
In this paper we propose a new method, which derives the orientations of the pattern directly from the ratios of the diagonals and their intersection point. Using this method, we define five different orientations: fronto-parallel, left and right turn, or bottom and top turn. All of these orientations can be easily derived from the ratio of distances between corner points and the intersection point of the calibration pattern diagonals. In Figure 3 , three different orientations are depicted. Based on the distances a,b,c and d, the orientation of a calibration pattern results as follows:
To collect patterns with equally distributed positions and rotations, the required range of orientations is subdivided in different sections of orientation depending on the mean angle of α and β. In the given example in Figure 4 , three different ranges of orientation are defined and the lower threshold for the mean angle is set to 65°. These figures have been gathered through experiments and can be defined by the user at any time. Since a new detected pattern has a similar degree of orientation to already collected patterns, it will be excluded, in order to avoid multiple measurements at the same orientation. 
Distance
The distance of the calibration pattern is difficult to calculate without having performed the full calibration. However, we are not interested on the exact distance, but relative distance and equal distribution of patterns in space in front of the multi-camera system. Obvious limitations are as follows: The minimum distance d min is defined by the visibility of the pattern in at least N views. The maximum distance d max results from the resolution of the captured calibration pattern and the correct extraction of all feature points on the checkerboard.
Without calibration information, in our approach the distance can be approximated by the inverse of the pattern length in pixels. For fronto-parallel orientation, the length of the pattern is either the horizontal or vertical length divided by the number of feature points in this specific direction. If the pattern is not fronto-parallel oriented, the mean distance has to be calculated. In Figure 5 , the case for a right oriented pattern is depicted as well as the required mean distance d v where d v is calculated by estimating the vanishing point v 0 , which is the intersection of lines l left and l right . Another cross product of vanishing point v 0 and intersection point of the checkerboard diagonals p int results in a line l vi , which is crossing the checkerboard borders at two points, p top and p bot . These points are calculated by cross products of calculated line l vi and the corresponding border lines, l top and l bot . Similar to the pattern orientation, different distances are defined, where the pattern must be hold by the user. The range between minimum and maximum distance to the camera setup is divided by a user defined number of subsections. In the given example in Figure 6 , three depth ranges are defined, where images must be collected in different orientations.
GUIDED COLLECTION OF IMAGES
Based on the analysis of current orientation and depth of the calibration pattern, the user receives a feedback how and where to hold the pattern to collect the best possible set of images. First, the overall status is assigned by different Figure 6 Range of depth for collecting calibration images, circular areas identify the allowed positions of checker board defined by the pattern center colors of image borders. If the pattern is detected completely, the border turns to green otherwise red (see Figure 7 ). An important constraint for accurate estimation of feature points is to avoid motion blur. Hence, the sharpness of the pattern is evaluated by performing canny edge detector. In the moving case, fewer edges occur and the image is classified as blurred and the border of the GUI turns to yellow. If the current position has already been captured, the border turns blue.
The user has to place the pattern at different positions to cover the whole 3D volume. In addition, several orientations must be acquired at each position. Another functionality of the interface advices the user how many images have been collected at a certain position and orientation. In Figure 8 
EXPERIMENTAL RESULTS
The main aim of our interface is to guide the user during the process of acquiring images for calibration. With our tool, it is possible to limit the number of calibration data significantly. Unusable calibration images with motion blur and redundant patterns are discarded right from the beginning. The resulting set of images covers the predefined range of depth and orientation and offers the best possible set of calibration data for the calibration process. In Table 1 , the number of selected calibration images and the required processing time for calibration is listed for the non-guided standard approach and the guided acquisition using the presented graphical user interface. It can be seen that the number of used images drops down significantly as many of redundant and unusable images are discarded. In Table 2 , the re-projection error is shown per camera. Both approaches result in almost the same accuracy. Please note, that besides the processing time the overall acquisition effort in terms of user interaction and pattern capturing is reduced drastically with our method. Table 2 Re-projection error for non-guided and guided acquisition.
CONCLUSION
We presented a graphical interface that supports the user during the acquisition of calibration patterns for multi-view camera calibration. The collected images lead to the same accuracy for the estimated geometry. Besides this, the guided user feedback ensures an equal pattern distribution and such a robust calibration result. Our method reduces the overall calibration processing time in terms of computational effort as well as in terms of required user interaction and capturing time significantly: Due to the reduced number of calibration images we achieve a factor of 10 for both. Finally, our guided method ensures implicitly that the acquired calibration data are valid data which satisfy the calibration process.
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