Granular computing is a new style of computing where applications are composed of large numbers (thousands to millions) of very short-lived (10-100µs) tasks. Today's systems and infrastructure were designed to support millisecondscale operations and are inadequate to meet the demands of granular computing. In this position paper we discuss the challenges of supporting granular applications, such as handling extreme bursts of activity, and we present a few initial ideas about the infrastructure required to enable granular computing, such as new mechanisms for communication and persistence.
Introduction
In this position paper we propose the development of software infrastructure to support a new style of computation called granular computing (summarized in Table 1 ). In granular computing, applications are composed of very large numbers of small tasks running in large datacenter clusters. Individual tasks may execute for as little as a few microseconds. Applications can execute thousands to millions of tasks, both in parallel and sequentially, spread across thousands of machines. In addition, we expect granular applications to be bursty, harnessing thousands of machines for just a few intense milliseconds of computation. We believe that granular computing will enable new kinds of applications that cannot exist today, such as those that analyze large amounts of irregular data in real time.
Table 1. Properties of Granular Computing
Today's software systems cannot support granular applications. System overheads are too high to support small tasks efficiently or to scale up and down rapidly. Granular computing requires software infrastructure that operates at microsecond scale, but today's systems are designed for millisecond scale [2] . Thus, granular computing will require us to rethink much of the infrastructure that runs below the level of applications, as well as the basic structure of the applications themselves.
There is already a movement afoot towards more granular applications. For example, function-as-a-service platforms like AWS Lambda [1] support tasks as small as 100 milliseconds, cluster orchestrators such as Kubernetes [17] can respond to load changes in a few seconds, and other approaches have been proposed [11] . Rather than making incremental improvements to these systems, we propose taking the notion of granularity to its extreme, addressing the following questions:
• What are the smallest tasks and largest bursts that can be supported efficiently at datacenter scale on today's hardware? • What are the limits that prevent even smaller tasks and larger bursts from running efficiently? • What abstractions, architectures, and algorithms enable the smallest possible tasks and the largest possible bursts? This extreme approach will advance the frontier of knowledge more rapidly than an incremental approach, and it will stimulate more innovative design thinking.
The remainder of this position paper discusses how granular computing might be useful (Section 2), why existing systems cannot support it (Section 3), and what infrastructure for granular computing might look like (Section 4).
Motivation: New Applications
If an efficient platform for granular computing were available, we hypothesize that it would enable exciting new applications that are difficult or impossible to create today. It is hard to point to existing applications as examples, but this is unsurprising since there is currently no platform that supports such applications. In this section we speculate about two classes of applications that might be enabled by granular computing.
Real-Time Data-Intensive Processing
Today it is difficult to create applications that analyze large amounts of data and return results in real time. Big Data analytics tools such as MapReduce [5] and Spark [18] can process huge datasets, but their execution times typically range from minutes to hours. Systems with interactive response times must severely limit the amount of data they consider in each query. For example, services such as Facebook must respond to incoming HTTP requests in a few hundred milliseconds. In order to meet this requirement, at most a few thousand pieces of data can be accessed while servicing each request (the time for a single data access ranges from a few hundred microseconds to a few milliseconds, so there is enough time for at most a few hundred sequential accesses; another factor of around 5-10x can be achieved by issuing requests concurrently). The functionality of online applications like these is limited by the amount of data they can consider.
Granular computing has two features that will allow more data to be processed in less time. First, it will reduce the latency overhead for invoking requests, so more sequential requests can be completed within a given time budget. Second, granular computing will allow concurrency to be harnessed more efficiently (e.g. by reducing the time to initiate a burst involving hundreds or thousands of nodes); this will enable a greater degree of concurrency than is possible today. As an example, if the time for an individual data access is reduced by 100x and the degree of concurrency can be increased by a factor of 100x, then 10000x more data can be accessed without increasing the user-visible response time.
Micro-Lambdas
Cloud computing vendors have recently introduced functionas-a-service or "serverless" platforms, such as AWS Lambda [1] and Azure Functions [9] , which allow applications to execute individual functions such as HTTP requests. Applications are billed only for the resources required to execute their requests. Today, the minimum unit of billing is 100 milliseconds for AWS Lambda and 1 second for Azure Functions. Additionally, the invocation latency overheads range from tens of milliseconds to seconds. As such, these platforms are neither cost-effective nor resource efficient for functions that only execute for a few milliseconds. Granular computing will support tasks three orders of magnitude smaller, thereby making serverless computing cost-effective for a broader range of applications. In addition, systems such as AWS Lambda do not support communication between lambdas; granular computing will allow lambdas to work together in large-scale bursts.
Challenges
The basic properties of granular computing, extremely short tasks and extremely intense bursts, create significant challenges for system software. This section discusses the challenges and the reasons why current software infrastructure cannot meet them.
Low Latency. Granular computing will require extremely low latency in several areas, including task initiation and network communication. If a task executes for only 10 µs, then task invocation must not take more than 1 µs or so; if a burst of 1000 tasks executes for only 1 ms, then it must not take more than 100 µs or so to initiate all of the tasks in the burst. Microsecond-scale network communication is essential, both to support fast burst startup and to communicate between short-lived tasks. Furthermore, the latency that matters is usually tail latency, not median [4] ; tail latency is particularly difficult to optimize because it requires eliminating even infrequent sources of overhead, such as congestion.
Extreme Bursts. Bursts that are large-scale and short-lived introduce two challenges. The first challenge is how to start such bursts very quickly (on the order of 100 µs); this will require communication with many servers in parallel (sequential communication would take far too long) and allocation of resources on each of them. The second challenge with bursts is resource utilization. By definition, a bursty application does not make efficient use of its resources: it requires a large resource allocation during bursts, but it does not use the resources between bursts. In order to use resources efficiently, non-bursty background tasks must be run during the lulls between bursts, and the system must be able to preempt them very quickly at the start of the next burst.
Today's software stacks have overheads that are far too high to support granular computing. For example:
• Creating a thread on Linux takes about 10 µs.
• A network round-trip between two servers in the same datacenter can take 500 µs or more when the network is loaded.
• Spinning up a Linux container takes hundreds of milliseconds.
• Initiating a job that spans a few hundred nodes with Spark [18] , Kubernetes [17] , or AWS Lambda [1] can take one second or more. Several factors contribute to today's high overheads. First, existing software infrastructure was designed to operate at a timescale of milliseconds, not microseconds [2] . In particular, the assumption of disk-based storage permeates much of the design of today's software. If most operations eventually result in a disk I/O requiring 5-10 ms, then overheads of tens or even hundreds of microseconds are insignificant. However, overheads of this scale are show-stoppers for granular computing; unfortunately, they have become common.
A second problem with existing software systems is that they have become highly layered. Layering is a valuable tool for managing complexity, but each layer crossing adds overhead. Latency accumulates across a large number of layers, with no single place that can be optimized to improve performance. New software layers are constantly being introduced to improve manageability or to virtualize resources; one recent example is new layers for network virtualization [3, 12] . Granular computing will require a significant re-architecture of the software stack to eliminate layers or bypass them in the common case.
Because of these overheads, systems are often optimized for throughput at the expense of latency. This allows them to amortize high startup costs across large blocks of data, but it typically makes latency even worse. For example, collecting data into batches usually improves throughput, but it increases the latency for individual operations.
It seems unlikely that the problems with today's system software can be solved with a few localized changes. Significant changes both in architecture and implementation will be required to support granular computing.
Granular Computing Infrastructure
Enabling granular applications will require new infrastructure that meets the challenges of granular computing; we will refer to any infrastructure that supports granular computing as granular computing infrastructure or granular infrastructure. Building out infrastructure for granular computing will require rethinking the datacenter software stack and developing new platforms, services, and frameworks. In this section we highlight some of the specific issues that implementations of granular infrastructure will need to address and suggest possible solutions for these issues. We don't expect to cover every important issue nor do we expect the proposed designs necessarily to be the final answer. Instead, we hope this will generate discussion around how to develop the infrastructure necessary to support granular computing.
The most obvious goals for any granular computing infrastructure center around efficiency. For example, granular infrastructure implementations must provide the high performance necessary to support the small task sizes and extreme bursts of granular applications. In addition, the infrastructure must ensure that datacenter resources are fully utilized, in spite of the low duty cycles of bursty applications.
An interesting question is whether significant new abstractions are needed for granular computing: if we just make existing abstractions faster, is that good enough? We believe that new abstractions will be required for two main reasons. First, new abstractions can simplify application development by solving problems that are common across granular applications. Big Data frameworks such as MapReduce [5] and Spark [18] introduced new abstractions such as resilient distributed datasets in Spark, which made applications easier to write; we expect new abstractions to arise for granular computing as well.
Second, we believe that new abstractions will play an important role in achieving high performance. One of the reasons for the high overheads of today's system software is the large number of layers. Raising the level of the abstraction for application development allows more work to be done in the infrastructure layer; this creates opportunities for eliminating layers or restructuring them to maximize performance.
Abstractions will exist at many levels of a granular computing infrastructure stack. At the highest levels, application development frameworks will provide specialized abstractions for a variety of different types of granular applications, similar to how Spark [18] and Pregel [8] support different styles of computation for Big Data applications. At lower levels, the infrastructure can provide abstractions for computation, communication, and storage that fit the needs of granular applications more generally. In this paper, we have chosen to focus on the lower level aspects of the infrastructure that will provide the core facilities for all granular computing applications.
Services
One of the ways that the infrastructure can raise the level of abstraction for granular applications is to take responsibility for distributed resource management. Distributed applications today must be aware of exactly which machines they are using and must handle the changes to their physical footprint in response to machines crashing and loads fluctuating. This awareness of the physical machine would become much more challenging to handle in the drastically more dynamic, bursty, and sharded environment of granular computing. Instead, we propose that information about physical locations should be encapsulated in the infrastructure: applications should not be aware of which specific machines they are using, or even how many distinct machines they are using.
We use the term service to describe the basic unit of computation in granular computing. A service is a logically distinct application component that performs work based on invocations of an API. Services are not tied to particular machines or processes; a service may utilize multiple cores on multiple servers and its structure may change dynamically. A service requests resources such as computation and storage, and the granular infrastructure decides which servers should provide those resources. For some resources, such as computation, the infrastructure can automatically detect when resource usage should be scaled up or down; as much as possible, it should handle scaling automatically. In other cases, such as storage, the infrastructure can help with scaling but the service will also need to help (e.g. by identifying shards that can be located on different machines).
We propose that granular infrastructure designs should explicitly distinguish between two types of services: stateless and stateful. We distinguish between the two because they have different properties that can be leveraged to manage them more efficiently. Stateless services are similar to lambdas in AWS: they retain no state between invocations of their API; any data needed for the request is either provided as a parameter or fetched from a stateful service. Web front-ends and data analytics engines are typically stateless. In contrast, stateful services maintain data across API invocations. General purpose storage systems and databases are examples of stateful services.
Stateless services are generally easier to manage and allow for more dynamic management approaches. An invocation of a stateless service can be processed on any core that has access to the service's code. This makes it possible (and desirable) for the infrastructure to perform automatic scaling (adjusting the number of cores used by the service to match its load) and load balancing (choosing where each incoming request will be handled in order to balance the load across the available resources). Crash recovery is trivial for stateless services, since there is no service data to recover.
Stateful services are more constrained: an invocation must be serviced by a core that has access to particular data, such as a specific key in a key-value store. This limits the opportunities for load balancing. Furthermore, the infrastructure cannot automatically scale a stateful service, since scaling requires changes to the shard and/or replica structure of the data. Instead, scaling must be performed cooperatively with the service. Crash recovery is also more complex for stateful services, since the service may wish to recover lost data. Stateful services will require additional support from granular computing infrastructure, such as mechanisms for allocating storage and defining shards.
Addressing
Addressing is a common problem for traditional applications and granular applications alike. Applications require some form of addressing to specify the target of communication, such as when invoking a service's API. Most systems today use port-based addressing to identify and communicate with a deployed service. Port-based addressing, however, is too low-level and doesn't work well when the physical locations of services change dynamically in response to failures and load changes. To solve these problems today, each service must create its own application-specific addressing layer on top of port-based addressing.
To better support granular applications, granular infrastructure should provide new mechanisms for addressing that do not expose physical locations. This will eliminate the need for services to create their own virtual addressing layers. It will also raise the level of abstraction, which will allow the infrastructure to optimize its implementation (e.g. by combining the higher-level addressing mechanism with the basic transport mechanism).
We propose two kinds of addressing that will raise the level of abstraction: service-based addressing and resource-based addressing. In service-based addressing, communication is directed at a particular service, not a port, and the infrastructure can load-balance requests across the service's instances. Service-based addressing is most appropriate for stateless services where there is no distinction between service instances. In resource-based addressing, communication is directed at a particular resource, such as a piece of data with a particular key in a key-value store; the infrastructure coordinates with the service to find the appropriate service shard and directs the request to it. While data resources will be most common, we imagine other resources like pre-programmed FPGAs, GPUs, or TPUs could also be addressed. Resourcebased addressing makes sense for stateful services. In both service-based and resource-based addressing, the infrastructure will automatically handle service reconfigurations, even in the middle of a request.
Group Communication
Most network communication mechanisms today are designed for point-to-point communication with a single sender and single receiver. In contrast, we expect granular applications to depend heavily on group communication in which there is concurrent communication between multiple senders and receivers. Group communication is fundamental to harnessing concurrency. For example, a burst is typically triggered from a single starting point; the initiator must communicate with multiple workers to enlist them in the burst computation.
Most systems today do not have good support for group communication beyond some form of asynchronous RPC. RPCs, however, are not well suited for large groups or tight latency requirements. In our experience, even the fastest RPCs incur a few hundred nanoseconds of overhead per RPC. When bursting to thousands of tasks, this RPC overhead would add hundreds of microseconds of latency. Granular computing infrastructure implementations will need to provide more efficient mechanisms for group communication by raising the level of abstraction from point-topoint RPCs to group-level operations. We also expect group communication to be closely related to the higher-level addressing mechanisms discussed in Section 4.2, such as "send this message to all instances of a service" or "send this message to all copies of a particular object. " We expect the group communication mechanism to ensure reliable message delivery but have not yet seen the need for enforcing ordering between broadcasts like those used in some consensus systems [6] .
There are systems today that provide some form of group communication, but they are not well suited for granular computing. The collective communication facilities defined in MPI [15] , with operators such as "broadcast," "scatter," and "all-gather, " provide perhaps the closest candidate to the needs of granular computing. However, the MPI operators use a form of addressing that is essentially port-based. Granular computing infrastructure implementations will require support for their higher-level addressing mechanisms. Furthermore, MPI is designed for application structures that are relatively static. Publish-subscribe systems [7, 13, 16] provide rich addressing models, but they are not well optimized for latency. For example, we measured a best case one-way latency for Kafka [7] of about 600 microseconds.
New implementations will need to be developed to efficiently support group communication with the higher-level addressing mechanisms proposed for granular computing.
Handling Bursts
Supporting bursty application will be extremely challenging both in terms of latency and in terms of efficient resource utilization. Here are a few issues and ideas around how granular infrastructure implementations might handle bursts.
Services running on granular computing infrastructure will need to be loaded well before invocation in order to achieve the microsecond scale invocation latencies needed by granular applications. Before a service can execute a single line of code, the host machine must already have the code and have it loaded into an execution context like a process, container, or VM. Starting a process or container can take as much as a few hundred milliseconds. Starting VMs and shipping code could take seconds to minutes. The startup cost of shipping code and launching a protected execution context is too high to be executed on demand as services are invoked. Instead, the infrastructure will likely need to have the service pre-deployed well in advance of the invocation so that the service can run as soon as it is invoked.
Services will likely need to stay loaded for long periods of time, which makes their idle resource consumption a key issue. Granular applications are bursty with low duty cycles but may require the full cluster when active. Under certain conditions, it may be necessary for every service to be preloaded on every machine. As a result, machines might have hundreds or thousands of idle services. Any resources held by an idle service become unavailable to executing applications, which reduces resource utilization. For example, if the code is loaded into main memory or a neural network inference model is loaded onto a GPU, these resources will be unavailable. We do not currently have good solutions for this problem.
Services with the smallest units of execution will also require new techniques for protection domains. Switching between Linux processes takes roughly 4 µs. For services with 10 µs tasks, this context switch cost is intolerable. One option would be to keep the context loaded. Unfortunately, this would cause the service to consume a CPU core even when idle. To reduce the cost of protection domain switches, granular infrastructure designs may need to consider other forms of protection such as language level protection or the revival of memory segmentation.
Finally, to achieve high resource utilization, the infrastructure must support resource sharing between bursty granular applications and batch-oriented background applications. Background applications, which run at longer timescales (minutes -hours), can run using the spare resources left unused by granular applications; they are not bothered by the periodic interruptions when granular application bursts occur. Recent work has shown that it is possible to effectively share resources with batch workloads without harming the latency of the latency-sensitive applications [10, 14] . However, in order to also maintain low invocation latencies, granular infrastructure implementations must also provide a fast means of preemption. When a new burst is invoked, a background application likely holds the resources required to execute the burst. Execution of the burst is delayed until the resources can be preempted from the background application. Existing techniques using Linux cpusets can allocate or preempt a CPU core in around 30 microseconds [14] . However, granular computing infrastructure will require even lower preemption latencies to support the shortest bursts.
Persistence
Most applications, whether granular or not, expect their results to be persistent: the results should not be lost except under extreme (and rare) conditions. Persistence is particularly challenging for granular applications because of the small time intervals involved. For example, suppose persistence is implemented by executing each task as a transaction whose results are committed to durable storage before the task completes. Unfortunately, the latency of today's durable storage devices (disk and flash) is far too high for this approach to be viable with the small task durations that we envision.
One approach to achieve low latency persistence is to simply use a faster storage medium. Emerging nonvolatile memories, such as 3D XPoint, offer the possibility of dramatically lower write latencies compared to flash memory, perhaps as low as one microsecond or less. At this latency, it may be possible for each task to persist its results, even for the smallest tasks we envision in granular computing.
Another possible approach is to enforce persistence only occasionally, when a collection of tasks reaches a well-defined state. This allows the cost of persistence to be amortized across multiple tasks. Supporting this style of persistence would require mechanisms analogous to resilient distributed datasets in Spark [18] . With this approach, results are only occasionally made persistent, but the system retains enough persistent data that it can roll back to persistent data and recompute any lost information after a crash. One of the challenges will be to identify appropriate persistence points; this will be less obvious for granular computing than it is for Spark, and may require assistance from applications.
Conclusion
Granular computing is currently stuck in a "no-chicken-noegg" cycle: no-one builds granular applications because our current infrastructure cannot support them, but there is no incentive to improve the infrastructure because there are no applications. In order to break the cycle, someone must create the infrastructure even though there are no applications, and then hope that the applications will follow. Since it is less likely for industry to create a product with no market, there is an opportunity for the research community to take the lead and break the cycle. If we do this, not only will the process lead to interesting research that pushes the boundaries of latency and scale, but the results could enable exciting new classes of applications.
