INTRODUCTION
SINCE THE 1950?s there has arisen a strong interest in the determinants of investment functions. Empirical studies have addressed the question with respect to firms and industries, making use of both quarterly and annual data. Accelerator models and their variations (flexible accelerator models) as well as models considering internal and external finance are common in the estimation of the investment function. The lag structure between investment and its determinants and the manner in which replacement or the depreciation of capital is accounted for has also evoked the interest of researchers. 2 From a perusal of the literature it is apparent that we face almost as many possible models for investment behavior as there are researchers. The problem at hand then is to come closer to a single general investment model from the numerous possibilities suggested. To do this we must investigate models of investment which differ both in terms of the determinants of investment as well as their lag structure so as to cover the broad range of specifications suggested.
In a recent study, Jorgenson, Hunter, and Nadiri for references pertaining to the literature on investment functions. Also see Nerlove [11] . 3 However, the use of the coefficient of determination (R2) in the decision process may prove to be hazardous as indicated by Dhrymes [3] , Ramsey and Gilbert [16] , and Ramsey and Zarembka [17] .
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The purpose of this paper is to analyze three of the four models investigated by JHN, using a set of tests developed by Ramsey [12, 13, and 14] for the detection of certain specification errors in single equation models. In what follows we shall describe the models investigated in this study and summarize the JHN rankings of the models. Section 3 presents an outline of the specification error tests used in this study. The fourth section summarizes the results of the application of these tests to the models in question. In conclusion we rank the performance of the models with respect to the Ramsey tests and compare them with the ranks suggested by JHN.
THE MODELS INVESTIGATED
The models analyzed in this study are the quarterly models of: Anderson [ 5 The JHN study also investigated the specification suggested by Jorgenson-Stephenson [8] . Their study similarly made use of quarterly data which were deflated and seasonally adjusted for the period 1949-I through 1964-IV. We unsuccessfully attempted to obtain from the authors the original data of the JHN study. Since these data were not available and because of the complexity of generating some of the regressors of the Jorgenson-Stephenson model, we decided to eliminate this model from the present study. 6 See Appendix B for a more thorough discussion. Three tests are used for the analysis of the investment functions previously discussed: RESET (having an F-distribution), RASET (based on a t-distribution), and BAMSET (based on a chi-square distribution). RESET and RASET are designed to detect Group A errors, while BAMSET (a' Bartlett's M test for the nonequality of variances) is used for the detection of Group B errors.8 Furthermore, Ramsey [15] suggests that RESET and BAMSET seem to be independent when using BLUS residuals.
It should be noted that the ordinary least squares (OLS) residuals do not have a scalar covariance matrix even under full ideal conditions. Hence, an alternative estimator of u must be employed to judge the existence of specification errors via an analysis of the residuals. The BLUS residuals, a (Best Linear Unbiased Scalars), developed by Theil [18] fulfil the requirement that u -N(O, a2IN -K) under the full ideal conditions and will be used in the analysis with the Ramsey tests.9
It must be noted that this approach is purely statistical in that we attempt to reject the null hypothesis of the existence of the full ideal conditions via residual analysis. Rejection of the null hypothesis is assumed to be the result of a specification error. Further, rejection by one or more of the Ramsey tests is the decision rule for the rejection of the null hypothesis. (We shall refer to this decision rule as the Ramsey decision rule, or simply RAMSEY.)
TEST RESULTS
Thirteen industries were used as the basis for testing the three models. These industries correspond to those presented in Table II 'An 'r indicates rejection of the null hypothesis of no specification error at the 0.1 level for a given test. An R in the column labeled RAMSEY indicates rejection of the hypothesis of no specification error in a given industry using the Eisner model because one or more of the test statistics rejected the null hypothesis. 
COMMENTS AND CONCLUSIONS

A Comparison of Model Performance
Using the Ramsey tests, each model was found to differ in the number of times it was rejected when applied to the various industries examined. One should note that the model which performed best was rejected for six out of 13 industries while the model which performed worst was rejected for 10 out of 13 industries. Thus, the best model in terms of the Ramsey tests (Eisner model) was rejected for almnost half of the industries examined, which does not lend much confidence to the notion that it is a general investment function. However, the very poor performance of the Meyer-Glauber and Anderson models under the Ramsey tests would lend support to the JHN conclusion that these models are misspecified. Table VII indicates the comparative ranking schemes of the JHN study and the present study using the Ramsey tests. As shown in the table, we would rank the three models differently using the Ramsey tests than did JHN. The present study 3 An X in any given column indicates that the specified model failed to be rejectec when applied to the indicated industry.
A Comparison of the Ranking Scheme Suggested by JHN with that Suggested by the Present Study
primary iron and steel industry, the electrical mach;nery and equipment industry, the stone, clay, and glass industry, and the food and beverages industry, every industry had at least one model which failed to be rejected by our test statistics. In that each model was rejected for industries where another model failed to be rejected suggests that the models investigated might not be general investment models. A final comment is due regarding the nature of the misspecifications. As noted by Ramsey [15] , the tests discussed are capable of differentiating between Group A and Group B errors given that only one of these errors is made. However, it is not feasible to discriminate between errors within a given group. As such, we find indication that the Eisner model and the Anderson model (the two best models) were rejected primarily due to Group A errors, while the Meyer-Glauber model was rej-ected the same number of times for Group A and Group B errors. This suggests that future research may attempt.to extend the Eisner model so as to eliminate Group A errors.
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Data Manipulations
All relevant data series were deflated so as to be compatible with the JHN study. Furthermore, all data was seasonally adjusted using the Census X-I IQ procedure.
Our classification of industries may differ slightly from the JHN study for the primary iron and steel industry investment data. The data were derived as the difference between expenditures for plant and equipment in total primary metal and nonferrous metal, where investment in the primary nonferrous metal industry is given.
The i, r, and SP data were monthly series.'3 Quarterly data were generated from these by breaking a year up into four groups consisting of three months and taking the average of the three month periods as the quarterly value. 
