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roller  region with  a  bubbly  two‐phase  flow  structure.  The  present  study  aims  to  estimate  the  void  fraction  in  a 
hydraulic jump using a flow visualisation technique. The assumption that the void fraction in a hydraulic jump could be 
estimated based on  images’ pixel  intensity was  first proposed by Mossa and Tolve  (1998). While Mossa and Tolve 
(1998)  obtained  vertically  averaged  air  concentration  values  along  the  hydraulic  jump,  herein we  propose  a  new 
visualization technique that provides air concentration values in a vertical two‐dimensional matrix covering the whole 
area of  the  jump  roller. The  results obtained are  found  to be  consistent with new measurements using a dual‐tip 









a , b      parameters of the Fuzzy logic S function; 
C    void fraction defined as the volume of air per unit volume of air and water; it is also called air 
concentration; 






AvPI     averaged pixel intensity matrix (pi); 
AvPIt     time average matrix (pi); 
Fr     Froude number; 
g    acceleration due to gravity: g=9.81 m2/s; 
1h     upstream water depth (m); 
,i j     matrix indexes; 
1TI , 2TI , 3TI     thresholding functions; 
limS     water surface upper limit (i); 
limSt     water surface lower limit (i); 
lmf     Fuzzy logic linear function; 
n ,m     matrix dimensions; 





,i jPI     matrices of pixel intensity (pi); 
,
f
i jPI     transformed matrix (pi); 
Ptr , 2Ptr     threshold values (pi); 
Q     flow rate (l/s); 
Re     Reynolds number; 
RPI     resized pixel intensity matrix (pi); 
,(:, :) i jRPI     ( , )i j
th submatrix of  RPI  (pi);  
Smf     Fuzzy logic S function; 
1U     upstream mean velocity (m/s); 
1x     horizontal distance between the gate and the jump toe (m); 
1x x     horizontal distance between the jump toe and the conductivity probe (m); 
x , y     horizontal and vertical coordinates (m); 
1y , 2y     parameters of the Fuzzy logic linear function; 
Y90    characteristic depth (m) where air concentration is 90%; 
We     Weber number; 
 
Greek symbols 
x , y     horizontal and vertical grid resolution (pi). 










A hydraulic  jump  is a  rapid  transition  from supercritical  to subcritical  flow which can be  found  in both natural and 
man‐made open channel flows. It is characterized by the formation of a surface roller associated with air‐entrainment, 
turbulence  and  energy  dissipation.  The  water  depth  downstream  of  the  jump  can  be  predicted  by  the  Bélanger 







measurements of  flow properties  inside  strong hydraulic  jumps  (
1
Fr >5)  . Using  Laser Doppler Anemometry  (LDA), 
Long et  al.  (1990)  reported  low  rates of data acquisition whenever  air bubbles were present, while Qingchao  and 
Drewes  (1994)  found  a  scattered  bubbles  frequency  distribution.  Carvalho  (2002)  showed  that  Acoustic  Doppler 
velocimetry (ADV) becomes unstable in the presence of high air‐water contents. Average flow velocity measurements 
using Prandtl‐pitot, and  instantaneous measurements using ADV were  reported however away  from high air‐water 





hydraulic  jump, while Chanson  (2007)  and Chanson  and Brattberg  (2000) used  single‐tip  and dual‐tip  conductivity 
probes. Murzyn et al. (2005), Murzyn and Chanson (2008), and Chanson and Carosi (2007) used dual‐tip probe optical 
phase‐detection  for measuring void  fractions, bubble  frequencies and sizes. All previous studies shared  in common 
the use of intrusive probes to determine void fraction, but the work of Mossa and Tolve (1998) who used visualisation 
techniques  to  indirectly  estimate  air  concentration.  Mossa  and  Tolve  (1998)  estimated  vertical  averaged  air 
concentration along a hydraulic  jump and compared their data with an empirical  law based on Rajaratnam's  (1962) 
experimental data. Their  test  results used  ten snapshots  taken  from an  interval of 1.5 s, where each snapshot was 
divided into six regularly spaced intervals to characterize the mean vertical values. 
The aim of  the present  study  is  to estimate  the  instantaneous and  time‐averaged void  fraction data  in a hydraulic 
jump  based  upon  a  visualisation  technique.  The  experimental  facility  is  presented  in  section  2  along  with 






instrumentation  specifications  (probe  and  camera),  and  flow  conditions.  Section 3 describes  the  Image Processing 








on  the  channel  and  probes  can  be  found  in  Chanson  (2007),  Kucukali  and  Chanson  (2008)  and  Chachereau  and 
Chanson  (2011).  The  data  collected  consisted  of  vertical  profiles  of  void‐fraction  sampled  at  20  KHz  for  45  s  at 
different cross‐sections along the hydraulic jump on the channel centreline. Each profile contained at least 25 points.  






F‐stop  f/1.4 with  less  than 0.1% of distortion over  the entire  focal  length and camera  frame rate of 5.2  frames per 
second  (5.2  fps).  Exposure  time was  set  to  1/500  s,  and  image dimensions  to  3072x2048 pixels.  The  camera was 
switched to manual mode to keep the same  light exposure throughout the  image collection. A white piece of paper 




Alike particle  image velocimetry  (PIV) or bubble  image velocimetry  (BIV) methods  (Lennon and Hill 2006, Ryu et al. 







were  taken with  the  camera  focal  point  set  at  5 mm  from  the  inner  sidewall with  a  limited DOF  of  20 mm;  the 







to avoid errors  in  the measurements due  to splashes near  the side wall  (Kucukali and Chanson 2008) and possible 
enhancement/interference with the sidewall effects.  
The experimental flow conditions are summarised in Table 1, where the Test number describes the experimental run, 
Q  is the flow rate,  Re is the Reynolds number, We is the Weber number,  1x  is the horizontal distance between the 
gate and the  jump toe, and 1x x   is the horizontal distance between the  jump toe and the conductivity probe. The 
corresponding Reynolds numbers  and Weber numbers  (Table  1) were  large  enough  to minimise  scale  effects  and 






The  image processing procedure  consists of  two  algorithms written  in Matlab:  (1)  Image  Editing  (IE)  and  (2) Pixel 
Intensity Matrix (PIM) algorithms. Both algorithms and sub‐functions are run for all images. 
The first algorithm  is of uppermost  importance because  it allows the calibration of the  Image Processing Procedure 
(IPP) using the data collected with the dual‐tip conductivity probes. Indeed any technique using images as input must 
resort to a calibration algorithm to account for the subtleties of a particular site light‐exposure which might vary with 




general  image contrast enhancement  (Vorobel and Berehulyak 2006)  to  specific color enhancements  (Sarode et al. 
2008). Earlier tests using the Pixel Intensity Matrix (PIM) algorithm in this experiment showed that it could not explain 
on  its  own  the  air  concentration  profiles  recorded with  the  dual‐tip  conductivity  probe. Hence  an  algorithm was 
sought  to  enhance  the  images  contrast before  calibration  and  validation.  The  Image  Editing  (IE)  algorithm  is built 
based upon concepts found in Fuzzy Inference Systems, such as membership functions, thresholding and if‐then rules 
as defined  in Bezdek et al.  (1999). These functions enhance the  image contrast by assigning a transformed value at 
every given pixel ( i  , j ). 
The black boards placed behind  the experiment  (described  in previous section) generate  images which display  two 
distinct areas divided by the water surface: The area above the water surface where black pixels represent points with 
100%  of  air  concentration,  and  the  area  below  the  water  surface  where  gray  pixels  represent  points  with  air 
concentration less than 100%. Because of the unsteady nature of the water surface it is not possible to define a clear 









The  pixel  intensity  (pi)  values  are  obtained  by  transforming  the  RGB  images  into  gray  scale  images  using  a 
PhotoshopTM built‐in  function. Each  image  is defined by a bi‐dimensional matrix of pixel  intensity,
,i jPI , with values 
ranging from 0 to 255, ( )m by n  dimensions, and row and column defined by  i  and  j  indexes respectively (Fig. 2). 
The IE algorithm works by running all the values stored within each image, i.e. the  ,i jPI matrix, and converts it into a 
new image  ,fi jPI , the transformed matrix. Equation (1) defines the IE algorithm: 
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Equation  (1)  is  the main  function used  to edit  the  image  area  above  (top  equation)  and below  the water  surface 
(bottom equation) as well as in the transitional area (middle equation). In Equation (1)  ,ni jPI  is the nth editing of  ,i jPI  
and  TnI  is the nth thresholding function used for the editing calibration (see below). 
Since the  IE algorithm must distinguish the three mentioned areas (Fig. 2), an  if‐then rule  is constructed  imposing a 
water surface lower ( limSt ) and upper ( limS ) limit. With these two limits the three areas can be clearly identified as: 
(1)  the  area  below  the water  surface  identified  by  i limSt ,  (2)  the  area  above  the water  surface  identified  by 







IE‐step 1.  In Figure 2  the dark gray areas below  the water surface must have an air concentration close  to 0 while 
lighter area must have values greater than 0. The main objective of the sub‐function defined for the area below the 
water surface is to darken the areas with low pi while keeping the lighter areas, with higher pi, unchanged. This can be 
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            (2) 
In the literature  ( ) / 2a b  is called the cross‐over point, meaning that  x  values above it have membership greater 
than 0.5 and values below it have membership values less than 0.5. In Equation (2) 
,i jx PI and the cross‐over point 
equals  the midpoint  of  the  gray  scale.  Thus  the minimum  and maximum  limits  become  equal  to  a=0  and  b=255 
respectively. The  Smf membership  function varies between 0 and 1,  therefore,  in order  to obtain  the  first edited 
image  1,i jPI one needs to multiply the  Smf by the original image. This yields Equation(3) : 
  1, , , , 0, 255i j i j i jPI PI Smf PI      (3) 
Because IE‐step1 specifies the  limits of the  Smf function, a segmentation‐via‐thresholding function  is applied to the 
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IE‐step 2. The area above  the water  level  (Fig. 2)  shows a  top black area of 100% air  concentration as well as air 
bubbles attached to the glass wall with very  low pi (close to 0). Having  in mind the hypothesis stated earlier, the  IE 
algorithm needs first to alter the top black area pi to complete white, and second to eliminate the (darker) air bubbles 
that remain attached to the wall  in order to avoid an under‐prediction of the air concentration. This  is done with a 
fuzzy  logic  linear  function which  limits have been adapted  for easiness of  implementation. Equation  (6) defines  the 
lmf membership function: 
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where  these  limits are  changed  to vary  linearly between  1y and  2y ,    instead of having membership values  limited 
between 0 and 1. Herein  2y  is set to the gray scale maximum limit 255 (complete white) and  1y  is set to 180.  1y  is 
defined with a fixed value always greater than the pi of darker air bubbles.  (A second calibration parameter of  IE  is 
only  defined  later  with  the  introduction  of  two  more  segmentation‐via‐thresholding  functions.)  Hence  the 
transformed image can be directly obtained with Equation (7): 
  2, , , ,180,180, 255i j i jPI lmf PI Ptr     (7) 
To keep a smooth transition between the original image and the transformed image obtained in IE‐step 1  1,i jPI  a third 
transformed image is required. Equation (8) defines the third transformed image. Thus, unlike Equation (7), the image 
is  now  transformed  as  a  function  of  the  vertical  coordinate  ( i ),  setting  the  values  of  a  and  b  to  1  and  limS  
respectively: 
 3 1, , ,, 1, , ,i j i j i jPI lmf i limS PI PI        (8) 
Finally  two  complementary  segmentation‐via‐thresholding  functions  are  applied  to  the  resulting  images, with  the 























where  2Ptr represents  the  second  threshold  value. Equation  (11) defines  the  final  sub‐function used  for  the area 
above the water surface: 
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the  lighter areas unchanged. Hence we recover the sub‐function used  in  IE‐step 1 (left expression  in Equation (13)), 
and the  lmf membership function to apply a linear transition between the transformed images in IE‐step 1  1,i jPI  and 






IE‐step 2  2,i jPI . Equation (12) defines the fourth transformed image, and Equation (13) defines the final sub‐function 
used for the transitional area: 
 4 2 1, , ,, , , ,i j i j i jPI lmf i limS limSt PI PI        (12) 
   1 2, , ,
1 4
, 3 , 1 , , 1 , 2 , ,
( lim )
( ) ( ) ( ) ( )
i j i j i j
f
i j T i j T i j i j T i j T i j i j
Darken PI LinearTransition PI PI
for limS i St
PI I PI I PI PI I PI I PI PI

 
         (13) 
3.2 Pixel Intensity Matrix (PIM) 
The Pixel Intensity Matrix (PIM) aim is to calculate the pixel‐intensity average matrix over time, used to predict the air 
concentration at any given point within each  image  ,fi jPI . For  the sake of simplicity,  from this point onwards  these 




PIM – step 1. In this step the transformed image obtained in the previous algorithm, i.e. the  PI a  ( )m by n   matrix, 
is  split  into  /m p   times  /n q   smaller matrices, where  p   and  q are  integers  and  factors of  m   and  n   (Figure  4 
uppermost  left  image).  A  new  matrix  RPI   is  formed  made  up  of  these  smaller  matrices  with 
dimensions ( / / )( ) m p by n qp by q    , such that ,(:, :) i jRPI is the  ( , )i j th submatrix of  RPI . 
 
PIM – step 2. From each 
,(:, :) i jRPI matrix an histogram of pixel  intensity  is obtained and the average occurrence  is 
returned to an Average Matrix AvPI (Figure 4 second image from left).The  AvPI  is an  ( )p by q  matrix such that 












different  flow  rates  at  3  different  locations,  and  discuss  the  air  concentration  results  obtained  with  the  new 
procedure. 
 








The  tests were  carried  for  two  inflow  Froude numbers  and  the measurements were  conducted  at  three different 
longitudinal  locations  (Table  1).  The  two  cases  provided  six  sets  of  data  (referred  to  as  tests). One was  used  for 
calibration and the other five for validation. A series of at  least 60  images per test were taken,  i.e. a data collection 
period of approximately 11.0 s. 60 images represent six times more data than what is referred to in previous studies, 
e.g. Mossa and Tolve (1998) (see  Introduction). Thus  it  is considered sufficient for characterising the average values 
presented in the void fraction profiles. Nonetheless, if a more robust frequency analysis is sought, this number should 
be  increased,  and  the  use  of  high‐speed  video  camera  might  be  preferred  to  the  use  of  high‐shutter  speed 
photographic  camera.  All  images  have  been  previously  cropped  to  800x960  pixel  dimensions  (size  200x240  mm) 
around the three locations where measurements with the dual‐tip conductivity probe were taken.  
To enable a valid comparison,  the  level of resolution  in the PIM algorithm was set  to have a similar sampling band 
height used by the probe (i.e. the number of points of each vertical profile). Thus the factors p and q   in PIM‐step 1 
were set to 10 and 20 pixels respectively, resulting in a resolution grid with 80‐by‐48 pixels (i.e.  y  by  x the size of 
each 






The  image  processing  procedure was  calibrated  by  selecting  the  vertical  profile  at  1 0.15x x  m  for  1 4.4Fr  . 
Different values for the parameters ( Ptr  and  2Ptr )  in the IE algorithm were manually tested, until a good visual fit 
was obtained. In Figure 3 the effect of the algorithm on the images is clearly shown. The  Smf  function in Equation (5) 
in IE‐step1 is responsible for darkening the image, while Equation (7) in IE‐step 2 eliminates the air bubbles attached 
to  the glass  sidewall. Equations  (8) and  (12) provide  the necessary  smooth  transition between  the area above and 
below  the water surface. As previously discussed,  the  location of  the water surface  is not straight‐forward hence a 
transition area was adopted with  varying  limits  ( limSt  and  limS ) depending on  the  longitudinal  location  ( 1x x ).  
Table 2 summarises the calibration parameters with best fitting results. 
4.3 Validation 
To  validate  the  Image Processing Procedure,  the  vertical profiles of pixel  intensity  ( AvPIt columns)  are  compared 
with the air concentration profiles measured with the conductivity probes. Figures 5 and 7 show the comparison for 
4.4Fr    and  5.1Fr    at   1 ( ) 0.15, 0.30, 0.45x x m  .The  vertical  axis  is  the  vertical  elevation  (mm),  the  top 










fit  the  profile  at 1 0.15x x  m  with 4.4Fr  ,  hence,  the  other  five  profiles  serve  the  purpose  of  validating  the 
calibration.  
Figures 6 and 8 show the depth‐averaged pixel  intensity (pi) and depth‐averaged air concentration ( AvPIt  average 








                      (14) 
where Y90 corresponds to the depth with air concentration equal to 90% (Chanson 1997, Wood 1991). While the water 
surface level was identified by an air concentration value of 0.90 in the profiles recorded with the conductivity probes, 





vertical  air  concentration  profiles,  air  concentration  at  specific  depths  and  surface water  levels.  Figures  9  and  10 
present the time‐variations of the instantaneous readings collected at 5.2 fps for Fr1=4.4 and  1 0.15x x  m. Unlike 
the conductivity probe measurements,  the visualisation  technique provides simultaneously  the air concentration at 
different  locations.  It  is hence possible to obtain complete  instantaneous profiles of air concentration, as well as air 




lines using a pixel  intensity of 235 and 225. Little difference  is seen between the three water surface  lines. All  lines 
follow a similar  trend and  the difference between  the  lower and centre  line has an average of 1.3 pi and standard 


















R2 values  in  the  range of 20%<C<40%. Nonetheless, outside  that  range  the  conductivity probe and  the  IPP  show a 
good agreement, particularly in the upper region.  
The depth‐averaged air  concentration obtained with  the  IPP  shows a good agreement with  the  conductivity probe 
measurements (Fig. 6 and 8). The earlier study of Mossa and Tolve (1998) obtained similar good correlation between 
those  two parameters, but Mossa and Tolve did not obtained complete vertical profiles and relied on a  theoretical 
expression  for determining  the average air  concentration. The agreement between  the present  conductivity probe 
and  IPP results  for the mean water surface  level shows some  improvement with  increasing distance  from the  jump 
toe. This could be explained by the decrease  in water surface oscillations as the flow turbulence decreases and the 
more likely homogeneous nature of the air‐water flow as the measurement location moves away from the jump toe. 




2), and  finally  the  camera  is  switched  to manual mode  to assure  the  same  light exposure  in all  images. The good 
overlapping of average air‐concentration  in Figures 6a and 8a supports that the solution found  is  indeed effective  in 
assuring equal light exposure. 
The fact that the IPP measures close to the sidewall while the conductivity probe measures along the channel centre 
line may  contribute  to  some  of  the  differences.  Indeed  the  readings  obtained  using  the  IPP  are  inevitably  in  the 
vicinity of the side wall and therefore water depths at the centre and at the channel sides will not coincide. On the 
other hand, changing the probe location to the same of the IPP readings cannot be accepted as a solution because it 






the  simultaneous measurements  of  complete  time  series  of  vertical  air  concentration  profiles  (Fig.  10)  at  several 
locations along the hydraulic jump. Although not the aim of this paper, a frequency analysis is a possible application of 
this method that would benefit from time series results;  in that case the coupling of this procedure with the use of 












the pixel  intensity was  verified.  The method  can be  calibrated  to  estimate  void  factions with minimum  additional 
work. The  Image Processing Procedure provides  the  time series of vertical profiles of air concentration everywhere 





While  sidewall  effects  might  explain  some  differences  between  the  results  obtained  with  the  Image  Processing 
Procedure  and  the  intrusive  probe  readings,  solutions  to  some  practical  issues  related  with  light  exposure  are 
provided: first, the calibration of the  Image Processing Procedure can be used to minimise  light exposure subtleties 
















































































Test  ( / )Q l s   1( / )U m s   1 ( )h mm   1Fr   Re   We   1 ( )x x m  
T1.1  54.5  3.03  39.5  4.4  1.1E+5  4.8E+4  0.15 
T1.2              0.30 
T1.3              0.45 
T2.1  62.7  3.48  39.5  5.1  1.2E+5  6.9E+4  0.15 
T2.2              0.30 
T2.3              0.45 
 
 








1 ( )x x m   ( )Ptr pi   2( )Ptr pi   ( )limSt i   ( )limS i  
0.15  10  105  600  400 
0.30  10  105  600  400 
0.45  10  105  400  300 
 
 













Fig. 4 Definition of the three steps  in the Pixel  Intensity Matrix algorithm: PIM‐ step 1  (resize matrix with q=20 and 
p=10), PIM ‐ step 2 (Calculate the average matrix) and PIM ‐ step 3 (calculate the average matrix over time). 
Fig. 5 Vertical profiles of air concentration in hydraulic jumps using dual‐tip conductivity probes (Pr) , vertical profiles 
of pi with 95% confidence  intervals (CI), and square root of correlation coefficient (R2) obtained with AvPIt applying 
the image processing procedure (Ph) for Fr=4.4: (a) test T1.1, (b) test T1.2, (c) test T1.3.  
Fig.  6  Depth  averaged  air  concentration  (a),  and  mean  water  surface  level  (b)  for  Fr=4.4  (test  T1.1.  to  T1.3). 
Continuous  measurements  along  the  longitudinal  direction  of  the  hydraulic  jump  using  the  Image  processing 
procedure  (doted  line  T1.1,  dashed  line  T1.2,  dash‐dot  line  T1.3),  and  local  measurements  using  the  dual‐tip 
conductivity  probes  (Pr,  triangle)  and  the  image  processing  procedure  (Ph,  square)  with  error  bars  (confidence 
intervals 95%). 
Fig. 7 Vertical profiles of air concentration in hydraulic jumps using dual‐tip conductivity probes (Pr) , vertical profiles 
of pi with 95% confidence  intervals  (CI), and square root of correlation coefficient  (R2) obtained with  AvPIt trough 
the image processing procedure (Ph) for Fr=5.1: (a) test T2.1, (b) test T2.2, (c) test T2.3.  
Fig. 8 Depth averaged air concentration (a) and mean water surface level (b) for Fr=5.1 (test T2.1. to T2.3). Continuous 
measurements along  the  longitudinal direction of  the hydraulic  jump using  the  Image processing procedure  (doted 
line T2.1, dashed  line T2.2, dash‐dot  line T2.3), and  local measurements using  the dual‐tip conductivity probes  (Pr, 
triangle) and the image processing procedure (Ph, square) with error bars (confidence intervals 95%). 
Fig.  9 Water  surface  level  and  pixel  intensity/air  concentration  time  series  at  different  depths  for  Fr=4.4  and  for 
1 0.15x x  m, collected at 5.2 fps. 
Fig. 10 Five complete air concentration vertical profiles at specific times for Fr=4.4 and for  1 0.15x x  m, collected at 
5.2 fps. 
















































  j n  1j 
 i limS
 i limSt
limS i limSt 
 
Fig. 2 Definition of  the gray‐scale  image areas:  (1) above  the water surface,  (2)  transitional area and  (3) below  the 
water surface, according with the image row index  i , and for m=960 and n=800. 
 








 limS i limSt 
Original image IE – step 2
Image Edition (IE) algorithm

















and histogram PIM – step 2 PIM – step 3
… …
Pixel Intensity Matrix (PIM) algorithm
255 255 255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255 255 255
226 233 237 233 240 247 246 250 252 254
171 181 192 201 218 221 229 238 245 249
138 148 166 174 182 189 198 213 232 231
114 119 120 124 136 141 159 173 198 210
102 105 100 97 98 107 109 117 144 178
92 92 87 86 87 87 89 93 100 139
83 84 83 81 81 82 86 82 85 109
78 79 78 75 71 75 76 71 73 89
68 70 70 66 64 65 65 61 60 64
56 58 56 54 53 52 49 45 40 35
47 48 47 46 44 43 41 36 31 27
39 40 39 37 36 34 32 28 25 21
32 33 30 28 28 26 22 20 18 15
25 24 22 21 21 20 16 15 13 11
19 18 17 17 16 14 11 10 9 7
14 13 13 13 11 9 8 7 5 5
8 8 7 7 7 6 5 4 4 3
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Fig.  6  Depth  averaged  air  concentration  (a),  and  mean  water  surface  level  (b)  for  Fr=4.4  (test  T1.1.  to  T1.3). 
Continuous  measurements  along  the  longitudinal  direction  of  the  hydraulic  jump  using  the  Image  processing 
procedure  (doted  line  T1.1,  dashed  line  T1.2,  dash‐dot  line  T1.3),  and  local  measurements  using  the  dual‐tip 
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measurements along  the  longitudinal direction of  the hydraulic  jump using  the  Image processing procedure  (doted 
line T2.1, dashed  line T2.2, dash‐dot  line T2.3), and  local measurements using  the dual‐tip conductivity probes  (Pr, 
triangle) and the image processing procedure (Ph, square) with error bars (confidence intervals 95%). 

























Fig.  9 Water  surface  level  and  pixel  intensity/air  concentration  time  series  at  different  depths  for  Fr=4.4  and  for 
1 0.15x x  m, collected at 5.2 fps. 
























































































Fig. 10 Five complete air concentration vertical profiles at specific times for Fr=4.4 and for  1 0.15x x  m, collected at 
5.2 fps. 
 
 
