In this paper, we study limiting behavior of the invariant measures for reaction-diffusion equations in the whole space R d with regular and singular perturbations. In the regular case, we show the convergence of the unique stationary solution of duε = (∆uε − εu)dt + σ(x, uε)dW to a stationary solution of the limiting equation du = ∆udt+σ(x, u)dW . We also consider the asymptotic behavior of the stationary solution under the perturbations of spectrum. Finally, for the singular perturbation of homogenization type, we show the weak convergence of invariant measure to its homogenized limit.
Introduction and Main Results
The theory of reaction-diffusion equations combined the theories of heat conduction and mass diffusion, on the one hand, and equations of chemical and biological kinetics, on the other. A comprehensive study of the deterministic reaction-diffusion equation was performed by Volpert [23] . In this book, one can find numerous examples of application of reaction-diffusion models. Typically, we set ρ(x) = exp(−γ|x|) for γ > 0, or ρ(x) = (1 + |x| n ) −1 with n > d, which are admissible weights. For such weights, we define
Throughout the paper, we will use the notation
to denote the weighted L 2 norm in R d . The L 2 (R d ) norm without weights will be denoted by · . The noise W is given by Clearly, in a bounded domain G an elliptic operator with homogeneous Dirichlet boundary conditions has discrete negative spectrum, separated from the origin. Thus
where λ 1 > 0 is the first eigenvalue of −D in G (subject to Dirichlet boundary condition u = 0 on ∂G), and S(t) is the corresponding semigroup generated by D. Using (1.4) one can easily establish the existence and uniqueness of invariant measures [18] even in certain unbounded domains. In unbounded domains, however, the spectrum is typically more complicated, thus the validity of the estimate of type (1.4) is a highly nontrivial question. A typical approach to establish the existence of invariant measures in unbounded domains is to require some form of dissipation from the nonlinearity f . An example of such dissipation condition can be found in [2] : uf (u) ≤ −ku 2 + c (1.5)
for some k > 0 and c ∈ R. The work [18] established the existence of invariant measure for (1.1) with D = ∆ in R d under different conditions on f . In particular, the invariant measure for (1.1) exists if f satisfies the global bound:
In [19] , using a version of Ito's formula, the dissipation condition (1.5) is replaced with a weaker one:
uf (x, u) ≤ η(x) for |u| > M and x ∈ R d for some M > 0 and a non-negative η(x) ∈ L 1 (R d ), d ≥ 3. The question of the existence of invariant measures in unbounded domains was also addressed in [11, 12, 21] .
The uniqueness of invariant measure is a question of a separate interest [11] . In general, to show uniqueness, one needs the recurrence property for the solutions, as well as the strong Feller property. However, if the semigroup satisfies an estimate of type (1.4) , the uniqueness of the invariant measure follows easily, e.g. using the method developed in [18] . More 
The other examples of semigroups satisfying (1.6) are provided in [18] .
However, there is a large class of practically important operators, e.g. the Laplace operator in R d , that do not satisfy (1.6) yet for which (1.1) has a stationary solution. In contrast with the previous theorem, the existence results for stationary solutions are rather abstract and not constructive ( [2] ). Moreover, we cannot say anything about the uniqueness of the stationary solution in this case. Nevertheless, in certain cases we can approximate the original operator D with the family of operators D ε , which satisfy (1.6) with λ = λ(ε) → 0, ε → 0. This way we can efficiently approximate one of the stationary solutions of Eq. (1.1). We have the following results:
and the limiting equation
, and σ is Lipschitz in u with a sufficiently small Lipschitz constant L satisfying
Let u * ε be the unique stationary solution of (1.7) (whose existence follows from Theorem 1.1). Then there exists u * 0 , which is a stationary solution of (1.8), such that
Note that while the limiting equation may have more than one stationary solution, the previous theorem enables us to approximate one of them as a vanishing dissipation limit. It will be interesting to investigate in the future more precisely which limit is to be selected. A closely related result on the convergence of invariant measures to the invariant measure of the limiting equation was obtained in [17] in the finite-dimensional case.
Asymptotic analysis and homogenization of invariant measures
In the next theorem, we study the behavior of the invariant measures under the regular perturbations of differential operators in R d with discrete spectrum. We will make use of the results from the spectral theory. 
and the corresponding perturbed problem
Suppose q and q 1 are such that (i) q and q 1 are continuous;
Then (1.10) has discrete spectrum {λ n , n ≥ 1}, with λ 1 < 0. The corresponding eigenfunctions are denoted with {Ψ n }. If, in addition, 
We establish the next theorem.
Theorem 1.4. (Perturbation analysis) Consider
Assume that q and q 1 satisfy the conditions of Theorem 1.3, and f (x, u) and
and
Here, λ 1 < 0 is the first eigenvalue of (1.10), and a is given by (1.3) . Let u ε and u * be the unique stationary solutions of (1.12) and (1.13), respectively. Then, for every t ≥ 0 we have
A separate class of problems involves the study of porous media, subject to the influence of random noise. This leads us to the homogenization problems for stochastic differential equations. A comprehensive study of linear homogenization problems in both elliptic and parabolic settings, as well as certain homogenization results for elliptic operators in random media, may be found in [25] . In particular, the work [25] addresses the homogenization problem in presence of regular random perturbations. In this case, it is possible to treat the corresponding stochastic equations for almost every realization of the random field, and obtain the results in spirit of Central Limit Theorem. This approach however cannot be extended to the singularly perturbed stochastic equation with white noise.
One of the earlier works, which studies the nonlinear homogenization problem for parabolic stochastic equations in bounded domains is [3] . The consequent work [14] considers the same problem with an oscillating coefficient in the noise term. The long time behavior of stochastic homogenization problems was considered in [24] in the linear case in a bounded domain. The work [4] studies the homogenization problem for Brinkman flows. In this case, the oscillations are present in the reaction terms, and the authors establish the convergence in probability.
In this paper, we characterize the convergence of invariant measures in the homogenization limit. More precisely, we establish the mean square convergence of the unique stationary solution of the nonlinear stochastic equation with rapidly oscillating coefficients to the corresponding unique stationary solution of the homogenized problem. This, in turn, implies the weak convergence of invariant measures. The two-scale convergence [1] and Nash-Aronson estimates play an important role in our analysis.
Consider the following homogenization problem:
A(x) is a measurable periodic and uniformly elliptic matrix, f (x, u) and σ(x, u) are uniformly bounded, continuous, periodic functions in x and Lipschits in u. Assume that the Lipschitz constant L and the parameter κ are small enough (more precisely, they satisfy the smallness conditions (4.4), (4.6)-(4.8) below). Similar conditions may be formulated for
Along with (1.16), we consider the homogenized problem
17)
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where A 0 is the homogenized matrix described in [25, Sec.
Theorem 1.5. Under the above assumptions on A, ρ, f and σ, for every t ≥ 0 we have
where u ε and u 0 are the corresponding unique stationary solutions of (1.16) and (1.17), whose existence follows from Theorem 1.1.
Finally, we note that a similar convergence result holds in bounded domains with Dirichlet boundary conditions. In particular, for bounded 
Vanishing Dissipation Limit
In this section, we prove Theorem 1.2. The proof follows from the two lemmas below.
Lemma 2.1. Under the conditions of Theorem
with C independent of ε.
Remark 2.1. As we mentioned earlier, the semigroup S ε for the operator D ε u := ∆u − εu satisfies the estimate (1.4). Thus, for fixed ε > 0, the existence and uniqueness of a bounded stationary solution u * ε , defined for t ∈ R, follows from Theorem 1.1. However, the novelty of the present result is that this stationary solution is bounded uniformly in ε.
Proof. The desired solution will be constructed as a limit of an iteration scheme. Set u 0 ≡ 0 and let u n+1 be the unique stationary solution of
Arguing as in [18, Theorem 5] , such u n+1 is defined correctly, since at every step
2 < C, hence there exists
Then, using the Lipschitz property of σ
hence u 2 is defined correctly, and so on. Write
We proceed with the change variables in the kth term in the above summation:
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To estimate the first integral, we write
Since |e k (y)| ≤ 1, we immediately get
As for the estimate for J 12 , we have
where
Similarly, we write
Combining the estimates above, we have 
Consequently,
provided L satisfies (1.9). We next proceed with establishing the convergence of u n .
Once again, fix k ≥ 1. We have
Analogous estimates yield
If L satisfies (1.9), iterating (2.2) we deduce that u n is a Cauchy sequence in
It is straightforward to verify (see, e.g. [18, Theorem 3] ) that u * ε (t, ·) is a mild solution to (1.7) and satisfies sup
where C is given by (2.1) and is independent of ε. 
where u * ε is the solution constructed in Lemma 2.1.
Proof. We first show that for fixed t ≥ 0, u * ε (t) is a Cauchy sequence in ε. For 0 < ε < ε 1 , we have
Adding and subtracting e −ε1(t−s) Gσ(u * ε )e k to each term in the summation above, we get
After the change of variables in t, the first term in (2.3) can be further estimated as follows:
Using the bound sup t E u * ε 2 ≤ C < ∞, by Dominated Convergence Theorem, S 11 → 0 and S 12 → 0 as ε → 0, ε 1 → 0. It remains to estimate S 2 . A calculation, analogous to (2.2), yields
Altogether, 
Thus there is u * 0 such that u * ε → u * 0 as ε → 0. It remains to show that the sequence u * ε converges to the solution of the limiting equation
G(t, x − y)u(y)dy,
we have
for some constant B > 0. By Gronwall's inequality
In particular, since the stationary solutions u * ε strongly converge to u 0 , u 0 is also stationary. This concludes the proof of the lemma, and thus the statement of the Theorem 1.2 follows.
Perturbation Analysis. Proof of Theorem 1.4
Let λ 
Asymptotic analysis and homogenization of invariant measures
t ∈ R. Moreover, arguing as in the proof of Lemma 2.1, it is straightforward to verify that
provided L satisfies the smallness condition (1.14). The following lemma establishes the convergence properties of the semigroup.
Lemma 3.1. Assume q and q 1 satisfy the assumptions of Theorem 1.3. Then
Proof. We start with the proof of (i). Write
In particular,
Fix µ > 0. For this µ we can find N > 0 such that 
from (3.3) and the convergence λ ε N → λ N we may conclude that there is ε 0 > 0 such that for ε < ε 0
thus the second term in (3.2) is less than µ 2 . As for the first term in (3.2), we have
for ε small enough. Thus, we have (i). To show (ii), note that
S(t − s)σ(·, u(s))dW (s)
1950015-14
Asymptotic analysis and homogenization of invariant measures
Then, for fixed
with B 1 independent of ε. Similarly,
For fixed t ≥ 0, we have
Adding and subtracting S ε (t − s)f (·, u n ε (s)) and S(t − s)f (·, u n (s)), and using the contraction property (3.1) together with the Lipschitz property of f , we have
By (3.4) and Cauchy-Schwartz, we have
Similarly,
Finally,
We have
Also, by Dominated Convergence Theorem and Lemma 3.1
Altogether,
We now proceed with the estimate for J 2 :
Using (3.4), we have
A similar estimate holds for J 23 . It remains to estimate J 22 :
The first term is estimated by Cauchy-Schwart
On the other hand,
as ε → 0 by the Dominated Convergence Theorem and Lemma 3.1. Altogether
(3.7)
Combining (3.5)-(3.7), we have
By Gronwall inequality, denoting γ := −
The condition (1.15) implies that λ + γ < 0, thus we have
To complete the proof of Theorem 1.4, fix δ > 0 and choose n ≥ 1 such that
For such n we may now choose ε > 0 such that
and therefore
which completes the proof.
Homogenization
Notation and preliminaries
Assume that A(x) is uniformly elliptic 
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Denote A 0 (x) to be the homogenized matrix (see [25, Sec. 1.2] for the precise definition). It follows from linear homogenization theory that A 0 satisfies (4.1) given that A(x) satisfies it. Next, let
• K(x, y, t) be the fundamental solution of
• K ε (x, y, t) be the fundamental solution of
• K 0 (x, y, t) be the fundamental solution of
A simple rescaling yields
We also assume that B f,σ > 0 is such that 
An analog of this estimate holds in weighted spaces.
A similar estimate holds for ρ(x) = 
In other words, if
we showed that
We may now apply Theorem 1.1 to conclude that, the Lipschits constant L satisfies the smallness conditions [18] :
then there exist unique stationary solutions u ε and u 0 of (1.16) and (1.17), respectively, defined for t ∈ R, such that Once we add and subtract S ε (t − s)f (·/ε, u ε n ) and S 0 (t − s)f (u 0 ), the term J 1 may be estimated as
Using (4.9) and the Lipschitz property, one may obtain the bounds for J 11
We now proceed with the estimate for J 13 . Using (4.5), we have
The last term may be rewritten as Analogously,
We proceed with the estimate for J 23 : By an argument, identical to Lemma 4.5, ϕ 2 (t, s, ε, n, k) is uniformly bounded by an absolute constant, and ϕ 2 (t, s, ε, n, k) → 0, ε → 0. Consequently,
a k ϕ 2 (t, s, ε, n, k) → 0, ε → 0.
1950015-24
