Hallmarks of criticality, such as power-laws and scale invariance, have been empiricaly found in cortical networks and it has been claimed that operating at criticality entails functional advantages, such as optimal computational capabilities, memory, and large dynamical ranges. An apparent paradox is that criticality requires a high degree of fine tuning to emerge and hence, self-organizing mechanisms need to be invoked.
The fractal hierarchical network in Figure 1 (HMN-1) or in a deterministic way with a level-dependent number of connections (HMN-2). Similarly, "top-down" models can also be designed [32] .
A way to encode key network structural information is the topological dimension, D, which measures how the number of neighbors of any given node grows when moving 1, 2, 3, ..., r steps away from it: N (r) ∼ r D for large values of r. Networks with the small-world property [33] have local neighborhoods quickly covering the whole network, i.e. N (r) grows exponentially with r, formally corresponding to D → ∞. Instead, large-worlds have a finite topological dimension and D = 0 describes fragmented networks. Our synthetic HMN models span all the spectrum of D-values as illustrated in Fig. 1 .
B. Architecture-induced Griffiths phases
Disorder is well-known to radically affect the behavior of phase transitions (see [25] and refs.
therein). In disordered systems, there exist regions characterized by parameter values which differ significantly from their corresponding system averages. Such rare regions can, for instance, induce the system to be locally ordered, even if globally it is in the disordered phase. In this way, in models of activity propagation activity can linger for long times in rare-regions even if the system is in the quiescent phase.
In the particular case in which broadly different rare-regions exist -with broadly distinct sizes and time-scales -the overall system behavior, determined by the convolution of those different contributions, becomes anomalously slow (see MM). In contrast with standard critical points, systems with rare-region effects have an intermediate broad phase, separating order from disorder:
a Griffiths phase (GP) with generic power-law behavior and other anomalous properties (e.g. [25] and MM).
Remarkably, it has been very recently shown that structural heterogeneity can play in networked systems a role analogous to that of standard quenched disorder [22] . In particular, simple dynamical models exhibit GPs when running upon networks with a finite D; instead, in small-worlds, D = ∞, local neighborhoods are too large -quickly covering the whole network -as to be compatible with the very concept of rare (isolated) regions [22] . Therefore, the existence of finite a topological dimension D is an excellent indicator of eventual rare-region effects and Griffiths phases.
C. Anomalous dynamics in HMNs
To model the propagation of neuronal activity, we consider highly-simplified dynamical models running upon HMNs. More realistic models of neural dynamics with additional relevant layers of information could be considered; but we do not expect them to significantly affect our conclusions here. Our approach here consist in modeling activity propagation in a minimal way. It is also noteworthy that in some of the cases we study the network nodes are not neurons but coarse neural regions, for which effective models of activity propagation are expected to work well. 1 Our dynamics is as follows: every node (or "neuron") is endowed with a binary state variable, σ, representing either activity (σ = 1) or quiescence (σ = 0). Each active neuron is spontaneously deactivated at some rate µ (we fix µ = 1), while it propagates its activity to other directly connected neurons at rate λ. We have considered two different dynamics: in the first one, (Model A) a synapsis between an active an a quiescent node is randomly selected at each time and proved for activation, while in the other variant (Model B) a neuron is selected and all its neighbors are proved for activation. Details of the computational implementation can be found in the SI.
In general, depending on parameters these models can be either in an active phase -for which the density ρ of active nodes reaches a steady-state value ρ s > 0 in the large system-size and large-time limit -or in the inactive phase in which ρ falls ineluctably in the quiescent configuration (ρ s = 0).
Separating these two regimes, at some value, λ c , there is a standard critical point where the system exhibits power-law behavior for quantities of interest, such as the time decay of a homogeneous initial activity density, ρ(t) ∼ t −θ , or distribution of sizes of avalanche triggered by an initially localized perturbation P (S) ∼ S −τ . θ and τ are critical exponents. This standard critical-point scenario (see Figure 2 , left panel) holds for regular lattices, Erdős-Renyi networks, and many other types of networks (without disorder or with disorder but with an infinite topological dimension).
On the other hand, computer simulations of the different dynamical models running upon our complex HMN topologies with finite D reveal a radically different behavior (see Fig. 2 and MM).
The power-law decay of the average density ρ(t) -specific to the critical point in pure systemsextends to a broad range of λ values. The existence of a broad interval with power-law decaying activity is supported by finite size scaling analyses reported in the SI.
Likewise, as shown in Fig. 2 , avalanches of activity generated from a localized seed have powerlaw distributed sizes, with continuously varying exponents, in the same broad region. These features are fingerprints of a GP and have been confirmed to be robust against increasing system size (up to N = 2 20 ), using different types of HMN (HMN-1 with different values of α and p, HMN-2 models, all with finite D) and dynamical models, and performing measurements of different dynamic quantities (see SI).
D. Diverging response in HMNs
One of the main alleged advantages of operating at the edge-of-chaos is the strong enhancement of the system's ability to distinctly react to highly diverse stimuli. In the statistical mechanics jargon this stems from the divergence of the susceptibility at criticality [35] . How do systems with broad GPs respond to stimuli? To answer this question we measure the following two different quantities:
(i) The dynamic susceptibility, gauges the overall response to a continuous localized stimulus.
It is defined as Σ(λ) = N (ρ f (λ) − ρ s (λ)), where ρ s (λ) is the stationary density in the absence of stimuli and ρ f (λ) is the steady-state density reached when one single node is constrained to remain active. As shown in Fig. 3 Σ becomes extremely large in the GP and, more importantly, it grows as a power-law of system-size, Σ(λ ≈ λ c , N ) ∼ N η , implying that there is an extended divergence (with λ-dependent continuously varying exponents) of the system's response across the GP.
(ii) The dynamic range, ∆, introduced in this context in [20] (see SI), measures the range of perturbation intensities/frequencies for which the system reacts in distinct ways, being thus able to discriminate among them. We have computed ∆(λ) in the HMN-2 model (see Fig. 3 ) which clearly
illustrates the presence of a broad region with huge dynamic ranges (rather than the standard situation for which large responses are sharply localized around criticality).
Therefore, if critical-like dynamics is important to access to a broad dynamic range and to enhance system's sensitivity, then it becomes much more convenient to operate with hierarchicalmodular systems, where the edge of chaos -with extremely large responses and huge sensitivitybecomes a region rather than a singular point.
E. Spectral fingerprints of Griffiths phases in HMNs
To further confirm the existence of Griffiths phases (beyond direct computational simulations),
here we present some analytical results. An important tool in the analysis of network dynamics is provided by spectral graph theory in which the network structure is encoded in some matrix and Inspired by this novel idea, we performed a spectral analysis of our HMNs (e.g. HMN-2 nets with α = 1), with the result that -for finite D networks -not only the largest eigenvalue Λ max corresponds to a localized eigenvector, but a whole range of eigenvalues below Λ max (even hundreds of them) share this feature, as can be quantitatively confirmed (see SI). In particular, the principal eigenvector is heavily peaked around a cluster of neighboring nodes. We have conjectured and verified numerically that the clusters where the largest eigenvalues are localized correspond to the rare-regions, with above-average connectivity and where localized activity lingers for long time.
Also, we numerically found λ c ≈ 0.41 > 1/Λ max ≈ 0.33, confirming the prediction above. The interval between these two values defines the GP. In addition, we also considered large network ensembles and computed the probability distribution of eigenvalues. We found a type of singularity, usually termed Lifshitz tail, typical of disordered systems (see SI). Lifshitz tails are known to be a spectral fingerprint of Griffiths phases [38] . Therefore, the presence of both (i) localized eigenvectors and (ii) Lifshitz tails, confirms the existence of GPs in networks with complex heterogeneous architectures.
F. Griffiths phases in real networks
Analyses of different nature have revealed that organisms from the primitive C. elegans [29, 30, 39, 40] (for which a full detailed map of its about 300 neurons has been constructed) to cats, macaque monkeys, or humans (for which large-scale connectivity maps are known [26] ) have a hierarchically organized neural network. Such structure is also shared by functional brain networks (e.g. from functional magnetic resonance imaging data) [26, 27, [41] [42] [43] . To mitigate finite-size effects, we have also considered the human connectome network, obtained by Sporns and collaborators using diffusion imaging techniques [26, 27] . It is a highly coarse-grained mapping (as opposed to the previous detailed map) of anatomical connections in the human brain, comprising N = 998 brain areas and the fiber tract densities between them, with a hierarchical organization [29, 30] (see SI). In this case, we find that avalanches are clearly distributed as power laws, with smaller finite-size effects, in a broad range of λ-values (see Fig. 4 ). Actually, truncated power-laws of the form P (S) ∼ S −τ e −S/ξ -with λ-dependent values of τ -provide highly reliable fits of the size distributions, P (S), according to the Kolmogorov-Smirnoff criterion (see SI). Here it becomes apparent that the dynamics does not lead to a traditional critical-point scenario but, instead, it supports the picture of a broad critical-like region. This strongly suggests that if it were feasible to run dynamical models upon the actual human brain network (with about 10 12 neurons it diverges with system size through the whole GP. At a theoretical level, graph-spectral analyses reveal the presence of localized eigenvectors and Lifshitz tails which are the spectral counterparts of rare regions and GPs. All these evidences confirm the existence of GPs in synthetic HMNs, including a spectral graph theory viewpoint, thereby going beyond previous results in generic complex networks [22] .
More remarkably, we have also provided evidence that GPs appear in actual real networks such as those of the human connectome and C. elegans, even if owing to the limited available networksizes the associated power-laws are necessarily cut-off. Still, the best fits to data are provided by continuously varying power-laws, truncated by finite-size effects.
It is noteworthy that disorder needs to be present at very different scales for GPs to emerge (otherwise rare regions cannot be arbitrarily large); this is why a hierarchy of levels is required.
Plain modular networks -without the broad distribution of cluster sizes, characteristic of hierarchical structures -are not able to support GPs. We emphasize that GPs in our HMNs are induced merely by the existence of structural disorder: no additional form of neuronal or synaptic heterogeneity has been considered here; adding further heterogeneity would only enhance rare-region effects and hence GPs. For instance, we have also found GPs for the human connectome, when taking into account the relative weight of structural connections. It should be also noticed that all networks in our study are undirected in the sense that links are symmetrical, while synapses in cortical networks are not. Again, this does not jeopardize our conclusions: directness in the connections only strengthens isolation and hence rare-region effects and GPs.
The existence of a GP with its concomitant generic power-law scaling -not requiring a delicate parameter fine tuning -provides a more robust and solid basis to justify the ubiquitous presence of scale-free behavior in neural data, from EEG or MEG records to neural avalanches. More in particular, it gives the key to understand why broad regions around criticality are observed in fMRI experiments of the brain resting state [21] .
As we have shown, the system's response is extremely large (and diverges upon increasing the network size) in a broad region of parameter space. This strongly facilitates the task of mechanisms selecting for the alleged virtues of scale-invariance and strongly suggests that a new paradigm is needed: a theory of self-organization/evolution/adaptation to the broad region separating order from chaos. In particular, GPs combined with standard mechanisms for self-organization [46] [47] [48] are expected to account for the empirically found dispersion around criticality [21] . This also invites the question of whether intrinsically disordered HMNs do indeed generically optimize transmission and storage of information, improve computational capabilities [18] , or significantly enhance large network stability [16] , without the need to invoke precise criticality.
Usually, brain networks are claimed to be small worlds; instead we have shown that large-world architectures are essential for GPs to emerge. A solution to this conundrum was provided by Gallos et al.
[42], who found that (functional) brain networks consist of a myriad of densely connected local moduli which altogether form a large world structure and, therefore, are far from being smallworld; however, incorporating "weak ties" to the network converts it into a small world preserving an underlying back-bone of well-defined modules (for this, it is essential that networks have a finite Hausdorff or fractal dimension (see [42] and MM), confirming that finite dimensionality is a crucial feature). In this way, cortical networks achieve an optimal balance between local specialized processing and global integration through their hierarchical organization. On the other hand, weak links are not expected to significantly affect the existence of GPs. Therefore, from this perspective, (i) achieving such an optimal balance and (ii) operating with critical-like properties, can be seen as the two sides of the same coin. This stresses the need to develop new models for the co-evolution of structure and function in neural networks.
It is noteworthy, that, a mechanism for robust working memory without synaptic plasticity has been put forward very recently [49] . It heavily relies on the existence of heterogeneous local clusters of densely inter-connected neurons where activity (memories) reverberates. Not surprisingly, it leads to power-law distributed fade away times, which has been claimed to be the correlate of "power-law forgetting" [50] . This is a nice illustration of Griffiths phases at work.
Given that disorder is an intrinsic and unavoidable feature of neural systems and that neural network architectures are hierarchical, Griffiths phases are expected to play a relevant role in many dynamical aspects and, hence, they should become a relevant concept in Neuroscience as well as in other fields such as systems biology where HMNs play a key role [51] . We hope that our work contributes to this purpose, fostering further research.
III. MATERIALS AND METHODS
Topological dimension: Strictly speaking HMN-1 and HMN-2 networks are finite dimensional only for p = 1/4 in which case the number of inter-moduli connection is stable across hierarchical levels. For p > 1/4 (p < 1/4) networks become more a more densely (rarefied) connected as the hierarchy depth (i.e. the network size) is increased. Deviations from p = 1/4 create fractal-like networks up to certain scale, being good approximations for finite-dimensional networks in finite size.
In some works (e.g.
[42]), the Hausdorff (fractal) dimension D f is computed for complex networks.
We have verified numerically that D f ≈ D in all cases.
Dynamical protocols: We employ four different dynamical protocols: (i) Decay of a homogeneous state: all nodes are initially active and the system is let to evolve, monitoring the density of active sites ρ(t) as a function of time.
(ii) Spreading from a localized initial seed:
an individual node is activated in an otherwise quiescent network. It produces an avalanche of activity, lasting until the system eventually falls back to the quiescent state. The avalanche size S is defined as the number of activation events that occur for the duration of the avalanche itself.
The process is iterated and the avalanche size distribution P (S) is monitored. (iii) Identical to (ii), except that the seed is kept active throughout the simulation (continuous stimulus).
(iv) Identical to (ii), except that the seed node is subsequently reactivated with probability p stimulus = 1 − exp(−r ∆t) for t > 0 (Poissonian stimulus of rate r).
Rare regions and Griffiths phases: Quenched disorder strongly influences the physics of phase transitions [25] . For illustration, consider our Model A running upon a regular lattice but with a node-dependent quenched spreading rate, λ(x) (with average valueλ). If we consider a value ofλ in between, λ c (pure)>λ c (disordered) then the disordered system is in its inactive or quiescent phase, but the existence of disorder can (and does!) generate rare active regions Therefore, the overall activity density, ρ(t), decays as the following convolution integral ρ(t) ∼ dsP (s) s exp [−t/(t 0 e A(λ)s )], which evaluated in saddle-point approximation leads to ρ(t) ∼ t −θ with θ varying continuously with the disorder average value,λ). This generic power-laws are characteristic of Griffiths phases. This is just an example of a generic phenomenon, thoroughly studied in classical, quantum, and non-equilibrium disordered systems systems [25] .
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I. STRUCTURAL NETWORK PROPERTIES
Throughout the paper we made a point of working exclusively on connected networks, i.e.
networks with no isolated components. Rare-region effects would be a trivial consequence of disconnectedness, which is something that we intended to avoid. In the following we explain how we implemented this constraint in our synthetic HMNs, for the two wiring methods proposed:
HMN-1: At each hierarchical level l = 1, 2, . . . s, pairs of blocks are selected, each block of size 2 i−1 N 0 . All possible 4 i−1 N 2 0 undirected eventual connections between the two blocks are evaluated, and established with probability αp l , avoiding repetitions. With our choice of parameters we stay away from regions of the parameter space for which the average number of connections between blocks n l is less than one, as this would lead inevitably to disconnected networks. However, since links are established stochastically, there is always a chance that, after spanning all possible connections between two blocks, no link is actually assigned. In such a case, the process is repeated until, at the end of it, at least one link is established. Notice that this procedure enforces the connectedness of the network and its hierarchical structure, introducing a cutoff for the minimum number of block-block connections at 1. Observe also that for N 0 = 2 and p = 1/4, α is the target average number of block-block connections and 1 + α the target average degree. By applying the above procedure to enforce connectedness, both the number of connections and the degree are eventually slightly larger than these expected (unconstrained) values.
HMN-2:
In this case, the number of connections between blocks at every level is a priori, set to a constant value α. Undirected connections are assigned choosing random pairs of nodes from the two blocks under examination, avoiding repetitions. Choosing α ≥ 1 ensures that the network is hierarchical and connected. This method is also stochastic in assigning connections, although the number of them (as well as the degree of the network) is fixed deterministically.
In both cases, the resulting networks exhibit a degree distribution characterized by a fast expo- Different analyses have confirmed that this network has a hierarchical-modular structure (see e.g. [2] [3] [4] [5] [6] . In particular, in [6] a new measure is defined to quantify the degree of hierarchy in complex networks. The C. elegans neural networks is found to be 6 times more hierarchical than the average of similar randomized networks.
Connectivity data for the human connectome network have been recently obtained experimentally [7, 8] , and were made available to us by courtesy of O. Sporns. In this case too, the network is hierarchical [2, 9, 10] . Figure 2 shows a graphical representation of its adjacency matrix, highlighting its hierarchical organization. 
II. DYNAMICAL MODELS, NETWORK ARCHITECTURES, AND DYNAMICAL QUANTITIES A. Dynamical models
The main traits of the considered dynamical models are described in the main text. Here we detail how they are implemented. In both cases (Model A and Model B), neurons are identified with nodes of the network and are endowed with a binary state-variable σ = 0, 1. The state of the system is sequentially updated as follows. A list of active sites is kept.
Model A: At each step, an active node is selected and becomes deactivated σ = 0 with probability µ/(λ+µ), while with complementary probability λ/(λ+µ), it activates one randomly chosen nearest neighbor provided it was inactive.
Model B: At each step, an active node is selected and becomes deactivated σ = 0 with probability µ/(λ + µ), while with complementary probability λ/(λ + µ), it checks all of its nearest neighbors, activating each of them with probability 0 < λ < 1 provided it was inactive, then it deactivates.
The reader may notice that both Model A and B have well-known counterparts in computational epidemiology, where they correspond to the contact process and the susceptible-infectivesusceptible model respectively (see for instance [11] ). In this context, our aim is not to suggest any parallelism between the two fields. We rather choose two simple models, as the value of similar minimalistic dynamic rules in Neuroscience was proven before, e.g. in [12] .
Simple modifications of the considered models, can be introduced, to progressively introduce further layers of complexity. For instance, a refractory period can be easily implemented, more complex activation rules, etc. We do not expect as preliminary numerical test show, any of these to significantly affect the overall picture described in the paper.
Results shown in the main text for real networks, C. elegans and Human connectome, are obtained by running Model 2 dynamics on the unweighted version of the network. We have verified that the introduction of weights does not alter the qualitative picture obtained. To introduce weights, for instance in Model A, the probability for choosing each nearest neighbors is weighted with the relative strength of the corresponding link. In Model B the value λ is multiplied -for each nearest neighbor with its corresponding weight. If the product is larger than unity, the neighbor becomes active with certainty. Further evidence that the introduction of weights does not affect the emergence of rare-region effects in the human connectome comes from the spectral analysis of its adjacency matrix, as shown in the following (see IV D).
B. Finite-size scaling
In standard critical point scenario -assuming the system sits exactly at the critical point but it runs upon a finite system (of linear size L) -the average density (order parameter) starting from an initially active configurations decays as t − θ × exp(−t/τ (L)), where the cut-off time scales with system size as, τ (L)n ∝ L z (z the dynamic critical exponent), allowing us to perform collapse plots for different system sizes.
Instead, in Griffiths phases, the cut-off time does not have an algebraic dependence of L; it is the largest cluster which is cut-off by L d , and the corresponding escape/decay time from it grows like τ (L) ∝ exp(cL d ). Therefore, even for relatively small system sizes, such a cut-off is not observable in (reasonable) computer simulations: order-parameter-decay plots should exhibit power-law asymptota without any apparent cut-off. But, on the other hand, the power-law exponent -which can be estimated from a saddle point approximation, dominated by the largest rare region -is severely affected by finite size effects. Therefore, summing up, while in standard critical points, finite size effects maintain the critical exponent but visibly affect the exponential cut-offs, in Griffiths phases, apparent critical exponents are affected by finite-size corrections while exponential cut-offs are not observable.
Unless otherwise specified, simulations on HMNs in the main text are conducted on systems of size N = 2 14 = 16384. Figure 3 shows that upon increasing the system size (and the number of hierarchical levels accordingly), the picture of generic power-law decay of activity remains valid in the whole GP. One can notice that for each value of λ, the slope of the density decay tends to an asymptotic value, which is expected to hold in the thermodynamic limit. in all cases), thus spanning the size range 10 4 -10 6 . The generic power-law behavior is conserved in the thermodynamic limit as for each λ, the slope of activity decay tends to an asymptotic limit. As explained in the text, finite size effects are quite different in GPs with respect to the standard critical point scenario.
C. Influence of structural parameters
In HMN-1 and HMN-2, we recall that N 0 is the size of the fully connected low-level blocks at the bottom of the HMN hierarchy. In the simulations shown in the main text, we chose N 0 = 2 everywhere. This choice allows us to have a hierarchy of blocks, which vary (almost continuously) in size and connectivity from bottom to top, minimizing the surface effects that a large N 0 would introduce in the hierarchy. In each network realization, the stochastically assigned links give rise to intricate structures, which greatly vary across the hierarchy and among realizations, ultimately leading to topologically induced Griffiths phases. In all cases, the resulting structure is checked to be connected; disconnected networks are discarded.
Taking larger small moduli, i.e. larger values of N 0 , does not affect the emergence of Griffiths phases. However, in this case, the network would be composed of two types of essentially differ-ent structures: compact moduli, and the hierarchical structure on top of it. As a consequence, they introduce long transients in the dynamics, before the system evolves to its asymptotic state (inactive, Griffiths, or active), as clearly shown in Supplementary Figure 4A .
For instance, in simulations of activity decay from a fully active network, the transient is due to the fact that dynamics first takes place within low-level blocks (since they are fully connected, dynamics is "faster" there) and only at a later stage it extends to the higher hierarchical levels.
Thus, density first decays, within local moduli (up to time 10 4 or 10 5 ) and then the generic asymptotic relaxation process, characteristic of Griffiths phases, begins.
D. Further measures of activity
In order to complement the results presented in the main text, we also performed measurements of the time evolution of the average activity ρ(t) and the survival probability P s (t) for seed simulations, protocol (ii). Results of such further trials, shown here in Supplementary Figure 4B , back up the observation of Griffiths phases for these other quantities (we chose the networks and the values of λ used in Figure 2D in the main text).
E. Measures of response
The special behavior of systems exhibiting generic power-law decay of activity calls for adequate methods to measure their response to external stimuli. In particular, the standard method consisting in measuring the variance of activity in the steady state, would not provide a measure of susceptibility in the Griffiths region, where a steady state is absent by definition. To supply the need for a meaningful physical quantity, we define the dynamic susceptibility as
where ρ f (λ) is the steady state reached when a single node is constrained to be active throughout the simulation and ρ s (λ) the steady state for protocol (i), i.e. in the absence of constraints. In the inactive state, ρ s (λ) = 0 while ρ f (λ) is finite but small (of the order of 1/N ) as the active node continuously fosters activity in its surroundings. In the active state, ρ s (λ) = 0 and ρ f (λ) are both large and again differ by a little amount (given by the fixed node and its induced activity) that vanishes for larger system sizes. Only in a region where the response of the system is high, the little perturbation introduced by the constrained node produces diverging response. This is Figure 2D (main text)
found to occur throughout the Griffiths region (see Figure 3 , main text), confirming the claim of an anomalous response over an extended range of the parameter λ.
Another meaningful measure of response is provided by the dynamic range ∆, introduced in Ref. [13] . We determine ∆(λ) for various values of λ in the Griffiths and active phases, as follows:
• a seed node is chosen and initially activated, but not constrained to be active;
• the dynamical model (A, B, . . .) is run
• if the dynamics selects the seed node, and it is found inactive, it is reactivated with probability p stimulus ;
• the steady-state density ρ is recorded (due to the intermittent reactivation, a steady state depending on p stimulus is always reached, unless p stimulus is infinitesimal);
• upon varying p stimulus , the steady-state density ρ varies continuously within a finite window.
We identify the values ρ 0.1 and ρ 0.9 , corresponding to the 10% and 90% values within such window, and call p 0.1 and p 0.9 the values of p stimulus leading to those values respectively.
• the dynamic range is calculated as ∆ = 10 log 10 (p 0.9 /p 0.1 ).
Notice that in the active phase ρ 0.1 reaches a finite steady state at exponentially large times in the limit λ → λ + c . This makes the study of large systems very lengthy in that parameter region. Extended regions of enhanced response are found also by running our simple dynamic protocols on the connectome network. A way to visualize the broadening of the critical region is presented in Supplementary Figure 5 , where the density of active sites given a fixed active seed ρ f is plotted as a function of λ. The critical region broadens if compared to the case of a regular (disorderfree) lattice of the same size. This observation confirms that the heterogeneity of the hierarchical network structure plays a crucial role in the broadening of the critical region, and is found in agreement the experimental observation of similar phenomena in large-scale brain fMRI tests [10] , as stressed in the main text. 
III. AVALANCHES IN THE HUMAN CONNECTOME NETWORK
Unlike avalanches on synthetic HMNs, typically run on several (10 7 − 10 8 ) network realizations, avalanche statistics on the human connectome network is the result of a large number of avalanches (> 10 9 ) on the unique network available. Such limitation explains the emergence of strong cutoffs in the avalanche-size distributions (see Figure 4) . In the main text, we propose to fit avalanche size distributions with truncated power laws, reflecting the superposition of generic power-law behavior and finite-size effects. In order to assess the validity of our hypothesis, we resort to the Kolmogorov-Smirnov method, by which the best fit is provided by the fitting function g(S), which minimizes the estimator
where G(S) is the cumulative distribution associated with g(S) and F (S) is the cumulative distribution of empirical data (simulation results, in our case).
In case of limited amount of empirical data, the use of diverse fitting techniques (least squares, maximum likelihood etc.) is advised, in order to avoid biases and to eliminate spurious effects.
However, given the abundance of data in our case, a non-linear least-squares fit provides a reliable estimate of parameters (note that a truncated power-law cannot be fit linearly by standards methods). We recall that the least-squares method is essentially a minimization problem: given a set of empirical data points (x i , y i ) i=1,...n and a fitting function g(x, b) depending on a set of parameters b, the fit is provided by the set of parameters that minimizes the function
In the case of a linear regression, such minimization can be performed exactly. In the case of a non-linear fit, instead, the minimization has be performed numerically. For every value of λ (every curve in Figure 4 , main text), we proceed as follows:
(i) we provide a least-squares fit for the avalanche-size distribution, based upon the truncated power-law hypothesis and calculate the corresponding Kolmogorov-Smirnov D KS ;
(ii) we repeat the above procedure for alternative candidate distributions (non-truncated power law and exponential) (iii) we compare the results for the D KS indicators and choose the hypothesis with the smallest D KS as the best fit.
In Supplementary Figures 6A-B we provide an example of this procedure, as obtained from our data for λ = 0.017. In this case, as in every other case examined, the truncated power law provides the best fit among the ones tested, both by the KS criterion and upon visual inspection. Notice that also the power-law hypothesis appears plausible to some extent, whereas the exponential hypothesis deviates significantly from the data, however one chooses the minimum avalanche size S min to fit.
In particular, special attention has been devoted to the choice of the lower bound S min , as advised in Ref [14] . Such a choice is usually made by visual inspection for large systems, where it is easy to estimate visually the point in which power-law behavior takes over. In small systems, instead, a more quantitative procedure is required. For every fit described above (points (i) and
(ii) ), we have chosen the best estimate for the S min upon preliminarily applying a KS procedure to different candidate values of S (following [14] ). We found that in each case, the KS estimator displayed a minimum for values of S ≈ 6, for the truncated power-law and power law hypotheses.
IV. SPECTRAL ANALYSIS OF HMNS
A. Linear stability analysis of Model B
We introduce the probability that the node i is active at time t, q i (t). The density of active sites can be written as ρ(t) = q i (t) , averaged over the whole network. In the case of Model B dynamics, the probabilities q i (t) obey the evolution equatioṅ
where, as in the main text, A denotes the adjacency matrix and λ the spreading rate. Calling Λ a generic eigenvalue of A, its corresponding eigenvector f (Λ) obeys Af (Λ) = Λf (Λ). Working on undirected networks, all eigenvalues Λ are real and any state of the system can be decomposed as a linear combination of eigenvectors, as in
More importantly, if the network is connected (all our HMNs are), the maximum eigenvalue of A, Λ max , is positive and unique (Perron-Frobenius theorem, see e.g. [15] ). As a consequence, it is commonly assumed that the critical dynamics of Eq. (3) at λ = λ c is dominated by the leading eigenvalue Λ max and that, at the threshold λ c ,
Then one can impose the steady state conditionq i (t) = 0 and, under the fundamental assumption of Eq. (5), derive the well known result [16] 
This result relies on the implicit assumption that the principal eigenvalue is significantly larger than the following one. The existence of such spectral gap, separating Λ max from the continuum spectrum of A, is a quite common feature in complex networks, being a measure of their small-world property. However, the picture of cortical networks as hierarchical structures distributed across several levels suggests that such systems may exhibit very different properties. We will prove this in the following and show how the above picture changes in HMNs. 
B. Spectra of HMNs
Supplementary Figure 7A shows the average eigenvalue spectrum of the adjacency matrix A for HMNs. A detailed analysis of the peak structure is beyond the scope of this work. However we notice the absence of isolated eigenvalues at the higher spectral edge (see also Supplementary Figure 7B ). The principal eigenvalue Λ max is not clearly separated from the others. The spectral gap, characterizing small-world networks, here is replaced by an exponential tail of eigenvalues.
All such eigenvalues share a common feature: their corresponding eigenvectors are localized, as shown in Supplementary Figure 7C . All components are close to zero, except for a few of them in each network, corresponding to a rare region of adjacent nodes. We claim that such rare region are responsible for the emergence of the Griffiths phase (GP) over a finite range of the spreading rate λ.
Localization in networks can be measured through the inverse participation ratio, defined as
If eigenvectors are correctly normalized, IPR(Λ) is a finite constant of the order of O(1) if Λ is localized, while IPR(Λ) ∼ 1/ √ N otherwise. Such localization estimator is usually calculated for the principal eigenvalue Λ max of a network. Indeed Supplementary Figure 7D shows that the IPR is finite and insensitive to changes in systems sizes. On the other hand, upon increasing the density of inter-module connections, the IPR rapidly decreases, suggesting that small-world effects enhance delocalization.
Having introduced a criterion to identify localized eigenvectors, we found that a whole range of eigenvalues below Λ max correspond to localized eigenvectors. The structure of Eq. (3) and its solutions suggest that while a spreading rate of the order of λ = 1/Λ max allows the system to access the localized behavior dictated by the eigenvector f (Λ max ), lager values of λ grant access to the next eigenvalues and eigenvectors that are less and less localized. The GP extends throughout the localized region, whereas the threshold λ c is reached in correspondence to eigenvalues whose corresponding eigenvectors are no longer localized. This ultimately explains why in HMN we find λ c > 1/Λ max , and establishes a strong connection between eigenvalue localization and Griffiths phases.
The observation of a range of localized eigenvectors has an important spectral counterpart.
We found that the distribution of the corresponding eigenvalues results in an exponential tail of the continuum spectrum, where an infinite dimensional graph would exhibit a spectral gap instead. This translates into an exponential tail of the cumulative distribution φ(Λ) of laplacian eigenvalues (or integrated density of states) at the lower spectral edge, a so-called Lifshitz tailwhich in equilibrium systems is related to the Griffiths singularity [17] . We have found Lifshitz tails with their characteristic form
(see Supplementary Figure 7E ). Interestingly, Lifshitz tails are also rigorously predicted on Erdős
Rényi networks below the percolation threshold, where rare-region effects and Griffiths phases are an obvious consequence of the network disconnectedness [18] .
We conclude that both the existence of a range of localized eigenvectors and the existence of Lifshitz tails are spectral fingerprints of rare-region effects in HMNs and confirm the existence of a network-architecture-induced GPs.
D. Localization in the human connectome network
The fingerprints of extended criticality in the human connectome are a result of its hierarchical network structure, and the localization properties that characterize it. Supplementary Figure 8 supports this view, highlighting the localization of the principal eigenvector. In particular, we show how the principal eigenvector of the full adjacency matrix and that of the unweighted (i.e.
unitized, with 1's as entries in correspondence to every non-zero weight) version of it display very similar peak structures (i.e. their rare regions are very similar). This last observation supports our choice to run simple unweighted dynamics on top of the connectome network. Connection weights are supposed to contribute to a fully realistic description of the brain function. However they are not necessary in order to achieve broad criticality, which primarily arises form the hierarchical architecture of the network. (blue) and unweighted (red) adjacency matrix. As the peak structure is roughly preserved, localization properties are expected to be alike in the two representations.
