{0}, C, H(B), conjH(B), C(B).
Here C denotes the constant functions. Analogous results, with spaces such as C(B), Co(B), C(S), L^S) (where S is the sphere that bounds B) in place of C(B) may be found in [I] , [2] , [3] , [10] , [11; Chaps. 12, 13] . The present theorem seems to be new even when n = 1, i.e.., when B is the unit disc U in C.
In outline, the proof is as follows:
Let Y be an c^-algebra that contains nonconstant functions. This rules out {0} and C. Let Y^ consist of all radial /eY; recall that / is radial if f(z) = f(\v) whenever |z| = |w|. A radial function in B may thus be regarded, in a natural way, as being defined on the half-open interval [0,1). There are two cases:
(I) If Y^ fails to separate points on [0,1) or if there is a point in B where the radial derivative of every / e Y^ n C 00 is 0, it will be proved that every /eY is ^-harmonic (see § 5.1) and that Y is therefore one of {0}, C, H(B), conjH(B).
(II) In the remaining case, a deep approximation theorem due to Stolzenberg [13] , [4] , [14] leads to the conclusion that Y = C(B).
The work of Berenstein and Zaicman [5] , [6] , has been very helpful. Although none of their results are used directly, their papers suggested that spherical means might be the right tool to deal with Case (I).
I am very grateful to Jean-Pierre Rosay for discovering two errors in an earlier version of this paper.
Preparation.
2.1. The group Aut(B). -As mentioned in the Introduction, this consists of all holomorphic one-to-one maps of B onto B. It is generated by ^ -the compact group of all unitary operators on the Hilbert space C" -and by the involutions (p^, one for every a e B, given by a -P,z -J\ -|a| 2 Q,z (1) <Po(^) = 1 -<z,a> where P^, is the orthogonal projection of C" onto the subspace generated by a, and Q^z = z -P^z. Chapter 2 of [11] contains a detailed description of Aut (B). We will use the following facts : (i) (p,(0)=a, (p,(a)=0, (p; 1 = q>,.
(ii) If v(/eAut(B) and a = \KO), then i|/ = (p^U for some Ue^.
(iv) Formula (1) shows, for acB and Ue^, that
• 2.2. Radialization. -If /eC(B), its radialization is the function f* defined by
Jŵ here d\J denotes Haar measure on ^ (normalized so as to have total mass 1) or, equivalently, by
where a is the rotation-invariant probability measure on the unit sphere S, and zeB.
Note that U -> f o U is a continuous map of the compact group î nto the Frechet space C(B); the existence of the vector-valued integral (1) is thus assured. Moreover, if Y is an ^-space in C(B) and /eY, then / o U e Y for all U e ^U, and since Y is closed, we conclude that /^eY. where D, = 9/8z^ D, = a/Bz,. If /eC^B) and zeB, we define
The invariant Laplacian
This operator is invariant in the sense that it commutes with Aut(B): if \|x6Aut(B) then
We note (see Chap. 4 of [11] ) that there are other ways to describe X, namely
When / is radial, 2.1 (Hi) enables us to rewrite (4) in the form This shows that S/eY^ if /eY^nC 2 and Y is an ^T-space.
When / is radial and f(z) = g(r), r = |z|, a calculation leads from (5) to
For reasons that will become clear in § 2.6, we note that the change of variables (8) s=} 2 log { ±r r 9 G(5)=^(r) turns (7) into
The particular form of y will not be important; what matters is that y is a continuous function on (0,oo).
2.4.
Smoothing. -Let v be Lebesgue measure on B, normalized so that v(B) = 1, and define
This measure is ^-invariant: f dx = (/°^)^T for all /eL^r), JB JB \|/eAut(B) [11; p. 28] . Then //,eY (for the same reason that was invoked in §2.2) and /ĉ onverges to / in the topology of C(B) when the support of / shrinks to the center of B. The invariance of T shows that w can be replaced by Uvv in the integral (2); since h and / are radial and since |(p^(Uz)| = |(p^(z)| (see 2.1 (iv)), /" is radial. Moreover, it follows from 2,1 (iii) and the invariance of T that
which shows that ^eC°°(B). This furnishes real analytic approximations to /, letting m -> oo.
2.5. Spherical means. -These are usually defined by specifying the center and the radius of the sphere over which a function is to be averaged [8] . If one ignores the radius and instead specifies a point on the sphere, one obtains a more symmetric object. Accordingly, we note that the average of an / e C(B) over the sphere with center 0 that passes through the point w e B is so that Ay(z,w) is also radial in z.
Parts (ii) and (iii) of the following proposition exhibit another symmetry property, one that does not depend on / being radial. and, for zeB, weB, 0^r<l,
The symbol A^ indicates that w is to be heldfixed and that the differentiations are with respect to z^, ...,z^. Likewise for S^.
The differential equation (iii) occurs, for more general symmetric spaces, in [6; p. 613]. Its analogue on R" is a classical equation of Darboux [8; p. 88] . The proof that is given below is based on 2.3(4), and is quite simple.
Proof. -Fix /, z, w, choose any (peAut(B) such that (p(0) = z. Then (p^ = (pU' for some IT e ^U, and (2) becomes
J^ ^k
This holds when / is replaced by / o \|/. Hence
his proves (i).
Next, replace U by U~1 in (2) and use 2.1 (iv) to rewrite (2) in the form
ntegrate (4) with respect to rfo(0 over S, switch the integrals on the right, note that (3 can then be replaced by U~1 (3 in the (inner) ^-integral, and that therefore
Since Ay is radial in the second variable, r^ and w can be interchanged in the last integral, yielding the case z = 0 of (ii):
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But (5) holds with / o <p^ in place of /. Hence (i) leads from (5) to the general case of (ii).
Now subtract Ay(z,w) from each side of (ii), divide by r 2 , and let r -> 0. By 2.3(iv) this completes the proof of the Proposition.
One further remark: If /eC^B) is radial, and if we put Ay(z,w) = A*(s,0, where l, l + M l, l + M (6) "^T^ ^i^rqwi then formula (9) of § 2.3 shows that the differential equation (iii) satisfied by Ay(z,w) takes the form A* 3A* ^A* ,3A*
^-
where y is as in 2.3 (10). This may be regarded as a limiting case of a « two-radius » theorem [5] , [6] , the two radii being equal.
Proof. -Fix a, 0 < a < 1, and let X be the set of all /eC^B) that satisfy (2) for every v|/. Then X is an ^-invariant closed subspace of C^B). As in §2.2, /^eX whenever /eX.
If zeB and t;eS, then (q>^/)(r) = A^(z,rQ. Hence (2) implies A standard uniqueness theorem [7; pp. 310-311] implies now that A* (5,0 = 0 in the region in which 0 < ^ < a, s + t > a. Going back to our original variables, this says that Ay(z,w) = 0 when 0 < |w[ < a and
When |z| > a, this holds for arbitrarily small |w|; hence /(z)=A^(z,0)=0, by continuity.
We have now proved that every / € X^ vanishes outside the ball aB. Hence (see §2.4) / can be approximated by real-analytic functions fi e X^ . Each ^ vanishes outside aB, by what we just proved, hence f( being real-analytic) vanishes in all of B. Thus / = 0.
We conclude that X^ = {0}.
Finally, if / e X then (fo^yeX^ for every \|/eAut(B). Hence (fo^y = 0. Thus, for any z e B The proof is exactly like that of Proposition 4 in [9] . If X fails to separate, the ^-invariance of X shows that X identifies 0 and some a + 0. Setting r = \a\, the ^-invariance of X implies then that gW = gW for all g € X, (3 e S. The same holds for g o (p^ when M = r, and shows that g(z) = g(0) for all ze(p^(rS), i.e., for all z in the ball r^B, where r^ = 2r/(l+r 2 ). Continuing in this fashion, we see that every member of X is constant, a contradiction.
Real functions. -If Y is an ^-algebra in C(B) that contains a nonconstant real-valued function /, then Y = C(B).
Proof. -Let Yy be the c^-algebra generated by /. Then Yy is a self-adjoint subalgebra of Y which separates points on B, by § 2.7. The Stone-Weierstrass theorem implies therefore that the restriction of Yy to any compact K c= B coincides with C(K). Thus Y^. == C(B). H(p,^r) . For nonnegative integers p and q, we say that feH(p,q) iff is the restriction to S of a homogeneous harmonic polynomial on C" that has total degree p in the variables z^, ..., z^ and total degree q in z^, ..., z,,. The word harmonic refers to the ordinary Laplacian. Being harmonic, these polynomials are uniquely determined by their restriction to S.
The spaces
The H(p,qVs are pairwise orthogonal in L 2 (a) (a is defined in § 2.2), they span L^o), and they are ^-invariant. In fact, they are minimallŷ -invariant: no proper subspace of H(p,g), except {0}, is ^-invariant. (See Section 12.2 of [11] .)
In the special case n = 1, H(p, 0) and H(0, q) are the onedimensional spaces (on the unit circle) spanned by e 1^ and ^-i4e , respectively. The other H(p, qVs are {0}. Whenever some later discussion refers to H(p, q) with p > 0 and q > 0, it will be tacitly understood that n > 1.
The orthogonal projection from L^cr) onto H(p,q) will be denoted by Kpq. These n's commute with ^: If /eL^a) and Ue^, then 7l(/oU) = (7l/)oU.
The KpqS are given by integral kernels ( [11] , Theorem 12.2.5). Hence they are also continuous from C(S) into C(S).
3.2. The restriction Y^. -Let Y be a ^-space in C(B), fix a, 0 < a < 1, and define Y^ to be the space of all /" e C(S) such that Note that /a ls essentially the restriction of / to the sphere aS, except that we take its domain to be S rather than aS . Since n is the identity map on H(p,^), pN'^TipN^H^), and since pN' c: pY = Y^, the proof is complete. hence, if p > q, also
Since Y^ need not be closed in C(S) (example: Y = H(B)
)
COROLLARY. -Y^ is dense in C(S) if and only if H(p,^) c Y^ for all (M).

Some facts about
In either case, we see that Y^ is not orthogonal to MeH(l,0).
LEMMA. -Let X be a ^-invariant subalgebra of C(S) such that H(p,^)(=X /or all (p,q).
Let T : X -> C(S) fc^ hn^ar, multiplicative, + 0, and suppose that T commutes mth ^. Coo -c^h = CoiCio(l-^).
Sy (3). <"oo = 1 and Cn = CoiCio. Hence (4) gives c^ = 1. Setting 7 = c lo» (3) leads now to To see this, put
where aeC, |a| < 1, s = (1-aa)^2 (see §2.1) and calculate that
Writing a = x -h r^,^"
"o^--^-1 ;^^-^-These quotients lie in Y, and they converge to the respective derivatives in the topology of C(B). Thus Q/ e Y. The same argument applies to Q/.
Suppose next that /e Y^ n C°°. Being radial, / can be written in the form
where g has domain [0,1). It follows from (1) that
If we apply Q and Q to (2) and (3), we obtain:
(ii) If 0 < a < 1 and g'(a 2 ) == 0, then
or all ^eS.
4.2.
LEMMA. -Fix a, 0 < a < 1. For ^-algebras Y in C(B), the implications 
(i). This proves that (a) implies (P).
Suppose next that (P) holds, but that some / e Y^ n C°° has 8 2 f/9r 2 + 0 on aS. This will lead to a contradiction.
-Write f(z) = g(\z\ 2 ), as before. Then g'(a 2 ) = 0 but g^a^^O. Let X be the ^-algebra in C(B) generated by /. Then Q^eX, Q^eX, so that X^ contains H(0,2) and H(2,0), by 4.1(4), (5) . By §2.7, X separates points in B. It follows now from §3.4(iii) that H(l,0) c= X^. Hence there is an heX such that h(aQ = ^ for all i;6S.
The definition of X shows that X n C°° is dense in X. Hence there are functions /^•eXnC 00 such that h^aQ -> i^ uniformly on S, as i -> oo . Define 
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Now apply 8/8r to both sides of (2) and evaluate at r = a. Since F/eX^ n C 00 c Y^ nC 00 , and (?) holds, the left side gives 0. Since g'(a 2 ) =0, we obtain 
This proves that (?) implies (y).
We state one more lemma before we turn to the proof of the main theorem. 
If they fail, then Y = C(B).
These assertions will be proved in § 5.5, § 5.7. 
Proof that (i) implies (ii
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Since Y^ is dense in C(S), it follows that ^ = 0.
Consequently, f^ -> /" is a one-to-one linear multiplicative map of Yô nto Y^ that commutes with ^. By Lemma 3.5, there isayeC.y^O, such that Since |y| + 1, we must have g^a 2 ) = g\b 2 ) = 0. Thus 8f/8r = 0 on aS and on fcS. In particular, (ii) holds. [11; p. 58 ]. The same proof shows that if 0 < a < b < 1, then (X^ identifies a and b, for infinitely many X,, and that to every ^€(0,1) correspond infinitely many ^ such that Sf/8r =0 on aS for all / e (X,)^ .
Proof that (ii) implies (iii
In the context of ^-spaces, properties 5.1 (i), (ii), (iii), and (iv) are thus not equivalent. 
