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THE TWO-SIDED INFINITE EXTENSION OF THE MALLOWS
MODEL FOR RANDOM PERMUTATIONS
ALEXANDER GNEDIN AND GRIGORI OLSHANSKI
Abstract. We introduce a probability distribution Q on the infinite group SZ
of permutations of the set of integers Z. Distribution Q is a natural extension
of the Mallows distribution on the finite symmetric group. A one-sided infinite
counterpart of Q, supported by the group of permutations of N, was studied
previously in our paper [Gnedin and Olshanski, Ann. Prob. 38 (2010), 2103-2135;
arXiv:0907.3275]. We analyze various features of Q such as its symmetries, the
support, and the marginal distributions.
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1. Introduction
Let Sn be the group of permutations of {1, . . . , n}. A random permutation Σn
with the probability distribution
P(Σn = σ) = c
−1
n q
inv(σ), 0 < q < 1, (1)
is one of the Mallows models on Sn, see [5]. Here σ ranges over Sn,
inv(σ) = #{(i, j) : 1 ≤ i < j ≤ n, σ(j) > σ(i)}
G. O. was supported by the RFBR-CNRS grant 10-01-93114 and the project SFB 701 of Bielefeld
University.
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is the number of inversions, and
cn = [n!]q =
n∏
i=1
1− qi
1− q
is the normalizing constant (a q-analog of the factorial n!). Distribution (1) is
qualitatively different from the uniform in that it favors the order: the probability
is maximal at the identity permutation σ(i) = i, and falls off exponentially as the
number of inversions increases.
The Mallows model was introduced in connection with ranking problems in sta-
tistics (see [16] and a more general definition in [3, p. 104, Example 3]) and recently
it appeared in connection with random sorting algorithms and trees [2], [5], [6]. The
distributions of displacements Σn(i)− i are tight as n→ ∞ for each fixed i, which
suggests understanding Σn as a random function with linear trend. To compare, the
order of displacements in the uniform permutation is O(n). See [17] and references
therein for some large-n properties of the Mallows model when q = qn varies in such
a way that (1 − qn)n → const, so Σn approaches the uniform permutation in this
regime.
In our previous paper [9] we observed that (1) is the unique distribution on Sn
with the property of q-exchangeability, which means that by swapping the values in
any two adjacent positions i and i + 1 the probability of permutation is multiplied
by qsgn(σ(i+1)−σ(i)) where sgn(x) = ±1 according to the sign of x 6= 0. In the course of
generalizing this property to arbitrary infinite real-valued sequences we were lead to
introducing a random permutation (bijection) Σ+ : Z+ → Z+ which extends (1) to
the case “n =∞”, in the sense that, in suitable coordinates, the Mallows measures
appear as consistent n-dimensional marginal distributions of Σ+. One of the uses of
Σ+ is that many large-n features of Σn can be recognized as properties of Σ+.
In this paper we introduce a further two-sided infinite extension of the Mallows
model, which is a random q-exchangeable bijection Σ : Z → Z. Permutations
Σ+ and Σ share many common features, among which are the invariance of the
distribution under passing to the inverse permutation, and the related property
of quasi-invariance under swapping positions of two adjacent values j and j + 1.
Both Σ+ and Σ can be constructed from independent copies of the same geometric
random variable, but Σ has more symmetries. A peculiar feature of the two-sided
counterpart is that the process of displacements (Σ(i)− i, i ∈ Z) is stationary. We
shall describe the support of Σ and derive formulas for the joint distribution of the
displacements in terms of some series of the q-hypergeometric type.
From a general perspective, (1) is a conditionally uniform distribution on Sn
obtained as deformation of the uniform distribution by exponential tilting of distri-
bution of some statistic of permutations. Replacing inv(σ) in (1) by the number of
cycles of σ will yield the familiar Ewens distribution [1], which is also an instance
of the general Mallows model [4, Section 4.4]. See [11], [8] for other choices of the
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statistic. Remarkably, the extended infinite counterparts of (1) live on the group
of permutations, albeit these are no longer finitary permutations that move finitely
many integers. To compare, the (one-sided or two-sided) infinite extension of the
uniform and of Ewens’ measures on Sn are not supported by the space of permuta-
tions (see [13], [14], [18] for a realization of extended Ewens’ measures in the space
of virtual permutations). The extended Mallows and Ewens measures are quasi-
invariant with respect to left and right shifts by finitary permutations, and both
may be viewed as substitutes of the nonexisting finite Haar measure on the group
of finitary permutations. The nice quasi-invariance properties of the measures make
it possible to construct families of unitary representations of the group of finitary
permutations, although it is still to be explored if the extended Mallows measures
may play in the harmonic analysis the role similar to that of the Ewens measure on
virtual permutations (see [13], [14], [18]).
2. Preliminaries on infinite permutations
This section is aimed to introduce various classes of permutations, and to dis-
tinguish the permutations considered as support of the to-be-constructed measures
from the permutations considered as transformations acting on this support.
We use the standard notation Z for the set of integers. For a ∈ Z we set Z<a :=
{i ∈ Z : i < a}. Likewise, we define the subsets Z≤a, Z>a, and Z≥a. A nonstandard
convention of this paper is that
Z− := Z≤0 = {. . . ,−1, 0}, Z+ := Z≥1 = {1, 2, . . . }.
Under permutation of Z we shall understand an arbitrary bijection σ : Z → Z.
Let S denote the group of all permutations of Z. We associate with σ ∈ S an
infinite 0 -1 matrix A = A(σ) of format Z×Z such that the (i, j)th entry of A(σ) is
1(σ(j) = i). Here and throughout 1(· · · ) equals 1 if the condition · · · is true, and
equals 0 otherwise. Observe that the group operation on permutations agrees with
the matrix multiplication, that is A(στ) = A(σ)A(τ). Write A = A(σ) as a 2 × 2
block matrix
A =
[
A−− A−+
A+− A++
]
according to the splitting Z = Z− ⊔ Z+. For matrix B let rk(B) be the rank of
B, which is equal to the number of 1’s in B if B is a submatrix of A(σ). We
call σ admissible if both rk(A−+) and rk(A+−) are finite. The set of admissible
permutations will be denoted Sadm ⊂ S.
Remark 2.1. There is a similarity between our definition of admissibility and the
concept of restricted matrix for infinite-dimensional classical matrix groups, as found
e.g. in [19, Definition 6.2.1].
For σ ∈ Sadm we define the balance as
b(σ) := rk(A−+)− rk(A+−).
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It is readily checked that the same value b(σ) appears if instead of the splitting
Z = Z− ⊔Z+ the difference of ranks is computed with respect to any other splitting
of the form Z = Z≤a ⊔ Z>a with a ∈ Z.
Example 2.2. For a shift permutation
s(b) : i 7→ i− b, b ∈ Z,
we have
rk(A−+) =
{
n, b > 0
0, b ≤ 0
and rk(A+−) =
{
|b|, b < 0
0, b ≥ 0
It follows that s(b) is admissible and has balance b.
For I ⊂ Z let SI denote the set of permutations which satisfy σ(j) = j for j 6= I.
The union
S
fin := ∪{I:#I<∞}SI
is the group of finitary permutations σ which move only finitely many integers, i.e.
fulfill σ(j) = j for |j| sufficiently large. The group Sfin is countable, and is generated
by the elementary transpositions σi,i+1 that swap two adjacent integers i, i+ 1 ∈ Z.
Note that
b(σ′σ) = b(σσ′) = b(σ), σ ∈ Sadm, σ′ ∈ Sfin,
which is easy to check first for the elementary transpositions and then by induction
for all σ′ ∈ Sfin. It follows that every finitary permutation is admissible and has
balance 0.
Proposition 2.3. (i) Sadm is a subgroup in S.
(ii) The balance is an additive character on Sadm, i.e.,
b(στ) = b(σ) + b(τ), σ, τ ∈ Sadm.
Proof. (i) This is obvious, for the matrix multiplication preserves finiteness of the
ranks for the off-diagonal blocks.
(ii) It is readily checked that for each σ ∈ Sadm,
b(s(n)σ) = b(σs(n)) = b(σ) + n, n ∈ Z. (2)
Using this, one can show that σ can be written in the form
σ = s(k)σ′σ′′, k = b(σ),
where σ′ ∈ Sfin and A(σ′′) is a block-diagonal matrix. Likewise, τ is representable
as the product
τ = τ ′′τ ′s(l), l = b(τ),
where τ ′ ∈ Sfin andA(τ ′′) is a block-diagonal matrix. It follows that the permutation
στ = s(k)σ′σ′′τ ′′τ ′s(l)
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has the same balance as s(k)s(l) = s(k+l). Thus, b(στ) = k + l = b(σ) + b(τ), which
concludes the proof. 
We call a permutation balanced if it is admissible and has balance 0. We shall
denote the set of balanced permutation Sbal. By Proposition 2.3, Sbal is a normal
subgroup in Sadm, and the quotient group Sadm/Sbal is isomorphic to Z.
Every finitary permutation is balanced. An example of admissible permutation
which is not finitary is the shift s(n) with n 6= 0. An example of a balanced per-
mutation which is not finitary is the permutation which swaps each even integer 2i
with 2i+ 1.
We conclude the section with a brief discussion of topologies on infinite permuta-
tions. Let E denote the coordinate Hilbert space ℓ2(Z) and let U(E) be the group
of unitary operators in E. This is a metrizable topological group with respect to
the weak operator topology, which coincides (on unitary operators only!) with the
strong operator topology. The assignment σ → A(σ) determines an embedding
S → U(E), and we endow the group S with the weak topology inherited from
U(E). This weak topology on S is non-discrete and totally disconnected. (Note
that taking the norm topology on U(E) would produce on S the discrete topology.)
Equivalently, the weak topology on S can also be described as the topology inher-
ited from the compact product space {0, 1}Z×Z, where the embedding S→ {0, 1}Z×Z
is determined by the entries of permutation matrices. Convergence σn → σ in the
weak topology means that for every finite submatrix of A(σn) the entries stabilize
for sufficiently large n. An equivalent condition is that for any fixed i ∈ Z one has
σn(i) = σ(i) for all n large enough: this fact is a special instance of the coincidence
of the weak and the strong operator topologies on U(E).
Note that the group Sfin is dense in S.
The probability measures on S or on its subgroups to be introduced in the sequel
will be Borel with respect to the weak topology. Convergence of such measures
will be understood in the weak sense. Specifically, with each measure µ and finite
set I ⊂ Z we associate a discrete measure µI , which is the projection of µ on the
finite space {0, 1}I×I ⊂ {0, 1}Z×Z of 0 -1 matrices over I. Convergence of a sequence
measures µ(n) to µ means convergence of the projections µ
(n)
I to µI , and the latter
simply amounts to the natural convergence of measures on finite sets.
Finally, note that the subgroup Sadm ⊂ S can be endowed with a finer topology;
it is defined by taking as a fundamental system of neighborhoods of the identity
element the following system of subgroups in Sbal indexed by arbitrary finite integer
intervals [a, b] ⊂ Z, a, b ∈ Z, a ≤ b:
S
[a,b] := {σ ∈ S : σ(Z<a) = Z<a, σ(Z>b) = Z>b, σ(i) = i, i ∈ [a, b]}.
For some reasons related to Remark 2.1 this finer topology on Sadm seems to be
more natural than the weak topology, but for our purposes the weak topology is
enough; we will exploit it in Section 7.
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3. q-Exchangeability and the interlacing construction
The Mallows measures (1) and their extensions possess a fundamental quasi-
invariance property. Recall that σi,i+1 denotes the elementary transposition swap-
ping two adjacent indices i, i+ 1 ∈ S.
Definition 3.1. Fix q > 0 and let µ be a measure on the group S. Following
[9] we say that µ is right q-exchangeable if for every i ∈ Z, the pushforward µi,i+1
of the measure µ under the transformation σ → σσi,i+1 is equivalent to µ and the
value of the Radon-Nikody´m derivative dµi,i+1/dµ at an arbitrary point σ ∈ S
equals qsgn(σ(i+1)−σ(i)) . Likewise, we call µ left q-exchangeable if the similar condi-
tion holds for transformations σ → σi,i+1σ, with the Radon-Nykody´m derivative
qsgn(σ
−1(i+1)−σ−1(i)).
Note that if µ is right q-exchangeable, then its pushforward µ′ under the trans-
formation σ → σ−1 is left q-exchangeable, and vice versa.
Definition 3.1 is obviously extended to the setting where S is replaced by the
group SI of permutations of a finite or semi-finite interval I of the ordered set Z.
If I is finite, then SI is isomorphic to the symmetric group Sn of degree n = #I.
Then it is readily seen that the notions of right and left versions of q-exchangeability
coincide and mean that µ(σ) is proportional to qinv(σ), as in (1). Therefore, if we
additionally require that µ is a probability measure, such a measure is unique and
coincides with (1), subject to the relabelling of the elements of I by increasing
bijection with {1, . . . , n}.
In [9] we proved the following result:
Theorem 3.2. Assume 0 < q < 1. On the group SZ+ the two notions of q-
exchangeability coincide, and there exists a unique probability measure Q+, which is
both right and left q-exchangeable.
(Our notation for Q+ in [9] was Q, but now we reserve Q for the two-sided
extension.)
Obviously, the same result holds for permutations SI of any semi-infinite interval
I ⊂ Z of the form I = Z≥b or I = Z≤a. Following [9], we call Q
+ the Mallows
measure on SZ+ . The counterpart for I = Z− will be called the Mallows measure
on SZ− and denoted Q
−.
Now we aim at proving an analog of Theorem 3.2 for permutations of the whole
lattice Z:
Theorem 3.3. Assume 0 < q < 1. On the group Sadm ⊂ S the two notions of q-
exchangeability coincide. There exists a unique probability measure Q on Sbal ⊂ S
which is both right and left q-exchangeable.
We call Q the Mallows measure on Sbal. Before proceeding to the proof we list
some immediate corollaries and comments.
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Corollary 3.4. The measure Q is invariant under the inversion map σ → σ−1,
Indeed, the inversion turns the left q-exchangeability into the right q-exchangeability
and vice versa.
Corollary 3.5. Let τ : Z → Z stand for the reflection with respect to a given
half-integer n+ 1
2
. The measure Q is invariant under the conjugation σ → τστ−1.
Applying the shift transformations σ → s(b)σ derives from Q a family {Q(b)}b∈Z of
q-exchangeable measures with pairwise disjoint supports, which leave on the larger
subgroup Sadm ⊂ S.
Corollary 3.6. Each q-exchangeable probability measure on S is a unique convex
mixture of the measures Q(b) over b ∈ Z.
Thus, on the group S the uniqueness property is broken. The reason is that
the symmetry group Aut(Z, <) of the ordered set (Z, <) is the nontrivial group of
shifts. However, the uniqueness is resurrected if we factorize the groupSmodulo the
subgroup Aut(Z, <) (no matter, on the left or on the right). Finitary permutations
still act on this quotient space from both sides, and there is again a unique q-
exchangeable probability measure which is the push-forward of Q.
The concept of q-exchangeability makes sense also for q > 1, but it is easily
reduced to q¯-exchangeability with q¯ = 1/q ∈ (0, 1) by passing from σ to permutation
i→ −σ(i).
The plan of the proof of Theorem 3.3 is the following. We construct Q from the
Mallows measures on Z+ and Z−, and a random interlacing pattern encoding how to
fit the one-sided infinite extensions together. The groupSbal containsSZ+×SZ− as a
subgroup, and there is a natural bijection between the quotient set (SZ+×SZ−)\S
bal
and the set Y of Young diagrams, which leads to a parametrization
S
bal ∋ σ ←→ (σ+, σ−, λ) ∈ SZ+ ×SZ− × Y. (3)
In these coordinates we define Q as a product measure
Q := Q+ ⊗Q− ⊗P, (4)
where P is a probability measure on Y specified below in (8). A simple argument
shows thatQ is right q-exchangeable (Lemma 3.7). Next, we prove that Q is also left
q-exchangeable, which is somewhat more complicated (Lemma 3.8). Note that these
steps rely heavily on the q-exchangeability property of the measures Q± established
in [9]. Finally, we verify the uniqueness claim (Lemma 3.9 and Lemma 3.10), which
is again an easy exercise.
Proof of Theorem 3.3. We proceed with the construction ofQ. Given a permutation
σ ∈ Sbal, we represent it by the two-sided infinite permutation word
w = (. . . w−1w0w1w2 . . . ) = (. . . σ(−1)σ(0)σ(1)σ(2) . . . ),
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from which we derive a binary word
ε = (. . . ε−1ε0ε1ε2 . . . ) ∈ {−1,+1}
Z,
where
εi =
{
+1, σ(i) ∈ Z+,
−1, σ(i) ∈ Z−.
The binary word ε encodes the way in which positive and negative entries of w
interlace. Obviously, ε is a full invariant of the coset (SZ+ ×SZ−)σ. The set E of
interlacing patterns that stem from balanced permutations is characterized by the
condition
#{i ∈ Z− : εi = +1} = #{i ∈ Z+ : εi = −1} <∞. (5)
A well-known fact, often used in combinatorics, is that binary words ε ∈ E can
be conveniently encoded into Young diagrams λ = (λ1, λ2, . . . ) in the following way.
Split Z into the disjoint union of the sets of positions occupied by −1’s and +1’s,
respectively:
Z = σ−1(Z−) ⊔ σ
−1(Z+) = {· · · < j−2 < j−1 < j0} ⊔ {i1 < i2 < i3 < . . . }. (6)
Then λ is defined by
λ1 = 1− i1, λ2 = 2− i2, λ3 = 3− i3, . . . (7)
Here we identify Young diagrams and partitions, as in [15]. Note also that
λ′1 = j0, λ
′
2 = j−1 + 1, λ
′
3 = j−2 + 2, . . .
where λ′ = (λ′1, λ
′
2, . . . ) is the transposed diagram; this is seen from [15, Chapter I,
Equation (1.7)].
We define Q by (4), taking for P the probability distribution on Y associated
with Euler’s partition generating function:
P(λ) = const−1q|λ|, λ ∈ Y, const =
∑
λ∈Y
q|λ| =
∞∏
k=1
(
1
1− qk
)
, (8)
where |λ| = λ1 + λ2 + . . . is the number of boxes in the diagram λ. Note that
|λ| = |λ′| is equal to the number of inversions in the binary word ε, which is
#{(i, j) : i < j, εi = +1, εj = −1}.
Together with permutations σ± ∈ SZ± we will also consider the corresponding
permutation words w±. Here
w+ := (σ+(1)σ+(2)σ+(3) . . . ) = (wi1wi2wi3 . . . ) (9)
is a permutation of Z+ while
w− := (. . . σ−(−2)σ−(−1)σ−(0)) = (. . . wj−2wj−1wj0) (10)
is a permutation of Z−.
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To recover w from the triple (w+, w−, ε), one has to replace each +1 entry of the
word ε left-to-right with the successive entries of w+, and replace −1’s right-to-left
with the entries of w−.
Lemma 3.7. Q is right q-exchangeable.
Proof. Fix i ∈ Z and examine the behavior of Q under the right shift σ → σσi,i+1.
Encode σ (or rather the corresponding word w) by the triple (w+, w−, ε). Depending
on the ε-component, there are three possible cases: εi = εi+1 = +1, εi = εi+1 = −1,
and εi 6= εi+1.
In the first case, both w− and ε remain intact, and the transformation σ → σσi,i+1
reduces to swapping two adjacent letters in w+, whose positions depend only on ε.
Then the desired transformation property of Q follows from the fact that measure
Q+ is right q-exchangeable.
This kind of the argument also works in the second case, with appeal to the similar
property of Q−.
Finally, in the third case, the transformation affects only the binary word ε and
amounts to swapping of two distinct adjacent letters. This changes the total number
of inversions in ε by ±1. Then the desired transformation property follows from the
very definition of distribution P. 
Lemma 3.8. Q is left q-exchangeable.
Proof. Let W denote the set of all words w corresponding to permutations σ ∈ Sbal.
As above, we represent W as the direct product W+ ×W− × E, where W± is the
set of words w± corresponding to permutations σ± ∈ SZ± and E is the set of binary
words satisfying (5).
A qualitative difference between the right shift σ → σσi,i+1 and the left shift
σ → σi,i+1σ is that the former acts on the set of positions while the latter acts on
the set of entries of word w.
Fix i ∈ Z and examine three possible cases: (i, i + 1) ⊂ Z+, (i, i+ 1) ⊂ Z−, and
(i, i+ 1) = (0, 1).
In the first case, swapping letters i and i+ 1 in w reduces to swapping the same
letters in w+, the components w− and ε remaining intact. Then we may use the
fact that measure Q+ is left q-exchangeable.
The same argument is applicable in the second case.
In the third case, the transformation is more delicate, as it affects all three com-
ponents w+, w−, and ε. To describe it in detail we need to introduce some notation.
Denote by ϕ : W → W the transformation in question (swapping 0 ↔ 1). We
write W = W 10 ⊔W 01, where the subset W 10 ⊂ W consists of the words in which
1 is on the left of 0, and its complement W 01 ⊂ W comprises the words in which 0
is on the left of 1. Next, we consider finer splittings
W 10 =
⊔
p,k,r,l≥0
W 10(p, k; r, l), W 01 =
⊔
p,k,r,l≥0
W 01(p, k; r, l),
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according to the following constraint on the ε-component of w.
• Subset W 10(p, k; r, l): on the left of the position of letter 1, the number of +1’s
in ε equals p; between the positions of letters 1 and 0, the number of +1’s and −1’s
is k and l, respectively; on the right of 0, the number of −1’s equals r.
• Subset W 01(p, k; r, l): the same conditions, with letters 0 and 1 interchanged.
Obviously, ϕ maps W 10(p, k; r, l) onto W 01(p, k; r, l) and vice versa.
We need an extra notation: For a ≥ 0, W+a ⊂ W
+ consists of the words w+ in
which letter 1 occupies position a + 1 counting from the left. Likewise, for b ≥ 0,
W−b ⊂ W
− comprises the words w− in which letter 0 occupies position b+1 counting
from the right. Then
W 10(p, k; r, l) = W+p ×W
−
r × E
10(p, k; r, l)
where E10(p, k; r, l) is some subset in E. Likewise,
W 01(p, k; r, l) =W+p+k ×W
−
r+l × E
01(p, k; r, l)
where E01(p, k; r, l) is some subset in E.
Now, the key fact is that, in this notation, the bijection ϕ : W 10(p, k; r, l) →
W 01(p, k; r, l) factors through a triple of transformations
ϕ+ : W+p →W
+
p+k, ϕ
− : W−r →W
−
r+l, ϕ˜ : E
10(p, k; r, l)→ E01(p, k; r, l),
where ϕ+ moves letter 1 in w+ to k positions on the right, ϕ− moves letter 0 in w−
to l positions on the left, and ϕ˜ is a transformation that does not depend on the w±
components.
By the virtue of q-exchangeability of measures Q±, ϕ+ produces the factor qk on
every w+ ∈ W+p , and ϕ
− produces factor ql on every w− ∈ W−l . On the other hand,
ϕ˜ diminishes the total number of inversions in every binary word ε ∈ E10(p, k; r, l)
by k + l + 1 and so produces the factor q−k−l−1. Therefore, the resulting effect of
swapping 10→ 01 is the constant factor q−1, as it should be.
Likewise, the bijection ϕ : W 01(p, k; r, l) → W 10(p, k; r, l) produces the desired
factor q. This concludes the proof of the lemma. 
To address the issue of uniqueness with shall change a viewpoint and interpret
permutation as order. This is almost tautological for finite permutations, but re-
quires some care for permutations of infinite sets, because by far not every order
corresponds to a permutation.
Formally, by an order on set X we understand a strict total order, which is a
binary relation x ≺ y on X satisfying three conditions: x ≺ y implies x 6= y (the
order is strict), x ≺ y and y ≺ z implies x ≺ z (transitivity), if x 6= y then either
x ≺ y or y ≺ x (completeness).
Let X be a finite or countable set, and let Ord(X) be the set of all orders on
X . The group SX of all permutations of X acts on X ×X , hence acts on Ord(X),
provided we identify the order with its graph. The identification also enables us to
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topologize Ord(X) by viewing it as a subset of {0, 1}X×X. The group SX acts on
Ord(X) by homeomorphisms.
Orders can be restricted from larger sets to smaller, hence for Y ⊂ X there is
a natural projection map Ord(X) → Ord(Y ). For X countable the space Ord(X)
can be identified with the projective limit lim
←−
Ord(Y ), where Y ranges over finite
subsets of X .
Let I be an interval in Z, possibly coinciding with Z itself. Every permutation
σ ∈ SI determines an order ≺ on I by setting
i ≺ j iff σ−1(i) < σ−1(j). (11)
Equivalently, writing σ as permutation word with positions labelled by I, i ≺ j
means that letter i occurs in w before letter j. In this way, we get a natural map
SI → Ord(I) that intertwines the left action of SI on itself with its canonical action
on Ord(I). For I 6= Z this map is an embedding while for I = Z it is not. The
reason is that the order set (Z, <) has a nontrivial group of symmetries formed by
shifts, which implies that two permutations σ, τ ∈ SZ = S induce the same order if
and only if σ = s(b)τ with some b ∈ Z. In the case I 6= Z this effect disappears, for
then the ordered set (I, <) has only trivial automorphisms.
If I is finite, the map SI → Ord(I) is a bijection. But for I = Z or a semi-infinite
interval I = Z≥a,Z≤a the orders coming from permutations constitute a very small
subset in Ord(I).
For arbitrary interval I ⊆ Z and any q > 0, the notion of a q-exchangeable
measure on Ord(I) is introduced in complete analogy with Definition 3.1, only now
we do not need to distinguish between right and left actions of transpositions, since
the action is unique.
Lemma 3.9. For every interval I ⊆ Z and q > 0, there exists a unique q-exchangeable
probability measure µI,q on Ord(I).
Proof. For finite I this is a property of the Mallows measure (1), since (I, <) is
isomorphic to ({1, . . . , n}, <), for n = #I.
Assume now I = Z. The space Ord(Z) coincides with the projective limit space
lim
←−
Ord(I), where I ranges over the set of finite intervals. For two finite intervals
I ⊂ J , the restriction map Ord(J) → Ord(I) is consistent with q-exchangeability
and so maps µJ,q to µI,q. Appealing to Kolmogorov’s extension theorem shows that
µZ,q exists and is unique.
For semi-infinite interval I ⊂ Z the argument is exactly the same. 
Lemma 3.10. There exists at most one left q-exchangeable probability measure on
S
bal.
Proof. Restricting the map S → Ord(Z) to Sbal we get an embedding Sbal →
Ord(Z). The latter map is continuous and hence Borel, and the image of Sbal is a
Borel subset in Ord(Z) (the latter claim follows, e.g., from the fact that both Sbal
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and Ord(Z) are standard Borel spaces). Therefore, two distinct left q-exchangeable
probability measures on Sbal would give rise to two distinct q-exchangeable proba-
bility measures on Ord(Z), which is impossible by the virtue of Lemma 3.9. 
The proof of Theorem 3.3 is thus completed. 
Remark 3.11. We have seen that the Mallows measure Q onSbal is obtainable from
the q-exchangeable measure µZ,q on the space Ord(Z). However, the latter measure
exists for every q > 1 while Q is defined only for 0 < q < 1. The obvious explanation
is that for q ≥ 1 the measure µZ,q is no longer supported by S
bal ⊂ Ord(Z).
For q > 1, µZ,q is still supported by permutations. Namely, by non-balanced
permutations of the type τσ, where σ ranges over Sbal and τ ∈ S is the reflection
map τ(i) = −i.
For q = 1, the measure µZ,q = µZ,1 is the only exchangeable probability measure
on Ord(Z). In this case, the order structure on Z plays no role, we simply regard Z as
a countable set. Following a well-known recipe, the random exchangeable order can
be defined by declaring i ≺ j iff ξi < ξj, where ξi’s are independent, uniform [0, 1]
random variables. It follows that the type of the exchangeable order is almost surely
(Q, <). Remarkably, for q 6= 1 the situation is different, in that the q-exchangeable
order is of the type (Z, <).
4. A construction from independent geometric variables
Fix q ∈ (0, 1) and let Σ denote the random q-exchangeable balanced permutation
of Z, i.e. the random element of Sbal distributed according to Mallows’ measure
Q with parameter q. Likewise, let Σ+ and Σn denote the random q-exchangeable
permutations of Z+ and {1, . . . , n}, respectively. There is a simple algorithm to
construct Σn from independent truncated geometric variables. In [9], we described
a “one-sided infinite” extension of this algorithm, called q-shuffle, to generate Σ+.
As an application of the q-shuffle, we obtained an isomorphism of the measure
space (SZ+ ,Q
+) with the space {0, 1, 2, . . .}Z+ equipped with a product of geometric
distributions. The aim of this section is to derive a “two-sided infinite” analog
of these results: we shall introduce an algorithm of generating Σ from infinitely
many copies of a geometric random variable. In comparison with the interlacing
construction, one advantage of the new approach is that it makes transparent some
stationarity property of Q.
For σ ∈ S, a pair of positions (i, j) ∈ Z × Z is an inversion in σ if i < j and
σ(i) > σ(j). If (i, j) is an inversion, we say that it is a left inversion for j, and a
right inversion for i. Introduce the counts of left and right inversions,
ℓi := #{j : j < i, σ(j) > σ(i)}, ri := #{j : j > i, σ(j) < σ(i)}, i ∈ Z,
respectively (of course, for the general σ ∈ S these quantities may be infinite). The
following easy proposition relates these notions to the admissibility condition.
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Proposition 4.1. If σ is admissible, then ℓi, ri < ∞ for all i ∈ Z. Conversely, if
this condition holds for some index i ∈ Z, then it holds for all i and σ is admissible.
Proof. Consider the permutation matrix A = A(σ). We assume that its rows are
enumerated from top to bottom, and the columns from left to right. Then ℓi equals
the number of 1’s in the lower left corner of A formed by positions (a, b) satisfying
inequalities a > σ(i), b < i. Likewise, ri is the number of 1’s in the upper right
corner determined by the opposite inequalities a < σ(i), b > i. For any two lower
left corners, the corresponding numbers of 1’s always differ by a finite quantity, and
the same holds for upper right corners. This makes the claim of the proposition
evident. 
Obviously,
inv(σ) =
∑
i∈Z
ℓi =
∑
i∈Z
ri (12)
is the total number of inversions in σ; for balanced permutations this quantity is
finite if and only if σ ∈ Sfin.
The left and right inversion counts are defined similarly for finite permutations.
A well-known fact is that a permutation σ ∈ Sn can be uniquely encoded in the
sequence of its right inversion counts
(r1, . . . , rn) ∈ {0, . . . , n− 1} × · · · × {0, 1} × {0}.
For instance, the permutation word (3, 1, 2, 4) (i.e. permutation in the one-row
notation) corresponds to the sequence (2, 0, 0, 0). Similarly, σ ∈ Sn can be uniquely
encoded in the sequence of its left inversion counts
(ℓ1, . . . , ℓn) ∈ {0} × {0, 1} × · · · × {0, . . . , n− 1}.
The correspondence inverse to the latter amounts to the following well-known algo-
rithm:
Elimination algorithm: 1) Given a sequence (r1, . . . , rn), construct a permutation
word w = w1 . . . wn recursively, as follows. At step 1 set w1 = r1 + 1, and eliminate
integer r1 + 1 from the list 1, . . . , n. At step 2 let w2 be equal to the (r2 + 1)th
smallest entry of the reduced list, and eliminate the entry from the list, etc. For
instance, from (2, 0, 0, 0) we derive w1 = 2+1 = 3, and remove 3 from the initial list
1, 2, 3, 4 to obtain 1, 2, 4. At step 2 we find w2 = 1 (which is the (0 + 1)st smallest
element 1, 2, 4) and further reduce the list to 2, 4, etc.
2) Likewise, one can construct w from (ℓ1, . . . , ℓn). In this case, we first determine
wn from ℓn, then find wn−1, etc.
For 1 ≤ i ≤ n let Ln,i and Rn,i be the random counts of left and right inversions
in the Mallows permutation Σn. It is immediate from the above bijections and (1)
that
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(i) Rn,i are independent for i = 1, . . . , n, and have the truncated geometric
distributions
P(Rn,i = k) =
qk
[n− i]q
, k = 0, . . . , n− i,
(ii) Ln,i are independent for i = 1, . . . , n, and have the truncated geometric
distributions
P(Ln,i = k) =
qk
[i]q
, k = 0, . . . , i− 1,
where [m]q :=
∑m−1
k=0 q
k denotes the q-number.
Sending n→∞ in (i) leads to the q-shuffle algorithm [9] mentioned above:
The q-shuffle algorithm. Let R1, R2, . . . be independent, identically distributed
random variables with the geometric distribution on {0, 1, . . . } with parameter q,
P(Ri = k) = (1− q)q
k, k = 0, 1, 2, . . . , i = 1, 2, . . . .
Set w1 = R1 + 1. Inductively, choose for wi the (Ri + 1)th smallest element of
Z+ \ {w1, . . . , wi−1}. Eventually every element of Z+ will be chosen at some step,
because Ri = 0 for infinitely many i almost surely. Therefore the procedure yields
almost surely a word w = w1w2 . . . corresponding to a permutation σ ∈ SZ+ . Note
that its right inversion counts are just R1, R2, . . . .
Remark 4.2. One can prove that the left inversion counts of Σ+ are independent
random variables with truncated geometric distributions, as in (ii). However, gen-
eration of Σ+ through the left inversion counts is a more difficult task, for a direct
extension of the second version of the elimination algorithm no longer works: the
right-most letter does not exist. A similar difficulty arises with two-sided infinite
words, since for them there is no qualitative difference between right and left in-
version counts. To resolve this difficulty we will exploit below a more sophisticated
procedure.
Consider the product space X := {0, 1, 2, . . . }Z and equip it with the product
measure G :=
⊗
i∈ZG, where G stands for the geometric distribution on {0, 1, 2, . . .}
with a fixed parameter q ∈ (0, 1), that is,
G(n) = (1− q)qn, n = 0, 1, 2, . . . . (13)
Let ψ : Sbal → X be the map defined by the right inversion counts: ψ(σ) = (ri :
i ∈ Z).
Theorem 4.3. The map ψ provides an isomorphism of the measure space (Sbal,Q)
onto the product measure space (X,G).
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Comment. Before proceeding to the proof, note that under the correspondence
ψ : σ → (ri), the alternative “either wi < wi+1 or wi > wi+1” for the word w ↔ σ
translates as “either ri ≤ ri+1 or ri > ri+1”, and the transformation Ti,i+1 : σ →
σσi,i+1 turns into the transformation T
′
i,i+1 : X → X that does not affect coordinates
rj with j 6= i, i+ 1 and reduces to
(ri, ri+1)→
{
(ri+1 + 1, ri), ri ≤ ri+1
(ri+1, ri − 1), ri > ri+1.
Thus, G is transformed under the action of T ′i,i+1 in the same way asQ is transformed
under Ti,i+1, i.e. the Radon-Nikodym derivative equals q
±1, depending on whether
ri ≤ ri+1 or ri > ri+1. This observation agrees with the claim of the theorem but is
not yet enough for the proof.
Proof. Regard (ri) as a two-sided infinite sequence of random variables defined on
the probability space (Sbal,Q).
Lemma 4.4. The random sequence (ri) is stationary with respect to shifts i→ i+n.
Proof. Use for a moment a more detailed notation ri(σ). We have
ri+n(σ) = ri(s
(n)σs(−n)), n ∈ Z.
On the other hand, the map σ → s(n)σs(−n) leaves invariant the subgroup Sbal ⊂
S
adm and preserves the q-exchangeability property. Due to uniqueness of measure
Q, it is invariant under this map, whence the assertion of the lemma. 
Lemma 4.5. For every finite sequence of integers i1 < · · · < ik, the joint law of
(ri1 , . . . , rik) is the product measure G⊗ · · · ⊗G.
Proof. By virtue of Lemma 4.4, it suffices to prove that, as n→ +∞, the limit law
for (ri1+n, . . . , rik+n) exists and coincides with G⊗ · · · ⊗G.
Use the encoding σ ↔ w ↔ (w+, w−, ε). Given ε, the conditional distribution of
(ri1+n, . . . , rik+n) stabilizes as n→ +∞ and coincides with G⊗· · ·⊗G. Indeed, this
immediately follows from the definition of the encoding and the q-shuffle algorithm
generating w+. This implies the desired claim. 
By virtue of Lemma 4.5, it suffices to prove that the map ψ is injective. We do this
in the next two lemmas: Lemma 4.6 says how to reconstruct a balanced permutation
from the two sequences (ri) and (ℓi), and Lemma 4.7 describes an algorithm which
expresses (ℓi) through (ri).
Lemma 4.6. For permutation σ ∈ Sbal we have
σ(i) = i+ ri − ℓi, i ∈ Z. (14)
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Proof. It is convenient to prove a slightly more general claim: for each σ ∈ Sadm
ri − ℓi + i− σ(i) = b(σ), i ∈ Z (15)
(recall that b(σ) denotes the balance of σ). Since bal(σ) = 0 for σ ∈ Sbal, (15) will
imply (14). Indeed, by (2), for each n ∈ Z we have
b(s(n)σ) = b(σ) + n, σ ∈ Sadm.
On the other hand, if we replace σ by s(n)σ, then all counts ri, ℓi will not change,
while i − σ(i) will transform to i − σ(i) + n. Thus, (15) is consistent with the
replacement σ → s(n)σ. Now fix an arbitrary i, take n = σ(i) − i, and replace σ
by σ′ := s(n)σ. Then σ′(i) = i, which in turn implies that b(σ′) = ri − ℓi, by the
very definition of balance and the left and right inversion counts. Consequently, (15)
holds true for σ′. 
Fix σ ∈ Sbal and let, as usual, w stand for the corresponding two-sided infinite
permutation word. Observe that rj + 1 is the rank of wj in the left-truncated word
wjwj+1 . . . , with respect to the canonical order on Z. (That is, the rank equals k
if wj is the kth minimal element among wj, wj+1, . . . .) More generally, for i ≤ j,
define r
(i)
j to be one smaller the rank of wj among wi . . . wj . . . . Evidently, r
(j)
j = rj.
Lemma 4.7. (i) Fix j ∈ Z. For i ≤ j, the quantity r
(i)
j can be determined from the
finite sequence rj, rj−1, . . . , ri by means of the recursion
r
(j)
j = rj, r
(i−1)
j = r
(i)
j + 1
(
r
(i)
j ≥ ri−1
)
. (16)
(ii) The left inversion counts can be determined from the quantities
(
r
(i)
j : i ≤ j
)
by
ℓj =
∑
i: i<j
1
(
r
(i)
j < ri
)
=
∑
i: i<j
1
(
r
(i)
j = r
(i+1)
j
)
. (17)
Proof. (i) We have
r
(i−1)
j = r
(i)
j + 1(wi−1 < wj).
But wi−1 < wj is equivalent to r
(i−1)
i−1 ≤ r
(i)
j , and r
(i−1)
i−1 = ri−1.
(ii) We have
ℓj =
∑
i: i<j
1(wi > wj),
but wi > wj is equivalent to r
(i)
i > r
(i)
j (i.e., ri > r
(i)
j ) and also to r
(i)
j = r
(i+1)
j . 
This concludes the proof of Theorem 4.3.

Corollary 4.8. The Mallows measures on Sbal corresponding to any two distinct
values of parameter q are disjoint (mutually singular).
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Proof. Immediate by virtue of classical Kakutani’s theorem [12] about product mea-
sures. 
The latter can also be seen from the law of large numbers: ℓ1 + · · ·+ ℓn under Q
is asymptotic to nq/(1 + q).
5. The distribution of displacements
Let as above Q be the Mallows measure on Sbal with parameter q ∈ (0, 1) and
let Σ be the random permutation of Z with law Q. Consider the two-sided infinite
random sequence of displacements
Di := Σ(i)− i, i ∈ Z. (18)
The sequence (Di) is stationary in “time” i ∈ Z, because a shift of parameter
i amounts to a measure preserving transformation of the basic probability space
(Sbal,Q) — conjugation of a balanced permutation by a shift s(n), cf. Lemma 4.4.
Below we use a nonstandard notation for some particular q-Pochhammer symbols:
〈n〉q := (q; q)n =
n∏
k=1
(1− qk), 〈∞〉q := (q; q)∞ =
∞∏
k=1
(1− qk).
In the present section, we will compute the one-dimensional marginal distribution
of (Di). In the next section, we will describe the finite-dimensional distributions.
Theorem 5.1. For any fixed j ∈ Z, the distribution of displacement D := Dj is
given by
P(D = d) = (1− q)〈∞〉q
∑
{r, ℓ≥0: r−ℓ=d}
qrℓ+r+ℓ
〈r〉q〈ℓ〉q
, d ∈ Z. (19)
This distribution is symmetric about 0. It can be expressed through the basic
geometric series 0φ1 (see [7]),
P(D = d) =
(1− q)(q; q)∞q
d
(q; q)d
0φ1(−; q
d+1; q, qd+3), d = 0, 1, 2, . . . ,
or through a q-Bessel function, see [7, Ex. 1.24].
We will give two proofs of the theorem.
First proof. Let (Ri) and (Li) be the sequences of right and left inversion counts for
Σ. By Lemma 4.6, Dj = Rj −Lj . To compute the distribution of Rj −Lj we apply
Lemma 4.7. Set
x0 = r
(j)
j , x1 = r
(j−1)
j , x2 = r
(j−2)
j , . . . ,
where we use the notation of Lemma 4.7. Since Rj, Rj−1, Rj−2, . . . are independent
random variables with geometric distribution G, claim (i) of Lemma 4.7 implies that,
18 ALEXANDER GNEDIN AND GRIGORI OLSHANSKI
given Rj = r, the sequence x0, x1, . . . forms a Markov chain on {r, r+1, r+2, . . . }
with initial state x0 = r, 0 -1 increments and transition probabilities
P(k → k) = qk+1, P(k → k + 1) = 1− qk+1, k = r, r + 1, r + 2, . . . . (20)
Next, by claim (ii) of the lemma, Lj equals the total number of 0-increments (this
number is finite almost surely by Lemma 7.4). It follows that the (conditional)
probability generating function for Lj has the form
∞∑
ℓ=0
P(Lj = ℓ | Rj = r)x
l =
∞∏
k=r
1− qk+1
1− xqk+1
. (21)
The coefficient by xℓ is extracted from (21) using the Eulerian identity (see e.g.
[7, (1.3.15)])
∞∏
m=0
(1− yqm)−1 =
∞∑
n=0
yn
〈n〉q
,
where we substitute y = xqr+1. This gives
P(Lj = ℓ | Rj = r) = q
ℓ(r+1) 〈∞〉q
〈r〉q〈ℓ〉q
. (22)
Since the distribution of Rj is geometric we find the joint distribution of (Rj , Lj):
P(Rj = r, Lj = ℓ) = (1− q)q
rℓ+r+ℓ 〈∞〉q
〈r〉q〈ℓ〉q
, r, ℓ ∈ Z. (23)
Finally, the distribution of D = Dj = Rj − Lj follows by summation. 
Second proof. By stationarity, it suffices to find the distribution of Σ(1)− 1. Next,
it will be convenient for us to replace Σ with the inverse permutation Σ−1, which
has the same law, see Corollary 3.4. Thus, we will deal with Σ−1(1)− 1.
Let w = (wi)i∈Z be the random word corresponding to Σ. We encode w by the
triple (w+, w−, λ), see the definitions in (6), (7), (9), and (10) above. Denote by
B + 1 = 1, 2, . . . the position of 1 in w+. Then, in the notation of (6), the position
of 1 in w is iB+1, which is the same as B + 1 − λB+1, as is seen from (7). On the
other hand, this position is just Σ−1(1). Therefore, we may write
Σ−1(1) = B + 1− C, C := λB+1.
To find the distribution of
Σ−1(1)− 1 = B − C
we will compute the probabilities
P(B = b, C = c), b, c = 0, 1, 2, . . . .
Recall that w+ and λ are independent. Therefore,
P(B = b, C = c) = P(1 occupies in w+ position b+ 1) · P(λb+1 = c).
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c
λ+
λ−
b
Figure 1. One-row decomposition of the diagram.
The first factor in the right-hand side is determined from the q-shuffle algorithm
generating w+. This gives
P(1 occupies in w+ position b+ 1) = qb(1− q).
In the second factor P(λb+1 = c), the probability is understood according to the
distribution (8). Therefore,
P(λb+1 = c) = 〈∞〉q
∑
λ
q|λ|
summed over diagrams λ of shape specified on Figure 1. The sum in question is
computed using the generating function for Young diagrams in a strip:∑
ν=(ν1≥···≥νa≥0)
q|ν| =
1
〈a〉q
;
we apply this formula for ν = λ+ and ν = (λ−)′ (the transposed diagram). This
gives
P(λb+1 = c) = 〈∞〉q
q(b+1)c
〈b〉q〈c〉q
.
Thus,
P(B = b, C = c) = (1− q)〈∞〉q
qbc+b+c
〈b〉q〈c〉q
and finally
P(Σ−1(1)− 1 = d) = P(B − C = d) = (1− q)〈∞〉q
∑
b, c≥0: b−c=d
qbc+b+c
〈b〉q〈c〉q
,
which is the same as (19). 
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Remark 5.2. The distribution (19) has exponentially decaying tails
P(|D| > m) ≍ qm, m→∞.
Indeed, the lower bound follows from (19) while the upper bound is easy from
P(|Dj| > m) ≤ max(P(Rj > m), P(Lj > m)) ≤ 2P(Rj > m) = 2q
m.
This allows us to estimate the size of fluctuation of Σ about the identity permutation.
Using
P(|Dn| > (1 + ǫ) log1/q |n|) < |n|
−1−ǫ
and applying the Borel-Cantelli lemma we obtain
lim sup
|n|→∞
|Dn|
log1/q |n|
≤ 1 a.s.
We conjecture that this bound is sharp.
6. Finite-dimensional distributions
We proceed with deriving a multivariate distribution for the displacements (18).
Theorem 6.1. For k = 1, 2, . . . and integers d1 ≤ · · · ≤ dk
P(D1 = d1, . . . , Dk = dk)
= (1− q)kq−k(k+1)/2〈∞〉q
k∏
m=2
〈dm − dm−1〉q
∑ q∑1≤i≤j≤k(bi+1)(aj+1)
〈b1〉q . . . 〈bk〉q〈a1〉q . . . 〈ak〉q
,
where the summation is over all nonnegative integers a1, b1, . . . , ak, bk which satisfy
the constraints
(b1 + · · ·+ bm)− (am + · · ·+ ak) = dm, m = 1, . . . , k. (24)
Comments. (i) In the case k = 1 the product over m is empty and the result
agrees with Theorem 5.1.
(ii) The constraints d1 ≤ · · · ≤ dk are not substantial and only introduced to
simplify the formula. These inequalities are equivalent to Σ(1) < · · · < Σ(k), so
that the general case can be handled by introducing the additional factor
qinv(d1+1,...,dk+k) = qinv(Σ1,...,Σk)
implied by the q-exchangeability; here “inv” stands for the number of inversions.
(iii) By stationarity, the distribution does not change if we simultaneously shift
all indices 1, . . . , k by a constant. However, we did not manage to write a reasonable
formula for (Di1, . . . , Dik) with arbitrary indices i1 < · · · < ik.
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(iv) Excluding variables b1, . . . , bk from relations (24), the resulting inequalities
on the remaining k variables a1, . . . , ak take the form
0 ≤ a1 ≤ d2 − d1
0 ≤ a2 ≤ d3 − d2
...
0 ≤ ak−1 ≤ dk − d1
ak ≥ max(0, −a1 − · · · − ak−1 − d1),
which shows that the summation runs over a domain with only one of free variables
assuming infinitely many values.
Proof. We generalize the second proof of Theorem 5.1. Let us compute the proba-
bility
P(Σ−1(1)− 1 = d1, . . . , Σ
−1(k)− k = dk). (25)
Consider again the encoding (w+, w−, λ) of the random word w associated with
Σ. Let x1, . . . , xk be the positions of letters 1, . . . , k in w
+. Then the positions of
the same letters in w are
Σ−1(1) = x1 − y1, . . . , Σ
−1(k) = xk − yk,
where we set
y1 = λx1, . . . , yk = λxk .
The assumption d1 ≤ · · · ≤ dk means 1 ≤ x1 < · · · < xk, which entails
y1 ≥ · · · ≥ yk ≥ 0.
Now pass to new variables b1, . . . , bk, a1, . . . , ak by setting
x1 = b1 + 1 y1 = a1 + · · ·+ ak
x2 = b1 + b2 + 2 y2 = a2 + · · ·+ ak
...
...
xk = b1 + · · ·+ bk + k yk = ak
(26)
Then the above inequalities imposed on x1, . . . , xk, y1, . . . , yk just mean that the new
variables are nonnegative, and conditions
Σ−1(m)− i = dm, m = 1, . . . , k
take the form (24).
Introduce the set of Young diagrams
Λ(x1, . . . , xk; y1, . . . , yk) = {λ : λx1 = y1, . . . , λxk = yk}. (27)
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q q q
a1
ak−1
ak
b1
b2
bk
Figure 2. Multirow decomposition of a diagram
The probability (25) can be written in the form∑
b1,...,bk, a1,...,ak
P1(x1, . . . , xk)P2(x1, . . . , xk; y1, . . . , yk), (28)
with summation over nonnegative integers b1, . . . , bk, a1, . . . , ak subject to constraints
(24), where P1(x1, . . . , xk) is the probability that letters 1, . . . , k occupy positions
x1, . . . , xk in w
+, and
P2(x1, . . . , xk; y1, . . . , yk) = 〈∞〉q
∑
λ∈Λ(x1,...,xk;y1,...,yk)
q|λ|
is the probability that the random diagram λ with law (8) falls into the subset (27).
This probability is computed in the next lemma.
Lemma 6.2. For k = 1, 2, . . . and integers
1 ≤ x1 < x2 < · · · < xk, y1 ≥ y2 ≥ · · · ≥ yk ≥ 0
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written in form (26), one has
P2(x1, . . . , xk; y1, . . . , yk)
= 〈∞〉q
〈b2 + a1〉q . . . 〈bk + ak−1〉q
〈b1〉q . . . 〈bk〉q〈a1〉q . . . 〈ak〉q
q
∑
{(i,j):1≤i≤j≤k}(bi+1)(aj+1). (29)
Proof. Figure 2 shows that a diagram λ ∈ Λ(x1, . . . , xk; y1, . . . , yk) is comprised of
(i) k rectangles of size bm × (am + · · ·+ ak), m = 1, . . . , k,
(ii) k rows am + · · ·+ ak, m = 1, . . . , k,
(iii) k − 1 diagrams enclosed in rectangles b2 × a1, b3 × a2, . . . , bk × ak−1,
(iv) two edge diagrams, one with at most b1 rows, another with at most ak
columns.
The contribution (i) of the rectangles is the factor q
∑
{(i,j):1≤i≤j≤k} biaj . The contri-
bution (ii) of distinguished rows is q
∑k
m=1 mam . It is known (see Proposition 1.3.19
in [20]) that the generating function of diagrams enclosed in rectangle b × a is the
q-binomial coefficient
〈b+ a〉q
〈b〉q〈a〉q
.
From this, the contribution of (iii) is
〈b2 + a1〉q
〈b2〉q〈a1〉q
· · ·
〈bk + ak−1〉q
〈bk〉q〈ak−1〉q
.
Finally, the contribution of edge diagrams is
1
〈b1〉q〈ak〉q
.
Multiplying the factors out and recalling the normalizing factor 〈∞〉q yields the
result. 
Now we can quickly complete the proof. The probability P1(x1, . . . , xk) is easily
found from the q-shuffle algorithm:
P1(x1, . . . , xk) = (1− q)
kqb1+···+bk . (30)
Here we substantially used the feature that the letters 1, . . . , k are the first successive
letters in the alphabet Z+. We could not do the same with arbitrary indices i1 <
· · · < ik, that is, to get a closed formula for the probability that given generic letters
i1, . . . , ik occupy given generic positions x1, . . . , xk in the random word w
+.
Finally, substitute (29) and (30) into (28), and note that
am + bm−1 = dm − dm−1, m = 2, . . . , k.
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Because of these relations, the factor
k∏
m=2
〈am + bm−1〉q =
k∏
m=2
〈dm − dm−1〉q,
is a constant and so can be taken out of the sum. This gives the desired formula. 
7. Complements
7.1. A characterization of the inversion counts. In the course of proving The-
orem 4.3, we established in Lemmas 4.6 and 4.7 a correspondence between balanced
permutations and sequences (ri, i ∈ Z) of their right inversion counts. By far not
every nonnegative integer sequence (ri, i ∈ Z) can occur in this way, thus it is of
some interest to describe possible sequences in some detail.
Theorem 7.1. A nonnegative integer sequence (ri, i ∈ Z) occurs as a sequence of
right inversion counts for some permutation σ ∈ Sbal if and only if the following
two conditions hold:
(i) the values (ℓi, i ∈ Z) determined from (17) are finite,
(ii) ri = 0 for infinitely many i ∈ Z+.
Under these conditions such σ is unique, and it has left inversion counts (ℓi, i ∈ Z).
Proof. Condition (i) is necessary by the definition of admissible permutation. We
prove the remaining assertions in three steps.
Step 1. The starting point is the following extension of the elimination algorithm.
The one-sided infinite elimination algorithm: Given a nonnegative integer
sequence (r1, r2, . . . ), construct a word w = w1w2 . . . by setting first w1 = r1 + 1,
and for k > 1 defining wk recursively as the (rk+1)st minimal element of the reduced
list Z+ \ {w1, . . . , wk−1}.
In general, the output w need not be a permutation, and we need a condition to
guarantee that.
Lemma 7.2. A nonnegative integer sequence (ri, i ∈ Z+) is a sequence of the right
inversion counts for some permutation σ ∈ SZ+ if and only if ri = 0 for infinitely
many i ∈ Z+. In this case σ is the output of the infinite elimination algorithm
applied to (ri, i ∈ Z+).
Proof. Suppose (ri, i ∈ Z+) are the right inversion counts of σ ∈ SZ+ . For each
i ∈ Z+ there exist ri + 1 positions j ≥ i with σ(j) ≤ σ(i). Since 1 ≤ ri + 1 < ∞,
there exists position j∗ ≥ i with σ(j∗) = min(σ(j) : j ≥ i), but then obviously
rj∗ = 0. Since i was arbitrary, we conclude by induction that rj = 0 for infinitely
many j.
Conversely, suppose a sequence (ri) satisfies rik = 0 for i1 < i2 < . . . At step ik
the algorithm selects wik = min(Z+ \ {w1, . . . , wik−1}), hence the generic k ∈ Z+ is
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eliminated from the original list 1 2 . . . in at most ik steps. Thus eventually every
positive integer is chosen, and the output w is a permutation word encoding some
permutation σ ∈ SZ+ .
Finally, suppose the output is a permutation. The elimination algorithm implies
that exactly ri integers smaller wi remain in the list at step i, and these are eventually
chosen at later steps. Hence there are ri right inversions (i, j), j > i for every
i ∈ Z+. 
Step 2. We turn next to the connection between permutations and strict orders.
Note that the definition of inversion counts for permutations is applicable to orders
as well. For instance, given a strict order ⊳ , the corresponding left inversion count
ℓi of a number i is the cardinality of the set {j : j < i, i ⊳ j}. For σ ∈ SZ+ we define
a strict order ⊳ on Z+ by setting i ⊳ j iff σ(i) < σ(j)
1. The elimination algorithm
has an obvious modification which derives a word (wj, j ∈ Z≥i) from nonnegative
integer input sequence (rj , j ∈ Z≥i). If (ri, i ∈ Z+) satisfies condition (ii) of Theorem
7.1 then for every i ∈ Z the elimination algorithm transforms (rj, j ∈ Z≥i) in
permutation word (wj, j ∈ Z≥i), which in turn corresponds to some order ⊳ on Z≥i.
For two positions i < j, the relation according to the order ⊳ only depends on
ri, . . . , rj, thus there is a unique order ⊳ on Z compatible with all (ri, i ∈ Z). It
follows that condition (ii) holds if and only if (ri, i ∈ Z) are the right inversion
counts of some order ⊳.
Step 3. Assuming order ⊳ with finite right inversion counts (ri, i ∈ Z), the left
inversion counts of ⊳ are determined recursively from (17). If all ℓi < ∞, then
the order ⊳ is admissible, meaning that the order has finite left and right inversion
counts.
Lemma 7.3. Let (ℓj), (ri) be the inversion counts of admissible order on Z. The
formula σ(i) = i− ℓi+ ri establishes a bijection between the set of admissible orders
on Z and Sbal.
Proof. Consider admissible order ⊳ with the inversion counts (ℓi), (ri). The relation
i ⊳ j entails that the interval {k ∈ Z : i ⊳ k ⊳ j} is finite, for otherwise at least one
of the inversion counts ℓi, ri, ℓj rj were infinite. For similar reason (Z, ⊳) has neither
minimal nor maximal element. It follows that the ordered set (Z, ⊳) is isomorphic
to (Z, <), but then there exists a bijection σ : Z→ Z such that i ⊳ j iff σ(i) < σ(j).
By Proposition 4.1, such permutation σ is admissible. The only freedom in the
choice of σ stems from the observation that s(n)σ yields the same order, where s(n)
is an arbitrary shift permutation. Since the shift affects the balance we may choose
σ balanced, and then it is defined uniquely. Finally, for balanced σ the relation
σ(i) = i− ℓi + ri is guaranteed by Lemma 4.6. 
1Note that here we step away from the convention (11) of Section 3, where the order was defined
through σ−1.
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We have verified that conditions (i) and (ii) of Theorem 7.1 are also sufficient.
This completes the proof of the theorem. 
We did not succeed to replace condition (i) by a substantially simpler one. For
σ ∈ Sbal there must be also infinitely many i < 0 with ri = 0, however this together
with (ii) still does not suffice. For instance, the permutation defined by
σ(−2k) = −k, σ(−2k − 1) = 2k + 1, σ(k) = 2k for k ∈ Z+,
has ri finite for all i, ri = 0 for i ≥ 0 and even i < 0, but ℓ0 =∞.
The following result follows from Theorem 4.3. We feel nevertheless that a direct
derivation adds insight. As before, G stands for the geometric distribution (13) with
parameter q ∈ (0, 1).
Lemma 7.4. The random collection (ri : i ∈ Z) obtained by independent sampling
from G satisfies both conditions of Theorem 7.1 almost surely.
Proof. Condition (ii) is obvious, since G gives positive mass to 0.
To check (i), we fix j ∈ Z and prove that for every r ∈ {0, 1, 2, . . .}, conditionally
given rj = r, the quantity ℓj determined from (17) is finite almost surely. Indeed,
the sequence
(x0, x1, x2, . . . ) := (r
(j)
j , r
(j−1)
j , r
(j−2)
j , . . . )
defined by recursion (16) is a nondecreasing Markov chain on {r, r + 1, . . . } with
0 -1 increments, the initial state x0 = r, and the one-step transition probabilities
(20). As we have already pointed out, (17) entails that ℓj is the total number of the
0-increments of this Markov chain. To show that ℓj <∞ almost surely it suffices to
prove that the expectation of ℓj is finite. The expectation is
Eℓj =
∞∑
m=0
∞∑
k=0
P(xm = r + k)q
r+k+1 = qr+1
∞∑
k=0
qk
∞∑
m=0
P(xm = r + k),
so it is enough to check that the last sum over m ≥ 0 is bounded by a constant
independent of k. Note that P(xm = r + k) vanishes unless m ≥ k, so that we may
start summation fromm = k. Then the event xm = r+k means that among the first
m moves of the chain there are exactly m− k trivial transitions. The probability of
this event does not exceed qm−k, because the probability of any trivial transition is
at most q. Therefore,
∞∑
m=k
P(xm = r + k) ≤
∞∑
m=k
P(xm = r + k)q
m−k = (1− q)−1,
which concludes the proof. 
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7.2. Approximation by finite permutations. We proceed with the convention
of Section 7.1, which implies that a bijection between σ ∈ Sbal and admissible orders
on Z is established via i ⊳ j ⇔ σ(i) < σ(j). As above, for an interval I ⊂ Z, we
denote by SI ⊂ S the subgroup of permutations that do not move integers outside
I. Below we will deal with finite intervals only; then SI is naturally isomorphic to
the finite symmetric group of degree #I. For σ ∈ Sbal we have a unique increasing
bijection between {σ(i), i ∈ I} and I. Replacing each σ(i) with its counterpart by
this bijection, and otherwise setting σI(i) = i for i /∈ I maps σ ∈ S
bal to some
σI ∈ SI , a truncation of σ. In other words, the orders induced by σ and σI coincide
on I. For instance, for I = {1, 2, 3}, the truncation of any permutation with pattern
. . . |4 3 2 1 6 . . . gives . . . 0|3 2 1 4 . . . (here the vertical bar is used to separate
positions 0 and 1).
With reference to the discussion at the end of Section 2, we endow Sbal with the
topology inherited from S. Recall that in this topology, the convergence σn → σ
means σn(i) = σ(i) for each i and all n larger than some n(i). In what follows In
(n ∈ N) stands for arbitrary increasing sequence of finite intervals in Z whose union
is the whole Z. One obvious choice is In = {−n,−n + 1, . . . , n− 1, n}.
Lemma 7.5. For every σ ∈ Sbal we have σIn → σ.
Proof. Let (ℓi) and (ri) be the inversion counts of σ, and let (ℓ
(n)
i ) and (r
(n)
i ) be
the similar quantities for σIn. For every fixed i ∈ Z, the sequences (ℓ
(n)
i ) and (r
(n)
i )
are nondecreasing. Indeed, the larger set In the larger the set of inversions in σIn
associated with i. Next, observe that these sequences stabilize for large n to values
ℓi and ri, respectively. Since σ(i) = i− ℓi + ri and σIn(i) = i− ℓ
(n)
i + r
(n)
i , this just
means that σIn → σ. 
Immediately from the lemma and considerations in Section 3 we derive:
Proposition 7.6. Let Σ be the random Mallows permutation of Z, and let ΣIn be
the truncation of Σ corresponding to In. Then ΣIn → Σ with probability one.
Note that the law of ΣIn is essentially the Mallows distribution on the finite
symmetric group of degree #In.
Proposition 7.6 enables us to give alternative derivations to Corollary 3.4 and to
the most technical part of Theorem 3.3 (Lemma 3.8) from the analogous properties
of the Mallows distributions (1) on finite symmetric groups. To that end, one just
needs to observe that the inversion mapping σ → σ−1 is a homeomorphism of Sbal
endowed with the weak topology. Now, ΣIn → Σ taken together with the equality
in the law ΣIn
d
= (ΣIn)
−1 for finite permutations imply Σ
d
= Σ−1.
We emphasize that it is nowhere stated, nor is true, that (σI)
−1 = (σ−1)I . Exam-
ples are easily designed to show that the truncation and the inversion operation do
not commute.
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Finally, we note that the Mallows measures on SI with finite I, and the system
of the joint distributions of (Σ(i), i ∈ I) (computed in Section 6) are two competing
families of “finite dimensional distributions” for Σ considered as a random function.
The suitability of one or another system in concrete situation depends on the nature
of the statistic of permutation under study.
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