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望读者已经熟悉主流的数据库教材，并且对现代操作系统如 UNIX、Linux 以及 Windows 有基
本的操作能力。在下一节整体介绍完一个数据库管理系统的架构之后，我们在第 1.2 节为每
一部分组件提供一些参考资料作为背景阅读。 
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1、机场登机口的 PC 机（客户端）调用 API 与 DBMS 的客户端通信管理器（Client 
Communications Manager）建立网络连接。在一些情况下，客户端直接通过 ODBC 或 JDBC
连接协议与数据库服务器建立这种连接。这种处理方式被称为“两层”或者“客户端-服务
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及撤销操作的完整性。在第 5 章，我们会讨论存储与缓冲管理的更多细节，弟 6 章介绍业务
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1-1 右边一侧有许多共享组件和工具，它们对于一个功能完整的 DBMS 而言，同样是十分重
要的。目录和存储管理器在传输数据时被作为工具来调用，在我们的例子中也是这样。在认
证、分解以及查询优化过程中，查询处理器都会用到目录。同样，存储管理器也广泛应用于
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我们将这些线程称为 DBMS 线程和简单线程。 
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 DBMS 客户端是应用程序实现与数据库系统通信 API 的软件组件，JDBC、ODBC 和
OLE/DB 是我们熟知的例子。除此之外，还有许多其他种类的 API 集合。有一些程序
使用了嵌入式 SQL，这是一种混合了数据库访问表的编程方法。这种方法最初存在
于 IBM COBOL 和 PL/I 中，后来 SQL/J 也为 Java 实现了嵌入式 SQL。嵌入式 SQL 会被
预处理器处理，从而把嵌入式 SQL 转换为对数据访问 API 的直接调用。不管客户端
程序使用什么语法，最终的结果就是一系列针对数据访问 API 的直接调用。这些调
用由 DBMS 客户端组件整理然后通过通信协议与 DBMS 交互。这些协议通常拥有专
利但是没有正式规范文档。在过去，开源组织 DRDA 曾试图将客户端-数据库通信协
议规范化，但并没有被广泛使用。 
 DBMS 工作者是指 DBMS 中为客户端工作的线程。它与客户端是一一对应的，即一
个 DBMS 工作者处理来自一个 DBMS 客户端的所有 SQL 请求。DBMS 客户端发送 SQL
请求给 DBMS 服务器。DBMS 工作者处理每一条请求并将结果返回客户端。在下文
中，我们将研究商业数据库把 DBMS 工作者映射到系统线程或者进程的不同方法。
当需要区分进程和线程的区别时，我们将分别称之为工作者线程或者工作者进程，
如果不需要，那么我们直接用 DBMS 工作者来表示。 
2.1 单处理机和轻量级线程 








多 DBMS 系统在开发时没有用到系统线程支持。 
 单处理机：我们假设我们的设计针对仅拥有一个 CPU 的一台机器。因为多核系统已
经广泛存在，所以即便是在低端机型方面，这个假设也是不现实的。但是，该假设
可以简化我们最初的讨论。 
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为：（1）每个 DBMS 工作者拥有一个进程；（2）每个 DBMS 工作者拥有一个线程；（3）进程
池。尽管该模型被简化了，但是，今天的商业 DBMS 系统都遵循这三条性质。 
2.1.1 每个 DBMS 工作者拥有一个进程 
每个 DBMS 工作者拥有一个进程的模型（如图 2-1 所示），早期被用于 DBMS 开发，并
且今天仍被一些商业系统所采用。这个模型由于 DBMS 工作者被直接映射到系统进程，因而
相对容易实现。系统调度管理 DBMS 工作者的运行时间，而 DBMS 编程人员也可以利用系统
的一些保护措施来排除标准错误，如内存溢出。而且，不同的编程工具，比如调试器和存储
检测器，都与这种进程模型相适应。使这个模型变复杂的是 DBMS 连接所需要的内存中的数





图 2-1 每个 DBMS 工作者拥有一个进程的模型 
如果把“扩展到大量并发连接”作为衡量标准，那么，每个 DBMS 工作者拥有一个进程
的模型并不十分有效。这是因为，进程相对于线程而言，拥有更多的环境变量并且消耗更多
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个进程的模型，还是比较受欢迎的，并得到 IBM DB2、PostgreSQL 和 Oracle 的支持。 
2.1.2 每个 DBMS 工作者拥有一个线程 
在每个 DBMS 工作者拥有一个线程的模型（图 2.2）中，一个多线程进程负责所有的 DBMS
工作者的工作。一个调度线程监听新的 DBMS 客户端连接。每个连接都被分配一个新的线程。








同样存在于每个 DBMS 工作者拥有一个进程模型中，因为它们都需要共享内存的使用。 
尽管不同操作系统在线程 API 的多样性方面，近年来不断缩小，但不同平台之间微小的差别
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中也被使用了，如 IBM DB2、微软 SQL Server、MySql、Informix 和 Sybase。 
2.1.3 进程池 
这个模型是“每个 DBMS 工作者一个进程”这种模型的变体。我们知道，每个 DBMS
工作者拥有一个进程的模型的优点是编程实现较为简单，但是，每一个连接都需要一个进程
却是一个缺点。使用进程池（如图 2-3 所示）后，不必每个 DBMS 工作者都分配一个进程，
而是由进程池来管理所有 DBMS 工作者。一个中央进程控制所有的 DBMS 客户端连接，每个
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间的 I/O 中断是必要的。有两种不同的 I/O 中断需要分别考虑：(1)数据库请求；（2）日志请
求。 






I/O 请求将缓冲池中的页存入磁盘中的目标地址处。在第 4.3 节中我们将详细讨论缓
冲池。 
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送 SQL FETCH 请求，不断地获取结果元组，SQL FETCH 每个请求会获取一个或多个元组。大






似于缓冲池共享，并可以用类似的方法实现 DBMS 开发需要的其他数据结构共享。 
2.2 DBMS 线程 
前文中我们简单描述了 DBMS 进程模型。我们假设系统线程有良好的的性能，DBMS 着
眼于单处理机系统。在本节剩余的篇幅中，我们放宽第一个假设，然后来看看它对 DBMS
实现的影响。接下来讨论多进程和并行化操作。 
2.2.1 DBMS 线程 
当前的大多数 DBMS 技术，都离不开 19 世纪 70 年代开始的系统研究和 19 世纪 80 年代
开始的商业化发展。在数据库开发的早期阶段，标准操作系统的技术无法用到数据库开发中。
高效的操作系统线程支持就是其中一种技术。直到 19 世纪 90 年代，操作系统线程的出现和
广泛应用，才使得数据库开发发生了很大的变化。即便是今天，操作系统线程开发都没有很
好地支持 DBMS 的工作负载[31,48,93,94]。 
受历史发展的影响以及其他一些原因，很多广泛应用的 DBMS 在开发上并不依赖于操作
系统线程。一些完全不涉及线程，而是使用每个 DBMS 工作者拥有一个进程或者进程池模型。
其他的 DBMS，比如一个 DBMS 工作者拥有一个线程的模型，需要一个方案来应对那些没有
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价是需要在 DBMS 中重复实现许多操作系统逻辑。 
2.3 标准实践 
在现今主要的 DBMS 中，我们可以看到 2.1 节中介绍的所有三种架构以及它们的一些有
趣的变化。IBM DB2 是支持四种进程模型的很有趣的例子。对于线程支持良好的操作系统，
DB2 默认的模型是每个 DBMS 工作者拥有一个线程，它也支持 DBMS 工作者多路复用一个线
程池。当运行在没有线程支持的系统上时，DB2 默认的模型是每个 DBMS 工作者拥有一个进
程，同时也支持 DBMS 工作者多路复用一个进程池。 
我们对 IBM DB2、MySql、Oracle、PostgreSQL 和 Microsoft SQL Server 所支持的进程模型
做一个总结： 
每个 DBMS 工作者拥有一个进程： 
这是最直接的进程模型，同时也得到了广泛的应用。DB2 在不支持线程的系统上，默认
使用每个 DBMS 工作者拥有一个进程的模型，在支持线程的系统上，默认使用每个 DBMS
工作者拥有一个线程的模型。这也是 Oracle 进程模型的默认设计。Oracle 也支持上文提到的
进程池。PostgreSQL 在所有的操作系统上都只运行每个 DBMS 工作者拥有一个进程模型。 
每个 DBMS 工作者拥有一个线程： 
该模型有两个种类，在目前来看十分高效： 
1. 每个 DBMS 工作者拥有一个系统线程：IBM DB2 运行在有良好系统线程支持的系统
上时，默认使用该模型；MySQL 同样使用该模型。 
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○1 通过系统进程来调度 DBMS 线程：轻量级线程的调度是由一个或多个系统进程来
完成的。Sybase 和 Informix 支持该模型。现今很多系统采用这个模型来开发实现
DBMS 线程的调度，以此调度 DBMS 工作者发挥多处理器的作用。然而，并不是所
有采用这个模型的系统都实现了线程迁移：将 DBMS 线程再分配给不同的系统进程
（如考虑到负载均衡）。 
○2 通过系统线程来调度系统进程：微软 SQL Sever 以可选择的方式支持这种模型（默






1. DBMS 工作者共用进程池：这个模型相对于每个 DBMS 工作者拥有一个进程的模型
而言，有更高的内存使用效率。在系统没有良好的线程支持的情况下，它也易于与
系统对接，并且在大量用户的情况下表现稳定。这个模型是 Oracle 数据库的可选项，
Oracle 建议在大量用户并发操作的情况下使用。Oracle 默认的模型是每个 DBMS 工
作者拥有一个进程。这两个选项对于 Oracle 所适用的大多数操作系统而言都是支持
的。 
2. DBMS 工作者共用线程池：微软 SQL Server 默认使用该模型，且超过 99%的 SQL Server
产品使用该模型来运行。为有效支持上万的并发连接用户，SQL Server 提供可选支
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在硬件未命中的情况下，能更好地防止 CPU 空闲。更多关于这一点的研究可以参考 StagedDB
的研究项目[35]，这也是很好的阅读材料。 
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图 3-1 共享内存体系架构 
在一个共享内存的并行系统中（如图 3-1 所示），所有的处理机可以使用相同的内存和
硬盘，并且拥有大致相同的性能。这个架构现在已经是一个标准。大多数服务器硬件都包含
2 个到 8 个的处理器。高端的机器可以包含数十个处理器，可以提供更高的处理器资源，但
是，也往往价格更加昂贵。高度并行共享内存的机器是硬件行业最后剩下的摇钱树之一，并
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图 3-2 无共享体系架构 














    同时，在无共享系统中，局部故障是必须被妥善管理的。在一个无共享系统中，一个处
理器发生故障通常会导致整个系统的停止运行，因此，整个 DBMS 也会停止运行。在一个
无共享系统中，集群中一个单一的节点发生故障，并不一定会影响到其他的节点。但是，这
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能的磁盘，但是，不能访问彼此的 RAM。这种架构是相当普遍的，两个突出的例子是 Oracle 
RAC 和 DB2 for zSeries SYSPLEX。随着存储区域网络（SAN：Storage Area Networks）的普
及，共享磁盘在最近几年已经变得越来越普遍。一个 SAN 允许一个或多个逻辑磁盘被安装
到一个或多个宿主系统上，这样可以使得创建共享磁盘配置变得较为容易。 
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图 3-3 共享磁盘体系架构 
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    NUMA 的硬件架构是处于无共享系统和共享内存系统之间的一个有趣的中间地带，它
们比无共享集群更容易编程，同时，比共享内存系统拥有更大规模的处理器，这样就可以避
免共享点的争用，例如共享内存系统总线。 






从而使得 NUMA 共享内存多处理器如今已经非常普遍了，然而，NUMA 集群并没有成功取
得任何显著的市场份额。 
     DBMS 可以在 NUMA 共享内存系统上运行的一种方式是，通过忽略内存访问的非均
衡性。如果非均衡性较小的时候，这种方式还勉强可以接受。但是，当近程内存访问时间与
远程内存访问时间的比率从 1.5:1 升到 2:1 的范围时，DBMS 需要使用优化，以避免内存访
问瓶颈。这些优化可以有不同的形式，但是，全部都要遵循相同的基本方法：（1）当为一个
处理器分配内存使用的时候，尽量使用本地的内存（避免使用远程内存）；（2）如果可能的
话，保证一个 DBMS 使用者被安排到与之前相同的硬件处理器。这种组合允许 DBMS 负载
在更大的规模上运行良好，同时，共享内存系统拥有一些内存访问时间的非均衡性。 
    尽管 NUMA 集群已经几乎全部消失了，但是，编程模式和优化技术对于当代的 DBMS
系统仍然很重要，因为许多大规模的共享内存系统在内存访问性能上有着显著的非均衡性。 
3.5 线程和多处理器 
  当我们除去第 2.1 节中关于单处理机硬件的第二个简化假设的时候，使用 DBMS 线程
来实现每个 DBMS 工作者一个线程时，一个潜在的问题就会立即变得非常明显。第 2.2.1 节
描述的轻量级 DBMS 线程包的自然实现方式就是，所有线程运行在一个单一的操作系统进
程中。不幸的是，一个单一的进程一次只能在一个处理器上执行。因此，在一个多处理器系
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Server 架构就受到这样的限制。在 90 年代，随着共享内存多处理器越来越受欢迎，Sybase
很快就更改了系统架构，开发出了多系统进程的架构。 












 共享内存：所有主要的商业 DBMS 提供对共享内存并行的支持，包括：IBM DB2、
Oracle 和 Microsoft SQL Server； 
 无共享：这种模型被 IBM DB2、Informix、Tandem和NCR Teradata所支持；Greenplum
提供了一种 PostgreSQL 的定制版本，可以支持无共享并行； 
 共享磁盘：这种模型被 Oracle RAC、RDB(是甲骨文从数字设备公司收购而来的)
和 IBM DB2 的 zSeries 所支持。 
    IBM 销售不同的 DBMS 产品，选择在一些产品上实现共享磁盘支持，在其他产品上支
持无共享模型。到目前为止，没有一款领先的商业系统在一个单一的代码库中同时支持无共
享模式和共享磁盘模式。Microsoft SQL Server 也没有实现。 
3.7 讨论与附加材料 
    上述的设计代表了在不同服务器系统中所使用的一些硬件/软件架构模式。虽然这些设
计率先出现在 DBMS 中，但是，在其他数据密集领域，包括像 Map-Reduce（有越来越多的
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不平衡和瓶颈，这就必定需要重新审视 DBMS 架构，以满足硬件性能潜力。 










库存储引擎级别的复制（将在第 7.4 节讨论）；(c)由查询处理器执行冗余查询（第 6 章）；或
者(d)在客户端软件级别自动生成冗余数据库请求（例如，WEB 服务器或应用程序服务器）。 
在一个更高的解耦水平，在实际应用中为多个具备 DBMS 功能的服务器进行分层部署是很
普遍的，以减少“DBMS 记录”的请求率。这些机制包括各种形式的、针对 SQL 查询的中
间层数据库缓存（包括专业的内存数据库，比如 Oracle TimesTen），以及更多被配置成服务
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第 4 章 关系查询处理器 
前面的章节强调了一个 DBMS 的宏观架构设计问题。现在，在接下来的章节中我们开









是，当 DBMS 操作缓冲池页面的时候，DBMS 必须明确“固定”(pin)和“不固定”(unpin)
缓冲池页面，这样就可以使它们在简短并且关键的操作执行时驻留在内存中，我们将在第
4.4.5 节讨论这点。 
在本章中，我们将重点放在常见的 SQL 命令：数据操作语言（DML: Data Manipulation 
Language）语句包括 SELECT、INSERT、UPDATE 和 DELETE。像 CREATE TABLE 和
CREATE INDEX 这样的数据定义语言语句（DDL: Data Definition Language）通常是不被查
询优化器处理的。这些语句通常是由静态 DBMS 逻辑通过调用存储引擎和目录管理器（在
第 6.1 节描述）来实现的。一些 DBMS 产品也已经开始优化 DDL 语句的一个小子集，我们
期待这个趋势将会持续。 
4.1 查询解析和授权 
给定一个 SQL 语句，SQL 解析器主要任务是： (1) 检查这个查询是否被正确地定义；
(2) 解决名字和引用；(3) 将这个查询转化为优化器使用的内部形式；(4) 核实这个用户是否
被授权执行这个查询。一些 DBMS 将一些或者全部安全检查延后到查询执行时才去做，但
是，即使是在这些系统中，解析器仍然负责为查询执行时的安全检查收集所需要的数据。 
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给定一个 SQL 查询，解析器首先考虑的是在 FROM 子句中每个表的引用。解析器把每
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 谓词逻辑重写：逻辑重写是应用在基于 WHERE 子句中的谓词和常量的。简单的
布尔逻辑往往是用来改进“表达式”和“基于索引的访问方法的能力”这二者之间
的匹配程度。例如，一个诸如 NOT Emp.Salary>100000 的谓词，可能被重写为
Emp.Salary<=100000。通过简单的满足性测试，这些逻辑重写甚至可能导致短路查




上查询“工资收入较低的员工”而导致的。在 Microsoft SQL Server 并行安装中，
不可满足的谓词也形成了“分区消除”的基础：当一个关系通过区间谓词被水平跨
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给定一个这样的外键约束，我们知道，对于每一个 Emp，只有一个 Dept 与之相对
应，而且当缺少与 Emp 相对应的 Dept 元组（父母）时，Emp 元组是不可能存在。    
考虑一个连接两个表但没有使用 Dept 列的查询： 
   SELECT Emp.name，Emp.salary 
         FROM Emp,Dept 
         WHERE Emp.deptno=Dept.dno 
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些技术来完成的，这些技术与作家 Selinger 等人在 System R 优化器[79]的论文中描述的技术
类似。在完成的时候，一些简单的操作符通常被添加到每个查询块的顶部，作为后处理来计
算 GROUP BY、ORDER BY、HAVING 和 DISTINCT 子句。然后，不同的块就用一种简单
的方式拼合在一起。 
    生成的查询计划可以表示成多种方式。原始的 System R 的原型系统，将查询计划编译
成机器码，而早期的 INGRES 原型系统则生成一种可解释的查询计划。在 19 世纪 80 年代，
INGRES 的作者在他的综述论文[85]里，将“可解释的查询计划”视作一个“错误”，但是，
摩尔定律和软件工程在一定程度上证明 INGRES 的这种观点是正确的。讽刺的是，在 System 
R 项目中，一些研究员将“编译成机器码”视作一个错误。 
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图 4-1  一个查询计划 
当系统的代码库被制作成商业的数据库管理系统（SQL/DS）的时候，开发团队做出的
第一个改变就是用一个解释器来替换机器代码执行器。 




在思想上更像 Java 字节码。为了简单起见，在之后的讨论中，我们专注于类代数查询表示。 
    虽然 Selinger 的论文被广泛地认为是查询优化领域的“圣经”，但是，毕竟也只是初步
的研究。所有系统在许多不同的角度上都显著地拓展了这篇论文的工作，主要的拓展有： 
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了早期的、臭名昭著的 Oracle 版本。在一些系统中，在 FROM 子句中涉及到太多
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艺术而非科学。Oracle OPS(如今称为 RAC)共享磁盘集群使用两阶段优化器。IBM 
DB2 并行版本（如今称为 DB2 数据库分区特色）一开始使用两阶段优化器来实现，
但是，如今已经演变为单阶段来实现。 
 自动调优（tuning）：各种各样正在进行的工业研究努力，尝试着改善 DBMS 来
自动执行调优决策。这些技术中的一部分是基于收集查询负载，然后通过各种
“what-if”分析来使用优化器来确定查询计划的代价，例如，如果其他索引已经存
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    尽管在编写一个程序时进行查询预处理是可以提高性能的，但是，这是一个非常有局限
性的应用程序模型。许多应用程序开发者，以及像 Ruby on Rails 这样的工具箱，在程序执
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    大多数当代的查询执行器使用迭代器模型，该模型曾经使用在最早期的关系型系统中。
迭代器大多数仅仅被描述为面向对象的形式。图 4-2 展示了一个迭代器简化的定义。每一个
迭代器都规定了它的输入，即数据流图的边。 
      






    Graefe 在他的查询执行综述论文[24]中提供了更多关于迭代器的细节。建议感兴趣的读
者去研究开源 PostgreSQL 代码库。PostgreSQL 使用了适度复杂的迭代器实现，而这些迭代
器适用于大多数标准查询执行算法。 
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而存在的，包括 INSERT、DELETE 和 UPDATE 语句。这些语句的执行计划通常看起来像
简单的直线查询计划，即把单个访问方法作为源头，一个数据修改操作符作为数据流管道的
尾部。 
    然而，在一些情况下，这些计划同时查询和修改同一个数据。这种针对同一个表的读和
写混合操作（可能多次），需要格外小心。一个简单的例子就是声名狼藉的“万圣节问题”，
因为，它是在由 System R 小组在 10 月 31 日发现的。万圣节问题是由像“给每个工资低于
20K 美元的人增加工资 10%”这样的语句的特殊执行策略而产生的。这个查询的朴素执行
计划，会把 Emp.salary 域上的索引扫描迭代器以管道的方式输入给一个更新迭代器（如图
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直到他们的收入超过 20K 美元。这不是这个语句的真实意图。 
 
图 4-3 通过 IndexScan 更新一个表的两种查询计划 






过 RID（记录 ID）获取每一个物理元组 ID，并将结果元组提供给数据修改操作符。如果优
化器选择一个索引，在大多数情况下，这会意味着只有一小部分元组发生改变。因此，这种
《Architecture of a Database System（中文版）》 










类似 R-树这样的多维索引的初步支持。PostgreSQL 支持一种叫做 Generalized Search Tree[39]
的可扩展性索引，当前使用它来实现多维数据的 R-树索引以及针对文本数据的 RD-树索引
[40]。第 8 个版本的 IBM UDB 引入了多维分簇索引[66]，通过多个维度上的区间来访问数
据。以读操作为主的数据仓库负载通常采用专用的、索引的位图变种，正如我们在第 4.6 节
描述的那样。 
访问方法提供的基本 API 是一种迭代器 API。Int()例程会被扩展，从而可以接受一种列
操作符常量形式的“搜索参数”（或者在 System R 术语中被称为 SARG）。一个 NULL SARG
被看成一个扫描表中所有元组的请求。当再也没有满足搜索参数的元组时，在访问方法层调
用 get_text()将返回 NULL 值。 
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时一次测试一页，并且对于满足该 SARG 的元组，只从 get_next()调用返回。SARG 在存储
引擎和关系型引擎中保持着清晰的边界，同时保持着极好的性能。因此，许多系统支持非常
丰富的 SARG 而且广泛使用它们。在主题层面上，这是关于在集合中的多个项目之间分摊
工作的标准 DBMS 智慧的很好的一个实例，但是，在这种情况下，它是为了获得更好的 CPU
性能，而不是磁盘性能。 
所有的 DBMS 需要某个方法来指向基本表的行，这样索引条目就可以恰当地引用行。






仅仅通过“不支持 B+-树作为基本表元组的主要存储”来避免第二个问题。Microsoft SQL 
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关系型数据库管理系统最早构建于 20 世纪 70 年代到 20 世纪 80 年代之间，用来满足业
务数据处理应用需求，因为，这是那个时代最主要的需求。在 20 世纪 90 年代早期，出现了
数据仓库和业务分析的市场，并且从那时起增长很快。 















的系统被命名为“提取、转换和加载”（ETL）系统。受欢迎的 ETL 产品包括来自 IBM 的
Data Stage 和来自 Informatica 的 PowerCenter。在过去的十年里，ETL 供应商已经将产品扩
展到数据清洗工具、重复数据删除工具和其它以质量为中心的服务。接下来，我们讨论几个
在数据仓库环境中必须解决的问题。 
《Architecture of a Database System（中文版）》 









通常情况下，每一个记录需要消耗 40 位。 

















机（loader）把大量记录存储到数据仓库中，它没有 SQL 层的开销，并充分利用了面向 B+-
树的特殊批量加载方法的优点。批量加载比 SQL 插入的速度大约快一个数量级，并且，所
有主要的数据库厂商都提供了一个高性能的批量加载机。 
《Architecture of a Database System（中文版）》 































《Architecture of a Database System（中文版）》 











系型 OLAP（ROLAP）。很多提供 ROLAP 的 DBMS 已经发展到可以在内部实现一些早期















    基本上所有数据仓库查询需要对雪花模式的一个或多个维度，在这些维表的一些属性上
进行过滤，然后将过滤结果与中央的事实表进行连接操作，接着根据事实表或维表的一些属
性进行分组，最后计算一个 SQL 聚合结果。 
    随着时间的推移，供应商在他们的优化器中拥有特殊的查询类，因为它是如此的流行，
为如此长时间执行的命令选择一个好的计划是很重要的。 
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决方案。这包括 Teradata 和 Netezza，他们提供了在他们的 DBMS 上运行的、无共享的专有
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除了 MySQL，大多数数据库管理系统至少支持一些其他语言，通常是 C 和 Java。在 Windows
平台上，Microsoft SQL Server 和 IBM DB2 支持代码编译到 Microsoft .Net Common Language 
Runtime，它可以用多种语言进行编写，较为普遍的是 Visual Basic,C++和 C#。PostgreSQL
本身就支持 C、Perl、Python 和 Tcl，而且允许在运行时向系统添加对新语言的支持——流







的两种方法是：原始 Postgres 可扩展性访问方法接口[88]和 GiST[39]。 
4.7.2 结构化类型和 XML 
ADTs（抽象数据类型）被设计成完全兼容关系模型——它们不以任何方式改变基本的
关系代数，只改变属性值表达式。然而，在过去几年，出现了许多积极改变数据库来支持非
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商提供 ADT 和存储分割选项，而且允许数据库设计者在它们之间做出选择。对于 XML 这
种情形，在“分割”方案中提供去除同一级别的 XML 嵌套元素之间的的顺序信息的功能是
很普遍的，它可以通过允许重排序和其他关系型优化来提高查询性能。 
    一个相关的问题是扩展关系型模型来处理嵌套表和元组以及数组。例如，这在 Oracle
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有许多关于可扩展查询优化器的建议，包括支持 IBM DB2 优化器[54,68]的设计和支持
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第 5 章 存储管理 
在今天的商业应用中，主要有两种基本类型的 DBMS（数据库管理系统）存储管理器：
（1）DBMS 直接与底层的面向磁盘的块模式设备驱动程序进行交互（通常称为原始模式访
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将在第 7.3 节进一步讨论这个问题。 









    我们最近在一个中等规模的系统中，使用一个主流的商业 DBMS，对直接原始磁盘访
问和大型文件访问这两者进行了比较，我们发现，当运行 TPC-C 测试基准[91]时，只有 6%
的性能降低，而对于较少包含密集 I /O 的工作负载而言，几乎没有负面影响。DB2 的报告
显示，当使用直接 I / O（DIO）和它的变体比如并发 I / O(CIO)时，文件系统开销可以低至
1%。因此，数据库管理系统厂商通常不再推荐原始数据存储，而且很少用户会使用这种配
置。一些主流商业系统还在支持这种特性，主要是用于测试基准（benchmark）。 
    一些商业 DBMS 还允许自定义数据库页面大小，使它能够适合预期的工作负载。IBM 
DB2 和 Oracle 等都支持这个功能。其他的商业系统，比如 Microsoft SQL Server，不支持多
种页面大小，因为这会增加管理的复杂性。如果支持页面大小可调，那么可供选择的页面尺
寸应该是一个文件系统（如果使用原始 I / O，这里就是原始设备）所使用的页面尺寸的倍
数。在“5 分钟法则”的论文中，讨论了如何选择合适的页面大小，这个法则后来又被更新
为“30 分钟法则”[27]。如果使用文件系统而不是原始设备访问，就需要特定的接口来写入





判断什么时候把数据写入磁盘。大多数操作系统的文件系统还提供内置的 I / O 缓冲机制，
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迟 DBMS 写操作或者重新排序写操作。这可能会给 DBMS 带来大问题。 
第一类大问题是，数据库的 ACID 事务承诺的正确性：如果不能对磁盘写操作的时间和
顺序进行显式的控制，那么，在发生软件或硬件失败后，DBMS 不能保证原子恢复。正如







别的 I/O 设施，可以根据未来的读请求来做出逻辑预测 I/O 决定，这些未来的读请求在 SQL
查询处理层面是可以知道的，但是在文件系统层面上则很难做到。例如，当扫描不一定被连
续存储的 B+-树叶子节点时（行被存储在一个 B +-树的叶子节点中），就可能会发生逻辑的、
DBMS 层面的预读取请求。逻辑预读取是很容易在 DBMS 逻辑中实现的，只要让 DBMS 在
它产生实际需求之前就发出 I / O 请求。查询执行计划包含了关于数据访问算法的相关信息，
并且拥有关于这个查询的未来访问模式的完整信息。类似地，DBMS 可能想对何时刷新日
志尾部做出自己的决定，它会综合考虑锁冲突和 I / O 吞吐量。DBMS 可以获得这些详细的
未来访问模式信息，而操作系统的文件系统则无法获得这些信息。 









一个令人惊讶的事，他们往往以为，相对于磁盘 I / O 而言，内存操作是“免费”的。但是
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在实践中，在一个经过调优后的事务处理 DBMS 中，吞吐量通常不受 I /O 的限制。这在高
端 DBMS 配置中，可以通过购买足够的磁盘和内存来实现，从而使得这些重复的页面请求
都被缓冲池吸收，磁盘 I/O 会在不同磁盘机械臂之间进行共享，从而使得磁盘 I/O 的速率可
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Domain Separation 方案[15,75]。 





    在过去的十年里，商业文件系统已经进化到可以很好地支持数据库存储系统。在标准的
使用模型中，系统管理员在每个磁盘上创建一个文件系统，或者在 DBMS 的逻辑卷上创建
一个文件系统。然后，DBMS 为每一个文件系统分配一个单一的大文件，然后通过低层次
的接口（如 mmap 套件）来控制数据的放置。DBMS 基本上把每个磁盘或逻辑卷当作一个(几
乎)连续的数据库页面的线性数组。在这个配置中，现代文件系统为 DBMS 提供了合理的空
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    数据库存储子系统是一个很成熟的技术，但是，在最近几年，数据库存储方面又出现了
许多新的考虑因素，它有可能在许多方面改变数据管理技术。 
    一个关键的技术变化是闪存的出现，它已经是一种经济可行的、支持随机访问和持久存
储的技术[28]。自从数据库系统研究的早期阶段，就一直在讨论，新的存储技术取代磁盘会
引起 DBMS 设计的巨大变化。闪存具有技术上和经济上的可行性，并且具有广泛的市场支
持，它的性价比介于磁盘和 RAM 之间。在近 30 年里，闪存是第一个成功的、新的持久性
存储介质，因此，它的特性将可能显著影响未来 DBMS 的设计。 
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大多数商业关系数据库管理系统通过 2PL 机制来实现可串行化。锁管理器是提供 2PL
机制的代码模块。 
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remove_transaction( transaction-ID)。需要注意的是，由于遵循严格 2PL 协议，因此，我们不
能单独地释放某个资源锁——函数 remove_transaction()会释放与一个事务相关的所有资源
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不允许发生的，锁存器死锁的发生，意味着 DBMS 代码出现了一个 bug。 
 锁存器的实现主要通过原子的硬件指令操作，但是，在极少数情况下，当不存在原
子硬件指令操作时，也会通过系统内核的互斥来实现。 














的形式来实现它。受该工作的影响，ANSI SQL 标准定义了四个“隔离等级”： 
 未提交读：一个事务可以读任何已提交或未提交的数据。这可以通过“读操作不需
要请求任何锁”来实现。 
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等人[6]指出的那样，不论是早期的 Gray 的工作，还是 ANSI 标准，都没能提供真正意义上的
定义。它们都只是基于一个假设：锁方案用于实现并发控制，而不使用乐观[47]或是多版本
[74]并发方案，这表明所提出的语义的定义是有问题的。感兴趣的读者可以去阅读 Berenson
关于讨论 SQL 标准技术规范问题的论文，也可以阅读 Adya 等人[1]的关于提出一种新的、清
晰的解决方案的研究工作。 
除了 ANSI SQL 隔离级别以外，很多开发商提供了其它一些可应用于特殊情况的隔离性
级别： 
 游标稳定：这个等级是为了解决已提交读的更新丢失问题。假设有两个事务 T1 和
T2。T1 以“已提交读”模式运行，读取数据项 X（假设是银行账户值），记录这个
值，然后根据记录的值重写数据项 X（假设为原始账户增加￥100）。T2 同样读写了
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有与 T 重叠的开始/结束时间戳的其他事务不去写事务 T 要写的数据时，事务 T 才
会提交。这种隔离模型更依赖于多版本并发的实现，而不是锁机制。当然了，在支
持快照隔离的系统中这些方案可以共存。 
 读一致：这是 Oracle 定义的一种 MVCC 形式，它相对于快照隔离有一些不同。在










默认设置成弱一致性级别。比如 Microso SQL Server 将“已提交读”设置为默认级别。但是，
隔离性（ACID 中隔离性的含义）不能够得到保证。因此，应用开发者需要使用正确的方案
来确定他们的事务运行正确。由于需要根据具体操作来定义这种机制的语义，因此，这种机
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Ramakrishnan 和 Gehrke 的教材[72]，其中对于基本的 ARIES 协议给出了说明并且没有额外的
讨论和描述。这里我们讨论关于恢复的几个基本思想，并将试着解释教材和期刊之间对于该
问题描述的不同。 
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6.5.1 B+-树中的 latch 机制 
















锁应用于许多商业系统中；IBM 的 ARIESIM 版本对该协议有很好的描述[60]。
ARIES-IM 包括一些相当复杂的细节和小案例——如在分裂发生后必须重新开始遍
《Architecture of a Database System（中文版）》 


























会引起文件被扩展到磁盘上。为了解决该问题，这些改变必须反映在文件 extent map 上（译
者注：现代很多文件系统都采用了 extent 替代 block 来管理磁盘），这是磁盘上一个指向组
成文件的连续磁盘块的数据结构。如果插入事务中止，这些针对 extent map 的改变不需要
取消，因为，这个文件增大是一个对事务不可见的副作用，这有可能对终止将来的插入操作
有用。 
6.5.3 Next-Key 锁定：逻辑性能的物理代理 
让我们以最后一个索引并发问题来结束本章，该问题解释了一些虽然细微却意义重大的
想法。这个问题是：在允许元组级别的锁并使用索引的情况下，我们如何提供完全的可串行
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一个通用的解决 B+-树中的幽灵问题的办法是 next-key 锁定。在 next-key 锁定中，索引










如果我们从关键字 1 扫描到关键字 10，但是，有索引的关键字只有 1、5、100。这种情况
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战。因此，很多先进的 DBMS 系统仍然仅实现了堆文件和 B+-树来作为事务存取方法；但是，
PostgreSQL 的 GiST 的实现是一个例外。正如我们之前提到的 B+-树一样，高效的事务索引的
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的，然后通过日志将这些状态适当归类以保持原子性（如通过 nested top action）。在另一方
面，存取算法的并发协议也依赖于恢复逻辑。例如，B+-树的右链接策略假设树的数据页在














结构。只有 PostgreSQL 通过实现 GiST 来提供了高并发多维的文本索引。 
MySQL 有一点跟其他数据库不同，它支持许多不同的底层存储管理器，在这一点上，
DBA 可以在同一个数据库中为不同的表选择不同的存储引擎。它的默认存储引擎 MyISAM 只
支持表级别的锁，但是，在以读操作为主的负载情况下，它将是一个高并发的选择。对于读
/写工作负载，我们推荐 InnoDB 存储引擎，它提供行级别的锁（InnoDB 在几年前被 Oracle
购买，但目前仍保持对用户开源并免费）。但是，MySQL 并没有哪一款存储引擎提供著名的
针对 R 系统的分层锁(hierarchical locking)机制[29]，尽管该机制在其它数据库系统中应用广
泛。这使得 MySQL 的 DBA 在选择 InnoDB 或者 MyISAM 时非常痛苦，在一些混合工作负载的
情况下，没有哪个引擎可以提供好的锁粒度。于是，DBA 必须通过多重表或者数据库复制开
发一种物理设计，从而可以支持扫描和高选择度的索引方法。MySQL 也支持针对主存和聚
类存储的存储引擎，一些第三方组织也提供了支持 MySQL 的存储引擎，但是，当今 MySQL
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感兴趣的读者可浏览 PostgreSQL 的开源代码，它使用了相当先进的内存分配器。 
7.2.1 为查询操作符分配内存时的注意事项 
数据库厂商们为空间密集型的操作符（如哈希连接和排序）所采用的内存分配方案各有










这个区别呼应了第 6.3.1 节中关于查询准备的讨论。前一类系统假设由 DBA 来完成复杂
的调优工作，DBA 对系统内存各种参数进行仔细配置后，系统的工作负载将会服从于这些配
置好的参数。在这些条件下，这样的系统应该总是能够像预期的那样很好地执行。后一类系
统则假设 DBA 不能正确地设置这些参数，并努力以软件逻辑来代替 DBA 的手工调整。系统
保留了自适应改变其相关分配的权力，这为在可变的工作负载上获得更好的性能提供了可能
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限为 2GB。如此小的表限制显然是无法接受的。许多 DBMS 厂商绕开了操作系统的文件系统










超 DBMS 恢复子系统的承诺。例如，大型 DBMS 配置一般使用存储区域网络。 
不幸的是，这些系统使 DBMS 的实现变得更加复杂。例如，RAID 系统在发生错误之后
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节流的存储（la 后缀的 UNIX 文件），而不是用于数据库系统的面向页的存储。所以，与在多
个物理设备上分区和复制的特定数据库解决方案相比较时，RAID 设备往往表现不佳。例如，
Gamma 的“chained declustering”方法[43]，大体上与 RAID 方式一致，而且在 DBMS 环境中
运行得更好。此外，大多数数据库提供了 DBA 命令来控制数据在多个设备上的分区，但 RAID
设备把多个设备隐藏在单一接口后面，破坏了这些命令。 
当数据库在更加简单的方案如磁盘镜像（RAID1）下可以表现出非常好的性能时，许多
用户会配置他们的 RAID 设备（RAID5），从而最小化空间开销。RAID5 有个特别不好的特征，
那就是写入性能很差。这会对用户造成出人意料的瓶颈，而且，DBMS 厂商常常需要忙于向
客户解释这个问题，或提供解决这些瓶颈的变通方法。无论如何，RAID 的使用（以及不当
使用）实际上是商业 DBMS 必须考虑的。结果是，多数 DBMS 厂商花费大量的精力去调整他
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 优化统计信息收集：每个主流的 DBMS 都有一些方法来扫描表并构建关于排序或其
他操作的优化器统计信息。一些统计信息（如柱状图），如果没有超大容量的内存，
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第 8 章 结束语 
从本文中应该清楚的是，现代商业数据库系统是构建在两个基础之上的，一个是学术研
究，另一个是为高端客户开发工业级别的产品所积累的大量经验。编写和维护一个高性能、
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