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KMS STATES ON THE C∗-ALGEBRA OF A HIGHER-RANK GRAPH
AND PERIODICITY IN THE PATH SPACE
ASTRID AN HUEF, MARCELO LACA, IAIN RAEBURN, AND AIDAN SIMS
Abstract. We study the KMS states of the C∗-algebra of a strongly connected finite
k-graph. We find that there is only one 1-parameter subgroup of the gauge action
that can admit a KMS state. The extreme KMS states for this preferred dynamics are
parameterised by the characters of an abelian group that captures the periodicity in
the infinite-path space of the graph. We deduce that there is a unique KMS state if
and only if the k-graph C∗-algebra is simple, giving a complete answer to a question of
Yang. When the k-graph C∗-algebra is not simple, our results reveal a phase change of
an unexpected nature in its Toeplitz extension.
1. Introduction
Higher-rank graphs (k-graphs) are higher-dimensional analogues of directed graphs (the
1-graphs). Each k-graph Λ has a C∗-algebra C∗(Λ) generated by a family of partial
isometries satisfying relations analogous to the Cuntz-Krieger relations for a directed
graph [16]. These graphs and their algebras have attracted a great deal of attention,
and the algebras provide illustrative examples for various active areas of research [22,
23, 24, 25, 29]. Much of the structure theory of graph algebras carries over to k-graphs,
though often with significant changes and considerable difficulty. It took quite a while,
for example, to find a necessary and sufficient condition for simplicity [27], and even for
2-graphs with a single vertex, this condition is hard to verify [8].
Here we study the KMS states for a natural dynamics on the C∗-algebra of a k-graph.
When a C∗-algebra A represents the observables in a physical model, time evolution
is modelled by a continuous action of R (a dynamics) on A. The equilibrium states
are the states on A that satisfy a commutation relation (the KMS condition) involving a
parameter called the inverse temperature. The KMS condition makes sense for any action
of R on any C∗-algebra A, no matter where A comes from, and the behaviour of the
KMS states always seems to reflect important structural properties of A. In recent years
there has been a flurry of activity in which various authors have studied the KMS states
on families of Toeplitz algebras arising in number theory [1, 18, 7], in the representation
theory of self-similar groups [19], and in graph algebras [10, 15, 12, 14, 5]. These dynamics
all manifest a phase transition in which a simplex of KMS states collapses to a simplex
of lower dimension at a critical inverse temperature.
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The C∗-algebra of a finite k-graph admits a preferred dynamics α, which we discuss at
the start of §7. Yang has studied this dynamics for k-graphs with a single vertex [31, 32].
She has made a conjecture about the KMS states and has verified this conjecture for k = 2
[33]. Here we determine the full simplex of KMS states on (C∗(Λ), α) for a large class of
finite k-graphs, including all k-graphs with one vertex. This allows us to verify Yang’s
conjecture for all k, and in far greater generality than it was posed. It also completes
the description of the KMS states for the preferred dynamics on the Toeplitz algebra of
Λ. Many examples exhibit an unexpected phase transition in which the simplex expands
dramatically at the critical inverse temperature instead of collapsing.
Our results deal with finite k-graphs that are strongly connected in the sense that there
is a directed path from v to w for each pair v, w of vertices. Each r ∈ [0,∞)k determines
a homomorphism of R into Tk, and composing this with the gauge action on C∗(Λ) yields
a dynamics α. We study KMS states of (C∗(Λ), α). Previous analyses [9, 15, 13] for finite
1-graphs depend on Perron-Frobenius theory. So we start in Section 3 by developing a
Perron-Frobenius theory for families of pairwise commuting non-negative matrices. In
Section 4 we apply our Perron-Frobenius theory to the coordinate matrices of k-graphs.
We characterise the vectors r for which the associated dynamics admits KMS states on
the Toeplitz algebra T C∗(Λ). We show that only one dynamics admits KMS states on
C∗(Λ). We call this the preferred dynamics.
Our main result describes the KMS states of C∗(Λ) in terms of states on the C∗-algebra
of an abelian group Per Λ that captures periodicity in the infinite-path space Λ∞. We
describe Per Λ and its properties in Section 5, and construct in Section 6 an injection
πU : C
∗(Per Λ)→ C∗(Λ). Our main theorem, Theorem 7.1, says that the map φ 7→ φ◦πU
is an isomorphism from the KMS simplex of C∗(Λ) to the state space of C∗(Per Λ).
(The inverse is described later in Remark 10.4.) For k = 1, our theorem recovers the
characterisations of KMS states for Cuntz algebras [21] and Cuntz-Krieger algebras [9],
and we obtain a new description of the unique KMS state as an integral of vector states.
The proof of our main theorem occupies Sections 8–10. In Section 8 we show that the
KMS states of C∗(Λ) all induce the same probability measure M on the spectrum Λ∞ of
the diagonal. We deduce in Theorem 9.1 a formula for a KMS state φ in terms of φ ◦ πU .
In Section 10 we construct a particular KMS state φ1 of C
∗(Λ) as an integral against
M of vector states. Unlike for k = 1 [9, 5], this KMS state is not always supported on
the fixed-point algebra for the gauge action. Composing φ1 with gauge automorphisms
then yields more KMS states φz (Corollary 10.3). To prove our main theorem, we use
Theorem 9.1 to see that φ 7→ φ ◦ πU is an affine injection, and then establish surjectivity
by showing that every pure state of C∗(Per Λ) has the form φz ◦ πU .
In Section 11, we discuss three applications of our main result. First, we prove in
Theorem 11.1 that C∗(Λ) has a unique gauge-invariant KMS state, and that this KMS
state is a factor state if and only if Λ is aperiodic. Restricting this result to k-graphs with
one vertex confirms Yang’s conjecture in [33]. Second, we describe the phase transition
in T C∗(Λ) at the critical inverse temperature 1. For many k-graphs, the KMS simplex
expands at the critical inverse temperature from a (|Λ0| − 1)-dimensional simplex to an
infinite-dimensional simplex. Third, we show that the KMS simplex of C∗(Λ) is highly
symmetric: it carries a free and transitive action of (Per Λ)̂ . We conclude in Section 12 by
relating our results to Neshveyev’s analysis of KMS states on groupoid C∗-algebras [20].
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2. Background
2.1. Higher-rank graphs. A higher-rank graph of rank k, or k-graph, is a countable
category Λ equipped with a functor d : Λ → Nk satisfying the factorisation property:
whenever d(λ) = m+ n there exist unique µ ∈ d−1(m) and ν ∈ d−1(n) such that λ = µν.
We denote d−1(n) by Λn. The elements of Λ0 are precisely the identity morphisms, and
we call them vertices. We refer to other elements of Λ as paths. We write r, s : Λ→ Λ0 for
the maps determined by the domain and codomain maps in Λ. We assume that Λei 6= ∅
for each generator ei of N
k (otherwise we can just regard Λ as a (k − 1)-graph).
If λ = µντ ∈ Λ where d(µ) = m, d(ν) = n −m and d(τ) = d(λ) − n, then we denote
ν = λ(m,m+ n). We use the convention that for λ ∈ Λ and X ⊆ Λ,
λX = {λµ : µ ∈ X and r(µ) = s(λ)}, Xλ = {µλ : µ ∈ X and s(µ) = r(λ)},
and so forth. We write Λmin(µ, ν) for the set {(α, β) : µα = νβ ∈ Λd(µ)∨d(ν)}.
We say that Λ is finite if Λn is finite for all n ∈ Nk and say it has no sources if vΛei 6= ∅
for all v ∈ Λ0 and all ei; it follows that vΛ
n 6= ∅ for all v ∈ Λ0 and n ∈ Nk. We say that
Λ is strongly connected if, for all v, w ∈ Λ0, the set vΛw is nonempty.
Lemma 2.1. Let Λ be a strongly connected k-graph. Then
(a) Λ has no sources and
(b) for all v ∈ Λ0 and n ∈ Nk, the set Λnv 6= ∅.
Proof. For (a), let v ∈ Λ0 and i ∈ {1, . . . , k}. By our convention, Λei 6= ∅. Let λ ∈ Λei.
Since Λ is strongly connected, there exists µ ∈ vΛr(λ). By the factorisation property,
µλ = λ′µ′ for some λ′ ∈ vΛei. Thus vΛei 6= ∅. This gives (a). The proof of (b) is
similar. 
2.2. Higher-rank graph C∗-algebras. Let Λ be a finite k-graph with no sources. A
Cuntz-Krieger Λ-family is a collection {tλ : λ ∈ Λ} of partial isometries in a C
∗-algebra
A such that
(CK1) the elements {tv : v ∈ Λ
0} are mutually orthogonal projections,
(CK2) tµtν = tµν when s(µ) = r(ν),
(CK3) t∗µtµ = ts(µ) for all µ, and
(CK4) for all v ∈ Λ0 and n ∈ Nk, we have tv =
∑
λ∈vΛn tλt
∗
λ.
The C∗-algebra C∗(Λ) of Λ is generated by a universal Cuntz-Krieger Λ-family {sλ}. We
write pv := sv for v ∈ Λ
0. The Cuntz-Krieger relations imply that for all µ, ν ∈ Λ
s∗µsν =
∑
(α,β)∈Λmin(µ,ν)
sαs
∗
β
(we interpret empty sums as zero). In particular, if d(µ) = d(ν), then
s∗µsν = δµ,νps(µ).
Relations (CK1) and (CK2) then imply that C∗(Λ) = span{sµs
∗
ν : µ, ν ∈ Λ, s(µ) = s(ν)}.
There is a strongly continuous action γ : Tk → AutC∗(Λ) such that γz(pv) = pv and
γz(sλ) = z
d(λ)sλ for z ∈ T
k. This action is called the gauge action.
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2.3. The Perron-Frobenius theorem. There are several Perron-Frobenius theorems;
the one we use here applies to irreducible matrices. Let S be a finite set. We say a matrix
A ∈ MS(C) is non-negative if A(s, t) ≥ 0 for all s, t ∈ S and is positive if A(s, t) > 0 for
all s, t ∈ S. A non-negative matrix A ∈ MS is irreducible if for each s, t ∈ S there exists
N ∈ N such that AN (s, t) > 0. Equivalently, A is irreducible if there is a finite subset
F ⊆ N such that
∑
n∈F A
n is positive.
Let A be an irreducible matrix. The Perron-Frobenius theorem (see, for example,
[28, Theoren 1.5]) says that the spectral radius ρ(A) is an eigenvalue of A with a 1-
dimensional eigenspace and a positive eigenvector; we call the unique positive eigenvector
with eigenvalue ρ(A) and unit 1-norm the unimodular Perron-Frobenius eigenvector of A.
3. Perron-Frobenius theory for commuting matrices
In [14], we employed a version of the Perron-Frobenius theorem for pairwise commut-
ing irreducible matrices [14, Lemma 2.1] to describe KMS states on the C∗-algebras of
coordinatewise-irreducible k-graphs. David Pask subsequently pointed out to us that he
and Kumjian had adapted a technique from Putnam [26] to prove a Perron-Frobenius
theorem for strongly connected finite k-graphs in [17, Lemma 4.1]. In this section, we
adapt Kumjian and Pask’s ideas to formulate a Perron-Frobenius theorem for families
of commuting non-negative matrices that are jointly irreducible in an appropriate sense.
Our primary use for this theorem is in the context of finite k-graphs, and we deduce what
we need to know about these in the next section. But our results are applicable to more
general classes of matrices than those arising from k-graphs and may be of independent
interest.
Let S be a finite set, {A1, . . . , Ak} ⊆ MS
(
[0,∞)
)
a family of commuting matrices,
n = (n1, . . . , nk) ∈ N
k and F a finite subset of Nk. We use the multi-index notation
An :=
k∏
i=1
Anii and AF :=
∑
n∈F
An.
We say that the family {A1, . . . , Ak} is irreducible if each Ai 6= 0 and there exists a finite
subset F ⊆ Nk such that AF (s, t) > 0 for all s, t ∈ S; that is, AF is positive. Observe
that in an irreducible family of matrices, the individual Ai may not be irreducible. So an
irreducible family of matrices is not the same thing as a family of irreducible matrices.
For examples of this distinction arising from k-graphs, see Example 4.3.
Proposition 3.1. Suppose that {A1, . . . , Ak} is an irreducible family of nonzero commut-
ing matrices in MS
(
[0,∞)
)
. Let F be a finite subset of Nk such that AF (s, t) > 0 for all
s, t ∈ S and let x be the unimodular Perron-Frobenius eigenvector of AF .
(a) (i) The vector x is the unique non-negative vector of unit 1-norm that is a com-
mon eigenvector of all the Ai.
(ii) We have Aix = ρ(Ai)x for each i, and each ρ(Ai) > 0.
(iii) If z ∈ CS and Aiz = ρ(Ai)z for all 1 ≤ i ≤ k, then z ∈ Cx.
(b) Suppose that y ∈ [0,∞)S is non-zero and λ ∈ [0,∞)k satisfies Aiy ≤ λiy for all
1 ≤ i ≤ k.
(i) Then y > 0 in the sense that each ys > 0, and λi ≥ ρ(Ai) for all 1 ≤ i ≤ k.
(ii) If λi = ρ(Ai) for all 1 ≤ i ≤ k and y has unit 1-norm, then y = x.
(c) Let n ∈ Nk. Then ρ(An) =
∏k
i=1 ρ(Ai)
ni > 0.
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The following lemma helps in the proof of Proposition 3.1.
Lemma 3.2. Let B ∈ MS
(
[0,∞)
)
, and suppose that x ∈ (0,∞)S and λ ≥ 0 satisfy
Bx ≤ λx. Then λ ≥ ρ(B).
Proof. Choose a sequence {Bj} in MS
(
(0,∞)
)
converging to B. Then Bjx→ Bx ≤ λx.
Fix ǫ > 0. The entries of x are strictly positive, and so Bjx < (λ + ǫ)x for large j.
Part (b) of the Subinvariance Theorem [28, Theorem 1.6] for the positive matrix Bj gives
λ + ǫ ≥ ρ(Bj) for large j. Since the eigenvalues of a complex matrix vary continuously
with its entries (see, for example, [11, Theorem B]), we have ρ(Bj) → ρ(B) as j → ∞.
Hence λ+ ǫ ≥ ρ(B). Thus λ ≥ ρ(B). 
Proof of Proposition 3.1. Such a finite set F exists because {A1, . . . , Ak} is irreducible.
(a) Since x is a Perron-Frobenius eigenvector, x > 0 by [28, Theorem 1.5 (b) and (f)].
Let i ∈ {1, . . . , k}.
We have
AF (Aix) = Ai(AFx) = ρ(AF )Aix.
So Aix is a non-negative eigenvector for AF with eigenvalue ρ(AF ). Since the eigenspace
corresponding to ρ(AF ) is one-dimensional ([28, Theorem 1.5 (f)]) we have Aix = λix for
some λi ∈ [0,∞). To prove uniqueness, we first claim that
(3.1) y > 0 and Aiy = ηiy for all i =⇒
∑
n∈F
∏
i
ηnii = ρ(AF ).
To see this, suppose that y > 0 and Aiy = ηiy for all i. We have
(3.2) AF y =
(∑
n∈F
∏
i
Anii
)
y =
(∑
n∈F
∏
i
ηnii
)
y.
Thus y is an eigenvector of AF with eigenvalue η :=
∑
n∈F
∏k
i=1 η
ni
i . Since ‖y‖1 = 1, some
ys > 0. Since AF is positive, we have AF (s, s) > 0 and so ηys = (AFy)s ≥ AF (s, s)ys > 0.
So η > 0. Since y ≥ 0 and y 6= 0, the “if” direction of the last sentence of the Subinvariance
Theorem [28, Theorem 1.6] gives η = ρ(AF ).
Now suppose that y is a nonnegative unimodular common eigenvector of the Ai. Then
(3.1) and (3.2) show that x and y are non-negative and of the same norm in the same
one-dimensional eigenspace of AF , hence are equal. This completes the proof of (ai).
Since the Ai and x are real and non-negative, and by definition of the spectral radius,
each 0 ≤ λi ≤ ρ(Ai). Lemma 3.2 (applied to Ai, x and λi) implies that λi ≥ ρ(Ai) as
well, giving λi = ρ(Ai). Thus Aix = ρ(Ai)x for each i. Since x is positive and Ai 6= 0 this
forces each ρ(Ai) > 0. This proves (aii).
The claim (3.1) applied with y = x and ηi = ρ(Ai) now gives
(3.3) ρ(AF ) =
∑
n∈F
∏
i
ρ(Ai)
ni .
For (aiii) suppose that Aiz = ρ(Ai)z for 1 ≤ i ≤ k. Then
AF z =
(∑
n∈F
∏
i
ρ(Ai)
ni
)
z = ρ(AF )z
using (3.3). Thus z is an eigenvector of AF with eigenvalue ρ(AF ). The eigenspace of the
Perron-Frobenius eigenvalue ρ(AF ) is one-dimensional, and hence z ∈ Cx.
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(b) Fix s ∈ S. Since y 6= 0, there exists t ∈ S such that yt > 0. Since {A1, . . . , Ak} is
an irreducible family, there exists n ∈ Nk such that An(s, t) > 0. Then
λnys =
(∏
i
λnii
)
ys ≥ (A
ny)s ≥ A
n(s, t)yt > 0.
Thus ys > 0 for all s ∈ S, so y > 0. Next, fix i. By assumption, λi ≥ 0 and Aiy ≤ λiy.
Thus Lemma 3.2 applied to Ai, λi and y gives λi ≥ ρ(Ai). This establishes (bi).
Next, suppose that Aiy ≤ ρ(Ai)y for 1 ≤ i ≤ k. Then
AFy ≤
(∑
n∈F
∏
i
ρ(Ai)
ni
)
y = ρ(AF )y
using (3.3). So the “only-if” direction of the last sentence of the Subinvariance Theorem
[28, Theorem 1.6] says that AF y = ρ(AF )y. Now x and y are non-negative of the same
norm in the same one-dimensional eigenspace, hence are equal. This gives (bii).
(c) By (aii), x is a common eigenvector of the Ai with eigenvalue ρ(Ai). Thus
Anx =
(∏
i
Anii
)
x =
(∏
i
ρ(Ai)
ni
)
x.
and hence
∏
i ρ(Ai)
ni ≤ ρ(An). Since x > 0, Lemma 3.2 implies that
∏
i ρ(Ai)
ni ≥ ρ(An).
Now ρ(An) =
∏
i ρ(Ai)
ni > 0 because each ρ(Ai) > 0 by (aii). 
4. KMS states on Toeplitz algebras of strongly connected k-graphs
In this section, we apply the results of Section 3 to the coordinate matrices of finite
k-graphs. We use them to improve the results of [14] about which dynamics on the
Toeplitz algebra of a coordinatewise-irreducible k-graph admit KMS states. We will also
use the results of this section extensively later to characterise the KMS states on the
Cuntz-Krieger algebras of finite k-graphs.
Let Λ be a finite k-graph. For 1 ≤ i ≤ k, let Ai be the matrix in MΛ0 with entries
Ai(v, w) = |vΛ
eiw| for v, w ∈ Λ0. We call the Ai the coordinate matrices of Λ.
Lemma 4.1. Let Λ be a finite k-graph with coordinate matrices A1, . . . , Ak. Then the
Ai are nonzero pairwise-commuting matrices, and Λ is strongly connected if and only if
{A1, . . . , Ak} is an irreducible family of matrices.
Proof. The Ai are nonzero by our convention that each Λ
ei is nonempty. The factorisation
property of Λ ensures that
(AiAj)(v, w) = |vΛ
ei+ejw| = (AjAi)(v, w),
so the Ai commute.
Suppose that Λ is strongly connected. Let v, w ∈ Λ0. There exists nv,w ∈ N
k such
that vΛnv,ww 6= ∅ because Λ is strongly connected. Now F := {nv,w : v, w ∈ Λ
0} satisfies
AF (v, w) ≥ Anv,w(v, w) > 0 for all v, w. Thus {A1, . . . , Ak} is an irreducible family.
Now suppose that {A1, . . . , Ak} is an irreducible family. Choose F such that AF is
positive. For v, w ∈ Λ0, we have AF (v, w) 6= 0 and so there exists n ∈ F such that
|vΛnw| = An(v, w) 6= 0. So Λ is strongly connected. 
The next corollary sums up how we will use the results of Section 3.
Corollary 4.2. Let Λ be a strongly connected finite k-graph. For 1 ≤ i ≤ k, let Ai ∈
MΛ0
(
[0,∞)
)
be the matrix with entries Ai(v, w) = |vΛ
eiw|.
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(a) Each ρ(Ai) > 0, and for n ∈ N
k, we have ρ(An) =
∏
i ρ(Ai)
ni > 0.
(b) There exists a unique non-negative vector xΛ ∈ [0,∞)Λ
0
with unit 1-norm such
that Aix
Λ = ρ(Ai)x
Λ for all 1 ≤ i ≤ k. Moreover, xΛ > 0 in the sense that xΛv > 0
for all v ∈ Λ0.
(c) If z ∈ CΛ
0
and Aiz = ρ(Ai)z for all 1 ≤ i ≤ k, then z ∈ Cx
Λ.
(d) If y ∈ [0,∞)Λ
0
has unit 1-norm and Aiy ≤ ρ(Ai)y for all 1 ≤ i ≤ k, then y = x
Λ.
Proof. Lemma 4.1 shows that the Ai are an irreducible family. So (a) is immediate from
parts (aii) and (c) of Proposition 3.1. By Proposition 3.1(ai), the unimodular Perron-
Frobenius eigenvector xΛ of AF is the unique non-negative, unimodular common eigen-
vector of the Ai. Since x
Λ is a Perron-Frobenius eigenvector for an irreducible matrix,
xΛ > 0. This gives (b). Parts (c) and (d) follow from parts (aiii) and (bii) of Proposi-
tion 3.1 respectively. 
Example 4.3. Corollary 4.2 is an improvement on [14, Proposition 7.1], which applies
to finite k-graphs that are coordinatewise irreducible in the sense that each Ai is an
irreducible matrix. To see that there are many strongly connected k-graphs that are not
coordinatewise irreducible, consider strongly connected 1-graphs E, F and suppose that
F has at least two vertices. Let Λ be the cartesian-product 2-graph Λ = E × F . The
connected components of the coordinate graph (Λ0,Λ(1,0), r, s) are the sets
E0 × {v}, v ∈ F 0.
So A1 is block-diagonal with blocks indexed by F
0, and in particular Λ is not coordi-
natewise irreducible. But it is strongly connected: take (u1, v1), (u2, v2) ∈ E
0 × F 0 and
use that E and F are strongly connected to find µ ∈ u1E
∗u2 and ν ∈ v1F
∗v2; then
(µ, ν) ∈ (u1, v1)Λ(u2, v2).
Definition 4.4. Let Λ be a strongly connected finite k-graph. We call the vector xΛ of
Corollary 4.2 the unimodular Perron-Frobenius eigenvector of Λ.
We write ρ(Λ) for the vector
(
ρ(Ai)
)
∈ [0,∞)k, and ln ρ(Λ) for the vector
(
ln ρ(Ai)
)
∈
[−∞,∞)k. For n ∈ Nk we have AnxΛ = ρ(Λ)nxΛ where ρ(Λ)n :=
∏k
i=1 ρ(Ai)
ni is defined
using multi-index notation.
Remark 4.5. At first glance, Corollary 4.2, which allows Definition 4.4, appears very
similar to Proposition 7.1 of [14] except that it has a weaker hypothesis. In Proposition 3.1,
however, the individual Ai need not be irreducible, and so it does not make sense to discuss
“the unique unimodular Perron-Frobenius eigenvectors of the Ai.” In [14, Proposition 7.1],
the Ai and A
n are irreducible, so they each have a unique unimodular Perron-Frobenius
eigenvector; the proposition asserts that these eigenvectors are all equal. When we apply
Proposition 3.1 to the family of coordinate matrices Ai of a strongly connected graph,
each Ai may have multiple linearly independent non-negative eigenvectors. The result
asserts that there is a unique non-negative unimodular eigenvector xΛ common to all the
Ai, and that the spectral radius of each A
n is achieved at xΛ.
We finish the section by using Proposition 3.1 to strengthen Corollaries 4.3 and 4.4
of [14]. Recall that a Toeplitz-Cuntz-Krieger Λ-family consists of partial isometries {Tλ :
λ ∈ Λ} satisfying (CK1)–(CK3) and the additional relations
(T4) Tv ≥
∑
λ∈vΛn TλT
∗
λ for all v ∈ Λ
0 and n ∈ Nk; and
(T5) T ∗µTν =
∑
(α,β)∈Λmin(µ,ν) TαT
∗
β for all µ, ν, where empty sums are interpreted as zero.
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The Toeplitz algebra T C∗(Λ) of Λ is generated by a universal Toeplitz-Cuntz-Krieger
Λ-family {tλ}. We write qv := tv for v ∈ Λ
0.
There is a strongly continuous action γ : Tk → Aut T C∗(Λ) such that γz(qv) = qv and
γz(tλ) = z
d(λ)tλ for z ∈ T
k. This action is called the gauge action. We use the same letter
γ for the gauge actions on C∗(Λ) and T C∗(Λ); this is safe because the quotient map of
T C∗(Λ) onto C∗(Λ) intertwines the two.
Corollary 4.6. Suppose that Λ is a strongly connected finite k-graph. Let β ∈ [0,∞).
Fix r ∈ Rk and define α : R→ Aut T C∗(Λ) by αt = γeitr .
(a) There exists a KMSβ state for (T C
∗(Λ), α) if and only if βr ≥ ln ρ(Λ).
(b) If there is a KMSβ state for (T C
∗(Λ), α) that factors through C∗(Λ), then βr =
ln ρ(Λ).
(c) If βr = ln ρ(Λ), then every KMSβ state for (T C
∗(Λ), α) factors through C∗(Λ).
Proof. (a) First suppose that φ is a KMSβ state. Let v ∈ Λ
0 and set mφv := φ(qv). For
1 ≤ i ≤ k, relation (T4) and the KMS condition give
0 ≤ φ
(
qv −
∑
λ∈vΛei
tλt
∗
λ
)
= φ(qv)−
∑
w∈Λ0
|vΛeiw|e−βriφ(t∗λtλ)(4.1)
= φ(qv)− e
−βri
∑
w∈Λ0
A(v, w)φ(ts(λ)) =
(
mφ − e−βriAim
φ
)
v
.
Hence Aim
φ ≤ eβrimφ for each i. Now Proposition 3.1(b), applied to Ai, e
βri and mφ,
implies that each eβri ≥ ρ(Ai). Thus βr ≥ ln ρ(Λ).
Second, suppose that βr ≥ ln ρ(Λ). Choose a sequence {rn} in R
k converging to r from
above and a sequence βn converging to β from above. So each βnrn > ln ρ(Λ). For each
n let αrn be the dynamics αrnt = γeitrn . By [14, Theorem 6.1] there exists, for each n,
a KMSβn state φn of (T C
∗(Λ), αrn). We have αrnt (tµt
∗
ν) → αt(tµt
∗
ν) for all µ, ν, and so
an ε/3 argument shows that ‖αrnt (a)− αt(a)‖ → 0 for all a. Now [3, Proposition 5.3.25]
shows that (T C∗(Λ), α) has a KMSβ state.
(b) Suppose that φ is a KMSβ state of (T C
∗(Λ), α) that factors through C∗(Λ). Then
we have equality in (4.1), and so mφ is a unimodular non-negative eigenvector of each Ai
with eigenvalue eβri . Thus Proposition 3.1(ai) and (aii) imply that eβri = ρ(Ai) for each
i. Thus βr = ln ρ(Λ).
(c) Suppose that βr = ln ρ(Λ) and that φ is a KMSβ state of (T C
∗(Λ), α). Then (4.1)
shows that ρ(Λ)im
φ ≥ Aim
φ for each i. Now Corollary 4.2(d) implies that mφ = xΛ, and
hence eβrimφ = ρ(Λ)im
φ = Aim
φ for all i. Hence [14, Proposition 4.1(b)] implies that φ
factors through C∗(Λ). 
Remark 4.7. From the point of view developed by Bratteli, Elliott and Kishimoto [2], the
collection Lie(Tk) of continuous homomorphisms from R to Tk is the collection of possible
finite inverse temperatures for KMS states for the gauge action γ. A KMS state for γ at
inverse temperature β ∈ Lie(Tk) is then a KMS1 state for the action γ ◦ β of R.
Embed Rk in Lie(Tk) via β 7→ (t 7→ eiβt). Corollary 4.6(a) says that the gauge ac-
tion on T C∗(Λ) admits a KMS state at inverse temperature β ∈ Rk if and only if
β ∈
[
ln ρ(A1),∞
)
× · · · ×
[
ln ρ(Ak),∞
)
. Corollary 4.6(b) says that the KMS states
that factor through C∗(Λ) are those at inverse temperature ln ρ(Λ). So from the point of
view of [2], Corollary 4.6 identifies β = ln ρ(Λ) as the critical inverse temperature for γ.
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5. Periodicity of k-graphs
In this section we describe the periodicity group of a strongly connected finite k-graph
Λ. This group is a key ingredient in the statement of our main theorem. The fundamental
idea behind our analysis involves source- and range-preserving bijections between certain
sets of paths, and comes from Davidson and Yang’s analysis of periodicity in 2-graphs
with one vertex [8].
Our results in this section and the next also follow from the more general results of
[4] (see also [34]). Specifically, Lemma 5.1 and Proposition 5.2 follows from [4, Theo-
rem 4.2(1)–(3)]; and Lemma 6.2 and Proposition 6.1 follow (with some effort) from [4,
Theorem 4.2(5) and Proposition 3.3]. However, a simpler direct argument works for
strongly connected finite k-graphs, and we present that instead.
To state our results we must briefly discuss infinite paths in k-graphs. The set
Ωk := {(m,n) ∈ N
k × Nk : m ≤ n}
becomes a k-graph with operations r(m,n) = (m,m), s(m,n) = (n, n), (m,n)(n, p) =
(m, p) and d(m,n) = n − m. We identify Ω0k with N
k via (m,m) 7→ m. An infinite
path in a k-graph Λ is a functor x : Ωk → Λ that intertwines the degree maps. We
write Λ∞ for the collection of all infinite paths and call this the infinite-path space of
Λ. For x ∈ Λ∞ we write r(x) for x(0). For n ∈ Nk, we write σn(x) for the infinite
path such that σn(x)(p, q) = x(n + p, n + q). If r(x) = s(λ), then there is a unique
infinite path λx such that (λx)(0, d(λ)) = λ and σd(λ)(λx) = x. For λ ∈ Λ we define
Z(λ) = {x ∈ Λ∞ : x(0, d(λ)) = λ}. If Λ has no sources, then each Z(λ) is nonempty.
We say Λ is aperiodic if for each v ∈ Λ0, there exists x ∈ Z(v) such that for all
m 6= n ∈ Nk we have σm(x) 6= σn(x). By [27, Lemma 3.2], Λ is aperiodic if and only if
there do not exist v ∈ Λ0 and m 6= n ∈ Nk such that σm(x) = σn(x) for all x ∈ Z(v).
Lemma 5.1. Let Λ be a strongly connected finite k-graph. Suppose that v ∈ Λ0 amd
m,n ∈ Nk satisfy σm(x) = σn(x) for all x ∈ Z(v).
(a) For all x ∈ Λ∞ we have σm(x) = σn(x).
(b) For each µ ∈ Λm there exists a unique θm,n(µ) ∈ Λ
n such that µx = θm,n(µ)x for
all x ∈ Z(s(µ)). The map θm,n : Λ
m → Λn is range- and source-preserving.
(c) If w ∈ Λ0 and p ∈ Nk also satisfy σn(x) = σp(x) for all x ∈ Z(w), then σm(x) =
σp(x) for all x ∈ Λ∞, and θn,p ◦ θm,n = θm,p.
(d) Each θm,m : Λ
m → Λm is the identity map, and each θm,n : Λ
m → Λn is a bijection
with θ−1m,n = θn,m.
Proof. (a) Fix x ∈ Λ∞. Since Λ is strongly connected, vΛr(x) has at least one element,
say λ. So λx ∈ Z(v), and hence
σm(x) = σm+d(λ)(λx) = σd(λ)(σm(λx)) = σd(λ)(σn(λx)) = σn+d(λ)(λx) = σn(x).
(b) Fix µ ∈ Λm. Since Λ is strongly connected, Lemma 2.1(b) shows that there exists
α ∈ Λnr(µ). Let β := (αµ)(0, m) and let θm,n(µ) := (αµ)(m,m + n). Fix x ∈ Z(s(µ)).
By (a) applied to αµx,
µx = σn(αµx) = σm(αµx) = σm(βθm,n(µ)x) = θm,n(µ)x.
This implies in particular that Z(µ) = Z(θm,n(µ)). Since the sets Z(ν) for ν ∈ Λ
n are
mutually disjoint, θm,n(µ) is the unique element of Λ
n such that µx = θm,n(µ)x.
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This gives a function θm,n : Λ
m → Λn. We have s(θm,n(µ)) = s(µ) and r(θm,n(µ)) = r(µ)
by construction.
(c) Two applications of part (a) show that σm(x) = σn(x) = σp(x) for all x ∈ Λ∞. Let
µ ∈ Λm and x ∈ Z(s(µ)). Then
θn,p(θm,n(µ))x = θm,n(µ)x = µx = θm,p(µ)x.
Thus θn,p ◦ θm,n = θm,p by the uniqueness assertion in (b).
(d) Uniqueness in part (b) shows that θm,m(µ) = µ for all µ ∈ Λ
m. Now θn,m ◦ θm,n =
θm,m = idΛm by (c), and likewise θm,n ◦ θn,m = idΛn. 
Proposition 5.2. Suppose that Λ is a strongly connected finite k-graph.
(a) Let m,n, p, q ∈ Nk. Suppose that σm(x) = σn(x) for all x ∈ Λ∞. If p− q = m− n,
then σp(x) = σq(x) for all x ∈ Λ∞.
(b) The set
Per Λ := {m− n : m,n ∈ Nk, σm(x) = σn(x) for all x ∈ Λ∞}
is a subgroup of Zk.
(c) Suppose that m−n ∈ Per Λ and that µ ∈ Λm. Then θd(α)+m, d(α)+n(αµ) = αθm,n(µ)
and θm+d(β), n+d(β)(µβ) = θm,n(µ)β for all α ∈ Λr(µ) and β ∈ s(µ)Λ.
Proof. (a). Fix x ∈ Λ∞. Lemma 2.1(b) shows that there exists α ∈ Λmr(x). We calculate:
σp(x) = σp+m(αx) = σm(σp(αx)) = σn(σp(αx)) = σn+p(αx) = σm+q(αx) = σq(x).
(b) We have 0 ∈ Per Λ, and −p ∈ Per Λ whenever p ∈ Per Λ. If m − n, p− q ∈ Per Λ,
then for x ∈ Λ∞, σp+m(x) = σp(σm(x)) = σp(σn(x)) = σq(σn(x)) = σq+n(x). Thus Per Λ
is closed under addition, and hence is a subgroup of Zk.
(c) Let α ∈ Λr(µ), and fix x ∈ Z(s(µ)). The defining property of θm,n(µ) implies
that θm,n(µ)x = µx, and hence αθm,n(µ)x = αµx. Uniqueness in Lemma 5.1(b) gives
θd(α)+m, d(α)+n(αµ) = αθm,n(µ). A similar argument shows that θm+d(β), n+d(β)(µβ) =
θm,n(µ)β for all β ∈ s(µ)Λ. 
Corollary 5.3. Suppose that Λ is a strongly connected finite k-graph. Suppose that m−
n ∈ Per Λ and µ ∈ Λm. Let p := (m ∨ n)−m and q := (m ∨ n)− n. Then
Λmin(θm,n(µ), µ) = {(α, θq,p(α)) : α ∈ s(µ)Λ
q}.
Proof. For the containment ⊆, suppose that (α, β) ∈ Λmin(θm,n(µ), µ). Then d(α) = q
and d(β) = p by definition, and Lemma 5.1(b) gives r(α) = s(θm,n(µ)) = s(µ). For
x ∈ Z(s(α)) we have
αx = σn(θm,n(µ)αx) = σ
n(µβx) = σm(µβx) = βx
because m− n ∈ Per Λ. Thus β = θq,p(α).
For the containment ⊇, fix α ∈ s(µ)Λq. Let x ∈ Z(s(α)). We have
θm,n(µ)αx = µαx = µθq,p(α)x.
The factorisation property implies that θm,n(µ)α = µθq,p(α). Since n+ q = m+p = m∨n
we have (α, θq,p(α)) ∈ Λ
min(θm,n(µ), µ). 
Proposition 5.4. Suppose that Λ is a strongly connected finite k-graph. Then Λ is
aperiodic if and only if Per Λ = {0}.
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Proof. First suppose that Λ is aperiodic, and take m − n ∈ Per Λ. Proposition 5.2(a)
implies that σm(x) = σn(x) for all x ∈ Λ∞. Since Λ is aperiodic, this forces m = n.
Hence Per Λ = {0}.
Now suppose that Λ is not aperiodic. The equivalence of (i) and (iii) in [27, Lemma 3.2]
implies that there exist m 6= n ∈ Nk and v ∈ Λ0 such that σm(x) = σn(x) for all
x ∈ Z(v). Lemma 5.1(a) then implies that σm(x) = σn(x) for all x ∈ Λ∞, and hence
m− n ∈ Per Λ \ {0}. 
Example 5.5. Suppose that Λ is a finite 2-graph with one vertex. This puts us in the
situation studied by Davidson and Yang in [8]. The group Per Λ is then the intersection,
over all infinite paths x in Λ, of the associated symmetry groups Hx discussed in [8,
Section 2]. Proposition 5.2(a) boils down to equivalence of (i) and (ii) in [8, Theorem 3.1].
The bijections θm,n of Proposition 5.1(d) are the bijections γ of [8, Theorem 3.1(iii)].
6. A central representation of the periodicity group
We now describe how the group Per Λ shows up in C∗(Λ).
Proposition 6.1. Let Λ be a strongly connected finite k-graph, and for m,n ∈ Nk such
that m− n ∈ Per Λ, let θm,n be the bijection of Lemma 5.1. There is a unitary represen-
tation U of Per Λ in the centre of C∗(Λ) such that Um−n =
∑
µ∈Λm sµs
∗
θm,n(µ)
whenever
m− n ∈ Per Λ.
Lemma 6.2. Let Λ be a strongly connected finite k-graph. Suppose that m− n ∈ Per Λ.
Then sµs
∗
µ = sθm,n(µ)s
∗
θm,n(µ)
for all µ ∈ Λm. The element U :=
∑
µ∈Λm sµs
∗
θm,n(µ)
is a
unitary in C∗(Λ).
Proof. Let p = (m ∨ n)−m, q = (m ∨ n)− n and µ ∈ Λm. By Corollary 5.3,
Λmin(µ, θm,n(µ)) = {(θq,p(α), α) : α ∈ s(µ)Λ
q},
and in particular, µθq,p(α) = θm,n(µ)α for all α ∈ s(µ)Λ
q. Using this at the fourth equality,
we compute:
sµs
∗
µ = sµ
( ∑
β∈s(µ)Λp
sβs
∗
β
)
s∗µ = sµ
( ∑
α∈s(µ)Λq
sθq,p(α)s
∗
θq,p(α)
)
s∗µ
=
∑
α∈s(µ)Λq
sµθq,p(α)s
∗
µθq,p(α) =
∑
α∈s(µ)Λq
sθm,n(µ)αs
∗
θm,n(µ)α
= sθm,n(µ)
( ∑
α∈s(µ)Λq
sαs
∗
α
)
s∗θm,n(µ) = sθm,n(µ)s
∗
θm,n(µ).
Since θm,n is a source-preserving bijection we have
UU∗ =
∑
µ,η∈Λm
sµs
∗
θm,n(µ)sθm,n(η)s
∗
η =
∑
µ∈Λm
sµs
∗
θm,n(µ)sθm,n(µ)s
∗
µ =
∑
v∈Λ0
∑
µ∈vΛm
sµs
∗
µ = 1C∗(Λ).
The symmetric calculation gives UU∗ = 1. Thus U is unitary. 
Proof of Proposition 6.1. We start by showing that
∑
µ∈Λm sµs
∗
θm,n(µ)
depends only on
m−n. Suppose that m,n, p, q ∈ Nk and m−n = p− q ∈ Per Λ. Then (CK4) followed by
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Proposition 5.2(c) imply that∑
µ∈Λm
sµs
∗
θm,n(µ) =
∑
µ∈Λm
∑
α∈s(µ)Λp
sµsαs
∗
αs
∗
θm,n(µ) =
∑
η∈Λm+p
sηs
∗
θm+p,n+p(η)
.
The same calculation with (m,n, p) replaced by (p, q,m) gives∑
ν∈Λp
sνs
∗
θp,q(ν) =
∑
ζ∈Λp+m
sζs
∗
θp+m,q+m(ζ).
Since n+ p = q +m, the formula for Um−n is well defined.
Lemma 6.2 implies that Um−n is unitary. By Lemma 5.1(b), θn,m = θ
−1
m,n, and hence
Um−n = U
∗
n−m. To see that g 7→ Ug is a homomorphism, fix g, h ∈ Per Λ. To line things
up, choose g+, g−, h+, h− ∈ N
k such that g = g+−g− and h = h+−h−. Let m := g++h+,
n := g−+ h+ and p := g−+ h−. Then g = m− n and h = n− p. For µ ∈ Λ
m and ν ∈ Λn,
we have s∗θm,n(µ)sν = δθm,n(µ),νps(µ) by (CK3) and (CK4). This and Lemma 5.1(c) give
UgUh =
∑
µ∈Λm
∑
ν∈Λn
sµs
∗
θm,n(µ)sνs
∗
θn,p(ν) =
∑
µ∈Λm
sµs
∗
θn,p(θm,n(µ)) =
∑
µ∈Λm
sµs
∗
θm,p(µ).
Since m− p = m− n+ n− p = g + h, we deduce that UgUh = Ug+h.
To see that the Ug are central, it suffices to show that Ugsλ = sλUg for all g ∈ Per Λ
and λ ∈ Λ: since Per Λ is a group and U−g = U
∗
g we then have Ugs
∗
λ = (sλU−g)
∗ =
(U−gsλ)
∗ = s∗λUg. Fix λ ∈ Λ and g ∈ Per Λ. Choose m,n ∈ N
k such that g = m− n, and
let p := m + d(λ) and q := n + d(λ). By factoring ξ ∈ Λp into paths of degree d(λ) and
m,
Ugsλ =
∑
ξ∈Λp
sξs
∗
θp,q(ξ)sλ =
∑
η∈Λd(λ)
∑
µ∈s(η)Λm
sηµs
∗
θp,q(ηµ)sλ.
By Proposition 5.2(c), each θp,q(ηµ) = ηθm,n(µ). Since s
∗
ηθm,n(µ)
sλ = δη,λs
∗
θm,n(µ)
we deduce
that
Ugsλ =
∑
µ∈s(λ)Λm
sλµs
∗
θm,n(µ) =
∑
µ∈Λm
sλsµs
∗
θm,n(µ) = sλUg. 
7. The statement of the main result
Suppose that Λ is a strongly connected finite k-graph. Our main theorem, Theorem 7.1
below, describes the KMS1 states of C
∗(Λ) for the preferred dynamics defined by
αt = γρ(Λ)it for all t ∈ R
corresponding to r = ln ρ(Λ).
To see why we chose this dynamics and inverse temperature, take r ∈ Rk and β ∈ [0,∞)
and let αr be the dynamics αrt = γeitr . Suppose that φ is a KMSβ state for (C
∗(Λ), αr).
Then Corollary 4.6(b) implies that βr = ln ρ(Λ). So αt = α
r
βt for all t, and hence the
KMSβ condition for α
r is the KMS1 condition for α. So φ is a KMS1 state for (C
∗(Λ), α).
There is a slight subtlety here when ρ(Λ) = (1, . . . , 1). The preferred dynamics is then
the trivial action, and so the KMS1 states described in Theorem 7.1 are traces, and are
KMSβ states for all other values of β. If at least one ρ(Λ)i is different from 1, then
Corollary 4.6(b) shows that (C∗(Λ), α) admits KMSβ states only for β = 1.
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Theorem 7.1. Suppose that Λ is a strongly connected finite k-graph. Let α be the pre-
ferred dynamics on C∗(Λ). Let πU : C
∗(Per Λ)→ C∗(Λ) be the homomorphism of Propo-
sition 6.1. Then π∗U : φ 7→ φ ◦ πU is an affine isomorphism of the KMS1 simplex of
(C∗(Λ), α) onto the state space of C∗(Per Λ).
The proof of Theorem 7.1 occupies the next three sections. The proof strategy is as
follows. In Section 8, we show that the KMS states of (C∗(Λ), α) all induce the same
measure M on the spectrum of the abelian subalgebra span{sλs
∗
λ} ⊆ C
∗(Λ), and we
characterise M in terms of the unimodular Perron-Frobenius eigenvector xΛ. We use M
in Section 9 to establish a formula for a KMS state φ in terms of φ◦πU (see Theorem 9.1).
In Section 10 we useM again to construct a particular KMS state in Proposition 10.2. This
state is not always supported on span{sλs
∗
λ}, so composing with the gauge automorphisms
yields more KMS1 states (Corollary 10.3). We can then prove Theorem 7.1: we deduce
from the formula for KMS states established in Theorem 9.1 that π∗U is a continuous affine
injection; we then use Corollary 10.3 to see that each pure state of C∗(Per Λ) is in the
image of π∗U , and deduce that π
∗
U is surjective.
Before moving on to the first part of the proof of Theorem 7.1, a reality check is in
order. If Λ is coordinatewise irreducible, in the sense that each Ai is an irreducible matrix,
then it is also strongly connected. So both Theorem 7.1 and [14, Theorem 7.2] apply. The
next remark reconciles the hypotheses of the two results.
Remark 7.2. Suppose that Λ is coordinatewise-irreducible. Theorem 7.1 says that if Per Λ
is nontrivial, then (C∗(Λ), α) has many KMS states. Theorem 7.2 of [14], on the other
hand, says that if the coordinates of the vector ln ρ(Λ) are rationally independent, then
(C∗(Λ), α) admits a unique KMS state. To reconcile the two results, we will show that if
Per Λ is nontrivial, then the coordinates of ln ρ(Λ) are rationally dependent.
Let m − n ∈ Per Λ \ {0}. By Lemma 5.1(d), there is a source- and range-preserving
bijection of Λm onto Λn. For v, w ∈ Λ0, we have Am(v, w) = |vΛmw| = |vΛnw| = An(v, w),
and so Am = An. Since Λ is strongly connected, Corollary 4.2(a) shows that
(7.1) ρ(A)m =
∏
i
ρ(Ai)
mi = ρ(Am) = ρ(An) =
∏
i
ρ(Ai)
ni = ρ(A)n.
Taking logarithms,
m · ln ρ(Λ) =
k∑
i=1
mi ln ρ(Ai) = ln
( k∏
i=1
ρ(Ai)
mi
)
= ln
( k∏
i=1
ρ(Ai)
ni
)
= n · ln ρ(Λ).
Thus the coordinates of ln ρ(Λ) are rationally dependent.
8. Measures on the infinite-path space
Let Λ be a strongly connected finite k-graph. Each KMS state of C∗(Λ) restricts to
a state of the commutative subalgebra span{sλs
∗
λ : λ ∈ Λ}, and hence to a probability
measure on its spectrum satisfying an invariance condition (see (8.2)). In this section we
use our Perron-Frobenius theorem and results of Choksi [6] about measures on inverse-
limit spaces to show that there is a unique measure satisfying (8.2). We will use this
result in Section 9 to give a formula for a KMS state φ in terms of its restriction to the
image of C∗(Per Λ), and again in Section 10 to construct KMS states.
Recall from [16] that the sets Z(λ) = {x ∈ Λ∞ : x(0, d(λ)) = λ} indexed by λ ∈ Λ
constitute a basis of compact open sets for a compact Hausdorff topology on Λ∞. Equip
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the finite sets Λm with the discrete topology. Let m ≤ n ∈ Nk and define πm,n : Λ
n → Λm
by πm,n(λ) = λ(0, m). Then (Λ
m, πm,n) is an inverse system of compact topological spaces
and continuous, surjective maps. Using the universal property of the inverse limit it is
routine to show that x 7→
(
x(0, m)
)
m∈Nk
is a homeomorphism of Λ∞ onto the inverse limit
lim←−(Λ
m, πm,n).
There is an isomorphism of the commutative subalgebra span{sλs
∗
λ : λ ∈ Λ} of C
∗(Λ)
onto C(Λ∞) that carries sλs
∗
λ to 1Z(λ) (see, for example, Theorem 7.1 of [30]). Thus the
Riesz Representation Theorem associates to each state φ of C∗(Λ) a Borel probability
measure M on Λ∞ such that M(Z(λ)) = φ(sλs
∗
λ).
Let α denote the preferred dynamics on C∗(Λ), and suppose that φ is a KMS1 state of
(C∗(Λ), α). The KMS condition ensures that, for λ ∈ Λ,
(8.1) φ(sλs
∗
λ) = ρ(Λ)
−d(λ)φ(s∗λsλ) = ρ(Λ)
−d(λ)φ(ps(λ)),
and hence the corresponding probability measure M on Λ∞ satisfies
(8.2) M(Z(λ)) = ρ(Λ)−d(λ)M(Z(s(λ))) for all λ ∈ Λ.
We now show that there is exactly one measure satisfying (8.2).
Proposition 8.1. Suppose that Λ is a strongly connected finite k-graph. Then there exists
a unique Borel probability measure M on Λ∞ that satisfies (8.2). Let xΛ be the unimodular
Perron-Frobenius eigenvector of Λ. We have
(8.3) M(Z(λ)) = ρ(Λ)−d(λ)xΛs(λ) for all λ.
Proof. We build a measure M satisfying (8.2) and (8.3) by viewing Λ∞ as the inverse
limit of the sets Λm under the maps πm,n : Λ
n → Λm for n ≥ m ∈ Nk. For S ⊆ Λm, define
Mm(S) = ρ(Λ)
−m
∑
µ∈S x
Λ
s(µ). Then Mm is a measure on Λ
m.
For m ≤ n and µ ∈ Λm, we have
Mn(π
−1
m,n({µ})) =
∑
µ′∈s(µ)Λn−m
ρ(Λ)−nxΛs(µ′) = ρ(Λ)
−n
∑
w∈Λ0
An−m(s(µ), w)xΛw
= ρ(Λ)−n(An−mxΛ)s(µ) = ρ(Λ)
−mxΛs(µ) = Mm({µ}).
Thus Mn(π
−1
m,n(S)) = Mm(S) for all S ⊆ Λ
m and the measure spaces ((Λm,Mm), πm,n)
form an inverse system. Theorem 2.2 of [6] implies that there is a Borel measure M on
Λ∞ = lim
←−
(Λm, πm,n) such that, for µ ∈ Λ
m,
M(Z(µ)) = Mm({µ}) = ρ(Λ)
−mxΛs(µ) = ρ(Λ)
−mM(Z(s(µ))).
Since M(Λ∞) =
∑
v∈Λ0 M(Z(v)) =
∑
v∈Λ0 x
Λ
v = 1, this M is a probability measure
satisfying (8.2) and (8.3).
Now suppose that M ′ is a Borel probability measure satisfying (8.2). Define a vector
y ∈ [0,∞)Λ
0
by yv = M
′(Z(v)) for each v. For 1 ≤ i ≤ k, we have Z(v) =
⊔
α∈vΛei Z(α),
and using (8.2), we have
ρ(Ai)yv = ρ(Ai)M
′(Z(v)) = ρ(Ai)
∑
α∈vΛei
M ′(Z(α))
=
∑
α∈vΛei
M ′(Z(s(α))) =
∑
w∈Λ0
Ai(v, w)yw = (Aiy)v.
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So y is a non-negative eigenvector of each Ai with eigenvalue ρ(Ai) and unit 1-norm. Thus
y = xΛ by Corollary 4.2(b). Now (8.3) for M ′ follows from (8.2). Thus M = M ′. 
Each σm : Λ∞ → Λ∞ is continuous since it restricts to a homeomorphism of Z(µ) for
each µ ∈ Λm. So each {x ∈ Λ∞ : σm(x) = σn(x)} is closed and hence Borel. We next show
that when m− n ∈ Per Λ, the measure M is supported on {x ∈ Λ∞ : σm(x) = σn(x)}.
Proposition 8.2. Let Λ be a strongly connected finite k-graph, and let M be the measure
on Λ∞ obtained from Proposition 8.1. For m,n ∈ Nk, we have
M
(
{x ∈ Λ∞ : σm(x) = σn(x)}
)
=
{
1 if m− n ∈ Per Λ
0 otherwise.
The proof of the proposition requires the following two technical lemmas.
Lemma 8.3. Let Λ be a strongly connected finite k-graph. Suppose g ∈ Zk \Per Λ. Then
there exist a ∈ Nk \ {0} and, for each v ∈ Λ0, a path λv ∈ vΛ
a such that for µ, ν ∈ Λ with
s(µ) = s(ν) and d(µ)− d(ν) = g we have Λmin(µλs(µ), νλs(µ)) = ∅.
Proof. Let m := g∨ 0 and n := −g∨ 0. Then g = m−n and whenever m′, n′ ∈ Nk satisfy
m′ − n′ = g, we have m′ ≥ m and n′ ≥ n.
Since g 6∈ Per Λ, there exists x ∈ Λ∞ such that σm(x) 6= σn(x). So there exists
l ∈ Nk \ {0} such that σm(x)(0, l) 6= σn(x)(0, l). For each v ∈ Λ0 there exists τv ∈ vΛr(x)
because Λ is strongly connected. Let a := m+n+ l+
∨
v∈Λ0 d(τv). For each v ∈ Λ
0 define
λv := τvx(0, a− d(τv)).
Fix µ, ν ∈ Λ such that d(µ)−d(ν) = g and s(µ) = s(ν) = v. Then d(µ) ≥ m, d(ν) ≥ n,
and there exists p ∈ Nk such that d(µ) = m + p and d(ν) = n + p. Factorise µ = αµ′
and ν = βν ′ where d(α) = d(β) = p, so that d(µ′) = m and d(ν ′) = n. If α 6= β,
then Λmin(µ, ν) = ∅ and hence Λmin(µλv, νλv) = ∅. So we suppose that α = β. Then
Λmin(µλv, νλv) = Λ
min(µ′λv, ν
′λv). We have
(µ′λv)(m+ n+ d(τv), m+ n+ d(τv) + l) = λv(n+ d(τv), n+ d(τv) + l)
= x(n, n+ l) = σn(x)(0, l).
Similarly (ν ′λv)(m + n + d(τv), m + n + d(τv) + l) = σ
m(x)(0, l). Since σm(x)(0, l) 6=
σn(x)(0, l) by choice of x and l, the factorisation property gives Λmin(µλv, νλv) = ∅. 
Lemma 8.4. Let Λ be a strongly connected finite k-graph, and let M be the measure on
Λ∞ obtained in Proposition 8.1. Suppose that g ∈ Zk \ Per Λ. There exist a ∈ Nk \ {0}
and 0 < K < 1 such that whenever s(µ) = s(ν) and d(µ)− d(ν) = g, we have
(8.4) M
( ⋃
λ∈s(µ)Λja
Λmin(µλ,νλ)6=∅
Z(µλ)
)
≤ KjM(Z(µ)) for all j ∈ N.
Proof. By Lemma 8.3 there exist a ∈ Nk \ {0} and λv ∈ vΛ
a for each v ∈ Λ0 such that
Λmin(µλv, νλv) = ∅ whenever µ, ν ∈ Λv satisfy d(µ)− d(ν) = g.
Let v ∈ Λ0. Equation (8.3) implies that 0 < M(Z(λv)). Thus M(Z(v) \ Z(λv)) <
M(Z(v)). Since Λ0 is finite, there exists 0 < K < 1 such that
M(Z(v) \ Z(λv)) < KM(Z(v)) < M(Z(v)) for all v ∈ Λ
0.
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Fix µ, ν such that s(µ) = s(ν) and d(µ) − d(ν) = g. We prove (8.4) by induction on j.
When j = 0 both sides of (8.4) are just M(Z(µ)), so the inequality is trivial.
Now suppose that (8.4) holds for some j ≥ 0. If η, ζ ∈ Λ satisfy Λmin(η, ζ) = ∅, then
Λmin(ηξ, ζξ) = ∅ for all ξ. Using this for the second equality, we calculate:⋃
λ∈s(µ)Λ(j+1)a
Λmin(µλ,νλ)6=∅
Z(µλ) =
⋃
η∈s(µ)Λja
⋃
ξ∈s(η)Λa
Λmin(µηξ,νηξ)6=∅
Z(µηξ)
=
⋃
η∈s(µ)Λja
Λmin(µη,νη)6=∅
⋃
ξ∈s(η)Λa
Λmin(µηξ,νηξ)6=∅
Z(µηξ) ⊆
⋃
η∈s(µ)Λja
Λmin(µη,νη)6=∅
⋃
ξ∈s(η)Λa\{λs(η)}
Z(µηξ).
Hence
M
( ⋃
λ∈s(µ)Λ(j+1)a
Λmin(µλ,νλ)6=∅
Z(µλ)
)
≤
∑
η∈s(µ)Λja
Λmin(µη,νη)6=∅
ρ(Λ)−d(µη)
∑
ξ∈s(η)Λa\{λs(η)}
M(Z(ξ))
=
∑
η∈s(µ)Λja
Λmin(µη,νη)6=∅
ρ(Λ)−d(µη)M
(
Z(s(η)) \ Z(λs(η))
)
< K
∑
η∈s(µ)Λja
Λmin(µη,νη)6=∅
ρ(Λ)−d(µη)M(Z(s(η)))
= KM
( ⋃
η∈s(µ)Λja
Λmin(µη,νη)6=∅
Z(µη)
)
≤ Kj+1M(Z(µ))
by the induction hypothesis. 
Proof of Proposition 8.2. Let m − n ∈ Per Λ. Then M
(
{x ∈ Λ∞ : σm(x) = σn(x)}
)
=
M(Λ∞) = 1 because M is a probability measure.
Now suppose that m − n 6∈ Per Λ. Let a and K be as in Lemma 8.4. Fix j ∈ N. We
claim that
{x ∈ Λ∞ : σm(x) = σn(x)} ⊆
⋃
µ∈Λm,ν∈Λns(µ)
⋃
λ∈s(µ)Λja
Λmin(µλ,νλ)6=∅
Z(µλ).
To see this, let x ∈ Λ∞ and suppose that σm(x) = σn(x). Let µ := x(0, m), ν := x(0, n)
and λ := σm(x)(0, ja) = σn(x)(0, ja). Then x(0, (m ∨ n) + ja) = µλα = νλβ for some
α, β, and then (α, β) ∈ Λmin(µλ, νλ). Since x ∈ Z(µλ), this establishes the claim. Now
Lemma 8.4 implies that for all j,
M({x ∈ Λ∞ : σm(x) = σn(x)}) ≤
∑
µ∈Λm,ν∈Λn
KjM(Z(µ)) ≤ |Λm| · |Λn| ·Kj.
Since K < 1, the right-hand side goes to zero as j →∞. 
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9. A formula for KMS states on the Cuntz-Krieger algebra
The next step in our proof of Theorem 7.1 is to establish a formula for a KMS state φ
of C∗(Λ) in terms of φ ◦ πU . We will use this later to show that π
∗
U is a continuous affine
injection from KMS1 states of (C
∗(Λ), α) to states of C∗(Per Λ).
Theorem 9.1. Let Λ be a strongly connected finite k-graph, let xΛ be the unimodular
Perron-Frobenius eigenvector of Λ, and let α be the preferred dynamics on C∗(Λ). Let U :
Per Λ→ C∗(Λ) be the unitary representationm−n 7→
∑
µ∈Λm sµs
∗
θm,n(µ)
of Proposition 6.1.
If φ is a KMS1 state for (C
∗(Λ), α), then
(9.1) φ(sµs
∗
ν) =

ρ(Λ)−d(µ)xΛs(µ)φ(Ud(µ)−d(ν)) if d(µ)− d(ν) ∈ Per Λ
and θd(µ),d(ν)(µ) = ν
0 otherwise.
Remark 9.2. On the face of it, the formula (9.1) doesn’t appear to satisfy φ(sµs
∗
ν) =
φ(sνs∗µ) (as a state must) because the coefficient ρ(Λ)
−d(µ) doesn’t appear to be symmetric
in µ and ν. But all is well: (7.1) shows that ρ(Λ)−d(µ) = ρ(Λ)−d(ν) for d(µ)−d(ν) ∈ Per Λ.
Our proof of Theorem 9.1 requires a preliminary lemma.
Lemma 9.3. Let Λ be a strongly connected finite k-graph. Let α be the preferred dynamics
on C∗(Λ). Suppose that φ is a KMS1 state for (C
∗(Λ), α). Let µ, ν ∈ Λ with s(µ) = s(ν).
Then for every p ∈ Nk we have
|φ(sµs
∗
ν)| ≤
∑
λ∈s(µ)Λp
Λmin(µλ,νλ)6=∅
φ(sµλs
∗
µλ).
Proof. First suppose that ρ(Λ)d(µ) 6= ρ(Λ)d(ν). Applying the KMS condition twice, as
in the end of the proof of [14, Proposition 3.1 (b)], gives φ(sµs
∗
ν) = ρ(Λ)
d(µ)−d(ν)φ(sµs
∗
ν).
Hence φ(sµs
∗
ν) = 0, and the result is trivial.
Second suppose that ρ(Λ)d(µ) = ρ(Λ)d(ν). Applying (CK4) and the triangle inequality
gives |φ(sµs
∗
ν)| ≤
∑
λ∈s(µ)Λp |φ(sµλs
∗
νλ)|. As in the proof of [14, Lemma 5.3 (a)], the KMS
condition combined with the relation s∗ηsζ =
∑
(α,β)∈Λmin(η,ζ) sαs
∗
β shows that φ(sµλs
∗
νλ) = 0
whenever Λmin(µλ, νλ) = ∅. Hence∑
λ∈s(µ)Λp
|φ(sµλs
∗
νλ)| =
∑
λ∈s(µ)Λp
Λmin(µλ,νλ)6=∅
|φ(sµλs
∗
νλ)|.
Since ρ(Λ)d(µ) = ρ(Λ)d(ν), an argument using the Cauchy-Schwarz inequality (see [14,
Lemma 5.2]) shows that each |φ(sµλs
∗
νλ)| ≤ φ(sµλs
∗
µλ), and the result follows. 
Proof of Theorem 9.1. Let M be the measure on Λ∞ obtained in Proposition 8.1, so that
φ(sλs
∗
λ) = M(Z(λ)) for all λ ∈ Λ.
First suppose that d(µ)−d(ν) 6∈ Per Λ. Choose a ∈ Nk and 0 < K < 1 as in Lemma 8.4.
For j ∈ N, Lemma 9.3 implies that
|φ(sµs
∗
ν)| ≤
∑
λ∈s(µ)Λja
Λmin(µλ,νλ)6=∅
φ(sµλs
∗
µλ) = M
( ⋃
λ∈s(µ)Λja
Λmin(µλ,νλ)6=∅
Z(µλ)
)
.
18 AN HUEF, LACA, RAEBURN, AND SIMS
By choice of K and a, the right-hand side is dominated by KjM(Z(µ)). This goes to zero
as j →∞, and so φ(sµs
∗
ν) = 0.
Now suppose that µ ∈ Λm and ν ∈ Λn with m− n ∈ Per Λ. We start by showing that
(9.2) φ(sµs
∗
ν) = δθm,n(µ),νρ(Λ)
−mφ(ps(µ)Um−n).
Lemma 5.1 implies that sµs
∗
µ = sθm,n(µ)s
∗
θm,n(µ)
, and so the KMS condition implies that
φ(sµs
∗
ν) = φ(sθm,n(µ)s
∗
θm,n(µ)sµs
∗
ν) = φ(sµs
∗
νsθm,n(µ)s
∗
θm,n(µ)) = δν,θm,n(µ)φ(sµs
∗
θm,n(µ))
since d(ν) = d(θm,n(µ)). The KMS condition gives
φ(sµs
∗
θm,n(µ)) = ρ(Λ)
−mφ(s∗θm,n(µ)sµ) = ρ(Λ)
−mφ
( ∑
(α,β)∈Λmin(θm,n(µ),µ)
sαs
∗
β
)
.
Let p := (m∨n)−m and q := (m∨ n)− n. Corollary 5.3 implies that Λmin(θm,n(µ), µ) =
{(α, θq,p(α) : α ∈ s(µ)Λ
q}. Hence
φ(sµs
∗
θm,n(µ)) = ρ(Λ)
−mφ
( ∑
α∈s(µ)Λq
sαs
∗
θq,p(α)
)
= ρ(Λ)−mφ(ps(µ)Uq−p) = ρ(Λ)
−mφ(ps(µ)Um−n)
since q − p = m− n. This gives (9.2).
To establish (9.1), it now suffices to show that φ(pvUn−m) = x
Λ
v φ(Un−m) for all v ∈ Λ
0.
To see this, consider the vector (yn−mv ) ∈ C
Λ0 defined by yn−mv = φ(pvUn−m). Fix 1 ≤ i ≤ k
and v ∈ Λ0. Proposition 6.1 implies that Un−m is central in C
∗(Λ). Using this and the
Cuntz-Krieger relation and then the KMS condition, we calculate:
yn−mv = φ(pvUn−m) =
∑
λ∈vΛei
φ(sλs
∗
λUn−m) =
∑
λ∈vΛei
φ(sλUn−ms
∗
λ)
=
∑
λ∈vΛei
ρ(Λ)−1i φ(ps(λ)Un−m) = ρ(Ai)
−1
∑
w∈Λ0
Ai(v, w)y
n−m
w = ρ(Ai)
−1(Aiy
n−m)v.
Hence yn−m is an eigenvector of each Ai with eigenvalue ρ(Ai). Corollary 4.2(c) now
implies that yn−m = zxΛ for some z ∈ C. Since xΛ has unit 1-norm, we have
z =
∑
v∈Λ0
zxΛv =
∑
v∈Λ0
yn−mv = φ
(∑
v∈Λ0
pvUn−m
)
= φ(Un−m). 
10. Constructing KMS states on the Cuntz-Krieger algebra
In this section we construct a KMS1 state φ1 of (C
∗(Λ), α) such that π∗Uφ1 is the identity
character of C∗(Per Λ). We then show that every character of C∗(Per Λ) is obtained by
composing π∗Uφ1 with a gauge automorphism γz. At the end of the section we combine
this with Theorem 9.1 to prove our main theorem.
Let {hx : x ∈ Λ
∞} be the orthonormal basis of point masses in ℓ2(Λ∞). Recall from
the proof of [16, Proposition 2.11] that there is a Cuntz-Krieger Λ-family {Sλ : λ ∈ Λ}
in B(ℓ2(Λ∞)) such that Sλhx = δs(λ),r(x)hλx. We then have S
∗
λhx = δλ,x(0,d(λ))hσd(λ)(x). The
universal property of C∗(Λ) implies that there is a representation πS : C
∗(Λ)→ B(ℓ2(Λ∞))
such that πS(sλ) = Sλ. We call πS the infinite-path representation.
Lemma 10.1. Let Λ be a strongly connected finite k-graph, and let M be the measure on
Λ∞ obtained in Proposition 8.1.
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(a) Let µ, ν ∈ Λ. Then
M
(
{x ∈ Λ∞ : x = µy = νy for some y ∈ Λ∞}
)
=
{
M(Z(µ)) if d(µ)− d(ν) ∈ Per Λ and θd(µ),d(ν)(µ) = ν
0 otherwise.
(b) Let πS be the infinite-path representation. For a ∈ C
∗(Λ), the function fa : x 7→(
πS(a)hx | hx
)
is M-integrable and∣∣∣ ∫
Λ∞
(
πS(a)hx | hx
)
dM(x)
∣∣∣ ≤ ‖a‖.
Proof. For convenience, write Zµ,ν := {x ∈ Λ
∞ : x = µy = νy for some y ∈ Λ∞}. Since
Zµ,ν is closed it is measurable.
First suppose that d(µ) − d(ν) 6∈ Per Λ. Then M(Zµ,ν) ≤ M({x ∈ Λ
∞ : σd(µ)(x) =
σd(ν)(x)} = 0 by Proposition 8.2. Thus M(Zµ,ν) = 0.
Second, suppose that d(µ)−d(ν) ∈ Per Λ and θd(µ),d(ν)(µ) 6= ν. Since Zµ,ν ⊆ Z(µ)∩Z(ν),
we deduce that Zµ,ν = ∅, and M(Zµ,ν) = 0.
Third, suppose that d(µ) − d(ν) ∈ Per Λ and θd(µ),d(ν)(µ) = ν. If x ∈ Z(µ), then
y = σd(µ)(x) satisfies x = µy. So µy = νy by definition of θd(µ),d(ν), giving x ∈ Zµ,ν . Thus
Zµ,ν = Z(µ) and M(Zµ,ν) = M(Z(µ)). This gives (a).
For (b), observe that
(πS(sµs
∗
ν)hx | hx) = (S
∗
νhx | S
∗
µhx) =
{
1 if x = µy = νy for some y ∈ Λ∞
0 otherwise.
Hence fsµs∗ν is the characteristic function of the measurable set Zµ,ν . Choose a sequence
an of finite linear combinations of the sµs
∗
ν such that an → a. Then each fan is a simple
function. Continuity of πS and of the inner product implies that fan → fa pointwise on
Λ∞. Thus fa is measurable. Finally,∣∣ ∫
Λ∞
fa(x) dM(x)
∣∣ ≤ ∫
Λ∞
∣∣(πS(a)hx | hx)∣∣ dM(x) ≤ ∫Λ∞ ‖a‖ dM(x) = ‖a‖. 
Proposition 10.2. Let Λ be a strongly connected finite k-graph, and let M be the measure
on Λ∞ obtained in Proposition 8.1. Let α be the preferred dynamics on C∗(Λ). Let πS be
the infinite-path representation. Then there is a KMS1 state φ of (C
∗(Λ), α) with formula
(10.1) φ(a) :=
∫
Λ∞
(
πS(a)hx | hx
)
dM(x) for a ∈ C∗(Λ).
Proof. Lemma 10.1 implies that (10.1) defines a norm-decreasing map φ : C∗(Λ) → C.
This φ is linear and positive. It is a state because
φ(1) =
∫
Λ∞
(
πS(1)hx | hx
)
dM(x) =
∫
Λ∞
‖hx‖
2 dM(x) = 1.
It remains to verify the KMS condition. Unfortunately [14, Proposition 3.1(b)] does not
apply since the coordinates of ρ(Λ) may not be rationally independent; indeed KMS states
may not be supported on the diagonal subalgebra. So we have to check the KMS condition
from first principles.
Suppose that s(µ) = s(ν) and s(η) = s(ζ). We must show that
(10.2) φ(sµs
∗
νsηs
∗
ζ) = ρ(Λ)
−(d(µ)−d(ν))φ(sηs
∗
ζsµs
∗
ν).
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Suppose first that d(µ)− d(ν) + d(η)− d(ζ) 6∈ Per Λ. Applying (CK4), we obtain
sµs
∗
νsηs
∗
ζ =
∑
ξ∈s(ν)Λd(η)
∑
ω∈s(η)Λd(ν)
sµξs
∗
νξsηωs
∗
ζω =
∑
νξ=ηω∈Λd(ν)+d(η)
sµξs
∗
ζω.
Each d(µξ)− d(ζω) = d(µ)− d(ν) + d(η)− d(ζ) 6∈ Per Λ, and so Lemma 10.1 implies that
φ(sµs
∗
νsηs
∗
ζ) = 0. Symmetry gives φ(sηs
∗
ζsµs
∗
ν) = 0, so both sides of (10.2) are zero.
Now suppose that d(µ)− d(ν) + d(η)− d(ζ) ∈ Per Λ. Let q = d(µ) ∨ d(ν). Then
φ(sµs
∗
νsηs
∗
ζ) =
∑
κ∈s(η)Λq
φ(sµs
∗
νsηκs
∗
ζκ),
and
ρ(Λ)−(d(µ)−d(ν))φ(sηs
∗
ζsµs
∗
ν) =
∑
κ∈s(η)Λq
ρ(Λ)−(d(µ)−d(ν))φ(sηκs
∗
ζκsµs
∗
ν).
Thus it suffices to establish (10.2) under the additional hypothesis that d(η), d(ζ) ≥
d(µ) ∨ d(ν). Then d(η) ≥ d(ν), and we have
φ(sµs
∗
νsηs
∗
ζ) =
{
φ(sµτs
∗
ζ) if η = ντ
0 otherwise
=
{∫
Λ∞
(
S∗ζhx | S
∗
µτhx
)
dM(x) if η = ντ
0 otherwise
=
{
M
(
{x ∈ Λ∞ : x = µτy = ζy for some y}
)
if η = ντ
0 otherwise.
If η = ντ , then
d(µτ)− d(ζ) = d(µ) + d(τ)− d(ν) + d(ν)− d(ζ) = d(µ)− d(ν) + d(η)− d(ζ) ∈ Per Λ
by assumption. Thus Lemma 10.1 gives
φ(sµs
∗
νsηs
∗
ζ) =
{
M(Z(µτ)) if η = ντ , d(µτ)− d(ζ) ∈ Per Λ, θd(µτ),d(ζ)(µτ) = ζ
0 otherwise.
A similar argument gives
φ(sηs
∗
ζsµs
∗
ν) =
{
M(Z(η)) if ζ = µβ, d(η)− d(νβ) ∈ Per Λ, θd(η),d(νβ)(η) = νβ
0 otherwise.
We check that the conditions appearing in the right-hand sides of these expressions
for φ(sµs
∗
νsηs
∗
ζ) and φ(sηs
∗
ζsµs
∗
ν) match up. Suppose that the three conditions of the first
expression hold:
(10.3) η = ντ, d(µτ)− d(ζ) ∈ Per Λ and θd(µτ),d(ζ)(µτ) = ζ.
Then d(τ) − (d(ζ) − d(µ)) ∈ Per Λ. Let β := θd(τ),d(ζ)−d(µ)(τ) (this makes sense since
d(ζ) ≥ d(µ)). Proposition 5.2(c) shows that
ζ = θd(µτ),d(ζ)(µτ) = θd(µ)+d(τ),d(µ)+(d(ζ)−d(µ))(µτ) = µβ.
We have
d(νβ)− d(η) = d(ντ)− d(τ) + d(β)− d(η) = d(β)− d(τ) = d(ζ)− d(µτ) ∈ Per Λ.
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Proposition 5.2(c) then gives θd(νβ),d(η)(νβ) = νθd(β),d(τ)(β), and by Lemma 5.1(d) this is
νθ−1d(τ),d(β)(β) = ντ , which equals η by assumption. Another application of Lemma 5.1(d)
yields νβ = θd(η),d(νβ)(η). So the three conditions of the second expression hold:
(10.4) ζ = µβ, d(η)− d(νβ) ∈ Per Λ and θd(η),d(νβ)(η) = νβ.
A symmetric argument shows that (10.4) implies (10.3).
To establish (10.2), first suppose that (10.3) fails. Then so does (10.4), and both sides
of (10.2) are zero. Now suppose that (10.3) holds. Then so does (10.4), and so
φ(sµs
∗
νsηs
∗
ζ) = M(Z(µτ)) = ρ(Λ)
−d(µτ)M(Z(s(τ)))
= ρ(Λ)d(η)−d(µτ)M(Z(η)) = ρ(Λ)−(d(µ)−d(ν))φ(sηs
∗
ζsµs
∗
ν). 
Since the KMS1 state φ of Proposition 10.2 may not be supported on span{sλs
∗
λ} we
can now perturb by gauge automorphisms γz to obtain new KMS1 states.
Corollary 10.3. Suppose Λ is a strongly connected finite k-graph. Let xΛ be the unimod-
ular Perron-Frobenius eigenvector of Λ. Let α be the preferred dynamics on C∗(Λ). For
each z ∈ Tk there is a KMS1 state φz of (C
∗(Λ), α) satisfying
(10.5) φz(sµs
∗
ν) =

ρ(Λ)−d(µ)zd(µ)−d(ν)xΛs(µ) if d(µ)− d(ν) ∈ Per Λ
and θd(µ),d(ν)(µ) = ν
0 otherwise.
Proof. Let φ be the KMS1 state of Proposition 10.2. Let z ∈ T
k and φz = φ ◦ γz. Then
φz is a state. Using the KMS condition for φ, we calculate:
φz(sµs
∗
νsηs
∗
ζ) = z
d(µ)−d(ν)+d(η)−d(ζ)φ(sµs
∗
νsηs
∗
ζ)
= zd(µ)−d(ν)+d(η)−d(ζ)ρ(Λ)−(d(µ)−d(ν))φ(sηs
∗
ζsµs
∗
ν)
= ρ(Λ)−(d(µ)−d(ν))φz(sηs
∗
ζsµs
∗
ν).
Hence φz is a KMS1 state of (C
∗(Λ), α).
Let µ, ν ∈ Λ and let M be the measure on Λ∞ obtained in Proposition 8.1. The formula
for φ in Proposition 10.2 gives
φz(sµs
∗
ν) =
∫
Λ∞
(
πS(γz(sµs
∗
ν))hx | hx
)
dM(x) = zd(µ)−d(ν)
∫
Λ∞
(
πS(sµs
∗
ν)hx | hx
)
dM(x).
By Lemma 10.1, this is
=
{
zd(µ)−d(ν)M(Z(µ)) if d(µ)− d(ν) ∈ Per Λ and θd(µ),d(ν)(µ) = ν
0 otherwise.
Now (10.5) follows from (8.3). 
Proof of Theorem 7.1. It is clear that φ 7→ φ ◦ πU is continuous and affine. To see that it
is injective, suppose that φ and φ′ are KMS states of C∗(Λ) such that φ ◦ πU = φ
′ ◦ πU .
Then the formula (9.1) implies that φ(sµs
∗
ν) = φ
′(sµs
∗
ν) for all µ, ν, and so φ = φ
′.
To prove that π∗U is surjective, we first show that every pure state of C
∗(Per Λ) belongs
to the range of π∗U . Fix a pure state χ of C
∗(Per Λ). Since C∗(Per Λ) is commutative,
χ is a 1-dimensional representation and hence determines a character, also denoted χ, of
Per Λ. Choose z ∈ Tk such that zm = χ(m) for all m ∈ Per Λ. Let φz be the KMS1 state
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of Corollary 10.3. Let iPer Λ : Per Λ→ C
∗(Per Λ) be the universal unitary representation.
For m− n ∈ Per Λ, we have
φz ◦ πU(iPer Λ(m− n)) = φz(Um−n) =
∑
µ∈Λm
φz(sµs
∗
θm,n(µ)).
Applying the formula for φz from (10.5) to each term gives
φz ◦ πU(iPer Λ(m− n)) =
∑
µ∈Λm
ρ(Λ)−mzm−nxΛs(µ) = ρ(Λ)
−mχ(m− n)
∑
µ∈Λm
xΛs(µ)
= ρ(Λ)−mχ(m− n)
∑
v,w∈Λ0
Am(v, w)xΛw
= ρ(Λ)−mχ(m− n)
∑
v∈Λ0
(AmxΛ)v
= ρ(Λ)−mχ(m− n)
∑
v∈Λ0
ρ(Λ)mxΛv = χ(m− n).
Hence χ = φz ◦ πU = π
∗
U (φz).
Since π∗U is affine, every convex combination of pure states of C
∗(Per Λ) is in the range
of π∗U . Now fix a state ψ of C
∗(Per Λ). The Krein-Milman theorem implies that there is
a sequence (ψn) of convex combinations of pure states of C
∗(Per Λ) such that ψn → ψ.
Each ψn is in the range of π
∗
U , so it suffices to show that the range of π
∗
U is closed. The
KMS1 simplex of (C
∗(Λ), α) is compact [3, Theorem 5.3.30(1)], and so its image under
the continuous map π∗U is also compact. Since the state space of C
∗(Per Λ) is Hausdorff,
we deduce that the image of π∗U is closed. 
Remark 10.4. Theorem 9.1 shows how to describe the inverse of π∗U . Let ψ be a state of
C∗(Per Λ). Then φ := (π∗U)
−1(ψ) satisfies φ ◦ πU = ψ and so φ(Um−n) = φ ◦ πU(iPer Λ(m−
n)) = ψ(iPer Λ(m− n)). So (9.1) shows that
φ(sµs
∗
ν) =

ρ(Λ)−d(µ)ψ
(
iPer Λ(d(µ)− d(ν))
)
xΛs(µ) if d(µ)− d(ν) ∈ Per Λ
and θd(µ),d(ν)(µ) = ν
0 otherwise.
11. Consequences of our main theorem
A question of Yang. In [31, 33], Yang studies a particular state ω on the C∗-algebra
of a finite k-graph with one vertex. She asks whether this ω is a factor state if and only
if Λ is aperiodic. We will use the following theorem to give an affirmative answer for a
much broader class of k-graphs. We explain precisely how our theorem relates to Yang’s
conjecture in Remark 11.2.
Given a state φ of a C∗-algebra A, we write πφ for the associated GNS representation
of A. Recall that φ is a factor state if the double-commutant πφ(A)
′′ is a factor.
Theorem 11.1. Suppose that Λ is a strongly connected finite k-graph. Let α be the
preferred dynamics on C∗(Λ), and let xΛ be the unimodular Perron-Frobenius eigenvector
of Λ (see Definition 4.4). Let γ denote the gauge action of Tk on C∗(Λ). There is a KMS1
state ω of (C∗(Λ), α) such that
(11.1) ω(sµs
∗
ν) = δµ,νρ(Λ)
−d(µ)xΛs(µ) for all µ, ν.
KMS STATES ON THE C∗-ALGEBRA OF A HIGHER-RANK GRAPH 23
This ω is the unique γ-invariant KMS state of (C∗(Λ), α), and restricts to a trace on the
fixed-point algebra C∗(Λ)γ. The following are equivalent:
(a) Λ is aperiodic;
(b) C∗(Λ) is simple;
(c) ω is a factor state;
(d) ω is the only KMS1 state of (C
∗(Λ), α).
Proof. Let Tr be the trace on C∗(Per Λ) corresponding to Haar measure on (Per Λ)̂ .
Then Tr(iPerΛ(g)) = δg,0 for g ∈ Per Λ. Remark 10.4 shows that there is a KMS1 state of
(C∗(Λ), α) satisfying
ω(sµs
∗
ν) =

ρ(Λ)−d(µ) Tr
(
iPerΛ(d(µ)− d(ν))
)
xΛs(µ) if d(µ)− d(ν) ∈ Per Λ
and θd(µ),d(ν)(µ) = ν
0 otherwise,
and that ω ◦ πU = Tr. Lemma 5.1(d) shows that θm,m = idΛm for each m ∈ N
k, so ω
satisfies (11.1).
The formula (11.1) shows that ω(γz(sµs
∗
ν)) = ω(sµs
∗
ν) for all µ, ν, and so ω is gauge-
invariant. For uniqueness, suppose that ω′ is a gauge-invariant KMS1 state of C
∗(Λ, α).
For m,n ∈ Nk with m− n ∈ Per Λ, and for z ∈ Tk, we have
ω′(Um−n) = ω
′(γz(Um−n)) = ω
′
( ∑
µ∈Λm
γz(sµs
∗
θm,n(µ))
)
= zm−nω′(Um−n).
So if ω′(Um−n) 6= 0 then z
m−n = 1 for all z ∈ Tk, forcing m − n = 0. Hence ω′ ◦ πU =
Tr = ω ◦ πU , and Theorem 7.1 implies that ω
′ = ω.
Since the dynamics α is a subgroup of the gauge action, every element of C∗(Λ)γ is
fixed by α. In particular, every element of C∗(Λ)γ is analytic, and the KMS condition
implies that each ω(ab) = ω(bαi(a)) = ω(ba), so ω is a trace on C
∗(Λ)γ.
It remains to establish that the conditions (a)–(d) are equivalent. We will prove
(a) ⇐⇒ (b), then (a) ⇐⇒ (d), and then (c) ⇐⇒ (d).
For (a) ⇐⇒ (b), observe that since Λ is strongly connected it is cofinal (see [16, Defi-
nition 4.7]). So combining [27, Theorem 3.1] and (iii) ⇐⇒ (i) of [27, Lemma 3.2] shows
that C∗(Λ) is simple if and only if Λ is aperiodic.
For (a) =⇒ (d), observe that since Λ is aperiodic, we have Per Λ = {0} by Propo-
sition 5.4. So Tr is the unique state of C∗(Per Λ), and Theorem 7.1 implies that ω is
the unique KMS1 state of (C
∗(Λ), α). For (d) =⇒ (a), observe that if ω is the only
KMS1 state of (C
∗(Λ), α), then Theorem 7.1 shows that Tr := ω ◦ πU is the only state of
C∗(Per Λ) and hence Per Λ = {0}. So Proposition 5.4 implies that Λ is aperiodic.
For (c) ⇐⇒ (d), first recall that the pure states of C∗(Per Λ) are the states obtained
from integration against point-mass measures on (Per Λ)̂ . Since Tr is obtained from
integration against Haar measure, we deduce that Tr is a pure state if and only if it is the
only state of C∗(Per Λ). So Theorem 7.1 shows that ω is an extreme point of the KMS1
simplex of C∗(Λ, α) if and only if it is the unique KMS1 state. Theorem 5.3.30(3) of [3]
implies that a KMS1 state is a factor state if and only if it is an extreme KMS1 state,
giving (c) ⇐⇒ (d). 
We now discuss how this result relates to Yang’s work.
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Remark 11.2. Let Λ be a row-finite k-graph with one vertex. Then [16, Lemma 3.2] implies
that C∗(Λ)γ is a UHF algebra, and so has a unique trace τ . Let Φ : C∗(Λ)→ C∗(Λ)γ be
the conditional expectation obtained from averaging over γ as on page 6 of [16]. In [33]
(see also [31, 32]), Yang studies the state τ ◦ Φ.
We claim that the gauge-invariant KMS1 state ω described in Theorem 11.1 is equal
to τ ◦ Φ. To see this, observe that the formula (11.1) shows that ω = ω|C∗(Λ)γ ◦ Φ.
Theorem 11.1 implies that ω|C∗(Λ)γ is a trace. Since τ is the unique trace on C
∗(Λ)γ, we
deduce that ω|C∗(Λ)γ = τ and hence that ω = τ ◦ Φ.
Since Λ has one vertex, each Ai is the 1 × 1 matrix (|Λ
ei|). So ρ(Λ) is the vector,
denoted m in [33], with entries |Λei|. So Yang’s formula [33, Equation (2)] for the modular
automorphism group σ of the extension of ω to πω(C
∗(Λ))′′ shows that σ agrees with the
preferred dynamics α on C∗(Λ). Consequently, restricting Theorem 11.1 to k-graphs
with one vertex improves [33, Theorem 5.3] by proving its first assertion without the
hypothesis that {n ∈ Zk : ρ(Λ)n = 1} has rank at most 1. This confirms, for strongly-
connected k-graphs, the first part of the conjecture stated for single-vertex 2-graphs in
[32, Remark 5.5].
The phase change for the preferred dynamics on the Toeplitz algebra. For
KMS states for the gauge actions on the Toeplitz algebras of finite graphs [12, 13], the
phase-changes that occur with decreasing inverse temperature are from larger to smaller
KMS simplices. Here we show that for many k-graphs, there is a phase change of a
very different nature at the critical temperature for the preferred dynamics. In general,
all sorts of phase changes can happen as inverse temperatures approach a critical one
(see, for example, [2]), but this is the first time we have seen this phenomenon for graph
algebras. Recall that a k-graph is periodic if it is not aperiodic.
Corollary 11.3. Suppose that Λ is a strongly connected finite k-graph and that ρ(Λ)i > 1
for all i. Denote by α the preferred dynamics on T C∗(Λ). For β ∈ R, let Eβ be the set
of extreme points of the KMSβ simplex of (T C
∗(Λ), α). Then
|Eβ| =

|Λ0| if β > 1
∞ if β = 1 and Λ is periodic
1 if β = 1 and Λ is aperiodic.
0 if β < 1.
Proof. Suppose that β > 1. Then β ln ρ(Ai) > ln ρ(Ai) for all i. Since Λ is strongly
connected it has no sources by Lemma 2.1. Thus [14, Theorem 6.1(c)] applies and shows
that |Eβ| = |Λ
0|.
Now suppose that β = 1. Then Corollary 4.6(c) implies that the quotient map
from T C∗(Λ) to C∗(Λ) induces a bijection between E1 and the extreme KMS1 states of
(C∗(Λ), α). Hence Theorem 7.1 gives a bijection from E1 to the pure states of C
∗(Per Λ).
If Λ is periodic, then Per Λ is a nontrivial subgroup of Zk by Lemma 5.1(a), and so has
infinitely many pure states. If Λ is aperiodic, then Per Λ = {0}, and so C∗(Per Λ) has a
unique state.
If β < 1, then Corollary 4.6(a) applied with r = ln ρ(Λ) implies that (T C∗(Λ), α)
admits no KMS states. 
Example 11.4. It is easy to construct examples exhibiting the phase change to an infinite-
dimensional KMS1 simplex described in Corollary 11.3. To see this, consider a finite
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directed graph E whose vertex matrix AE is irreducible and satisfies ρ(AE) > 1. The
path category E∗ is a 1-graph. Define f : N2 → N by f(m,n) = m + n, and let Λ
be the pullback 2-graph f ∗E∗ of [16, Definition 1.9]. Then Λ0 = E0 × {0}, and each
(v, 0)Λei(w, 0) = vE1w × {ei}. So A1 = A2 = AE is irreducible, and so Λ is strongly
connected. Corollary 3.5(iii) of [16] shows that C∗(Λ) ∼= C∗(E) ⊗ C(T), which is not
simple. So the equivalence (b) ⇐⇒ (a) of Theorem 11.1 shows that Λ is periodic.
Symmetries of the KMS simplex. We show next that the gauge action on C∗(Λ)
induces a free and transitive action of (Per Λ)̂ on the KMS1 simplex of C
∗(Λ). Recall
that (Per Λ)⊥ denotes the collection of characters of Zk which are identically 1 on Per Λ.
Identifying Ẑk with Tk, we have
(Per Λ)⊥ = {z ∈ Tk : zn = 1 for all n ∈ Per Λ}.
There is a homomorphism q : Tk → (Per Λ)̂ such that q(z)(g) = zg, and ker q = (Per Λ)⊥.
Proposition 11.5. Let Λ be a strongly connected finite k-graph.
(a) For z, w ∈ Tk, the states φz and φw of Corollary 10.3 are equal if and only if
zw ∈ (Per Λ)⊥.
(b) There is a homeomorphism h of (Per Λ)̂ onto the set E of extreme points of the
KMS1 simplex of C
∗(Λ) such that h(q(z)) = φz for all z ∈ T
k.
(c) The gauge action γ induces a free and transitive action γ˜∗ of (Per Λ)̂ on E such
that γ˜∗χ(h(ρ)) = h(χρ) for χ, ρ ∈ (Per Λ)̂ .
Proof. (a) Suppose that zw ∈ (Per Λ)⊥. Then zd(µ)−d(ν) = wd(µ)−d(ν) whenever d(µ) −
d(ν) ∈ Per Λ. Hence (10.5) implies that φz = φw.
Now suppose that zw 6∈ (Per Λ)⊥. Take m − n ∈ Per Λ with (zw)m−n 6= 1, and let
µ ∈ Λm. Let xΛ be the unimodular Perron-Frobenius eigenvector of Λ. Corollary 4.2(b)
implies that xΛs(µ) 6= 0, and so z
m−nρ(Λ)−mxΛs(µ) 6= w
m−nρ(Λ)−mxΛs(µ). Hence (10.5) implies
that φz(sµs
∗
θm,n(µ)
) 6= φw(sµs
∗
θm,n(µ)
).
(b) Part (a) implies that the formula h(q(z)) = φz determines a well-defined bijection
from (Per Λ)̂ to E. Suppose that χn → χ in (Per Λ)̂ , and choose zn ∈ T
k such that
q(zn) = χn. By passing to a subsequence we may assume that the zn converge to some
z ∈ Tk. We then have q(z) = χ. The formula (10.5) shows that φzn(sµs
∗
ν)→ φz(sµs
∗
ν) for
all µ, ν, and an ε/3-argument then shows that φzn → φz, and so h(χn) → h(χ). Thus h
is a continuous bijection, and so a homeomorphism since (Per Λ)̂ is compact.
(c) Formula (10.5) implies that φw◦γz = φwz. So if z
′z¯ ∈ (Per Λ)⊥, then part (a) implies
that φw ◦γz = φw ◦γz′ for all w. Hence the action γ
∗ of Tk on E induced by γ descends to
an action γ˜∗ of (Per Λ)̂ satisfying γ˜∗q(z)
(
h(q(w))
)
= h
(
q(z)q(w)
)
as required. This action
is free and transitive because left translation in (Per Λ)̂ is free and transitive. 
12. The groupoid model
In [20], Neshveyev studies KMS states for dynamics on groupoid C∗-algebras arising
from continuous R-valued cocycles on groupoids. The Cuntz-Krieger algebra of a k-graph
Λ admits a groupoid model with such a dynamics, and in this section we check that our
Theorem 7.1 agrees with Neshveyev’s [20, Theorem 1.3] for these examples.
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Neshveyev’s theorem. Let G be a locally compact second-countable e´tale groupoid
and c : G → R a continuous cocycle. There is a dynamics αc on C∗(G) such that
αct(f)(g) = e
itc(g)f(g) for f ∈ Cc(G) and g ∈ G.
Let U be an open bisection of G and write TU : r(U)→ s(U) for the homeomorphism
r(g) 7→ s(g) for g ∈ U . Recall from [20, page 4] that a measure µ on G(0) is said to be
quasi-invariant with Radon-Nikodym cocycle e−βc if dT
U
∗
µ
dµ
(s(g)) = e−βc(g) for every open
bisection U and every g ∈ U .
For x in the unit space G(0), write Gxx for the stability subgroup {g ∈ G : r(g) = x =
s(g)} and Gx for the subset {g ∈ G : s(g) = x} of G. Theorem 1.3 of [20] describes
the KMSβ states of (C
∗(G), αc) in terms of pairs (µ, ψ) consisting of a quasi-invariant
probability measure µ on G(0) with Radon-Nikodym cocycle e−βc and a µ-measurable
field ψ = (ψx)x∈G(0) of states ψx : C
∗(Gxx)→ C such that for µ-almost all x ∈ G
0 we have
(12.1) ψx(ug) = ψr(h)(uhgh−1) for all g ∈ G
x
x and h ∈ Gx.
(There is a second condition which we can ignore because for non-zero inverse tempera-
tures β the properties of µ ensure that it is always satisfied.) Neshveyev’s theorem does
not distinguish between measurable fields that agree µ-almost everywhere.
The path groupoid. Let Λ be a row-finite k-graph with no sources. The set
G := {(x,m− n, y) : x, y ∈ Λ∞, m, n ∈ Nk and σm(x) = σn(y)}
is a groupoid with range and source maps r(x, g, y) = (x, 0, x), s(x, g, y) = (y, 0, y),
composition (x, g, y)(y, h, z) = (x, g + h, z) and inverses (x, g, y)−1 = (y,−g, x). We
identify G(0) with Λ∞ via (x, 0, x) 7→ x.
For λ, η ∈ Λ with s(λ) = s(η), define
Z(λ, η) = {(x, d(λ)− d(η), y) ∈ G : x ∈ Z(λ), y ∈ Z(η) and σd(λ)(x) = σd(η)(y)}.
By Proposition 2.8 of [16], the sets Z(λ, η) form a basis for a locally compact Hausdorff
topology on G. With this topology G is a second-countable e´tale groupoid, called the
path groupoid. Each Z(η, λ) is a compact open bisection. By Corollary 3.5 of [16] there
is an isomorphism of C∗(Λ) onto the C∗-algebra C∗(G) of G such that
(12.2) tλ 7→ 1Z(λ,s(λ)).
Theorem 7.1 and Neshveyev’s theorem. Let Λ be a strongly connected finite k-graph
and let G be its path groupoid.
There is a locally constant cocycle c : G→ R given by c(x, n, y) = n·ln ρ(Λ). This cocy-
cle induces a dynamics αc : R→ AutC∗(G) such that αct(f)(x, n, y) = e
itc(x,n,y)f(x, n, y) =
ρ(Λ)itn for f ∈ Cc(G). It is straightforward to check that the isomorphism of C
∗(Λ) onto
C∗(G) characterised by (12.2) intertwines αc and the preferred dynamics α on C∗(Λ).
It follows from (8.2) that the measure M on Λ∞ of Proposition 8.1 is quasi-invariant
with Radon-Nikodym cocycle e−c; the next lemma implies thatM is the only such measure
and investigates its support further. For the latter, we note that if g ∈ Per Λ, then there
exist m,n ∈ Nk such that g = m − n and σm(x) = σn(x) for all x ∈ Λ∞. Thus for each
x ∈ Λ∞,
{x} × Per Λ× {x} ⊆ Gxx = {(x, g, x) ∈ G : x ∈ Λ
∞}.
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Lemma 12.1. Suppose that µ is a non-zero quasi-invariant probability measure on G(0) =
Λ∞ with Radon-Nikodym cocycle e−c. Then µ is the measure M of Proposition 8.1 and
(12.3) M
(
{x ∈ Λ∞ : {x} × Per Λ× {x} = Gxx}
)
= 1.
Proof. Let v ∈ Λ0 and λ ∈ vΛ. Then Z(λ, s(λ)) is a bisection with r
(
Z(λ, s(λ))
)
= Z(λ)
and s
(
Z(λ, s(λ))
)
= Z(s(λ)). By the quasi-invariance of µ we have
(12.4) µ(Z(λ)) = e−d(λ)·ln ρ(Λ)µ(Z(s(λ)) = ρ(Λ)−d(λ)µ(Z(s(λ)).
In particular, if λ ∈ vΛei then µ(Z(λ)) = ρ(Ai)
−1µ(Z(s(λ)). Thus
µ(Z(v)) ≥ µ
( ⊔
w∈Λ0
⊔
λ∈vΛeiw
Z(λ)
)
=
∑
w∈Λ0
∑
λ∈vΛeiw
µ
(
Z(λ)
)
= ρ(Ai)
−1
∑
w∈Λ0
Ai(v, w)µ(Z(w)).(12.5)
Set m :=
(
µ(Z(v)
)
∈ [0,∞)Λ
0
. Then (12.5) says that m satisfies ρ(Ai)m ≥ Aim. Also,∑
v∈Λ0 mv = µ
(⊔
v∈Λ0 Z(v)
)
= µ(Λ∞) = 1. Thus Corollary 4.2(d) implies that m is the
Perron-Frobenius eigenvector xΛ of Λ. Now (12.4) shows that µ(Z(λ)) = ρ(Λ)−d(λ)xΛs(λ),
and this is M(Z(λ)) by (8.2). Since the Z(λ) form a basis for the topology on Λ∞ we
have µ = M .
Finally,
{x ∈ Λ∞ : {x} × Per Λ× {x} = Gxx}
= {x ∈ Λ∞ : m,n ∈ Nk and σm(x) = σn(x) =⇒ m− n ∈ Per Λ}
=
⋂
m,n∈Nk
{x ∈ Λ∞ : m− n /∈ Per Λ =⇒ σm(x) 6= σn(x)}
=
⋂
m,n∈Nk,m−n/∈Per Λ
{x ∈ Λ∞ : σm(x) 6= σn(x)}
= Λ∞ \
⋃
m,n∈Nk,m−n/∈PerΛ
{x ∈ Λ∞ : σm(x) = σn(x)}.
By Proposition 8.2, if m − n 6∈ Per Λ, then M({x ∈ Λ∞ : σm(x) = σn(x)}) = 0. Since
{(m,n) : m− n 6∈ Per Λ} is countable, this gives
M
( ⋃
m,n∈Nk,m−n 6∈PerΛ
{x ∈ Λ∞ : σm(x) = σn(x)}
)
= 0
and (12.3) follows. 
Now let (µ, ψ) be one of Neshveyev’s pairs for (C∗(G), αc). By Lemma 12.1, µ = M and
M
(
{x ∈ Λ∞ : {x} × Per Λ × {x} = Gxx}
)
= 1. Thus we may assume that ψx = 0 unless
{x} × Per Λ × {x} = Gxx. For each x ∈ Λ
∞, let ιx : C
∗(Per Λ) → C∗({x} × Per Λ × {x})
be the isomorphism such that ιx(un) = u(x,n,x). For a ∈ Cc(Per Λ), the M-measurability
of ψ implies that x 7→ ψx(ιx(a)) is M-measurable. Thus there is a state ρ of C
∗(Per Λ)
such that
ρ(a) =
∫
Λ∞
ψx(ιx(a)) dM(x).
for a ∈ C∗(Per Λ).
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Conversely, let ρ be a state of C∗(Per Λ). The measure M is quasi-invariant with
Radon-Nikodym cocycle e−c. Define
ρx =
{
ρ ◦ ι−1x if {x} × Per Λ× {x} = G
x
x
0 else.
For f ∈ Cc(G), the map x 7→
∑
m∈Per Λ f(x,m, x)ψx(u(x,m,x)) =
∑
m∈Per Λ f(x,m, x)ρ(um)
is continuous, hence measurable, and so (ρx) is a measurable field. Equation (12.1) follows
because ρx(u(x,m,x)) = ρ(um) = ρy(u(y,m,y)). So (M, (ρx)) is one of Neshveyev’s pairs.
Thus, reassuringly, our Theorem 7.1 and Neshveyev’s [20, Theorem 1.3] say the same. To
prove Theorem 7.1 using the groupoid approach we would have had to do much the same
work (except for Proposition 10.2) and we would have lost the transparency of the direct
proof.
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