Abstract-This paper presents work done on classification, segmentation and chronological prediction of cinematic sound employing support vector machines (SVM) with sequential minimal optimization (SMO). Speech, music, environmental sound and silence, plus all pairwise combinations excluding silence, are considered as classes. A model considering simple adjacency rules and probabilistic output from logistic regression is used for segmenting fixed-length parts into auditory scenes. Evaluation of the proposed methods on a 44-film dataset against k-nearest neighbor, Naive Bayes and standard SVM classifiers shows superior results of the SMO classifier on all performance metrics. Subsequently, we propose sample size optimizations to the building of similar datasets. Finally, we use meta-features built from classification as descriptors in a chronological model for predicting the period of production of a given soundtrack. A decision table classifier is able to estimate the year of production of an unknown soundtrack with a mean absolute error of approximately five years.
I. INTRODUCTION
T HIS paper addresses the broad subject of content analysis of cinematic sound. That is, it details a set of techniques for inferring meaning out of the use of sound in a cinematic setting. Cinematic sound is sound used either diegetically (produced by agents in the narrative) or non-diegetically (external to the narrative) in a visual presentation. In the field of film theory, there has been little effort to systematize this topic through the use of computational methods so far. As a result, the so-called semantic gap-the gap between low-level machine-computable features and high-level humanperceptible semantics [1] -is prevalent. For example, the introduction of sound in film in the late 1920s, and its subsequent impact on scene length, music preponderance and other factors across different periods, regions and producers, are questions of interest to the field. Arguably, automating content analysis in cinematic sound would help address them. Audio is a low-bandwidth medium in the context of digital audio-visual media, in which video has a higher channel capacity. Yet, This work is partly financed by National Funds through the FCT-Fundação para a Ciência e a Tecnologia -within project SFRH/BD/76468/2011, and by ProDEI-Programa Doutoral em Engenharia Informática-at Faculdade de Engenharia da Universidade do Porto. semantically, audio may convey types of information not normally available to video (e.g. through the use of music in cinematic sound [2, 3] ). Therefore, the analysis of cinematic sound through computation may offer efficiency to information retrieval and recommendation systems that purport to consider the semantics of audio, to name two examples.
The tools resulting from this study are 1) a probabilistic rule method for segmentation and visualization of auditory scenes (Section VI-B), 2) new high-level and cinematic soundspecific descriptors (Section VI-C), 3) a sampling strategy for minimizing dataset size and complexity and maximizing ecological validity (Section VI-D), and 4) a chronological model for prediction of period of production (Section VI-E).
II. RELATED WORK
Among other approaches [4] [5] [6] , Zettl has proposed to address the semantic gap through a model of media encoding and decoding based on a hierarchy of low to high level "aesthetic elements" [7] . The method proposed here is also hierarchical, with feature extraction, classification, audio segmentation, meta-feature construction and regression moving toward a higher-level semantics. The method is also informed by film sound grammar, which is a collection of domainspecific knowledge aiding in the high-level task of analysis of cinematic sound. Whereas feature extraction is dominated by low-level descriptors, we also obtain meta-features, built on classification and segmentation, that represent complex concepts such as the distribution of auditory scenes of certain classes across a cinematic presentation [8] [9] [10] . Although typically only simple sound classes (e.g. speech and music) are considered in the context of high-accuracy classification (i.e. accuracy > 90%) [11] , this study attempts to expand those into a larger set, including hybrid classes combining the simpler ones. Lu et all [12] have shown that an SVM classifier, together with simple adjacency rules for building auditory scenes, is very effective in achieving high-accuracy of classification and segmentation. The use of timbral features is well established in the literature as providing the necessary discriminatory power to differentiate not only simple music and speech classes, but also for high-level classification tasks employing complex classes and-or genres such as in [13] . American means that the production was financed by at least one major American production company, and thus excludes independent productions. Feature film is a production at least 40 minutes long released for the theatrical market. The period from 1970 to 2006 was chosen for two reasons: 1) to reduce the population size for dataset labeling reasons, while 2) maintaining a long enough range for predicting the year of production of a soundtrack. Table I lists the result of stratified weighted random sampling on the population (sample size = 44), where each stratum is one decade. There are 9 films for 1970-79, 10 for 1980-89, 12 for 1990-99, and 13 for 2000-06. The imbalance of this distribution reflects the contribution of later decades to the population. The size of the sample was determined by the availability of films in the population over any given decade. For example, the 1970-79 decade population contributes all its nine films to the sample. Fig. 1 shows that the sampling strategy preserves ecological validity. 
B. Sample

IV. FEATURES
A. Selection
The selected features were: 1) 13 Mel-frequency cepstral coefficients (MFCC), obtained from the discrete cosine transform of the logarithm of the magnitude spectrum of the Mel short-time Fourier transform (STFT) [14] ; 2) spectral flux, the rate of change of the power spectrum through a distance comparison of adjacent normalized frames [15] ; 3) spectral centroid, the center of gravity of the magnitude spectrum of the STFT [16] ; 4) spectral rolloff, the frequency below which 85 % of the magnitude distribution is concentrated; and the 5) zero crossing rate (ZCR), the rate of change of the signal's sign [17] . The use of these timbral features is well established in the literature as providing the necessary descriptive power to differentiate not only simple music and speech classes, but also tasks involving music genre and user preferences, for example [13] . As such, these features were considered adequate to describe hybrid sound classes.
B. Preprocessing
Audio files for each soundtrack were acquired from the main mono, stereo or multichannel track on the original DVD releases. The files were then converted to 16 bit and resampled to 22 050 Hz, downmixed to mono and encoded in LPCM format. Finally, the entire dataset was segmented into approximately 80 000 segments, each 3 s long. These choices were based on 1) testing showing no additional information in the 11 025-22 050 Hz range for the purposes of classification, 2) no stereo features being used, 3) segment length appearing to be directly correlated with classification accuracy in [12] and 4) cinematic auditory scenes mostly being longer that 3 s.
C. Extraction
A vector of means and standard deviations for each of the 17 features was calculated for each segment. The basic analysis window was 512 samples long with no overlap. The size of each vector was 129 windows, which, at a sampling rate of 22 050 Hz, represented 512×129÷22 050 ≈ 3 s. A ring buffer of 40 windows (≈ 1 s) was kept for computing a moving average of each frame. This resulted in a vector of 68 features.
V. CLASSIFICATION A. Labeled Set
The labeled set was composed of 3560 distinct audio segments randomly sampled from the list in Table I , each 3 s long. These segments were manually classified by three different persons into any of the classes in Section V-B. The inter-coder agreement coefficient, Cohen's kappa [18] , was κ = 0.83. This is "almost perfect" agreement, according to [19] . Conflicts were resolved by majority voting. Only 3112 segments were used in training: a majority of coders could not be obtained for 448 segments.
B. Classes
The simplest classes considered were 1) speech (dialog, perceptually unaccompanied by music or environmental sound), 2) music (harmonic composition with a varying degree of subjective dissonance, perceptually unaccompanied by speech or environmental sound), 3) environmental sound (Foley, true environmental sounds, or noise in the strictest sense) and 4) silence (perceptual absence of any sound). However, for the purpose of inferring long auditory scenes of more than a few seconds, simple classes only were not enough: in practice, such occurrences are rare in cinematic sound. Therefore, these were subdivided into combinations of two-element hybrid classes, corresponding to all possible combinations of two simple classes, excluding silence: 5) speech with music background (speech that is perceptually dominant over music), 6) speech with environmental sound background (speech that is perceptually dominant over environmental sound) and 7) music with environmental sound background (music that is perceptually dominant over environmental sound.)
C. Classifier
The classifier used in this study was a fast implementation of a support vector machine (SVM) [20] using sequential minimal optimization (SMO) [21] . A linear kernel was used, since the data was linearly separable in the binary classification problem. Logistic regression models were built during training and prediction to obtain a posterior probability for each class call [22] .
VI. RESULTS
A. Validation
Ten-fold cross-validation was used to obtain performance metrics of the SMO classifier against a baseline classifier that predicts the mode, a classifier that employs Bayes's theorem while assuming independence between samples, a clustering classifier based on close samples in the feature space, and a support vector machine classifier without the SMO optimizations. Table II shows that SMO performed better than its direct alternatives: it was at least 10 % more accurate, with κ = 0.7 denoting "substantial" agreement with the baseline labels [19] , and with relative absolute error = 0.42 showing a marked reduction of errors over the baseline classifier. See [23] for a review of the relevant performance metric definitions. Table III shows that most misclassifications shared a simple constituent; the four circled numbers involving the speech with environmental sound class represent approximately 43 % of total misclassifications. However, proportionally, the music with environmental sound class held the highest error rate. Table IV shows that performance was consistently high across classes, with the exception of music with environmental sound, whose low precision is accounted by its low representation in the dataset together with significant misclassifications over its two constituent classes. Given the types of errors discussed above, this is expected, and a possible area for future improvements. See [24] for a review of the relevant performance metric definitions. 
B. Audio Segmentation
An auditory scene is a coherent collection of sound sources, only a few of which are perceptually dominant. In this model, a scene change occurs when the majority of these dominant sources change [25] . There is a natural equivalency between objects (sound sources) and characteristics (sound classes) [26] . Each scene was therefore modeled as a collection of adjacent segments sharing a common class, based on the rules in [12] . Because each scene was annotated with its posterior probability, based on the estimates of the classifier, those rules were extended to consider the joint probability of the resulting scenes. In rules 1 and 2, s i is the class of segment i in a 3-segment moving window of step 1. p (s) is the posterior probability of the s class call. Rule 1 considers s 1 a possible misclassification if the surrounding segments share a class, in which case the three segments are merged, and s 1 gets the joint probability of the surrounding segments.
Rule 1 s0 s1 s2 → s0 s1 s2
Require:
Rule 2 considers the case where the three adjacent segments are different, and s 1 is not silence. Whereas silence would be considered a misclassification if surrounded by two segments of the same class, here it could be a correct call. Here we smooth the segmentation results by replacing the middle segment by the one in the moving window with the highest probability of correctness.
Rule 2 s0 s1 s2 → s0 s1 s2
Require: Fig. 2 exemplifies the result of this process. There are seven time series, one for each sound class, stacked vertically for comparison. Each series conveys the joint probability and density of scenes across the soundtrack.
C. Meta-feature construction
For each class and all classes combined we computed the following meta-features: 1) means, standard deviation, minimum and maximum scene length, 2) scene frequency and 3) class coverage coefficient (the proportion of the duration of a soundtrack that that class represents), for a total of 48 features. These features were chosen because they were thought to adequately represent two types of cinematic editing variables that have changed over the last decades: continuity and type of music usage. Briefly, continuity of the narrative is chiefly determined by the moment, type and frequency with which an audio or video sequence is cut. There is considerable evidence that this frequency has increased in the last decades [8] [9] [10] . There is also some evidence that music in film has been moving from diegetic to non-diegetic use [2, 3] . By its nature, diegetic or source music is more uncommon than background music; this results in class coverage coefficients being an adequate descriptor for chronological prediction. For each decade and class, random sampling with substitution was performed with sample sizes 1-9. Cross-correlation was computed for each sub-sample with the entire sample, and its results summarized into three final series, one per metafeature. All three series are highly cross-correlated. If the sample size is representative of the population, then the anchor weigths used for stratified sampling can be reduced to eight films per decade with no loss of significance. 
D. Dataset size optimization
E. Chronological prediction model
The last step was to train a classifier with the task of predicting the year of production of unlabeled instance soundtracks. The classifier used was a decision table with a greedy hillclimbing search space strategy and majority voting fallback strategy [27] . We used a rule-based classifier because we were interested in obtaining meaningful rules that could be interpreted and explained as domain knowledge.
The feature space extracted from each instance soundtrack was as described in Section VI-C. However, after attribute search and selection, the classifier used a limited subset of the features, namely minimum scene length, scene frequency and scene length standard deviation, for which it derived 23 rules. Since the class coverage coefficients were rejected due to lack of explanatory power, an explanation might be that the changes in class coverage occurred earlier, in the 1940s [9] . Table V shows that the correlation coefficient between predicted and actual years was 0.79, with 62 % variability explained by the descriptors and approximately 5 years mean absolute error (MAE). These results show statistically significant improvements at 0.95 confidence, when compared to a baseline classifier that predicts the mode for every instance and an SMO regression-optimized SVM classifier [28] . The use of majority voting in the decision table algorithm is apparent in the prediction bias around the mode (Fig. 4) . Fig. 4 . Scatter plot of actual versus predicted years. Points are instance soundtracks, the dotted line is a hypothetical perfect classifier, the solid line is linear regression on the predictions (p < 0.001, r 2 = 0.62), the dashed line is LOWESS nonparametric regression on the predictions, and the dashed and dotted lines are smoothing applied to the positive and negative residuals from the LOWESS line to display conditional spread and asymmetry. The boxplots show inherent stratified sampling bias due to population imbalance.
VII. CONCLUSION
The combination of spectral characteristics (MFCC, spectral centroid, flux and rollof), and the zero-crossing rate as features for short segments provided sufficient discriminatory power for selecting between the seven sound classes used in this study. The use of additional features, namely stereophonic ones (such as apparent source width [ASW]) could, in principle, decrease the rate of misclassification, in particular of hybrid classes involving environmental sound, which proved to be the source of most misclassifications. Environmental noise, aside from an overly broad definition, is especially heterogeneous. One commonality might involve its fundamental binaural decorrelation (wherefore most of its defining characteristics would be lost during preprocessing of a soundtrack to one channel only).
Among various classifiers, SMO provided the best predictive capabilities. At 74% accuracy, the model could certainly see improvements when compared with the state-of-the-art, which tends to hover around 90%. However, the use of three hybrid classes is rare in the literature; as argued in Section VI-A, the majority of errors involved combinations of classes that would not exist in a simple four-simple-classes model, where misclassifications confusing a hybrid class with one of its constituent classes would disappear.
The use of logistic regression to obtain posterior class call probabilities aided in estimating the effectiveness of implicit audio segmentation based on adjacency rules. As a result, the sound class map shown in Fig. 2 provides a way of visualizing segmentation results and their correctness.
Under the limited scope of the dataset, this study presented evidence that a sampling frequency of eight instances per decade is strongly correlated with the full sample. A tentative conclusion, therefore, is that for the purposes of segmenting and classifying cinematic soundtracks in the 1970-2006 period, sampling eight instances per decade, for a total of 32 data points, is justified. It remains to be investigated whether these figures apply also to the full sound film period of 1930-present, or to other locales or agents of production.
The specific scope of this study disallowed further investigation of production locales and agents, but chronological prediction was scrutinized. For the three meta-features specifically employed (class coverage, scene frequency, and average scene length), the chronological model was able to learn how to place an unknown instance soundtrack in the 1970-2006 timeline, within an experimental error of approximately 5 years.
In the future, the feature space could be refined to include not only spectral characteristics, but also stereophonic ones. The SMO classifier appears to be adequate for the subsequent task of training and predicting unknown instances. The metafeature space should be adapted for a deeper dataset that includes earlier decades.
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