Abstract. In order to provide personalized treatment for patients with tongue carcinoma, a probabilistic adaptive genetic algorithm neural network (PAGA-BP) model is proposed in this paper. The PAGA-BP model ameliorates selection sorting operator, adaptive crossover operator and u-adaptive mutation operator to optimize the initial weight of BP neural network. By comparing with traditional GA-BP neural network and BP neural network survival prediction model, the results show that PAGA-BP prediction model has the highest approximation accuracy and better survival period prediction.
Introduction
Tongue carcinoma is a common clinical oral cancer with high proportion of oropharynx malignant tumor. Lingual muscles are often involved to restrict the movement of tongue [1] . Tongue carcinoma is not easy to be found at an early stage with a poor prognosis [2] . These treatments are often combined in clinic to minimize morbidity and mortality and improve the patients' quality of life [3] . Some patients may even receive metastatic tumor excision to better control local diseases [4] . The Back Propagation (BP) [5] network uses the error after output to estimate the error of the direct pre-layer of the output layer, and then uses this error to estimate the error of the previous layer. The core idea is to pass the output error back to the input layer layer by layer through the hidden layer in some form. These are major defects of BP neural network [6] : easy to cause local minimum values, the number of training times makes the convergence speed slower, the old samples will be forgotten after training to learn new samples.
GA is a method of searching for optimal solutions by simulating natural evolutionary processes [7] [8] .The purpose of the integration of GA and BP neural network is to optimize the initial weights and thresholds. And use the optimized network for better prediction. However, the genetic algorithm has low search efficiency and easy precocity. Optimizing BP neural network with simple genetic algorithm may lead to search direction deviation and immature convergence.
We propose a probabilistic adaptive genetic algorithm (PAGA), to optimize the prediction of survival. Due to the high dimensional non-linear of the Radiomics feature data of tongue carcinoma, this method first uses t-Distributed Stochastic Neighbor Embedding (t-SNE) algorithm for non-linear dimensionality reduction, and then introduces the PAGA-BP neural network for prediction of survival. The results obtained have smaller errors and higher prediction accuracy compared with the BP neural network and the traditional GA-BP neural network.
PAGA-BP Neural Network Encoding
In this paper, real-encoding is adopted. The encoding length is:
where m is the node number in hidden layer; n is the node number in input layer; l is the node number in output layer.
Fitness Function
In the fitness function designing, it is to find the best chromosome so that the error of neural network can be minimized. The formula is as follows:
Where k is the coefficient; n is the cases of training samples, m is the number of output nodes; y ij is the expected output value of the j-th output neuron of the i-th training sample; g ij is the predicted output of the j-th output neuron of the i-th training sample value. The fitness function uses the reciprocal of the error. The larger the error is, the smaller the fitness is.
We propose a new algorithm: individuals' fitness in the group is sorted from the largest to the smallest, and the probability that the individual is selected decreases proportionally as the fitness decreases.
In the above formula, p i is the probability of the i individual's selection; N is the number of group; f max is the maximum fitness value, and f avg is the average fitness value.
Adaptive Crossover Operator
If the crossover probability is too high, individuals with high fitness may be destroyed; and if the crossover probability is too low, the algorithm may prematurely converge and fall into a local extreme point [9] .So this paper improves the crossover probability, and the formula is as follows:
In the above formula, p c is the crossover probability, pc1 is the initial crossover probability, the value is taken as 0.8; f is the larger fitness value of the two individuals to be crossover, f max is the maximum fitness value, f avg is the average fitness value; k is the coefficient, and the value is (0,p c1 ), the value is taken as 0.4.
Since individuals use real-number encoding, the crossover method uses real-number crossover method. The k-th chromosome a k and the l-th chromosome a l intersect at the j bit as follows:
In the above formula, b is a random number among[0,1].
Mutation Operator
In the genetic algorithm, as the number of iterations increases, evolution gradually stabilizes, and the difference in fitness values gradually decreases, and the searching space gradually decreases. Therefore, the probability of individual genetic mutation should decrease as the number of evolution increases [10] [11] . Therefore, the mutation probability is improved in this paper for the above characteristics, and the probability formula of the mutation operator.
Where p v is the mutation probability, p v1 is the initial mutation probability, the value is taken as 0.4; f is the individual fitness value to be mutated, f max is the maximum fitness value, f avg is the average fitness value; k is a coefficient, and the value is (0,p v1 ), the value is taken as 0.3;  is a coefficient, and the value is(0,p v1 ) . The value is taken as 0.1; M is the current number of iterations;  =2, which is to prevent the probability from over decreasing when the number of iteration is 1.
The mutation operation selects the j-th gene aij of the i-th individual for mutation, and the mutation operation is as follows:
In the above formula, a max is the upper bound of gene a ij ; a min is the lower bound of gene a ij ;
; r 2 is a random number; M is the current number of iterations; N is the maximum number of evolution; r is a random number between [0,1].
Probabilistic Genetic Algorithm-Back Propagation (PAGA-BP) Neural Network
We proposed Probabilistic Adaptive Genetic Algorithm-Back Propagation (PAGA-BP) neural network. The crossover probability and the mutation probability are changed accordingly, so that the algorithm has strong convergence ability and search ability. The flowchart of the PAGA-BP neural network is shown in Figure 1 . The sample is real-coded according to equation (1) , and the population is initialized, and denoted as. We then calculate the individuals' fitness value in the population in turns according to equation (2) . If t>T or the fitness level meets the requirement, the optimal solution is obtained, and the optimal solution is brought into the BP network for training; otherwise, it conducted selective operation on population according to formula (3) (4) (5) , conduct crossover operation according to formula (6-7), and conduct mutation operation according to formula (8) (9) to generate new population P(t+1) as the next generation population.
Experimental Results
We have Radiomics feature data for 59 cases of tongue carcinoma, and the Radiomics feature data for each case has 1386 dimensions. The PCA dimension reduction resulted in total of 201 features (14.4%),while the 168(12.1%)imaging features were retained from t-SNE algorithm.
We used MATLAB R 2010b to achieve the construction, training and simulation of network prediction model. Forty-seven cases (80%) of the dimensional reduced feature data are used to construct the training set of prediction model, and the remaining 12 cases (20%) were used for test set.
The parameters in BP neural network included: a 3-layer BP neural network structure. The number of input nodes is 159, the number of output node is 1, the hidden layer nodes is 25. The transfer function of the implicit layer is S-type function, and the output layer's function is, the training function is, the performance function is the, the learning rate is 0.01, and the target error is 0.00004.
Genetic algorithm parameters: The population size is 10, and the evolution frequency is 50, the initial crossover probability is 0.8, the crossover coefficient k is 0.4, and the initial mutation probability is 0.4, the coefficient of variation k is 0.3, the coefficient of variation μ is 0.1.
From Table 1 , it can be seen that the BP neural network model in the three prediction models has the worst prediction result. Compared with the other two prediction model the prediction value has the largest deviation from the actual value. The PAGA-BP neural network improves the selection, crossover, and mutation operations of the genetic algorithm, generates a prediction value that is closest to the actual survival period As it can be seen from Figure 4 . The prediction results of the model from BP to GA-BP to PAGA-BP fit more and more to the actual results, and the error is getting smaller and smaller. This shows that for the high-dimensional non-linear Radianomic feature data of the tongue carcinoma, the PGA-BP prediction model after t-SNE dimensional reduction has the best survival period prediction. In the boxplot diagram, 0 on the X axis represents BP, 1 represents GA-BP, and 2 represents PAGA-BP, the data T-SNE + PAGA-BP cassette located in the middle of the front position of 50%, and even more concentrated, there is the greater probability of the observed abnormal value, However, T-SNE + BP and T-SNE + GA-BP the data distribution at the bottom of boxplot, the median is offset from the vertical center position quartile, the stronger the skewness of the distribution abnormalities value is concentrated.
Conclusion
The PAGA-BP neural network proposed in this paper can predict the survival time better than BP neural network and the traditional GA-BP neural network. However, as the amount of data increases, in the case of larger data processing, the computer will be more stressed and the prediction time will increase. Through experimental analysis, the proposed method not only rapidly reduces dimension of high-dimensional data, but also accurately predicts the survival of tongue carcinoma.
