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DISTANCE EVOLUTIONS IN GROWING PREFERENTIAL ATTACHMENT
GRAPHS
JOOST JORRITSMA AND JU´LIA KOMJA´THY
Abstract. We study the evolution of the graph distance and weighted distance between two
fixed vertices in dynamically growing random graph models. More precisely, we consider pref-
erential attachment models with power-law exponent τ ∈ (2, 3), sample two vertices ut, vt uni-
formly at random when the graph has t vertices, and study the evolution of the graph distance
between these two fixed vertices as the surrounding graph grows. This yields a discrete-time
stochastic process in t′ ≥ t, called the distance evolution. We show that there is a tight strip
around the function 4 log log(t)−log(1∨log(t
′/t))
| log(τ−2)| ∨ 4 that the distance evolution never leaves with
high probability as t tends to infinity. We extend our results to weighted distances, where every
edge is equipped with an i.i.d. copy of a non-negative random variable L.
1. Introduction
In 1999, Faloutsos, Faloutsos, and Faloutsos studied the topology of the early Internet net-
work, discovering power-laws in the degree distribution and short average hopcounts between
routers [27]. Undoubtedly, the Internet has grown explosively in the last two decades. It would
be interesting to investigate what has happened to the graph structure surrounding the early
routers (or their direct replacements) that were already there in 1999, ever since. Natural
questions about the evolving graph surrounding these early routers are:
• How did the number of connections of the routers gradually change? Did the early
routers become important hubs in the network?
• Can we quantify the number of hops needed to connect two early routers? Particularly,
did the hopcount decrease or increase while their importance in the network changed,
and more and more connections arrived? If so, how did the distance gradually evolve?
These kinds of questions drive the mathematics in the present paper. We initiate a research line
that studies how certain graph properties defined on a fixed set of vertices evolve as the sur-
rounding graph grows. We consider the weighted distance evolution in two classical preferential
attachment models (PAMs). Studying the evolution of a property on fixed vertices may sound
as a natural mathematical question. Yet, only the evolution of the degree of fixed vertices has
been addressed so far in the PAM literature [22, 41].
A realization of a classical preferential attachment graph can be constructed according to an
iterative procedure. One starts with an initial graph PA1 = (V1, E1) on the vertex set {1}, after
which vertices arrive sequentially at deterministic times t ∈ {2, 3, . . . }. We denote the graph at
time t by PAt and label all the vertices by their arrival time, also called birth time. The arriving
vertex t connects to present vertices such that it is more likely to connect to vertices with a
high degree at time t. Let P({t→ v} | PAt−1) denote the probability that t connects to v < t.
We consider two classical (non-spatial) variants of the model, the so-called (m, δ)-model based
on [7, 13] and the independent connection model [22]. They are formally defined in Section 2.
They both assume that there exists τ ∈ (2, 3) such that
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2 J. JORRITSMA AND J. KOMJA´THY
P({t→ v} | PAt−1) = Dv(t− 1)
t(τ − 1) +O(1/t), (1.1)
where Dv(t − 1) denotes the degree of vertex v directly after the arrival of vertex t − 1. As a
result, the asymptotic degree distribution has a power-law decay with exponent τ [22, 32]. We
equip every edge with a weight, an i.i.d. copy of a non-negative random variable L. The weight
of an edge represents the time (for a fluid/information) to traverse an edge. The model where
weighted distances are studied in (random) graphs, is also called first-passage percolation, see
[5, 33] and their references for an overview of first passage percolation on (random) graphs.
1.1. Main results. The weighted distance evolution is a discrete-time stochastic process that
we denote by
(
d
(t′)
L (ut, vt)
)
t′≥t and formally define in Definition 2.4 below. Here, ut and vt are
two typical vertices, i.e., they are sampled uniformly at random from the vertices in PAt. The
weighted distance between two vertices x and y at time t′, d(t
′)
L (x, y), is defined as the sum
of the weights along the least-weighted path from x to y that is present in PAt′ . The graph
distance d
(t′)
G (x, y) is defined as the weighted distance when L ≡ 1. The distance evolution(
d
(t′)
L (ut, vt)
)
t′≥t is non-increasing in t
′, since new edges arrive in the graph that may form a
shorter path between ut and vt.
To state our main result, we introduce two quantities to classify edge-weight distributions.
Let
I1(L) :=
∞∑
k=0
F
(−1)
L
(
exp(exp(−k))), I2(L) := ∞∑
k=0
1
k
F
(−1)
L−b
(
exp(exp(−k))), (1.2)
where F
(−1)
L (y) := infx{x ∈ R : FL(x) ≥ y} is the generalized inverse of FL(x) := P(L ≤ x),
and b := infx{x : FL(x) > 0}. See Remark 1.5 below for comments on I1(L) and I2(L). The
following functions are used to describe the graph and weighted distance. Set, for t′ ≥ t,
Kt,t′ = 2
⌊
log log(t)− log (1 ∨ log(t′/t))
| log(τ − 2)|
⌋
∨2, Qt,t′ :=
Kt,t′∑
k=1
F
(−1)
L
(
exp
(−(τ−2)−k/2)). (1.3)
Theorem 1.1 (Main result). Consider PA with power-law exponent τ ∈ (2, 3). Equip every
edge upon creation with an i.i.d. copy of the non-negative random variable L. Let ut, vt be two
typical vertices at time t. If I2(L) <∞, then(
sup
t′≥t
∣∣∣d(t′)L (ut, vt)− 2Qt,t′∣∣∣ )
t≥1
(1.4)
is a tight sequence of random variables. Regardless of the value of I2(L), for any δ, ε > 0, there
exists ML > 0 such that
P
(
∀t′ ≥ t : 2Qt,t′ −ML ≤ d(t
′)
L (ut, vt) ≤ 2(1 + ε)Qt,t′ +ML
)
≤ δ. (1.5)
Here, a sequence of random variables (Xn)n≥1 is called tight if limM→∞ supn P(|Xn| > M) = 0.
Theorem 1.1 tracks the evolution of d
(t′)
L (u, v) as time passes and the graph around u and v
grows, since in (1.4) the supremum is taken over t′ and t′ is inside the P-sign in (1.5). It is the
(1 + ε)-factor in the upper bound in (1.5) that makes (1.5) different from (1.4). Thus, the lower
bound is tight for any non-negative weight distribution. A special case of Theorem 1.1 is when
the edge-weight distribution L ≡ 1. Then the weighted distance and graph distance coincide
and, since I2(1) = 0, this yields the following corollary.
Corollary 1.2 (Graph distance evolution). Consider PA with parameter τ ∈ (2, 3). Let ut, vt
be two typical vertices in PAt. Then(
sup
t′≥t
∣∣∣d(t′)G (ut, vt)− 2Kt,t′∣∣∣ )
t≥1
(1.6)
is a tight sequence of random variables.
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Consequently, we obtain a hydrodynamic limit, i.e., a scaled version of the distance evolution
converges under proper time scaling to a non-trivial deterministic function.
Corollary 1.3 (Hydrodynamic limit for the graph distance evolution). Consider PA such that
the degree distribution decays as a power law with exponent τ ∈ (2, 3). Define for Tt(a) :=
t exp(loga(t)) for a ≥ 0 and let ut, vt be two typical vertices in PAt. Then
sup
a≥0
∣∣∣∣∣d
(Tt(a))
G (ut, vt)
log log(t)
− (1−min{a, 1}) 4| log(τ − 2)|
∣∣∣∣∣ P−→ 0, as t→∞. (1.7)
This can be verified by computing the value of Kt,Tt(a) using (1.3), substituting this value
into (1.6), and then dividing all terms by log log(t). Similar hydrodynamic limits can be derived
for the weighted distance evolution if the weight distribution satisfies I1(L) = ∞. The proper
scaling and the constant prefactor, similar to (1.7), can be determined through studying the
main growth term of Qt,t′ in (1.3) if F
(−1)
L is explicitly known.
Observe that in Corollary 1.3 all log log(t)-terms have vanished when a = 1. The following
consequence of Corollary 1.2 illustrates the rate at which smaller order terms appear and vanish.
In particular, the graph distance is of constant order as soon as t′/t is of polynomial order in t.
Corollary 1.4 (Lower order terms). Consider PA with parameter τ ∈ (2, 3). Let ut, vt be two
typical vertices in PAt. Let g(t) be any function that is bounded from above by 2Kt,t, and set
Tg(t) := t
1+(τ−2)−g(t)/4. Then, for two typical vertices ut and vt in PAt,(
d
(Tg(t))
G (ut, vt)− g(t)
)
t≥1
is a tight sequence of random variables.
We now comment on the quantities I1(L) and I2(L) from (1.2) that are used to classify
edge-weight distributions.
Remark 1.5 (Explosive and conservative weight distributions). If I1(L) < ∞, we call the
weight distribution explosive, otherwise we call it conservative. I1(L) measures how flat the
edge-weight distribution FL is around the origin. Many well-known distributions with support
starting at zero are explosive distributions, e.g. Unif[0, r], Exp(λ). On the contrary, distributions
that have support that is bounded away from zero automatically belong to the conservative
class. The second quantity, I2(L), measures flatness of FL around the start of its support and
is infinite only for distributions that are extremely flat near b. More concretely, if FL in the
neighbourhood of zero satisfies for some β ≥ 1
FL(x) = exp
(− exp (ex−β)),
then I2(L) = ∞, while for β ∈ (0, 1) it holds that I2(L) < ∞ We are mostly interested in
distributions that satisfy I1(L) = ∞, as by [37, Theorem 2.8] the typical weighted distance is
already of constant order if I1(L) <∞, making Theorem 1.1 a trivial statement in this case.
1.2. Literature perspectives on PAMs.
1.2.1. Snapshot analysis. The two models studied in this paper are the most commonly used
pure PAMs in the literature, i.e., in these models it is solely the preferential attachment mech-
anism that drives the changes in the graph topology. These PAMs are mathematically defined
by Bolloba´s and Riordan [13], and Dereich and Mo¨rters [22]. For an overview of rigorous results
and references we refer to [32], but also to recent works on these models [8, 15, 21, 22, 23, 25, 37].
Since the original PAM, many variants with more involved dynamics and connection functions
have been introduced. In [43], the vertex set is fixed and only edges are formed dynamically.
The variations introduced in [3, 19] allow for edges being formed (or deleted in [19]) between
existing vertices. Refs. [22, 23] consider a version where the attachment function can be sub-
linear in the degree. In [18, 20, 24, 28] vertices are equipped with a fitness and in [38] the
arriving vertices have a power of choice. Spatial variants where vertices have a location in an
underlying Euclidean space are studied in [2, 35, 36]. Here, closeness in Euclidean distance is
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combined with preferential attachment. The age-dependent random connection model [29, 30]
is a recent spatial version. There the connection probabilities are not governed by the degree
of vertices, but by their relative age compared to the arriving vertex. In these papers, several
graph properties have been studied in the large network limit, i.e., as the number of vertices t
tends to infinity. Stochastic processes on PAMs have been analysed in [7, 14] for the contact
process and in [4] for bootstrap percolation.
The above mentioned results and papers provide statements about static snapshots of the
graph PAt in the large network limit: the network is considered at a single time t as t tends to
infinity. This snapshot analysis allows for comparison to (simpler) static random graph models,
such as the configuration model [11, 39], Chung-Lu model [17], and the Norros-Reittu model
[42], and strikes to classify properties of random graphs as either universal or model-dependent.
See [32, 34] and its references for universal properties. Due to the snapshot analysis, temporal
changes of the graph that are reflected in the statements of Theorem 1.1, are absent in earlier
works for graph properties other than the degree of fixed vertices [22, 41].
1.2.2. First-passage percolation. In view of the above discussion, we recall the static counterpart
of Theorem 1.1 by the authors in [37] that generalizes earlier results on graph distances in PAMs
[15, 21, 25]. In [37, Theorem 2.8] it is shown that, for weight distributions satisfying I2(L) <∞,(
d
(t)
L (ut, vt)− 2Qt,t
)
t≥1
(1.8)
forms a tight sequence of random variables. Observe that Theorem 1.1 extends this result.
For the configuration model, similar results to (1.8) were derived subsequently in [1, 6, 9],
indicating universality of first passage percolation: the scaling for the two models is the same
up to constant factors when τ ∈ (2, 3).
1.2.3. Future directions: evolving properties. This paper commences a research line by study-
ing an evolving graph property (other than the degree of fixed vertices [22, 41]). Statements
involving the evolution of a property describe the structure of the graph during a time interval,
rather than at a single time. We consider the distance evolution in two classical preferential
attachment models. This requires a more fine-grained control of the entire graph than the
degree evolution of a fixed vertex, and also yields more insight in the evolution of the structure
of the graph. One of the main reasons to consider distances for these classical PAMs is that they
display a notable change over time. The growth terms decrease from log log-order to constant
order as the graph grows. This is in contrary to, for example, the local clustering coefficient, a
graph property related to the number of triangles which a typical vertex is a member of. The
local clustering coefficient of a typical vertex is of constant order and tends to zero for typical
vertices due to the locally tree-like structure in classical PAMs.
A natural extension of the present paper would be to study the distance evolution in PAMs
where the asymptotic degree distribution has finite variance. For this regime, it is known that
the static typical graph distance is of order Θ(log(t)), but the precise constant has not been
determined. We expect that in this regime the time-scaling of the growth is different from the
scaling of the hydrodynamic limit in Corollary 1.3 and to see the distance drop by a constant
factor when t′/t is of polynomial order, rather than stretched exponential in the logarithm. We
plan to report more precise results in a forthcoming paper.
Distances in spatial preferential attachment (SPA) are studied in [31] for the regime where
τ ∈ (2, 3): [31] proves an upper bound using a similar two-connector procedure that we also
use here. The lower bound for distances in SPA for τ ∈ (2, 3) and asymptotic results for other
parameter regimes remain interesting open problems.
In most PAMs the graph and its edge set are increasing over time. In [19] a variation of
PAM is introduced where edges can be deleted. As a result the distance evolution is no longer
monotone and other behaviour may be expected.
The variations of PAMs mentioned in Section 1.2.1 all have properties that can be considered
from a non-static perspective. For instance, one could analyse the local clustering coefficient in
versions of PAMs that are not locally tree-like. Static analysis of the local clustering coefficient
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on spatial variants of PAMs have been done in [29, 35]. We have initiated work in this direction
and hope to communicate results on it soon. Some frequently studied global properties are the
size of the giant component and its robustness against site or edge percolation [23, 26, 30, 36],
and condensation phenomena [10, 18, 20, 28, 38].
1.3. Methodology. The proof of Theorem 1.1 consists of a lower bound and an upper bound.
For the upper bound we prove that at all times t′ ≥ t there is a path from ut to vt that has
total weight at most 2Qt,t′ + 2M and contains only vertices born, i.e., arrived, before time t
′.
We first heuristically argue that the scaling for the graph distance in (1.7) is a natural scaling.
After that, we turn to the difficulties that arise in handling the dynamics. The degree Dqt(t
′)
of a vertex qt ∈ {ut, vt} at time t′ is of order (t′/qt)1/(τ−1). Writing t′ = Tt(a) := t exp(loga(t))
and approximating the birth time of the uniform vertex qt by t, we have that
Dqt
(
Tt(a)
) ≈ exp ( loga(t)/(τ − 1)) =: s(a).
Generally, a vertex of degree s is at graph distance two from many vertices that have degree
approximately s1/(τ−2). This allows for an iterative two-connector procedure that starts from
an initial vertex with degree at least s(a) and reaches in the k-th iteration a vertex has degree
approximately (s(a))(τ−2)
−k
. We call k 7→ (s(a))(τ−2)−k the degree-threshold sequence. At each
iteration, we greedily extend the path by two edges, arriving to such a higher-degree vertex:
these two edges are chosen to minimize the total edge length among all such two edges. This
two-connector procedure to vertices with increasing degree is iterated until the well-connected
inner core is reached. The inner core is the set of vertices with degree roughly Tt(a)
1/(2(τ−1))
at time Tt(a). Hence, for a < 1, the total number of iterations to reach the inner core is
approximately
min
{
k : (s(a))(τ−2)
−k ≥ Tt(a)1/(2(τ−1))
}
≈ (1− a) log log(t)| log(τ − 2)| . (1.9)
By construction, the graph distance from ut and vt to the inner core is two times the right-hand
side (rhs) in (1.9). The weighted distance to the inner core is bounded by summing the upper
bounds on the weight that is added in every iteration. The graph and weighted distance between
vertices in the inner core are negligible, yielding the scaling in (1.7), as well as the upper bounds
in Theorem 1.1.
There are three main difficulties in the outlined procedure. Firstly, it is not good enough to
start the two-connector procedure from ut (or vt) because the error terms arising from t
′ close
to t are too large. To resolve this, we start the procedure from a vertex, say qt,0, that has degree
at least s(0)0 at time t for some constant s
(0)
0 . The segment between qt and qt,0 is fixed for all
t′ ≥ t, so that we only have to account for a possible error once. Secondly, we need a bound on
the degree of the vertex qt,0 over the entire time interval [t,∞), not just at a specific time t′.
For this we employ martingale arguments. Lastly, to make the error probabilities summable in
t′, we argue that the two-connector procedure does not have be executed for every time t′ ≥ t,
but only along a specific subsequence of times (ti)i≥0, where
ti ∈
[
t exp
(
(τ − 2)−i+1), t exp ((τ − 2)−i−1)].
This sequence is chosen such that at time ti+1 one iteration less than at time ti is needed to
reach the inner core from the initial vertices. See Figure 1 for a sketch.
For the lower bound we first bound the probability that the graph distance d
(t′)
G (ut, vt) is
ever too short and then extend it to weighted distances. To estimate the probability of a too
short path, we develop a refined truncated path-counting method inspired by [21]. Let, for a
fixed t, (`(t)k,t′)k≥0,t′≥t be an array of birth times that is decreasing in both parameters. The
path-counting method first excludes possible paths from ut to vt that are unlikely to be present
in PAt′ , called bad paths. A bad path of length k reaches a vertex born before time `
(t)
k,t′ using
only vertices born before t′. The longer a path is, the more likely it is that an old vertex can
be reached. Moreover, as the graph grows, it becomes more likely that there is a short path
to an old vertex. The array of birth times (`(t)k,t′)k≥0,t′≥t is therefore non-increasing in both
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Figure 1. Construction of a path from qt to the inner core at the times (ti)i≤3,
where t0 = t. The y-axis represents the degree of vertices at time ti and the
connected dots the vertices on the path segments from qt via qt,0 to the inner
core. The black dashed horizontal lines represent the degree-threshold sequence,
while the continuous black lines represent the maximal degree in the graph at
time ti. The degree of qt,0, the maximal degree in the graph and the degree
threshold for the inner core all increase over time. The degree of vertex qt,0
satisfies the inner-core threshold at time t3. The red dashed segment from qt to
qt,0 is the same for all i, while the blue segment from qt,0 is constructed at the
times (ti)i≤3.
parameters. Among the other possible paths that are too short, the good paths, the method
counts the expected number of paths from ut to vt that are present in PAt′ . More precisely, the
expected number of these paths of length at most 2Kt,t′ − 2MG is shown to be much smaller
than one for some MG > 0. The decomposition of good and bad paths is done for every t
′ > t,
in an interlinked way. The crucial observation is that if there is no too short path present at
time t′, but there is a too short path present at time t′+ 1, then the vertex labelled t′+ 1 must
be on this connecting path and thus it must be either on a bad path or on a too short good
path. See Figure 2 for a sketch of the argument. We bound the expected number of bad or
too short good paths that are restricted to pass through the newly arrived vertex t′. These
bounds are a factor 1/t′ smaller than similar bounds without the restriction. As a result, the
error bound is summable in t′ and tends to zero as t tends to infinity.
To extend the result from graph distances to weighted distances, we observe that if the
graph distance between ut and vt is at least 2Kt,t′ − 2MG, then the graph neighbourhoods of
radius Kt,t′ −MG must be disjoint. A path that connects ut to vt must cross the boundaries
of these graph neighbourhoods. We bound the number of vertices at distance precisely k from
qt ∈ {ut, vt} from above, for k ≤ Kt,t′−MG. This allows to bound the weight of the least-weight
edge between vertices at distance k and k + 1 from qt from below. The sum of these minimal
weight bounds is then a lower bound to reach the boundary. However, the error probabilities are
not summable in t′. To resolve this, we show that it is sufficient to consider only a subsequence
of times, similarly to the upper bound.
Organisation. In the next section we rigorously define the models. The lower bound is proven
in Section 3. In Section 4 we present the proof of the upper bound.
Notation. For two functions f(x) and g(x), we say f(x) = o
(
g(x)
)
if limx→∞ f(x)/g(x) = 0,
and write f(x) = O(g(x)) if limx→∞ f(x)/g(x) < ∞. For min{a, b} and max{a, b}, we write
a ∧ b and a ∨ b, respectively. We define [n] := {1, . . . , n}, while bnc := max{x ∈ N : x ≤ n}
and dne := max{x ∈ N : x ≥ n}. Let (Xn)n≥0 and (Yn)n≥0 be two sequences of random
variables. We say that X0 dominates Y0 if there exists a coupling of the random variables such
that P(X0 ≥ Y0) = 1. Similarly, the sequence (Xn)n≥0 dominates (Yn)n≥0 if there exists a
coupling of the sequences such that P(∀n≥0 : Xn ≥ Yn) = 1. A random graph dominates a
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Figure 2. Good and bad path decomposition for the lower bound. The y-axis
represents arrival time of vertices and the x-axis the graph distance from ut.
Bad paths are displayed in red, good paths are green and dashed. The blue
dotted paths represent possible paths that are absent at time t1. Let t2 > t1
and k > j. The black tiny-dotted horizontal lines represent the birth-threshold
array (`(t)i,t′)i≥0,t′≥t which is decreasing in t
′ at the times t1, t2 and also decreasing
in i. At time t1 there is neither a bad path of length at most k present, nor
a good path of length 2k that connects u and v. Then, if u and v are at time
t2 at graph distance 2k, there must be either a bad path of length at most k
emanating from u or v that traverses a vertex in (t1, t2], or there must be a short
good path traversing such a vertex. Observe that the good path is allowed to
traverse a vertex in [`(t)k,t2 , `
(t)
k,t1
). In particular, this holds for t2 = t1 + 1.
random graph H if there exists a coupling such that every edge in H is also contained in G.
If a random object X dominates Y , we write X
d≥ Y . We say that (Xn)n≥0 converges to a
random variable X∞, i.e., Xn
P−→ X∞, if for all ε > 0 it holds that P(|Xn −X∞| > ε) = o(1).
A sequence of events (En)n≥0 holds with high probability (whp) if P(En) = 1 − o(1), and
abbreviate ‘with probability’ by w/p. The complement of an event E is denoted by ¬E. For
a sequence of vertices in (pii)i≤n with birth times at most t′, we write {pi0 ↔ pi1} for the event
that pi0 and pi1 are connected by an edge in PAt′ for t
′ ≥ max{pi0, pi1}. Moreover, we define
{pi0 ↔ · · · ↔ pin} := {pi0 ↔ pi1} ∩ · · · ∩ {pin−1 ↔ pin}. The sequence (or path) (pii)i≤n is called
self-avoiding if the vertices are pairwise disjoint.
2. Model definition
The first model that we introduce is a classical model where every arriving vertex connects
to a fixed m ∈ N vertices, and the edges are created sequentially. It is often called the (m, δ)-
model, and appeared first in [7, 13], for variations see [32, Chapter 8]. Denote by D←v (t, j) the
number of incoming connections of a vertex v after j edges have been formed at time t, for
j = {1, . . . ,m}. We abbreviate D←v (t) := D←v (t,m), and denote by {t j→ v} the event that the
j-th edge, for j ∈ {1, . . . ,m}, of vertex t connects to v < t.
Definition 2.1 (Fixed outdegree preferential attachment). Fix m ∈ N, δ ∈ (−m,∞). Let
FPA1(m, δ) be a single vertex without any edges. We define FPA(m, δ) by the following sequence
of conditional connection probabilities corresponding to the attachment of the j-th edge
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P
({t j→ v} | FPA(t,j−)) = D←v (t, j − 1) +m(1 + δ/m)(t− 2)(δ + 2m) + j − 1 +m+ δ , v ∈ [t− 1], (2.1)
where FPA(t,j−) denotes the graph right before the insertion of the j-th edge of t. An important
parameter of the model is
τm,δ := 3 + δ/m. (2.2)
The denominator in (2.1) is a normalizing constant. Definition 2.1 does not allow self-loops,
but allows multiple edges between vertices.
More recently, a similar model has been introduced where the outdegree of arriving vertices
is variable, since the arriving vertex connects independently to existing vertices [22]. Again,
D←v (t) denotes the indegree of vertex v right after time t.
Definition 2.2 (Variable outdegree preferential attachment). Let f : N→ (0,∞) be a concave
function satisfying f(0) ≤ 1 and f(1)−f(0) < 1. We call f the attachment rule. Let VPA1(f)
be a single vertex without any edges. The model VPA(f) is defined by the following sequence
of conditional connection probabilities corresponding to the attachments of the vertex arriving
t, i.e.,
P
({t→ v} | VPAt−1) = f(D←t (v))
t
, v ∈ [t− 1],
where the connections to existing vertices are formed independently of each other. Important
parameters of the model are
γf := lim
k→∞
f(k)/k, τf := 1 + 1/γ, (2.3)
which are well-defined by the concavity of f , assuming γf > 0. We call τf the power-law
exponent. In this paper we restrict ourselves to affine attachment rules, i.e., f(k) = γk + β.
Generally FPA(m, δ) and VPA(f) show qualitatively the same behaviour when τm,δ = τf .
Therefore, we often refer to preferential attachment (PA) with a power-law exponent τ > 2, by
which we mean either τm,δ in (2.2) or τf in (2.3). Observe that (1.1) holds for both models.
We now formalize the notion of paths for a sequence of growing graphs, which is used to
define distances and distance evolutions.
Definition 2.3 (Paths). We call a vertex tuple (pi0, . . . , pin) =: pi a q-path if pi0 = q, and we call
it a (u, v)-path if pi0 = u, pin = v, and u 6= v. The path pi is called t′-possible if maxi≤n pii ≤ t′
and t′-present if it is t′-possible and all edges {(pi0, pi1), . . . , (pin−1, pin)} are present in the graph
at time t′. The sign ∃ indicates that a path is present.
Definition 2.4 (Distances in graphs). Consider the graph PAt = (Vt, Et) and let every edge e be
equipped with a weight Le. For ut, vt ∈ Vt, let Ωt′(ut, vt) := {pi : pi is a t′-present (ut, vt)-path}.
We define the graph distance and weighted distance between ut, vt ∈ Vt at time t′ as
d
(t′)
G (ut, vt) := min
pi∈Ωt′ (u,v)
∑
e∈pi
1, d
(t′)
L (ut, vt) := min
pi∈Ωt′ (ut,vt)
∑
e∈pi
Le.
For a vertex v and a vertex set W ⊆ [t′], we define
d
(t′)
G (v,W) := min
w∈W
d
(t′)
G (v, w), d
(t′)
L (v,W) := min
w∈W
d
(t′)
L (v, w).
If ut and vt are two typical vertices, i.e., they are sampled uniformly at random from PAt, then
we call
(
d
(t′)
L (ut, vt)
)
t′≥t the weighted distance evolution.
3. Proof of the lower bound
Now we prove the lower bound of Theorem 1.1, i.e., we show that with probability close to
one there is no too short path between ut and vt for any t
′ ≥ t. The main contribution of this
section versus existing literature, e.g. [15, 21, 37], is the following proposition concerning the
graph distance. In its proof we develop a path-decomposition technique that uses the dynamical
construction of PAt in a refined way to get strong error bounds that are summable over t
′ ≥ t.
After the notational and conceptual set-up of the argument, we state and prove some technical
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lemmas. In the end of the section, we extend Proposition 3.1 to the edge-weighted setting, using
refinements of the error bounds in [37]. We abbreviate u := ut and v := vt, respectively.
Proposition 3.1 (Lower bound graph distance). Consider PA with parameter τ ∈ (2, 3). Let
u, v be two typical vertices in PAt. Then for any δ > 0, there exists MG > 0 such that
P
(∃t′ ≥ t : d(t′)G (u, v) ≤ 2Kt,t′ − 2MG) ≤ δ. (3.1)
Observe that t′ is inside the P-sign. Hence (3.1) tracks the evolution of d(t
′)
G (u, v) as time passes,
and the graph around u and v grows. To estimate the probability of a too short path, we use a
truncated path-counting method similar to [21]. This method first excludes possible paths that
are unlikely to be present, called bad paths. Then, among the rest, the good paths, it counts the
expected number of paths that are too short and present in PAt′ . More precisely, the expected
number of paths between u and v of length at most
2Kt,t′ := 2Kt,t′ − 2MG
is shown to be much smaller than one. We do this decomposition in an interlinked way that
ensures that paths are only counted once.
3.1. Set-up for the graph distance evolution. Recall that the arrival time of a vertex is
also called birth time. The decomposition of good and bad paths is based on an array of birth
times (`(t)k,t′) for which we make the following assumption throughout this section.
Assumption 3.2. The array of birth times (`(t)k,t′)k≥0,t′≥t is a positive integer-valued array that
is non-increasing in both parameters and satisfies `
(t)
0,t′ ≤ t. We call it the birth-threshold array.
Recall the definition of paths in Definition 2.3.
Definition 3.3. Let (`(t)k,t′)k≥0,t′≥t be an array satisfying Assumption 3.2. A t
′-possible q-path
(pi0, . . . , pik) is called t
′-good if t′ ≥ pij ≥ `(t)j,t′ for all j ≤ k, otherwise it is called t′-bad. A
t′-possible (u, v)-path (pi0, . . . , pin) is called (n, t′)-good if pij ∧ pin−j ≥ `(t)j,t′ for all j ≤ bn/2c,
otherwise it is called t′-bad.
This definition calls any path bad if it has a too old vertex, where the threshold `(t)k,t′ depends on
the distance from pi0. Thus, all vertices on a good path are sufficiently young. We decompose
t′-bad paths according to their first vertex violating the threshold.
Definition 3.4. Let (`(t)k,t′)k≥0,t′≥t be an array satisfying Assumption 3.2. We say that a pi0-path
(pi0, . . . , pin) of length n is (k, t
′)-bad if the path is t′-possible and pij ≥ `(t)j,t′ for all j < k, but
pik < `
(t)
k,t′.
Observation 3.5. Let (`(t)k,t′)k≥0,t′≥t be an array satisfying Assumption 3.2. Then
(1) if a path is t′-good, then it is t˜-good for all t˜ ≥ t′.
(2) if a path is t′-bad, it is possible that it turns t˜-good for some t˜ > t′.
(3) if a path (pi0, . . . , pin) is t
′-bad, then it is t˜-bad for any t˜ ∈ [max{pii}, t′].
(4) if for all i ≤ k no (i, t′ − 1)-bad path is present in PAt′−1, then a (k, t′)-bad path can
only be present in PAt′ if it passes through vertex t
′.
All four observations follow directly from the definitions of good and bad paths, and the fact
that (`(t)k,t′)k≥0,t′≥t is decreasing in both parameters, see Figure 3(A-B). The fourth observation
turns out to be crucial in our decomposition argument. We define the events whose union
implies the event between brackets in (3.1). We start with the event of having a bad path
emanating from q ∈ {u, v} for k ≥ 1, t′ ≥ t, i.e.,
E(q)bad(k, t′) :=
{ {∃(k, t)-bad q-path}, t′ = t, (3.2a){∃(k, t′)-bad q-path, ∀i≤k : @(i, t′ − 1)-bad q-path}, t′ > t. (3.2b)
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(a) (b) (c)
Figure 3. Good and bad path decomposition for the lower bound. Bad paths
are displayed in red, the green dashed lines are the good paths, and the blue
dotted lines represent possible paths that are absent. The y-axis represents
the birth time of the vertices and the x-axis the graph distance from q and
u, respectively. In Figure (A) we see that if a path is t1-good, then it is also
t2-good since t
′ 7→ `(t)k,t′ is decreasing. However, the red (k, t1)-bad path turns
(k, t2)-good. Figure (B) shows that if there is no (k, t1)-bad path, a red (k, t2)-
bad path must pass through a vertex in (t1, t2]. Note that the green path in
Figure (B) is t2-good. Although it violates a birth threshold valid at time time
t1, the path is not t1-bad because it is not t1-possible. Figure (C) shows that
if there is neither a good, nor a bad t1-present (u, v)-path of length 2k, then a
t2-present (good) (u, v)-path must pass through a vertex in (t1, t2]. We apply
the observations in these figures for t2 = t1 + 1.
For completeness we define for t′ ≥ t, k = 0,
E(q)bad(0, t′) :=
{
q < `(t)0,t′
} ⊆ E(q)bad(0, t), (3.3)
where the inclusion follows since t′ 7→ `(t)0,t′ is non-increasing. By the additional restriction on
bad paths in (3.2b), the events E(q)bad(k, t′) are disjoint in both parameters. For E(q)bad(k, t′) and
t′ > t, as a result of Observation 3.5(4) and the restriction in the definition (3.2b) of not having
a bad path at time t′ − 1, we only have to consider paths that pass through the vertex t′. This
motivates to decompose the (k, t′)-bad paths passing through vertex t′ according to the number
of edges between the initial vertex q ∈ {u, v} and t′. Indeed, consider a (k, t′)-bad q-path where
t′ is the i-th vertex, i.e., it is of the form (q, pi1, . . . , pii−1, t′, pii+1, . . . , pik). Then, by Definition
3.4, the constraints that this path satisfies is that for j < k, pij ≥ `(t)j,t′ . This means that on the
segment (pii+1, . . . pik) =: (σ1, . . . , σk−i) the indices of the constraints have to be shifted by i,
giving rise to σj ≥ `(t)i+j,t′ for j ≤ k − i. Hence, we introduce good paths on a segment. Recall
that {pi0 ↔ · · · ↔ pin} means that (pi0, . . . , pin) is t′-present for t′ = maxi≤n pii.
Definition 3.6. Given an array (`(t)k,t′)k≥0,t′≥t satisfying Assumption 3.2, let{
x
[i,n)
; y
}
t′ :=
{
disjoint(pii, . . . , pin−1) : x = pii ↔ · · · ↔ pin−1 ↔ y | ∀j<n : pij ∈ [`(t)j,t′ , t′]
}
.
If
{
x
[i,n)
; y
}
t′ 6= ∅, we say that there is a t′-good x-path on segment [i, n). We write{
x
[i1,n1)
; y
}
t′ ◦
{
y
[i2,n2)
; z
}
t′
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for the set of self-avoiding (x, z)-paths that are t′-good on the segment [i1, n1) from x to y and
t′-good on the segment [i2, n2) from y to z.
Note that there is no birth restriction on the last vertex on the segment, explaining the half-open
interval superscript [i, n). Thus, if pik < `
(t)
k,t′ , then∣∣{q[0,i); t′}
t′ ◦
{
t′
[i,k)
; pik}t′
∣∣ ≥ 1
precisely means that there is a (k, t′)-bad q-path from q to pik that has t′ as its i-th vertex. For
notational convenience we omit the subscript t′.
Having set up the definitions for the bad paths, we define the events that allow to count the
expected number of too short good (u, v)-paths. Let, for n ≥ 1,
E(u,v)short(n, t′) :=
{ {∃(n, t)-good (u, v)-path}, t′ = t, (3.4a){∃(n, t′)-good (u, v)-path, ∀t˜<t′ : @(u, v)-path of length n}, t′ > t,(3.4b)
and set for completeness
E(u,v)short(0, t′) := {u = v}.
Observe that in (3.4b) we require that at previous times there was neither a good, nor a
bad path of length n. This is a stronger requirement than the one in (3.2b), where we do
not put any restrictions on good paths at a previous time. By definition, for a fixed n, the
events E(u,v)short(n, t′) are disjoint. Moreover, we observe that if E(u,v)short(n, t′) holds, then there is
a t′-present (u, v)-path of length n connecting u and v that traverses the vertex t′, which is a
similar observation to Observation 3.5(4), see Figure 3(C). Using the definitions of the events,
we bound the event between brackets in (3.1), as stated in the following proposition. We write
σ(u, v) := {(u, v), (v, u)}.
Proposition 3.7. Let (`(t)k,t′)k≥0,t′≥t be an array satisfying Assumption 3.2. Then
{∃t′ ≥ t : d(t′)L (u, v) ≤ 2Kt,t′} ⊆ ∞⋃
t′=t
(Kt,t′⋃
k=0
⋃
q∈{u,v}
E(q)bad(k, t′)
)
∪
2Kt,t′⋃
n=0
E(u,v)short(n, t′)
 . (3.5)
Moreover, for k, n ≥ 2 and t′ > t
E(u)bad(k, t′) ⊆
`
(t)
k,t′−1⋃
x=1
k−1⋃
i=1
{∣∣{u[0,i); t′} ◦ {t′[i,k); x}∣∣ ≥ 1}, (3.6)
E(u,v)short(n, t′) ⊆
⋃
(q1,q2)
∈σ(u,v)
t′−1⋃
x=`
(t)
bn/2c,t′
bn/2c−1⋃
i=1
{∣∣{q1[0,i); t′} ◦ {t′[i,bn/2c); x} ◦ {q2[0,dn/2e); x}∣∣ ≥ 1}
∪
{∣∣{q1[0,bn/2c); t′} ◦ {q2[0,dn/2e); t′}∣∣ ≥ 1}. (3.7)
Proof. We first prove (3.7). Let pi be any path of length n ≥ 2 whose presence implies
E(u,v)short(n, t′) for some t′ > t, so that pi is a t′-good (u, v)-path by the definition of E(u,v)short(n, t′)
in (3.4b). From (3.4b) it also follows that t′ is on pi, as there was neither a good, nor a bad
(u, v)-path of length n before time t′. Thus, the t′-good (u, v)-path pi can be decomposed in a
t′-good u-path of length bn/2c and a t′-good v-path of length dn/2e. Considering all possible
positions of t′ on the path, the presence of pi implies the event on the rhs in (3.7). There, we
denoted by x 6= t′ the vertex at distance bn/2c from q1 that satisfies the constraint x ≥ `(t)bn/2c,t′ .
Thus, x is at distance dn/2e from q1, and since j 7→ `(t)j,t′ is non-increasing also x ≥ `(t)dn/2e,t′ . So
the inclusion in (3.7) holds, since pi was an arbitrary path.
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Similarly, let pi = (q, . . . , pik) be any path of length k ≥ 2 whose presence implies E(q)bad(k, t′)
for some t′ > t, q ∈ {u, v}, so that pik < `(t)k,t′ . By Observation 3.5(4), vertex t′ must be on pi
and by a similar reasoning as before we obtain (3.6).
Lastly, we prove (3.5) for which we rewrite the left-hand side (lhs) as a union over time and
paths, i.e.,
{∃t′ ≥ t : d(t′)L (u, v) ≤ 2Kt,t′} = ∞⋃
t′=t
2Kt,t′⋃
n=0
⋃
(pi1,...,pin−1)
∈[t′]n−1,
disjoint
{
u↔ pi1 ↔ · · · ↔ pin−1 ↔ v
}
.
Let pi := (pi0, . . . , pin) be any self-avoiding path from pi0 := u to pin := v in this set. The
smallest time t′ at which pi can be present in the union on the rhs is at t′ := t ∨ maxi≤n pii.
Then, n ≤ 2Kt,t′ must hold due to the fact that t′ 7→ Kt,t′ is non-increasing. We will show
now that the event that pi is t′-present is captured in either E(u,v)short(n, t′) or E(q)bad(k, t˜) for some
t˜ ≤ t′, k ≤ n/2, q ∈ {u, v}. For any length n ≥ 0, if u ∧ v < `(t)0,t′ , then
{pi present} ⊆ E(u)bad(0, t) ∪ E(v)bad(0, t),
since t′ 7→ `(t)0,t′ is non-increasing. From now on we assume that u ∧ v ≥ `(t)0,t′ . If n ≤ 1, that is
when {u = v} or {u↔ v}, then pi must already be present at time t, i.e.,
{pi present} ⊆ ∪i∈{0,1}E(u,v)short(i, t).
From now on we assume that the length n ≥ 2. Moreover, if pi is a t′-good path, then
{pi present} ⊆ Eshort(n, t′).
Assume pi is not a t′-good (u, v)-path. Consequently, there is a t′-bad path emanating from
either u or v, which is a subpath of pi. So, recalling Observation 3.5(1) and (2), the first time
that this bad subpath is present, i.e.,
t˜ := arg min
tˆ≤t′
{∃m≤n/2 : (u, pi1, . . . , pibn/2c) or (v, pin−1, . . . , pin−bn/2c) is (tˆ, m)-bad}
is well-defined and at most t′. By Observation 3.5(3), pi is bad at t˜, so that for some m ≤ n/2
{pi present} ⊆ ∪q∈{u,v}E(q)bad(m, t˜). 
Corollary 3.8. Under the same conditions as Proposition 3.7
P
(
∃t′ ≥ t : d(t′)G (u, v) ≤ 2Kt,t′
)
≤
∑
q∈{u,v}
∞∑
t′=t
Kt,t′∑
k=0
1{k≥2 or t′=t}P
(E(q)bad(k, t′)) (3.8)
+
∞∑
t′=t
2Kt,t′∑
n=0
1{n≥2 or t′=t}P
(E(u,v)short(n, t′)). (3.9)
Proof. The result follows directly from a union bound on the events in (3.5). We argue now that
the events where one of the indicators in (3.8) and (3.9) equals zero, happen with probability
zero. We start with (3.9): 1{n≥2 or t′=t} = 0 when both t′ > t and n ∈ {0, 1}. Since no new
paths connecting u and v of length one, i.e., a single edge, can be created after time u ∨ v ≤ t
we have that for t′ > t and n ∈ {0, 1}
E(u,v)short(n, t′) = ∅,
as by its definition in (3.4b) we require that there was no path of length n before time t′.
Similarly, bad paths of length at most one must already be present at time t since t′ 7→ `(t)k,t′ is
non-increasing and starts at a value at most t. So for q ∈ {u, v}, t′ > t, k ∈ {0, 1}
E(q)bad(k, t′) = ∅. 
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3.2. Bounding the summands. For the individual summands in (3.8) and (3.9) it is crucial
to understand the probabilities on having self-avoiding paths that are restricted to have specified
vertices at some positions, by (3.6) and (3.7). For this we use the following proposition.
Proposition 3.9 (PA(γ) [21, Proposition 3.1, 3.2]). We say that a preferential attachment
model satisfies the condition PA(γ), if there is a constant ν ∈ (0,∞) such that for all t′ ∈ N,
and pairwise distinct vertices pi0, . . . , pik ∈ [t′]
P(pi0 ↔ · · · ↔ pik) ≤
k∏
i=1
ν(pik ∧ pik−1)−γ(pik ∨ pik−1)γ−1 =: p(pi0, . . . , pik). (3.10)
The above condition is satisfied for PA in Definitions 2.1 and 2.2 for γ = 1/(τ − 1). We set
p(pi0, . . . , pik) := 0 if the vertices are not pairwise distinct.
For k > i ≥ 0 and a vertex pii ≥ `(t)i,t′ and another vertex pik ∈ [t′] we define
f (t,t
′)
[i,k) (pii, pik) :=
∑
(pii+1,...,pik−1)
∈P{pii,pik}
(i,k)
p(pii, . . . , pik), (3.11)
where for a vertex set V ⊂ [t′], PV(i,k) denotes the set of pairwise disjoint vertex tuples
(pii+1, . . . , pik−1) such that pij ≥ `(t)j,t′ , pij /∈ V for all i < j < k. Intuitively, f (t,t
′)
[i,k) (pii, pik) is
an upper bound for the expected number of t′-good paths on the segment [i, k) from pii to pik.
We derive upper bounds for the summands in (3.8) and (3.9) in terms of f (t,t
′)
[i,k) .
Lemma 3.10. Consider PA with power-law parameter τ > 2. Let (`(t)k,t′)k≥0,t′≥t be an array
satisfying Assumption 3.2. Then for k, n ≥ 2 and t′ > t,
P
(E(q)bad(k, t′)) ≤
`
(t)
k,t′−1∑
x=1
k−1∑
i=1
f (t,t
′)
[0,i) (q, t
′)f (t,t
′)
[i,k) (t
′, x), (3.12)
P
(E(u,v)short(n, t′)) ≤ ∑
(q1,q2)∈σ(u,v)
t′−1∑
x=`
(t)
bn/2c,t′
bn/2c−1∑
i=1
f (t,t
′)
[0,dn/2e)(q1, x)f
(t,t′)
[0,i) (q2, t
′)f (t,t
′)
[i,k) (t
′, x)
+ f (t,t
′)
[0,dn/2e)(q1, t
′)f (t,t
′)
[0,bn/2c)(q2, t
′), (3.13)
while for any k, n ≥ 1 and t′ = t
P
(E(q)bad(k, t)) ≤ `
(t)
k,t−1∑
x=1
f (t,t)[0,k)(q, x), (3.14)
P
(E(u,v)short(n, t)) ≤ ∑
(q1,q2)∈σ(u,v)
t∑
x=`
(t)
bn/2c,t′
f (t,t)[0,dn/2e)(q1, x)f
(t,t)
[0,bn/2c)(q2, x). (3.15)
Proof. Recall the set of paths {pii[i,k); pik} from Definition 3.6. Then by Markov’s inequality,
(3.11), and Proposition 3.9
P
(∣∣{pii[i,k); pik}∣∣ ≥ 1) ≤ E[|{x[i,k); pik}|] = ∑
(pii+1,...,pik−1)
∈P{pii,pik}
(i,k)
P(pii ↔ · · · ↔ pik)
≤
∑
(pii+1,...,pik−1)
∈P{pii,pik}
(i,k)
p(pii, . . . , pik) = f
(t,t′)
[i,k) (pii, pik).
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Now for concatenated paths, due to the product structure in (3.10), and by relaxing the dis-
jointness of sets, we have
P
(∣∣{pi0[0,i); pii} ◦ {pii[i,k); pik}∣∣ ≥ 1) ≤ ∑
(pi1,...,pii−1)
∈P{pi0,pii,pik}
(0,i)
∑
(pii+1,...,pik−1)
∈P{pi0,...,pii}
(i,k)
p(pi0, . . . , pii)p(pii, . . . , pik)
≤ f (t,t′)[0,i) (pi0, pii)f (t,t
′)
[i,k) (pii, pik).
Recall now (3.6), so that (3.12) follows by a union bound and choosing pi0 = q, pii = t
′, and
pik = x. Similarly (3.13) follows by union bounds over the rhs in (3.7). The bounds (3.14) and
(3.15) follow analogously from their definition in (3.2a) and (3.4a). 
We establish recursive bounds on f (t,t
′)
[i,k) in the spirit of [21, Lemma 1]. Let (`
(t)
k,t′)k≥0,t′≥t be an
array satisfying Assumption 3.2 such that ηj,t′ := (t
′/`(t)j,t′) ≥ e for all j ≥ 0 and t′ ≥ t. Define
for γ := 1/(τ − 1) and some c > 1
α(t
′)
[0,j) :=
ν`
γ−1
0,t′ j = 1,
c
(
α(t
′)
[0,j−1) log(ηj−1,t′) + β
(t′)
[0,j−1)t
′2γ−1) j > 1, (3.16)
β(t
′)
[0,j) :=
ν`
−γ
0,t′ j = 1,
c
(
α(t
′)
[0,j−1)`
1−2γ
j−1,t′ + β
(t′)
[0,j−1) log(ηj−1,t′)
)
j > 1,
(3.17)
similar to the recursions in [21, Lemma 1]. The sequence
(
α(t
′)
[0,j)
)
j≥1 is related to the expected
number of self-avoiding t′-good paths (pi0, . . . , pij) of length j from pi0 ∈ {u, v} to pij such that
pij−1 > pij . The sequence
(
β(t
′)
[0,j)
)
j≥1 is related to those paths where pij−1 < pij . Observe that
since c > 1, ηj,t′ ≥ e, and α(t)[0,1), β(t)[0,1) ≥ 0, it follows that k 7→ α(t)[0,k) and k 7→ β(t)[0,k) are
non-decreasing. We define for the same constant c > 1 the non-decreasing sequences
φ(t
′)
[i,i+j) :=
{
νt′γ−1 j = 1,
c
(
φ(t
′)
[i,i+j−1) log(ηi+j−1,t′) + ψ
(t′)
[i,i+j−1)t
′2γ−1) j > 1, (3.18)
ψ(t
′)
[i,i+j) :=
{
0 j = 1,
c
(
φ(t
′)
[i,i+j−1)`
1−2γ
i+j−1,t′ + ψ
(t′)
[i,i+j−1) log(ηi+j−1,t′)
)
j > 1.
(3.19)
These sequences are related to the t′-good paths emanating from t′ that are good on the segment
[i, i+ j). Observe that the recursions are identical to (3.16) and (3.17), except that their initial
values are different. This is crucial to give us summable error bounds in t′ later on. Below,
we leave out the superscript (t′) for notational convenience, but we stress here that these four
sequences are dependent on both t′ and t.
Lemma 3.11 (Recursive bounds for number of paths). Under the same assumptions as Propo-
sition 3.1, let (`(t)k,t′)k≥0,t′≥t be an array satisfying Assumption 3.2. Let ηj,t′ = t
′/`(t)j,t′ and
γ = 1/(τ − 1). For sufficiently large c = c(τ), ν = ν(τ) in (3.16), (3.17), (3.18), and (3.19), it
holds that
f (t,t
′)
[i,i+j)(t
′, x) ≤ x−γφ[i,i+j) + 1{x>`(t)
i+j−1,t′
}xγ−1ψ[i,i+j). (3.20)
Moreover,
f (t,t
′)
[0,j) (q, x) ≤ 1{x<t′}x−γα[0,j) + 1{x>`(t)
j−1,t′
}xγ−1β[0,j). (3.21)
We refer to the appendix for the proof, which follows by induction from arguments analogous
to [21, Lemma 1]. As a consequence of (3.21), we have for q ∈ {u, v}
f (t,t
′)
[0,i) (q, t
′) ≤ 1{t′<t′}t′−γα[0,j) + 1{t′>`(t)
j−1,t′
}t′γ−1β[0,j) = t′γ−1β[0,j).
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Moreover, since x < `(t)k,t′ implies that also x < `
(t)
k−1,t′ since k 7→ `(t)k,t′ is non-increasing, for
x < `(t)k,t′ it follows from (3.20) that
f (t)[i,k)(t
′, x) ≤ x−γφ[i,i+j) + 1{x>`(t)
k−1,t′
}ψ[i,k) = x−γφ[i,i+j).
Hence, we can bound the summands in (3.8) using Lemma 3.11 to obtain for k ≥ 2, t′ > t,
P(E(q)bad(k, t′)) ≤
`
(t)
k,t′−1∑
x=1
k−1∑
i=1
f (t,t
′)
[0,i) (q, t
′)f (t,t
′)
[i,k) (t
′, x) ≤ t′γ−1
`
(t)
k,t′−1∑
x=1
x−γ
k−1∑
i=1
β[0,i)φ[i,k). (3.22)
Similarly to (3.22) we bound the summands in (3.9) from above using (3.13) and replacing the
first sum over the permutation σ(u, v) in (3.13) by a factor two, i.e., for n ≥ 2 and t′ > t,
P
(E(u,v)short(n, t′)) ≤ 2t′γ−1 t′∑
x=`bn/2c,t′
(
1{x<t′}α[0,dn/2e)x−γ + β[0,dn/2e)xγ−1
)
·
(
1{x=t′}β[0,bn/2c) + 1{x<t′}
bn/2c−1∑
i=1
(
β[0,i)φ[i,bn/2c)x−γ + β[0,i)ψ[i,bn/2c)xγ−1
) )
. (3.23)
Both (3.22) and (3.23) contain convolutions of the sequence β[0,i) with φ[i,k) and ψ[i,k). This
motivates to bound these convolutions in terms of the original sequences α[0,k) and β[0,k).
Lemma 3.12. Let φ[i,k), ψ[i,k), α[0,k), β[0,k) be as in (3.18), (3.19), (3.16), (3.17), respectively.
Then there exists C > 0 such that for k ≥ 2
Bψk :=
k−1∑
i=1
β[0,i)ψ[i,k) ≤ C (k − 2)β[0,k)t′−γ , (3.24)
Bφk :=
k−1∑
i=1
β[0,i)φ[i,k) ≤ C(k − 1)α[0,k)t′−γ . (3.25)
Proof. We prove by induction. We initialize the induction for k = 2, the smallest value of k
for which the sums in (3.25) and (3.24) are non-empty. Indeed, then (3.24) holds by the initial
value of ψ[i,i+1) = 0 in (3.19), i.e.,
Bψ2 = β[0,1)ψ[1,2) = β[0,1) · 0 ≤ C · 0 · β[0,2)t′−γ .
For k = 2 in (3.25) we substitute the recursion (3.16) on α[0,2). Thus, we have to show that
Bφ2 = β[0,1)φ[1,2) ≤ cC
(
α[0,1) log(η1,t′) + β[0,1)t
′2γ−1)t′−γ .
Using the initial values in (3.16), (3.17), and (3.18), this is indeed true for C ≥ ν/c, i.e.,
Bφ2 = ν`
−γ
0,t′ · νt′γ−1 ≤ cC
(
ν`γ−10,t′ log(t
′/`1,t′)t′−γ + ν`
−γ
0,t′t
′γ−1).
Now, we advance the induction. To this end, one can derive the following recursions using (3.18)
and (3.19):
Bψk+1 = cB
φ
k `
1−2γ
k,t′ + cB
ψ
k log(ηk,t′), B
ψ
2 = 0, (3.26)
Bφk+1 = νt
′γ−1β[0,k) + c log(ηk,t′)B
φ
k + cB
ψ
k t
′2γ−1, Bφ2 = ν
2t′γ−1`−γ0,t′ . (3.27)
The first term in (3.27) is a result of the non-zero initial value of φ[i,i+1) in (3.18), while
ψ[i,i+1) = 0, so that there is no such term in (3.26). Since the two recursions depend only on
each other’s previous values, we can carry out the two induction steps simultaneously. By the
two induction hypotheses (3.24) and (3.25), and the definition of β[0,k+1) in (3.17), we have that
Bψk+1 = cB
φ
k `
1−2γ
k,t′ + cB
ψ
k log(ηk,t′) ≤ Cc
(
(k − 1)α[0,k)`1−2γk,t′ + (k − 2)β[0,k) log(ηk,t′)
)
t′−γ
≤ C(k − 1)β[0,k+1)t′−γ ,
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proving (3.26). For (3.27), we assume that cC ≥ ν so that using the induction hypotheses and
(3.16) the proof is finished, i.e.,
Bφk+1 = c log(ηk,t′)B
φ
k + cB
ψ
k t
′2γ−1 + νt′γ−1β[0,k)
≤ c log(ηk,t′)C(k − 1)α[0,k)t′−γ + ct′γ−1C (k − 2)β[0,k) + νt′γ−1β[0,k)
≤ C(k − 1)α[0,k+1)t′−γ . 
We combine Lemma 3.12 with (3.22) and (3.23) to arrive to the following corollary.
Corollary 3.13. Let α[0,k), β[0,k), φ[i,k), and ψ[i,k) as in (3.16), (3.17), (3.18), and (3.19),
respectively. Then there exists C > 0 such that for k ≥ 2, n ≥ 2 and t′ > t, q ∈ {u, v}
P
(E(q)bad(k, t′)) ≤ Ct′−1(k − 1)α[0,k)
`
(t)
k,t′−1∑
x=1
x−γ , (3.28)
P
(E(u,v)short(n, t′)) ≤ 2β2[0,dn/2e)t′2γ−2
+ Cnt′−1
t′−1∑
x=`bn/2c,t′
(
α[0,dn/2e)x−γ + β[0,dn/2e)xγ−1
)2
. (3.29)
For t′ = t, k, n ≥ 1 and q ∈ {u, v}, it holds that
P
(E(q)bad(k, t)) ≤ α[0,k) `
(t)
k,t−1∑
x=1
x−γ , (3.30)
P
(E(u,v)short(n, t)) ≤ t∑
x=`
(t)
bn/2c,t
(
α[0,dn/2e)x−γ + β[0,dn/2e)xγ−1
)2
. (3.31)
Proof. We start with (3.28). Recall for q ∈ {u, v} the bound on P(E(q)bad(k, t′)) in (3.22) and
observe that (3.25) implies (3.28), since there is C > 0 such that for k ≥ 2
P
(E(q)bad(k, t′)) ≤ t′γ−1 k−1∑
i=1
β[0,i)φ[i,k)
`
(t)
k,t′−1∑
x=1
x−γ ≤ C(k − 1)t′−1α[0,k)
`
(t)
k,t′−1∑
x=1
x−γ .
For (3.29), we recall the bound (3.23) and bound using (3.25) and (3.24) the factor on the
second line in (3.23) by
1{x=t′}β[0,bn/2c) + 1{x<t′}Ct′−γ
(
(bn/2c − 1)α[0,bn/2c)x−γ + (bn/2c − 2)β[0,bn/2c)xγ−1
)
.
Now (3.29) follows by distinguishing the summands in (3.23) between x < t′ and x = t′, and
using that j 7→ α[0,j) and j 7→ β[0,j) are non-decreasing so that we may round up their indices
to dn/2e to obtain the square. Lastly, the bounds (3.30) and (3.31) follow directly from (3.14),
(3.15), and (3.21), where we again round up the indices to obtain the square. 
Remark 3.14. The decomposition method counting paths that traverse the vertex t′ (for t′ > t)
yields a bound in (3.28) and (3.29) that are a factor 1/t′ smaller than their counterparts with
t′ = t in (3.30) and (3.31). This is why the error terms are summable in t′ as we show below
in the next lemma. The extra factor 1/t′ illustrates the necessity of our decomposition method
versus previous methods.
3.3. Setting the birth-threshold sequence. We are ready to choose the birth-threshold ar-
ray (`(t)k,t′)k≥0,t′≥t. The right choice will make the error probabilities in (3.8) and (3.9) arbitrarily
small. Fix δ′ = δ′(δ) > 0 that we choose later to be sufficiently small. We define
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`(t)k,t′ :=

dδ′te k = 0, (3.32a)
arg max
x∈N\{0,1}
{
α[0,k)x
1−γ (M)≤ (k log(t′))−3} k ≥ 1. (3.32b)
Since k 7→ α[0,k) is non-decreasing and 1 − γ > 0 by (3.32b), k 7→ `(t)k,t′ must be non-increasing
in both indices. Using the upper bound on t′/`(t)k,t′ in Lemma A.2 in the appendix, one can
verify that `(t)k,t′ ≥ 2 for all k ≤ Kt,t′ if t is sufficiently large. Hence, the array (`(t)k,t′)k≥0,t′≥t
is well-defined. The choice of (`(t)k,t′)k≥0,t′≥t in (3.32) is similar to the choice in [21, Proof of
Theorem 2] for t′ = t. The main difference is the extra log−3(t′) factor on the rhs in (3.32b).
This factor, in combination with the 1/t′-factor from Corollary 3.13 yields a summable error
in t′ in (3.8) and (3.9). We comment that the additional log−3(t′) factor could be changed to
another slowly varying function, but the choice has to be o((t′)) for all  > 0, otherwise the
entries of (`(t)k,t′) would not be at least two, whence the array would be ill-defined.
We are ready to prove Proposition 3.1.
Proof of Proposition 3.1. To prove (3.1), due to Corollary 3.8, we need to show that the rhs in
(3.8) and (3.9) is at most δ, for t sufficiently large. To keep notation light, we write `k,t′ := `
(t)
k,t′ .
First, we consider the terms in (3.8) where t′ = t. Recalling the definition of E(q)bad(0, t) from
(3.3) and the upper bound on its probability in (3.30), we have for q ∈ {u, v}
Kt,t∑
k=0
P
(E(q)bad(k, t)) ≤ δ′ +O(1/t) + Kt,t∑
k=1
α[0,k)
`k,t−1∑
x=1
x−γ , (3.33)
where the term δ′+O(1/t) comes from the probability that q, the uniform vertex in [t], is born
before `0,t = dδ′te. Now approximating the last sum in (3.33) by an integral and using (M) in
(3.32b), we have for some c1 > 0, q ∈ {u, v}
Kt,t∑
k=0
P
(E(q)bad(k, t)) ≤ δ′ + o(1) + c1 Kt,t∑
k=1
α[0,k)`
1−γ
k,t
= δ′ + o(1) + c1 log−3(t)
Kt,t∑
k=1
k−3 = δ′ + o(1). (3.34)
We move on to the terms on the rhs in (3.8) for t′ > t and show that their sum is of order O(δ′).
Recall for q ∈ {u, v} the bound on P(E(q)bad(k, t′)) in (3.28), and observe that there is C ′ > 0
such that, approximating the sum over x in (3.28) by an integral gives for t′ > t, k ≥ 2
P
(E(q)bad(k, t′)) ≤ C ′t′−1(k − 1)α[0,k)`1−γk,t′ ≤ C ′k2t′ log3(t′) .
The last inequality follows from (M) in (3.32b). The rhs is summable in k and t′ so that, only
considering the tail of the sum,
∞∑
t′=t+1
Kt,t′∑
k=2
P
(E(q)bad(k, t′)) = O( log−2(t)). (3.35)
Combining (3.34) and (3.35), this establishes that the rhs in (3.8) is at most 2δ′ + o(1) for t
sufficiently large, when summed over q ∈ {u, v}.
We continue by proving that the summed error probability in (3.9) is small. First we consider
the terms where t′ > t. Recall (3.29). We use now that (a + b)2 ≤ 2(a2 + b2) for a, b > 0, so
that there exists C ′ > 0 such that
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P
(E(u,v)short(n, t′)) ≤ 2t′2γ−2β2[0,dn/2e) + C ′nt′ β2[0,dn/2e)
t′−1∑
x=`bn/2c,t′
x2γ−2
+
C ′n
t′
α2[0,dn/2e)
t′−1∑
x=`bn/2c,t′
x−2γ
=: T11(n, t
′) + T12(n, t′) + T2(n, t′). (3.36)
Approximating the sums by integrals and using that k 7→ `k,t′ is non-increasing, there exists a
different C ′ > 2 such that, relaxing the first two terms in (3.36),
T11(n, t
′) + T12(n, t′) ≤ 2C ′nβ2[0,dn/2e)t′2γ−2, T2(n, t′) ≤ C ′nα2[0,dn/2e)`1−2γdn/2e,t′t′−1.
For T1 := T11 + T12, by (3.16) it holds that cβ[0,dn/2e) ≤ α[0,dn/2e+1)t′1−2γ , yielding by (M) in
(3.32b)
T1(n, t
′) ≤ 2C ′nα2[0,dn/2e+1)t′−2γ/c2 = 2C ′n
(
α[0,dn/2e+1)`
1−γ
dn/2e+1,t′
)2 (
t′/`dn/2e+1,t′
)2−2γ
(ct′)−2
≤ 2C
′n
(dn/2e+ 1)6 log6(t′)(ct′)2
(
t′/`dn/2e+1,t′
)2−2γ
. (3.37)
Rewriting T2 similarly,
T2(n, t
′) ≤ C ′n
(
α[0,dn/2e)`
1−γ
dn/2e,t′
)2(
t′/`dn/2e,t′
)
t′−2 ≤ C
′n
dn/2e6 log6(t′)t′2
(
t′/`dn/2e,t′
)
. (3.38)
Recall that `dn/2e+1,t′ ≥ 2 as mentioned after (3.32b). Thus, both (3.37) and (3.38) are summa-
ble in t′ and n. They tend to zero as t tends to infinity, using for (3.37) that 2− 2γ < 1.
It is left to verify that the terms where t′ = t in (3.9) are of order O(δ′) when summed over
n. For this the same reasoning holds as above, starting after (3.35), where the initial bound is
the one in (3.31) instead of (3.29). Here, all terms are a factor t′ = t larger than before. This
yields that
Kt,t∑
n=0
P
(E(u,v)short(n, t)) = o(1) + C ′log6(t)t(t/`Kt,t+1,t′)
Kt,t∑
n=1
dn/2e−6 = O(log−6(t)) = o(1).
Recalling the conclusions after (3.35) and (3.38), we conclude that the error terms in (3.8) and
(3.9) are of order O(δ′), so that (3.1) follows by Corollary 3.8, when δ′ is chosen sufficiently
small so that the error probabilities are at most δ, and η0,t′ = t/`0,t ≥ e as required by the
definition of α[0,j) and β[0,j) before (3.16). 
3.4. Extension to weighted distances. We extend the result on graph distances from Propo-
sition 3.1 to weighted distances, refining [37]. For this we introduce the graph neighbourhood
and its boundary.
Definition 3.15 (Graph neighbourhoods). Let x be a vertex in PAt. Its graph neighbourhood
of radius R ∈ N at time t, denoted by B(t)G (x,R), and its neighbourhood boundary, ∂B(t)G (x,R),
are defined as
B(t)G (x,R) := {y ∈ [t] : d(t)G (x, y) ≤ R}, ∂B(t)G (x,R) := {y ∈ [t] : d(t)G (x, y) = R}.
Recall Qt,t′ from (1.3).
Proposition 3.16 (Lower bound weighted distance). Consider PA with power-law exponent
τ ∈ (2, 3). Equip every edge upon creation with an i.i.d. copy of the non-negative random
variable L. Let u, v be two typical vertices in PAt. Then for any δ > 0, there exists ML > 0
such that
P
(∃t′ ≥ t : d(t′)L (u, v) ≤ 2Qt,t′ − 2ML) ≤ δ.
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Proof. Fix δ′ sufficiently small. Define
Egood(t) :=
∞⋂
t′=t
(Kt,t′⋂
k=0
⋂
q∈{u,v}
¬E(q)bad(k, t′)
)
∩
( 2Kt,t′⋂
n=0
¬E(u,v)short(n, t′)
)
,
for Kt,t′ := Kt,t′ −MG, where MG > 0 is such that the above event holds with probability
at least 1 − δ′ by the proof of Proposition 3.1. Define the conditional probability measure
Pg(·) := P( · | Egood(t)). On the event Egood(t), d(t
′)
G (u, v) > 2Kt,t′ for all t
′ ≥ t. Hence, at all
times t′ ≥ t also the graph neighbourhoods of u and v of radius Kt,t′ are disjoint, i.e.,
Pg
( ∞⋂
t′=t
{
B(t′)G (u,Kt,t′) ∩ B(t
′)
G (v,Kt,t′) = ∅
})
= 1.
Since any path connecting u and v has to pass through the boundary of the graph neighbour-
hoods, Pg-a.s. for all t′,
d
(t′)
L (u, v) ≥
∑
q∈{u,v}
d
(t′)
L
(
q, ∂BG(q,Kt,t′)
) ≥ ∑
q∈{u,v}
Kt,t′−1∑
k=0
d
(t′)
L
(
∂BG(q, k), ∂BG(q, k+1)
)
, (3.39)
where for two sets of vertices V,W ⊂ [t′] we define d(t′)L (V,W) := minv∈V,w∈W d(t
′)
L (v, w).
This leaves to show that, for some ML = ML(δ
′), q ∈ {u, v}, C > 0,
Pg
(
∃t′ ≥ t :
Kt,t′−1∑
k=0
d
(t′)
L
(
∂BG(q, k), ∂BG(q, k + 1)
) ≤ Qt,t′ −ML) ≤ Cδ′. (3.40)
We argue in three steps: we prove that it is sufficient to consider the error probabilities only
along a specific subsequence (ti)i≥0 of times. This is needed to obtain a summable error bound
in t′. Similarly to [37, Proposition 4.1], we prove along the subsequence (ti)i≥0 an upper bound
on the sizes of the graph neighbourhood boundaries of u and v up to radius Kt,ti . This allows to
bound the minimal weight on an edge between vertices at distance k and k+ 1 from q ∈ {u, v}.
By the definition of Qt,t′ and Kt,t′ in (1.3), due to the integer part, Kt,t′ and the rhs between
brackets in (3.40) decrease at the times
ti := min{t′ : Kt,t −Kt,t′ = 2i}, for i ∈ {0, . . . ,Kt,t/2}, (3.41)
while the lhs between brackets in (3.40) may decrease for any t′ ≥ t. Because the addition of
new vertices can create new (shorter) paths, we have for i ≥ 1{∃t′ ∈ [ti−1, ti) : d(t′)L (q, ∂BG(q,Kt,t′)) ≤ Qt,t′ −ML}
⊆ {d(ti)L (q, ∂BG(q,Kt,ti + 2)) ≤ Qt,ti−1 −ML}, (3.42)
where Kt,t′ = Kt,ti + 2 for t
′ ∈ [ti−1, ti) follows from (3.41). By construction of ti and Qt,t′ in
(1.3), where the summands are non-increasing, there exists M1 > 0 such that for all t
|Qt,ti −Qt,ti−1 | ≤M1.
This yields that we can bound (3.42) further to obtain{∃t′ ∈ [ti−1, ti) : d(t′)L (q, ∂BG(q,Kt,t′)) ≤ Qt,t′ −ML}
⊆ {d(ti)L (q, ∂BG(q,Kt,ti + 2)) ≤ Qt,ti −ML +M1}.
Hence, by a union bound over i, we can bound (3.40), i.e.,
Pg
(
∃t′ ≥ t : d(t′)L
(
q, ∂BG(q,Kt,t′)
) ≤ Qt,t′ −ML)
≤
Kt,t/2∑
i=1
Pg
(
d
(ti)
L
(
q, ∂BG(q,Kt,ti + 2)
) ≤ Qt,ti −ML +M1). (3.43)
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In Lemma A.3 in the appendix we show that a generalization of [37, Lemma 4.5] gives for B
sufficiently large (depending on δ′) and m(t)i,k(B) := exp
(
2B(1 ∨ log(ti/t))(τ − 2)−k/2
)
that
Pg
(Kt,ti+2⋃
k=1
{
|∂B(ti)G (q, k)| ≥ m(t)i,k(B)
})
≤ 2 exp (−B(1 ∨ log(ti/t))). (3.44)
We denote the complement of the event inside the P-sign by E(i)neigh(q) for a fixed i. Define the
conditional probability measure P(i)g,n(·) := P
( · | Egood ∩ E(i)neigh(u) ∩ E(i)neigh(v)). The number of
edges connecting a vertex at distance k from q to a vertex at distance k+ 1 from q can then be
bounded for all k ≤ Kt,ti + 2, i.e., P(i)g,n-a.s.
|∂B(ti)G (q, k)| · |∂B(ti)G (q, k + 1)|
≤ m(t)i,k(B) ·m(t)i,k+1(B) ≤ exp
(
4B(1 ∨ log(ti/t))(τ − 2)−(k+1)/2
)
=: ni,k.
Since all edges in the graph are equipped with i.i.d. copies of L, and as the minimum of K i.i.d.
random variables is non-increasing in K, we have by Lemma A.1 for ξ > 0 that for k ≤ Kt,ti +1
P(i)g,n
(
d
(ti)
L
(
∂B(ti)G (q, k), ∂B(ti)G (q, k + 1)
) ≤ F (−1)L (n−1−ξi,k ))
≤ P(i)g,n
(
min
j∈[ni,k]
Lj,k ≤ F (−1)L
(
n−1−ξi,k
)) ≤ exp (− 4Bξ(1 ∨ log(ti/t)(τ − 2)−(k+1)/2).
Recall (3.39). We apply the inequality in the event in the first row above for k ≤ Kt,ti + 1 to
obtain a bound on the lhs between brackets in the second row in (3.43), i.e., by a union bound
P(i)g,n
(
d
(ti)
L
(
q,∂BG(q,Kt,ti + 2)
) ≤ Kt,t′+1∑
k=0
F
(−1)
L
(
n−1−ξi,k
))
≤
Kt,t′+1∑
k=0
exp
(− 4Bξ(1 ∨ log(ti/t)(τ − 2)−(k+1)/2)
≤ 2 exp (− 4Bξ(1 ∨ log(ti/t)(τ − 2)−1). (3.45)
We now connect the sum in the above event to the rhs between brackets in (3.43). An easy
modification of [37, Proof of Proposition 4.1, after (4.31)] yields that there exists ML > 0 such
that
Qt,ti −ML +M1 ≤
Kt,ti
+1∑
k=0
F
(−1)
L
(
n−1−ξi,k
)
.
Recall that we would like to show (3.40). Its proof is accomplished by a union bound over the
times (ti)i≤Kt,t′/2 if we show that there is a B sufficiently large such that the error probabilities
on the rhs in (3.44) and (3.45) are smaller than δ′ when summed over i ≤ Kt,t′/2. For this it is
sufficient to show that for any δˆ > 0 and C > 0 there exists B > 0 such that
∞∑
i=0
exp
(− CB(1 ∨ log(ti/t))) ≤ δˆ. (3.46)
We obtain a lower and upper bound on ti. Recall the integer Kt,t′ defined in (1.3), so that we
may write for t′ ≤ tKt,t/2
Kt,t′ = 2
(
log log(t)− log (1 ∨ log(t′/t)))/| log(τ − 2)| − at′
for some at′ ∈ (0, 1) being the fractional part of the expression. Using this notation one can
verify that for i ≤ Kt,t/2
ti ∈
[
t exp
(
(τ − 2)−i+1), t exp ((τ − 2)−i−1)] =: [
¯
ti, t¯i]. (3.47)
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Now (3.46) immediately follows from (3.47), since for B large
∞∑
i=0
exp
(− CB(1 ∨ log(ti/t))) ≤ ∞∑
i=0
exp
(− CB(1 ∨ log(
¯
ti/t))
)
=
∞∑
i=0
exp
(− CB(1 ∨ (τ − 2)−i+1))
≤ 2 exp (− CB(τ − 2)) < δˆ. 
4. Proof of the upper bound
The upper bound of Theorem 1.1 is stated in the following proposition.
Proposition 4.1 (Upper bound weighted distance). Consider PA with power-law exponent
τ ∈ (2, 3). Equip every edge upon creation with an i.i.d. copy of the non-negative random
variable L. Let u, v be two typical vertices in PAt. If I2(L) < ∞, then for any δ > 0, there
exists ML > 0 such that
P
(
∃t′ : d(t′)L (u, v) ≥ 2Qt,t′ +ML
)
≤ δ. (4.1)
Regardless of the value of I2(L), for any δ, ε > 0, there exists ML > 0 such that
P
(
∃t′ : d(t′)L (u, v) ≥ 2(1 + ε)Qt,t′ +ML
)
≤ δ. (4.2)
Outline of the proof. To prove Proposition 4.1, we have to show that for every t′ > t there is a
t′-present (u, v)-path whose total weight is bounded from above by the rhs between brackets in
(4.1) and (4.2), respectively. We construct a t′-present five-segment path pi(t′) of three segment
types. We write it as pi(t
′) = −→pi (t)u,0 ◦ −→pi (t
′)
u,1 ◦ pi(t
′)
core ◦ ←−pi (t′)v,1 ◦ ←−pi (t)v,0. Here, we denote for a path
segment −→pi = (pi0, . . . , pin) its reverse by ←−pi := (pin, . . . , pi0). The path segments are constructed
similar to the methods demonstrated in [37, Section 3]. However, we need stronger error bounds
compared to [37], so that the error terms are also small when summed over t′ ≥ t. Let δ′ > 0
be sufficiently small, and (Mi)i≤3 be suitable positive constants.
Step 1 For q ∈ {u, v}, the path segment −→pi (t)q,0 := (q, . . . , q0) connects q to a vertex q0 that has
indegree at least s(0)0 > 0 at time (1− δ′)t. The path segment uses only vertices that are
older than (1− δ′)t. The path segments are fixed for all t′ ≥ t. The number of edges on−→pi (t)q,0 is bounded from above by M1 = M1(δ′, s(0)0 ) w/p close to one.
(a) Since the number of edges on −→pi (t)q,0 is bounded, its total weight can also be bounded
by a constant. This is captured by the constant ML in the statement of Proposition
4.1.
(b) For the end vertex q0 of
−→pi (t)q,1, for q ∈ {u, v}, we identify the rate of growth of
its indegree (D←q0 (t
′))t′≥t. We bound D←q0 (t
′) from below during the entire interval
[t,∞) by a sequence that tends to infinity in t′ sufficiently fast.
Step 2 For the path segments −→pi (t′)u,1,pi(t
′)
core, and
←−pi (t′)v,1 we argue, similar to the proof of Proposition
3.16, that it is sufficient to construct these path segments along a specific subsequence
(ti)i≥0, as the ti-present path segments have small enough total weight when compared
to Qt,t′ for all t
′ ∈ (ti, ti+1]. With a slight abuse of notation we abbreviate for the path
(segments) pi(i) := pi(ti).
Step 3 For q ∈ {u, v}, the path segment −→pi (i)q,1 consists of at most Kt,ti +M2 edges and connects
the vertex q0 to the so-called i-th inner core, i.e., the set of vertices with a sufficiently
large degree at time (1 − δ′)ti. These path segments use only edges that arrived after
time (1 − δ′)ti and the total weight of any such path segment is therefore independent
of the total weight on the segments −→pi (t)u,0 and −→pi (t)v,0, that use only edges that arrived
before (1− δ′)t. For the weighted distance, we construct the path segment −→pi (i)q,1 greedily
(minimizing the edge weights) to bound the weighted distance between q0 and the inner
core from above by Qt,ti +M3.
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Figure 4. The five-segment path pi(i) from u to v at a single time ti. The y-axis
represents the degree of the vertices at time ti. The connected dots form the
constructed path pi(i) from u to v that is present at time ti. The top continu-
ous black line is the maximal degree in the graph at time ti, while the dashed
horizontal lines represent a degree-threshold sequence (s(i)k )i≥0,k≥0 defined in the
proof of Proposition 4.6 for the segments −→pi (i)u,1 and ←−pi (i)v,1.
Step 4 Denote the end vertices of −→pi (i)u,1 and −→pi (i)v,1 by w(i)u and w(i)v , respectively. The middle
path segment pi(i)core connects the two vertices w
(i)
u , w
(i)
v in the inner core. The number
of disjoint paths of bounded length between from w(i)u to w
(i)
v is growing polynomially
in t′. This yields that d(ti)L (w
(i)
u , w
(i)
v ) is bounded by a constant for all i. This weight is
captured by ML in Proposition 4.1.
Step 5 Eventually we glue the different path segments together and obtain the results (4.1) and
(4.2). The path segments −→pi (t′)u,1,pi(t
′)
core, and
←−pi (t′)v,1 change at the times (ti)i≥0, while the
segments −→pi (t)u,0 and ←−pi (t)v,0 stay the same for all t′ ≥ t.
See Figure 4 for a sketch of the constructed path and Figure 1 in the introduction for a visual-
ization of the construction of the subsequence (ti)i≥0 and the control of the degree of the vertex
q0. Recall that the proof of the lower bound was based on controlling the dynamically changing
graph neighbourhood up to distance Kt,t′ = Kt,t′ −MG. For the proof of the upper bound, the
dynamics of the graph are mostly captured by controlling the degree of only two vertices, see
Step 1b in the outline.
Step 1. Initial segments and degree evolution. Recall D←v (t′), the indegree of vertex v
at time t′.
Lemma 4.2 (Finding a high-degree vertex). For any s(0)0 , δ
′ > 0 there exists M > 0 such that
for a typical vertex q in PAt
P
(
@q0 ∈ [(1− δ′)t] : d((1−δ
′)t)
L (q, q0) ≤M and D←q0
(
(1− δ′)t) ≥ s(0)0 ) ≤ 3δ′. (4.3)
Proof. Let Eold := {q < (1− δ′)t}. Since q is chosen uniformly among the first t vertices,
P(Eold) = 1− δ′ +O(1/t).
Recall B(t)G (x,R) from (3.15). From minor adaptations of the proofs of [25, Theorem 3.6] for
FPA, and [40, Proposition 5.10] for VPA it follows for all δ′ > 0 that there exists M1 such that
P
(B((1−δ′)t)G (q,M1) ∩ {x : D←x ((1− δ′)t) ≥ s0) 6= ∅ | Eold) ≥ 1− δ′.
We refer the reader there for the details. Conditionally on the above event between brackets
there is a (1− δ′)t-present path segment from q to q0, whose edges carry i.i.d. weights. Hence,
there exists M2 > 0 such that the weight on the segment can be bounded, yielding (4.3). 
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The following lemma bounds the degree evolution from below. It uses martingale arguments
that are inspired by [41]. However, here the statement only refers to the process of a single
vertex that has initial degree at least s where [41] considers a set of vertices for any initial
degree in FPA. Our statement applies to both FPA and VPA. Moreover, we consider the degree
during the entire interval [t,∞). See also [8, Section 5.1] for results on the degree of an early
vertex in FPA(m, δ), where the considered vertex is born at time o(t).
Lemma 4.3 (Indegree lower bound). Consider PA with power-law parameter τ > 2. Let q0 be
a vertex such that D←q0 (t) ≥ s ≥ 2. There exists a constant c > 0, not depending on s, such that
for all δ′ > 0
P
(
∃t′ ≥ t : D←q0 (t′) ≤ δ′s(t′/t)1/(τ−1)
)
≤ cδ′. (4.4)
Proof. Let γ := 1/(τ − 1). Both for FPA and VPA, it holds by Definitions 2.1 and 2.2 that
P
(
D←q0 (t
′ + 1) ≥ D←v (t′) + 1 | PAt′
) ≥ γD←q0 (t′)/t′
for any t′ ≥ t.
Let (Xt,t′)t′≥t be a discrete-time pure birth process satisfying Xt,t = s and
P
(
Xt,t′+1 = Xt,t′ + 1 | Xt,t′ = x
)
= 1− P(Xt,t′+1 = Xt,t′ | Xt,t′ = x) = γx/t′. (4.5)
Then the degree evolution (D←q0 (t
′))t′≥t and (Xt,t′)t′≥t can be coupled such that the degree
evolution dominates the birth process in the entire interval [t,∞). We first show that for any
k > −s and γ ∈ (0, 1), provided that t′ ≥ t ≥ kγ,
Z
(k)
t,t′ :=
Γ(t′)
Γ(t′ + kγ)
Γ(t+ kγ)
Γ(t)
Γ(Xt,t′ + k)
Γ(Xt,t′)
(4.6)
is a non-negative martingale. The result will then follow by an application of the maximal
inequality for k = −1. Clearly E[|Z(k)t,t′ |] < ∞, as the arguments in the Gamma functions in
(4.6) are bounded away from 0. Moreover, since
Γ(x) = (x− 1)Γ(x− 1), (4.7)
and using (4.5),
E
[
Γ
(
Xt,t′+1 + k
)
Γ(Xt,t′+1)
| Xt,t′
]
=
t′ − γXt,t′
t′
Γ(Xt,t′ + k)
Γ(Xt,t′)
+
γXt,t′
t′
Γ(Xt,t′ + k + 1)
Γ(Xt,t′ + 1)
=
Γ(Xt,t′ + k)
Γ(Xt,t′)
(
1 +
kγ
t′
)
,
making it straightforward to verify that the martingale property for Z
(k)
t,t′ holds for t
′ ≥ t. Due
to Kolmogorov’s maximal inequality, for any T > t, λ > 0
P
(
sup
t≤t′≤T
Z
(k)
t,t′ ≥ λ
)
≤ E[Z
(k)
t,T ]
λ
=
Z
(k)
t,t
λ
=
Γ(Xt,t + k)
λΓ(Xt,t)
=
Γ(s+ k)
λΓ(s)
. (4.8)
Substituting (4.6) and k = −1, we see, using (4.7),{
sup
t′≥t
Z
(−1)
t,t′ ≥ λ
}
=
{
∃t′ ≥ t : Γ(t
′)
Γ(t′ − γ)
Γ(t− γ)
Γ(t)
Γ
(
Xt,t′ − 1
)
Γ
(
Xt,t′
) ≥ λ}
=
{
∃t′ ≥ t : Xt,t′ − 1 ≤ Γ(t
′)
Γ(t′ − γ)
Γ(t− γ)
Γ(t)
1
λ
}
⊇
{
∃t′ ≥ t : Xt,t′ ≤ Γ(t
′)
Γ(t′ − γ)
Γ(t− γ)
Γ(t)
1
λ
}
.
Since Γ(x)/Γ(x+ a) = x−a(1 +O(1/x)), by (4.8) there exists c′ such that for t sufficiently large
Γ(t′)
Γ(t′ − γ)
Γ(t− γ)
Γ(t)
≤ c′(t′/t)γ .
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Choosing λ = c′/(sδ′) yields
P
(
∃t′ ≥ t : Xt,t′ ≤ 1
λ
c′(t′/t)γ
)
= P
(∃t′ ≥ t : Xt,t′ ≤ δ′s(t′/t)γ) ≤ δ′s
c′(s− 1) .
Now (4.4) follows, since s ≥ 2 and (Dq0(t′))t′≥t d≥ (Xt,t′))t′≥t. 
Remark 4.4. The proof of this lemma can be adapted to obtain an upper bound on the degree
evolution, by applying Kolmogorov’s maximal inequality to the martingale Z
(1)
t,t′ .
Step 2. Sufficient to construct the path along a subsequence of times.
Lemma 4.5 (Subsequence of times). Consider PA under the same conditions as Proposition
4.1 and let (ti)i≥0 be as defined in (3.41). If there exists ML > 0 such that
P
(∃i ∈ [Kt,t/2] : d(ti)L (u, v) ≥ 2Qt,ti +ML) ≤ δ, (4.9)
then (4.1) holds. Similarly, (4.2) holds if there exists ML > 0 such that for any ε > 0 and t
sufficiently large
P
(∃i ∈ [Kt,t/2] : d(ti)L (u, v) ≥ 2(1 + ε)Qt,ti +ML) ≤ δ. (4.10)
Proof. Recall (1.3). The rhs between brackets in (4.1) only decreases at the times (ti)i≥0, while
the lhs is non-increasing in t′. By (1.3), for i > Kt,t/2, Qt,ti = Qt,tKt,t/2 and the asserted
statements follow. 
Step 3. Greedy path to the inner core. Define the i-th inner core, for ti from (3.41), as
Core(i) := {x ∈ [tˆi] : Dx
(
tˆi
) ≥ tˆ 12(τ−1)i log− 12 (tˆi)}, for tˆi := (1− δ′)ti. (4.11)
Proposition 4.6 (Weighted distance to the inner core). Consider PA under the same conditions
as Proposition 4.1. There exists C > 0 such that for every δ′ > 0, there exist s(0)0 ,M > 0 such
that for a vertex q0 satisfying Dq0
(
(1− δ′)t) ≥ s(0)0 , when I2(L) <∞,
P
( ⋃
i≤Kt,t/2
{
d
(ti)
L (q0,Core
(i)) ≥ Qt,ti +M
}) ≤ Cδ′. (4.12)
Regardless of the value of I2(L), there exists M > 0 such that for every ε > 0, there is an
s(0)0 > 0 such that for a vertex q0 satisfying Dq0
(
(1− δ′)t) ≥ s(0)0 ,
P
( ⋃
i≤Kt,t/2
{
d
(ti)
L (q,Core
(i)) ≥ (1 + ε)Qt,ti +M
}) ≤ Cδ′. (4.13)
The bounds on the weighted distance in Proposition 4.6 are realized by constructing the seg-
ments −→pi (i)u,1 and −→pi (i)v,1, whose total weight we bound from above. For this we follow the same
ideas as in [37, Proposition 3.4], up to computational differences. Therefore, the proof we give
here is not completely self-contained and for some bounds we will refer the reader to [37].
Preparations for the proof of Proposition 4.6. For some constants s(0)0 > 0, δ
′ > 0, the sequence
εk := k
−2, and tˆi from (4.11), define the degree threshold sequence
s(i)k =

δ′s(0)0
(
tˆi/t
) 1
τ−1 k = 0, (4.14a)
min
{(
s(i)k−1
)(1−εk)/(τ−2), tˆ 12(τ−1)i log− 12 (tˆi)} k > 0. (4.14b)
For each time ti, the initial value s
(i)
0 is chosen such that it matches the bound on the degree in
(4.4). The maximum value of s(i)k , for each fixed tˆi, matches the condition for vertices to be in
the i-th inner core, see (4.11). Set
κ(i) := min{k : s(i)k+1 = s(i)k }. (4.15)
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Denote by L(i)k the k-th vertex layer: the set of vertices with degree at least s(i)k at time tˆi, i.e.,
L(i)k := {x ∈ [tˆi] : Dx(tˆi) ≥ s(i)k }. (4.16)
The path segment −→pi (i)q,1 to the inner core has length 2κ(i) and uses alternately a young vertex
y(i)k ∈ [tˆi, ti] and an old vertex pi(i)k from the layer L(i)k . Thus, for pi0 := q0, −→pi (i)q,1 has the
form −→pi (i)q,1 = (pi0, y(i)1 , pi(i)1 , . . . , y(i)κ(i) , pi
(i)
κ(i)
). To keep notation light we omit a subscript q for the
individual vertices on the segments −→pi (i)q,1 for q ∈ {u, v}.
In the next lemmas, we show that −→pi (i)q,1 exists for all i w/p close to one, and bound its total
weight. We outline the steps briefly. Using the choice of s(i)k , we bound κ
(i) in terms of Kt,ti .
Then, since the number of vertices that have degree at least s(i)k+1 at time tˆi is sufficiently large,
it is likely that there are many connections from a vertex pi(i)k via a connector vertex y
(i)
k+1 to the
(k + 1)-th layer. We denote the set of connectors by A(i)k+1
(
pi(i)k
)
, i.e., for a vertex pi(i)k ∈ L(i)k ,
A(i)k+1
(
pi(i)k
)
:= {y ∈ (tˆi, ti] : ∃x(i)k+1 ∈ L(i)k+1 : pi(i)k ↔ y ↔ x(i)k+1}.
Given (pi0, pi
(i)
1 , . . . , pi
(i)
k ), we greedily set, if A(i)k+1(pi(i)k ) is non-empty,
(y(i)k+1, pi
(i)
k+1) := arg min
(y,x
(i)
k+1)∈
[tˆi,ti]×L(i)k+1
{
L
(pi
(i)
k ,y)
+ L
(y,x
(i)
k+1)
}
. (4.17)
If there exists k ≤ κ(i) such that A(i)k+1(pi(i)k ) = ∅, we say that the construction has failed. When
the construction succeeds, we can bound the weighted distance to the inner core, i.e.,
d
(ti)
L (pi0,Core
(i)) ≤
κ(i)−1∑
k=0
d
(ti)
L (pi
(i)
k , pi
(i)
k+1) ≤
κ(i)−1∑
k=0
(
L
(pi
(i)
k ,y
(i)
k+1)
+ L
(y
(i)
k+1,pi
(i)
k+1)
)
. (4.18)
We show that for all i there exists a sequence (n(i)k )k≤κ(i) such that |A(i)k+1
(
pi(i)k
)| ≥ n(i)k for all
k ≤ κ(i) w/p close to one. This allows to bound the minimal weight in the rhs of (4.17) from
above, so that eventually this yields an upper bound for the rhs in (4.18).
We start with a lemma that relates Kt,ti to κ
(i), half the length of −→pi (i)q,1. Also, we show that
k 7→ s(i)k is bounded from below by a doubly exponentially growing sequence.
Lemma 4.7. Let
(
s(i)k
)
i≤Kt,t/2,k≤κ(i) as in (4.14b), with s
(0)
0 sufficiently large. Then
s(i)k ≥
(
δ′s(0)0
(
tˆi/t
)1/(τ−1))c′(τ−2)−k
(4.19)
for some constant c′ > 0. There exists M ∈ N such that for κ(i) defined in (4.15) and i ≤ Kt,t/2
κ(i) ≤ Kt,ti/2 +M. (4.20)
Proof. By our choice εk = k
−2 before (4.14b), it holds that
∏∞
j=1(1−εk) > 0. The bound (4.19)
follows immediately from the definition of (s(i)k ) in (4.14b). From [37, Lemma 3.7] the bound
(4.20) immediately follows for i = 0, leaving to verify the bound for i ≥ 1. By the choice of κ(i)
in (4.15) and (s(i)k ) in (4.14b), and the bound (4.19), for any k ≥ κ(i) it holds that(
δ′s(0)0
(
tˆi/t
)1/(τ−1))c′(τ−2)−k ≥ tˆ 12(τ−1)i log− 12 (tˆi)
Taking logarithms twice, and rearranging gives that for k ≥ κ(i),
k log(1/(τ − 2)) + log log(tˆi/t) + log
(
1 +
(τ − 1) log (δ′s(0)0 )
log(tˆi/t)
)
≥ log log(tˆi) + log
(
1
2c′
− τ − 1
2c′
log log(tˆi)
log(tˆi)
)
.
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From (4.11) it follows for all i ≤ Kt,t/2 that tˆi ≥ (1 − δ′)t. Thus, the last terms on both lines
are bounded by a constant for large t. Hence, there is M = M(τ) such that if s(0)0 ≥ 1/δ′, i ≥ 1
κ(i) ≤ log log(tˆi)− log log(tˆi/t)| log(τ − 2)| +M
′.
By construction of (ti)i≤Kt,t/2 in (3.47), there exists b > 0 such that tˆi ≤ tb, for all i ≤ Kt,t/2.
This relates log log(tˆi) to log log(t). Hence, there exists M such that (4.20) holds for i ≥ 1,
recalling tˆi = (1− δ′)ti, and the definition of Kt,t′ in (1.3). 
We now prove Proposition 4.6. We construct the segment −→pi (i)q,1 for i ≤ Kt,t/2 and q ∈ {u, v}.
Proof of Proposition 4.6. Let Edeg := {∀i ≥ 0 : D←q0 (tˆi) ≥ s(i)0 }. By Lemma 4.3 and the choice
of (s(i)0 )i≥0 in (4.14a) we have that
P(¬Edeg) ≤ cδ′.
We write Pdeg(·) := P( · | Edeg). We will first show that w/p close to one, the sets of connectors
are sufficiently large. More precisely, for a set of vertices {pi(i)k }k≤κ(i),i≤Kt,t/2, such that pi(i)k ∈ L(i)k
and setting pi(i)0 := pi0 = q0 for all i, we show that
Pdeg
( ⋃
i≤Kt,t/2
⋃
k≤κ(i)
{|A(i)k+1(pi(i)k )| ≤ n(i)k }
)
≤ δ1
(
s(0)0
)
, (4.21)
where δ1
(
s(0)0
)
is a function that tends to 0 as s(0)0 tends to infinity and, for c1 > 0 chosen below,
n(i)k := c1δ
′(s(i)k )εk . (4.22)
Then, conditioning on the complement of the event in (4.21), we will bound the minimal weight
of connections to L(i)k+1 via the sets A(i)k+1
(
pi(i)k
)
using (4.17) and arrive to (4.12) and (4.13)
using the construction of the greedy path in (4.17). We follow the same steps as in [37, Lemma
3.10]. For notational convenience we leave out the superscript (i) for the various sequences and
sets whenever it is clear from the context. For a set of vertices V ⊂ [t′], define D←V (t′) :=∑
x∈V D←x (t′). By Lemma A.4 in the appendix, the probability that an arbitrary vertex in
(tˆi, ti] is in Ak+1(pik), is at least
pk(pik,Lk+1) := 1
tˆ2i
ηD←pik(tˆi)D
←Lk+1(tˆi), (4.23)
for some constant η > 0, where this event happens independently of the other vertices. Since
the set (tˆi, ti] contains δ
′ti vertices, the random variable |Ak+1(pik)| stochastically dominates a
binomial random variable, i.e.,
|Ak+1(pik)|
d≥ Bin(δ′ti, pk(pik,Lk+1)) =: Ak. (4.24)
Let c2 be the constant from Lemma A.5. After conditioning on D
←Lk+1(tˆi), one obtains that
E[Ak] ≥ E
[
Ak | D←Lk+1(tˆi) ≥ c2tˆis2−τk+1
] · P(D←Lk+1(tˆi) ≥ c2tˆis2−τk+1), (4.25)
where the latter factor equals 1−o(1) by Lemma A.5. Since pik ∈ Lk, we have that D←pik(tˆi) ≥ sk.
We substitute this and the conditioned bound on D←Lk+1(tˆi) in (4.25) into pk(pik,Lk+1) in (4.23).
By the recursive definition of s(i)k in (4.14b) and n
(i)
k in (4.22) we obtain that there exists c1 > 0
such that
E[Ak] ≥ δ′ti
ηc2tˆi(s
(i)
k+1)
2−τs(i)k
tˆ2i
(1− o(1)) ≥ 2c1δ′(s(i)k )εk = 2n(i)k .
An application of Chernoff’s bound and the constructed stochastic domination (4.24) yields for
pi(i)k ∈ L(i)k that
Pdeg
(|A(i)k+1(pi(i)k )| ≤ n(i)k ) ≤ exp (− n(i)k /4).
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For details we refer the reader to [37, Proof of Lemma 3.10]. We return to (4.21). By a union
bound over the layers k ≤ κ(i) and times (ti)i≤Kt,t/2, it remains to show that
Kt,t/2∑
i=1
κ(i)∑
k=1
exp
(− n(i)k /4) −→ 0, as s(0)0 →∞, (4.26)
with n(i)k from (4.22). We postpone showing this to the end of the proof.
Define the conditional probability measure
Pd,c(·) := P
(
·
∣∣∣ Edeg ∩ Kt,t/2⋂
i=1
κ(i)⋂
k=1
{|A(i)k+1(pi(i)k )| > n(i)k }).
Thus, the path segment −→pi q,1 from q0 to the inner core exists Pd,c-a.s. We greedily choose the
vertices (y(i)k , pi
(i)
k+1) as in (4.17). We bound the weight of the segment, i.e., the rhs of (4.18) to
prove (4.12) and (4.13). Let L(i)m,n be i.i.d. copies of L. Since the minimum of N i.i.d. random
variables is non-increasing in N , the weighted distance between pi(i)k and pi
(i)
k can be bounded
for k ≤ κ(i) − 1, i.e., for k ≤ κ(i) and i ≤ Kt,t/2, Pd,c-a.s.
d
(ti)
L
(
pi(i)k , pi
(i)
k+1
) ≤ min
j∈[n(i)k ]
(
L(i)1,j + L
(i)
2,j
)
.
Applying (?) in (A.1) obtains for ξ > 0 that
Pd,c
(
d
(ti)
L
(
pi(i)k , pi
(i)
k+1
) ≥ F (−1)L1+L2((n(i)k )−1+ξ)) ≤ exp (− (n(i)k )ξ),
where F
(−1)
L1+L2
denotes the generalized inverse of the distribution of the sum of two i.i.d. copies of
L. Recall the bound (4.18). By a union bound over the subsegments (pi(i)k , y
i
k, pi
(i)
k+1) for k ≤ κ(i)
and the times (ti)i≤Kt,t/2,
Pd,c
( ⋃
i≤Kt,t/2
{
d
(ti)
L (q0,Core
(i)) ≥
κ(i)−1∑
k=0
F
(−1)
L1+L2
((
n(i)k
)−1+ξ)})
≤
Kt,t/2∑
i=0
κ(i)−1∑
k=0
exp
(− (n(i)k )ξ). (4.27)
We connect this bound to the rhs between brackets in (4.12) and (4.13), respectively. An easy
modification of [37, Proof of Proposition 3.4, after (3.32)] yields that there exists M = M(δ′) > 0
such that, if I2(L) <∞,
κ(i)−1∑
k=0
F
(−1)
L1+L2
((
n(i)k
)−1+ξ) ≤ Qt,ti +M (4.28)
and, regardless of the value of I2(L),
κ(i)−1∑
k=0
F
(−1)
L1+L2
((
n(i)k
)−1+ξ) ≤ (1 + ε)Qt,ti +M. (4.29)
It is left to show that (4.26) holds and the rhs in (4.27) vanishes as s(0)0 tends to infinity. Recall
the definition of n(i)k in (4.22). We first bound
(
s(i)k
)εk from below using (4.19), (3.47), and
tˆi = (1− δ′)ti. One obtains that(
s(i)k
)εk ≥ (δ′s(0)0 (tˆi/t)1/(τ−1))c′(τ−2)−kk−2
=
(
δ′(1− δ′) 1τ−1 s(0)0
)c′(τ−2)−kk−2
exp
( 1
τ − 1c
′k−2(τ − 2)−i−k+1
)
.
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Since (τ − 2)−k grows exponentially for τ ∈ (2, 3), while k−2 decreases polynomially, there exist
c1 > 0 and c2 > 1 such that(
s(i)k
)εk ≥ (δ′(1− δ′) 1τ−1 s(0)0 )c1ck2 exp (c1ci+k2 ) = exp(c1ck2(ci2 + log (s(0)0 δ′(1− δ′)1/(τ−1)))).
Substituting this bound into (4.26) and (4.27), respectively, we observe that the terms are
summable in both i and k and tend to zero as s(0)0 tends to infinity. Thus, using the bounds
(4.28) and (4.29) on the rhs between brackets in (4.27) yields the asserted statements (4.12)
and (4.13), respectively. 
Step 4. Bridging the inner core. We prove a lemma that shows that the path segments
(pi(i)core)i≤Kt,t/2 exist and their total weight is bounded from above by a constant for all i. Recall
Core(i) from (4.11).
Lemma 4.8. Consider PA with parameter τ ∈ (2, 3). Let {w(i)u , w(i)v }i≤Kt,t/2 be a set of vertices
such that for all i, w(i)u , w
(i)
v ∈ Core(i). Then for every δ′ > 0, there exists M > 0 such that
P
( ⋃
i≤Kt,t/2
{
d
(ti)
L (w
(i)
u , w
(i)
v ) ≥M
})
≤ δ′. (4.30)
Proof. From [25, Proposition 3.2] it follows for FPA that for fixed i, whp,
P
(
diam
(ti)
G (Core
(i)) ≤ 2(τ − 1)
3− τ + 6
)
≥ 1− o(1/ti), (4.31)
where diam
(t′)
G (V) := maxw1,w2∈V d(t
′)
G (w1, w2) for a set of vertices V ⊂ [t′]. The statement
(4.31) holds also for VPA as explained in [37, Proof of Proposition 3.5]. A union bound yields
that
P
( ⋃
i≤Kt,t/2
{
diamG(Core
(i)) >
2(τ − 1)
3− τ + 6
})
=
Kt,t/2∑
i=1
o(1/ti) = o(1),
since Kt,t = O(log log(t)), and ti is increasing in i. We sketch how to extend this result to
weighted distances, using the construction in the proof of [25, Proposition 3.2] which in turn
relies on [12, Chapter 10]. In [25, Proposition 3.2] it is shown that the inner core dominates
an Erdo˝s-Re´nyi random graph (ERRG) G(ni, pi), where there is an edge between two vertices
x, y ∈ Core(i) if there is a connector in [(1− δ′)ti, ti] in PAti , where
ni =
√
ti, pi =
1
2
t
1
(τ−1)−1
i log
−2(ti).
The weight on the edge (w1, w2) in the ERRG is L(i,y) + L(y,j), where y is a uniformly chosen
connector of w1 and w2 in PAti . Now, for the construction used in [12, Chapter 10], one can
embed two ri-regular trees of depth ∆ > 0 in the ERRG, rooted in w
(i)
u and w
(i)
v , respectively,
whp. Here ri ≥ tai , for some a > 0, and ∆ is a constant such that all vertices at distance ∆
from their root are members of both trees. Denote this event by Etree. On this event, there are
at least ri disjoint paths from w
(i)
u to w
(i)
v in PAti of 4∆ edges, and we can bound
d
(ti)
L (w
(i)
u , w
(i)
v ) ≤ min
n≤ri
4∆∑
j=1
L
(n)
j ,
for i.i.d. copies of L. Moreover, for F
(−1)
L1+...L4∆
being the distribution of the sum of 4∆ i.i.d.
copies of L, for C sufficiently large
P
( ⋃
i≤Kt,t/2
{
min
j≤tai
4∆∑
j=1
L
(n)
j ≥ C
})
≤
Kt,t/2∑
i=1
(
1− FL1+...L4∆(C)
)tai < δ′,
since by choosing C large, but independently of t, FL1+...L4∆(C) can be brought arbitrarily
close to 1. The asserted bound (4.30) follows from a union bound over the above event and
¬Etree. 
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Step 5. Gluing the segments. We are ready to prove the main proposition of this section.
Proof of Proposition 4.1. Recall Lemma 4.5. We have to show that at the times (ti)i≥0 there
is a path from u to v such that its total weight is bounded from above by the rhs between
brackets in (4.9) and (4.10), w/p at least 1− δ. Let C4.6 be the constant from Proposition 4.6.
Set δ′ = δ/(7 + 2C4.6). Let M4.2 and M4.6 be the constants obtained from applying Lemma 4.2
and Proposition 4.6 for δ′, respectively. Lastly, let M4.8 be the constant from applying Lemma
4.8 for δ′. The existence of the path segments follows now directly from a union bound over the
events described in Lemma 4.3 and Proposition 4.6 for q ∈ {u, v}, and Lemma 4.8. Hence, the
summed error probability is (2 · 3 + 2C + 1)δ′ = δ. The total weight of the constructed paths
(pi(i))i≥0 is bounded from above by 2Qt,ti + 2(M4.2 + M4.6) + M4.8 for all i ≥ 0. Thus, setting
ML := 2(M4.2 +M4.6) +M4.8 in the statement of Proposition 4.1 finishes the proof. 
Appendix A. Preliminaries
In order to bound the minimum of a sequence of i.i.d. random variables, we need the following
lemma that we cite from [37, Lemma 3.11].
Lemma A.1 (Minimum of i.i.d. random variables, [37, Lemma 3.11]). Let L1, . . . , Ln be i.i.d.
random variables having distribution FL. Then for all ξ > 0
P
(
min
j∈[n]
Lj ≥ F (−1)L
(
n−1+ξ
)) (?)≤ e−nξ , P(min
j∈[n]
Lj ≤ F (−1)L
(
n−1−ξ
)) (∗)≤ n−ξ. (A.1)
Proof. Since the random variables are i.i.d., for a function z(n)
P
(
min
j∈[n]
Lj ≥ F (−1)L
(
n−1+ξ
))
=
(
1− FL(z(n))
)n
.
We substitute z(n) = F
(−1)
L
(
n−1±ξ
)
, so that applying (1− x)n ≤ e−nx yields (?) in (A.1), and
applying (1− x)n ≥ 1− nx yields (∗). 
A.1. Lower bound.
Proof of Lemma 3.11. We verify (3.20) by induction. Recall the initial values in (3.18) and
(3.19). We initialize the induction for j = 1. By (3.10), since x < t′
f (t,t
′)
[i,i+1)(t
′, x) = p(t′, x) = νx−γt′γ−1 = νt′γ−1 · x−γ + 0 · xγ−1,
establishing (3.20) for j = 1. We advance the induction so that we may assume (3.20) for j = k.
Then, using the definition of f in (3.11), which counts only the good paths and relies on the
product form of p in (3.10), we can write
f (t,t
′)
[i,i+k+1)(t
′, x) ≤
t′∑
z=`i+k,t′
f (t,t
′)
[i,i+k)(t
′, z)p(z, x).
This bound does not hold with equality, because the first factor on the rhs counts the good
self-avoiding paths from t′ to z, but the vertex x is not necessarily excluded in these paths, while
these paths are excluded on the lhs. Recall from (3.10) that p(z, x) = ν(x ∧ z)−γ(x ∨ z)γ−1.
Since f only counts the good paths, observe that if z < x, then x > `i+k,t′ . Thus, splitting the
sum in two, whether z ≥ x or z < x, one obtains that
f (t,t
′)
[i,i+k+1)(t
′, x) ≤ νx−γ
t′∑
z=`i+k,t′∨x
f (t,t
′)
[i,i+k)(t
′, z)zγ−1 (A.2)
+ 1{x>`i+k,t′}νx
γ−1
x−1∑
z=`i+k,t′
f (t,t
′)
[i,i+k)(t
′, z)z−γ .
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By the induction hypothesis (3.20), we have that
f (t,t
′)
[i,i+k+1)(t
′, x) ≤ νx−γφ[i,i+k)
t′∑
z=`i+k,t′∨x
z−1 + νx−γψ[i,i+k)
t′∑
z=`i+k−1,t′∨x
z2γ−2
+ 1{x>`i+k,t′}νx
γ−1φ[i,i+k)
x−1∑
z=`i+k,t′
z−2γ + 1{x>`i+k,t′}νx
γ−1ψ[i,i+k)
x−1∑
z=`i+k−1,t′
z−1,
where the lower summation bounds in the second sum on both rows changed as a result of the
indicator in (3.20). Approximating the sums by integrals obtains that there exists c = c(ν, γ)
such that
f (t,t
′)
[i,i+k+1)(t
′, x) ≤ x−γc (φ[i,i+k) log(t′/`i+k−1,t′) + ψ[i,i+k)t′2γ−1)
+ 1{x>`i+k,t′}x
γ−1c
(
φ[i,i+k)`
1−2γ
i+k,t′ + ψ[i,i+k) log(t
′/`i+k−1,t′)
)
and (3.20) holds by the definitions (3.18) and (3.19), as shifting the index of the terms in the
logarithm is allowed because k 7→ `k,t′ is non-increasing. The bound (3.21) follows analogously.
The first indicator follows since the sum on the rhs in the analogue of (A.2) is equal to zero if
x = t′, since p(t′, t′) = 0 by definition in Proposition 3.9, i.e.,
t′∑
z=`i+k,t′∨t′
f (t,t
′)
[0,k)(q, z)p(z, t
′) = f (t,t
′)
[0,k)(q, t
′)p(t′, t′) = f (t,t
′)
[0,k)(q, t
′) · 0 = 0. 
Lemma A.2 (Upper bound on t′/`(t)k,t′). There exists BA.2 = BA.2(γ, ν) such that for B > BA.2,
t′/`(t)k,t′ ≤ exp
(
B
(
1 ∨ log(t′/t))(τ − 2)−k/2).
Proof. Let γ = 1/(τ − 1) so that 1/(τ − 2) = γ/(1 − γ). We omit the superscript (t) of `(t)k,t′ .
We prove by induction. For the induction base k = 0, t′/`0,t′ ≤ t′/(δ′t). The advancement of
the induction follows from [16, Lemma A.5, after (A.29)], which contains the appendices of [15].
Recall α[0,k), β[0,k), `k,t′ from (3.16), (3.17), and (3.32b), respectively. Write ηk,t′ := t
′/`k,t′ , and
let c = c(γ, ν) be the constant from Lemma 3.11. To use the same calculations as [16, Lemma
A.5, after (A.29)], we need to show that there exists C = C(γ, ν) > 1, such that(
η−1k+2,t′ + 1/t
′
)γ−1 ≤ C (ηγk,t′ + η1−γk+1,t′ log(ηk+1,t′)) . (A.3)
We start bounding the lhs. Observe that (M) in (3.32b) holds by definition of the arg max in
the opposite direction when we replace `k,t′ by `k,t′ + 1, i.e.,
α[0,k)(`
(t)
k,t′ + 1)
1−γ ≥ (k log(t′))−3.
Combining this with (3.16) yields(
`k+2,t′ + 1
t′
)γ−1
≤ log3(t′)(k + 2)3α[0,k+2)t′1−γ
= c log3(t′)(k + 2)3α[0,k+1)t′1−γ log(ηk+1,t′) + c log3(t′)(k + 2)3β[0,k+1)t′γ
=: T1 + T2. (A.4)
Substituting (M) from (3.32b) in T1 obtains
T1 := c log
3(t′)(k + 2)3α[0,k+1)t′1−γ log(ηk+1,t′)
≤ c(k + 2)3 1
(k + 1)3
`γ−1k+1,t′t
′1−γ log(ηk+1,t′) ≤ c
(
k + 2
k + 1
)3
η1−γk+1,t′ log(ηk+1,t′). (A.5)
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Hence, T1 is bounded by the second term on the rhs in (A.3) for C sufficiently large. For T2,
we substitute (3.17) and (3.32b) to get
T2 := c log
3(t′)(k + 2)3β[0,k+1)t′γ = c2 log3(t′)(k + 2)3
(
t′γα[0,k)`
1−2γ
k,t′ + t
′γβ[0,k) log(ηk,t′)
)
≤ c2
(
k + 2
k
)3
ηγk,t′ + c
2 log3(t′)(k + 2)3t′γβ[0,k) log(ηk,t′)
=: cT21 + cT22.
The term cT21 can be captured by the first term on the rhs in (A.3). For T22, by (3.16),
β[0,k)t
′γ ≤ c−1α[0,k+1)t′1−γ . Using (3.32b) and that ηk,t′ is non-increasing, we further bound
T22 ≤ log3(t′)(k + 2)3 log(ηk,t′)α[0,k+1)t′1−γ ≤ (k + 2)3 log(ηk,t′)
1
(k + 1)3
`γ−1k+1,t′t
′1−γ
≤
(
k + 2
k + 1
)3
log(ηk+1,t′)η
1−γ
k+1,t′ . (A.6)
Thus, cT22 can be captured by the second term on the rhs in (A.3) for C sufficiently large. The
desired bound (A.3) follows by combining (A.4), (A.5), and (A.6) by increasing the constant
C in (A.3). Now that we have established (A.3), the proof is finished by step-by-step following
the computations in [16, Lemma A.5, after (A.29)]. 
Lemma A.3 (Upper bound on neighbourhood size). Consider PA under the same assumptions
as Proposition 3.16 and recall E(q)bad from (3.2b). Let q be a typical vertex in PAt. Then for
t′ ≥ t
P
(Kt,t′+2⋃
k=1
{
|∂B(t′)G (q, k)| ≥ exp
(
2B(1 ∨ log(t′/t))(τ−2)−k/2)} | Kt,t′+2⋂
k=0
¬E(q)bad
)
≤ 2 exp (−B(1 ∨ log(t′/t))). (A.7)
Proof. Define E(q)good :=
⋂Kt,t′
k=0 ¬E(q)bad. We will first bound E
[|∂B(t′)G (q, k)| | E(q)good] and let the
result follow by a union bound on the events in (A.7) and Markov’s inequality. Conditionally
on E(q)good, all vertices at distance k < Kt,t′ can only be reached via t′-good q-paths. Recall
f (t,t
′)
[0,k)(q, x) from (3.11) and its interpretation as an upper bound for the expected number of
good paths from q to x of length k. Thus, we have by the law of total probability, and the
definition of good paths in Definition 3.3,
E
[|∂B(t′)G (q, k)| | E(q)good] ≤ 1P(E(q)good)
t′∑
x=`k,t′
f (t,t
′)
[0,k)(q, x).
Recalling (3.34), we see that it is sufficient to bound the sum on the rhs. Now, applying the
bound in (3.21) on f yields for some c1, c2 > 0,
t′∑
x=`k,t′
f (t,t
′)
[0,k)(q, x) ≤ α[0,k)
t′∑
x=`k,t′
x−γ + β[0,k)
t′∑
x=`k−1,t′
xγ−1
≤ c1
(
α[0,k)t
′1−γ + β[0,k)t′γ
) ≤ c2α[0,k+1)t′1−γ . (A.8)
The last line follows since by (3.16), t′γβ[0,k) ≤ α[0,k+1)t′γ−1/c, and k 7→ α[0,k) is non-decreasing.
We bound the rhs in (A.8) in terms of (t′/`k,t′). By (M) in (3.32b) and Lemma A.2
α[0,k+1)t
′1−γ ≤ ((k + 1) log(t′))−3(t′/`k+1,t′)1−γ
≤ ((k + 1) log(t′))−3 exp
(
B(1− γ)(1 ∨ log(t′/t))(τ − 2)−(k+1)/2).
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This obtains that for B sufficiently large
E
[|∂B(t′)G (q, k)| | E(q)good] ≤ 2cP(E(q)good) exp
(
B(1 ∨ log(t′/t))(τ − 2)−k/2
)
≤ exp
(
B′(1 ∨ log(t′/t))(τ − 2)−k/2
)
,
where the last bound follows for some B′ > B as P
(E(q)good) = 1 − δ′ + o(1) by (3.34). The
assertion (A.7) follows by a union bound over (A.7) and summing over k. 
A.2. Upper bound. This lemma is establishing the probability for a vertex to be a two-
connector, and is cited from [25].
Lemma A.4 ([25, (3.6) in proof of Proposition 3.2]). For x ∈ [tˆi], a set V ∈ [tˆi], conditionally
on PAtˆi, the probability that y ∈ (tˆi, ti] is a connector of (x,V) is at least
ηDx(tˆi)DV(tˆi)
tˆ2i
=: p(x,V),
where η > 0 is a constant and DV(tˆi) :=
∑
z∈V Dz(tˆi). Moreover, w/p at least p(x,V), the
event {y is a connector of (x,V)} happens independently of other vertices in (tˆi, ti].
Recall tˆi from (4.11), s
(i)
k from (4.14b), and L(i)k from (4.16). The last lemma bounds the
total degree of vertices with degree at least s(i)k at time tˆi.
Lemma A.5 (Impact of high degree vertices [25, Lemma A.1]). There is a constant c > 0 such
that for any ε > 0
P
(
DL(i)k
(tˆi) ≤ ctˆi(s(i)k )2−τ
)
= o(1).
Proof. The proof for FPA can be found in [25, Lemma A.1], we refer the reader there to fill in
the details. For VPA it follows from [22, Theorem 1.1(a)]. 
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