The Riccati equation method is used to study the oscillatory behavior of solutions of linear matrix Hamiltonian systems. A unitary transformation approach is used to break the positive definiteness restriction imposed on one of coefficients of the Hamiltonian system.
1. Introduction. Let A(t) B(t) and C(t), be complex valued locally integrable matrix functions on [t 0 , +∞) and let B(t) and C(t) be Hermitian, i.e., B(t) = B * (t), C(t) = C * (t), t ≥ t 0 (here and after * denotes the conjugation sign). Consider the linear matrix Hamiltonian system    Φ ′ = A(t)Φ + B(t)Ψ,
1)
By a solution of this system we mean an ordered pair (Φ(t), Ψ(t)) of absolutely continuous matrix functions Φ(t) and Ψ(t) of dimension n × n on [t 0 , +∞), satisfying (1.1) almost everywhere on [t 0 , +∞). Definition 1.1. A solution (Φ(t), Ψ(t)) of the system (1.1) is called conjoined (or prepared, preferred) Study of the oscillatory behavior of the system (1.1) is an important problem of qualitative theory of differential equations and many works are devoted to it (see e.g., [1 -11] and cited works therein). In [11] two oscillation criteria are obtained in a new direction which is to break the positive definiteness restriction imposed on B(t). In [11] this restriction was replaced by the non negative definiteness condition with a condition of solvability of a linear algebraic matrix equation. In this work we continue the study of oscillation behavior of the system (1.1) in the mentioned above direction. A new approach allows us to omit the solvability restriction of a linear algebraic matrix equation, presented in [11] . This approach is the use of an unitary transformation to the the Riccati type equality for a solution of matrix Riccati equation (see below).
2. Main result. Let p jk (t), j, k = 1, 2 be real valued locally integrable functions on [t 0 , +∞). Consider the linear system of ordinary differential equations
has arbitrary large zeroes.
Definition 2.2. The system (2.1) is called oscillatory if its all solutions are oscillatory.
It is well known that for any Hermitian matrix H of dimension n × n there exists an unitary matrix (transformation) U H such that H = U * H diag{h 1 , ..., h n }U H . Hereafter we will assume that U B (t) is absolutely continuous on [t 0 , +∞) and B 0 (t) is locally integrable on [t 0 , +∞). Set:
Theorem 2.1. Let the following conditions be satisfied:
is oscillatory.
Then the system (1.1) is oscillatory.
Remark 2.2. Some explicit oscillatory criteria for the system (2.1) (therefore for the system (2.3)) are obtained in [12] .
3. Proof of the main result. Along with the system (2.1) consider the scalar Riccati equation
The solutions y(t) of this equation, existing on some interval [t 1 , t 2 )(t 0 ≤ t 1 < t 2 ≤ +∞) are connected with solutions (φ(t), ψ(t)) of the system (2.1) by relations (see [13] )
Let f k (t), g k (t) and h k (t), k = 1, 2 be real valued locally integrable functions on [t 0 , +∞). Consider the scalar Riccati equations
and the differential inequalities
is also a solution to the inequality (3.3 k ). Remark 2.4. If f k (t) ≥ 0, t ≥ t 0 then every solution of the linear equation
is also a solution of the inequality (3.3 k ).
The following comparison theorem plays crucial role in the proof of the main result. Theorem 3.1. Let y 2 (t) be a solution of Eq. (3.2 2 ) on [t 0 , τ 0 ) (t 0 < τ 0 ≤ +∞) and let η 1 (t) and η 2 (t) be solutions of the inequalities (3.3 1 ) and (3.3 2 ) respectively on [t 0 , τ 0 ) with η k (t 0 ) ≥ y 2 (t 0 ), k = 1, 2. In addition let the following conditions be satisfied:
Proof. By analogy of the proof of Theorem 3.1 from [14] . Consider the matrix Riccati equation
It is not difficult to verify that the solutions Z(t) of this equation, existing on an interval
3.1. Proof of Theorem 2.1 (the main result). Suppose the system (1.1) is not oscillatory. Then there exists a conjoined solution (Φ(t), Ψ(t)) of (1.1) such that detΦ(t) = 0, t ≥ t 1 for some t 1 ≥ t 0 . By virtue of (3.5) from here it follows that Z(t) ≡ Ψ(t)Φ −1 (t), t ≥ t 1 is a Hermitian solution of Eq. (3.4) on [t 1 , +∞), that is Z * (t) = Z(t), t ≥ t 1 and
Multiply both sides of the last equality at left by U B (t) and at right by U * B (t). Taking into account (2.2) and the equality
we obtain
, t ≥ t 1 and let [M] jk denotes the jk-th entry of any square matrix M (j, k = 1, n). Since V (t) is a Hermitian matrix function it is not difficult to verify that
Taking into account the equalities v
where
Consider the scalar Riccati equations [b j (τ )y(τ ) + 2Re a jj (τ )]dτ , ψ(t) ≡ y(t)φ(t), t ≥ t 1 form a solution (φ(t), ψ(t)) of the system (2.3) on [t 1 , +∞), which can be continued on [t 0 , +∞) as a solution of the system (2.3). Since, obviously, φ(t) > 0, t ≥ t 1 the system (2.3) is not oscillatory, which contradicts the condition 3) of the theorem. The obtained contradiction completed the proof of the theorem.
