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Аннотация 
В статье рассматривается разработка метода визуального внимания на основе ранжиро-
вания вершин графа по разнородным признакам изображений. Целью исследований являет-
ся создание метода, позволяющего с высокой точностью обнаруживать объекты на изобра-
жениях с низким цветовым контрастом выделяемых и фоновых областей. Для вычисления 
области значимости изображение предварительно сегментируется на регионы. На основе 
регионов строится граф. Каждый регион связан со смежными регионами, а также с обла-
стями, примыкающими к смежным регионам. Регионы являются вершинами графа. Верши-
ны графа ранжируются по признакам соответствующих областей изображения. Область 
значимости выделяется на основе запросов фоновых областей. К фоновым областям отно-
сятся регионы, примыкающие к краям изображения. В существующем подходе визуального 
внимания на основе ранжирования вершин графа использовались только цветовые признаки 
изображения. В предлагаемом методе для повышения точности дополнительно использу-
ются текстурные признаки и признаки формы. Для вычисления текстурных признаков ис-
пользуется функция энергии Габора. При анализе формы рассчитывается расстояние между 
центрами регионов. Результаты экспериментов представлены на тестовых изображениях. 
Построены кривые точности-полноты, показывающие преимущество разработанного метода. 
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Введение 
Визуальное внимание («visual attention») пред-
ставляет собой способность системы компьютерного 
зрения быстро находить нужные данные в наблюдае-
мой сцене. Считается, что поток визуальных данных 
размером 108 – 109 бит поступает в зрительную систе-
му человека каждую секунду [1, 2]. Поэтому основ-
ная цель визуального внимания – быстрое обнаруже-
ние объектов в сцене с использованием наименее 
возможного количества информации для решения 
сложных высокоуровневых задач распознавания об-
разов. Концепция систем визуального внимания стала 
использоваться в связи с появлением различных меж-
дисциплинарных подходов, что привело к взаимодей-
ствию учёных в областях психологии, физиологии, 
распознавания образов, искусственного интеллекта, 
компьютерного зрения, машинного обучения, робо-
тотехники. 
В области компьютерного зрения NP-полные вы-
числительные задачи распознавания и группировки 
являются основным препятствием для реализации 
приложений реального времени. Таким образом, для 
преодоления проблемы сложности в приложениях 
компьютерного зрения использование концепции ви-
зуального внимания очень актуально. Областями 
применения моделей визуального внимания являются 
автономная навигация роботов, человеко-машинные 
интерфейсы, контроль технологических процессов, 
видеонаблюдение, дистанционное зондирование Зем-
ли, биометрические системы, медицинская диагно-
стика и т.д. [2 – 5]. В последнее время разработано 
множество моделей визуального внимания на основе 
компьютерного зрения. Обычно эти модели исполь-
зуют признаки изображения для создания карты зна-
чимости («saliency map»). Выделяемая область пред-
ставлена на карте значимости с помощью интенсив-
ности пикселей.  
Наиболее часто в моделях визуального внимания 
используются следующие признаки: цвет, яркость, 
ориентация [6, 7], направление движения [8], глубина 
сцены [9], структурные признаки [10], вейвлеты [11], 
центральное расположение [12], оптический по-
ток [13], энтропия [14], симметрия [15], текстурный 
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контраст [16], текстурные неоднородности [17], 
морфлеты [18], спектр [19], контекстные особенности 
[20], ковариационные признаки [21], ошибки рекон-
струкции [22], плотность ядра признаков [23], центр 
выпуклой оболочки [24], параметры цепей Маркова 
[25], признаки патчей [26], параметры условных слу-
чайных полей [27], ядра локальной регрессии [28], 
особенности низкоуровневой модели зрения [29], ста-
тистические признаки изображений [30], различие 
признаков областей в пространстве изображения [31] и 
т.д. 
Модели визуального внимания разделяют на вос-
ходящие и нисходящие. Восходящие модели (bottom-
up) основаны на низкоуровневых характеристиках 
визуальной сцены [6, 32]. Восходящие модели вни-
мания характеризуются высокой скоростью анализа 
изображений. Однако восходящие модели соответ-
ствуют только небольшой части функций внимания 
человека. Нисходящие модели (top-down) определя-
ются текущими целями и задачами [7]. Соответствен-
но, реализация нисходящих моделей визуального 
внимания является более медленной по сравнению с 
восходящими подходами, но позволяет выделить 
смысловое содержание сцены.  
Наиболее заметные достижения в области визу-
ального внимания связаны с использованием моделей 
«глубокого обучения» [33 – 35]. Однако выделяют 
следующие недостатки подобных методов: высокая 
вычислительная сложность по сравнению с традици-
онными подходами, необходимость предварительно-
го обучения на большом наборе данных, объём обу-
чающей выборки сильно влияет на количество клас-
сов анализируемых изображений.  
Несмотря на значительный прогресс, достигнутый 
в течение последних десятилетий, имеющиеся в 
настоящее время методы компьютерного зрения да-
леки от зрительной системы человека по надёжности 
и производительности. В настоящее время в области 
компьютерного зрения существуют проблемы, свя-
занные с выделением объектов на изображениях с 
низким контрастом, присутствующим шумом и 
сложными текстурами. Часто существующие методы 
визуального внимания требуют априорных знаний, 
чтобы обеспечить их надлежащее функционирование. 
Это обстоятельство существенно ограничивает об-
ласть применения подобных подходов. До сих пор 
для решения многих задач необходимы алгоритмиче-
ское и программное обеспечения, позволяющие точно 
выделять объекты на изображениях с низким контра-
стом и сложными текстурами без этапа предвари-
тельного обучения.  
В работе предлагается метод визуального внима-
ния на основе ранжирования вершин графа по разно-
родным признакам изображений. Изображение сег-
ментируется на регионы (суперпиксели). На основе 
регионов строится граф. Регионы являются вершина-
ми графа. Каждой вершине графа присваивается ранг 
на основе признаков регионов изображения. В соот-
ветствии со значением ранга определяется вхождение 
региона в область значимости. В представленной ра-
боте новыми являются следующие положения: 1) для 
ранжирования вершин графа в качестве признаков 
региона используется не только цветовые, но и тек-
стурные характеристики; 2) имеется возможность из-
менять форму выделяемой области значимости, оце-
нивая расстояние между регионами.  
1. Разработка метода визуального внимания 
на основе ранжирования вершин графа 
по разнородным признакам изображений 
Построение графа 
В работе [36] предложен метод ранжирования, ко-
торый использует внутреннюю структуру данных для 
маркировки графов. Для построения карты значимо-
сти предлагается использовать метод ранжирования 
вершин графа, представленных регионами изображе-
ния. На первом этапе изображение сегментируется на 
регионы c использованием простой линейной итера-
тивной кластеризации (simple linear iterative cluster-
ing – SLIC) [37].  
На основе регионов строится граф G = (V, E), где 
V – набор вершин, а E – набор неориентированных 
рёбер (рис. 1). Каждый регион связан как со смежны-
ми регионами, так и с регионами, примыкающими к 
смежным. Смежными регионами называются регио-
ны, имеющие общую границу. Вершины, представ-
ленные регионами с подобными связями, соединяют-
ся рёбрами. 
На рис. 1 показано построение рёбер между неко-
торой вершиной (обозначена точкой большого разме-
ра) и другими вершинами (обозначены точками мало-
го размера). Подобным образом осуществляется по-
строение всех рёбер графа.  
 
Рис. 1. Построение рёбер графа между отдельной 
вершиной и другими вершинами графа (все регионы, 
связанные с рассматриваемым регионом, ограничены 
сплошным контуром; через регионы, примыкающие 
к границам изображения, проходит пунктирная линия) 
Цветовые признаки 
Для описания цветовых свойств регионов исполь-
зуется цветовая модель CIE Lab. В модели CIE Lab 
используются три составляющих цветового зрения 
человека: светлота (Lightness) и две хроматические 
компоненты (канал a кодирует цвета от тёмно-зелё-
Метод визуального внимания на основе ранжирования вершин графа…  Захаров А.А., Титов Д.В., Жизняков А.Л., Титов В.С. 
Компьютерная оптика, 2020, том 44, №3    DOI: 10.18287/2412-6179-CO-658 429 
ного до пурпурного цвета, канал b представляет цвета 
от синего до жёлтого). Значения каналов a и b меня-
ются от –128 до 127, а параметр L – от 0 до 100. При 
вычислении цветовых характеристик каждого регио-
на происходит усреднение цветовых значений всех 
входящих в него пикселей [38]. 
Текстурные признаки 
Текстурные признаки часто игнорируются в вы-
числительных моделях визуального внимания. Для 
извлечения текстурных признаков предлагается ис-
пользовать функцию энергии Габора [39]. Фильтр Га-
бора может обнаруживать края определённой ориен-
тации и масштаба.  
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     
       
 (1) 
где cos sinx x y   ; sin cos ;y x y     х, y – ко-
ординаты пикселя на изображении; u – радиальная 
частота;  – угол, который определяет ориентацию 
нормали параллельных полос функции Габора;  – 
сдвиг фаз в градусах;  – среднеквадратичное откло-
нение ядра Гаусса;  – коэффициент сжатия, характе-
ризующий эллиптичность функции Габора ( = 0,5). 
Входное изображение обрабатывается группой 
фильтров Габора, которые имеют различные парамет-
ры ориентации и частоты. Полученная коллекция 
изображений называется банком. При создании банка 
различные значения ориентации и частоты выбирают-
ся таким образом, чтобы охватывалась вся простран-
ственно-частотная область. В методе фильтры Габора 
вычисляются при следующих углах ориентации нор-
мали: 0 °, 30 °, 60 °, 90 °, 120 °, 150 °. Для изображения 
шириной N принято использовать следующие ради-
альные частоты для группы фильтров Габора [40]:  
1
21 2 2 2 4 2 4,  ,  ,...,  .
N
N N N N
 
При вычислении фильтров Габора были использо-
ваны 4 значения радиальной частоты u: 2 / 8 , 
2 /16 , 2 / 32 , 2 / 64 . Таким образом, размер 
банка изображений, обработанных фильтром Габора, 
равен 24. Отношение  /  = 0,56 является постоянным 
для всех фильтров в банке ( = 1 / u – длина волны). 
Этот выбор объясняется свойствами простых клеток 
зрительной коры, которые могут моделироваться 
фильтром Габора [39]. Энергия Габора связана с мо-
делью сложных клеток в первичной зрительной коре 
человека [39]. Функция энергии Габора записывается 
следующим образом [39]: 
2 2( , , ) ( , , , , , , )Q R x y R x y        , (2) 
где R (x, y, , , , , ) = I (x, y)*g (x, y, , , , , ), 
I (x, y) – изображение, * – операция свёртки. 
Для вычисления полной энергии Габора Z значе-
ния энергии Qi всех изображений, обработанных 
фильтрами с различными параметрами ориентации и 








   (3) 
где K – размер банка фильтров. 
При вычислении текстурных признаков каждого 
региона происходит усреднение значений полной 
энергии Габора всех входящих в него пикселей. 
Признаки формы 
Вес рёбер графа измеряет сходство между верши-
нами. В существующих методах обнаружения объек-
тов на основе графов веса рёбер обычно вычисляются 
на основе цветового различия между регионами [38]. 
Недостаток подобных подходов состоит в том, что 
при цветовом сходстве областей удалённого фона и 
обнаруживаемого объекта получаются некорректные 
результаты. Для решения этой проблемы предлагает-
ся учитывать расстояние между регионами. Исполь-
зование расстояния между регионами обусловлено 
тем, что значимые области объекта обычно являются 
относительно компактными (с точки зрения про-
странственного распределения) и однородными по 
внешнему виду (с точки зрения распределения при-
знаков). Расстояние между регионами рассчитывается 
следующим образом: 
2 2( ) ( )Ci Сj Сi СjH x x y y    , (4)  
где (xCi, yCi) и (xCj, yCj) – координаты центров i-го и j-го 
регионов, вычисляемые как среднее арифметическое 
координат всех точек региона. 
Ранжирование вершин графа  
по разнородным признакам изображений 
Разрабатываемый метод визуального внимания 
использует графы для представления данных. Каждая 
вершина графа ранжируется на основе признаков ре-
гионов изображения. В соответствии с рангом вер-
шины регион относится либо к фону, либо к выделя-
емому объекту [38].  
Пусть изображение содержит n регионов. Тогда 
вектор признаков для i-го региона можно обозначить 
xiRm. C учётом векторов признаков регионов форми-
руется набор данных, X = {x1, ..., xq, xq+1, ..., xn}Rmn, в 
котором первые q элементов являются запросами, а 
остальные элементы должны быть ранжированы в со-
ответствии с их релевантностью запросам.  
Пусть f : X→Rn является функцией ранжирования, 
которая связывает значение xi со значением ранга fi . 
Таким образом, f можно рассматривать как вектор 
f = [f1, …, fn]T. Пусть y = [y1, y2, ..., yn]T является индика-
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торным вектором, в котором yi = 1, если xi является 
запросом, и yi = 0 в противном случае. 
На основе регионов строится граф G = (V, E), в 
котором вершины V являются набором данных X. 
Рёбра E имеют веса wij, вычисленные с помощью 
матрицы W = [wij]nxn: 
2 2 2
exp ,
если ( , ) ;
0, в другом случае ,
i j i j ij
Z HLab
ij i j
Lab Lab Z Z H
w v v E
   





где Labi и Labj – средние значения регионов в цвето-
вом пространстве CIE LAB; Zi и Zj – значения полной 
энергии Габора i-го и j-го регионов; Hij – расстояние 
между центрами i-го и j-го регионов; Lab, Z, H – 
константы, управляющие значением веса; E – множе-
ство рёбер графа.  
Для матрицы смежности графа G вычисляется 
матрица степеней D = diag{d11, ..., dnn}, где dii = Σjwij.  
Таким образом, ранжирование вершин сводится к 

































где  – параметр, управляющий гладкостью и совме-
стимостью.  
Функция ранжирования не должна сильно изме-
няться между близлежащими вершинами (ограниче-
ние гладкости) и не должна сильно отличаться от 
начального значения запроса (ограничение совмести-
мости). Функция ранжирования (6) может быть запи-
сана следующим образом: 
* 1( )Nf I L y  , (7) 






  – нормализованная матрица 
Лапласа. 
Выражение (7) можно записать другим образом: 
* 1( )f D W y  . (8) 
Вычисление карты значимости 
Значимость каждого узла определяется на основе 
функции ранжирования (8) с использованием графа 
изображения и вершин запроса. Для упрощения вы-
числений выражение (8) можно записать f * = Ay. Мат-
рицу A можно рассматривать как матрицу смежности, 
которая равна (D – W)–1. Величина значимости для 
каждого региона изображения определяется на осно-
ве признаков других регионов. При вычислении зна-
чимости конкретного региона его собственные при-
знаки не учитываются. С этой целью при вычислении 
ранга диагональные элементы матрицы A устанавли-
ваются в 0. При вычислении карты значимости i-го 
региона на основе фоновых запросов используется 
выражение 1– f *(i). Регионы на границах изображения 
используются в качестве фоновых областей (на рис. 1 
обозначены пунктиром). Если нормализовать вектор 
f *(i) в диапазоне от 0 до 1, то значение карты значи-
мости S(i) можно записать в виде: 
*( ) 1 ( );NS i f i   1,...,  i n , (9) 
где * ( )Nf i  – нормализованный вектор; i – номер реги-
она; n – количество регионов на изображении. 
Алгоритм вычисления карты значимости 
Шаг 1. Сегментация входного изображения на реги-
оны. Построение графа G. Вычисление матриц D 
и W. 
Шаг 2. Вычисление матрицы A = (D – W)–1. Присво-
ение диагональным элементам матрицы A значе-
ния 0. 
Шаг 3. Формирование четырёх индикаторных векто-
ров y. Запросам в каждом из четырёх случаев со-
ответствуют регионы, примыкающие к одной из 
сторон изображения (левой, правой, верхней, 
нижней). На основе выражения (8) вычисляются 
четыре карты значимости. Вычисляется общая 
карта значимости: 
( ) ( ) ( ) ( ) ( )bq t b l rS i S i S i S i S i    , (10) 
где St (i), Sb (i), Sl (i), Sr (i) – карты значимости, вы-
численные на основе фоновых запросов для верх-
ней, нижней, левой и правой границ изображения.  
Шаг 4. Для уточнения карты значимости используют-
ся запросы на основе регионов переднего плана. 
Карта значимости Sbq (i), вычисленная на шаге 3, 
используется для формирования запросов перед-
него плана и вектора y. Вычисляется область зна-
чимости на основе фоновых запросов переднего 
плана изображения: 
*( ) ( );  1,..., .fq nS i f i i n   (11) 
2. Исследование метода визуального внимания 
на основе ранжирования вершин графа 
по разнородным признакам изображений 
Исследование метода проводилось на изображе-
ниях, входящих в набор данных MSRA-1000. Анализ 
текстурных признаков необходим при выделении 
объектов на изображениях с низким цветовым кон-
трастом и сложными текстурами. На рис. 2 показано 
использование текстурных признаков в методе визу-
ального внимания на основе ранжирования вершин 
графа [38].  
На рис. 3 показано использование признаков фор-
мы для создания карты значимости. При использова-
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нии информации о расстоянии между центрами реги-
онов выделяемая область становится более компакт-
ной, удаляются мелкие включения на карте значимо-
сти (рис. 3г).  
а)  б)  в)  г)  д)  
Рис. 2. Использование текстурных признаков для получения 
карт значимости: а) тестовое изображение из набора 
данных MSRA-1000, б) эталонная карта значимости 
тестового изображения, в) карта значимости, полученная 
на основе метода ранжирования вершин графа по 
цветовым признакам изображения [38], г) изображение, 
обработанное с использованием функции энергии Габора, 
д) карта значимости, полученная на основе метода 
ранжирования вершин графа по цветовым и текстурным 
признакам изображения  
а)  б)  в)  г)  
Рис. 3. Использование признаков формы для получения карт 
значимости: а) тестовое изображение из набора данных 
MSRA-1000, б) эталонная карта значимости тестового 
изображения, в) карта значимости, полученная на основе 
метода ранжирования вершин графа по цветовым 
признакам изображения [38], г) карта значимости, 
полученная на основе метода ранжирования вершин графа 
по признакам формы и цветовым признакам изображения 
Сравнение разработанного метода проводилось со 
следующими моделями визуального внимания 
CA [19], COV [20], DSR [21], FES [22], GR [23], 
MC [24], PCA [25], SEG [26], SeR [27], SIM [28], 
SR [29], SUN [30], SWD [31], MR [38] (для сравнения 
были использованы изображения из набора данных 
MSRA-1000), приведены карты значимости, получен-
ные с использованием различных методов (табл. 1, 
см. ниже). 
Для демонстрации преимуществ разработанного 
метода были выбраны изображения с низким цвето-
вым контрастом и сложными текстурами. 
Для количественной оценки результатов работы 
предложенного метода используются кривые точно-
сти-полноты (precision-recall – PR) [41]. Карту значи-
мости S можно преобразовать в двоичную маску M и 
вычислить точность и полноту.  
Полученная двоичная маска M сравнивается с 













Для построения кривой точности-полноты карту 
значимости S рассматривают как изображение в гра-
дациях серого. Осуществляется бинарная сегмента-
ция изображения в диапазоне [0, 255] с шагом 1. На 
каждом шаге вычисляются значения точности и пол-
ноты. На основе вычисленных значений формируется 
кривая точности-полноты.  
На основе полученных карт значимости были по-
строены кривые точности-полноты (рис. 4). 
 
Рис. 4. Кривые точности-полноты существующих 
и разработанного методов 
На основе полученных карт значимости и кривых 
точности-полноты можно сделать вывод, что разрабо-
танный метод визуального внимания на основе ранжи-
рования вершин графа по разнородным признакам 
изображений превосходит многие существующие под-
ходы. Особенно хорошо это видно при выделении об-
ласти значимости на изображениях с низким цветовым 
контрастом и сложными текстурами. 
Заключение 
В работе предложен метод визуального внимания 
на основе ранжирования вершин графа по разнород-
ным признакам изображений. Метод имеет суще-
ственные преимущества по сравнению с другими 
подходами при выделении карт значимости на изоб-
ражениях с низким цветовым контрастом и сложны-
ми текстурами. К достоинствам метода относится вы-
сокая скорость вычислений, обусловленная использо-
ванием низкоуровневых признаков. Кроме того, ме-
тод не требует этапа предварительного обучения, что 
позволяет использовать его в различных прикладных 
областях, связанных с компьютерным зрением. 
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Abstract 
The paper discusses a method of visual attention based on vertex ranking of graphs on the basis 
of image features. The aim of the research is to develop a method that allows high-precision detec-
tion of objects in images with low color contrast between the selected and background areas. The 
image is pre-segmented into regions to calculate the saliency map. The graph is based on regions. 
Each region is associated with related regions, as well as with areas adjacent to adjacent regions. 
The regions are vertices of the graph. The vertices of the graph are ranked according to the charac-
teristics of the corresponding image areas. The scope is highlighted based on requests from back-
ground areas. The saliency map is determined based on background area queries. Regions adjacent 
to the edges of the image belong to the background areas. Color features of the image were used in 
the existing approach of visual attention based on the manifold ranking. Texture features and 
shape features are additionally used in the proposed method to improve accuracy. Gabor's energy 
function is used to calculate texture features. The distance between centers of the regions is calcu-
lated by analyzing the form. The proposed method has shown good results for detecting objects in 
images in which the background color and object color are in similar ranges. The experimental re-
sults are presented on test images. Precision-recall curves showing the advantage of the developed 
method are constructed. 
Keywords: image analysis, visual attention, graph, image attributes, ranking, computer vision. 
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