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Abstract
We consider a new family of factorial languages whose subword com-
plexity grows as Θ(nα), where α is the only positive root of some tran-
scendent equation. The asymptotic growth of the complexity function
is studied with the use of analytical methods and in particular with a
corollary of the Wiener-Pitt theorem. The factorial languages considered
are also languages of arithmetic factors of infinite words; so, we describe
a new family of infinite words with an unusual growth of arithmetical
complexity.
Keywords: subword complexity, arithmetic complexity, combinatorics
on words, Toeplitz words, asymptotic combinatorics, analytical methods
in combinatorics, Tauberian theorems, Wiener-Pitt theorem.
1 Introduction
This study started as an attempt to construct an infinite word with a non-
standard arithmetical complexity growth. Estimation of this complexity with
the use a recurrent relation required non-trivial and non-elementary analytical
methods, namely, the Wiener Tauberian theory. Thus, apart from the main
combinatorial result (Theorem 1), its analytic derivation is also interesting.
The considered family of words is built by a rather simple construction,
and their arithmetical complexity grows as Θ(nα), where α is a root of some
transcendental equation. This is proved by elementary techniques (Lemma 4).
Then to give the precise asymptotics we use a corollary of the Wiener-Pitt
theorem (Theorem 3).
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2 Definitions, survey and results
We consider finite and infinite words on the alphabet Σ of cardinality d ≥ 2.
A set of finite words on it is called a language; in particular, we can speak on
the language of factors Fac(w) of an infinite word w. Such a language is always
factorial, which means that it is closed under taking factors; here factor, or
subword v of a word u is a word such that u = svt for some s and t. In general
we can speak on the factorial closure of a language which is the set of factors of
all its elements.
An arithmetical factor of a word w1 . . . wn . . . with wi ∈ Σ is a finite word of
the form wkwk+rwk+2r . . . wk+mr with r > 0. The set of all arithmetical factors
of a given word is its arithmetical closure. It is clear that the arithmetical closure
of a word or of a language is a factorial language.
The number of words of length n in a factorial language F is called its
subword complexity and is denoted by pF (n); if this factorial language is the
language of factors of an infinite word w, then its subword complexity is denoted
by pw(n). The subword complexity of the arithmetical closure of w is called its
arithmetical complexity and denoted by aw(n).
It is clear that both functions of an infinite word do not decrease and grow
not faster than dn, where d is the cardinality of the alphabet. A survey on the
subword complexity can be found in [1]; a more recent result to be mentioned
is the construction of a word whose subword complexity grows faster than any
polynomial and slower than any exponent [2].
The function of arithmetical complexity introduced in [3] for a non-periodic
word can grow both exponentially [4] and linearly; moreover, a characterization
of uniformly recurrent words of linear arithmetical complexity is known [5].
Then, there are some examples of words whose arithmetical complexity grows
not linearly but subpolynomially [6], or faster than any polynomial but slower
than cn for any c > 1 [7].
The goal of this paper is the construction of a family of infinite words whose
arithmetical complexity grows in a non-standard way, namely, as nα, where α
is a root of some transcendental equation.
To state the main result of the paper, let us fix a finite set of prime numbers
Q = {q1, . . . , qk} of cardinality k ≥ 2 and a number d which is the size of the
alphabet considered. Consider the equation
d− 1
d
=
k∏
i=1
(1 − q−xi ) (1)
and note that for each Q and d it has the unique positive root x = α = α(Q, d).
Indeed, the function Π(x) =
k∏
i=1
(
1 − q−xi
)
is growing with x ≥ 0, and we have
Π(0) = 0 and Π(x) → 1 with x→∞.
Note that for each fixed d the root α(Q, d) of the equation (1) never exceeds
2
the root α = α(d) of the equation
d− 1
d
=
∏
q is prime
(1 − q−x) =
1
ζ(x)
,
where ζ is the Riemann zeta-function. In particular, if d = 2, then for any set
Q the value of α is not greater than the root α = 1.7286 . . . of the equation
ζ(x) = 2.
As it follows from the Besikovitch theorem [8], the root α of (1) can be either
integer (like in the case of d = 3 and Q = {2, 3}, when α = 2), or irrational. The
Schanuel conjecture [9] would imply that each irrational root of this equation is
transcendental; however, to the best of our knowledge, at the moment this fact
is not proven.
The main combinatorial result of this paper is the following
Theorem 1 Let Q = {q1, . . . , qk} be a finite set of prime numbers, k ≤ 2. Then
for each d > 1 there exists an infinite word w = w(Q, d) on the d-letter alphabet
such that its arithmetical complexity aw(n) = pQ,d(n) satisfies
pQ,d(n)
nα(Q,d)+1
→ C with n→∞,
where C is a positive constant.
In what follows we prefer to consider pQ,d(n) as the subword complexity func-
tion of the language F = F (Q, d) equal to the arithmetical closure of w. The
language F and the infinite word w are constructed in the next section. Then
in Section 4 the classical method of special words is used to derive a recurrent
formula for the first differences sQ,d(n) = pQ,d(n+ 1)− pQ,d(n) of the function
pQ,d(n). The properties of the function sQ,d(n) are studied in Section 5 by
combinatorial techniques. Then in Section 6 we prove a property of Π(x) as a
complex funcion. That property allows to apply to it Theorem 3 from Section 7,
which is a corollary of a Tauberian theorem. The application is made in Section
8 which completes the proof of Theorem 1.
3 The language F (Q, d)
Let Σ be a finite alphabet of cardinality d. Recall that a morphism is a
mapping ϕ : Σ∗ → Σ∗ which for all words x, y ∈ Σ∗ satisfies the equality
ϕ(xy) = ϕ(x)ϕ(y); here and below two words written consecutively mean their
concatenation.
Now for all a ∈ Σ and m ∈ N define the morphism ϕa,m by the equalities
ϕa,m(b) = a
m−1b
for all b ∈ Σ (in particular, for b = a). Note that this morphism can be
interpreted also as a Toeplitz transform, since the word ϕa,m(x) is obtained by
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substituting consequtive symbols of x to the “holes”, denoted by diamonds, of
the partial word am−1 ⋄ am−1 ⋄ . . . [10, 11].
Let us fix a finite set Q of prime numbers, Q = {q1, . . . , qk}. Define the
language L = L(Σ, Q) as the closure of the alphabet Σ with respect to all the
morphisms ϕa,q, where a ∈ Σ and q ∈ Q:
L(Σ, Q) = {ϕcm,rm(ϕcm−1,rm−1(. . . (ϕc1,r1(c0)) . . . )) | ci ∈ Σ, ri ∈ Q}.
In what follows we study the factorial closure F = F (Σ, Q) =Fac(L(Σ, Q)) of
the language L(Σ, Q). This factorial language obviously is not equal to the lan-
guage of factors of any infinite word, but is equal to the language of arithmetical
factors of the word w defined as the limit
w = lim
n→∞
ϕc1,r1(ϕc2,r2(. . . (ϕcn,rn(cn+1)) . . . )),
where the sequence of pairs {(ci, ri)}∞i=1 for all j contains all the (dk)
j factors of
length j, defined as the sequences from (Σ×Q)j. It is not difficult to see that the
limit w exists, and its arithmetical closure is equal to F ; in particular, each arith-
metical subsequence of difference r1 . . . rm either consists of equal symbols or
contains all the factors of the form ϕcm+1,rm+1(ϕcm+2,rm+2(. . . (ϕcm+n,rm+n(cm+n+1)) . . . )).
The complete proof of the fact that the arithmetical closure of w is F is
analogous to the proofs from [6], where the case of Q = {p} (that is, |Q| = 1)
was considered: the order of growth of the arithmetical complexity in that
case is equal to Θ(n1+logp d), but the limit of the ratio of p{p},d(n) to n
1+logp d
does not exist. In the same paper, the arithmetical complexity of other words
generated by Toeplitz constructions with the unique length of the morphism
was considered, so that we can focus on the case of |Q| ≥ 2.
Example 1 Let Σ = {a, b} andQ = {3, 5}; consider the language F = F (Σ, Q).
The word u = abaabaabaabaaaaabaaba belongs to F since it is a factor of the
word ϕa,3(bbbbabbb); then, bbbbabbb is a factor of ϕb,5(aa), and aa is a factor of
ϕa,3(a). Thus, u ∈Fac(ϕa,3(ϕb,5(ϕa,3(a)))) ⊂ F .
Note that in fact, we can uniquely reconstruct from u only the last morphism
applied. In fact, the word bbbbabbb is also a factor of ϕb,3(bab), and bab is a factor
of both ϕb,3(a) and ϕb,5(a).
Remark 1 For all n,m > 0 and a ∈ Σ the morphisms ϕa,n and ϕa,m commute:
ϕa,nϕa,m = ϕa,nm = ϕa,mϕa,n.
The remaining part of the work will be related to finding the asymptotics of
the function pF (n) = pd,Q(n) (p(n) for short). Most arguments and computa-
tions will concern not p(n) itself but its dirst differences
s(n) = p(n+ 1)− p(n).
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4 Recurrent formula on first differences
It is well known (see e. g.[12]) that the first differences s(n) of the complexity
function can be expressed in terms of specialwords of the factorial language F .
Consider a word u ∈ F and denote by L(u) the set of symbols a ∈ Σ such
that au ∈ F . The cardinality of L(u) is called the (left) speciality degree of u
and denoted by l(u). A word u with l(u) 6= 1 is called special in F ; the set of
all special words of length n in F is denoted by S(n). The following formula
expressing the complexity of F in terms of its special words is well-known:
s(n) =
∑
u∈S(n)
(l(u)− 1). (2)
So, to find the expression for the first differences of F , we should first study the
set of its special words.
Lemma 1 Consider a special word u ∈ S(n) of F of length at least three. Then
one of the following is true:
(1) either u = an for some symbol a ∈ Σ,
(2) or u = ϕa,N (v)a
N ′ for some a ∈ Σ, N ∈ N, where all the prime divisors
of N belong to Q, 0 ≤ N ′ < N and v ∈ F ; moreover, v contains the symbol
b 6= a and L(v) = L(u).
Proof. Consider first the situation when 2 /∈ Q. In this case each word u from
F of length at least 3 either contains two consecutive equal symbols, or is equal
to u = xyx for some x 6= y, x, y ∈ Σ. In the latter case u occurs in F only as a
factor of words of the form ϕx,q(v) for q ∈ Q and v ∈ F , and is not special since
the only letter by which u can be extended to the right to an element of F is x.
Thus, in each word of length at least 3 which is special in F there are two
consecutive equal symbols. If we denote it by a, we see that u occurs in F only
as a factor of words of the form ϕa,q(v), where q ∈ Q and v ∈ F .
The situation when u = an corresponds exactly to the case (1) of the lemma.
Note that L(an) = Σ: indeed, each extension xan of an, where x ∈ Σ, is in F ,
since it is a factor of the word ϕma,q(xx), and thus of the word ϕ
m
a,qϕx,q(x) for
all q ∈ Q and sufficiently large m.
Now suppose that u 6= an. Since u is special, it can be extended to the
left with some symbol b 6= a. The word bu is a factor of some word ϕa,q(v′),
where q ∈ Q and v′ ∈ F . So, all distances between the symbols of bu not
equal to a are divisible by at least one number q ∈ Q. Since all elements of Q
are (co)prime, in fact the minimal distance between to consecutive symbols not
equal to a is divisible by some product of powers of elements of Q: let us denote
it by N(u) = ql11 . . . q
lk
k . Here all li are non-negative and at least one of them
is positive. Thus, u = ϕa,N(u)(v)a
N ′ , and if the word v (for this fixed N(u)) is
chosen to be the longest possible, then 0 ≤ N ′ < N(u). Note that since N(u)
is chosen to be maximal, the word v does not contain two consecutive as.
It remains to prove that L(v) = L(u). The inclusion L(v) ⊆ L(u) is nearly
obvious since for each b ∈ Σ the fact that bv ∈ F implies that ϕa,N(u)(bv)a
N ′ ∈
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F , and thus that bu ∈ F (since aN
′
is a prefix of the ϕa,N(u)-image of any
extension of bv to the right).
Let us prove the opposite inclusion L(u) ⊆ L(v) by the induction on l =
k∑
i=1
li
Suppose first that l = 1, that is, N(u) = q ∈ Q. Then for each symbol x ∈ Σ,
x 6= a the word xu can occur in F only as a suffix of some word ϕa,q(xv)aN
′
,
where v does not contain two consecutive as. Here by the construction we see
that if x ∈ L(u), then x ∈ L(v). The same argument works for x = a if v
contains at least two symbols not equal to a, and the number q can be found
from the distance between them. At last, if v contains only one symbol c not
equal to a, that is, if v is a factor of aca, then a ∈ L(u) and a ∈ L(v). The base
of induction is proved.
To prove the insuction step, consider the general case: N(u) = ql11 . . . q
lk
k ;
without loss of generality suppose that l1, . . . , li > 0 and li+1 = · · · = lk = 0.
So, u can occur in F as a result of application of any of the morphisms ϕa,qj ,
j ≤ i, to the word ϕa,N(u)/qj (v), and adding the word a
N ′ to the right (which
is always possible). But for all j ≤ i by the induction hypothesis we have
L(ϕa,N(u)/qj (v)) = L(v), that is, L(u) = L(v), which was to be proved.
Note that here we have used two facts: first, that the morphisms ϕa,p and
ϕa,q commute for all p and q, and second, that the elements of Q are (mutually
co)prime: due to this, the inverse image of u under any morphism ϕa,qj , j ≤ i,
is really an element of F .
For the case of 2 /∈ Q, the lemma is proved. Suppose now that 2 ∈ Q. In
this case, as before, if the word contains two consecutive equal letters, then this
letter correponds to the last morphism applied, and thus we can apply all the
arguments from the previous case. The only difference is that there are long
words in F in which there are no two consecutive equal letters. Such a word
can be special only if it is of the form u = av1av2a . . . for some letters a, vi ∈ Σ,
that is, it can be represented as u = ϕa,2(v1v2 . . . )a
m, where m ∈ {0, 1}.
If some two of the symbols vi are distinct, then obviously the last morphism
applied correspond not to them but to a. So, we can treat the word u as in the
previous case. And if all vi are equal, that is, if u = ababa . . . for some symbol
b 6= a, then u is the image under ϕa,2 of the word bn for the respective n (or a
prefix of such an image if m = 1). Thus, L(u) = L(v) = Σ. Note that at the
same time, u is a factor of ϕ2,b(a
n′) for some n′, but it cannot add anything to
the set of extensions of u since that set is already maximal.
Corollary 1 For each special word u ∈ S(n) of length n ≥ 3 in F there exist a
unique letter a and a unique subser Q(u) of Q such that for all q ∈ Q(u) ( and
for no other elements of Q) the word u can be represented as u = ϕa,q(vq)a
m
for the respective vq ∈ F and 0 ≤ m < q. The length of the word vq is here
equal to ⌊n/q⌋, and for all q ∈ Q(u) the equalities hold L(u) = L(vq).
Proof. Special words containing at least two distinct symbols are considered
in the case (2) of the previous lemma. For the words of the form an we have
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L(u) = Σ, Q(u) = Q and vq = a
⌊n/q⌋: in particular, if the length of u is less
then some q ∈ Q, then vq is the empty word.
Now note that we can apply to each special word v ∈ S(m) each morphism
ϕa,q with a ∈ Σ and q ∈ Q, and then add any suffix ar for r < q. Due to Lemma
1, the obtained word u = ϕa,q(v)a
r of length mq+ r will be special with L(u) =
L(v), and we have shown that all the special words of length at least 3 can be
obtained that way. Here a word u can have several inverse images under different
morphisms (but based on the same letter a): u = ϕa,qi(vi)a
ri = ϕa,qj (vj)a
rj for
some i 6= j and respective vi, vj , ri, rj . Since qi are qj coprime, the word vi is
the image of some (special) word vij under the morphism ϕa,qj , plus perhaps
some symbols a at the right; and similarly vj is the image of the same word vij
under ϕa,qi (again, with maybe some as at the right). Thus, u = ϕa,qiqj (vij)a
r
for some special word vij with L(vij) = L(u); here 0 ≤ r < qiqj , and the length
of v is ⌊|u|/q1q2⌋.
Extending these arguments to more primes from Q, we see that each word
u that can be obtained by application of l different morphisms ϕa,qi1 , . . . , ϕa,qil
can be obtained by applying all of them consecutively to some word v of length
⌊|u|/qi1 . . . qil⌋, and L(v) = L(u).
Thus, by the inclusion-exclusion formula, the contribution to s(n) of all
special words of length n ≥ 3 starting with a is
k∑
l=1
(−1)l+1
∑
{qi1 ,...,qil}⊆Q
s
(⌊
n
qi1 . . . qil
⌋)
.
The symbol a here is an arbitrary symbol from the alphabet Σ of cardinality d.
Since F is symmetric with respect to Σ, we get a recurrent formula
s(n) = d
k∑
l=1
(−1)l+1
∑
{qi1 ,...,qil}⊆Q
s
(⌊
n
qi1 . . . qil
⌋)
n ≥ 3. (3)
Example 2 If the alphabet is binary and Q = {3, 5}, then (3) looks like
s(n) = 2
(
s
(⌊n
3
⌋)
+ s
(⌊n
5
⌋)
− s
(⌊ n
15
⌋))
and holds for all n ≥ 3.
Note also that for each given Q, the values of s(n) for n = 0, 1, 2, 3 can be
found by hand, from the values of p(n) for n = 0, . . . , 4, and depend only on the
cardinality of the alphabet and on the fact if 2 and 3 belong to Q.
Lemma 2 The values of s(n) for n = 0, . . . , 3 are described by the following
table.
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n 0 1 2 3
2 ∈ Q, 3 ∈ Q d− 1 d2 − d d3 − d2 2d3 − 3d2 + d
2 ∈ Q, 3 /∈ Q d− 1 d2 − d d3 − d2 d3 − d2
2 /∈ Q, 3 ∈ Q d− 1 d2 − d 2d2 − 2d d3 − d2
2 /∈ Q, 3 /∈ Q d− 1 d2 − d 2d2 − 2d d2 − d
The proof is carried out by direct computation of the function p(n) for
n = 0, . . . , 4.
5 The growth of s(n)
In this section we use combinatorial techniques to prove several properties of
s(n) directly following from (3). For the sake of convenience, let us define the
function s(x) for all non-negative reals by the equalities
s(x) = s(⌊x⌋). (4)
Also, for each finite set R = {r1, . . . , rm} of primes and for all functions f(x)
satisfying (4), define functional operators
DRf(x) =
m∑
i=1
(−1)i+1
∑
{s1,...,si}⊆R
f
(
x
s1 . . . si
)
and
ERf(x) = f(x)−DRf(x).
In this terms, (3) can be rewritten as
s(x) = dDQs(x) for all x ≥ 3. (5)
Note that a solution of this equation satisfying (4) is completely determined
by the values of s(x) for x = 0, 1, 2. On the other hand, the solutions of (5)
satisfying (4) constitute a linear space: for each pair of such solutions s1 and s2
the function αs1(x) + βs2(x) is also a solution and also satisfies (4).
For each function f we have D∅f(x) = 0, E∅f(x) = f(x) and D{r}f(x) =
f(x/r). Moreover, it can be checked directly that
ER∪{r}f(x) ≡ ERf(x)− ERf(x/r) (6)
for each r /∈ R, and
D{r1,...,rm}f(x) = E∅f(x/r1) +E{r1}f(x/r2) + · · ·+E{r1,...,rm−1}f(x/rm). (7)
Lemma 3 Let s(x) be a solution of (5) for the set Q, and let it satisfy (4).
Suppose that s(3) ≥ s(2) ≥ s(1) ≥ s(0) > 0. Then the function s(x) is non-
decreasing for all x > 0.
8
Proof. Let us define the function t(x) = s(x) − s(x − 1). By the lemma
assertion, t(x) ≥ 0 for 1 ≤ x ≤ 3; our goal is to prove that t(n) ≥ 0 for all
n ≥ 4. We shall need two auxiliary statements.
Proposition 1 Let us consider an integer n > 3 and a subset Q(n) of Q con-
sisting precisely of the elements of Q dividing n. Then
t(n) = dDQ(n)t(n). (8)
Proof. As it follows from the definitions, we have
t(n) = s(n)−s(n−1) = d
k∑
m=1
(−1)m+1
∑
{r1,...,rm}⊆Q
(
s
(
n
r1 . . . rm
)
− s
(
n− 1
r1 . . . rm
))
.
Due to (4) the difference (s(n/(r1 . . . rm)) − s((n − 1)/(r1 . . . rm)) can be non-
zero only if n/(r1 . . . rm) is an integer, that is, if r1, . . . , rm ∈ Q(n) (since all the
elements of Q are mutually coprime). In this case s((n)/(r1 . . . rm)) − s((n −
1)/(r1 . . . rm)) = t((n)/(r1 . . . rm)).
In particular, if some n > 3 is not multiple to any of the elements of Q, then
t(n) = 0.
Proposition 2 Consider an integer n > 3, n = qi11 . . . q
il
l n0, where {q1, . . . , ql} =
Q(n) and n0 is coprime with all elements of Q. Suppose that t(n0) ≥ 0; then
t(n) ≥ 0.
Proof. Let us proof a bit more, namely, that E{q1,...,qj}t(n) ≥ 0 for all j =
0, . . . , l (in particular, for E∅t(n) = t(n)). Let us use induction on i = i1+· · ·+il;
the base of induction for i = 0, that is, for n = n0, is asserted since Q(n0) = ∅.
The induction step is based on combining the equalities (8) and (7), so that
t(n) = E∅t(n) = dE∅t(n/q1) + · · ·+ dE{q1,...,ql−1}t(n/ql)
and
E{q1,...,qj}t(n) = (d− 1)E∅t(n/q1) + · · ·+ (d− 1)E{q1,...,qj−1}t(n/qj)
+ dE{q1,...,qj}t(n/qj+1) + · · ·+ dE{q1,...,ql−1}t(n/ql)
for all j = 1, . . . , l. By the definitions, for all m we see that n/qm is an integer,
the set Q(n/qm) is equal either to Q(n) or to Q(n)\{qm}, and the sum of degrees
of qs from Q(n/qm) is i − 1. So, by the induction hypothesis, the proposition
can already be applied for all the operators ER from the right part of the system
above, and the value of each E{q1,...,qj}t(n) is a sum of non-negative summands.
In particular, this is true for j = 0, that is, for the function t(n) itself.
To prove the lemma, it is now sufficient to note that Proposition 2 can be
applied to each n > 3. Indeed, n0 is equal either to 1, 2 or 3 (and then t(n0) ≥ 0
by the assertion), or it is a number greater than 3, coprime to all elements of Q
(then t(n0) = 0 by Proposition 1).
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Lemma 4 Let the function s(x) be a solution of (5) satisfying (4), and suppose
that s(x) > 0 for all x ≥ 0 and s(0) < s(1) < s(2). Then there exists a positive
constant C such that for all x > 1 the inequality holds
s(x) ≤ Cxα,
where α is the solution of (1).
Proof. In this proof, it is convenient to assume that the elements Q are listed
in ascending order.
Note that the function s(x) and the operators E{q1,...,qi}s(x) for 1 ≤ i ≤ k
take only a finite number of values when 1 ≤ x ≤ q1 . . . qk, so that there exists
a positive constant C such that
s(x) ≤ Cxα
E{q1}s(x) ≤ (1− 1/q
α
1 )Cx
α
...
E{q1,...,qk−1}s(x) ≤ (1− 1/q
α
1 ) · · · (1− 1/q
α
k−1)Cx
α
(9)
for all 1 ≤ x < q1 . . . qk. This system of inequalities constitute the base of
induction; for the induction step, suppose that (9) holds for all x ∈ [1, X),
where X ≥ q1 . . . qk, and prove it for x ∈ [X, q1X) (note that by our assertion,
q1 is the minimal element of Q). Due to the definitions of DQ and EQ, and also
to (5)–(7), for all x ≥ 3 we have
E{q1,...,qk−1}s(x) = (d−1)[s(x/q1)+E{q1}s(x/q2)+· · ·+E{q1,...,qk−2}s(x/qk−1)]
+ dE{q1,...,qk−1}s(x/qk). (10)
Substituting the inequalities from (9), which hold by the induction hypothesis,
to the operators in the right part of this equality, we obtain that
E{q1,...,qk−1}s(x) ≤ Cx
α(d−1)
[
1
qα1
+
(
1−
1
qα1
)
1
qα2
+ · · ·+
1
qαk−1
k−2∏
i=1
(
1−
1
qαi
)]
+ Cxαd ·
1
qαk
k−1∏
i=1
(
1−
1
qαi
)
= Cxα(d− 1)
k∑
j=1
1
qαj
j−1∏
i=1
(
1−
1
qαi
)
+ Cxα ·
1
qαk
k−1∏
i=1
(
1−
1
qαi
)
.
Note that
k∑
j=1
1
qαj
j−1∏
i=1
(
1−
1
qαi
)
= 1−
k∏
i=1
(
1−
1
qαi
)
.
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So, using (1), we see that the first summand in the right part of the previous
inequality is
Cxα(d− 1)[1− (d− 1)/d] = Cxα(d− 1)/d.
In its turn, the second summand can be transformed as follows:
Cxα ·
1
qαk
k−1∏
i=1
(
1−
1
qαi
)
= Cxα
[
k−1∏
i=1
(
1−
1
qαi
)
−
k∏
i=1
(
1−
1
qαi
)]
= Cxα
[
k−1∏
i=1
(
1−
1
qαi
)
−
d− 1
d
]
.
The sum of these two summands gives precisely the right part of the last in-
equality of the system (9), which is what we needed. Thus, the last inequality
from (9) holds also for x ∈ [X, q1X).
Now to prove all the previous inequalities from (9) for x ∈ [X, q1X), it is
sufficient to use consecutively in descending order, for i = k − 2, . . . , 0, the
inequalities
E{q1,...,qi}s(x) = E{q1,...,qi+1}s(x) + E{q1,...,qi}s(x/qi+1), (11)
which hold due to (6). Substituting to them respective inequalities from (9),
valid by the induction hypothesis, we see that the inequalities from (9), and in
particular the first of them, hold also for x ∈ [X, q1X).
6 Lemma of uniqueness of the root
Lemma 5 For each finite set Q of primes of cardinality at least 2 the equation
d− 1
d
=
∏
q∈Q
(1 − q−x)
have no roots with the real part equal to α = α(Q, d) except for the root x = α.
Proof. Suppose that there exists another root α+ iy, 0 6= y ∈ R. Then
d− 1
d
=
∏
q∈Q
(1− q−α−iy) =
∏
q∈Q
|1− q−α−iy|.
By the triangle inequality we have |1 − q−α−iy | ≥ 1 − q−α, and the equality is
reached if and only if q−iy = 1, that is, y = 2pik/ ln q, k ∈ Z. This equality
is possible for at most one prime q. Indeed, if y = 2pik1/ ln q1 = 2pik2/ ln q2,
then qk12 = q
k2
1 , which is impossible. Multiplying the inequalities |1− q
−α−iy| ≥
1 − q−α for q ∈ Q (at least one of them is strict since Q contains at least two
primes), we get
∏
q∈Q
|1− q−α−iy| >
∏
q∈Q
|1− q−α| =
d− 1
d
;
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a contradiction.
Note that it is important here that Q contains at least two elements. For
|Q| = 1, the lemma does not hold.
7 Tauberian theorem
Denote by W the Wiener class of functions g summable on (0,+∞) and such
that the Mellin transform
∞∫
0
g(t)tix dt is non-zero for all real x.
Theorem 2 (Wiener-Pitt, [13], Theorem 233) Suppose that g ∈ W , and
the function f is real-valued, bounded and slowly decreases in the sense that if
y > x→ +∞, y/x→ 1, then lim inf f(y)− f(x) ≥ 0. Then the fact that
1
x
∞∫
0
f(t)g(t/x)dt→ l
∞∫
0
g(t) dt
for x→ +∞ implies that f(t)→ l for t→ +∞.
Theorem 3 Suppose that real numbers c1, c2, . . . , cl and m1, m2, . . . , ml
(mi > 1 for all i) are such that the equation F (α) :=
∑
cim
−α
i = 1 has a
unique positive solution α = α0, and F (α0 + ix) 6= 1 for any real x 6= 0 and
F ′(α0) 6= 0. Suppose also that a non-decreasing function s(x), x ≥ 0, such that
s(x) = s(⌊x⌋), satisfies the equation
s(x) =
l∑
i=1
cis(x/mi), x ≥ N0 > 0,
and a relation s(x) = O(xα0 ) for x→ +∞.
The the quotient s(x)/xα0 tends to some limit with x→∞.
Proof. Denote by χ(t) = χ[0,1](t) the characteristic function of the interval
[0, 1] and consider the kernel
g(t) =
χ(t)−
∑
cim
−α0
i χ(mit)
t
, t > 0.
Note that g(t) is a piecewise constant finite function whose support is separated
from zero and infinity. So, g ∈ L1(0,+∞). Let us calculate its Mellin transform:
∞∫
0
g(t)tixdt =
1−
∑
cim
−α0−ix
i
ix
;
the value for x 6= 0 is defined by continuity. Our assertion on the properties of
F (α) can now be stated as follows: the Mellin transform of g has no real zeros.
Thus, the function g belongs to the Wiener class W on (0,+∞).
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Note that the expression
I(x) =
1
x
∞∫
0
s(t)
tα0
g(t/x) dt (12)
does not depend on x when x is positive and sufficiently large, and is then equal
to
A =
∑
cim
−α0
i
N0∫
N0/mi
s(τ)
τα0+1
dτ. (13)
Indeed, the integrand in (12) is equal to 0 for t < N0 (for x sufficiently large),
so that the lower limit of integration can be replaced by N0. So, the integral
can be rewritten as
I(x) =
x∫
N0
s(t)
tα0+1
dt−
∑
cim
−α0
i
x/mi∫
N0
s(t)
tα0+1
dt.
Let us represent the first integral as the sum s(t) =
∑
cis(t/mi) for t ≥ N0 and
replace in the respective summands t to τ = t/mi. We obtain (13).
Note that if s(x) is increasing and s(x) = O(xα0 ), then the bounded function
f(x) = s(x) · x−α0 is also slowly decreasing. Indeed,
f(y)−f(x) = s(y)y−α0−s(x)x−α0 ≥ s(x)(y−α0−x−α0) = (s(x)x−α0 )((x/y)α0−1),
where the first multiple is bounded and the second tends to zero.
So, by the Tauberian Wiener-Pitt theorem, s(x)/xα = f(x) → A/
∫
g =
A/(−F ′(α0)) for x→∞, which was to be proved.
8 End of the proof
Note that sometimes Theorem 3 cannot be applied directly to s(x) since this
function is not non-decreasing, as we see from Lemma 2. However, as it was
mentioned in the beginning of Section 5, the solutions of (5) satisfying (4)
constitute a linear space, so that s(x) can be represented as a difference s(x) =
s1(x) − s2(x), where s1 are s2 also solutions of (5) satisfying (4), and they
are non-decreasing for x ≤ 4. Due to Lemma 3, they are non-decreasing for all
positive numbers, and we can apply Theorem 3 (and all the previous statements
necessary for it) to each of them separately.
The coefficients cr and mr from the statement of Theorem 3 are defined
naturally by (3): for each mr equal to the product qi1 . . . qil , the respective cr is
d(−1)l+1. It is not difficult to check that (1) can be rewritten in this notation
as it is needed for the theorem; here the function F (x) is defined by
F (x) = d
(
1−
k∏
i=1
(
1− q−xi
))
.
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It can be easily seen that its derivative at the point x = α is negative; the
remaining conditions of the theorem are fulfilled due to Lemmas 4 and 5. Thus,
due to Theorem 3, for x → ∞ there exists the limit of the ratio s(x)/xα: or,
strictly speaking, the limits of s1(x)/x
α and s2(x)/x
α, but then we can just
take their difference to get the needed limit of s(x)/xα.
It remains to note that s(n) is the first difference function of the arithmeti-
cal complexity aw(n) = pQ,d(n) we are really interested in. For it, the limit
pQ,d(n)/x
α+1 exists by the StolzCesa`ro theorem [14] and is equal to the limit
for the first differences divided by α+ 1. Let us write it down explicitly.
First let us compute the constant A from (13): it can always be done directly
for s not for s1 and s2, since the integral of a linear combination is the linear
combination of integrals. This constant depends on the fact if 2 belongs to Q.
Suppose first that 2 6∈ Q. In this case
∑
ci = d. The values of N0/mi are not
greater than 1 for all i, so that
A = α−1
∑
cim
−α
i
(
s(0)(3−αmαi − 1) + s(1)(1 − 2
−α) + s(2)(2−α − 3−α)
)
=
α−1
(
3−α(s(0)d− s(2)) + 2−α(s(2)− s(1)) + s(1)− s(0)
)
.
It remains to substitute into this expression the values s(0) = d−1, s(1) = d2−d,
s(2) = 2d2 − 2d to get
A =
1
α
((d− 1)2 + (2−α − 3−α)(d2 − d)).
Analogously, for 2 ∈ Q we obtain that
A =
1
α
(d− 1)2.
So, the constant equal to the limit of pQ,d(n)/x
α+1 can be found directly and
is equal to A−F ′(α)(α+1) . In particular we see that it is positive, which completes
the proof of the theorem.
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