ABSTRACT In complex scenes, dynamic background, illumination variation, and shadow are important factors, which make conventional moving object detection algorithms suffer from poor performance. To solve this problem, a moving object detection method via ResNet-18 with encoder-decoder structure is proposed to segment moving objects from complex scenes. ResNet-18 with encoder-decoder structure possesses pixel-level classification capability to divide pixels into foreground and background, and it performs well in feature extraction because of its layers are so shallow that many more low-scale features will be retained. First, the object frames and their corresponding artificial labels are input to the network. Then, feature vectors will be generated by the encoder, and they are converted into segmentation maps by the decoder through deconvolution processing. Third, a rough matching of the moving object regions will be obtained, and finally, the Euclidean distance is used to match the moving object regions accurately. The proposed method is suitable for the scenes where dynamic background, illumination variation, and shadow exist, and experimental results on the public standard CDnet2014 and I2R datasets, from both qualitative and quantitative comparison aspects, demonstrate that the proposed method outperforms state-of-the-art algorithms significantly, and its mean F-measure increased by 1.99%∼29.17%.
I. INTRODUCTION
Moving object detection is one of the most extensively studied topics in computer vision and the digital image processing [1] - [3] , which is usually used as a preprocessing step in numerous vision applications including object tracking [4] , object detection [5] , behavior analysis [6] and so on. The purpose of moving object detection is to extract the motion regions (foreground objects) in the image sequences from the backgrounds. However, moving object detection is still a challenging problem, since some background regions are contained in complex scenes, where water surface, shaking leaves, light changing and moving cloud exist. In addition,
The associate editor coordinating the review of this manuscript and approving it for publication was Huanqing Wang.
the moving object detection algorithms should also adapt to some factors, such as illumination variation and the shadow.
Background subtraction is one of the most popular methods to detect moving objects. Background subtraction divides the foreground and background by building the background model and calculating the difference between the current frame and the background model. In recent years, researchers have done a lot of optimizations on background subtraction [7] - [9] . Roy and Ghosh [10] has proposed an efficient real-time background subtraction algorithm, this algorithm was characterized by using a single sliding window to update the model in adaptive, which could overcome sudden and/or gradual lighting changes in scenes. Chen et al. [11] has proposed a background subtraction model based on hierarchical super-pixel segmentation and robust estimator, which improved the robustness of the system in dynamic background. However, these aforementioned methods are less robust to frequent appearance changes of scenes, and there are multiple variables in some scenes (such as light changes through the shaking leaves and the brightness changes by water waves, etc.) that will lead to the background model cannot be updated accurately. So, if segmentation of the possible moving objects from the background is available and then the detection of their motions can be obtained, the effect of the background on moving object detection will be greatly weakened.
Recently, the Convolution Neural Network (CNN) has been successfully employed in many research fields, such as computer vision [12] , [13] and nonlinear system [14] . Long et al. [15] has proposed the fully convolutional neural network (FCN). FCN uses 1 × 1 convolution to replace the full connection layer, then up-samples the last convolution layer's feature map by deconvolution and restores to the size of the input image, these characteristics make FCN with the ability to predict each pixel in the image. Badrinarayanan et al. [16] has proposed the SegNet for image segmentation, in which SegNet's decoder used pooling indices to compute and to perform non-linear upsampling in the max-pooling step of the corresponding encoder. Bian et al. [17] has proposed a network that was a composition of n FCNs, the network operated at different scales, which means this network could use multi-scale networks to make use of their merits of multiple networks, and then the network merged the predictions to produce a single output. All of these networks had encoder-decoder architecture, in which the encoder extracted features from an input image, and then the decoder converted them into a specific prediction. In many cases, image classification networks were fine-tuned and employed as the encoders [18] - [20] , while the decoders were designed in various ways according to the purposes.
Conventional background subtraction algorithms focus on how to build and update a background model or how to compare an object frame with the background model. In this paper, we develop a moving object method with the encoderdecoder architecture CNN network, in which the ResNet-18 is fine-tuned and employed as the encoder. The network's input contains object frames and corresponding artificial labels. Segmentation maps and a rough matching of the moving object regions will be obtained, then the Euclidean distance is used to match the moving object regions accurately. By using the prior information of the foreground object, our proposed method does not need to build the background model. Therefore, the background no longer affects the segmentation of foreground and background, and the update of the background model is not needed. Our proposed method can be applied to complex scenes where dynamic background, illumination variation and shadow exist.
The rest of this paper is organized as follows: Section II briefly describes related work. Section III presents the proposed method in detail, and Section IV shows the experiment results and assesses the performance from both qualitative and quantitative aspects in comparison with the state-of-theart algorithms. Finally, Section V concludes the whole work.
II. RELATED WORK
In consideration of the advantages of the encoder-decoder CNN network, which is able to segment the foreground and background of the image, and then the classification of foreground and background pixels are also be realized. Generally, the CNN network should be trained in supervised, and artificial labels are used in many image processing tasks [21] , [22] . The deep residual network (ResNet) is one of the most commonly convolution neural network (CNN). The residual block is shown in Fig. 1 , in which the curved arrows represent shortcut connection.
The residual block is defined as:
where x, y are the input and output of the layers considered. The function F (x, {W i }) represents the residual mapping to be learned. The residual block in Fig. 1 has two weight layers, W 1 and W 2 represent the first layer and the second layer respectively. As for F = W 2 σ (W 1 x), σ denotes ReLU and the biases are omitted for simplifying notations. Formally, denote the desired underlying mapping as H(x). Let the stacked nonlinear layers fit another mapping of F(x) = H(x) − x, the original mapping is recast into F(x)+x. Hypothesize that it is easier to optimize the residual mapping than to optimize the original, unreferenced mapping. To the extreme, if an identity mapping were optimal, it would be easier to push the residual to zero than to fit an identity mapping by a stack of nonlinear layers [23] . In the meantime, shortcut connection retains additional information of the previous layer. Due to the introduction of residual block, the degradation caused by the increase in the number of layers in the network is well resolved by ResNets. He et al. [23] showed that ResNets (including ResNet-18, ResNet-34, ResNet-50, ResNet-101, and ResNet-152, whose main difference lies in the number of network layers) perform better in image classification than other CNN models in ImageNet dataset, which indicated that image features could be well extracted by ResNets. Therefore, after excluding the fully connected layers, we can use ResNets as the encoder, and the pre-trained model that has been trained on the ImageNet dataset is used for fine-tuning.
Another research [24] , [25] showed that too much deep layers were redundant for dense prediction of the image. For CNN, the shallower layers tend to learn low-scale features (object edges feature, structures feature and textures feature, etc.), while the deeper layers learn higher-scale features (spatial context, global semantic and the local features of the objects), and as the number of network layers deepens, low-scale features will be lost. As shown in Fig. 2 , filters and outputs of ResNet-18's second convolution layer are visualization. However, our work needs to segment the background by making an intensive prediction of the image, and loss of low-scale features will lead to image segmentation inaccurate. The performance of ResNet-18 is similar to other ResNets, which can retain more of the low-scale features due to the reason that it is shallow. Therefore, we use ResNet-18 pre-trained model as feature extractor (encoder) for our network model, the Network structure of ResNet-18 is described in Fig.3 . ResNet-18 consists of 16 convolution layers, 2 downsampling layers and some fully connected layers(fc). The input image size of ResNet is 224 × 224, in addition to the first convolution layer, the convolution kernel size is 7 × 7, and the other layers are 3 × 3. After average pooling the feature map of the last convolution layer, an eigenvector is obtained by full connection, then the classification probability is obtained by normalization with Softmax. The convolution layer that outputs the same size feature map has the same number of filters, as shown in Fig.3 , two convolution layers of the same color form a residual block. Shortcut connections are those skipping two layers (curved arrows in Fig. 3 ), the dotted shortcuts increase dimensions.
ResNet-18 will obtain an eigenvector that contains multiple probabilities, which are used to indicate that the input image belongs to a certain class, and the class with the highest probability will be the output finally. The number of input channels of the fully connected layer must be fixed, so the input image of ResNet-18 needs to be a fixed size.
III. PROPOSED METHOD
In general, moving object detection needs to process each pixel in the image to get the foreground object, we take advantage of encoder-decoder network's pixel-level classification capability, and try to divide the pixels in the image into foreground pixels and background pixels. Through supervised learning, the model acquires the features of the foreground object, and then segments the pixels belonging to the foreground object. In the proposed method, after the network is trained, the pre-trained model is obtained. Image input pretraining model will output a rough matching image. Then, the Euclidean distance is used to further refine the motion pixels to obtain fine matching region.
Combined with the related work, we propose an encoderdecoder network based on ResNet-18. We elaborate our improved network structure in detail in the following part, of which the main network structure of our improved method is described in Fig. 4 .
A. THE STRUCTURE OF THE NETWORK
Since moving object detection is the binary classification task (the foreground and the background), the over-deep layers in the network are redundant, so we design our feature extractor (encoder) similarly, Fig. 4 (the part in the dotted box) shows our encoder part.
Since the fully connected layer is replaced by a 1 × 1 convolution, without the limit of the number of input channels in the fully connected layer, our network can process images with any size. The hidden layer extracts abstract features by deepening convolution layer by layer, the feature maps of the previous layer of the 1 × 1 convolution layer contain a large amount of semantic information, this information is used in CNN to classify the object, while in our network it can be used to classify the pixels. In our network, 1 × 1 convolution reduces dimensions and predicts image pixels, for example, in ResNet-18, the dimension of the feature map exported by conv5 is 7 × 7 × 512, by convolving with kernel of 1 × 1, a heatmap with a dimension of 7 × 7 × 1 can be generated, which contains predicted values for all pixels in the input image. Finally, through a properly transposed convolution, the heatmap is restored to the size of the input image and the result is the output.
1) NETWORK INPUT
Since our network is an encoder-decoder structure, it doesn't need a fixed-size input. To make our network robust to dynamic appearance variations during the learning process, we choose frames randomly to generate labels in order to avoid successive frames (with high similarity). To obtain the training dataset, for each video, we randomly select 20% of the frames for labeling. And for each frame in the training FIGURE 4. The structure of the proposed network. As shown in the figure, the convolution layer before the 1 × 1 convolution layer (the part in the dotted box) constitutes a feature extractor (encoder). In the figure, the blue part represents the convolution layer, the cyan part represents the ReLU, and the orange part represents the Norm. dataset, we label the bounding box containing the object leaving margins around it.
2) NETWORK STRUCTURE
In the moving object detection processing, it is required to segment foreground object. Considering the diversity of the foreground, the network should be strong during classification. Since moving object detection is a binary classification task (foreground or background), too many deep layers will lead to the loss of structural information in the image, and information loss will also be caused by pooling. Therefore, our network encoder adopts the structure similar to ResNet-18, which shows high performance in terms of accuracy and processing time. The encoder extracts the features from inputs through several combinations of convolution, Rectified Linear Units (ReLU) [26] . Moreover, pooling layers are not included in the network. The network similar to ResNet-18, in addition to the first convolution layer, the filter size is 7 × 7, and the other layers are 3 × 3. The decoder (the green part of Fig. 4) is composed of 1 × 1 convolution layer and deconv layer. In order to speed up the network training, we execute the Batch Normalization (BatchNorm) [27] for each convolution layer in the encoder.
3) LOSS FUNCTION
Since the network outputs are binary values (foreground: 1, background: 0), we use element-wise Euclidean distance as the loss function L. Let P the probability of output and L the value of the groundtruth label. The L score is then estimated by
where L ∈ {0,1}, N and M are the output sizes, which are the same size as the input image and vary with the input size. (x, y) is the pixel location in the probability map. In the network, the normalization in each layer can effective preadjusts the feature scale to [0, 1], resulting in stable loss convergence with the L 2 norm.
B. MOVING OBJECT DETECTION 1) ROUGH MATCHING
The overall descriptions of our proposed method are described in Fig. 5 . The dotted box shows training network, in which training data contains image sequences and corresponding artificial labels. Firstly, they are input into the VOLUME 7, 2019 network for training until the loss function converged. And then pre-trained model will be generated when network training is completed. Finally, finish the prediction of the classification of pixel points and output rough matching images by importing the image sequence into the pre-trained model.
We use the MXNet library [28] to train and test the network. To initialize the parameters of the convolutional layers in the encoder, we fine-tune the ResNet-18 parameters, which pre-trained on the large image dataset (ImageNet) for an image classification task. We train network via the SGD and set the initial learning rate to 10 −2 , the decay factor of learning rate is 0.1, every 500 iterations, the learning rate decays once and finally decays to 10 −6 , network is trained by 5000 iterations. We set the batahsize to 8.
2) FINE MATCHING
In the process of feature extraction by the encoder, the size of the feature map decreases gradually, which results in the loss of some structure and edge information. Therefore, the edge structure of the foreground mask in the predicted image is relatively rough. Moreover, since the network may segment similar objects that have not been moved, the Euclidean distance is used to further refine the motion pixels in the region.
Motion pixels in an image can be quickly detected by calculating the Euclidean distance between adjacent frames. We use three frames of the interval for calculation (frame F i , frame F i−1 and frame F i−2 ), which is inspired by [4] , to eliminate global moving and reduce the error caused by slow moving. Since the network has segmented the foreground rough matching region and the background, the global moving of the background has been eliminated, it only needs to eliminate the error caused by the slow moving of the object. The encoder-decoder network output segmentation graph is binary, we first map it to the real image. Let F be the image sequences, F i and F i−1 are adjacent frames, here i is the index of the image sequence. Firstly, the Euclidean distance between two adjacent images is calculated by
where (x, y) is the pixel location in the image. Then, 
Finally, the intersection operation is performed on B i,i−1 (x, y) and
IV. EXPERIMENTS RESULTS
In this section, we describe implementation in detail, and comparative F-measure show the effectiveness of the proposed method. The proposed method is compared with other 11 moving object detection algorithms (the improved Gaussian Mixture Model (GMM) [29] , PBAS [30] , ViBe [31] , SOBS+ [32] , 3dSOBS+ [33] , LSD [34] , LBP-P [35] , SCS-LBP [36] , HCS-LBP [37] , VKS [38] , DFB [39] ). We conduct a comparative experiment on 15 publicly available standard video datasets from I2R [40] and CDnet2014 [41] , including AirportHall, Bootstrap, Curtain, Escalator, Fountain, ShoppingMall, Lobby, Campus, WaterSurface, Boats, Canoe, Fall, Fountain01, Founatin02, and Overpass. I2R dataset provides 20 frames for each video as groundtruth, and the CDnet2014 dataset provides the groundtruth for each frame in video sequences to evaluate the performance. These videos contain various difficult challenges, such as busy human flows (AirportHall, Bootstrap), multiple types of moving objects (Campus, Boats, Fall), moving cast shadows (AirportHall, Bootstrap, ShoppingMall), sudden illumination changes (Lobby), and dynamic background (Curtain, Escalator, Fountain, Campus, WaterSurface, Boats, Canoe, Fall, Fountain01, Fountain02, Overpass).
In order to further illustrate the advantages of the proposed method, the quantitative comparison is made by calculating the F-measure of 15 videos. The F-measure measures the weighted average of the Precision and Recall.
where recall measures the percentage of all pixels belonging to the moving object which is correctly detected, and precision measures the percentage of all detected pixels which belongs to moving object. They are defined as
where TP is the number of moving objects detected pixels corresponding to detected pixels in the groundtruth. FN is the number of moving object non-detected pixels corresponding to detected pixels in the groundtruth. FP is the number of moving objects detected pixels corresponding to nondetected pixels in the groundtruth.
A. COMPARATIVE EVALUATION
In this section, we test 15 videos where dynamic background, illumination variation and shadow exist. We compare the performance from both qualitative and quantitative aspects. Fig. 6 shows the qualitative comparison of 9 videos in the I2R dataset, and Fig. 7 shows the quantitative comparison of 6 videos in the CDnet2014 dataset. 
1) QUALITATIVE COMPARISON
Fig. 6 shows 9 videos from the I2R dataset. As for the ''AirportHall'' and the ''Bootstrap'', there are multiple moving objects and soft shadows. The proposed method, VKS, DFB and 3DSOBS+ have better detected the foreground, and the foreground of the proposed method is more complete. In the ''Curtain'', a person wearing a bright coat that resembles the curtain's color as it swings in the background. The proposed method, VKS, DFB and 3DSOBS+ have good detection effectiveness. In the ''Escalator'', the foreground is crowded and has a contrasting background, compared with other methods, the proposed method has better detection performance. In the ''Fountain'', the proposed method, VKS and DFB are all effective, but the proposed method loses some details. In the ''ShoppingMall'', some objects are standing still all the time, while others are moving all the time. The proposed method, VKS and DFB all detect foreground objects, but the proposed method loses some details. In the ''Lobby'', the illumination is suddenly changed, and only the proposed method yields good results, but the outline of the foreground object is incomplete. In the ''Campus'', the shaking of leaves results in continuous movement in the background. The proposed method, VKS, DFB and GMM all detect the foreground objects, but GMM has a large number of noise points, and VKS, DFB lose more foreground. In the ''WaterSurface'', water waves cause the background keep moving, and a person wearing flat texture of rippling water surface. The results show that there is ''ghost'' in the results of SCS-LBP and HCS-LBP, and there are noise points in Vibe and LSD. Most of the algorithms have effectively detected the foreground, and the proposed methods, VKS and DFB have similar detection performance. the ''Canoe'' represent ''the ship on the water surface'', water waves cause their background keep moving. The ''Canoe'' with several people boating, so it has a lot of detail on the outline. The results show that the proposed approach, LBP-P, VKS and DFB are superior to the other methods, but the results of the ''Canoe'' show that the proposed method is a little inferior to VKS and DFB in handling the details of the outline. The ''Fall'' describes a variety of moving objects, including people, cars, and trucks. The flickering leaves cause the background keep moving. The results show that the proposed method, SCS-LBP, HCS-LBP and SOBS+ all inhibited background motion. There are smaller moving objects at the ''Fountain01'' and the ''Fountain02'', and they all pass behind the fountain. The results show that the proposed method is inferior to VKS and DFB in dealing with small objects. As shown in the ''Overpass'', the proposed method and 3dSOBS+ are obviously superior to other algorithms.
2) QUANTITATIVE COMPARISON
As shown in Table 1 , the performance of our proposed method is compared with 11 other methods. The proposed method shows the best performance in mean value, its F-measure mean is 76.12%. And it is worth noting that the performance of this method in most videos is ranked within top 3.
On the one hand, the data in table 1 shows that the proposed method can adapt to multiple variables in complex scenes. The ''Airport'' and the ''Bootstrap'' both have ''busy human flows'' and ''moving cast shadows'', the proposed method is 2nd and 3rd respectively in them. In the ''Lobby'', which have sudden illumination changes (it also affects the foreground and the background), the proposed method is 3rd, its F-measure just lower 0.93% than DFB (the 1st). In the ''Campus'', the scene contains a variety of variables (''multiple types of moving objects'' and ''dynamic background''), but the proposed method's F-measure is higher than the 2nd (VKS) by 6.09%, it is a significant increase. The proposed method reduces the influence of background on foreground segmentation through CNN autonomous learning of object features, so it has good performance in the dynamic background. Even in the ''Canoe'' and the ''Fall'', our results are acceptable. On the other hand, except for the proposed method, other algorithms commonly perform well just in some type of scenes, and they have very poor performance in the other scenes. Such as, VKS's F-measure is 94.20% in the ''Curtain'' but only 17.51% in the ''Fountain01'', SCS-LBP's F-measure is 92.95% in the ''Fall'' but 24.70% in the ''Escalator'', and 3DSOBS+'s F-measure is 94.83% in the ''Canoe'' but 23.72% in the ''Lobby''. However, compared with the aforementioned methods, the proposed method's F-measure indicates much stable in different scenes, and its mean F-measure increased by 1.99%∼29.17%. In summary, the proposed method can be applied to the scenes where dynamic background, illumination variation and shadow exist.
Moreover, the proposed method is more sensitive to the bigger foreground. Such as bigger foreground objects for the ''Campus'', the ''Watersurface'' and the ''Boats'', the proposed method's F-measure is 1st in these scenes. But, due to the loss of information during network coding, the proposed method is now cannot show satisfactory performance when dealing with small objects and complex contour details (such as the ''Fountain01'' and the ''Fountain02''), and this issue will be improved in our following research work.
V. CONCLUSION
In this paper, we propose a moving object detection method via ResNet-18with encoder-decoder structure in complex scenes. The proposed method requires supervised training, and the network has the encoder-decoder structure. As for the input, the network accepts the object frame and corresponding artificial labels. Then, the feature vectors generated by the encoder are converted into segmentation maps by the decoder. Furthermore, the foreground mask is further precisely positioned by Euclidean distance. Experimental results show that the proposed method provides better performance than the conventional algorithms on the I2R and the CDnet2014 dataset. However, there is still some challenges exist in smaller objects detection, and we are trying to improve the performance in our following research work. 
