We consider differential operators L acting on functions on a Riemannian surface, Σ, of the form
Introduction
Stable oriented domains Σ on a constant mean curvature surface in a Riemannian three-manifold M 3 , are characterized by the stability inequality for normal variations ψN (see [1] )
for all compactly supported functions ψ ∈ H 1,2 c (Σ). Here |A| 2 denotes the square of the length of the second fundamental form of Σ, Ric M 3 (N, N) is the Ricci curvature of M 3 in the direction of the normal N to Σ and ∇ is the gradient w.r.t. the induced metric.
One writes the stability inequality in the form
(Area(Σ(t)) − 2H Vol(Σ(t))) = −
where L is the linearized operator of the mean curvature
In terms of L, stability means that −L is nonnegative, i.e., all its eigenvalues are nonnegative. Σ is said to have finite index if −L has only finitely many negative eigenvalues.
The study of stable surfaces by considering Schrödinger-type differential operators on a surface Σ with a metric g of the form L := ∆ + V − aK, where ∆ and K are the Laplacian and Gaussian curvature associated to g respectively, a is a positive constant and V is a nonnegative function, has been received an important number of contributions (see [9, 13, 12, 14, 15, 17, 23] ), and even now it is a topic of interest. T. Colding and W. Minicozzi [5] introduced a new technique to study this type of operator based on the first variation formula for length and the Gauss-Bonnet formula. Using this technique they obtained an inequality which, when a > 1/2, gives quadratic area growth of the geodesic disks on the surface and the integrability of the potential V at the same time (note that the stability operator can be realized with the right choice of V and a). P. Castillon [2] used the ideas of ColdingMinicozzi to improve their result to a > 1/4. This technique allows them to control the topology and the conformal type of the surface. In the above works, the potential, V , is assumed to be nonnegative. Moreover, an important result for this kind of operators is the Distance Lemma, technique developed by Fischer-Colbrie [12] , which bounds the intrinsic distance of any point in the surface to the boundary. This result have been done for V ≥ c, c a positive constant, and a > 1/4 (see [21] for a survey). In [10] , the authors extended the Distance Lemma for nonnegative Schrödinger-type differential operators satisfying V ≥ c, c a positive constant, 0 < a ≤ 1/4, and assuming some control on the area growth of the geodesic disks by different methods. Also, they were able to control the topology of the surface. As we have mentioned, all these results depend on conditions on the potential V and the constant a. Recently, ManzanoPérez-Rodríguez [20] have imposed no condition on the potential, Q := V − aK ∈ C ∞ (Σ), but Σ is a complete parabolic 2 surface with no boundary, and they obtained that, if the there exists a nonidentically zero bounded solution of Lf = 0, −L nonnegative on Σ, then f vanishes nowhere and the linear subspace of such functions is one dimensional.
In this paper, we drop the condition V ≥ 0 for either the integrability of the potential or some decay at infinity. We will make them explicit. Those conditions allow us to obtain parabolicity of the surface or even a Distance Lemma.
The above achievements for Schrödinger-type operators have been used for proving results for stable H−surface in three-manifolds (see [10, 18, 21, 20, 24, 25] and references therein). The study of stable H−surface in a simply-connected homogeneous three-manifold with a four dimensional isometry group is a topic of increasing interest. These homogeneous spaces are denoted by E(κ, τ ), where κ and τ are constant and κ − 4τ 2 = 0. They can be classified as
the hyperbolic plane of curvature κ). If τ is not equal to zero, E(κ, τ ) is a Berger sphere if κ > 0, a Heisenberg space if κ = 0 (of bundle curvature τ ), and the universal cover of PSL(2, R) if κ < 0.
We apply our results to stable H−surfaces immersed in a Riemannian three-manifold which fiber over a Riemmanian surface and whose fibers are the trajectories of a unit Killing vector field (see [11, 19, 26] and references therein). In particular, they include the simply-connected homogeneous spaces E(κ, τ ).
The paper is organized as follows. Section 2 is devoted to establish the notation and basic concepts. In Section 3 we study nonnegative differential operators with integrable potential, this means that L a,c := ∆ + V − aK satisfies that V := c + P , where c is a nonnegative constant and P is a nonpositive and integrable function on Σ, i.e., P ∈ L 1 (Σ) (see Definition 3.1). When a > 1/4, for this kind of operators we get: Moreover, if we assume Σ is complete (without boundary), Σ is conformally equivalent to a compact Riemann surface with a finite number of points removed.
And, in the case c > 0, we can go further. First, we shall introduce a concept to understand correctly the next theorem. Let Σ be a Riemannian surface with boundary ∂Σ, we say that the area of the geodesic disks goes to infinity as its radius goes to infinity if for any point p ∈ Σ and any s > 0 so that D(p, s) ∩ ∂Σ = ∅, where D(p, s) is the geodesic disk in Σ centered at p and radius s, the function a(p, s) := Area(D(p, s)), goes to infinity if s goes to infinity. Now, we are ready for establishing: 
In particular, if Σ is complete with ∂Σ = ∅, then it must be either compact or parabolic with finite area. Moreover, when Σ is compact, it holds
where A(Σ) and χ(Σ) denote the area and Euler characteristic of Σ respectively.
When 0 < a ≤ 1/4, we obtain: 
In particular, if Σ is complete with ∂Σ = ∅ then it must be compact. Moreover, it holds c A(
In Section 4, we impose that the potential has linear decay with respect some point, specifically, L a,c := ∆ + V − aK has linear decay if V := c + P , where c is a nonnegative constant and P satisfies
for some point p 0 ∈ Σ, where M is a nonnegative constant (see Definition 4.1). We prove 
Assume P − ∈ L 1 (Σ). Then, one of the following statements hold:
• Σ is a minimal graph with π(Σ) = M 2 and c(Σ) > 0, 
Set P := K e + τ 2 and assume there exist a point p 0 ∈ Σ and a constant M > 0 so that
Then, Σ is a minimal graph with π(Σ) = M 2 and c(Σ) > 0.
But, if we restrict the above results to the three-dimensional simply-connected homogeneous spaces, we obtain: 
• H > 1/2 and there exists a point p 0 ∈ Σ and a constant M > 0 so that 
• 4H 2 + κ > 0 and there exist a point p 0 ∈ Σ and a constant M > 0 so that
Then:
• In S • In PSL(2, R), H = √ −κ/2 and Σ is either a vertical horocylinder (i.e. a vertical cylinder over a horocycle in H 2 (κ)) or an entire graph.
Finally, in the Appendix, we have compiled a sort of results we will make use along this paper for the sake of completeness.
Notation and preliminary results
Throughout this work, we denote by Σ a connected Riemannian surface, with Riemannian metric g, and possibly with boundary ∂Σ. Let p ∈ Σ be a point of the surface and D(p, s), for s > 0, denote the geodesic disk centered at p of radius s. We assume that D(p, s) ∩ ∂Σ = ∅. Moreover, let r be the radial distance of a point q in D(p, s) to p. We write D(s) = D(p, s) if we can omit the dependence on p. We also denote
where K is the Gaussian curvature associated to the metric g. In the case we can not drop the dependence on p, we write l(p, s), a(p, s), K(p, s) and χ(p, s) respectively. Let L := ∆ + V − aK be a differential operator on Σ acting on piecewise smooth functions with compact support, i.e. f ∈ C ∞ 0 (Σ), where a > 0 is a constant, V ∈ C ∞ (Σ) and ∆ is the Laplacian operator associated to the metric g.
The index form of these kind of operators is
where ∇ and · are the gradient and norm associated to the metric g. One has
Thus, the nonpositivity of L implies that the quadratic form, I(f ), associated to L is nonnegative on compactly supported functions, i.e., I(f ) ≥ 0. In this case, we will say that −L is stable.
−L is stable if all the eigenvalues of −L are nonnegative. −L has finite index if has only finitely many negative eigenvalues. In this case, it is well known that there exists a compact set [12] ). We recall now some topological concepts. For a compact surface Σ, its Euler characteristic is given by χ(Σ) := 2(1 − g Σ ) − n Σ , where g Σ and n Σ denote its genus and the number of connected components of its boundary respectively.
A noncompact surface Σ is said to be of finite topology if there exists a compact surfaceΣ without boundary and a finite number of pairwise disjoint closed disks
Moreover, we will need the following topological result (see [2, Lemma 1.4]) Lemma 2.1. Let Σ be a complete Riemannian surface.
• If Σ is of finite topology, then there exists s 0 such that for all s ≥ s 0 we have χ(s) ≤ χ(Σ).
• If Σ is not of finite topology then lim s→+∞ χ(s) = −∞.
Nonpositive operators with integrable potential
In this Section we study differential operators with integrable potential on a Riemannian surface. First, we make explicit the kind of differential operators we are interested on:
is a differential operator on Σ acting on piecewise smooth functions with com
, where a > 0 is constant, ∆ and K are the Laplacian and Gauss curvature associated to the metric g respectively. Moreover, we will assume that V := c + P , where c is a nonnegative constant and P is a nonpositive and integrable function on Σ, i.e., P ∈ L 1 (Σ) or, equivalently, P 1 < +∞, where · 1 denotes the L 1 −norm.
We will use the following condition on the area growth of Σ. 
If Σ is complete without boundary and for some point p ∈ Σ verifies
we say that Σ has Asymptotic Area Growth of degree k (k−AAG). Note that, by the Triangle Inequality, this condition does not depend on the point p.
When −L is nonnegative, a > 1/4 and V ≥ 0, it is known that Σ has quadratic area growth and the integrability of the potential (see [2] , [21] for a > 1/4 or [5] , [24] for a > 1/2). When a ≤ 1/4, V ≥ 0 and we assume that Σ has asymptotic area growth of degree k, we can obtain similar results (see [10] ).
One of the most interesting consequence under the above conditions is that one can bound the distance of any point to the boundary, this is known as the Distance Lemma (see [21] or [10] ). the Distance Lemma allows us to conclude that, if Σ is complete, it is compact.
We distinguish two cases depending on the value of a. We start when a > 1/4, and first we will prove that the surface has Quadratic Area Bound. 
we say that Σ has Quadratic Area Growth. Note that, by the Triangle Inequality, this condition does not depend on the point p.
Actually, this will give us more information about the topology and conformal type of the surface. Moreover, if we assume Σ is complete (without boundary), Σ is conformally equivalent to a compact Riemann surface with a finite number of points removed.
Proof. Since a > 1/4, take b ≥ 1 in (15) so that
Thus, applying Corollary 6.1, we obtain
where P is a nonpositive integrable function, and so
where C is some positive constant depending only on P 1 . Hence, since
we obtain, inserting the above inequalities in (2),
whereC is some positive constant depending only on a, c and P 1 . This holds for any p ∈ Σ \ ∂Σ and hence, Σ has Quadratic Area Bound. Now, we assume Σ is complete. Take b ≥ 1 so that −α := b(b(1 − 4a) + 2a) < 0. Then, applying Corollary 6.1, we have
where C is some nonnegative constant depending only on P 1 . Let us prove first that Σ has finite topology. Assume Σ has infinite topology, then . Therefore
and, letting s → +∞ in the above expression, we can see that
and so lim s→+∞ 2aπG(s) + C ≤ −1, which contradicts (3). Therefore, Σ has finite topology. Thus, since Σ has finite topology and QAG, Σ is conformally equivalent to a compact Riemann surface with a finite number of points removed.
For the next result recall that, for a Riemannian surface Σ with boundary ∂Σ, we say that the area of the geodesic disks goes to infinity as its radius goes to infinity if for any point p ∈ Σ and any s > 0 so that D(p, s) ∩ ∂Σ = ∅, where D(p, s) is the geodesic disk in Σ centered at p and radius s, the function a(p, s) := Area(D(p, s)), goes to infinity if s goes to infinity. Now, we can prove 
Proof. Let us suppose that the distance to the boundary were not bounded. Then there exists a sequence of points
We argue as in Theorem 3.1. Take b ≥ 1 so that −α := b(b(1 − 4a) + 2a) < 0. Then, applying (15) 
where C is constant independing only on a, c and P 1 . Now, bearing in mind that the left hand side of the above inequality goes to infinity and the right hand side remains bounded, we obtain a contradiction.
Also, if Σ is complete and has not finite area, the above estimate and the Hopf-Rinow Theorem imply that Σ must be compact.
When Σ is compact, the last formula follows taking the constant function f ≡ 1 on Σ.
Now, we focus on the case 0 < a ≤ 1/4. Proof. Let us suppose that the distance to the boundary were not bounded. Then there exists a sequence of points {p i } ∈ Σ such that dist Σ (p i , ∂Σ) −→ +∞. So, for each p i we can choose a real number s i such that
Take p ∈ Σ and s > 0 so that D(p, s) ∩ ∂Σ = ∅. Let f (r) be the radial function given by (17) . Set
whereC is a nonnegative constant depending only on P 1 . Now, let β ∈ R be a real number greater than one, then
Thus, joining the above inequalities we get
Thus, by Corollary 6.2 and the above inequality
where C is a positive constant depending on a and P 1 . Now, since Σ has k−AAB and k > 2b then for s large enough we have that the left hand side goes to infinity
but the right hand side remains bounded (see the asymptotic properties of ρ + in Corollary 6.2). Thus, applying (4) to each disk D(p i , s i ), and bearing in mind that, from (5), the left hand side of (4) goes to infinity, and the right hand side remains bounded, we obtain a contradiction.
We still have to consider the case k ≤ 2. Here, we use Corollary 6.1. Thus, for b = 1 and the k−AAB, k ≤ 2, of Σ, the right hand side of (15) remains bounded by some positive constant C (depending on the k−AAB) as s goes to infinity. But,
for a nonnegative constantC depending only on a and P 1 . Thus, we obtain c a(s/2) ≤ C for all s > 0,
where C is a constant depending on a, P 1 and the k−AAB. Applying (6) to each disk D(p i , s i ), and bearing in mind that the left hand side of (6) goes to infinity and the right hand side remains bounded, we obtain a contradiction. Now, if Σ is complete, then the above estimate and the Hopf-Rinow Theorem imply that Σ must be compact. The last formula follows by taking the constant function f ≡ 1 as above.
We have worked with nonnegative differential operators −L a,c . This means that all the eigenvalues of −L a,c are nonnegative. −L a,c has finite index if has only finitely many negative eigenvalues or, equivalently, if there exists a compact set K ⊂ Σ so that −L a,c is nonnegative acting on f ∈ C ∞ 0 (Σ \ K) (see [12] ). As a consequence of these proofs we have the following 
Non positive operators with linear decay
We follow the notation of the previous section. First, let us make explicit the operators we will work with. We continue assuming that L a,c has linear decay. In this case, we obtain a stronger result. Proof. Since P has linear decay and Σ is complete, there exists s 0 > 0 so that
On the one hand, from [21, Theorem 2.8], the distance from every point q ∈Σ to the boundary ofΣ satisfies:
On the other hand, the distance from every point p ∈ D(p 0 , s 0 ) to ∂Σ is bounded by 2M/c. That is, the distance from any two points in Σ is uniformly bounded, depending only on M, a and c. Therefore, since Σ is complete, the Hopf-Rinow Theorem implies that Σ is compact.
Stable surfaces in three-manifolds
Let Σ be a two-sided surface with constant mean curvature H (in short, H−surface) in a Riemannian three-manifold M. Throughout the rest of the paper, for the sake of simplicity, we will assume the ambient manifold M is orientable without mention it. We will assume M has bounded geometry, that is, M has bounded sectional curvatures and injectivity radius bounded from below. Σ is stable if (see [27] for the minimal case or [1] for the constant mean curvature case)
for all compactly supported functions ψ ∈ H One writes the stability inequality in the form
In terms of L, stability means that −L is nonnegative, i.e., all its eigenvalues are nonnegative. Σ is said to have finite index if −L has only finitely many negative eigenvalues. It is well known that the stability operator L can be written as
where K and K e are the Gaussian curvature and extrinsic curvature (i.e., the product of the principal curvatures) of Σ, and S is the scalar curvature of M. Hence, as a direct application of the previous results, we have Theorem 5.1. Assume M has bounded geometry. Let Σ ⊂ M be a complete oriented H−surface with finite index. Set ε ≥ 0 and
, Σ is conformally equivalent to a compact Riemann surface with a finite number of points removed. Moreover, P + 0 ∈ L 1 (Σ).
•
Proof. Since −L has finite index and
When ε > 0, we still have to remove the case when Σ is parabolic with finite volume. Since M has bounded geometry and Σ is complete and has constant mean curvature, from [4, Proposition 2.1], we get that each end of Σ has infinite area, a contradiction. So, Σ must be compact.
Let us see that
where
. Now, the above inequality can be written as
and since the right hand side of the above inequality is bounded as s goes to infinity, we get that
Also, we can drop the assumption about the bounded geometry of the ambient space in the next result: Theorem 5.2. Let Σ ⊂ M be a complete oriented stable H−surface. Set ε > 0 and
Assume there exist p 0 ∈ Σ and a constant M > 0 so that
Then, Σ is compact Proof. Note that the stability operator L can be written as
Then, under the assumption (7), L has linear decay (see Definition 4.1). Hence, applying Theorem 4.1, we obtain the result.
We focus now on surfaces immersed on a Killing submersion M, that is, M is a Riemmanian submersion over a Riemannian surface M 2 whose fibers are the trajectories of an unit Killing field. In [11] , the geometry of this kind of submersion is studied. In some sense, these spaces behaves like a simply-connected homogeneous space E(κ, τ ).
Let M be a three-dimensional Killing submersion, then π : M → M 2 over a surface (M 2 , g) with Gauss curvature κ, and the fibers, i.e. the inverse image of a point at M 2 by π, are the trajectories of a unit Killing vector field ξ, and hence geodesics. Denote by , , ∇, ∧,R and [, ] the metric, Levi-Civita connection, exterior product, Riemann curvature tensor and Lie bracket in M, respectively. Moreover, associated to ξ, we consider the operator J :
Given X ∈ X(M), X is vertical if it is always tangent to fibers, and horizontal if always orthogonal to fibers. Moreover, if X ∈ X(M), we denote by X v and X h the projections onto the subspaces of vertical and horizontal vectors respectively. In particular (see [ 
here ∇ denotes the Levi-Civita connection on M.
Actually, it can be shown that τ only depends on M 2 (this is a personal communication of A. Jimenez, and it will appear in a forthcoming paper). This makes natural the following notation: 
Moreover, the scalar curvature S of M(κ, τ ) at p ∈ M(κ, τ ) is given by
Now, we can announce: 
Set
Assume P − ∈ L 1 (Σ).Then, one of the following statements hold:
• Σ is a minimal graph with π(Σ) = M 2 and c(Σ) > 0,
Proof. The linearized operator for the mean curvature is given by
Now, from (11), we might rewrite the above inequality as
where c := 4H 2 + c(Σ) ≥ 0. Then −L, whereL := ∆ − K + c + P − , is nonnegative acting on f ∈ C ∞ 0 (Σ) and has integrable potential. If 4H 2 + c(Σ) > 0, applying Theorem 3.2, Σ is either compact or parabolic with finite area. Let us prove now that Σ can not be parabolic with finite area. Since M(κ, τ ) has bounded geometry and Σ is complete and has constant mean curvature, from [4, Proposition 2.1], we get that Σ has infinite area. So, Σ must be compact.
Set ν := ξ, N , where N is the unit normal vector field along Σ, ν is a bounded Jacobi function, i.e., Lν = 0. Since Σ is stable and compact, elementary elliptic theory asserts that either ν vanishes identically or ν > 0.
If ν vanishes identically, Σ := π −1 (α), i.e., it is a vertical cylinder over a complete curve α ⊂ M 2 of geodesic curvature 2H. Then, the stability operator of Σ := π −1 (α) is given by
since K e = −τ 2 on a vertical cylinder (see [11, Proposition 2.10] ). Then
where λ 1 (∆) = 0 since Σ is isometrically a plane. So, Σ is unstable, a contradiction. Therefore, ν never vanishes. Since Σ is compact, there exists ε > 0 so that ν ≥ ε > 0, and hence π(Σ) = M 2 . Let (M 2 ) denote the Cheeger constant, i.e.,
where Ω varies over open domains on M 2 with compact closure and smooth boundary. Let Ω ⊂ M 2 be a relatively compact domain with smooth boundary ∂Ω. Since ν ≥ ε > 0, there exists a compact set Σ 0 ⊂ Σ which is a H−graph over Ω. From the Divergence Theorem
where A(Ω) and L(∂Ω) are the area and the length of Ω and ∂Ω (w.r.t. g) respectively. Moreover, div is the divergence operator on (M 2 , g). Thus,
Since M 2 is compact (recall π(Σ) = M 2 and Σ is compact), (M 2 ) = 0. So, from (12) and Set P := K e + τ 2 , assume there exist a point p 0 ∈ Σ and a constant M > 0 so that
Berger , there are no such a stable H−surface.
• In Nil 3 , H = 0 and Σ is either a vertical plane (i.e. a vertical cylinder over a straight line in R 2 ) or an entire vertical graph.
• In PSL(2, R), Proof. Note that, by the Gauss equation for a surface immersed in E(κ, τ ) (see [6] ), i.e.,
we might write the stability operator as
So, we apply Theorem 5.3 or Theorem 5.4 depending on the condition that Σ verifies. We get:
2 + κ > 0 and so Σ is compact, but there are no compact, oriented stable H−surfaces in S 3 Berger (see [21, Corollary 9.6] ).
• In Nil 3 , H = 0 and Σ is either a vertical cylinder over a complete curve of geodesic curvature H = 0, that is, a straight line in R 2 , or Σ is a complete multigraph. In the latter case, Daniel-Hauswirth [7] proved that Σ is an entire graph.
• In PSL(2, R), the proof is similar as above. Now, Σ is an entire graph follows from [8] .
Appendix
We recall here some results we have used along the paper for the sake of completeness. The first one is a general inequality for I(f ) (see (1) ) following the method developed by T. Colding and W. Minicozzi in [5] . We establish here the formula how it was stated in [10, Lemma 3.1], but the proof can be found in [2] .
We denote Moreover, we should mention that we have relaxed here the hypothesis on V , but from the proof, we can see that we do not really use the fact that V ≥ 0.
It is well known that the kind of results we can obtain for nonnegative operator of the form
where V ≥ 0 and a is a positive constant, depend strongly on the value of a. The most studied case is when a > 1/4 (see [2] or [21] ). When a > 1/4, we use the following radial function 
where s > 0, b ≥ 1 and r is the radial distance of a point p in D(s) to p 0 . So now, we establish a formula developed by Meeks-Pérez-Ros [21] . Such a formula follows from Lemma 6.1 with the test function given by (14) . 
If a ≤ 1/4 (see [10] ), we will work with the special radial function given by 
