Abstract Multi-instance multi-label learning (MIML) is a newly proposed framework, in which the multi-label problems are investigated by representing each sample with multiple feature vectors named instances. In this framework, the multi-label learning task becomes to learn a many-to-many relationship, and it also offers a possibility for explaining why a concerned sample has the certain class labels. The connections between instances and labels as well as the correlations among labels are equally crucial information for MIML. However, the existing MIML algorithms can rarely exploit them simultaneously. In this paper, a new MIML algorithm is proposed based on Gaussian process. The basic idea is to suppose a latent function with Gaussian process prior in the instance space for each label and infer the predictive probability of labels by integrating over uncertainties in these functions using the Bayesian approach, so that the connection between instances and every label can be exploited by defining a likelihood function and the correlations among labels can be identified by the covariance matrix of the latent functions. Moreover, since different relationships between instances and labels can be captured by defining different likelihood functions, the algorithm may be used to deal with the problems with various multi-instance assumptions. Experimental results on several benchmark data sets show that the proposed algorithm is valid and can achieve superior performance to the existing ones.
Introduction
Nowadays, multi-label learning (ML) problems have attracted more and more attention in machine learning field due to their extensive applications in text categorization (McCallum 1999; Kazawa et al. 2005) , scene classification (Boutell et al. 2004) , functional genomics (Barutcuoglu et al. 2006) , music categorization (Wieczorkowska et al. 2006) , and so on. As shown by the examples in Fig. 1(a) , multi-label learning studies the problems where a realworld object is associated with a number of class labels, i.e., the object has different semantic meanings simultaneously if it is viewed from different aspects. A straightforward approach solving multi-label problem is to transform it into one or more single-label problems. This can be realized by regarding every possible combination of labels as a 'meta-label' (Boutell et al. 2004; Diplaris et al. 2005) or considering the prediction of each label as an independent binary classification problem (Yang 1999) . However, the first strategy is infeasible in most cases because the number of meta-labels will increase substantially and the samples of such meta-label are usually sparse; the second one has limitations as well because it neglects the correlations among the labels. Another approach is to consider the problem as a one-tomany mapping and design special learning algorithms for it. In Elisseeff and Weston (2002) , a multi-label support vector machine was developed by defining a specific cost function and the corresponding margin. Some other multi-label support vector machines also were developed by Boutell et al. (2004) and Godbole and Sarawagi (2004) . Zhang and Zhou (2006) employed neural networks for multi-label learning by defining a new error function to capture the characteristics of multi-label problem. Many other multi-label learning algorithms were developed as well, such as multi-label version of C4.5 decision tree (Clare and King 2001) , multi-label k-nearest neighbor classifier (Zhang and Zhou 2007a) , parametric mixture model (Ueda and Saito 2003) , and boosting (Schapire and Singer 2000) . Noting that although these studies on multi-label learning assume that an instance can be associated with multiple valid labels, one-to-many mapping is not a proper mathematical function and it may be the major difficulty in dealing with multi-label problems . Moreover, in many ML problems, different labels are often tied to the different parts of the object, thus, developing classifiers based on the whole object would incur too much noise and harm the performance.
Recently, a multi-instance multi-label learning (MIML) framework was proposed by Zhou et al. (2007 Zhou et al. ( , 2012 for learning with ambiguous objects, in which an object is described by multiple feature vectors named instances and associated with multiple class labels. Compared with the traditional multi-label learning framework, MIML is more reasonable for dealing with the ML problems since it enables us to explore the inner causality between the object and its labels. In other words, it offers a possibility for understanding why a concerned object has the certain class labels, e.g., the object on the left part of Fig. 1(b) has label 'tree' because it contains instance 1 , while label 'elephant' is caused by instance 2 . The following two crucial problems should be considered for dealing with ML problems by using the MIML framework.
The first one is how to model the relationships between instances and labels of a sample. Although the MIML framework offers a possibility for understanding why a concerned object has the certain labels and a correct model of these connections may be helpful for making an accurate prediction, because different labels of an object usually arise from different instances and the way how the instances trigger labels of object usually may be different in different problems, for example, each label of the object on the right part of Fig. 1(b) is collectively determined by multiple instances, in contrast, every label of the object on the left part is only tied to a key instance, how to correctly model the connections between instances and labels is a crucial and challenging problem for MIML.
Fig. 1 Examples of multi-label learning and multi-instance multi-label learning
The second one is how to exploit the relationship among labels. For many multi-label learning problems, different labels usually have strong correlations which also are the important information for improving the accuracy of prediction algorithms. For example, in the place recognition problem, the places with near locations usually appear in the same visual image and in contrast the places located at different areas scarcely appear in the same image. So, if an image is simultaneously labeled as two places located at different areas, we should reconsider this conclusion. Taking the subcellular localization prediction problem of eukaryotic proteins (Chou and Shen 2010) as another example, it can be seen that almost all the proteins of cyanelle and hydrogenosome have only one location. If a predictor can obtain this information from the training data set, it will avoid some wrong prediction results such as "a query protein belongs to cyanelle and hydrogenosome simultaneously". Moreover, for the problems with a large number of labels and small amount of training samples, the correlation information among labels will be very important to complement the lack of training samples. Thus, effective exploitation of the correlations among labels is also crucial for the success of a MIML algorithm.
Although many MIML algorithms have been proposed by employing neural network, maximum margin method, regularization method and so on, almost all of them pay attention to only one of aforementioned problems and few can consider them simultaneously. As shown by Zhou et al. (2012) , the main reason may be that these models will become very complex and difficult to be solved if these two problems are considered simultaneously. In order to consider the two aforementioned problems simultaneously, an innovative MIML algorithm is proposed by using Gaussian process in this paper. The basic idea is to define a latent function with Gaussian process prior in the instance space for every label, and then output the probabilities over different labels for each sample based on the latent function values of its instances. In this algorithm, the correlations among the labels can be identified by a covariance matrix of these latent functions and automatically inferred by maximizing the marginal likelihood of the covariance matrix; the connections between instances and labels of a sample can be exploited by defining a new likelihood function and we can employ different likelihood functions to capture various connections.
The paper is organized as follows: In Sect. 2, we illustrate the formal definition of MIML and review previous work in this area. The proposed MIML algorithm is then presented in Sect. 3 and tested on several multi-label learning problems in Sect. 4. The conclusion is given in Sect. 5.
Related works
As stated in the above section, a sample is described by multiple instances and associated with multiple class labels in the MIML framework. Formally, suppose X = R d is the domain of instances and Y = {1, 2, . . . , Q} is the set of class labels. Given a training set T , in which y is = 1 denotes that label s is a proper label of bag X i , otherwise y is = −1. The task of MIML is to learn a function h : 2 X → 2 Y from S which can predict a set of labels for any unseen sample. It is interesting to compare MIML with multi-instance learning framework and multi-label learning framework. Multi-label learning considers the ambiguity in the label space; Multi-instance learning considers the ambiguity in the instance space; While MIML studies the ambiguities in both the instance and label space simultaneously. It can be seen that MIML is also different from the framework of learning from candidate labeling sets (Cour et al. 2009; Jie and Orabona 2010) where each sample is supplied with multiple potential labels, only one of them is correct. Since many real objects are inherited with input ambiguity as well as output ambiguity, MIML is more natural and convenient for learning with such objects.
The generality of MIML inevitably makes it much difficult to address and only a few literatures are available up to present. MIMLBOOST and MIMLSVM are the earliest MIML algorithms, which were proposed by Zhou and Zhang (2007) for scene classification based on a simple degeneration strategy. In Nguyen (2010) , a new SVM approach named SISL-MIML was developed by using an improved degeneration strategy. Considering that the degeneration methods may lose useful information encoded in the training data during the reduction process, another algorithm called M3MIML was proposed by Zhang and Zhou (2008) based on a maximum margin method, which directly exploits the connections between instances and labels. In Zhang and Wang (2009) , RBF neural network was adopted to learn from MIML samples. A probabilistic generative model called Dirichlet-Bernoulli alignment (DBA) was proposed by Yang et al. (2009) for MIML. Since the performance of DBA may deteriorate exponentially as the number of classes increases and can not be used to the task with a large number of classes, in 2010, they improved DBA to a hybrid generative/discriminative learning model (Yang et al. 2010) for the problem of automatic image annotation. A common characteristic of these approaches is that they rarely consider the correlations among the labels. In Zhou et al. (2012) , a D-MIMLSVM algorithm was presented, which tackles MIML problems directly in a regularization framework. The algorithm defines an objective function which balances the loss between the labels and predictions on the bags as well as on the constituent instances. It also considers the correlations among the labels associated to the same sample. Unfortunately, as shown in the discussion section of their paper, the algorithm is established under the assumption that all the class labels share the same commonness, which over-simplifies the real scenario. In fact, in real applications it is rare that all class labels share the same commonness; it is more typical that some labels share commonness, but the commonness shared by different label subsets may be different. For example, label 'surfing' may share commonness 'water' with label 'beach', and label 'elephant' may share commonness 'animal' with label 'lion', but maybe 'surfing', 'beach', 'elephant' and 'lion' share nothing together. Although they also extend the model to exploit the problem that different pairs of labels share different commonness, the new model is difficult to be solved since it involves too many variables. In addition to the design of various MIML algorithms, some other progresses on MIML, such as theoretical exploration to the learnability of MIML (Wang and Zhou 2012) , metric learning from MIML data (Jin et al. 2009 ), multilabel learning by instance differentiation (Zhang and Zhou 2007b) as well as applications of MIML in bioinformatics , image classification (Zhou and Zhang 2007; Zha et al. 2008) , visual mobile robot navigation (He et al. 2012) , have been made.
Although the existing MIML algorithms may achieve better performance than the traditional multi-label learning algorithms, most of them only focus on the correspondence between instances and labels, and the correlations among the labels are rarely considered. In the next section, Gaussian process is used to establish a new MIML algorithm which exploits not only the connections between instances and labels but also the correlations among labels. 
The proposed algorithm
Gaussian process has been widely used for traditional supervised learning (Williams and Rasmussen 1996; Lawrence and Platt 2004; Williams and Barber 1998; He et al. 2011 ), a detailed introduction about this area can be found in Rasmussen and Williams (2006) . Explicit probabilistic formulation is an important advantage of Gaussian process models over other non-Bayesian models. This also provides the ability to infer model parameters such as those control the kernel shape and the noise level. In this section, a probabilistic kernel algorithm is established by using Gaussian process for MIML. To represent our uncertainty over class labels for a sample X = {x 1 , x 2 , . . . , xn}, a better method is to output a probability for each label. As shown in Fig. 2 
) for the standard multi-instance assumption which states that the label of a bag is positive if and only if it contains at least one positive instance. Noting that although the proposed model also consists of three layers from input to output with one hidden layer just like the MIML-RBF (Zhang and Wang 2009) and DBA model (Yang et al. 2009 ), they may be very different because our model also introduces a direct relationship of the hidden variables. The details of the proposed algorithm are shown as follows.
Gaussian process prior
The basic idea behind Gaussian process prediction is to place a Gaussian process prior over the latent functions. Inspired by Bonilla et al. (2008) , in which the same GP prior is placed for a multi-task regression problem, we approach MIML problem by placing a GP prior with zero mean over the latent functions {f s |s = 1, 2, . . . , Q}, i.e.,
where
Q×Q is a positive semi-definite matrix that specifies the correlations among labels, so that the observation of one class can affect the prediction on another class. An important property of this model is that the correlations among labels can be deduced directly by a covariance matrix K f . k(x, x ) is a covariance function over instances x and x . Two covariance functions are used in this study, i.e.,
We assume that all the parameters have been given except matrix K f . T , D = {x ij |i = 1, . . . , n, j = 1, . . . , n i } be the set including all the instances in training set, f ij s = f s (x ij ) be shorthand for the value of the latent function,
T be the values of latent function f s corresponding to bag X i , and
T . So, the joint distribution
is a Gaussian distribution with zero mean and covariance matrix K f ⊗ K, where ⊗ denotes the Kronecker product, the element of K is k(x, x ), x, x ∈ D. The joint prior over F and
where,
may be deduced analytically, where I f is an identity matrix with the same order as K f .
Joint likelihood
The joint likelihood, denoted as p(Y |F ), is the joint probability of observing class labels given the latent functions. Generally, the class labels are assumed to be independent variables given the latent functions. Thus, the joint likelihood p(Y |F ) can be evaluated as a product of the likelihoods on individual observation, that is
Because the way in which instances trigger labels may be different in different problems, in different learning tasks, it is difficult to know which assumption is the fittest. Just as the different assumptions on the relationship between instance-labels and bag-labels in multiinstance learning (Maron and Lozano-Pérez 1998; Zhou 2004) , different likelihood functions can be defined to deal with various problems. In this paper, we will first present the algorithm under the collective multi-instance assumption, and then modify it to obey the standard multi-instance assumption. Note that a more detailed description about different multi-instance assumptions can be found in the work of Foulds and Frank (2010) . The collective assumption states that all the instances contribute equally and independently to a bag's label. Thus, the likelihood p(y is = 1|F is ) can be intuitively defined as
where, sig(·) is a sigmoid function and logistic function σ (t) = 1 1+e −t is used in this study. As the probability of the two classes must sum to 1, we have p(
by using the property σ (−t) = 1 − σ (t).
Posterior distribution
By using Bayes's rule, the posterior distribution over F for a given
denotes the marginal likelihood for the parameter matrix K f . Note that the posterior p(F |D, Y, K f ) is a non-Gaussian distribution and can not be computed analytically. In the traditional Gaussian process classification algorithms, a popular idea is to approximate the posterior by using a tractable Gaussian distribution, and many approaches such as Laplace approximation (LA), expectation propagation (EP) and Kullback-Leibler divergence minimization (KL) have been proposed. We can use any of these approaches to approximate the posterior p(F |D, Y, K f ) of this paper. The major difference among them may be that the computational complexity and the performance are different. A more comprehensive overview of these algorithms can be found in Nickisch and Rasmussen (2008) . Because it may spend more shorter computing time than others, in this paper, the Laplace's method is utilized to obtain a Gaussian approximation
is the Hessian matrix of the negative log posterior distribution atF .
It can be seen that the marginal likelihood p(Y |D, K f ) is independent of F , so we only need to consider the un-normalized posterior when maximizing (10) with regard to F . By taking the logarithm and introducing (4), (7), we obtain
Then, by differentiating (13) with regard to F , we obtain
2 , 1 n i is an n i dimensional column vector of ones, diag{A 1 , A 2 , . . . , A n } denotes a block matrix in which the ith main diagonal block is A i and the off-diagonal blocks are zero matrices, exp(·) is the exponential function. It can be seen from the negative definite Hessian matrix in (15) that ψ(F ) is concave and the equation ∇ψ(F ) = 0 has a unique solutionF . Thus, (18) can be obtained by using (14)
Since (18) is a non-linear equation and can not be solved analytically, Newton's method is used to solve it in this paper. And the iterative formula is
By using matrix inversion formula,
formula (19) can be expressed as
is an identity matrix,
0 . At last, the matrix A may be obtained by substitutingF into the negative Hessian matrix in (15),
By using Gaussian approximation (12) of posterior p(F |D, Y, K f ), the distribution of the latent variables F * can be simplified as a Gaussian distribution:
And then by utilizing (18) and (20), formula (23) can be transformed into another form:
Prediction
Let p(y * s = 1|D, Y, X * , K f ) denote the probability that label s is a proper label of bag X * , s = 1, 2, . . . , Q, it can be predicted by averaging out F * s , i.e.,
Because of the non-linear form of the logistic function σ (·), the predictive probability (25) can not be computed analytically. Thus, we need to resort to sampling methods or analytical approximations to compute these integrals. In this paper, Monte Carlo sampling method is used to compute (25).
Learning parameter matrix K f
The Bayesian framework described above is conditional on the kernel parameter matrix K f . In this section, we wish to learn the parameter matrix K f by maximizing the marginal likelihood in (11), in other words, maximizing the agreement between observed data and the model. Since the integral is intractable, one way to achieve this is to provide a lower bound of the marginal likelihood (11). A popular lower bound is the one obtained by Seeger (2003) utilizing Jensen's inequality and a Gaussian approximation of the posterior p(F |D,
Therefore, the parameter matrix K f can be obtained by maximizing log Z. Because the parametersF and A of q(F |D, Y, K f ) are also the non-linear functions of K f , it is difficult to maximize log Z directly. Inspired by Kim and Ghahramani (2006) , an EM-like algorithm is used to solve this problem. The algorithm is divided into two steps: in the E-step, we compute the values ofF and A by using (21) and (22) given the parameter matrix K f , and in the M-step, the lower bound log Z is maximized with regard to K f given the values of F and A obtained in the E-step. The E-step and M-step are alternated until convergence. Since the first and third terms of log Z are independent of the parameter matrix K f given the values ofF and A, we only need to maximize q(F |D,
For distinguishing different K f , we denote the K f related toF and
where tr(·) denotes the trace of a matrix. Differentiating (28) with regard to K f ,
where H is a square matrix of order Q. The element H ij of H can be computed by
where, C ij , i, j = 1, . . . , Q are square matrixes of order n by whichŴ
By setting ∇G(K f |F , A) to zero, we have
Thus, in the M-step, we only need update K f with (32). Till now, the whole MIML algorithm has been presented. Note that a significant problem with Gaussian process prediction is that it needs to invert the matrix
0 , which is prohibitive on modern workstations for large problems. We will deal with this problem in the next section.
Approximation of matrix K
The issue of dealing with large data set has been studied in many Gaussian process literatures, and a more detailed overview can be found in Rasmussen and Williams (2006) . In this paper, we reduce the computational complexity of inverting the Qn × Qn matrix B by approximating K sum in the form K sum ≈ P P T , here, P is an n × m matrix, m n. Notice that, by representing K sum with P , W 
Thus, the problem is transformed into the inversion of a Qm × Qm matrix. For the problem with moderate n, we can consider reduced-rank approximations to K sum . In this paper, the optimal reduced-rank approximation U m Λ m U T m of K sum with respect to the Frobenius norm is used, where Λ m is the diagonal matrix of the leading m eigenvalues of K sum and U m is the matrix of the corresponding eigenvectors. Thus, P = U m Λ 1/2 m . Unfortunately, this is limited for the problem with large n because the eigendecomposition needs O(n 3 ) operations. However, the Nyström method (Williams and Seeger 2001) can be used to compute an approximation of K sum . This approximation is obtained by randomly choosing m rows/columns of K sum , and then setting P = K nm K −1/2 mm , where K nm is an n × m block of the original matrix K sum . In the next section, we will give more details of the implementation of the proposed algorithm.
Implementation of the proposed algorithm
In this section, care is taken to minimize the computational cost and to avoid numerically unstable computations. Because the mean of F is , not F is , is used in the whole algorithm, we can rewrite the Newton iteration given in (21) as
where, F sum denotes the vector composed of the sum of F is , i.e.
T F . By substituting (33) into (34), we obtain
where, 
, which is solved by using conjugate gradient method. Similarly, we also can rewrite formula (24) and (31). Note that the main reason for using the symmetric positive definite matrix B 1 widely is that it is well-conditioned for many covariance functions. Moreover, because K sum , not K, is used in the whole algorithm, we only need to store kernel matrix K sum in the system. The flowchart of the algorithm is outlined in Algorithm 1. In this paper, the thresholds ε 0 and ε are set to be 0.01 and 2 × 10 −6 , respectively; m (the number of columns of P ) is determined by the cumulative percentage of Λ m , and detailed discussions about m can be found in the second paragraph of Sect. 4.1.
It can be seen from the flowchart that the computational complexity for training the model is mainly dominated by solving the minimum problem in the step 3.2 and computing the inverse of B in the step 4. Thus, in the training stage, the computational complexity of the model is about O(lQ 3 nm 2 ), where l is the number of iterations of the EM-like algorithm for solving the model. Notice that the computational complexity does not depend on the instance number. This is because the algorithm only relates to the kernel matrix K sum rather than K in the training stage. In the testing stage, the computational complexity is dominated by computing the term K * Ŵ 
Extension to the standard multi-instance assumption
Through the efforts of above sections, we have shown the proposed algorithm under the collective multi-instance assumption. In this section, the algorithm will be modified to deal with the problems satisfying the standard multi-instance assumption. Being different with the collective assumption, the standard multi-instance assumption states that a bag is positive if and only if it contains at least one positive instance. Thus, for the standard assumption, the likelihood p(y is = 1|F is ) (8) can be redefined as
and the likelihood function p(y is |F is ) (9) can be written as
Since function max(·) is non-differentiable, the aggregate function (also known as exponential penalty function) can be used as an approximation of it, i.e.,
where, v > 0 is a control parameter. It can be seen that
Substituting (38) into (37), we can obtain
which is an infinitely differentiable function.
Thus, formulas (16) and (17) may be approximately updated as below, is an n i dimensional column vector with one on its j 0 th element and zero elsewhere, j 0 = arg max j f ij s .
The iterative formula (21) can be expressed as
0 . And the formula (32) for computing K f is
where the (i, j )th element of H is H ij = tr(C ij e T j Ke i ), e i = diag{e 1i , e 2i , . . . , e ni }. At last, the distribution (24) of the latent variable F * and the predictive probability (25) can be respectively written as
Until now we have successfully modified the proposed algorithm to satisfy the standard multi-instance assumption. It is also necessary to estimate the computational complexity of it. It can be seen that the main difference from the original algorithm is that the term E T (K f ⊗ K)E is used in the modified algorithm instead of K sum . Since E is a sparse matrix and each of its elements is 0 or 1, the term E T (K f ⊗ K)E is indeed a submatrix of K f ⊗ K which has the same size as K f ⊗ K sum . Thus, the computational complexity of the modified algorithm would be the same as the original one.
Experiments
In order to obtain a more comprehensive understanding about the proposed algorithm, we test it on both multi-label learning problems and multi-instance learning problems. Since the performance evaluation of multi-label learning algorithm is much more complicated than single-label learning one, the following multi-label evaluation metrics proposed by Schapire and Singer (2000) are used in this paper: (a) Average precision: computes the average fraction of labels ranked above a particular label y ∈ Y which actually is in Y . (b) Coverage: evaluates how far one needs to go in the list of labels to cover all the relevant labels of a sample. (c) Hamming loss: evaluates how many times an object-label pair is misclassified, i.e., a proper label is missed or a wrong label is predicted. (d) One-error: determines how many times the top-ranked label is not in the set of proper labels of a sample. (e) Ranking loss: evaluates the average fraction of label pairs that not correctly ordered for a sample. Due to page limit, we only give some simple descriptions of these metrics, and the detailed definitions of these metrics can be found in Schapire and Singer (2000) . In order to make the smaller value to indicate the better performance of the algorithm for all evaluation metrics, 1-Average precision is used in all the experiments.
Multi-label learning problems
In this section, the proposed algorithm satisfying the collective multi-instance assumption is validated on two MIML data sets respectively come from a multi-label scene classification problem and a multi-label text categorization problem. As shown in the second row in Table 1 , the scene classification data set which is proposed by Zhou and Zhang (2007) contains 2000 natural scene images belonging to five classes. Each image is represented as a bag of nine 15-dimensional instances generated by the SBN method . And over 22% images belong to multiple classes simultaneously and the average number of labels per image is 1.24. The text categorization data set is a subset of the widely studied Reuters-21578 collection. Some information of this data set is listed in the third row in Table 1 . In this data set, each document is represented as a bag of instances, where each instance is obtained by splitting the document into several passages by using overlapping windows of maximal 50 words. The seven most frequent categories are considered. After removing the documents that do not have labels and randomly removing some documents which have only one label, the data set consists of 2000 documents and about 15% samples have multiple labels. More detailed information of this data set can be found in Zhou et al. (2012) or Zhang and Zhou (2008) . In order to evaluate the relative performance of the proposed algorithm, it is also compared with three existing MIML algorithms named MIMLRBF (Zhang and Wang 2009 ), MIMLSVM (Zhou and Zhang 2007) and MIML-kNN (Zhang 2010) .
In order to speed up the computation of the proposed algorithm, as shown in Sect. 3.6, we need to approximate the kernel matrix K sum with an n × m matrix P , i.e., K sum ≈ P P T . Although the computational complexity is greatly reduced when m n, the quality of the solution may be not guaranteed. Thus, it is necessary to analysis the influence of m on the algorithm. Figure 3 shows the relationships between m and different aspects of the algorithm on the scene classification data set when the Gaussian kernel (2) with δ = 1 is used. In this experiment, the data set is randomly partitioned in half to form a training set and a testing set. We repeat the experiment for 10 random splits, and report the mean of the results obtained over 10 different testing sets. Figure 3(a) illustrates the relationships between m and the relative errors of latent variables F and K f . It can be seen that the errors of F and K f reduce evidently when m changes from 5 to 100 and then gradually tend to 0 in the remaining increasing phase of m. The relative error is defined as follows: taking F as an example, let F 0 be the truth value of F obtained by using K sum , and F 1 be an approximate value obtained by using P P T , the relative error of F 1 is F 1 − F 0 / F 0 . Figure 3 (b) depicts how the algorithm performs on the data set under different m. Just like what we have foreseen, the performance of the proposed algorithm will not be guaranteed if m is very small. Fortunately, as can be seen from the figure, the performance will not change significantly as long as m is greater than 50 which still is far smaller than 1000. Moreover, in the case of 50 < m < 150, although the errors of F and K f are still great, the performance is already on par with the best one. That is because the prediction results of the algorithm are mainly dependent on the sign of F rather than its numerical value. Figure 3(c) presents the influence of m on the computing time of the algorithm, which is in accord with the computational complexity of the algorithm achieved in Sect. 3.7, i.e., the computational complexity of the Table 2 The experimental results of the compared algorithms (mean ± std.) on the scene classification data set
Evaluation metric Algorithms
The Fig. 3(d) . It can be seen that the shape of the curve in Fig. 3(d) is just opposite to the ones in Fig. 3(b) . We can deduce that the significant improvement of the performance may be caused by the significant increase of the cumulative percentage in the initial increasing phase of m. For validating this supposition, we analysis the relationship between the performance and the cumulative percentage on different data sets and using different kernels with various parameters. We found that the performance of the proposed algorithm gradually gets better when the cumulative percentage tends to 100% and will not significantly change as long as the cumulative percentage is greater than 99.5%. In contrast, there is no unified rule to follow in the relationship between the performance of the algorithm and m. Thus, in the practical applications, m can be obtained based on the condition tr(Λ m )/tr(Λ) > 0.995. Note that the m obtained through above condition is still far smaller than the size of training set in most situations. Taking the experiment of Fig. 3 as an example, the cumulative percentage already reaches to 99.5% when m is 50. Tables 2 and 3 summarize the experimental results of each compared algorithm obtained by using the 10-fold cross-validation on the scene and Reuters data sets respectively, where the best result on each metric is shown in bold face. For the kernel-based algorithms including MIMLSVM and the proposed one, the Gaussian kernel (2) and linear kernel (3) are used on the scene and Reuters data sets respectively. For a fair comparison, the 2-fold cross validation is performed on the training data set for each algorithm to select the optimal parameter. It is evident from these tables that the proposed algorithm achieves superior performance to the other existing algorithms in terms of all metrics. In addition, the MIMLSVM algorithm performs apparently worse on the both data sets, which may be an experimental evidence of the supposition that degeneration methods may lose information during the degeneration process.
As described in Sect. 3, compared with the existing MIML algorithms, a main contribution of the proposed algorithm is that the correlations among labels are exploited by using a covariance matrix. In order to further investigate whether the superior performance of the proposed algorithm benefits by considering the correlations among labels, the third column 'the proposed algorithm (special)' of each table presents the experimental result of the proposed algorithm when the covariance matrix K f is set to be the identity matrix, i.e., the labels are considered as mutually independent ones. It can be seen that the covariance matrix has important influence on the performance of the algorithm. In other words, as what we expect, the correlations among the labels are the important information for improving the performance of the MIML algorithms. It is interesting that the performance of the proposed algorithm (special) also is competitive compared with the existing algorithms.
It is well known that the efficiency also is an important factor for investigating the practicality of an algorithm. Table 4 reports the training and testing time consumed by each compared algorithm on both data sets. These results are based on the experiments conducted on a 2.7 GHz PC with 2 GB RAM. It can be seen that the proposed algorithm (normal) spends more time than the others in the training stage. That is mainly because the EM-like is of linear rates of convergence and we only initialize K f with an identical matrix. In practice, we can speed up the algorithm by initializing K f with the value obtained in a subset of the training set. Certainly, we will try to solve the model by using an approach with superlinear rates of convergence in the future. In the testing stage, the efficiency of the proposed algorithm is slightly worse than MIMLRBF and MIMLSVM while superior to MIML-kNN.
Multi-instance learning problems
In addition to the correlations among the labels, another motivation of the paper is to model the connections between the instances and labels. In Sect. 3.8, we also extend the proposed algorithm to obey the standard multi-instance assumption. In this section, we will conduct experiments on several multi-instance learning problems to justify the usefulness of modeling different instance-label correspondences. Note that 'collective' and 'standard' are used to distinguish the algorithms satisfying the collective multi-instance assumption and the standard multi-instance assumption, respectively.
We first validate the proposed algorithm on a text categorization problem approximately satisfying the standard multi-instance assumption. It includes twenty data sets respectively derived from 20 Newsgroups corpus by Zhou et al. (2009) in order to test the performance of their miGraph algorithm. For each of the twenty data sets, 50 positive and 50 negative bags are generated. Each instance is a post represented by the top 200 TFIDF features. Each positive bag contains 3% posts randomly drawn from the target category and 97% posts randomly and uniformly drawn from the other categories. All instances in negative bags are randomly and uniformly drawn from the other categories. In Table 5 , column 2 Table 5 The average accuracies of the compared algorithms (mean ± std.) on the data set proposed by Zhou et al. (2009) lists the average number of instances per bag for each data set. The average accuracy (%) with standard deviation of each compared algorithm is presented in the other columns of Table 5 , where the best result on each data set is shown in bold face. The accuracies of miGraph and MI-Kernel are taken from Zhou et al. (2009) . For all these methods, the tentimes 10-fold cross validation is run on each data set; moreover, the Gaussian RBF Kernel is used and the parameters are determined through cross validation on the training set. It is obviously that the performance of the proposed algorithm (standard) is superior to those of other algorithms. In addition, the performance of the proposed algorithm (collective) is not competitive. The main reason may be that there is only about 3% positive instances in each positive bag but the proposed algorithm (collective) is based on the assumption that bag's label is collectively determined by all its instances.
Image categorization has been formulated and tackled as a MIL problem in the past work. The 1000-Image and 2000-Image data sets have been used in many literatures such as Chen and Wang (2004) , Chen et al. (2006) and Zhou et al. (2009) to test the performance of their algorithms. In this section, these data sets are used to further evaluate the performance of the proposed algorithm. The 1000-Image and 2000-Image data sets consist of ten and twenty categories of COREL images, respectively, where each category contains 100 images. Each image is regarded as a bag and its segmented regions are regarded as instances. Each instance is characterized by a 9-dimensional feature vector in several aspects such as the color, texture, and shape properties. Being different with the above text categorization problem, the Table 6 The average accuracies of the compared algorithms on the data set proposed by Chen and Wang (2004) class labels of the sample in these data sets are usually determined by the collective property of multiple regions. Taking the label 'skiing' as an example, it should include the regions of snow, people, and perhaps a steep slope or mountain in the image. Since the proposed algorithm will be compared with other existing MIL algorithms, we adopt the same experimental routine as what has been used in Chen et al. (2006) and Zhou et al. (2009) . Images within each category are randomly partitioned in half to form a training and a testing set. Each experiment is repeated for 5 random splits. Since the problem is multi-class, one-against-the rest strategy is used by the proposed algorithm. The average accuracy with 95% confidence intervals obtained on 5 different testing sets is shown in Table 6 . In order to evaluate the relative performance of the proposed algorithms, the results of some other MIL algorithms reported in Chen et al. (2006) and Zhou et al. (2009) are also shown in the table. As can be seen from Table 6 , the proposed algorithm can achieve competitive performance on both 1000-Image and 2000-Image data sets. Moreover, in contrast to the results of Table 5 , the performance of the proposed algorithm (standard) is relatively poor. It also is consistent with the instance-label correspondence of the image data sets. Thus, besides to the superior performance of the proposed algorithm, it also can be seen from the quite different results of the proposed algorithm in the above two experiments that an important condition for achieving better performance in a certain problem is that the algorithm can efficiently capture the connections between the instances and the labels contained in the problem.
Conclusion
Considering that the existing MIML algorithms can not efficiently exploit the advantages of the MIML representation, a novel MIML algorithm was proposed by employing Gaussian process in this paper. Through supposing a latent function for every label over instance space, the connections between instances and class labels can be exploited by defining different likelihoods and the correlations among labels can be identified by a covariance matrix of the latent functions which may be obtained by maximizing a marginal likelihood function. Experimental results show that the proposed algorithm outperforms the existing ones. It is well known that the ways in which instances trigger labels are different in different problems. In the future work, we will try to define the likelihood p(y is = 1|F is ) based on other assumptions such that the algorithm can be used to deal with more practical problems. Moreover, since the computational complexity of the algorithm in the training stage is still prohibited for the problems with larger number of labels, to improve the computational complexity of the algorithm also is a major focus in the future research.
Appendix: Derivation of formula (41)
By differentiating log p(Y |F ) with regard to f ij s based on (40) 
By using (48) and (49), we can obtain (41) directly.
