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A SURVEY OF q-WHITTAKER POLYNOMIALS
F. BERGERON
Abstract. Exploiting the fact that the q-Whittaker polynomials arise as a specialization of the
(modified) Macdonald polynomials, we derive some of their basic properties, and explore interesting
identities that they satisfy. We also show how they arise as graded Frobenius characteristics of Sn-
modules, and give a combinatorial approach to associated Pieri formulas.
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1. Introduction
Introduced under this name in [18], the q-Whittaker polynomials arise as a specialization of
the Macdonald polynomials (see [27] and appendix), and occur in the context of the study of
“common eigenfunction of a set of commuting q-deformed Toda chain Hamiltonians”. However, they
were studied much earlier under other guises, since they are directly related to Hall-Littlewood
polynomials, and are explicitly discussed in Macdonald [28]. The purpose of these notes is to
survey some of their basic properties, and to discuss interesting questions/identities concerning
them. Moreover, we describe how they occur as graded Frobenius characteristics of explicit Sn-
modules.
2. Combinatorics of diagram
For symmetric functions, and related notions, we mostly follow Macdonald’s notations, except
for diagrams for which we consider more natural to use the French convention. As usual, a length
k partition µ of n is a list of integers µ = µ1µ2⋯µk, with µ1 ≥ µ2 ≥ . . . ≥ µk ≥ 1 and n = ∣µ∣ ∶=
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µ1 + µ2 + . . . + µk. We sometimes add a part µ0 = ∞ to µ, and infinitely many 0-parts to µ, so that
µ may take (as needed) one of the forms
µ = (µ1, . . . , µk) = (∞, µ1, . . . , µk) = (∞, µ1, . . . , µk,0,0, . . .).
We call cell any element of N×N, and say that c = (i, j) is a cell of µ whenever 0 ≤ i+ 1 ≤ µj+1. We
then write c ∈ µ. Cells of µ correspond to Cartesian coordinates of southwest corners of the 1 × 1
boxes lying in the diagram of µ (in French notation). Thus (0,0) is the southwest-most cell in (the
diagram of) µ. A cell c = (i, j) in µ lies on the row j + 1 of the diagram of µ.
The cell enumerator polynomial Bµ(q, t) is defined as Bµ(q, t) ∶= ∑(i,j)∈µ q
itj. For example,
B52(q, t) = 1 + q + q
2 + q3 + q4 + t + qt.
The ith-step size of a partition µ, denoted by σµ(i), is the part difference µi − µi+1. In particular,
the 0th-step size is always equal to σµ(0) ∶= ∞. Clearly, step size are all equal to 0 for 0-parts.
Clearly, some steps may be equal to 0, and the last non-zero step is equal to the smallest part of µ.
The step sequence of µ is σ(µ) ∶= (σµ(0), σµ(1), σµ(2), . . . , σµ(k)), omitting step sizes of 0-parts.
For example, the step sequence of the partition in Figure 1 is (∞,5,0,0,1,2, 0,6). For a given
c oo a(c) //

ℓ(c)
OO
oo σµ(0) // ∞
oo σµ(k) //
oo σµ(1) //
Figure 1. Some of the step sizes of a partition; and the arm and leg of a cell c in µ.
partition λ, we extend the usual notions of arm length and leg length to the whole N ×N-plane,
setting
aλ(i, j) ∶=
⎧⎪⎪
⎨
⎪⎪⎩
λj+1 − (i + 1) if (i, j) ∈ λ,
i − λj+1 otherwise,
and ℓλ(i, j) ∶= aλ′(j, i). Observe that there are two kinds of cells having arm length (resp. leg
length) equal to 0. Those are the cells that lie either immediately to the left or immediately the
right of the right “boundary” of µ. In the figure below, a green-colored partition is illustrated, with
each cell (inside and outside of µ) marked by arm length.
0 1 2
0 1 2
0 1 2 3
0 1 2 3 4 5 6
3 2 1 0
3 2 1 0
2 1 0
When possible, we write more simply a(c) for aλ(c) and ℓ(c) for ℓλ(c). When needed, we will also
consider that we have cells (i,−1) in the part infinite part λ0 of λ, for all i ≥ 0. There leg length
are set to be
ℓλ(i,−1) ∶=
⎧⎪⎪
⎨
⎪⎪⎩
λ′i+1 if (i,0) ∈ λ,
0 otherwise.
2
With these definitions, an inner corner (resp. outer corner) of µ is a cell such that a(c) = ℓ(c) = 0
and c ∈ µ (resp. c ∉ µ).
It will be handy, for a given cell c, to consider all the cells c′ in λ which satisfy the following
conditions:
● c′ ∈ λ,
● ℓ(c′) = 0,
● c′ lie to the north-east of c, and
● c′ is the leftmost such cell on its row.
We write c←λ c′ when this is the case. For instance, for a given cell c, the cells such that c←λ c′
are marked in yellow1 in Figure 2. Naturally, the set {c′ ∣ c←λ c′} is empty when c does not lie in λ.
c
Figure 2. The cells c′ (marked in yellow) such that c←λ c′.
Observe that, when c = (i, j) is such that (0,0)←λ c, we have
σλ(j + 1) = a(c) + 1, hence [σλ(j + 1)]q = 1 + q + . . . + qa(c). (2.1)
These cells c are said to be internal corners of λ. For each internal corner c = (i, j) of λ there is
Figure 3. An internal corner (yellow) vs an inner corner (red), for the partition (9,4).
an associated inner corner c′ = (i′, j) of λ on the same row, for which i′ = i + a(c).
c
Figure 4. The cells c′ (marked in red) such that c′→λ c.
Similarly for c in N∗ × N∗, with N∗ = N ∪ {∞}, we consider the cells c′ characterized by the
properties
1All lying in the shaded region which corresponds to the condition c ⪯ γ.
3
● c′ /∈ λ,
● ℓ(c′) = 0,
● c′ lie to the south-west of c, and
● c′ is the rightmost such cell on its row.
We then write c′→λ c, and include the case c′ = (∞,0) if c = (∞, j), considering that ℓ(∞,0) = 0.
The set {c′ ∣ c′→λ c} is clearly empty when c ∈ λ. This is illustrated in Figure 4. For the cells
c = (i, j) such that c→λ(∞,∞), we also have (2.1), considering that a(∞,0) = ∞. These cells c are
said to be external corners of λ. For each external corner c = (i, j) of λ there is an associated
outer corner c′ = (i′, j) of λ on the same row (immediately to left of λ), for which i = i′ + a(c).
Figure 5. An outer corner (yellow) vs an external corner (red), for the partition (9,4).
About q-Analogs. Recall that the usual q-analog of n is [n]q ∶= 1+ q + . . . + qn−1. It is natural to
set
[∞]q ∶= 1
1 − q
.
This makes it natural to extend the usual q-binomial:
[n
k
]
q
∶=
[n]q⋯[n − k + 1]q[k]q⋯[1]q , n ∈ N,
to the infinite context, by setting
[∞
k
]
q
∶=
r
∏
i=1
1
1 − qi
.
To better see this, as well as connections to our discussion, it may be worth recalling that [n
k
]
q
q-counts k-subsets of the n-set {0,1, . . . , n − 1}, which may clearly be represented as diagrams such
as illustrated in Figure 6 This is to say that
Figure 6. A k-subset, with cells in green.
[n
k
]
q
= ∑
∣d∣=k
qΣ(d)−(
k
2
), with Σ(d) ∶= ∑
i∈d
i. (2.2)
Thus the q-weight degree of each cell (i, j) is equal to i minus the number of cells to its left. It
follows that the limit as n tends to ∞ corresponds bijectively to partitions at most k parts, via the
usual bijection that sends 0 ≤ a0 < a1 < . . . < ak−1 to the partition having parts equal to ai − i. One
may also think2 of this as a global slide “displacement” measure. For this, one starts with all cell
adjacent and justified to the right inside an overall set: {n − k,n − k + 1, . . . , n − 1}. Cells are then
allowed to slide to the left in all possible way, one unit at a time, except that cells are forbidden to
cross over one another. The q-weight degree then measure how many single slides are needed to go
from the original configuration to a given one.
2See for instance [10, 14] for related notions of statistical mechanics.
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The following q-polynomial arises when one extends the above sliding process to diagrams such
as the one illustrated in Figure 7
cµλ(q) ∶= ∏
i≥1
[ σλ(i)
λi − µi
]
q
. (2.3)
For sure this is not zero only of µ is contained in λ. We assume given two partitions µ and λ, such
that the skew shape λ/µ is an horizontal strip. Thus, for all i, λi −µi ≤ σλ(i). Inside the shape λ
one considers the cells of µ. On each row, the last σλ(i) − (λi − µi) of these cells of µ are slided as
far right as possible inside the overall shape λ, with no overlap. The resulting shifted diagram is
denoted µ → λ.
Figure 7. The diagram (10,7,5,2) inside (13,7,7,3).
Figure 8. The shifted diagram (10,7,5,2) → (13,7,7,3).
Lemma 2.1. For all partitions µ and λ, we have
cµλ(q) = ∑
d
qslideµ→λ(d), (2.4)
where the sum is over all diagrams that may be obtained from µ → λ by sliding cells to the left, with
no overlap. The slideµ→λ(d) degree is the number of unit slides needed to go from µ→ λ to d.
In the description of the dual Whittaker polynomial (see (3.3)), we will make use of the following
weight:
vµ(q) ∶= ∏
ℓ(c)=0
(1 − qa(c)+1) = (1 − q)µ1 k∏
i=1
σµ(i)!q , (2.5)
for c ∈ µ. One may check that (using plethystic notation)
hn[ 1
1 − q
] = hn(1, q, q2, . . .) =
n
∏
k=1
1
1 − qk
, hence hσ(µ)[ 1
1 − q
] = 1
vµ(q) . (2.6)
3. q-Whittaker polynomials
Equivalent descriptions of the q-Whittaker polynomials, denoted by Wµ(q;z), include the fol-
lowing3:
Wµ(q;z) = H̃µ(q, t;z)∣tη(µ) =Hµ(q,0;z) = Pµ(q,0;z) = ω qη(µ
′)H̃µ(1/q,0;z) = ωQ′µ′(q;z)
3See appendix for more notations and definitions. In paper [12], one may find connections to physics.
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where ω is the classical involution on symmetric functions, that send sµ to sµ′ . The polynomials
Hµ(q;z) = H̃µ(q,0;z), are sometimes called the Hall-Littlewood4 polynomials. They appear as
Frobenius transforms of the graded character of the singular co-homology ring of Springer fibers
(corresponding to nilpotent matrices of Jordan type µ, see [13, 17, 19, 29]). Observe that, in the
special case µ = (n) we have Wn =Hn = H̃n. In general, we have the t-expansion:
H̃µ(q, t;z) =Hµ(q;z) + . . . + tη(µ)Wµ(q;z) (3.1)
Many known identities regarding the above polynomials may thus clearly be translated into state-
ments for the Wµ’s.
The above equalities, compare W31 = s31 + qs22 + (q2 + q)s211 + q3s1111, with
H̃31(q, t;z) = s4 + (q2 + q + t)s31 + (q2 + q t)s22 + (q3 + q2t + q t)s211 + q3t s1111,
H31(q, t;z) = t s4 + (q2t + q t + 1)s31 + (q2t + q)s22 + (q3t + q2 + q)s211 + q3s1111,
P31(q, t;z) = s31 + q − t
1 − q t
s22 +
(1 + q)(q − t)(1 − q t2)
(1 − qt)(1 − q2t2) s211 +
(1 + t)(q − t)(q2 − t)
(1 − qt)(1 − q2t2) s1111
H31(q;z) = s4 + (q2 + q)s31 + q2 s22 + q3 s211,
Q′211(q;z) = s211 + q s22 + (q2 + q)s31 + q3s4.
In particular,
H̃31(q, t;z) =H31(q;z) + tW31(q;z),
H31(q, t;z) = tH31(q;z) +W31(q;z),
W31(q;z) = ω q3H31(1/q;z), and
W31(q;z) = ωQ′211(1/q;z).
The Wµ’s are Schur positive, which is to say that they expand with coefficients in N[q] in the Schur
basis. One has the following specializations/formulas
Wµ(0;z) = sµ(z), ⟨Wµ(q;z), en(z)⟩ = qη(µ′), and Wµ(1;z) = eµ′(z). (3.2)
The dual Whittaker polynomials are defined as
Ŵµ ∶=
1
vµ(q, t)Wµ, (3.3)
with vµ(q, t) specified in (2.5). Observe that
Ŵn(q;z) = hn[ z
1 − q
], and (3.4)
Ŵ1n(q;z) = en(z)
1 − q
. (3.5)
Also, for all partitions µ of n, we have the formulas
Wµ[q; 1 − u] = (−u)nqη(µ) ∏
(i,j)∈µ
ℓ(i,j)=0
(1 − 1/(uqi)) (3.6)
(ωWµ)[q; 1 − u] = qη(µ) ∏
(i,j)∈µ
ℓ(i,j)=0
(1 − u/qi) (3.7)
4But there are also other slightly different conventions.
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From (3.6), we may easily calculate the coefficient of hook indexed s(n−k,1k) in Wµ, since we have
the evaluation
sµ[1 − u] =
⎧⎪⎪⎨⎪⎪⎩
(−u)k(1 − u) if µ = (n − k,1k),
0 otherwise.
Combinatorial formula. The following formula (See [28] for the definition of the Kostka-Foulkes
polynomials Kλµ(q) in terms of charge) gives the Schur expansion of the Whittaker polynomials.
Wµ(q;z) = ∑
λ⊢n
Kλ′µ′(q)sλ(z) (3.8)
For example, we have the matrix
(Kλ′µ′(q)) =
⎛⎜⎜⎜⎜⎜⎝
1 q3 + q2 + q q4 + q2 q5 + q4 + q3 q6
0 1 q q2 + q q3
0 0 1 q q2
0 0 0 1 q
0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎠
with rows and columns indexed by partitions in lexicographic order: 4,31,22,211,1111. As it
happens, Wµ(q;z) is the Frobenius transform of the character of a graded module (see section 10).
Its graded dimension, or Hilbert series, which is here denoted by Wµ(q), may be obtained by taking
the scalar product
Wµ(q) = ⟨Wµ(q;z), pn1 (z)⟩, (3.9)
since this is the value of the (graded) character at the identity. From (3.9), we get that
Wµ(q) = ∑
λ⊢n
Kλ′µ′(q)fλ, (3.10)
hence
Wµ(0) = fµ and Wµ(1) = (n
µ′
),
with the last term expressed as a multinomial coefficient.
One has the formulas
Wµ(q) = gµ(q) ∏i σµ(i)!q, and Ŵµ(q) = gµ(q)(1 − q)µ1 . (3.11)
where gµ is some positive coefficient (monic) polynomial whose constant term is f
µ.
4. Some explicit values
To get a better feeling of the behavior of Whittaker polynomials, here are a few of them, expanded
in the Schur basis.
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W2 = s2 + qs11,
W11 = s11;
W3 = s3 + (q2 + q)s21 + q3s111,
W21 = s21 + qs111,
W111 = s111;
W4 = s4 + (q3 + q2 + q)s31 + (q4 + q2)s22 + (q5 + q4 + q3)s211 + q6s1111,
W31 = s31 + qs22 + (q2 + q)s211 + q3s1111
W22 = s22 + qs211 + q2s1111,
W211 = s211 + qs1111,
W1111 = s1111;
W5 = s5 + (q4 + q3 + q2 + q)s41 + (q6 + q5 + q4 + q3 + q2)s32 + (q7 + q6 + 2q5 + q4 + q3)s311
+ (q8 + q7 + q6 + q5 + q4)s221 + (q9 + q8 + q7 + q6)s2111 + q10s11111,
W41 = s41 + (q2 + q)s32 + (q3 + q2 + q)s311 + (q4 + q3 + q2)s221 + (q5 + q4 + q3)s2111 + q6s11111,
W32 = s32 + qs311 + (q2 + q)s221 + (q3 + q2)s2111 + q4s11111,
W311 = s311 + qs221 + (q2 + q)s2111 + q3s11111,
W221 = s221 + qs2111 + q2s11111,
W2111 = s2111 + qs11111,
W11111 = s11111.
One may check that, whenever µ is larger than ν in dominance order then Wµ − qη(µ
′)−η(ν′)Wν is
Schur positive.
5. Cauchy kernel and scalar product
The Cauchy-kernel formula for the q-Whittaker polynomials may be coined as
hn [ x ⋅ y(1 − q)] = ∑µ⊢nWµ(x)Ŵµ(y) (5.1)
If one considers the scalar product ⟨−,−⟩q characterized on the power sum basis by:
⟨pλ, pµ/zµ⟩q ∶= δλ,µ∏
k∈µ
(1 − qk),
then, the Cauchy-kernel formula is equivalent to
⟨Wλ, Ŵµ⟩q = δλ,µ. (5.2)
This q-scalar product is linked to the Hall scalar product via the relation
⟨f, g⟩ = ⟨f, g⋆⟩q, where g⋆(z) ∶= g[ z
1 − q
]. (5.3)
It follows that the q-adjoint of skewing5 by g is multiplication by g⋆:
⟨g⊥f1, f2⟩q = ⟨f1, g⋆ ⋅f2⟩q, for all f1, f2. (5.4)
Observe that the Cauchy-kernel may then be written as h⋆n[xy], and that says that Ŵn(q;z) =
h⋆n(z).
5Recall that g⊥ is characterized by ⟨g⊥f1, f2⟩ = ⟨f1, g ⋅ f2⟩, for the usual scalar product.
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Aspects of RSK. Taking the (Hall) scalar product of the Cauchy-Kernel for the Whittaker with
h1(y)n (this corresponds to taking the coefficient of y1y2⋯yn), one obtains
⟨h1(y)n, hn[ xy
1 − q
]⟩ = h
n
1(x)
(1 − q)n
and on the right-hand side:
⟨hn1 (y), ∑
λ⊢n
Wλ(x)Ŵλ(y)⟩ = ∑
λ⊢n
Wλ(x) ⟨hn1 (y), Ŵλ(y)⟩
with the convention that Ŵλ stands for Wλ divided by the product that we have had all along. Now,
one recalls that, for any symmetric function g of degree n, the scalar product ⟨g,hn1 ⟩ is equal to
the iterated skewing (h⊥1)ng. For example, using in (3.8) the fact that ⟨sµ, hn1 ⟩ is the number fλ of
standard Young tableaux, we get
( h1
1 − q
)
3
=
1
(1 − q)3W3 +
q + 2
(1 − q)2W21 +
1
(1 − q)W111
In general, we have (see (3.11))
( h1
1 − q
)
n
= ∑
µ⊢n
gµ(q)
(1 − q)ℓ(µ′) Wµ. (5.5)
6. W -expansion of Macdonald polynomials
The (modified) Macdonald polynomials have interesting expansion in the basis of the Whittaker
polynomials (or Hall-Littlewood). To discuss this, let us consider the formula
Aµ(q, t;z) ∶= ∑
ν
[n−µ1
n−ν1
]
q
Cνµ(q, t) Wν(q;z), (6.1)
where one sets Cνµ(q, t) = 0 if ν /⪰ µ, and
Cνµ(q, t) ∶= ∏
c∈µ∩ν
ℓν (c)/=0
(tℓµ(c) − qaµ(c)+1), (6.2)
when ν ⪰ µ, i.e. ν is larger than µ in dominance order.
Proposition 1. In the special case when µ = (a, b) has at most two parts, with n = a + b, we have
the equality
H̃ab(q, t;z) = Aab(q, t;z). (6.3)
Further formulas along these lines are:
H̃k11(q, t;z) = (t − qt2)W(k+1,1) +Ak11(q, t;z); (6.4)
H̃k21(q, t;z) = (t − q2) (t − qk−1) (t2 − qk)Wk21(q;z)
+ (1 − qk−2) (t − qk−1) (t2 − qk)Wk3(q;z)
+ (t − q2) (t2 − qk)Wk+1,11(q;z)
+ (t2 (q + t + 1) + q2k−1 (q2 + q + 1)
− qk−1 (q + t) (q t + q + t))Wk+1,2(q;z)
+ (t (q + t + 1) − qk (q2 + q + 1))Wk+2,1(q;z) +Wk+3(q;z). (6.5)
In general, the coefficient of Wµ in H̃µ is C
µ
µ(q, t), and we thus have
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Proposition 2. For all partitions µ,
1
C
µ
µ(q, t)H̃µ(q, t;z) =Wµ(q;z) + ∑ν≻µaλ(q, t)Wν(q;z). (6.6)
There is a similar identity for the Hall-Littlewood6 which is exploited by Mellit in his paper [26,
Cor. 5.12].
7. Pieri rules
The Pieri rules, have the following explicit expressions for the Whittaker. The “adjoint”-Pieri
rule corresponds to skewing by hk, and we have the formula
h⊥kWλ = ∑
µ→kλ
cµλ(q)Wµ, (7.1)
with cµλ(q) given by formula 2.3, and where µ →k λ means that µ is obtained from λ by removing
a length k horizontal strip. It follows that we have the recurrence (see [11])
Wλ(q;z + y) = ∑
k≥0
∑
µ→kλ
cµλ(q)ykWµ(q;z), (7.2)
which allows the explicit calculation of Wµ on a given set of m-variables. For example,
W42(q;z + y) =W42(q;z) + y ((q + 1)W32(q;z) + (q + 1)W41(q;z))
+ y2 (W22(q;z) + (q + 1)2W31(q;z) +W4(q;z))
+ y3 ((q + 1)W21(q;z) + (q + 1)W3(q;z)) + y4W2(q;z).
Next, in view of (5.4), it is natural to consider that the q-Pieri rule is multiplication by the symmetric
function h⋆k(z) = hk[z/(1 − q)] = Ŵk(q;z), in view of (3.4). Thus, using (5.2) we see that
cµλ(q) = ⟨h⊥kWλ, Ŵµ⟩q = ⟨Wλ, ŴkŴµ⟩q, (7.3)
from which it follows that
ŴkŴµ =∑
λ
cµλ(q)Ŵλ. (7.4)
Equivalently, since Ŵµ =Wµ/vµ(q),
ŴkWµ = ∑
µ→kλ
dµλ(q)Wλ, where dµλ(q) = vµ(q)
vλ(q) cµλ(q), (7.5)
so that we get the formula
dµλ(q) =∏
i≥1
[σµ(i − 1)
λi − µi
]
q
. (7.6)
For instance,
Ŵ1W52 = (q + 1)W521 + (q2 + q + 1)W53 + 1
1 − q
W62
6This may readily be obtained from (6.6) via the “Flip”.
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Combinatorial description of Pieri rules. Simply put, the effect of h⊥k on Wµ corresponds to
removing from the diagram of µ k cells among those that have leg-length equal to 0. In English
notation (for those that do not speak French yet), these are the cells lying at the bottom (resp. top
in French) of columns of the diagram. The weight of such a pierced diagram is qdWν , where d is the
number of left slide needed to turn this pierced diagram into a partition ν, and one adds up all these
weights over all possible configurations. The analogous up-going Pieri rule, which corresponds to
multiplication by hk[X/(1 − q)], is similarly described. Ties to representation theory are described
in an upcoming section.
8. General up and down operators
For any cell c ∈ N × N, it is natural7 to consider cell-indexed down operators, Dc, (resp.
cell-indexed up operators, Uc) recursively defined below on Whittaker polynomials.
Definition 1 (Down operators). The linear operator Dc, is such that for any partition λ, and any
cell c = (i, j),
DcWλ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Dc+(0,1)Wλ +Dc+(1,0)Wλ −Dc+(1,1)Wλ, if ℓ(c) > 0 with c ∈ λ,
(1 + . . . + qa(c))Wλ∖{cj+1}, if ℓ(c) = 0 with c ∈ λ,
0, otherwise,
(8.1)
where ck denotes the k
th-row inner corner (if any) of λ.
We may check that the “usual” Whittaker q-Down operator corresponds to the case c = (0,0),
and that we get the general formula of Proposition 3 below.
Proposition 3. For any partition λ, and any cell c = (i, j), we have
DcWλ = ∑
c←µ c′
(1 + q + . . . + qa(c′))Wµ. (8.2)
In particular, it follows that
D(0,0)Wλ = h
⊥
1Wλ. (8.3)
In other words D =D(0,0).
Next, let us set N∗ ∶= N ∪ {∞}, with the addition rule ∞± k =∞. We formally consider that
1 + q + . . . + q∞ =
1
1 − q
.
Then in an approach similar to that above, we may define Uc as follows.
Definition 2 (Up operators). For any partition µ, and any c = (i, j) in N∗ ×N∗, we set
UcWµ ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑c′→µ cUc′Wµ if ℓ(c) > 0 and c ∉ µ,(1 + q + . . . + qa(c))UckWµ if ℓ(c) = 0 and c ∉ µ,
0 otherwise,
(8.4)
where ck denotes the k
th-row outer corner (if any) of µ.
7See Proposition 10.
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The “usual” q-Whittaker Up operator corresponds to the case c = (∞,∞), that is U = U(∞,∞):
U(∞,∞)Wλ = Ŵ1Wλ. (8.5)
From all this, we directly deduce a simple combinatorial understanding of the q-commutation rule
DU −U D =
1
1 − q
Id.
9. W -positivity
There are several interesting symmetric functions that are W -positive (i.e. with coefficients in
N[q, t]). We present below three types of families of such symmetric functions.
The elliptic Hall algebra paradigm. We consider here, the W -expansion of specializations of
symmetric functions Qmn(q, t;z) that arise via the elliptic Hall algebra paradigm (see appendix).
Among the known identities between these, we recall that
e⊥1Q(n−1,n)(q, t;z) = Q(n−1,n−1)(q, t;z). (9.1)
We also recall that, for the special cases m = n − 1 and m = n + 1, we have
Q(n−1,n)(q, t;z) = ∇((−qt)1−nhn)(q, t;z), and Q(n+1,n)(q, t;z) = ∇(en)(q, t;z).
This last symmetric function is the bigraded Frobenius characteristic of the space of diagonal Sn-
harmonics, aka the diagonal Sn-coinvariant module. Hence, its specialization at t = 0 is
Q(n+1,n)(q,0;z) =Wn(q;z), (9.2)
since this is the graded Frobenius characteristic of the classical Sn-coinvariant module (a.k.a. the
cohomology ring of the full flag manifold). In fact, for all m, the specializations Qmn(q,0;z) are
W -positive. When gcd(m,n) = 1, we have
Qmn(q,0;z) = qβW(mk ,r)(q;z),
writing (mk, r) for the partition having k parts of size m and one part of size r, with n = mk + r
corresponding to Euclidean division. The parameter β is simple to calculate, and often equal to 0.
Some examples are:
Q19(q, 0;z) =W19 (q;z), Q29(q, 0;z) =W241(q;z), Q39(q, 0;z) = (q + 1)W3321(q;z) +W33 (q;z),
Q49(q, 0;z) =W421(q;z), Q59(q, 0;z) =W54(q;z), Q69(q, 0;z) = (q
3 + q2 + q)W63(q;z),
Q79(q, 0;z) = q2W72(q;z) Q89(q, 0;z) =W81(q;z).
In general, when m = n, we have
Qnn(q,0;z) =Wn(q;z) + [n − 1]qW(n−1,1)(q;z). (9.3)
Also W -positive are the specialization at t = 1/q of the Qmn. Indeed, using (3.7), we calculate that
qαQmn(q,1/q;z) = [d]q[m]q en[[m]q z]
=
[d]q[m]q en[
(1−qm)
1−q z]
=
[d]q[m]q ∑µ⊢nωŴµ[1 − q
m]Wµ(q;z)
= ∑
µ⊢n
(qη(µ) [d]q[m]q ∏ℓ(i,j)=0
1 − qm−i
1 − qa(i,j)+1
)Wµ(q;z), (9.4)
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where d stands for gcd(m,n), and α ∶= (mn −m − n + d)/2. Some of the values of qαQmn(q,1/q;z)
are given in the appendix.
Specialization at (t = 1/q) of Delta operators. We may generalize the calculation in (9.4), to
get the W -positivity of the specialization at t = 1/q of symmetric functions involved in the Delta-
Conjecture. Let us start with the following identity (see [21, Thm 5.1]), which holds for any degree
k homogenous symmetric function f :
qk (n−1)∆f(en)(q,1/q;z) = f[n]q[k + 1]q en([k + 1]qz)), (9.5)
where f[n]q stands for the plethystic evaluation f[1 + q + . . . + qn−1]. For the definition of the
Macdonald eigenoperator ∆f , see the appendix. The Delta-Conjecture has to do with an explicit
combinatorial formula for ∆ek(en), with 1 ≤ k ≤ n. If f is any Schur positive symmetric function,
then f[n]q lies in N[q].
For any symmetric function ϕ(q;z) with coefficients in the fraction field Q(q), let us write ∆f(ϕ)
for the specialization8 (∆f ϕ(q;z))∣t=1/q. We can imitate the calculation in (9.4) to show that:
Proposition 4. For all partitions µ of k, we have W -positivity of qk(n−1)∆sµ(en).
Specialization at (t = 0) of Delta operators. Just as above, for any symmetric function ϕ(q;z)
with coefficients in the fraction field Q(q), let us write ∆0f(ϕ) for the specialization (∆′f ϕ(q;z))∣t=0.
The eigenfunction of these operators are the Hall-Littlewood symmetric polynomials Hµ(q;z), with
eigenvalue f(q + . . . + qµ1). Observe that we have the special case Hn = Wn, hence Wn is one of
the eigenfunctions of ∆0f . We also write ∇
0 for the specialization at t = 0 of the operator ∇. For
all partitions µ /= (n) of n, the operator ∇0 has eigenfunction Hµ(q;z) with eigenvalue 0; and for
Hn(q;z) the eigenvalue is q(n2).
For any Schur positive f , the symmetric function ∆0sν(en) is W -positive. Indeed, Theorem 6.14
of [22] may be formulated as:
∆0ek−1(en) = q−(k2) ∑
µ⊢kn
qη(µ
′)[ k
d(µ)]qWµ′(q;z), (9.6)
= q−(
k
2
) ∑
µ⊢n, µ1=k
qη(µ)[ µ1
σ(µ)]qWµ(q;z) (9.7)
where we write µ ⊢k n if µ is a length k partition of n, and d(µ) = (d1, . . . , dn) when µ = 1d1⋯ndn .
This is to say that di is the multiplicity of the part i in µ. More generally, it is shown
9 in [23, Thm
1.2] that, for all partitions ν of d, we have W -positivity of ∆0sµ(en), with the explicit expansion
∆0sν(en) =
∣ν∣+1
∑
k=ℓ(ν)+1
Pν,k−1(q) ∑
µ⊢kn
qη(µ
′)[ k
d(µ)]qWµ′(q;z) (9.8)
where
Pν,k(q) = qd−k (k+1) ∑
µ⊢kn
qη(µ
′)[ k
d(µ)]qKν,µ(q). (where ν ⊢ d) (9.9)
8The eigenfunctions of the operator ∆f are the functions sµ[z/(1 − q)], for µ any partition.
9However, our statements are expressed in terms of the symmetric functions Wµ′ = ωQ
′
µ.
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Observe, in view of (3.10) and (9.6), that Pν,k(q) may readily be obtained (up to a power of q) by
taking the scalar product of ∆0ekej with sν′(z). More precisely,
Pν,k(q) = qd−(k+12 )⟨∆0eked, sν′⟩. (9.10)
Hence, for any degree d homogeneous Schur positive symmetric function f , formula (9.8) implies
that we have W -positivity of
∆0f(en) =
d
∑
k=0
qd−k⟨∆0ek−1ed, ωf⟩∆0ek(en), (where d = deg(f)) (9.11)
In fact, this equality follows from the general operator identity
∆0f =
d
∑
k=0
qd−k⟨∆0ek−1ed, ωf⟩∆0ek . (9.12)
Regarding this, it is interesting to recall (see [21, Lemma 6.1]) that for all k and any homogeneous
degree d symmetric function f , one has
⟨∆ek−1ed, ωf⟩ = ⟨∆f ek, hk⟩.
Since Wn is an eigenfunction of ∆
0
f (with eigenvalue f(q + . . . + qn−1)), it follows that ∆0ekWn is
trivially W -positive for all k. When ∆0ekWµ is W -positive for all k, the above operator formula
implies that ∆0fWµ is also W -positive for any Schur positive f . Recall that W1n = en, so that
formula (9.6) has a bearing here. One observes that
Proposition 5. In the W -basis expansion of ∆0ekWµ, the coefficient of Wν vanishes when ν is
strictly dominated by µ, or when ν1 < k + 1. In particular, we have the explicit expansions
∆0en−1Wµ = q
η(µ′)Wn, for all µ ⊢ n; (9.13)
∆0en−2Wµ = q
η(µ′)+1−µ1[µ1
1
]
q
Wn + q
η(µ′)[n−µ1
1
]
q
W(n−1,1), for all µ ⊢ n; (9.14)
∆0ekWab =
b
∑
i=0
q(
k+1
2
)−i(k−b+1)[b
i
]
q
[a−1
k−i]qW(a+i,b−i), for all a ≥ b; (9.15)
∆0ekW(n−2,1,1) = q
(k+1
2
)[n−3
k
]
q
W(n−2,1,1) + q
(k
2
)(q + 1)[n−3
k−1]qW(n−1,1)
+ q(
k−1
2
)[n−3
k−2]qWn, for all n ≥ 4. (9.16)
Moreover, ∆0ekWµ is W -positive (at least) for all k and all two-part partitions and hook-shape par-
titions µ.
When µ ⊢ n ≤ 6, the only case for which ∆0ekWµ is not Schur positive (hence not W -positive
either), is µ = 222, with k = 1 or 2. Indeed, we have
⟨∆0e1W222, s33⟩ = q2 − 1,
⟨∆0e2W222, s33⟩ = q6 + q5 + 2q4 + q3 − q;
and the corresponding W -expansions are
∆0e1W222 = qW222 + (q3 + 2q2 + q)W321 + (q2 − 1)W33,
∆0e2W222 = (q4 + 2q3 + q2)W321 + (q3 − q)W33 + (q3 + q2)W411 + (q5 + q4 + 2q3)W42.
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Some (q, t)-cases of Delta operators. W -positivity also holds without restriction on t in the
following cases.
Proposition 6. For all k and all partitions µ that have at most two parts, the symmetric function
∆′ek(Wµ) is W -positive. We have the formulas
∆′e1Wab =∆
0
e1
Wab + t [b]qWab, (9.17)
∆′e2Wab =∆
0
e2
Wab + (t q [a−11 ]q[b1]q + t2q [b2]q)Wab + t (qb + qb−1)[b2]qW(a+1,b−1), (9.18)
∆′e3Wab =∆
0
e3
Wab + (t q3[a−12 ]q[b1]q + t2 q2[a−11 ]q[b2]q + t3 q3[b3]q)Wab
(t qb [2]q[b2]q[a−11 ]q + t2 qb [3]q [b3]q)W(a+1,b−1)
+ t qb+(
b−3
1
) [3]q[b3]qW(a+2,b−2). (9.19)
As well as (taking k = n − 1)
∇Wab = q
(a
2
) + (b
2
) b∑
j=0
[b
j
]
q
tb−jW(a+j,b−j). (9.20)
Weighted sums of LLT-polynomials. A well-known combinatorial formula for ∇(en) may be
expressed in terms of the LLT-polynomials Lγ(q;z) as
∇(en) = ∑
γ
tarea(γ)Lγ(q;z),
with γ running over the set of n-Dyck paths. We consider the restriction of the right-hand side to
Dyck paths to height at most 1.
Proposition 7. We have the positive W -expansion
Vn(q, t;z) ∶= ∑
height(γ)≤1
tarea(γ)Lγ(q;z) =Wn +
⌊n/2⌋
∑
j=0
n
∑
k=0
tk[n−k
j
]
q
[k−1
j
]
q
W(n−j,j). (9.21)
Recall that Dyck paths may be identified to partitions γ contained in the staircase shape (n −
1, . . . 2,1), and that the area and height of γ are defined to be
area(γ) ∶= ∑
i
ai, and height(γ) ∶=max
i
ai,
where the ai ∶= n − i − γi are the row areas of γ. We have the specialization
Vn(1,1;z) = ∑
2a+b=n
( n
2a
) ea21b(z), (9.22)
and the generating series expansion
h1(z) − xth2(z)
1 − x (t + 1)h1(z) + x2t h2(z) = ∑n Vn(1, t;z)x
n. (9.23)
For q = t = 1, the “dimensions” of these Vn is the number of forests of labeled trees, with at most
one descent along any path from the root to a leaf (see [1]).
15
Ŵ -positivity. From the Ŵ -Pieri rule in (7.4), we may derive the following.
Proposition 8. For all partition µ, we have10
sµ[ z(1−q)] = det (Ŵµi+j−i(q;z)) (9.24)
= Ŵµ(q;z) + ∑
λ≻µ
γµλ(q)Ŵλ(q;z), (9.25)
with the coefficients γµλ(q) lying in N[q]. When µ is a hook, then
γµλ(q) = qw(µ,λ)[λ1 − 1
µ1 − 1
]
q
,
with w(µ,λ) = η(λ′) − (λ1
2
) + (λ1−µ1+1
2
).
This generalizes (3.4), as well as
en[ z(1−q)] = ⟨en(x), hn[ xz(1−q)]⟩
= ∑
µ⊢n
⟨en(x),Wµ(q;x)⟩ Ŵµ(q;z)
= ∑
µ⊢n
qη(µ
′)Ŵµ(q;z), (9.26)
which is here derived from (5.1). It is also worth recalling that sµ[ z(1−q)] is an eigenfunction of ∇,
with eigenvalue qη(µ
′).
10. Graded Sn-modules for the Whittaker
Whittaker polynomials are closely related to the graded Frobenius characteristic of the cohomol-
ogy ring of Springer fibers. One may actually get a representation theoretic description of Wµ, in
terms of a submodule of (generalized) Garsia-Haiman modules (see relevant appendix section) as
follows. Using definition (A.18), one sets
Wµ ∶=⊕
k
M(k,η(µ))µ , (10.1)
considering that the y-variables are of degree 0 (we say that they are inert). It follows from the
n!-theorem that
Wµ(q;z) =Wµ(q;z). (10.2)
These modules are naturally “anti-isomorphic” (twisting by sign, and with a complement in degree),
to the modules obtained by derivation closure of the classical realization of the Specht modules in
the ring of polynomials in x-variables. This is the y-variable free part of Mµ, i.e.
Sµ′ ∶=⊕
k
M(k,0)µ . (10.3)
The anti-isomorphism map sends an element f(x) ∈ Sµ′ to f(∂x)Vµ(x,y) ∈Wµ. In particular, this
makes it clear that the degree zero component (do not forget that y-variables are of degree 0) of
Mµ is an irreducible representation corresponding to sµ. There is also an interesting inclusion of
Sν′ in Sµ′ , when ν is dominated by µ. This explains why one sees qη(µ′)−η(ν′)Wν lying inside Wµ.
10It is interesting to recall that sµ[ z(1−q) ] = sµ[
1
(1−q)
] H̃µ(q,1/q;z).
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Down-going Pieri. The following is deduced11 from the Four Term Recurrence Conjecture of [6,
Formula I.17], which is still open. However, in this instance we can prove all statements. Using the
generalized notion of Garsia-Haiman modules, associated to any determinant Vd (see (A.16)), we
consider the case when d is a punctured Young diagram as follows. Let λ be a partition of n + 1,
and consider one of the cells ci = (1 + λi+1, i − 1) (in Cartesian coordinates for French, or matrix
coordinates for English), on a row i such that λi > λi+1. Inside the graded module Mλ∖{ci}, one
ci
oo a(ci) //
OO

i
Figure 9. Punctured diagram λ ∖ {ci}.
then considers the top degree y-component Wλ∖{ci} (as in (10.1)).
Proposition 9. With the degree of the variables y equal to zero, the graded Frobenius of Wλ∖{ci}
is equal to
Wλ∖{ci}(q;z) = (1 + q + q2 + . . . + qa(ci))Wµ(q;z), (10.4)
where µ is the partition obtained by removing from λ its corner in the ith-row.
Seeing this essentially reduces to the verification that the operator κx ∶= ∑i ∂xi on Vλ∖{ci} has
kernel of κx is Wµ. Then one checks that the module Wλ∖{ci} decomposes into a direct sum of
modules that are all isomorphic to Wµ, suitably shifted in x-degree. For example, we have:
= (1 + q + q2 + q3)
To make this more systematic, let us consider any cell c in λ, and the corresponding module
Wλ∖{c}.We set Wλ∖{c} to be the trivial module {0} if c does not lie in λ. As before, the associated
graded Frobenius characteristic is Wλ∖{c}(q;z). We have
Proposition 10. For any partition λ and any cell c of λ,
Wλ∖{c}(q;z) =DcWλ(q;z). (10.5)
Now, one may readily show that the module Wλ∖{(0,0)} is isomorphic to the restriction to Sn of
the Sn+1-module Wλ. It thus follows that the down-going Pieri rule, ı.e. skewing by h1, may be
interpreted as
Wλ×××Ö
Sn+1
Sn
≃W(0,0) (10.6)
≃ ⊕
λi>λi+1
Wλ∖{ci} (10.7)
In terms of graded Frobenius characteristics, this corresponds to the case k = 1 of (7.1)
Wλ∖{(0,0)}(q;z) = h⊥1Wλ(q;z)
=Wλ∖{ci}(q;z)
= ∑
i
[a(ci) + 1]qWλ- i (q;z),
11By considering what it states about the highest t-degree components.
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where λ- i denotes the partition obtained by removing the corner on row i (the indices in the sum
correspond to rows on which there is a corner). In pictures, this is
= + +
= [3]q + [3]q + [4]q
On N × N we consider the component-wise partial order, so that (i, j) ⪯ (k, l) if and only if i ≤ k
and j ≤ l. Then, for c any cell in µ, we have
Wλ∖{c} ≃ ⊕
c←µ c′
Wλ∖{c′}. (10.8)
Up-going Pieri. Likewise, we have a representation theoretic description of the up-going Pieri rules
(induction from Sn−1 to Sn), which corresponds to adding a box at the top of columns, including
the 0 columns sitting to the right of partitions (there are infinitely many of these). For c ∈ µ, set
Wµ∪{c} ∶= {0}, then .
Proposition 11. For any partition µ, and d a cell lying outside of µ, we have a graded module
isomorphism
Wµ+{d} ≃ ⊕
d′→µ d
Wµ+{d′}. (10.9)
Furthermore, the graded Frobenius characteristic of Wµ+{d} is given by the formula
Wµ+{d}(q;z) = UdWµ(q;z). (10.10)
In particular, adding to µ a cell at “(∞,∞)” corresponds to: either adding a cell anywhere on
the first level to the right of the diagram, or adding a cell immediately above one of the corners of
µ. In pictures, the above identity then takes the form
Wµ+(∞,∞) =
1
1−q + + +
= 1
1−q + [3]q + [4]q + [3]q
Extension of this approach to general Pieri rules is closely tied to Theorem 2.3 of [9], which may be
stated with our current notations as
Wdn,k(q;z) = [nk]qWk(q;z), (10.11)
for dn,k ∶= {(n − k,0), (n − k + 1,0), . . . , (n − 1,0)}.
11. Link to Science Fiction
The Whittaker expansion of the modified Macdonald polynomials H̃µ(q, t;z) is closely related to
a new refinement of the “Science-Fiction” conjecture (which is described in [7]). This is related to the
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following relations among Whittaker polynomials and associated modules. To start our discussion
of this, let us consider the polarization operator
π = y1∂xr1 + y2∂x
r
2 + . . . + yn∂x
r
n,
as a Sn-morphism between modules Wab indexed by two part partitions µ = (a, b), with r = a− b+ 1.
Thus, we get a sequence of surjective morphism
Wn π // // π // // Wab π // // W(a−1,b+1) π // // π // // Wkℓ π // // 0, (11.1)
with k = ⌈n/2⌉ and ℓ = ⌊n/2⌋. Respective kernels are denoted by Kab, and we have graded Sn-module
isomorphisms
W(a−1,b+1) ≃Wab/Kab, (up to a degree shift by a − b + 1). (11.2)
More explicitly, the respective graded-Frobenius characteristics are related by the identity
(Wab/Kab)(q;z) = qa−b+1W(a−1,b+1)(q;z), (11.3)
and thus
Kab(q;z) =Wab(q;z) − qa−b+1W(a−1,b+1)(q;z). (11.4)
We also observe that
Kn(q;z) = q(n2)W(n−1,1)(1/q;z). (11.5)
We aim to exploit the above context to show and explain the identity (6.3).
Let us next recall a construction of [7]. Given a partition λ of n + 1, let c be a subset of the
partitions that may be obtained by removing a corner of λ, and let 0 ≤ j ≤m − 1, with m standing
for the cardinality of c. As stated in [7, Thm 3.1]) there are Schur positive12 symmetric functions
Φ
(j)
c (with a small change in the way indices are setup):
Φ
(j)
c (q, t;z) ∶= ∑
ν∈C
Pν(c) (−Tν)j H̃ν(q, t;z), with Pν(c) ∶= ∏
α∈c∖{ν}
1
1 − Tν/Tα ; (11.6)
for which we have
H̃ν(q, t;z) = m−1∑
j=0
ej[Sν(c)] Φ(j)c (q, t;z), with Sν(c) ∶= ∑
α∈c∖{ν}
1
Tα
, (11.7)
whenever ν ∈ c ⊆ {α ∣ α →1 µ}, for some partition µ. Recall that we set Tµ ∶= ∏ab∈µ qatb; and that
this is the coefficient of s1n in H̃µ. When c is equal to {µ ∣µ →1 λ} is the full set {µ ∣µ →1 λ} of
partitions that may be obtained from λ by removing one of its corners, we also write Φ
(j)
λ
for Φ
(j)
c .
We aim to refine this, and to coin the Science Fiction conjecture in terms of the Wλ’s. As a first
step, we consider partitions µ = (a, b) of n, so that 0 ≤ b ≤ a with a + b = n. For the rest of this
section, let us set k = ⌈n/2⌉ and ℓ = ⌊n/2⌋. We now explain how all the polynomials H̃ab, decompose
nicely as linear combinations (over N[q, t]) of the N[q]-symmetric function C ni (q;z) that occur as
coefficients (up to a q-binomial factor) of ti in H̃kℓ(q, t;z). More precisely, we claim the following.
Proposition 12. There are unique Schur positive symmetric functions such that
H̃kℓ(q, t;z) = ℓ∑
j=0
tj [ℓ
j
]
q
C nj (q;z), (11.8)
The C nj ’s are graded Frobenius characteristics of modules that have dimension n!/2ℓ.
12The conjecture is about this positivity, and its interpretation in terms of submodules of the Garsia-Haiman
modules.
19
Observe that Cnℓ (q;z) =Wkℓ(q;z), and that we have the symmetry (implied by (A.7))
qdC ni (1/q;z) = C nn−i(q;z), (11.9)
where d is the q-degree of C ni . For example, with n = 6, we have the Schur expansions
C 60 = q
6s222 + (q5 + q4) s321 + q3s33 + q3s411 + (q4 + q3 + q2) s42 + (q2 + q)s51 + s6,
C 61 = q
4s2211 + q
3s3111 + (q3 + q2) s321 + q2s33 + (q2 + q)s411 + qs42 + s51,
C 62 = q
4s21111 + q
3s2211 + q
2s222 + (q3 + q2)s3111 + (q2 + q)s321 + qs411 + s42,
C 63 = q
6s111111 + (q5 + q4)s21111 + (q4 + q3 + q2) s2211 + q3s222 + q3s3111 + (q2 + q) s321 + s33.
Thus, all the H̃(n−i,i) can be expressed as a reunion of 2
ℓ components, each of which isomorphic to
one of the C nj (suitably degree shifted). For example, the matrices (γnij)0≤i,j≤ℓ factorize nicely in
LU-form as follows:
(γnij)0≤i,j≤ℓ = ([ij]q∏ja=0(t − qn−i−a))ij (q(k−i)(j−i)[ℓ−ij−i]q)ij , (11.10)
with row and column indices starting at 0. The first matrix (lower triangular) corresponds to (6.3),
and the second one (upper triangular) is the change of basis between the Cni and the W(n−i,i). In
other words,
Proposition 13. We have the formula
W(n−i,i)(q;z) = ℓ∑
j=0
q(k−i)(j−i)[ℓ−i
j−i]qCnj (q;z), (11.11)
where n = k + ℓ, with 0 ≤ k − ℓ ≤ 1.
One may readily invert this identity (since the transition matrix is upper uni-triangular), to
express the Cni in terms of the W(n−i,i). Thus, we get
Cni (q;z) =
ℓ
∑
j=0
(−1)i+j[ℓ−i
ℓ−j]qq(
k+1−i
2
)−(k+1−j
2
)W(n−j,j)(q;z). (11.12)
For instance, with n = 6 (hence k = ℓ = 3), we have
⎛
⎜⎜⎜⎜⎜⎜
⎝
1 q3 [3
1
]
q
q6 [3
1
]
q
q9
1 t + q3[2
1
]
q
q6 + q2t [2
1
]
q
q4t
1 q3 + t [2
1
]
q
t2 + q2t [2
1
]
q
qt2
1 t [3
1
]
q
t2[3
1
]
q
t3
⎞
⎟⎟⎟⎟⎟⎟
⎠
=
⎛
⎜⎜⎜⎜⎜⎜
⎝
1 0 0 0
1 (t − q5) 0 0
1 [2
1
]
q
(t − q4) (t − q3) (t − q4) 0
1 [3
1
]
q
(t − q3) [3
1
]
q
(t − q2) (t− q3) (t − q) (t − q2) (t − q3)
⎞
⎟⎟⎟⎟⎟⎟
⎠
×
⎛
⎜⎜⎜⎜⎜
⎝
1 q3[3
1
]
q
q6[3
1
]
q
q9
0 1 q2[2
1
]
q
q4
0 0 1 q
0 0 0 1
⎞
⎟⎟⎟⎟⎟
⎠
We also have the interesting formulas:
∇C 2n0 (q;z) = (−1)n qn (3n−1)/2 tnC 2nn (q;z), and (11.13)
∇C 2n+10 (q;z) = (−1)n q3n (n+1)/2 tnC 2n+1n (q;z). (11.14)
Furthermore, the functions Φ
(j)
(a+1,b) have nice expansions in terms of the C
n
j symmetric functions.
For instance,
Φ
(0)
(ℓ+1,ℓ) =
ℓ−1
∑
i=0
[ℓ−1
i
]
q
tiC 2ℓi (q;z). (11.15)
We aim to refine this, and to coin the Science Fiction conjecture in terms of the Wλ’s.
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Appendix
Symmetric functions and plethysm. We mainly use Macdonald’s notations (see [28]). In par-
ticular, we use the notation η(µ) ∶= ∑i(i−1)µi, for a partition µ = (µi). For cells (i, j) in a partition
µ, we often write (i, j) ∈ µ. We denote by aµ(c) (resp. ℓµ(c)) the arm length (resp. leg length) of
the cell c in a partition µ.
The usual Hall scalar product of f and g is denoted by ⟨f, g⟩. The corresponding classical
Cauchy kernel formula (which derives from RSK) may be expressed (using plethystic notation,
see below) as
hn[xy] = ∑
λ⊢n
sλ(x)sλ(y). (A.1)
Here, one thinks of the set of variables x = (xi)i as a sum x = x1+x2+. . . (likewise for y). For a given
symmetric function g, the linear operator g⊥ is the adjoint to the linear operation of multiplication
by g. In formula, ⟨g ⋅ f1, f2⟩ = ⟨f1, g⊥f2⟩, for any symmetric functions f1 and f2. The classical
“adjoint” Pieri rule (resp. its dual) (see [28]), states that
h⊥ksµ = ∑
ν→kµ
sν (resp. e
⊥
ksµ = ∑ν→kµ sν)
with the indices of the sum running over partitions λ that can be obtained from µ by removing k
cells, no two of which lying on the same column (resp. row). The usual Pieri rule (resp. its dual)
(see [28]), says that
hk sµ = ∑
µ→kλ
sλ (resp. ek sµ = ∑µ→kλ sλ)
with the indices of the sum running over partitions λ that can be obtained from µ by adding k
cells, no two of which lying on the same column (resp. row). Equivalently, the skew shape λ/µ is a
horizontal band.
Plethysm. For symmetric function f and g, the plethysm f ○ g = f[g] is a special case of λ-
ring calculations f[a], in which symmetric function are considered as operators. The following
evaluation rules entirely characterize these, assuming that α and β are scalars, and that a and b lie
in some suitable ring:
(i) (αf + βg)[a] = αf[a] + β g[a], (ii) (f ⋅ g)[a] = f[a] ⋅ g[a],
(iii) pk[a ± b] = pk[a] ± pk[b], (iv) pk[a ⋅ b] = pk[a] ⋅ pk[b],
(v) pk[a/b] = pk[a]/pk[b], (vi) pk[pj] = pkj, (A.2)
(vii) pk[pj ⊗ pℓ] = pkj ⊗ pkℓ, (viii) pk[ε] = (−1)k,
(ix) pk[x] = xk, if x is a “variable” , (x) pk[c] = c, if c is a “constant” .
In other words, for any “atomic” v, we must specify if v is to be considered as a variable or a
constant. The first two properties make it clear that any evaluation of the form f[a] may be
reduced to instances of the form pk[a]. We also assume that property (iii) extends to denumerable
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sums. Property (viii) implies that f[εz] = ω f(z), for all symmetric function f . It may readily be
shown that, for all symmetric function f ,
∑
k≥0
uk(e⊥b f)(q) = f[q − εu]. (A.3)
See [5, 20] for more on plethysm.
Macdonald polynomials, and operators. The (unmodified) Macdonald polynomials are de-
noted Pµ(q, t;z). They were originally as follows. In his original paper of 1988 (see [27]), Macdonald
establishes the existence and uniqueness of symmetric functions (polynomials) Pµ = Pµ(z; q, t) such
that
(1) Pµ =mµ + ∑
λ≺µ
cµλ(q, t)mλ, with coefficients cµλ(q, t) in Q(q, t); and
(2) ⟨Pλ, Pµ⟩q,t = 0, whenever λ /= µ.
Recall that λ ≺ µ stands for λ being smaller than µ in the dominance order. In the above, the scalar
product considered is characterized by:
⟨pλ, pµ⟩q,t =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
zλ ∏
ℓ(λ)
i=1
1−qλi
1−tλi if λ = µ,
0 otherwise,
(A.4)
The (pre)-modified Macdonald polynomials
Hµ(q, t;z) ∶= Pµ [ z
1 − t
; q, t−1]∏
c ∈µ
(qa(c) − tℓ(c)+1)
where first briefly considered, and then they were replaced by the modified Macdonald polyno-
mials H̃µ(q, t;z). The relation between the two is simply
H̃µ(q, t;z) = tη(µ)Hµ(q,1/t;z).
It is a fact that η(µ) is the largest power of t that occurs in both Hµ and H̃µ. For Hµ (resp. H̃µ),
this is always in the coefficient of sn (resp. s1n). For example,
H31 = t s4 + (q2t + qt + 1)s31 + (q2t + q)s22 + (q3t + q2 + q)s211 + q3s1111,
H̃31 = s4 + (q2 + q + t)s31 + (q2 + qt)s22 + (q3 + q2t + qt)s211 + q3t s1111.
The coefficients of the expansion Hλ(q, t;z) = ∑µ K̃λµ(q, t)sµ(z), are the (q, t)-Kostka polynomials.
For example,
(K̃λµ(q, t)) =
⎛⎜⎜⎜⎜⎜⎝
1 q3 + q2 + q q4 + q2 q5 + q4 + q3 q6
t q2t + qt + 1 q2t + q q3t + q2 + q q3
t2 qt2 + qt + t q2t2 + 1 q2t + qt + q q2
t3 qt3 + t2 + t qt2 + t qt2 + qt + 1 q
t6 t5 + t4 + t3 t4 + t2 t3 + t2 + t 1
⎞⎟⎟⎟⎟⎟⎠
One sees here both the matrices tη(µ)Kλµ(1/t) and Kλ′µ′(q) siting inside the matrix (K̃λµ(q, t)),
respectively setting q = 0 and t = 0. There are analogous (modified) (q, t)-Kostka polynomials, such
that H̃λ(q, t;z) = ∑µ K̃λµ(q, t)sµ(z). The set of modified Macdonald polynomials {H̃µ(q, t;z)}µ⊢n
forms a linear basis of the ring Λ(q, t), of symmetric functions in the variables z = (zi)i∈N over the
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field Q(q, t). They are uniquely characterized by the equations
(i) ⟨sλ(z), H̃µ[q, t; (1 − q)z]⟩ = 0, if λ /⪰ µ,
(ii) ⟨sλ(z), H̃µ[q, t; (1 − t)z]⟩ = 0, if λ /⪰ µ′, and
(iii) ⟨sn(z), H̃µ(q, t;z)⟩ = 1,
(A.5)
involving plethystic notation. See [24, Section 3.5] for more details on these dominance order trian-
gularities. By definition, a Macdonald Eigenoperator is a linear operator having the Macdonald
polynomials H̃µ as joint eigenfunctions. Hence, it is characterized by its eigenvalues on each of
these. The Macdonald eigenoperator ∇ has the eigenvalues Tµ ∶= qη(µ
′)tη(µ) for H̃µ, whereas the
eigenvalues of the Macdonald operator D0 are (see section 2)
1 − (1 − t)(1 − q)Bµ(q, t).
Some formulas pertaining to the H̃µ are
H̃µ(1,1;z) = hn1 (z), ⟨H̃µ, s1n⟩ = Tµ, and ⟨H̃n, s(a ∣ b)⟩ = q(b+12 )[n − 1b ]q (A.6)
We also have the symmetries
H̃µ(q, t;z) = Tµ ωH̃µ(1/q,1/t;z), and H̃µ(t, q;z) = H̃µ′(q, t;z), (A.7)
which may readily be seen on the matrix (K̃λµ(q, t)). We also recall that ∆f (resp. ∆′f ) is the
Macdonald eigenoperator with eigenvalue f[Bµ(q, t)] (resp. f[Bµ(q, t) − 1]) for the eigenfunction
H̃µ. The case f = en corresponds to ∇ (as well as m = n + 1 in (9.4)); and the case f = e1
(up to a factor and shift by the Identity-operator) to the O10-operator of the elliptic Hall algebra
(described further below). For more on operators on the (modified) Macdonald polynomials and
their properties, see [8].
Hall-Littlewood polynomials. The (dual) Hall-Littlewood polynomials Hµ(q;z) (also denoted
Q′µ(q;z)) may be obtained by specializations from the Macdonald polynomials H̃µ(q, t;z). They
occur as graded characters of singular cohomology ring of Springer fibers (see [13, 17]). They are
related to the Schur functions by the following formula, involving the Kostka-Foulkes polynomials
Kλµ(q) (which afford a combinatorial description in terms of the “charge” statistic on semi-standard
Young tableaux).
Hµ(q;z) = ∑
µ
Kλµ(q)sλ(z). (A.8)
For example, we have
(⟨Hµ, sλ⟩)
µ,λ⊢4
=
⎛⎜⎜⎜⎜⎜⎝
1 q3 + q2 + q q4 + q2 q5 + q4 + q3 q6
1 q2 + q q2 q3 0
1 q q2 0 0
1 q 0 0 0
1 0 0 0 0
⎞⎟⎟⎟⎟⎟⎠
(A.9)
Cauchy Kernel and scalar product. We set
wµ(q, t) ∶=∏
c∈µ
(qa(c) − tℓ(c)+1)(tℓ(c) − qa(c)+1),
and then
Ĥµ ∶=
1
wµ(q, t) H̃µ.
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The Cauchy-kernel formula for the modified Macdonald states that
en[ x ⋅ y(1 − q)(1 − t)] = ∑µ⊢n H̃µ(x)Ĥµ(y) (A.10)
and the associated scalar product, denoted by ⟨−,−⟩⋆, is defined on the power sum basis as:
⟨pλ, pµ/zµ⟩⋆ ∶= (−1)n−ℓ(µ)δλ,µ∏
k∈µ
(1 − q)k(1 − tk).
The Cauchy-kernel formula is equivalent to
⟨H̃λ, Ĥµ⟩⋆ = δλ,µ.
Observe that this scalar product is linked to the Hall scalar product via the relation
⟨f, g⟩ = ⟨f,ω g⋆⟩⋆, where g⋆(z) ∶= g[ z(1 − q)(1 − t)] . (A.11)
Hence, the ⋆-adjoint of skewing by g is multiplication by ω (g⋆).
Some explicit values are as follows.
H̃2 = s2 + q s11,
H̃11 = s2 + t s11;
H̃3 = s3 + (q2 + q) s21 + q3 s111,
H̃21 = s3 + (q + t) s21 + q t s111,
H̃111 = s3 + (t2 + t) s21 + t3 s111;
H̃4 = s4 + (q3 + q2 + q) s31 + (q4 + q2) s2 2 + (q2 + q + 1) s211 q3 + q6 s1111,
H̃31 = s4 + (q2 + q + t) s31 + (q2 + q t) s2 2 + q (q2 + q t + t) s211 + q3 t s1111,
H̃22 = s4 + (q t + q + t) s31 + (q2 + t2) s2 2 + q t (q + t + 1) s211 + q2 t2 s1111,
H̃211 = s4 + (t2 + q + t) s31 + (q t + t2) s2 2 + t (q t + t2 + q) s211 + q t3 s1111,
H̃1111 = s4 + (t3 + t2 + t) s31 + (t4 + t2) s2 2 + t3 (t2 + t + 1) s211 + t6 s1111.
Elliptic Hall algebra. We start by defining operators Omn on symmetric functions with coef-
ficients in Q(q, t). For more in this, see [3]. The operator O01 is simply multiplication by the
symmetric function e1(z), and O01 is the Macdonald eigenoperator D0. For m,n ≥ 1, we recursively
define Omn by the Lie bracket formula
Omn ∶= 1(1 − t)(1 − q) [Ouv,Okℓ],
where (k, ℓ) is such that (m,n) = (k, ℓ) + (u, v), with (k, ℓ) and (u, v) lying in N2, ℓ − (kn/m)
minimal, and
det(u v
k ℓ
) = d,
with d = gcd(m,n). For (m,n) = (ad, bd), we ask that (k, ℓ) be chosen to be the same as it would
for (a, b). For example, we get the Lie bracket expressions
O43 = 1(1 − t)6(1 − q)6 [[e1,D0], [[e1,D0], [[e1,D0],D0]]],
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or
O63 = 1(1 − t)8(1 − q)8 [[e1,D0], [[[e1,D0],D0], [[[e1,D0],D0],D0]]].
We then define the symmetric functions Qmn(q, t;z) to be the result of applying the operator Omn
to the symmetric function s0(z) = 1. Hence
Qmn(q, t;z) ∶= Omn(1). (A.12)
For example, we have
Q13 = s111,
Q23 = (q + t) s111 + s21,
Q33 = (q3 + q2t + qt2 + t3 + q2 + 2qt + t2 + q + t) s111 + (q2 + qt + t2 + 2q + 2t + 1) s21 + s3,
Q43 = (q3 + q2t + qt2 + t3 + qt)s111 + (q2 + qt + t2 + q + t) s21 + s3.
One may see that
Q1,n(q, t;z) = en(z), and ∇Qmn(q, t;z) = Qm+n,n(q, t;z); (A.13)
as well as
Qnn(q, t;z) = ∇(∑k+ℓ=n−1(−qt)−ks(k+1,1ℓ)). (A.14)
Bi-graded Sn-modules. Each H̃µ polynomial affords an interpretation as the Frobenius trans-
form13 of a (bi)-graded Sn-modules (which is of linear dimension n!), known as the Garsia-Haiman
module14 (described below). These are (bi)-homogenous submodules Mµ of the polynomial15 ringR = Q(x,y), in the variables x = x1, . . . xn and y = y1, . . . yn, on which the symmetric group acts
(diagonally) by permutations of the variables: i.e. σ ⋅xi = xσ(i) and σ ⋅yi = yσ(i). The grading is over
N ×N, with value (degx(f),degy(f)) for f ∈R, and
Mµ =⊕
k,j
M(k,j)µ , (A.15)
with M(k,j)µ denoting the degree (k, j) homogenous component of M. Recall that the Frobenius
transform of the graded character of such a module Mµ may be defined as:
Mµ(q, t;z) = ∑
k,j
qktj
1
n!
∑
σ∈Sn
χ(k,j)(σ)pλ(σ)(z),
where χ(k,j) stands for the character of M(k,j)µ , and λ(σ) is the partition giving the cycle decom-
position of σ. The Schur expansion of Mµ(q, t;z) gives the graded decomposition of Mµ into
irreducibles, which means that
Mµ(q, t;z) = ∑
k,j
qktj ∑
ν⊢n
c(k,j)ν sν(z), iff Mµ(q, t;z) ≃⊕
k,j
⊕
ν⊢n
V⊕c(k,j)νν ,
where {Vν}ν constitute a complete family of representatives of the irreducible representations of Sn,
with c
(k,j)
ν standing for the multiplicity of copies of Vν in M(k,j)µ .
13Which simply corresponds to naturally encode irreducible representations by Schur function.
14See original papers [15, 16].
15In this section the variables xi and yi play a different role than in the rest of the text.
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Garsia-Haiman modules. For each n-subset d of N × N, called a diagram, one considers the
determinant
Vd = Vd(x,y) ∶= det(xai ybi ) 1≤i≤n
(a,b)∈d
(A.16)
of the matrix whose entries are monomials xai y
b
i , where the indices of the variables correspond to
row number, and columns are indexed by cells (a, b) (elements) lying in d. These may be ordered
lexicographically for the purpose of the definition16. Using the Reynold operator
ρn ∶=
1
n!
∑
σ∈Sn
sgn(σ)σ,
and ordering cells of d = {(a1, b1), (a2, b2), . . . , (an, bn)} as above, we may also write
Vd = ρn(xayb), with a ∶= (a1, a2, . . . , an) and b ∶= (b1, b2, . . . , bn).
Then one definesMd to be the linear span of all partial derivatives (to any order) of Vd with respect
to the variables xi and yj. When d is the Ferrers diagram of a partition µ, one denotes by Mµ the
resulting module. It has been shown by Mark Haiman (see [25]) that
H̃µ(q, t;z) =Mµ(q, t;z). (A.17)
This is known as the n!-theorem. In particular, the (k, j)-graded component M(k,j)µ is described as
M(k,j)µ ∶= L{∂xα∂yβVµ ∣ α,β ∈ Nn, with ∣α∣ = η(µ′) − k, and ∣β∣ = η(µ) − j}, (A.18)
with L standing for “linear span of”, and using vector notation, so that ∂xα = ∂xa11 ⋯∂xann if α =(a1, . . . , an) (likewise for ∂yβ). Observe that, for the special case µ = (n), the determinant V(n)
is exactly the Vandermonde determinant. The module M(n) is thus the classical module of Sn-
harmonic polynomials (isomorphic to the Sn-coinvariant module, aka the cohomology ring of the
full flag manifold).
Moving boxes. There is a nice description of the effect on Vd of any symmetric operator of the
form
κjk ∶=
n
∑
i=1
∂y
j
i ∂x
k
i
for any k + j ≥ 1. Indeed, one has
κjk(Vd) = ∑
(a,b)∈d
γ
jk
ab
V
d
jk
ab
, (A.19)
where djk
ab
is the diagram obtained from d by replacing the cell (a, b) by the cell (a− j, b−k), with17
γ
jk
ab
∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, if (a − j, b + k) ∉ N ×N,
0, if (a − j, b + k) ∈ d,
±(a)j(b)k otherwise.
In this last case, the sign corresponds to the change of the order of cells that occurs when one
replaces (a, b) by (a − j, b − k). This may easily be shown using the fact that the Reynold operator
commutes with κjk. Using this interpretation, observe that for all partition µ one has κjkVµ = 0. In
a sense, this says that Vµ is a diagonal harmonic polynomial. The operator κx ∶= κ10, simply “slides”
cells to the left (up to some constant factor).
16Any order would work.
17Setting (a)j ∶= a (1 − 1)⋯(a − j + 1).
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W -expansions of qαQmn(q,1/q;z).
n = 3
m = 1 ∶ W111,
m = 2 ∶ W111 + qW21,
m = 3 ∶ [3]qW111 + q [2]q[3]qW21 + q3W3,
m = 4 ∶ W111 + q [3]qW21 + q3W3;
n = 4
m = 1 ∶ W1111,
m = 2 ∶ [2]qW1111 + q [2]qW211 + q2W22,
m = 3 ∶ W1111 + q [2]qW211 + q2W22 + q3W31,
m = 4, [4]qW1111 + q [3]q[4]qW211 + q2[42]qW22 + q3 [3]q[4]qW31 + q6W4,
m = 5, W1111 + q [4]qW211 + q2([4]q/[2]q)W22 + q3[42]qW31 + q6W4;
n = 5
m = 1 ∶ W11111,
m = 2 ∶ W11111 + qW2111 + q2W221,
m = 3 ∶ W11111 + q [2]qW2111 + q2 [2]qW221 + q3W311 + q4W32,
m = 4 ∶ W11111 + q [3]qW2111 + q2 [3]qW221 + q3 [3]qW311 + q4 [3]qW32 + q6W41,
m = 5 ∶ [5]qW11111 + q [4]q[5]qW2111 + q2 [4]q[5]qW221 + q3[5]q[42]qW311
+ q4[5]q[42]qW32 + q6[4]q[5]qW41 + q10W5,
m = 6 ∶ W11111 + q [5]qW2111 + q2 [5]qW221 + q3[52]qW311 + q4[52]qW32 + q6[52]qW41 + q10W5.
n = 6
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m = 1 ∶ W111111,
m = 2 ∶ [2]qW111111 + q [2]qW21111 + q2[2]qW2211 + q3W222,
m = 3 ∶ [3]qW111111 + q [2]q[3]qW21111 + q2 [2]q[3]qW2211 + q3[3]qW222 + q3[3]qW3111
+ q4 [2]q[3]qW321 + q6W33,
m = 4 ∶ [2]qW111111 + q [2]q[3]qW21111 + q2 [2]q[3]qW2211 + q3[3]qW222 + q3 [2]q[3]qW3111
+ q4 [2]2q[3]qW321 + q6 [2]qW33 + q6 [2]qW411 + q7 [3]qW42,
m = 5 ∶ W111111 + q [4]qW21111 + q2[4]qW2211 + q3([42]q/[3]q)W222 + q3[42]qW3111
+ q4[3]q[4]qW321 + q6([4]q/[2]q)W33 + q6[4]qW411
+ q7[4
2
]
q
W42 + q
10W51,
m = 6 ∶ [6]qW111111 + q [5]q[6]qW21111 + q2[5]q[6]qW2211 + q2[62]qW222
+ q3[3]q[62]qW3111 + q4([4]q[5]q[6]q)W321
+ q6[6
3
]
q
W33 + q
7([3]q[4]q[5]q[6]q/[2]2q)W42
+ q10[5]q[6]qW51 + q15W6,
m = 7 ∶ W111111 + q [6]qW21111 + q2 [6]qW2211 + q3[3]qW222 + q3[62]qW3111 + q4([5]q[6]q)W321
+ q6([6
3
]
q
/[4]q)W33 + q6[63]qW411
+ q6([4]q[5]q[6]q/[2]2q)W42 + q10[62]qW51 + q15W6.
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