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We prove this series to be a sum of multiple hypergeometric series which reduces to a single term when the number of odd monomial terms in Pn is less than or equal to one.
The region of convergence is then studied and a few particular cases are detailed.
Introduction.
Of fundamental importance in mechanics is the integral dx l0 y/2{E -U(x))
(1) *=/ Jq which represents for a one-dimensional conservative mechanical system the time necessary to go from the initial point <?o to the current point on the g-axis, U(x) being the potential and E the total energy. Of particular interest is the case where f/(0) = 0 and dU(0)/dx = 0, i.e., U(x) = \ojqX2 + Ui(x), which exhibits a harmonic (quadratic) term together with an anharmonic (superquadratic) part Ui(x). This anharmonic potential may be modeled by a polynomial.
The "complete" integral T(E) = 2 Í J Qt, dx y/2(E-U(x))
represents the period of the oscillations when the movement is bounded, <7mjn and <?max being functions of the energy E. In this paper we shall be dealing with the complete integral f0(a) dx (2) J(a) = / dXp(V Ja(a) \/a-Pn(x) According to Carlson's definition [3] , this integral is hyperelliptic as soon as n > 4. A few cases may be reduced by a suitable change of variable to complete elliptic integrals [10] , [12] .
To show the link with multiple hypergeometric series, we shall use a property of the Dirac-distribution on a smooth manifold, recently proved [1] and already used in the simple case Pn(x) = X2x2 + Xnxn [12] .
Note that in this particular case, for n = 3, 4 or 6, J(a) can be directly integrated, even in the incomplete case (for a systematic review and a few references, see [12] ). For the general case Pn(x), the incomplete case must be treated in a different way, which will be examined in a forthcoming paper. The present study is therefore devoted to the complete integral. In the neighborhood of the origin, Pn(x) stays close to X2x2, and since A2 > 0, there exists an interval containing the origin where Pn(x) > 0.
A typical case is depicted in Figure 1 where, for the chosen value a, the curve y2 = a -Pn(x) has two bounded connected components and one unbounded. 
We shall use in the following also 
1 i>n/2 + l/2) .
the integral takes the following form (owing to (8) , (9), (12), (13)):
Problems of convergence will be studied in Section 4.
This form, however, is not yet the most convenient one for our purpose, which is to prove the hypergeometric character of the series and to determine its region of convergence. Some notational difficulties will arise, which we try to avoid by the following conventions:
o Among the kj, we denote by k3 those for which j is an odd integer (of course, when j is specified, as in k5, we simply write fc5).
Í 0 if j is an even integer, o £j■ = < I. 1 if j is an odd integer.
o / = E(n/2) is the integer part of n/2 (it is also the number of odd monomials in Pn(x)).
o A is the greatest even integer < I (X is just I -e¡).
o £ = {3,5,7,...,2/ + l}.
Ak3,...,kn is nonzero only when an is even (this is the case when all the kj are even numbers, or when an even number of kj are odd). We can then split the summation in (14) and obtain J(a) in a new form where the pj appear squared when j is odd.
We set n an =^2(l + ej)jkj, (an and ßn are, respectively, an(kj -* 2kj) and T"(k3 -► 2kj); it is easy to see that they are even integers), and we note that o-n(kj -* 2kj + 1) = an + j, Tn(kj -> 2k3 + 1) = ßn + j -2.
we finally obtain j^ = \t\ ZI f" are rational functions of the variables mi,...,m". The series is said to be homogeneous if numerator and denominator of fj have the same degree for every 3- It is easy, though rather tedious, to see that for each series in Eq. (19), numerator and denominator have the same degree: j/2 if j is an even integer, j if j is odd. Thus, (19) is a sum of homogeneous (n -2)-tuple hypergeometric series.
Particular
Cases. Upon using the Pochhammer symbol ( 
22) E^L+*)=a(a + i)...(a + fc-i)s(a)fc M«)
and the classical addition formula and Gauss's multiplication theorem [9] (23) (a)k+i = (a)k(a + k)i, and pFg is the Gaussian generalized hypergeometric series [6] , [7] , [14] . The structure of the series (27) shows that it is a formal generalization of Appell series [6] , [7] , [14] . Note that in (27), because of the symmetry of an = mkm+nkn, m and n having the same parity, we could exchange m and n and express J(a) as a summation over the index kn with a "coefficient" m/2Fm/2-i[-• • (m <-» n); um\.
Although it might be possible, also in other cases, to show explicitly the hypergeometric structure with pFq coefficients, the general form (19) is still useful, especially in convergence problems. For two superquadratic terms, we have the following simplest cases:
P4(x) = X2x2 + X3x3 + X4x4, P6(x) = X2x2 + X4x4 + Xex6 (which is (27) with m = 4 and n = 6), (30) ^^¿afct^*.
Note that (29) is the simplest case where J(a) appears like a sum of multiple hypergeometric series, the number of odd monomials in Pn(x) being larger than one.
When the number of odd monomials in Pn(x) is less than or equal to one, the summation reduces to a single hypergeometric series. Furthermore, every Xj which is zero reduces the multiplicity of the series.
Convergence
Problems. For Gaussian simple hypergeometric series, such as (25), convergence is insured when \un\ < 1, but as soon as Pn(x) involves more than one superquadratic term, we have to use Horn's theorem on convergence of multiple hypergeometric series [6] , [7] and its generalization [14] . This theorem states that for general series like those occurring in (19), the associated radii of convergence (numbers £,-e R+ such that the series converges when \xj\ < £,, j'e {1,2,...,n}) lie in the "absolute space" (R+)" on a hypersurface (E). When the series is homogeneous, (£) may be defined as the hypersurface whose parametric equations are License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Figure 2 shows (E) in the case of three superquadratic terms Xmxm, Xpxp and Xnxn in Pn(x).
Computation of £j in the general case is quite tedious, but it can be shown that every series occurring in (19) has the same (E) -hypersurface of convergence.
When there are only two superquadratic terms, (E) reduces to a curve in (R+)2, which we specify in the particular cases (28), (29) and (30). (The case (29) was already treated in [4] .) The following table summarizes these results. It is easy to show that if we use the "natural" hypergeometric argument vv (defined in (26)) instead of pv in the (\vp\, |^9|)-plane (R+)2, (E) always joins the extremities of the diagonal of the unit-square (or unit-hyperoctant in (R+)n_2). As a final remark we add that, probably, the series (14) (or (19)) may often be analytically continued, as is already the case for the simple example (25) when n is even (see [12] ; in this case, J(a) may be defined for pn (or un) -> -oo.
Appendix:
The Elliptic Case. When Pn(x) involves a single superquadratic term of degree 3, 4, or 6, we observed in the introduction that Eq. (2) can be transformed into a complete elliptic integral and straightforwardly integrated [12] , [2] (Formulae equivalent to (34) are given by Lakshmanan and Prabhakaran [11] . Equation (25) of the present paper gives much simpler results. The values of a and ß in "hypergeometric form" are derived from formulae [12] obtained by the Lagrange-Bürmann Theorem; see also [5] .) (Identification of (35), (36), (37), respectively, with (32), (33), (34) is carried out in [12] , using transformation relations for Gaussian hypergeometric functions established by Goursat [9] . Integrals (35) to (37) may also be identified with Legendre functions [2] 
