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Abstract: KNN (K-Nearest Neighbor) is one of the best text classification algorithms by Vector Support Model. However, its efficiency
and accuracy rate are very low for text classification task with high dimension and huge samples. In this paper, a new algorithm is intro⁃
duced to improve the efficiency rate. For high precision, we also have a new way to compute the similarity of two texts. The distribution
of training samples of each class is computed in the training process. According to the position of the documents in the sample space, this al⁃
gorithm can reduce the searching range of their K nearest neighbors in the classing process. The results of experiments show that this algo⁃
rithm can save largely the classification time and has almost the same classification performance as that of the traditional KNN classification
algorithm.














达语义的相似度,直观易懂。在该模型中，文档(d)空间被映射为一个特征向量V(d) = (t1,W1(d)),…ti,Wi(d),…tn,Wn(d))，其中 ti(i=1,2,…,n)
为一列互不相同的词条项，Wi(d)为 ti在d 中的权值，一般被定义为 ti在d中出现的频率 tfi(d)的函数，即Wi(d) = β(tfi(d))。在文本分类中
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由表可知，就本文所改进的KNN算法，较传统的KNN算法准确率平均低约2个百分点，但是效率较前者能提高将近一倍的时
间，其中相似度算法的改进帮助新算法提高了将近2个百分点的准确率。故而本着实用的态度这种准确率的小小损失是允许的。
4总结
本文提出了一种KNN快速分类算法。根据文本向量在空间的分布特点，计算出各类的分布域，在寻找待分类文本向量的K最
近邻时，确定了待测样本的大致范围，减少了对样本集的搜索计算，从而大大提高了KNN的效率，并改进了相似度的算法，使得准确
率也有所提高。
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