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1. INTRODUCTION
In the study of denotational semantics of programming languages, we of-
ten employ the notion of function as a denotation of a program. Actually, for
a wide variety of systems of A-calculus, a number of successful mathematical
frameworks have been obtained so far according to this line. For example,
the models of type-free A-calculus presented in [3, Chapter 18] and [10] are
well-known under the name of $\mathrm{X}$-model nowadays. However, on the other
hand it seems rather strong to ignore the internal feature of algorithms by
means of the extensionality of functions. In this explication, we considering
two algorithms with different internal structures, their denotations come out
to be identified when they always return the same result of application.
Contrary to this strong aspect of the ordinary semantics, we make an
attempt to present a general framework of semantics in which $\beta$-equality of
A-calculus is ensured to be sound without using the notion of extensional-
ity. In terms of semantics of type-free A-calculus, such structures exactly
correspond to the notion of $\lambda$ -algebras. For this requirement, we need an-
other mathematical notion to model A-abstraction and application in par-
ticular, for which we adopt the arrows of a version of free semi-cartesian
closed category and introduce a notion of their application. This induces
two viewpoint of interpretation. One is a certain fine viewpoint to capture
an internal structure of A-abstraction, and the other is a coarse viewpoint
to evaluate the result of application.
As a preliminary study on the motivation above, we first confine our
attention to the syntax of simply typed A-calculus. Hence, we need not
ensure the existence of any fixed point of the arrows and any isomorphism
among the objects. This means that we do not employ any result of domain
theory for our construction. As a future work, we leave the problem to
incorporate domain theoretical discussion into our construction, which might
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lead us to models working on stronger paradigms of computation, such as
PCF and type-free $\lambda$-calculus.
The content of this paper is as follows: In Section 2, we review the syntax
of simply typed A-calculus and its models. We especially take two notions
of models under our consideration by analogy with the semantical study
of type-free A-calculus. One is a counterpart of the notion of A-algebra
in which we only require that denotations of A-terms are invariant under
$\beta$-equality. The other is a counterpart of the notion of A-model, which is
endowed with the property of weak-entensionality. In Section 3, we are to
present a free-category $\mathscr{F}_{C}$ so as to accomplish our expecting semantics.
The construction of $\mathscr{F}_{C}$ is similar to the one studied in [$8_{7}$ Chapter 1], and
we first introd uce an underlying graph $\mathscr{F}_{G}$ . In the process of generating
$\mathscr{F}\mathscr{F}_{G}$ , we explicitly define a notion of application of arrows by means of a
reduction for evaluation. We then introduce an equality on arrows. It is
substantially the equality of semi-cartesian closed category, but comes out
to be comparable with the equality of cartesian closed category for arrows
applied to a member of their domain. This presentation of equality would
be a key to manipulate the information concerning extensionality of models.
In Section 4, we finally present our model c# of simply typed A-calculus.
As for the model $\mathscr{B}$ , we know that $\eta$-axiom is sound but $\eta$ equality is not
in general, which inevitably entails the fact that weak-extensionality does
not hold in $\mathscr{B}$ . This sharply contrast to the model obtained from $\mathscr{F}c$ by
following the standard construction in [5, Chapter 3], in which it is not clear
whether weak-extensionality holds or not.
2. SIMPLY TYPED $\lambda$ -CALCULUS AND JTS MODELS
We fix a set of atomic types throughout this paper, from which the set of
simple types is generated by the following abstract syntax:
a $::=$ a $|1|$ a $\rangle\langle$ a $|\sigmaarrow\sigma$
in which $\alpha$ varies over the set of type constants. We restrict our attention
only to typed A-terms of these simple types which are inductively generated
by the following rules:
$M$ : a $\mathrm{x}$ $\tau$
(Var) $x^{\sigma}$ : $\sigma$ (Fst)
$\mathrm{f}\mathrm{s}\mathrm{t}(M)$ : $\sigma$
$M$ : $\sigma$ $N$ : $\tau$ $M:\sigma \mathrm{x}$ $\tau$
(Pair) (Snd)
$(M, N)$ : $\sigma \mathrm{x}\tau$ $\mathrm{s}\mathrm{n}\mathrm{d}(M)$ : $\tau$




$\lambda x^{\sigma}.M$ : $\sigmaarrow\tau$
We use letters $\sigma$, $\tau$, $v$ , $\ldots$ as meta-variables to designate simple types and
$M,N$, . .. to designate typed A-terms, and specify the unique type $\sigma$ of a
A-term $M$ by the expression $M$ : $\sigma$ . For a A-term $M$ , we write $\mathrm{F}\mathrm{V}(M)$ for
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the set of free-variables appearing in $M$ . For detailed explanation syntax of
this system, see [7, Chapter 5] for example.
Next we briefly review some semantical frameworks for simply typed $\lambda-$
calculus. A typed applicative structure is defined by a 5-tuple
$\langle$ [ $\mathrm{I}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$, Fst, Snd, Pair, App)
of functions such that the first component, called type-interpretation, as-
signs a non-empty set [$\sigma \mathrm{Q}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$ to each simple type $\sigma$ , and the others assign
functions
$\mathrm{F}\mathrm{s}\mathrm{t}^{\sigma,\tau}$ : [a $\mathrm{x}$ $\tau \mathrm{I}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}-[\sigma \mathrm{J}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$ ,
Smd$\sigma,\tau$ : $[\sigma \mathrm{x}$ $\tau \mathrm{J}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}arrow[\tau \mathrm{I}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$ ,
$\mathrm{P}\mathrm{a}\mathrm{i}\mathrm{r}^{\sigma,\tau}$ : [$\sigma \mathrm{J}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}\mathrm{x}$ [$\tau \mathrm{I}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}arrow$ [a $\mathrm{x}$ $\tau \mathrm{J}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$ ,
$\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}$ : $[\sigmaarrow\tau \mathrm{I}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}\cross[\sigma]|^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}arrow[\tau \mathrm{I}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$ ,
to each pair of simple types a and $\tau$ , respectively In a typed applicative
structure, an interpretation of free-variables is presented by a mapping 4,
called an environment, which maps each term variable $x^{\sigma}$ to an element
of [$\sigma \mathrm{J}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$ . We say that a typed applicative structure is a weak-extensional
model of simply typed A-calculus if we are able to determine a meaning of
each A-term with respect to an environment, more precisely, to introduce a
mapping [ $\mathrm{J}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}$ , called term-interpretation, which assigns a member $\mathrm{I}^{M}\mathrm{I}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}$
of $\mathrm{I}\sigma \mathrm{J}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$ to each pair of enviromnent 4 and A-term $M$ of type $\sigma$ , and which
satisfies




(5) [$(M, N)$ I $\xi \mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}$ $=\mathrm{P}\mathrm{a}\mathrm{i}\mathrm{r}^{\sigma,\tau}(\beta M\mathrm{J}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}, [N\mathrm{J}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}})$ ,
(6) $\mathrm{I}^{MN}\mathrm{I}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}=\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}([M\mathrm{Q}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}, [N\mathrm{I}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}})$,
(7) $\mathrm{A}\mathrm{p}\mathrm{p}"(\mathcal{T}\beta\lambda x^{\sigma}.M\mathrm{J}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}, d)=[M\mathrm{J}_{\xi(x^{\sigma}.d)}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}.$,
(8) Vl $\in[\sigma \mathrm{J}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}([\lambda x^{\sigma}.M\mathrm{J}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}, d)=\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}([\lambda x^{\sigma}.N\mathrm{I}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}, d)$
$\supset[\lambda x^{\sigma}.M\mathrm{I}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}}=[\lambda x^{\sigma}.N\mathrm{J}_{\xi}^{\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{m}_{\mathrm{J}}}$
if all types appearing in these expressions are assigned consistently. Here
the expression $\xi(x^{\sigma} : d)$ in (7) designates the environment 4 with the value
of the variable $x^{\sigma}$ updated to $d\in\beta\sigma \mathrm{J}^{\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}}$ ; that is, the value of $\xi$ ( $x^{\sigma}$ : d){yT)
is defined by $d$ if $y^{\tau}\equiv x^{\sigma}$ , and by $\xi(y^{\tau})$ otherwise. We call (8) the property
of weak-extensionality. In what follows, we omit the superscripts to distin-
guish type-interpretation and term-interpretation because of less possibility
of confusion, denoting both of them simply by $[\mathrm{I}\cdot$
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When a weak-extensional model satisfies even the following strong version
of extensionality, it is said to be an extensional rnodel.
(9) $\forall d\in[\sigma \mathrm{I}$ $\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}(f, d)=\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}(g, d)\Rightarrow f=g$
It is clear that (9) implies (8). In some standard literatures, such as [5] and
[9], semantics of simple types have been studied only through the structures
comparable with extensional models, possibly under the name of type-frame
or Henkin-model.
One of the reason why we require (8) or (9) in the definitions above might
be that those enables us to determine the denotation of a A-abstraction
$\lambda x^{\sigma}.M$ uniquely based on its extensional behaviour; namely, as the unique
element satisfying (7). This makes the presentation of term-interpretation
considerably simpler, which is actually presented by mere induction on the
structure of $\lambda$-terms.
By contrast, in this paper we focus our attention to a weaker variant of
semantical frameworks in which a term-interpretation only satisfying the
equalities (1)$-(6)$ plus the following conditions:
(10) $M=_{\beta}N\Rightarrow\forall\xi$ $[M\mathrm{I}\xi$ $=[N\mathrm{J}_{\xi}$
We call the structures satisfying these requirements models of simply typed
$\lambda$-calculus. Note that (7) is satisfied 1n every model.
It is well-known that in every weak-extensional model (9) can be replaced
with each of the following condition:
(11) $\forall\xi$ $[\lambda x^{\sigmaarrow\tau}y^{\sigma}.x^{\sigmaarrow\tau}y^{\sigma}\mathrm{I}\xi$ $=[|\lambda x^{\sigmaarrow\tau}.x^{\sigmaarrow\tau}\mathrm{I}\xi$
(12) $x^{\sigma}\not\in \mathrm{F}\mathrm{V}(M)\supset\forall\xi$ $[\lambda x^{\sigma}.Mx^{\sigma}\mathrm{I}\xi=[M\mathrm{I}\xi$
In this respect, we note that (11) implies (12) even 1n every model. However
the converse does not hold in general, a counterexample of which we are
actually to present at the end of this paper.
3. A FREE CATEGORY OF SEMI-CCC OPERATIONS
For giving our categorical framework to model simple types, we begin
with a graph underlying it. Let us first consider a sequence $A_{0},$ $\mathrm{A}_{1}$ , A2, . . .
of non-empty sets. Then, objects of this graph are given by the sets each of
which is denoted by $[\tau]$ for some simple type $\tau$ and generated in conjunction
with arrows by the following simultaneous in duction:
$a\in A_{i}\Rightarrow a\in[\alpha_{i}]$ ,
$*\in[1]$ ,
a6 $[\sigma]$ & $b\in[\tau]\Rightarrow(a, b)$ $\in[\sigma \mathrm{x} \tau]$ ,
$s\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [\tau])\Rightarrow s\in[\sigmaarrow\tau])$
52
$\mathrm{i}\mathrm{d}_{[\sigma]}\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{F}_{G}\iota}([\sigma], [\sigma])$, $\mathrm{o}_{[\sigma]}\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [1])$ ,
$\mathrm{p}_{[\sigma],[\tau]}\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}$
$([\sigma \mathrm{x} \tau], [\sigma])$ , $\mathrm{q}[\sigma],[\tau]\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma \mathrm{x} \tau], [\tau])$ ,
$\mathrm{e}\mathrm{v}_{[\sigma],[\tau]}\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([(\tauarrow\sigma)\rangle\langle \tau]$ , $[\sigma]\rangle$ ,
$a\in[\sigma]\supset*[searrow] a\in \mathrm{H}\mathrm{o}\mathrm{m}p_{G}([1], [\sigma])$,
$s\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [\tau])\ t\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\tau], [v])$
$\Rightarrow t\circ s\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [v])$,
$s\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [\tau])$ $\ t\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [v])$
$\Rightarrow\langle s, t\rangle$ $\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}$ $([\sigma], [\tau \mathrm{x} v])$ ,
$s\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}\mathscr{T}_{G}}$
$([\sigma \mathrm{x} \tau], [v])\Rightarrow \mathrm{C}\mathrm{u}\mathrm{r}(s)\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [\tauarrow v])$ .
Here, we designate the set of arrows from $[\sigma]$ to $[\tau]$ by $\mathrm{H}\mathrm{o}\mathrm{m}\mathscr{T}\mathscr{T}_{G}$ $([\sigma], [\mathrm{r}])$ . We
write $\mathscr{F}\mathscr{F}_{G}$ for the graph so obtained. According to the conven tional notation,
we also write $\mathrm{O}\mathrm{b}(\mathscr{F}_{G})$ for the set of its objects and Ar(#o) for the set of
its arrows. We also denote the set of members of all objects in $\mathscr{F}_{G}$ by $\mathrm{T}$ ;
namely,
$\mathrm{T}=\cup$ { $[\sigma]|\sigma$ is a simple type}.
Note that $\mathrm{A}\mathrm{r}(\mathscr{F}_{G})\subseteq$ T. We use letters $s$ , $t$ , $u,$ $v$ , $\ldots$ as meta-variables to des-
ignate elements of $\mathrm{A}\mathrm{r}(\mathscr{F}_{G})$ , and $a_{7}b$ , $\ldots$ to designate elements of T. Unless
it does not cause confusion, we drop the information of objects appearing
in atomic arrows.
We next establish a notion of application for the arrows of this graph,
considering an extension of the graph $\mathscr{F}\mathscr{F}_{G}$ . It is defined by the same way as
$\mathscr{F}_{G}$ except that we denote each object by $[\sigma]^{*}$ for some simple type $\sigma$ , and
that we add the following rule for generating its elements:
$\frac{a\in[\sigmaarrow\tau]^{*}.b\in[\sigma]^{*}}{a(b)\in[7]}$,
We designate this extended version of graph by $\mathscr{F}_{G}^{*}$ , and denote the set of
members of objects in $\mathscr{F}_{G}^{*}$ by $\mathrm{T}^{*};$ nam $\mathrm{e}\mathrm{l}\mathrm{y}$,
$\mathrm{T}^{*}=\cup$ { $[\sigma]^{*}|\sigma$ is a simple type}.
By the expression $(a) in particular, we intend to describe the result
of application of an arrow $s$ to a member $a$ of its domain, which would
inevitably lead us to a notion of reduction for evaluation. To be more precise,
we consider the smallest binary relation $\sim$ on $\mathrm{T}^{*}$ satisfying:
$\mathrm{i}\mathrm{d}(a)\mathrm{v}arrow a$ , $\mathrm{o}(a)\sim$ $*$ ,
$\mathrm{p}(a, b)rightarrow a$ , $(s\circ t)(a)\sim$ $s(t(a))$ ,
$\mathrm{q}(a, b)\sim b$ , $\langle s, t\rangle(a)\sim*(s(a),t(a))$ ,
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$\mathrm{e}\mathrm{v}(\mathrm{a})b)\vee\}a(b)$ , Cur(s)(o) $\sim$ $s\circ$ $\langle(*[searrow] a)\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle$,
$(*[searrow] a)(*)\sim\sim+a$ ,
$a\sim$ $b$ $a\sim*b$





$u\circ s\vee 4$ $u\mathrm{o}t$ $s\circ u$ $\sim\cdot*t\circ u$
$s\sim$ $t$ $s\sim$ $t$
$\langle s, u\rangle\sim\langle t$ , $u\}$ $\langle u$ , $s\}\backslash \sim\langle u$ , $t\}$
$s\sim$ $t$ $a\sim\sim f$ $b$
Cur(s)\sim Cur(t) $*[searrow] a\sim 9$ $*[searrow] b$
According to the usual convention, we design ate the reflexive closure of this
relation by $\simarrow=$ , the transitive closure by $\sim\cdot*+$ and the reflexive transitive
closure by $\sim^{*}$ .
This term rewriting system turns out to be complete. Actually, it is
immediate that the reduction $\sim$ does not yield any divergent critical pair
and thus satisfies weak Church-Rosser property.
Contrary to this, it seems rather dificult to confirm that no infinite reduc-
tion sequen ce arises under any reduction strategy To see it, let us suppose
that
SN $=$ { $a\in \mathrm{T}^{*}|$ $a$ is strongly normalizable},
$\mathrm{S}\mathrm{N}^{arrow}=$ { $s(a_{0})\cdots(a_{n})\in \mathrm{T}^{*}|s\in \mathrm{A}\mathrm{r}(\mathscr{F}_{G}^{*}),$ $n\in \mathbb{N}$ and $a_{0}$ , $\ldots$ , $a_{n}\in \mathrm{S}\mathrm{N}$ },
and that $\nu(a)$ is the length of a longest reduction path starting from a
member $a$ of $\mathrm{S}\mathrm{N}$ . To show the equality SN $=\mathrm{T}^{*}$ , we still need to consider
a restricted version of the reduction, under which we are allowed to reduce
the redex only in the head position. Specifically, we define a reduction $\sim_{h}$
as the smallest relation satisfying the same axioms as $\sim$ and the following
rules:
$\frac{\forall c,da\neq(c,.d)a\wedge\sim_{h}b}{\mathrm{p}(a)\sim\cdot,h\mathrm{P}(b)}$ $\frac{\forall c,da\neq(c,d)a\sim_{h}b}{\mathrm{q}(a)\sim*_{h}\mathrm{q}(b)}$
$\frac{\forall c,da\neq(c,d)a\sim_{h}b}{\mathrm{e}\mathrm{v}(a)\sim_{h}\mathrm{e}\mathrm{v}(b)}$ $\frac{b\neq*b\wedge\sim_{h}c}{(*[searrow] a)(b)\sim_{h}(*[searrow] a)(c)}$
$\frac{a\sim\theta hb}{a(c)\sim_{h}b(c)}$
Under these preparations, we can now demonstrate our proof of strong nor-
malizability.
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Lem ma 1. (i) ry $s\backslash \sim_{h}t_{1}$ and $s\sim\sim t_{2}$ , then there exists a term $t_{3}$ such that
$t_{1}\sim^{*}t_{3}$ and $t_{2}\simarrow^{=}t_{3}h$ .
(ii) If $s\sim_{h}t$ $t$ here $s\in 8\mathrm{N}^{arrow}and$ $t\in \mathrm{S}\mathrm{N}$ , then $s\in \mathrm{S}\mathrm{N}$ .
Proof. (I) We show the statement by induction on the structure of $s$ , and
distinguish cases on the generation of $s\sim_{h}$ $t_{1}$ . We study some principal
cases below, in which we do not study the case where $t_{1}=t_{2}$ since we can
adopt itself as $t_{3}$ :
Case 1: Suppose $\mathrm{p}(a, b)\sim_{h}a$ . Then a possible form, except $a$ , of $t_{2}$ is either
$\mathrm{p}(\mathrm{a}, b)$ or $\mathrm{p}(\mathrm{a}, b’)$ where $a\sim$ $a’$ and $b\sim$ $b’$ . Thus, we can set $t_{3}=a’$ for the
former an$\mathrm{n}\mathrm{d}t_{3}=a$ for the latter.
Case 2: Suppose { $u$ , $\mathrm{v}\mathrm{i}(\mathrm{a})\sim_{h}(u(a), v(a))$ . Then a possible form, except
$\mathrm{v}\mathrm{i}(\mathrm{a}),$ $\mathrm{w}(\mathrm{a})$ , of $t_{2}$ is either $\langle$$u’,$ $\mathrm{v}\mathrm{i}(\mathrm{a})$ , $\langle u$ , $v’\rangle(a)$ or $\langle u$ , $v\rangle(a’)$ where $u\vee\rangle$ $u’$ ,
$v\sim$ $v’$ and $a\infty$ $a’$ . As for them, we can adopt $(u’(a), v(a))$ , $(u(a), v’(a))$
and ($u(a’),$ $\mathrm{u}(\mathrm{q},\mathrm{q})$ as $t_{3}$ , respectively.
Case 3: Suppose Cur(t)(a) $\sim_{h}t\circ$ $\langle (*[searrow] a)\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle$. Then a possible form,
except $t\circ$ $\langle(*[searrow] a)\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle$ , of $t_{2}$ is either Cur$(t’)(a)$ or Cur(t)(a ) where
$t\vee’ t’$ and $a\vee*a’$ . Thus, we can set $t_{3}=t’\circ\langle$ $(*[searrow] a)\circ \mathrm{O}$ , id ) for the former
and $t_{3}=t\circ\langle$ $(*[searrow] a’)\circ \mathrm{O}$ , id $\rangle$ for the latter.
Case 4: Suppose $\mathrm{p}(a)\sim\backslash >_{h\mathrm{p}(b_{1})}$ where $a$ is not a pair and $a\sim_{h}$ $b_{1}$ . Then a
possible form, except $\mathrm{p}(b_{1})\}$ of $t_{2}$ is $\mathrm{p}(b_{2})$ where $a\sim$ $b_{2}\neq b_{1}$ . Here, whether
$b_{1}$ is of the form $(c, d)$ or not, we know that $b_{2}$ is not in the form of pair;
indeed, it is unable to reduce $a$ to a pair by $\sim$ when $a’\mu_{h}(c, d)$ and to a pair
other than $(c, d)$ when $a\sim\sim\rangle$$h(c, d)$ . Thus, applying the induction hypothesis,
we can find a term $b_{3}$ such that $b_{1}\sim\cdot>^{*}b_{3}$ and $b_{2}\sim h=b_{3}$ . Therefore we can
set $t_{3}=\mathrm{p}(\mathrm{a}’$ ,
Case 5: Suppose $(*[searrow] a)(b)\sim_{h}$ $(*[searrow] a)(\mathrm{c}_{1})$ where $b\wedge\sim_{h}c_{1}$ . Then a possible
form, except $(*[searrow] a)(c_{1})$ , of $t_{2}$ is either $(*[searrow] a’)(b)$ or $(*[searrow] \mathrm{a})(02)$ where
$a\sim$ $a’$ and $brightarrow c_{2}\neq c_{1}$ . The former case does not yield any difficulty;
indeed, we can set $t_{3}=(*[searrow] a’)(c_{1})$ . In the latter case, even if $c_{1}\neq*$ , we
know that $c_{2}\neq*$ ; indeed, it is unable to have $b\sim$ $*$ when $b*_{h}*$ . Thus,
applying the induction hypothesis, we can find a term $c_{3}$ such that $c_{1}\sim^{*}c_{3}$
and $c_{2}\sim_{h}^{=}c_{3}$ . Therefore we can set $t_{3}=(*[searrow] a)(c_{3})$ .
Case 6: Suppose $u(a)\sim_{h}v_{1}(a)$ where $u\sim_{h}v_{1}$ . Then a possible form,
except $v_{1}(a)$ , of $t_{2}$ is either $v_{2}(a)$ or $u(a’)$ where $u\sim\sim v_{2}\neq v_{1}$ and $a\simarrow a’$ . In
the former case, applying the induction hypothesis, we can find a term $v_{3}$
such that $v_{1}\wedge\sim^{*}v_{3}$ and $v_{2}\sim\cdot,v_{3}h;=$ thus we can set $t_{3}=\mathrm{v}\mathrm{i}(\mathrm{a})$ . In the latter
case, we can set $t_{3}=v_{1}(a^{l})$ .
(ii) Note that, from the assumption, we may describe $s=\mathrm{p}(\mathrm{a})\cdots$ (an) for
some $u\in \mathrm{A}\mathrm{r}(.\mathscr{T}_{G}^{*}),$ $n\in \mathrm{N}$ and $a_{0}$ , $\ldots$ , $a_{n}\in \mathrm{S}\mathrm{N}$ . So we show the statement
by induction on the degree
$\nu(t)+\sum_{i=0}^{n}\nu(a_{i})$
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of the reduction step $s\sim t$ . It suffice to prove that terms, except $t$ , ob-
tained from $s=u(a_{0})\cdots(a_{n})$ by one step reduction on $\sim$ are all strongly
normalizable, and we exhibit proofs of some principal cases in the following:
Case 1: Suppose $\mathrm{e}\mathrm{v}(a, b)(a_{1})\cdots(a_{n})\sim\cdot*_{h}a(b)(a_{1})\cdots(a_{n})$ . Then we obtain
the strong normalizability of $\mathrm{e}\mathrm{v}(a’, 6)(\mathrm{a}\mathrm{i})\cdots$ (an) if $a\wedge\sim a’$ . This is because
degree of the reduction step $\mathrm{e}\mathrm{v}(a’, b)(a_{1})$ $\ldots$ $(a_{n})\sim_{h}a’(b)(a_{1})$ $\ldots$ $(a_{n})$ is
strictly smaller than that of the original one, and we can apply the induction
hypothesis. Analogously, $\mathrm{e}\mathrm{v}(a, b’)(a_{1})$ $\ldots(a_{n})$ and $\mathrm{e}\mathrm{v}(a, b)(a_{1})\cdots(a_{\mathrm{i}}’)$ . - . $(a_{n})$
are both shown to be strongly normalizable if $b\sim$ $b’$ and $a_{i}rightarrow a_{i}’$ .
Case 2: Suppose $(*[searrow] a)(b)(a_{1})\cdots(a_{n})\sim_{h}(*[searrow] a)(b’)(a_{1})\cdots$ (an) where
$b\sim_{h}b’$ . We first concentrate on a reduct of the form $(*[searrow] a)(c)(a_{1})$ $\ldots$ $(a_{n})$
where $b’\vee*c\neq b’$ . In this case, even if $b’\neq*$ , we know that $c\neq*$ , as is
observed in the proof of (I). So (i) guarantees the existence of a term $c’$
such that $c\simarrow^{=}c’h$ and $b’\sim^{*}c’$ . Here, we obtain the strong normalizability
of $(*[searrow] a)(c)(a_{1})$ - . - $(a_{n})$ even though $c\neq c’$ . This is because degree of the
reduction step $(*[searrow] a)(c)$ $(a_{1})\cdots$ $(a_{n})\sim^{\prime-\rangle}h(*[searrow] a)(c’)(a_{1})\cdots(a_{n})$ is strictly
smaller than that of the original one, for which we can apply induction
hypothesis. The other reducts we need to verify are either of the form
$(*[searrow] a’)(b)(a_{1})\cdots$ $(a_{n})$ or $(*[searrow] a)(b)(a_{1})\cdots(a_{i}’)\cdots(a_{n})$ where $a\sim$ $a’$ and
$a_{\mathrm{i}}\sim*a_{i}’$ . Their strong normalizability are obtained straightforwardly by
means of the induction hypothesis. $\square$
The proof of the strong normalizability which we present here uses a no-
thon of computability predicate. For every $[\sigma]^{*}\in \mathrm{O}\mathrm{b}(\mathscr{F}_{G}^{*})$, we define a set
Comp([a]’) by induction on the structure of $\sigma$ , as follows:
Comp([o] $*$ ) $=$ { $a\in[\alpha]^{*}|a$ is strongly normalizable}
Comp([l]*) $=\mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{0}([1]^{*})\mathrm{U}\mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{1}([1]^{*})$
Comp([a $\mathrm{x}$ $\tau]^{*}$ ) $=\mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{0}([\sigma \mathrm{x} \tau]’)\cup \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{1}([\sigma \mathrm{x} \tau]^{*})$
Comp$([\sigmaarrow\tau]^{*})=$ {$a\in[\sigmaarrow\tau]^{*}|\forall b\in$ Comp $([\sigma]^{*})a(b)\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}([\tau]^{*})$ }
$\mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{0}([1]^{*})=\{*\}$
$\mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{1}([1]^{*})=\{a\in \mathrm{S}\mathrm{N}^{arrow 1}$ En $\in \mathrm{N}$ $\exists a_{1}$ , . .. 7 $a_{n}\in \mathrm{S}\mathrm{N}^{arrow}$
$arightarrow_{h}a_{1}\sim_{h}\cdots\sim_{h}a_{n}\sim_{h}*\}$
$\mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{0}([\sigma \mathrm{x} \tau]^{*})=$ { $(a,$ $b)\in$ [a $\mathrm{x}$ $\tau]^{*}|a\in$ Comp$([\sigma]’)$ $b\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}([\tau]^{*})$ }
$\mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{1}([\sigma\cross \tau]’)=$ {a $\in \mathrm{S}\mathrm{N}^{arrow}|\exists n\in \mathrm{M}$ $\exists a_{1}$ , $\ldots$ , $a_{n}\in \mathrm{S}\mathrm{N}^{arrow}$
$\exists b\in$ Comp([a]’) $\exists c\in$ Comp([r]’)
$a\wedge\sim_{h}a_{1}\sim_{h}$
. . . $\sim_{h}$ $a_{nh}\sim\backslash ’(b, c)\}$
Lemma 2. The following hold for every $[\sigma]’\in \mathrm{O}\mathrm{b}\{\mathrm{z}\ovalbox{\tt\small REJECT}_{G}^{*}$):
(i) Comp([a $*$ ) $4$ $.
(ii) ij $a\in$ Comp$([\sigma]’)$ , then $a\in \mathrm{S}\mathrm{N}$ .
(iii) If $a\sim_{h}b$ where $a\in 8\mathrm{N}^{\prec}and$ $b\in$ Comp([a]’), then $a\in$ Comp([a]’).
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Proof, We simultaneously verify all of the statements above by induction on
the structure of $\sigma$ :
(i) Suppose a is of the form $\tauarrow v$ . Then we can find a member $c\in$
Com $\mathrm{p}([v]^{*})$ by the induction hypothesis of (i), and
$((*[searrow] c)\circ 0)(b)\sim fh$ $(*[searrow] c)(\mathrm{O}(b))$
$\sim_{h}$ $(*[searrow] c)(*)$
$\sim\cdot*_{h}c$
holds for every $b\in$ Comp([r]’). Thus, applying the induction hypotheses
of (ii) and (Hi), we obtain $((*[searrow] c)\circ \mathrm{d})(\mathrm{b})\in$ Comp([v]’). As a result, we
conclude $(*[searrow] c)\circ \mathrm{O}\in$ Comp([r $arrow v]^{*}$ ). Proofs for the other cases are
immediate, which we omit.
(ii) If $\sigma$ is a type constant other than 1, then the statement is clear from the
definition. So we confirm the other cases below:
Case 1: Suppose $a=(b, c)\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{0}([\tau \mathrm{x} v]’)$ , which entails $b\in$ Comp([r]*)
and $c\in$ Comp([v]’). Then $b$ , $c\in 8\mathrm{N}$ , and so $(b, c)\in \mathrm{S}\mathrm{N}$, follows by the
induction hypothesis of (ii).
Case 2: Suppose $a\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{1}([\tau \mathrm{x} v]’)$; that is,
$a\sim\Leftrightarrow ha_{1}\sim\backslash *_{h}\cdot$ . . $\sim_{h}a_{nh}\sim\sim\rangle$ $(b, c)$
for some $a_{1}$ , $\ldots$ , $a_{n}\in \mathrm{S}\mathrm{N}^{arrow}$ , $b\in$ Camp([r]’) and $c\in$ Comp([v]*). Then we
obtain $(b, c)\in$ SN as the preceding case. Thus consecutive applications of
Lemma 1 (ii) completes the proof of this case. We can also verify the case
where $a\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{1}([1]^{*})$ likewise.
Case 3: Suppose $a\in$ Comp([r $arrow v]^{*}$ ). By virtue of the induction hypothesis
of (i), we can find at least one element, say $b$ , in Comp([r]’). Thus $a(b)\in$
Comp([v]’), from which $a(b)\in$ SN follows by induction hypothesis of (ii).
This entails $a\in \mathrm{S}\mathrm{N}$.
(iii) Suppose $b\in$ Comp([r $arrow v]’$ ) and $c\in$ Comp([r]’). Then $\mathrm{a}\{\mathrm{c})\sim_{h}\mathrm{b}(\mathrm{c})$
and $b(c)\in$ Comp([v]’) are clear from the defin ition. Here $a(c)\in \mathrm{S}\mathrm{N}^{arrow}$ holds
because $c\in$ SN by induction hypothesis of (ii). Thus $a(c)$ CE Comp([v]’) by
induction hypothesis of (iii). So we conclude $a\in$ Comp([r $arrow v]^{*}$ ). The other
cases are ensured by Lemma 1 (ii) and the definition of the computability
predicate. $\square$
Lemma 3. (i) ij a $\in[\sigma]^{*}$ , then a $\in$ Comp([a]’).
(ii) ij $s\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}*([\sigma]’, [\tau]^{*})$ , then $s$ $\in$ Comp$([\sigmaarrow\tau]^{*})$ .
$Proa/$. By simultaneous induction on the generation of $a$ and $s$ . It is straight-
forward to confirm (i). Especially, the case where it is a member of an
exponential as an arrow of $\mathscr{F}_{G}^{*}$ is ensured by the induction hypothesis of
(ii). Considering the case where $a(b)\in[\tau]^{*}$ is induced from $a\in[\sigmaarrow\tau]^{*}$
and $b\in[\sigma]^{*}$ , we obtain $a(b)\in$ Comp([r]’) by induction hypothesis and the
definition of the computability predicate.
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We then study (ii). As an exemplification concer ing base cases, we
concentrate on the case where $s=$ ev as an arrow from $[(\tauarrow\sigma)\mathrm{x} \tau]^{*}$ to
$[\sigma]^{*}$ . We Jet $b\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}_{1}$ $([(\tauarrow\sigma)\mathrm{x} \tau]^{*})$ . Then we have a reduction sequence
$\mathrm{e}\mathrm{v}(b)\wedge\sim_{h}\cdots\sim_{h}\mathrm{e}\mathrm{v}(c, d)\sim_{h}c(d)$
for some $c\in$ Comp([r $arrow\sigma]^{*}$ ) and $d\in$ Comp([r]’). Here note that all
term $\mathrm{s}$ appearing in this sequence belong to $8\mathrm{N}^{arrow}$ by Lemma 2 (ii) and that
$c(d)\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}([\sigma]^{*})$ follows from the definition of the computability predicate.
Thus we obtain $\mathrm{e}\mathrm{v}(6)\in$ Comp([a]’) by means of Lemma 2 (iii). Likewise,
$\mathrm{e}\mathrm{v}(c, d)\in$ Comp([a]’) holds for every $(c, d)\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}\mathrm{O}([(\mathrm{r}arrow\sigma)\mathrm{x} \tau]^{*})$ . As a
consequence, we obtain
ev $\in$ Comp([(r $arrow\sigma$) $\mathrm{x}$ $\tauarrow\sigma]^{*}$ ).
Turning our attention to compound terms, we consider the case where $s=$
Cur(#) as an arrow from $[\sigma]^{*}$ to $[\tauarrow v]^{*}$ . We let $b\in$ Comp([a]’) and
$c\in$ Camp([r]’). Then we have
Cur{t)(6)(c) $\sim_{h}(t\circ\langle(*[searrow] b)\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle)(c)$
$\sim\cdot*_{h}t(\langle(*[searrow] b)\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle(c))$ .
Here we know $((*[searrow] b)\circ 0)(c)\in$ Comp([a]’) by applying Lemma 2 (iii) to
the reduction sequence
$((*[searrow] b)\circ 0)(c)\vee*h$ $(*[searrow] b)(\mathrm{O}(c))$
$\wedge\sim h$ $(*[searrow] b)(*)$
$\infty_{h}b$ ,
and $\mathrm{i}\mathrm{d}(c)\in$ Comp$([\tau]^{*})$ likewise. So $\langle(*[searrow] b)\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle(c)\in \mathrm{C}\mathrm{o}\mathrm{m}\mathrm{p}\langle[\sigma \mathrm{x}\tau]’)$
follows, and hence $t(\langle(*[searrow] b)\circ 0)$ , $\mathrm{i}\mathrm{d}\}(c))\in$ Camp $([v]^{*})$ by the definition
of the computability predicate and the induction hypothesis of (ii). This
together with Lemma 2 (iii) implies $\mathrm{C}\mathrm{u}\mathrm{r}\{t$) $(b)(c)$ $\in$ Comp([v]
$*$ ). This is the
reason why
Cur(t) $\in$ Comp([r $arrow\tauarrow v]^{*}$ ).
Proofs for the other cases are similar which we omit. $\square$
Combining Lemma 2 (ii) and Lemma 3 (i), we now obtain the strong nor-
malizability which we expected. Accordingly, it follows from the discussion
presented here that every $a\in \mathrm{T}$’ has unique normal form in $\mathrm{T}$ , for which
we write $[a]_{\mathrm{N}}$ .
Theorem 4. If a $\in \mathrm{T}_{f}^{*}$ then a $\in \mathrm{S}\mathrm{N}$ .
Next we introduce an equality $\sim$ among the elements of $\mathrm{T}$ so as to make
the graph $\mathscr{F}\mathscr{F}_{G}$ a free semi-ccc which we expect. It is defined to be the
smallest equivalence relation satisfying
(13) ev $\circ\langle(*[searrow] a)\circ \mathrm{O},$ $\mathrm{i}\mathrm{d}\}\sim a$ ,
(14) $s\circ(*[searrow] a)\sim*[searrow][s(a)]_{\mathrm{N})}$
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as well as the following axioms and rules of semi-ccc:
$\mathrm{i}\mathrm{d}$ $\circ s\sim s$ , $s\circ$ id $\sim s$ ,
$(s\circ t)\circ u\sim s\circ(t\circ u)$ , $\langle s, t\rangle\circ u\sim\langle s\circ u, t\circ u\rangle$ ,
$\mathrm{p}\circ\langle s, t\rangle\sim s$ , $\mathrm{q}\circ\langle s, t\rangle\sim t$ ,
ev $\circ$ (Cur(t) $\circ u$ , $v\rangle$ - $t\circ\langle u, v\rangle$ , $\mathrm{C}\mathrm{u}\mathrm{r}(s)\circ t\sim \mathrm{C}\mathrm{u}\mathrm{r}(s\circ\langle t\circ \mathrm{p}, \mathrm{q}\rangle)$ ,
$\frac{a\sim b}{(a_{\mathrm{t}}c)\sim(b,c)}$ $\frac{a\sim b}{(c,a)\sim(c,b)}$
$s\sim t$ $s\sim t$
$s\circ u\sim t\circ u$ $u\circ s\sim u\circ t$
$\langle s, u\rangle\sim\langle t, u\rangle s\sim t$ $\frac{s\sim t}{\langle u,s\rangle\sim\langle u,t\rangle}$
$\frac{s\sim t}{\mathrm{C}\mathrm{u}\mathrm{r}(s)\sim \mathrm{C}\mathrm{u}\mathrm{r}(t)}$ $*[searrow] a\sim*[searrow] ba\sim b$
As usual, we are to model A-terms as arrows of our introducing semi-
ccc. Thus, from the viewpoint of our main purpose to discard the weak-
extensionality from our semantics, it is essential that extensionality of the
application of arrows is not established modulo the equality $\sim$ . To ensure
it, we need allow the existence of $s$ , $t$ $\in \mathrm{A}\mathrm{r}(\mathscr{F}_{G})$ such that $[s(a)]_{\mathrm{N}}\sim[\mathrm{s}(\mathrm{a})]\mathrm{N}$
holds whereas $s \oint t$ . In this respect, we require the equality of ccc under
the equality of extensional collapse. Indeed, incorporating (13) allows us to
identify [Cur(ev)(a)JN and $[\mathrm{i}\mathrm{d}(a)]_{\mathrm{N}}$ for every $a$ . We also adopt (14) in our
definition, which implies the well-definedness of the application of arrows
modulo the equality $\sim$ .
Lernma 5. For every s, t $\in \mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [\tau])$ and a, b $\in[\sigma]_{f}[s(a)]_{\mathrm{N}}\sim[t(b)]_{\mathrm{N}}$
follows whenever s $\sim t$ and a $\sim b$ .
Proof. By induction on the number $\nu(s(a))+\nu(t(b))$ . We distinguish cases
on the generation of $s\sim t$ :
Case 1: Suppose $s=$ id $\circ u$ and $t=u$. Then we have $\mathrm{v}\{\mathrm{u}\{\mathrm{a}$ )) $<\mathrm{v}\{\mathrm{s}\{\mathrm{a}$ )) since
$\mathrm{s}(\mathrm{a})rightarrow^{+}\mathrm{s}(\mathrm{a})$ , so that $[s(a)]_{\mathrm{N}}=[\mathrm{s}(\mathrm{a})]\mathrm{N}\sim[u(b)]_{\mathrm{N}}$ follows by the induction
hypothesis.
Case 2: Suppose $s=u\circ(v\circ w)$ and $t=(u\circ v)\circ \mathrm{u}$ . Then we have
$\nu(w(a))<\nu(s(a))$ and $\nu(w(b))<\nu(t(b))$
because $s(a)\sim\sim^{+}u(v(w(a)))$ and $t(b)\sim^{+}u(v(w(b)))$ . Therefore we ob-
tain $[w(a)]_{\mathrm{N}}\sim[\mathrm{w}(6)]\mathrm{n}$ by induction hypothesis. Furthermore this implies
$[v([w(a)]_{\mathrm{N}})]_{\mathrm{N}}\sim[v([w(b)]_{\mathrm{N}})]_{\mathrm{N}}$ by induction hypothesis, so that
$[v(w(a))]_{\mathrm{N}}\sim[v(w(a))]_{\mathrm{N}}$ .
This is because we have $\nu(v([w(a)]_{\mathrm{N}}))<\nu(s(a))$ from $s(a)\sim^{+}u(v([w(a)]_{\mathrm{N}}))$ ,
and $\nu(v([w(b)]_{\mathrm{N}}))<\mathrm{v}(\mathrm{t}(\mathrm{b}))$ likewise. By applying the same discussio $\mathrm{n}$
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again, we obtain $[u([v(w(a))]_{\mathrm{N}})]_{\mathrm{N}}\sim[u([v(w(b))]_{\mathrm{N}})]_{\mathrm{N}}$ arrd conclude $[s(a)]_{\mathrm{N}}\sim$
$[t(b)]_{\mathrm{N}}$ .
Case 3: Suppose $s=\langle u, v\rangle\circ w$ and $t=\langle u\circ w$ , $v\circ w$). Then we have
$\mathrm{v}\{\mathrm{w}\{\mathrm{a}$)) $<\iota$’ $(s(a))$ and $\nu(w(b))<\nu(t(b))$
because $s(a)\sim^{+}(u(w(a)), v(w(a)))$ and $t(b)\infty^{+}(u(w(b)), v(w(b)))$ . There-
fore we obtain $[w(a)]_{\mathrm{N}}\sim[w(b)]_{\mathrm{N}}$ by induction hypothesis. Furthermore this
implies $[u([w(a)]_{\mathrm{N}})]_{\mathrm{N}}\sim[u([w(b)]_{\mathrm{N}})]_{\mathrm{N}}$ by induction hypothesis, so that
$[u(w(a))]_{\mathrm{N}}\sim[u(w(b))]_{\mathrm{N}}$
follows. This is because we have $\nu(u([w(a)]_{\mathrm{N}}))<\nu(s(a))$ from $s(a)\sim^{+}$
$(u([w(a)]_{\mathrm{N}}), v([w(a)]_{\mathrm{N}}))$ , artd $\nu(u([w(b)]_{\mathrm{N}}))<\mathrm{v}\{\mathrm{t}\{\mathrm{b}$ )) likew $\mathrm{i}\mathrm{s}\mathrm{e}$. We can also
verify $[v(w(a))]_{\mathrm{N}}\sim[v(w(b))]_{\mathrm{N}}$ by the sam $\mathrm{e}$ discussion. Hence we obtain
$([u(w(a))]_{\mathrm{N}}, [v(w(a))]_{\mathrm{N}})\sim([u(w(b))]_{\mathrm{N}_{3}}[v(w(b))]_{\mathrm{N}})$ , and conclude $[s(a)]_{\mathrm{N}}\sim$
$[t(b)]_{\mathrm{N}}$ .
Case 4: Suppose $s=\mathrm{p}\circ\langle u, v\rangle$ and $t=u$ . Then we have $\nu(u(a))<\nu(s(a))$
since $s(a)\sim*+\mathrm{s}(\mathrm{a})$ , so that $[s(a)]_{\mathrm{N}}=[u(a)]_{\mathrm{N}}\sim[u(b)]_{\mathrm{N}}$ follows by the
induction hypothesis.
Case 5: Suppose $s=$ ev $\circ$ (Cur(w) $\circ \mathrm{p}_{)}\mathrm{q}\rangle$ and $t$ $=u\circ\langle \mathrm{p}, \mathrm{q}\rangle$ . Then we have
$\nu(\mathrm{p}(a))<\nu(s(a))$ and $\nu(\mathrm{p}(b))<\mathrm{v}\{\mathrm{t}\{\mathrm{b}$ )) because $s(a)\sim \mathrm{v}\{+\mathrm{w}\{\mathrm{a}$ )) $\mathrm{s}(\mathrm{a})$ and
$t(b)\sim*+u(\mathrm{p}(b), \mathrm{q}(b))$ . Therefore we obtain $[\mathrm{p}(a)]_{\mathrm{N}}\sim[\mathrm{p}(b)]_{\mathrm{N}}$ by induction
hypothesis. Likewise, we also obtain [$\mathrm{q}(\mathrm{a})\mathrm{J}\mathrm{N}\sim[\mathrm{q}(6)]\mathrm{N})$ from which
$[(\mathrm{p}(a), \mathrm{q}(a))]_{\mathrm{N}}\sim[(\mathrm{p}(b), \mathrm{q}(b))]_{\mathrm{N}}$
follows immediately. This implies $[u([(\mathrm{p}(a), \mathrm{q}(a))]_{\mathrm{N}})]_{\mathrm{N}}\sim[u([(\mathrm{p}(b), \mathrm{q}(b))]_{\mathrm{N}})]_{\mathrm{N}}$
by induction hypothesis, so that
$[u(\mathrm{p}(a), \mathrm{q}(a))]_{\mathrm{N}}\sim[u(\mathrm{p}(b), \mathrm{q}(b))]_{\mathrm{N}}$
follows. This is because we have $\nu(u([(\mathrm{p}(a), \mathrm{q}(a))]_{\mathrm{N}}))<\nu(s(a))$ from $s(a)\sim+$
$u([(\mathrm{p}(a), \mathrm{q}(a))]_{\mathrm{N}})$ , and $\nu(u([(\mathrm{p}(b), \mathrm{q}(b))]_{\mathrm{N}}))<\nu(t(b))$ likewise. Therefore we
conclude $[s(a)]_{\mathrm{N}}\sim[t(b)]_{\mathrm{N}}$ .
Case 6: Suppose $s=$ Cur(u) $\circ v$ and $t=$ Cur(uo $( \mathrm{p}, \mathrm{q}\rangle)$ . Then the equation
is shown by
$[s(a)]_{\mathrm{N}}=u\circ\langle(*[searrow][v(a)]_{\mathrm{N}})\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle$
$\sim u\circ\langle(v\circ(*[searrow] a))\circ \mathrm{O}$ , $\mathrm{i}\mathrm{d}\}$
$\sim(u\circ\langle v\circ \mathrm{p}, \mathrm{q}\rangle)\circ\langle(*[searrow] b)\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle$
$=[t(b)]_{\mathrm{N}}$ .
Case 7: Suppose $s=u\circ(*[searrow] c)$ and $t=*[searrow][u(c)]_{\mathrm{N}}$ , which inevitably entails
that $a=b=*$ . Hence we obtain $[s(a)]_{\mathrm{N}}=[u(c)]_{\mathrm{N}}=[t(b)]_{\mathrm{N}}$ .
Case 8: Suppose $s=t$ . Then we further distinguish cases on the structure
of the arrow. Here we concentrate on the case where $s=t=\mathrm{e}\mathrm{v}$ . Without
loss of generality, we may assume that $a=(u_{2}c)$ and $b=(v, d)$ for some
$u$ , $v$ , $c$ , $d\in \mathrm{T}$ such that $u\sim v$ and $c\sim d$ , for which $\nu(u(c))<\nu(s(a))$
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and $\nu(v(d))<\nu(t(b))$ is clear. Therefore we obtain $[u(c)]_{\mathrm{N}}\sim[v(d)]_{\mathrm{N}}$ by
induction hypothesis, so that $[s(a)]_{\mathrm{N}}\sim[t(b)]_{\mathrm{N}}$ . Proofs for the other cases
are easier, which we omit.
Case 9: Suppose $s=u\circ v$ and $t=u\circ w$ where $v\sim w$ . Then we have
$\nu(v(a))<\nu(s(a))$ and $\mathrm{v}(\mathrm{t}(\mathrm{b}))<\nu(t(b))$ because $s(a)\sim+u(v(a))$ and
$t(b)\sim^{+}u(w(b))$ . Therefore we obtain
$[v(a)]_{\mathrm{N}}\sim[w(b)]_{\mathrm{N}}$
by induction hypothesis. This further implies $[u([v(a)]_{\mathrm{N}})]_{\mathrm{N}}\sim[u([w(b)]_{\mathrm{N}})]_{\mathrm{N}}$
by induction hypothesis, so that
$[u(v(a))]_{\mathrm{N}}\sim[u(w(b))]_{\mathrm{N}}$ .
This is because we have $\nu(u([v(a)]_{\mathrm{N}}))<\nu(s(a))$ from $s(a)rightarrow^{+}u([v(a)]_{\mathrm{N}})$ ,
and $\nu(u([w(b)]_{\mathrm{N}}))<\nu(t(b))$ likewise. Hence we obtain $[s(a)]_{\mathrm{N}}\sim[t(b)]_{\mathrm{N}}$ . El
Under these preparations, we now present a sem i-ccc naively by identify-
ing all of the components of the graph $\mathscr{F}_{G}$ modulo the equality $\sim$ . Indeed,
we denoting the semi-ccc by $\mathscr{F}_{C}$ , its objects are exactly quotient sets of ob-
jects of $\mathscr{F}_{G}$ by the equality $\sim$ ; that is, letting $[\sigma]^{\mathrm{c}}$ be $[\sigma]/\sim$ for each simple
type $\sigma$ , we define
$\mathrm{O}\mathrm{b}(\mathscr{F}_{C})=$ { $[\sigma]^{\mathrm{c}}|\sigma$ is a simple type}.
Am ong such objects, we can find the operations of semi-ccc naturally. Actu-
ally, we may adopt $[1]^{\mathrm{c}}$ as a terminal object, and define a cartesian product
$\mathrm{x}$ and an exponential $\Rightarrow$ by
$[\sigma]^{\mathrm{c}}\mathrm{x}$ $[\tau]^{\mathrm{c}}=[\sigma \mathrm{x} \tau]^{\mathrm{c}}$
$[\sigma]^{\mathrm{c}}\Rightarrow[\tau]^{\mathrm{c}}=[\sigmaarrow\tau]^{\mathrm{c}}$
for each simple type $\sigma$, $\tau$ . We also identify arrovs modulo the equality $\sim$ }
and define
$\mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{C}}([\sigma]^{\mathrm{c}}, [\tau]^{\mathrm{c}})=\mathrm{H}\mathrm{o}\mathrm{m}_{\mathscr{T}_{G}}([\sigma], [\tau])/\sim$
for each simple type $\sigma$, $\tau$ . Note that this set coincides with the exponential
$[\sigma]^{\mathrm{c}}\Rightarrow[\mathrm{r}]\mathrm{c}$ . Among the equivalence classes so obtained, we then naively
consider the same operations as those on T. For example, letting $\mathrm{s}$, $\underline{t}$ and
$\underline{a}$ be equivalence classes, we define $\underline{s}\circ\underline{t}$ and $*[searrow]\underline{a}$ to be the equivalence
classes containing $s\circ t$ and $*[searrow] a$ , respectively. To make the presentation
less cumbersome, we notationally identify elements of $\mathrm{T}$ with equivalence
classes containing them by following the ordinary conve tion.
4. THE MODEL
Based on the category $\mathscr{F}_{C}$ , we are to demonstrate our model of simply
typed A-calculus in which a restraint concerning the weak-extensionality
property of term-interpretation is established. It is accomplished by two
frameworks of interpretation
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The first one is given naively by following the usual discussion of cate
gorical semantics, which comes out to give a certain fine viewpoint of inter-
pretation. Here we $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ its presentation with some proofs so as to confirm
that it is enough to satisfy (10) even if the equality of arrows in $\mathscr{F}_{C}$ is now
strictly weaker than that of the ordinary discussion of categorical semantics
based on cartesian closed category, such as [5, Chapter 3] and [2, Chapter
8]. We note that this sort of presentation based on weakening the equality
of cartesian closed category can be also found in some literatures, such as
[4] and [6], which might be indispensable to our present purpose.
Our definition of term-interpretation is given as usual. Actually, we con-
sider a categorical version of interpretation of a A-term $M$ of type $\sigma$ , which
is relative to finite sequence $\Delta=x_{1}^{\sigma_{1}}$ , $\ldots$ , $x_{n}^{\sigma_{n}}$ of variables which contains all
$\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ ariables in $M$ and the components of which are distinct each other. For
this sequence, we define an object $\mathrm{x}$ $(\Delta)$ of $\mathscr{F}_{C}$ by the following induction:
$\mathrm{x}$ $(\Delta)=\{$
$[1]^{\mathrm{c}}$ if $n=0$,
$\mathrm{x}$ $(\Sigma)\mathrm{x}$ $[\sigma_{n}]^{\mathrm{c}}$ if $n\neq 0$ and $\Sigma=x_{1}^{\sigma_{1}}$ , . . . , $x_{n-1}^{\sigma_{n}-1}$ .
We then associate an arrow $\mathrm{I}M]_{\Delta}$ from $\mathrm{x}$ $(\Delta)$ to $[\sigma]^{\mathrm{c}}$ as an interpretation of
$M$ with respect to $\Delta$ . This is defined by induction on the structure of $M$ ,
as follows:
$[x^{\sigma}]_{\Delta}=$ Proj $i\Delta$ if $x^{\sigma}$ is the $\mathrm{i}$ element of $\Delta$ ,
$[\mathrm{f}\mathrm{s}\mathrm{t}(M)]_{\Delta}=\mathrm{p}\circ[M]_{\Delta}$ ,
$[\mathrm{s}\mathrm{n}\mathrm{d}(M)]_{\Delta}=\mathrm{q}\circ[M]_{\Delta}$,
$[(M, N)]_{\Delta}=\langle[M]_{\Delta}, [N]_{\Delta}\rangle$ ,
$[MN]$ a $=$ ev $\circ\langle[M]_{\Delta^{\gamma}}[N]_{\Delta}\rangle$ ,
$\mathrm{I}\lambda x^{\sigma}$ . $M]_{\Delta}=$ Cur$([M[x’:=y^{\sigma}]]_{\Delta,y^{\sigma}})$ where $y^{\sigma}$ is fresh.
Here, by the expression Proj $i\Delta$ we denote the arrow, called a generalised
projection, inductively defined by
Proj $i\Delta$ $=$ $\{$
$\mathrm{q}$ if $i=n_{7}$
Proj $i\Sigma_{\circ \mathrm{p}}$ if $i$ $\neq n$ and $\Sigma=x_{1}^{\sigma_{1}}$ , . . . , $x_{n-1}^{\sigma_{n-1}}$ .
For each $\mathrm{i}\in\{1, \ldots, n-1\}$ , we write $\Delta_{i}$ for the sequence obtained by ex-
chamging $\mathrm{i}$ and $\mathrm{i}+1$ elements in $\Delta$ , namely, $\Delta_{i}=x_{1}^{\sigma_{1}},$ $\ldots$ , $x_{i+1}^{\sigma_{i+1}},$ $x_{\mathrm{i}}^{\sigma_{\dot{\tau}}},$ $\ldots$ , $x_{n}^{\sigma_{n}}$ ,
and define an arrow $\mathrm{P}\mathrm{e}\mathrm{r}\mathrm{m}_{i}^{\Delta}$ from $\mathrm{x}$ $(\Delta)$ to $\mathrm{x}(\Delta_{i})$ by
Perm $i\Delta=\{$
$\langle\langle \mathrm{p}\circ \mathrm{p}, \mathrm{q}\rangle, \mathrm{q}\circ \mathrm{p}\rangle$ if $i=n$ $-1$ ,
Perm $i\Sigma\circ \mathrm{p},$ $\mathrm{q}\rangle$ if $i\neq n-1$ and $\Sigma=x_{1}^{\sigma_{1}}$ , . .. 2 $x_{n-1}$ .On-l
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This arrow is called a permutation. Among these general projections$\mathrm{n}\mathrm{s}$ and
permutations, the equations below hold:
(15) Proj $i\Delta=\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{j}_{i+1}^{\Delta_{i}}\circ$ Perm $\mathrm{i}\Delta$ ,
(15) Proj $\mathrm{i}+1\Delta=$ Proj $i\Delta_{i\circ}$ Perm $i\Delta$ ,
(17) Proj $j\Delta=$ Proj $j\Delta{}^{\dot{\mathrm{t}}}\circ$ Per$\mathrm{m}:\Delta$
where $j$ equals neither $i$ nor $i+1$ . These play a role to compensate the
difference among interpretations caused by a choice of finite sequence, which
underlies the proofof Lemma 8 (i) saying the invariance of the interpretation
under 75-equality.
Lemma 6. (i) $[M]_{\Delta}=[M]_{\Delta_{i}}\circ$ Perm $i\Delta$ .
(ii) ij $x^{\sigma}$ is not free in $M$ and $\Delta$ , then $[M]_{\Delta,x^{\sigma}}=[M]_{\Delta}\circ \mathrm{p}$ .
Proof (i) By induction on the structure of $M$. If $M$ is a variable, then
the equality to show turns out to be either of those listed in (15)-(17). If
$M\equiv\lambda x^{\sigma}.N$ , then we have
$:\lambda x^{\sigma}.N]_{\Delta}=\mathrm{C}\mathrm{u}\mathrm{r}([N[x^{\sigma}:=y^{\sigma}]]_{\Delta,y^{\sigma}})$
$=\mathrm{C}\mathrm{u}\mathrm{r}$( $[N[x^{\sigma}:=y^{\sigma}]]_{\Delta_{i_{7}}y^{\sigma}}\circ$ Perm $\mathrm{z}.\Delta,y^{\sigma}$ ) by 1-.h.
$=\mathrm{C}\mathrm{u}\mathrm{r}(\mathrm{I}N[x^{\sigma}:=y^{\sigma}]]_{\Delta_{i},y^{\sigma}}\circ$ (Perm $\dot{\mathrm{z}}\Delta_{\circ \mathrm{p},\mathrm{q}\rangle)}$
$=[\lambda x^{\sigma}.N]_{\Delta_{i}}\circ$ Perm $\mathrm{i}\Delta$ .
Proofs for the other cases concerning pairing and application are easier,
which we omit.
(ii) By induction on the structure of $M$ . As (i), we concentrate our attention
on the cases of (Var) and (Abs): Suppose $M\equiv x_{\mathrm{i}}^{\sigma_{i}}$ , namely, the $\mathrm{i}$ element
of A. Then $[x_{i}^{\sigma_{\mathrm{i}}}]_{\Delta,x^{\sigma}}=$ Proj $i\Delta,x^{\sigma}=$ Proj $i\Delta_{\circ \mathrm{p}}=[x_{\mathrm{i}}^{\sigma_{\mathrm{i}}}]_{\Delta}\circ \mathrm{p}$. If $M\equiv\lambda y^{\tau}.N$ ,
then we have
$[\lambda y^{\tau}.N]_{\Delta,x^{\sigma}}=$ Cur$([N[y^{\tau}:=z^{\tau}]]_{\Delta,x^{\sigma},z^{\tau}})$
$=$ Cur( $[N[y^{\tau}:=z^{\tau}]]_{\Delta,z^{\tau},x^{\sigma}}\circ$ Perm $n\Delta x_{1}^{\sigma},z^{\tau}\dotplus$)by (i)
$=\mathrm{C}\mathrm{u}\mathrm{r}$( $([N[y^{\tau}:=z^{\tau}]]_{\Delta,z^{\tau}}\circ \mathrm{p})\circ$Perm $n\Delta x_{1}^{\sigma},z^{\mathcal{T}}\dotplus$ )by $\mathrm{i}.\mathrm{h}$ .
$=$ Cur$([N[y^{\tau}:=z^{\tau}]]_{\Delta,z^{\tau}}\circ\langle \mathrm{p}\circ \mathrm{p}, \mathrm{q}\rangle)$
$=[\lambda y^{\tau}.N]_{\Delta}\circ \mathrm{p}$ .
$\square$
Lemma 7. $[M]_{\Delta,x^{\sigma}}\circ\langle \mathrm{i}\mathrm{d}$ , $[N]_{\Delta})$ $=[M[x^{\sigma}:=N]]_{\Delta}$ .
Proof. By induction on the structure of $M$ . Here we verify the cases of (Var)
and (Abs): Let $M$ be a variable. Then we distinguish cases whether it is $x^{\sigma}$
or not. For the former case, we obtai
$[x^{\sigma}]_{\Delta,x^{\sigma}}\circ\{\mathrm{i}\mathrm{d}_{7}[\mathrm{N}]\mathrm{A})=\mathrm{q}\circ\langle \mathrm{i}\mathrm{d}, [N]_{\Delta}\rangle=[\mathrm{M}]\mathrm{A}$ .
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Assuming the latter, say $M\equiv x_{i}^{\sigma_{i}}$ , we also have
$[x_{\mathrm{i}}^{\sigma_{i}}]_{\Delta,x^{\sigma}}\circ\{\mathrm{i}\mathrm{d},$ $[N]_{\Delta}\rangle=$ Proj $in\circ \mathrm{p}\circ\{\mathrm{i}\mathrm{d},$ $\mathrm{I}N]_{\Delta}\rangle=[x_{i}^{\sigma_{i}}]_{\Delta}$ .
Suppose $M\equiv\lambda y^{\tau}.P$ . Then, no matter whether $y^{\tau}\equiv x^{\sigma}$ or not, we can
show the equality, as follows:
$[\lambda y^{\tau}.P]_{\Delta,x^{\sigma}}\circ\langle \mathrm{i}\mathrm{d}, [N]_{\Delta}\rangle$
$=\mathrm{C}\mathrm{u}\mathrm{r}([P[y^{\tau}:=z^{\tau}]]_{\Delta,x^{\sigma},z^{\tau}})\circ\langle \mathrm{i}\mathrm{d}, \mathrm{I}^{N}]_{\Delta}\rangle$
$=$ Cur $( [y^{\tau}:=z^{\tau}]]_{\Delta,x^{\sigma},z^{\tau}}\circ\langle \langle \mathrm{i}\mathrm{d}, [N]_{\Delta}\rangle\circ \mathrm{p})$ $\mathrm{q}\rangle)$
$=$ Cur( $[P[y^{\tau}$ $:=z^{\tau}]]_{\Delta,x^{\sigma},z^{\tau}}\circ$ (Perm $n+1$ $\circ\langle$ $\mathrm{i}\mathrm{d},$ $[N]_{\Delta}\circ \mathrm{p}\rangle)$ )
$\Delta,z_{)}^{\tau}x^{\sigma}$
$=\mathrm{C}\mathrm{u}\mathrm{r}([P[y^{\tau}:=z^{\tau}]]_{\Delta,z^{\tau},x^{\sigma}}\circ\langle \mathrm{i}\mathrm{d}_{7}[N]_{\Delta}\circ \mathrm{p}\})$ by (i)
$=\mathrm{C}\mathrm{u}\mathrm{r}([P[y^{\tau}:=z^{\tau}]]_{\Delta,z^{\tau},x^{\sigma}}\circ\langle \mathrm{i}\mathrm{d}, [N]_{\Delta,z^{\tau}}\rangle)$ by (ii)
$=\mathrm{C}\mathrm{u}\mathrm{r}([y^{\tau}:=z^{\tau}][x^{\sigma}:=N]]_{\Delta,z^{\tau}})$ by $\mathrm{i}.\mathrm{h}$ .
$=[(\lambda y^{\tau}.F)[x^{\sigma}:=N]]_{\Delta}$ .
Proofs for the other cases are easier, which we omit. $\square$
Lemma 8. $(\mathrm{i})IfM=_{\beta}N$ and $\Delta$ contains all free-variables appearing either
in $M$ or in $N$ , then $[M]_{\Delta}=[N]_{\Delta}$ .
(ii) $[\lambda x^{\sigmaarrow\tau}y^{\sigma}.x^{\sigmaarrow\tau}y^{\sigma}]_{\Delta}\neq[\lambda x^{\sigmaarrow\tau}.x^{\sigmaarrow\tau}]_{\Delta}$ .
(iii) $[\lambda y^{\sigma}.My^{\sigma}]_{\Delta}\neq[M]_{\Delta}$ for every $M$ such that $y^{\sigma}\not\in \mathrm{F}\mathrm{V}(M)$ .
Proof, (i) By induction on the generation of the equality $M=\beta N$ . Espe-
cially, the axiom of $\beta$-equality is shown to be satisfied, as follows:
$[(\lambda x^{\sigma}.M)N]_{\Delta}=$ ev $\circ$ {Cur $([M]_{\Delta,x^{\sigma}})_{:}$ $[N]_{\Delta}\rangle$
$=\mathrm{e}\mathrm{v}\circ$ ( $\langle$ Cur( $[M]_{\Delta,x^{\sigma}})\circ \mathrm{p}$ , $\mathrm{q}\rangle\circ\{\mathrm{i}\mathrm{d}$, $[N]_{\Delta}\rangle$ )
$=([M\mathrm{I}_{\Delta,x^{\sigma}}\circ\langle \mathrm{p}, \mathrm{q}\rangle)\circ\langle \mathrm{i}\mathrm{d}, \mathrm{I}^{N}]_{\Delta}\rangle$
$=[M]_{\Delta,x^{\sigma}}\circ\langle \mathrm{i}\mathrm{d}$ , $[N]_{\Delta}\}$
$=[M[x^{\sigma}:=N]]_{\Delta}$ by Lemma 7
Proofs for the other cases are easier, which we omit.
(ii) We know that the left-hand side is equal to Cur(Cur(ev) $\circ \mathrm{q}$) but on the
other hand the right-hand side is Cur(q).
(iii) We know that the left-hand side is equal to Cur(ev) $\circ[M]_{\Delta}$ , which is
not identical with $[M]_{\Delta}$ under the equality of semi-ccc. $\square$
The foregoing discussion enables us to consider a typed applicative structure




$\mathrm{P}\mathrm{a}\mathrm{i}\mathrm{r}^{\sigma,\tau}(s, t)=\langle s, t\rangle$ ,
$\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}(s, t)=$ ev $\circ\langle s, t\rangle$ .
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Furthermore this together with the following term-interpretation yields a
model of simply typed $\lambda$-calculus:
$\mathrm{I}^{M}\mathrm{I}_{\xi}^{d}=[M]_{\Delta}\circ\xi^{\Delta}$
where, we writin$\mathrm{n}\mathrm{g}\epsilon$ for the empty sequence, $\xi^{\Delta}$ is defined by
$\xi^{\Delta}=\{$
$\mathrm{O}$ if $\Delta=\epsilon$ ,
$\langle\xi^{\Sigma}, \xi(x^{\sigma})\rangle$ if $\Delta=\Sigma$, $x^{\sigma}$ .
The model $\mathscr{A}$ so introduced seems to give a certain fine viewpoint of inter-
pretation. Indeed, concentrating on the conditions for $\eta$-equality, we have
the following evaluation of interpretation:
[$\lambda x^{\sigmaarrow\tau}y^{\sigma}.x^{\sigmaarrow\tau}y\eta_{\xi}^{d}=$ Cur(Cur(ev) $\circ \mathrm{q}$)
[$\lambda x^{\sigmaarrow\tau}.x^{\sigma\prec\tau}\mathrm{J}_{\xi}^{d}=$ Cur(q)
$[\lambda y^{\sigma}.My^{\sigma}\mathrm{I}_{\xi}^{d}=$ Cur(ev) $\circ \mathrm{I}M]_{\Delta}\circ\xi^{\Delta}$
So we know that not only (12) but also (11) is not satisfied in $\mathscr{A}$ . Hence
it seems hard and opaque at least only from this observation whether (8) is
true in $\mathscr{A}$ or not.
This is the main reason why we introduce a new coarse viewpoint of inter-
pretation and a devise to model the syntax of application and free-variables.
In this respect, we are indeed able to find an alter ative at this point, allowed
to consider the typed applicative structure $\mathscr{B}$ $=\langle[\mathrm{I}^{\ovalbox{\tt\small REJECT}}$, Fst, Snd, Pair, App)
whose components are given by
$[\sigma \mathrm{J}^{\ovalbox{\tt\small REJECT}}=[\sigma]^{\mathrm{c}}$ ,
Fst”$\tau(a, b)=a$ ,
$\mathrm{S}\mathrm{n}\mathrm{d}^{\sigma}’$‘$(a, b)=b$,
$\mathrm{P}\mathrm{a}\mathrm{i}\mathrm{r}^{\sigma,\tau}(a, b)=(a, b)$ ,
$\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}(t, a)=[t(a)]_{\mathrm{N}}$ .




$*$ if $\Delta=\epsilon$ ,
$(\xi\Sigma_{7}\xi(x^{\sigma}))$ if $\Delta=\Sigma$ , $x^{\sigma}$ .
The result of evaluating the right-hand side of (18) is independent from the
choice of the sequence $\Delta$ , so that the mapping $\mathrm{I}|$ $\mathrm{I}^{\ovalbox{\tt\small REJECT}}$ is well-defined. This fact
is actually shown by induction on the structure of $M$ ; especially the case
where $M$ is in the form of A-abstraction is ensured by proving the following
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more general equality:
where $n$ is the length of $\Gamma$ . As it is shown in the following theorem, this map-
ping actually satisfies all requirem ents for term-interpretation, and together
with the structure $\mathscr{B}$ comes out to be a model of simply typed A-calculus.
Furthermore, we know that (12) is satisfied in this model.
Theorem 9. The structure $\mathscr{B}$ is a model of simply typed $\lambda$ -calculus in which
(12) is satisfied but (11) is not.
Proof. (1) is clear from the definition since we obtain $\xi_{\Delta}=\beta\Delta$ if we take a se-
quence $\Delta$ such that $\mathrm{F}\mathrm{V}(M)$ $=$ { $x^{\sigma}|x^{\sigma}$ appears in $\Delta$ }. As for the other con-
ditions, we obtain (2) by $[x^{\sigma}\mathrm{J}_{\xi}^{\ovalbox{\tt\small REJECT}}=[[x^{\sigma}]_{x^{\sigma}}(*, \xi(x^{\sigma}))]_{\mathrm{N}}=[\mathrm{q}(*_{7}\xi(x^{\sigma}))]_{\mathrm{N}}=$




$=\mathrm{F}\mathrm{s}\mathrm{t}^{\sigma,\tau}$ $([M\mathrm{I}_{\xi}^{\ovalbox{\tt\small REJECT}})$ .
For (5) and (6), we obtain
$[(M, N)\mathrm{I}_{\xi}^{\ovalbox{\tt\small REJECT}}=[ [(M, N)]_{\Delta}(\xi_{\Delta})]_{\mathrm{N}}$
$=[\langle[M]_{\Delta}, [N]_{\Delta})(\xi_{\Delta})]_{\mathrm{N}}$
$=[([M]_{\Delta}(\xi_{\Delta}), [N]_{\Delta}(\xi_{\Delta}))]_{\mathrm{N}}$






$=\mathrm{A}\mathrm{p}\mathrm{p}^{\sigma,\tau}([M\mathrm{I}_{\xi}^{\ovalbox{\tt\small REJECT}}, [N\mathrm{I}_{\xi}^{\ovalbox{\tt\small REJECT}})$
respectively. Now (10) is remaining to see the structure $\mathscr{B}$ is a model, which
immediately follows from Lemma 8 (i).
Directing ox attention to (11) and (12), we have $[\lambda x^{\sigmaarrow\tau}y^{\sigma}.x^{\sigmaarrow\tau}y^{\sigma}\mathrm{J}^{\ovalbox{\tt\small REJECT}}\xi=$
Cur(ev) and [$\lambda x^{\sigma\prec\tau}.x^{\sigmaarrow\tau}\mathrm{J}_{\xi}^{\ovalbox{\tt\small REJECT}}=\mathrm{i}\mathrm{d}$. They do not coincide under the equality
of our semi-ccc, from which (11) is clearly shown to be not satisfied. On the
66
other hand, we have
[$\lambda y^{\sigma}$ .My’$\mathrm{J}_{\xi}^{\ovalbox{\tt\small REJECT}}=$ (Cur(ev) $\circ[M]_{\Delta}$ ) $\langle\xi_{\Delta})$
$=\mathrm{e}\mathrm{v}\circ\langle(*[searrow][M\mathrm{J}_{\xi}^{\ovalbox{\tt\small REJECT}})\circ \mathrm{O}, \mathrm{i}\mathrm{d}\rangle$
$=[M\mathrm{J}_{\xi}^{\ovalbox{\tt\small REJECT}}$
for (12) by virtue of (13).
As a consequence of the discussion above, we eventually know which con-
ditions hold in the models $\mathscr{A}$ and $\mathscr{B}$ . It is summarised in the following
table:




It would be worth mentioning that (8) is not the case in $\mathscr{B}$ as we have
expected, which is entailed from the remarkable feature of the model that
the difference of the two arrows in Lemma 8 (iii) collapse whenever they are
applied to an element of an object. This yields the sharp contrast between
term-interpretations in $\mathscr{A}$ and $\mathscr{B}$, and it is definitely caused by our explicitly
demanding (13) in the definition of semi-ccc. The discussion studied in this
paper leads us to a way of explicitly manipulating information on the weak-
extensionality property
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