The interplay between electron-electron correlations and disorder has been a central theme of condensed matter physics over the last several decades, with particular interest in the possibility that interactions might cause delocalization of an Anderson insulator into a metallic state, and the disrupting effects of randomness on magnetic order and the Mott phase. Here we extend this physics to explore electron-phonon interactions and show, via exact quantum Monte Carlo simulations, that the suppression of the charge density wave correlations in the half-filled Holstein model by disorder can stabilize a superconducting phase. We discuss the relationship of our work to studies of the disorder quenching of the charge ordered phase in ZrTe3 through Se doping, and the interplay with the observed superconductivity in that material, reproducing the qualitative features of the phase diagram in the temperature-disorder strength plane.
I. INTRODUCTION
Investigating the properties of intertwined orders constitutes one of the most fundamental issues for strongly correlated materials [1] . In particular, increasing interest has been given to the characterization of charge order, as well as its competing effects with superconductivity (SC), in several classes of materials. Among them are high-temperature superconductors [2] [3] [4] [5] [6] [7] [8] [9] , with experiments providing evidence that the emergence of charge modulation affects their critical temperatures [10] [11] [12] [13] [14] [15] . Another class of materials in which the competition between charge density wave (CDW) order and SC has been observed is the transitionmetal tri/dichalcogenides (TMDs) [6, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
The electron-phonon interaction plays a more central role in these latter compounds, however, with intriguing similarities appearing between them and cuprates; e.g., a SC dome emerges upon electron doping, which suppresses either CDW or the Mott phase [6, 27, 28] . These observations have intensified the debate about the nature of long-range orders in TMDs, and how to control them.
Disorder-induced effects can control, and offer a way to investigate, the interplay between charge modulations and pairing. A disorder tuned CDW to SC transition has been observed in TMDs by performing isovalent substitution in 1T-and 2H-TaSe 2−x S x [29, 30] , or by electron irradiation [31] . In both cases, the charge order is dramatically suppressed while SC has its response enhanced. Similarly, experimental measurements in 2H- * boxiao@ucdavis.edu NbSe 2 provide evidence for the loss of CDW coherence by the intercalation of a small amount of Mn and Co ions, suppressing the long-range order, and creating a pseudogap phase [32] . CDW quenching also occurs in Se doped ZrTe 3 [19] , but with conflicting microscopic descriptions for charge order suppression. While it is suggested that Se doping shifts the band in which the CDW-forming electrons occupy, it is also proposed that randomness caused by Se doping fills in the CDW gap away from the commensurate filling, creating new states at the Fermi surface available for pairing.
In view of these stimulating results, numerous theoretical and computational studies have investigated the effect of disorder in materials. The non-interacting limit is perhaps the most well-studied case: sufficiently strong randomness is needed for Anderson localization in three dimensions, whereas any degree of disorder causes localization in two dimensions. However, once electronelectron correlations are included, as in TMDs or any other class of quasi-2D correlated materials [33] , the physics becomes much more complex, and the eventual properties have been a matter of intense debate over the past decades [34] [35] [36] [37] [38] [39] [40] . While the effects of strong electronic correlations are well treated by unbiased methodologies, such as quantum Monte Carlo (QMC) methods, randomness usually leads to the fermion minussign problem, which is a bottleneck limiting their effectiveness [41] [42] [43] .
In this work, we use an exact sign-free QMC to investigate the interplay between randomness and electron-phonon interactions, an area of disordered materials much less explored with numerical simulations than that of randomness and electron-electron At weak disorder, an insulating charge density wave state forms at low temperature. The crossover temperature to a regime of large values of structure factor is reduced as the randomness increases, and subsequently a phase with superconducting order emerges. We show the temperature axis only to the lowest value, T /t = 0.05, which we simulate. This picture is similar to that observed experimentally in several disordered CDW materials including CuxTiSe2 etc. Here L = 10, ω0 = 4t and λD = 0.25 (g = 2).
interactions. In particular, within the framework of the disordered Holstein model at commensurate filling, we show that, at sufficiently weak electron-phonon couplings, a SC phase emerges upon the suppression of the CDW order, due to increased randomness. Our key conclusion is summarized in the phase digram of Fig. 1 , which is remarkably similar to that of Se-doped ZrTe 3 [19] and Cu x TiSe 2 [44] , and is the analog, for electron-phonon systems, of the iconic cuprate phase diagram in which doping first suppresses diagonal (antiferromagnetic) order, before off-diagonal (pairing) order emerges. After describing our Hamiltonian and methodology in Sections II and III, respectively, we show in Section IV the details of the quantum simulations which lead to Fig. 1 . Our final remarks are in Section V.
II. MODEL
The Holstein model describes itinerant electrons whose site density couples to the displacement of a local phonon mode. Its Hamiltonian reads
in which the sum over i is on a two-dimensional square lattice, with i, j denoting nearest-neighbors. d † iσ (d iσ ) is the creation (annihilation) operator of electrons with spin σ at site i, with n iσ ≡ d † iσ d iσ denoting the number operator. a † i (a i ) is the phonon creation (annihilation) operator. The first term on the right hand side of Eq. (1) corresponds to the hopping of electrons, and the second term contains the global chemical potential µ. Disorder effects are introduced in the second term, by means of random on-site energies ǫ i , chosen uniformly in the range [−∆/2, ∆/2], so that ∆/t represents the dimensionless disorder strength. Local phonon modes, with energy ω 0 , are included in the third term. Finally, the last term describes their coupling to electrons, with strength g.
We analyze the half-filled case, n iσ = 1/2, which is obtained by fixing µ = −2g 2 /ω 0 , regardless of the lattice size or temperature, due to an appropriate particle-hole transformation. We further set t = 1 to represent the unit of energy, and use units where = k B = 1. We also define λ D = g 2 /(ztω 0 ) as the dimensionless electronphonon coupling, where z = 4 is the coordination number for the square lattice. In this work, we consider two cases: (i) the adiabatic case, with ω 0 /t = 0.5 and an intermediate coupling strength λ D = 1/2 (g = 1); and (ii) the anti-adiabatic case, with ω 0 /t = 4 and a weak coupling strength λ D = 1/4 (g = 2).
III. METHOD
We employ the determinant quantum Monte Carlo (DQMC) method [45] [46] [47] [48] , an unbiased auxiliary-field approach that provides finite-temperature properties of interacting fermions. Within this approach, both equaltime and unequal-time quantities can be calculated. More details are provided in Appendix A. Charge modulations are probed by analyzing the density-density correlation functions n i n j , and their Fourier transform, the charge structure factor
where N = L 2 is the number of lattice sites in the system. Similarly, superconducting properties are examined by means of the s-wave pairing susceptibility,
in which β = 1/T is the inverse temperature and ∆(τ ) =
. Finally, we investigate transport properties by calculating a proxy of the direct current (dc) conductivity [49, 50] . Results are shown for the dc conductivity only for larger ∆, where Eq. 4 is valid [49] .
We carry out the calculations on lattices sizes from 6 × 6 to 12 × 12 and average our expectation values over about 100 disorder realizations.
IV. RESULTS
We first consider the response of charge modulations to disorder in the adiabatic case, by fixing ω 0 /t = 0.5 and λ D = 1/2 (g = 1). When ∆ = 0, there is a large enhancement of S(π, π) around β ≈ 4, as presented in Fig. 2 (a), in line with recent studies [51, 52] that show a CDW transition at β c = 4.1 ± 0.1 (see also Appendix B). In presence of weak disorder, ∆ 0.3t, the behavior of S(π, π) is only slightly changed from that of the clean system, suggesting the continued existence of long-range charge correlations over length scales up to the lattice sizes being simulated, as displayed in Fig. 2 (a) . However, as disorder increases further, S(π, π) has its characteristic energy scale shifted to larger β (lower temperature), and its strength reduced. Eventually, for ∆ ≈ t, long-range correlations seem entirely destroyed, even at very low temperatures.
The behavior of the electronic kinetic energy, exhibited in Fig. 2 (b) , offers further insight into this crossover. At weak disorder, despite the occurrence of a Peierls-like charge gap, the alternation of empty and doubly occupied sites associated with strong CDW correlations promotes charge fluctuations, and hence the magnitude of the kinetic energy increases as the temperature is lowered. By contrast, in the strong disordered case, the pairs are localized randomly, with some doublons at adjacent sites, precluding virtual hopping. As a consequence, the kinetic energy decreases in magnitude as T → 0. Figure 2 (c) shows that the conductivity decreases as T is lowered with dσ dc /dT > 0, indicating an insulating behavior for all values of ∆. In line with this, the pairing susceptibility, shown in Fig. 2 (d) , remains small for all ∆, suggesting that local electron pairs are not correlated. Together, the results in Fig. 2 provide evidence for a direct crossover from the CDW order to what we describe below as a 'Bose Insulator' (BI) phase, at intermediate disorder strength.
We now characterize in more detail the large ∆ behavior. Figure 3 (a) shows the spectral function A(ω), obtained via the analytic continuation of
, where T is the imaginary time ordering operator, and A(ω) sums over all momenta. Notice that the spectral weight at the Fermi level is suppressed at low T , with an opening of a single-particle gap. This occurs for both clean and disordered cases, even for large disorder, where the CDW has been completely destroyed, suggesting an insulating behavior for any disorder strength. Typically, the opening of such gaps in A(ω) is associated with a vanishing compressibility κ = dρ/dµ. This happens, e.g., in the half-filled fermionic Hubbard model, both in the weak-coupling Slater and strong-coupling Mott regimes. Similarly, in our disordered Holstein model the compressibility also vanishes at weak disorder, as shown in Fig. 3 (b) . However, at large ∆, the gap in A(ω) is not accompanied by κ = 0. As displayed in Fig. 3 (b) , the plateau in ρ(µ) is substantially smeared at ∆ ∼ 0.4t, and completely destroyed at ∆ ∼ 0.6t. This unusual behavior derives from the fact that the effective local attractive interaction, due to phonon modes, favors the addition of pairs of fermions to the system, while resisting the addition of individual ones. This picture is supported by analyzing the electron distribution on the lattice during the Monte Carlo simulations. In Figs. 3 (c)-(d) , histograms of the local density n r are sharply peaked for all disorder strengths, indicating that we mostly have doubly occupied or empty sites. Similar distributions are also observed away from half-filling. For instance, fixingμ = µ + 2g 2 /ω 0 = 0.28, and comparing the electron distribution at ∆/t = 0.2 with ∆/t = 0.6, the same chemical potential adds more pairs of electrons into the system and causes a more distinguished imbalance between empty and doubly occupied sites at larger disorder. This supports the picture that adding pairs of electrons is the mechanism by which the system responds to increasing µ. Unlike the Hubbard model, where the electron-electron interaction U favors moment formation (singly occupied sites) and the random site energies favor pairs, here the electronphonon interaction, g, and ∆ both promote binding. Together, the properties shown in Fig. 3 point to a BI phase at large ∆, i.e., an insulating phase characterized by a gapless fermion pair excitation, but a gapped spectrum for single particle ones.
The effect of disorder on the CDW phase can also be monitored using thermodynamic responses, most significantly, the specific heat C(T ). To this end, we fit the DQMC data for the energy per site to the following ansatz [53, 54] 
in which the parameters c n and δ are adjusted to minimize the deviation of the fitted curve to the data points. The first term is the bare energy of the quantum oscillators in the Holstein Hamiltonian, and the second term captures the electronic contributions. We then obtain C(T ) by differentiating the fitted expression, in which we typically set M = 6 to 8.
Results for the specific heat are shown in Fig. 4 . In the clean limit, ∆ = 0, C(T ) has a broad peak at T /t ∼ 0.8 corresponding to the temperature scale of pair formation [54] , and a sharp peak at T /t = 0.24 ± 0.01 which aligns well with the critical temperature for the CDW transition determined by the scaling of S(π, π) (see Fig. 7 in the Appendix B). Similar two-peak structures are observed in the Hubbard model [54] , and correspond in that case to the distinct energy scales of moment formation and antiferromagnetic ordering. At weak disorder, ∆/t = 0.2, a sharp low temperature peak indicative of CDW formation persists. In fact, the peak is first shifted to slightly higher temperatures. Such an enhancement of T c by disorder has been established in DQMC [55] and dynamical mean field theory [56] of the Anderson-Hubbard model. The effect arises from the initial growth of the exchange energy J = 2t 2 /(U + ∆) + 2t 2 /(U − ∆) > 4t 2 /U with random site energy. Precisely the same phenomenon might be expected here, since quantum fluctuations in the CDW phase have a similar form, with the pair binding energy 4g 2 /ω 0 playing the role of U . Further increase of ∆ reduces the peak of the specific heat, in line with the suppression of the CDW order.
We now discuss the anti-adiabatic limit, fixing ω 0 /t = 4 and λ D = 1/4 (g = 2). Figure 5 (a) shows the evolution of S(π, π) with disorder, at a fixed low temperature T = t/20. As in the adiabatic limit, increasing ∆ strongly suppresses the charge response, destroying the CDW phase. However, in stark contrast with the former case, here the behavior of the pair susceptibility is dramatically different. χ pairing is two orders of magnitude larger, and exhibits a peak around ∆/t = 0.6, as displayed in Fig. 5 (b) . Furthermore, we find that χ pairing increases with increasing the lattice size, suggesting that pair correlations extend over the entire lattice (see Appendix C). The inset of Fig. 5 (b) shows that χ pairing /L 2 , at ∆/t = 0.7, has a finite value when L → ∞, corresponding to a divergence of χ pairing in the thermodynamic limit. That is, for these parameters, disorder drives a SC state at commensurate filling as charge correlations are suppressed, and new energy states are created near the Fermi surface for pairing. The results of these QMC simulations is a crossover from a phase consisting of CDW-puddles to SC ordered, in line with experimental observations.
Using S(π, π) and χ pairing , we obtain the phase diagram of Fig. 1 in the disorder strength-temperature plane (see Appendix E for separate heat maps). The data points plotted in Fig. 1 are the estimated crossover temperatures, determined by setting thresholds for S(π, π) and χ pairing , which would indicate nonzero correlations across the entire lattice. These values, and the magnitude of the T = 0 limits, are S(π, π) threshold = 14.8, S(π, π) peak = 18.3, for CDW order; and χ threshold pairing = 11.2, χ peak pairing = 14.8, for pairing. See the heat maps in Fig. 9 . The magnitude of these charge structure factors and superconducting susceptibilities are consistent with those of their magnetic and pairing analogs indicating long range order in the repulsive [57] and attractive Hubbard models [58, 59] . Substantial charge correlations are present at T t/10 in the weak disorder region, ∆ 0.5t, while a SC dome emerges for stronger disorder values at T t/16. The issue of how the CDW and SC phases meet at temperatures below T = 0.05 is beyond the scope of the present set of simulations. The heat maps in the Appendix E suggest that there is a narrow region where both S(π, π) and χ pairing are large. However, while we are able to perform definitive finitesize scaling analysis within the individual CDW and SC phases, the corresponding data at the interface between them do not provide an unambiguous conclusion. This diagram shows an interesting similarity with that of Cu x TiSe 2 , in which controlled Cu intercalation is introduced into the layered CDW material TiSe 2 [44] . It is worth mentioning that adding Cu compounds changes the local electronic density, analogous to our disordered chemical potential. The coupling of random fields to the CDW order parameter prevents the occurrence of true diagonal long-range order [40] . However, the emergence of SC is allowed in the ground state, as indicated by the phase diagram. Based on analogies with the disordered attractive Hubbard model, and the fact the domed shape of the SC region, it seems likely that at large enough ∆, SC will be replaced by a BI. At larger couplings the transition from the CDW to the BI phase is direct, as discussed in Fig. 2 .
V. CONCLUDING REMARKS
Although the two parameter regimes for which we have presented results are distinguished by the value of ω 0 /t, we believe the qualitative explanation for the difference in behavior, a direct CDW-BI transition versus an intermediate SC phase, lies in the fact that the former corresponds to an intermediate and the latter to a weak dimensionless coupling. For strong and intermediate couplings, the composite electron-phonon polarons are small, and hence easily localized by disorder. At weak dimensionless coupling, the polarons are much larger, and the disorder potential is therefore to some extent averaged out over their volume. Thus, after ∆ destroys the CDW, it does not yet localize the pairs, which remain mobile and condense into a SC phase.
Tuning between CDW and paired phases can be accomplished via pressure or doping, and is a phenomenon which also has been extensively explored experimentally. Analogies between antiferromagnetic-SC and CDW-SC phases have also been remarked [46, 60] . However, the latter transition has received much less attention from the QMC community. Early work on the doping-driven CDW-SC transition in the Holstein model [61, 62] has been extended to transitions at commensurate filling caused by the introduction of band dispersion [63] , and a comparison with Migdal-Eliashberg theory [64] . Additional QMC literature has considered the Hubbard-Holstein model [65] [66] [67] [68] [69] .
This paper has described a detailed QMC study of the effect of disorder on the CDW transition, and shown that, in certain parameter regimes, randomness can give rise to a SC state. Earlier work has suggested that the electronphonon coupling can renormalize the disorder potentials, leading to a ground state that may not exhibit Anderson localization [70] [71] [72] [73] . The present study suggests an even more subtle consequence of the disorder-interaction interplay, the emergence of a off-diagonal ordered phases from diagonal disorder at commensurate filling. Figure 6 . (a) The CDW structure factor as a function of inverse temperature β for four lattice sizes at g = 1 and ω0 = 0.5 (b) scaling collapse plot using 2D Ising critical exponents and βc = 4.1.
APPENDIX A: DETERMINANT QUANTUM MONTE CARLO
The Holstein Hamiltonian is quadratic in the fermion degrees of freedom. Hence they can be traced out analytically, leaving an expression for the partition function which depends on the space-imaginary time configuration x i (τ ) of the quantum oscillator degrees of freedom [45] [46] [47] [48] . The explicit results of the trace operation are determinants, one for each of the two spin species. Because the coupling is symmetric in the spin index, these two determinants are identical. Their product is a square, and there is no sign problem in the simulations, for any value of the parameters in the Hamiltonian, filling, temperature, or lattice size. All equal imaginary time observables can be expressed in terms of elements (or products thereof) of the inverse of the matrix whose determinant is being sampled. Hence such measurements are very inexpensive computationally. Unequal time measurements, including those of the pair susceptibility and conductivity, require a separate computation of the un-equal time Greens function, and add considerably to the simulation time.
APPENDIX B: CDW TRANSITION IN THE CLEAN LIMIT
In the absence of randomness, ∆ = 0, the half-filled square lattice Holstein model is believed to undergo a CDW transition for all values of λ and ω 0 as a consequence of the nesting [74] of the Fermi surface and the divergence of the density of states. Fig. 6(a) gives raw data for the CDW structure factor as a function of inverse temperature β for four lattice sizes at g = 1 and ω 0 = 0.5. At high temperatures (small β) the densitydensity correlation function is short ranged, only a few local terms contribute to the sum in Eq. 2 and S(π, π) is independent of lattice size. At low temperatures (large β) the density correlations extend over the entire lattice and S(π, π) grows linearly with volume N = L × L. Fig. 6(b) presents the same data scaled with the 2D Ising critical exponents, yielding a value for the transition temperature T c ∼ 0.24 = 1/β c . Fig. 7 shows results at ∆ = 0.7, near the optimal disorder, where the pairing susceptibility χ pairing is largest in Fig. 5 . Unlike Fig. 6 , S(π, π) no longer grows with N at low temperature, as seen in Fig. 7(a) . However, as shown in Fig. 7(b) , χ pairing grows with lattice size, indicating the presence of robust superconducting correlations in an intermediate disorder window. The result of the scaling analysis of these data is presented in the inset of Fig. 5 .
APPENDIX C: TEMPERATURE DEPENDENCE IN THE ANTI-ADIABATIC LIMIT

APPENDIX D: DISORDER DEPENDENCE IN THE ADIABATIC LIMIT
In Fig. 8 we re-plot the data in the adiabatic limit from Fig. 2 emphasizing the evolution with disorder. The sharp drop in S(π, π) at ∆ ∼ 0.5 corresponds to the CDW-BI transition. As discussed in the main text, the conductivity and pair susceptibility remain small for all ∆. The transition from CDW to BI is direct, with no intervening SC phase. A further signal of the transition is seen in the kinetic energy, which becomes smaller in magnitude upon exiting the CDW phase since virtual hopping is reduced when sites with electron pairs are no longer surrounded exclusively by empty sites.
APPENDIX E: CDW AND SC COMPETITION IN THE ANTI-ADIABATIC LIMIT
In Fig. 9 we plot the heat maps of charge structure factor S(π, π) and χ pairing for the anti-adiabatic case (ω 0 = 4), with weak effective electron-phonon coupling (λ D = 0.25). These show the nature of the dominant correlations in the disorder strength-temperature plane. At low enough temperature, charge order dominates. Increasing the strength of disorder suppresses the CDW. Instead, SC emerges as the disorder strength increases at T t/16. Further increase of disorder strength ultimately suppresses the SC phase. These data suggest there might be a narrow region where CDW and SC exist simultaneously. However, conclusive evidence for this would require a simultaneous finite size extrapolation of S(π, π) and χ pairing which is beyond the capability of the simulations at present. Figure 8 . Disorder dependence of charge structure factor S(π, π), the electron kinetic energy KE electron , dc conductivity σ dc and s-wave pairing susceptibility, panels a-d, respectively at fixed L = 10. Here ω0 = 0.5 and λD = 0.5 (g = 1).
[1] E. Figure 9 . (a) Heat map of the charge structure factor at q = (π, π), and (b) the pairing susceptibility in the disorder strength-temperature space. Colors correspond to the magnitudes of S(π, π) and χpairing after interpolation.
Here L = 10, ω0 = 4 and λD = 0.25 (g = 2).
