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. Workflow from DTI to the model of functional connectivity and comparison with empirical EEG data. Each processing step in the reference procedure can be replaced by several alternative methods. From left to right: Probabilistic tracts derived from DTI are preprocessed to give the structural connectivity matrix. From there we simulate functional connectivity and optimize free model parameters to maximize the global correlation with the empirical functional connectivity. The empirical functional connectivity is calculated between all pairs of ROIs after projecting EEG scalp recordings to source space using spatial filters. Alternatively, the comparison between simulated and empirical connectomes can be done in sensor space by projecting the simulated functional connectivity into sensor space using the leadfields.
Model of functional connectivity Several computational models of neural 177 dynamics have been presented previously, varying in complexity regarding cellular and 178 circuit properties [15, 41, 42] . In the reference procedure, we chose a model of FC which 179 is as simple as possible while still explaining a substantial fraction of the variance in the 180 empirical data. For resting-state FC derived from fMRI data, it was shown that the 181 simple SAR model generates good matches at low computational expense [16, 17] . 182 Therefore, we used the SAR model as a reference to evaluate just the static higher order 183 dependencies in the FC. 
where S is set to the preprocessed SC matrix averaged across subjects as explained in 189 the previous section. k is a global parameter describing the scaling of the coupling 190 strengths. ν is uncorrelated Gaussian noise that is added at each node individually and 191 is scaled by σ. This equation describes the equilibrium state of the autoregressive model. 192 The covariance between the time series of the SAR model can be solved analytically 193 by substituting [43] 194
so that
The covariance matrix between sources is then given by
where <> t denotes the average over time and Σ = σ 2 < ν · ν T > t = σ 2 I the noise 197 covariance. Due to the assumption of uncorrelated Gaussian noise Σ is the identity 198 matrix.
199
A FC is constructed based on all pairwise correlations between network nodes. This 200 can be calculated using the standard definition of correlation given the covariance from 201 equation 4:
202
This step normalizes for different variances in the time series of different network nodes. 203
The resulting correlation matrix, as shown in Figure 2B , is the predicted FC generated 204 by the model given SC. The distribution of modeled FC is less sparse than the raw 205 structural connection strength values: In SC (Figure 2A ), many pairwise connections 206 are close to zero and only few pairwise connections are large. To quantitatively evaluate 207 the difference between the SC and the model output, we calculated the kurtosis of the 208 PLOS 10/46 values in the connectivity matrices: Correlation is used as a global performance measure. The local model error per connection is evaluated as the distance (red arrow) to the total-least-squares fit (green line). Lower: Color indicates the correlation strength at a range of different global connection strength scaling parameters k, and fraction of added homotopic connections (h). The black cross indicates the parameters with the maximum correlation. D: The empirical functional connectivity as the coherence between source reconstructed time series at the cortical regions. All connectivity matrices (A,B,D) were normalized to have strengths between 0 (no connection) and 1 (strong connection). source signals). These assumptions about the signals to be reconstructed are a 220 prerequisite to make the ill-posed inverse problem of distributed sources treatable. As a 221 reference, we used a LCMV spatial beamformer, which reconstructs activity with unit 222 gain under the constraint of minimizing temporal correlations between sources [44] . 223 This approach has been applied in large-scale connectivity and global modeling studies 224 before [11, 38, 45] . Multichannel EEG data was projected to source locations based on data acquisition, preprocessing and analysis of EEG data.
Source reconstruction algorithms

230
Functional connectivity metrics FC can be assessed using several methodologies 231 which differ with regard to the relative weighting of phase and amplitude or concerning 232 the reduction of zero-phase lag components prior to correlation [46] . The choice of 233 metric may have an influence on the match between empirical and simulated FC. In the 234 reference procedure, we calculated ordinary coherence as a metric for FC due to its 235 original and prepotent implementation in synchronization studies [25, [47] [48] [49] [50] [51] [52] [53] . The time 236 series at each source were bandpass filtered at the alpha frequency range (8±2 Hz) and 237 then Hilbert transformed. This choice of frequency was based on the general importance 238 of the alpha rhythm for resting-state topographies [54, 55] . A broad spectrum (3-30 Hz) 239 exploration showed a peak of the mean coherence across all connections at around 8 Hz 240 (see supporting material S2 Frequencies).
241
The FC metrics are based on the analytic signal representation
of region m. Furthermore, we calculated the cross-spectrum between two regions of 243 interest m and n as 244 s m,n (t) = A m (t) · A n (t).
PLOS
12/46
Given the analytic signal, the auto-and cross-spectra were computed and the 245 coherence derived as the normalization of the cross-spectrum by the two 246 auto-spectra [48] . This gives a FC index ranging from 0 to 1 between all pairs of ROIs: 247
The resulting mean empirical FC matrix across the group is depicted in Figure 2D 248 and was compared with the modeled FC matrix. Intrahemispherically, we found high 249 connectivity within frontal and temporal areas in both hemispheres.
250
Interhemispherically, the insular and cingulate areas were strongly connected.
251
Performance of the reference model The SAR model yields a FC of the 66 252 parcellated brain regions in accordance with the empirical FC. Since both these 253 matrices are symmetric, only the triangular parts are compared to assess the match 254 between simulated and empirical FC. We calculate the performance of the model as the 255 correlation between all modeled and empirical pairwise interactions Figure 2C . This 256 performance metric is also commonly used in other studies [15, 41] . We found a high 
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To put this into context, we first compared these results with the match between the 262 empirical SC and FC without modeling (r=0.4833, n=2145, p < .0001) and found a shared variance of 23.4% (variance explained is 100 · r 2 ). Modeling FC based on this SC 264 backbone increased the global correlation to 45.4% (square of r=0.674). In other words, 265 the modeled FC explains roughly 28.8% of the variance in the empirical FC that is left 266 unexplained by SC alone.
267
To further understand the explanatory power of our model we investigate its whether the high correlation between modeled and empirical FC is driven more by long 273 or short edges. For example, the FC estimation between very close ROIs (in Euclidean 274 space) might be spuriously inflated by volume conduction. Alternatively, there might be 275 an overestimation of the SC between specifically close regions which could cause a 276 higher model error [56] . To address this question we compared for each edge the model 277 error with the fiber distance ( Figure 3A) sizes and more precise localization, the model error would be smaller for large ROIs. As 291 expected, the model error for each ROI is negatively correlated with the corresponding 292 size of the ROI (r=-0.37, n=66, p < .005) as shown in Figure 3B . Then we hypothesized, 293 that due to the sparseness of SC, some ROIs in SC have a very high connectedness 
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Overall, the reference model can explain much of the variance in the empricial FC. 310
The error in the predicted FC of the reference model appears to be highest for small The modeling of large-scale brain dynamics based on structural priors brings up several 317 methodological alternatives. As a principal choice, the model may be evaluated either in 318 source or in sensor space. In the baseline model that was presented above, we made 319 specific choices at each processing stage based on simplicity and good explanatory requires methodological decisions to be made heuristically, which could potentially lead 322 to substantial differences in the conclusions drawn. In the following section we we compared different source reconstruction methods. Finally, we tested the impact of 332 removing zero-phase lags in functional interactions.
333
Reconstructing the structural connectome The structural connectome was 334 compiled using global probabilistic tractography. Interregional connections (edges) of 335 the brain are represented by the number of "probabilistic streamlines" between these 336 regions (nodes). We tested the performance of two alternative modifications of the SC 337 (Figure 4 ).
338
The pooled connectivity results obtained by the probabilistic fiber tracking are 339 directly proportional to the size of the seed and target regions. The size of the regions, 340 determined by the parcellation scheme, vary [9] . They are parcelated based on standard 341
gyral-based neuroanatomical regions [37] . In order to account for a bias of stronger 342 connectivity of larger regions, SC was normalized using the size of the regions. However, 343 the exact method of normalization for ROI size is currently a matter of debate and no 344 operational routine has emerged yet [60] . Therefore, we compared different 345 normalizations regarding the quality of the model. In the reference procedure, we 346 normalized the number of tracked fibers between two regions by the product of the 347 region sizes. We found that this approach gives the best model performance (r=0.674, 348 n=2145, p < .0001) in comparison with alternative normalizations that are presented in 349 the following paragraphs. . Structural connectivity preprocessing. The correlation between modeled and empirical functional connectivity for different preprocessing steps of structural connectivity. In the reference procedure, the number of tracked fibers between two regions was normalized by the product of the region sizes. The model based on the original structural connectivity is shown in blue and the baseline model which is based on shuffled structural connectivity in yellow. The gray box marks the reference procedure.
to normalize using the sum [15] . However, the performance decrease in comparison to 352 the reference procedure is very small (r = 0.65, n = 2145, p < .0001).
353
Second, an additional weighting was applied to correct for the influence of fiber 354 length on the probabilistic tracking algorithm. Therefore, the the number of streamlines 355 connecting two regions was multiplied by the average fiber length between these areas. 356
This normalization leads to a small decrease in performance (r = 0.64, n = 2145, 357 p < .0001).
358
Third, we tested the influence of homotopic transcallosal connections by omitting 359 the additional weighting applied in the reference procedure. As a result, the correlation 360 between modeled and empirical FC drops from r = 0.674 to r = 0.63. These results 361 demonstrate that our reference method of reconstructing SC is slightly superior to the 362 evaluated alternative approaches. Overall, the performance of the empirical simulation 363 based on the SC is rather robust with respect to the choices of preprocessing. neuron is modeled by the differential equation
where d is a fixed delay at each node and v is the transmission velocity which is 382 multiplied by the distance D ij , (see S1 Empirical Data) which leads to a In panels B and C the X marks the parameter that was selected for the corresponding other panel.
correlation than for the randomly shuffled SC.
400
The Kuramoto model showed the best performance for a connection strength scaling 401 of k = 700 ( Figure 5B ). Important to note is that the constant delay can be neglected 402 without a large performance drop ( Figure 5C ). In contrast, the velocity introduces a 403 connection specific delay that is modulated by the DTI fiber lengths and the model 404 performance has a considerable peak around v ≈ 1.7.
405
Forward and inverse models In the comparatively few studies on large-scale 406 modeling of MEG/EEG data, a discrepancy exists to whether simulations are compared 407 with empirical data in the source or sensor space [11, 34, 35] . In other words, the 408 measured time series are either projected onto the cortex using an inverse solution or 409 the simulated cortical signals are projected into sensor space using a forward model.
410
Here we compare both approaches, source reconstruction vs. forward projection, with 411 respect to the global correlation strength between modeled and empirical FC. The 412 source reconstruction approach has been described above (see section 2.2 and S1 413 Empirical Data).
414
For the inverse solution and forward projection, we computed as a forward model a 415
boundary element method volume conduction model based on individual T1-weighted 416 structural MRI of the whole brain and comprising 8196 dipoles distributed over 66
regions [65] . Each dipole has six degrees of freedom defining its position, orientation, 418 and strength in the cortex. The positions for each vertex are defined to be lying equally 419 spaced within the parcellated brain regions of the cortical sheet. The electric source 420 activity can be approximated by the fluctuation of equivalent current dipoles generated 421 by excitatory neurons that have dendritic trees oriented perpendicular to the cortical 422 surface [34] . For the inverse solution, the dipoles orientation was assessed according to 423 its maximal power. For the forward projection of simulated time series, the dipole regions: 0.52) which is used to project into the EEG sensor space.
429
In the previous sections we showed that the underlying SC had a large impact on the 430 relatively good match between simulated and empirical FC. Figure 4 and Figure 5A with the forward model approach, we find that the comparison in sensor space using the 434 forward projection yields higher correlations between simulated and empirical data 435 ( Figure 6A ). If, however, the underlying structural connectivity is shuffled before 436 applying the SAR model, the correlation of simulated and empirical FC remains equally 437 high in sensor space. This indicates that the importance of structural information is 438 dramatically reduced if the higher spatial resolution obtained by source reconstruction 439 is bypassed. The forward projection of the simulated time series leads to a very low 440 spatial specificity of the functional connectivities in sensor space ( Figure 6B ).
441
Since several inverse methods are routinely used without a clear superiority of one 442 over another, we aimed to assess the impact of the specific source reconstruction 443 algorithm on the fit between simulated and empirical FC. We compared three prominent 444 and widely used inverse methods which make fundamentally different assumptions.
445
( Figure 7) . As a reference, we used an LCMV spatial beamformer which reconstructs 446 activity with the constraint of minimizing temporal correlations between sources [44] .
447
For comparison we calculated the inverse solution by using exact low resolution brain 448 electromagnetic tomography (ELORETA) which reconstructs activity by spatial smoothness constraints and in this sense it emphasizes local temporal correlations in 450 comparison to beamforming approaches [66] . It is also widely used in source 451 connectivity analyses [67, 68] . Additionally we calculated the minimum-norm estimate 452 (MNE) which recovers source activity by reducing overall energy [69] which is based on 453
the assumption that the data gives no information about the null space component of 454 the leadfield which is thus set to zero. Figure 7 shows Figure 7 . Source reconstruction. The correlation between modeled and empirical functional connectivity for different source reconstruction algorithms. The model based on the original structural connectivity is shown in blue and the baseline model which is based on shuffled structural connectivity in yellow. The gray box marks the reference procedure.
Functional connectivity metrics We compared several widely used FC metrics 
