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ABSTRACT
We present a framework for learning disentangled representations with variational
autoencoders in an unsupervised manner, which explicitly imposes sparsity and
interpretability of the latent encodings. Leveraging ideas from Sparse Coding
models, we consider the Spike and Slab prior distribution for the latent variables, and
a modification of the ELBO, inspired by β-VAE model to enforce decomposability
over the latent representation. We run our proposed model in a variety of quantitative
and qualitative experiments for MNIST, Fashion-MNIST, CelebA and dSprites
datasets, showing that the framework disentangles the latent space in continuous
sparse interpretable factors and is competitive with current disentangling models.
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1 Motivation
Learning disentangled representations of data using deep generative models under unsupervised
setting presents an open challenge with important consequences for machine learning research.
Disentanglement aims to learn interpretable and meaningful representations of high dimensional
data [1, 2] while preserving the ability to independently act on the generative process. Despite the
lack of consensus on its definition [3, 4], many approaches for disentanglement representations
have been oriented towards capturing purely independent factors of variation [5, 6, 7, 8], developing
metrics and datasets for such purpose [9, 10, 11] or proposing the use of structured priors [12, 13]
to favour decomposability of the latent space.
2 Research Problem
Following the recent contributions in Variational Sparse Coding (VSC) models [14], we focus our
analysis on assessing the disentanglement properties of Variational Autoencoders (VAE) [15, 16]
with the Spike and Slab discrete mixture prior [17], which probabilistically models sparsity by
assigning point mass to null elements, beyond qualitative analysis through well-known datasets
such as CelebA, incorporating quantitative disentanglement metrics proposed in [6] and [11].
3 Technical Contribution
We propose a variational autoencoder model with sparse prior, including enhancements such as
β-VAE regularization and convolutional encoders and decoders. The results (Figure 1) show the
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sparsity in the latent codes induced by the Spike and Slab distribution with no detriment to the
reconstruction quality. The traversal of the latent space is performed varying the latent codes with a
high absolute value for a given image, one at a time. We observe (Figure 2) that these sparse latent
codes indeed represent interpretable and nearly independent variations in the generated images,
such as shape, rotation, size and position in the dSprites dataset, and hair color, glasses, face
orientation and hair bangs in the CelebA dataset, unlike the VAE model, which shows entangled
variations in the traversals, modifying more than one factor of variation at the same time. We are
currently evaluating the results with the disentanglement metrics proposed in [6] and [11] to provide
a quantitative evaluation of disentanglement to be compared to related work.
(a) (b)
Figure 1: Reconstruction and latent codes of Convolutional VSC (a) (α = 0.01, β = 2) and
Convolutional VAE (b) (β = 2) models with the dSprites dataset. Variational sparse coding models
sparsity in the latent space with the Spike and Slab prior distribution
(a) (b)
Figure 2: Latent traversals using the Convolutional VSC (a) and Convolutional VAE (b) models
with the dSprites and CelebA datasets
2
TOWARDS DISENTANGLED REPRESENTATIONS VIA VARIATIONAL SPARSE CODING
References
[1] Yoshua Bengio, Aaron Courville, and Pascal Vincent. Representation learning: A review
and new perspectives. IEEE transactions on pattern analysis and machine intelligence,
35(8):1798–1828, 2013.
[2] Karl Ridgeway. A Survey of Inductive Biases for Factorial Representation-Learning. CoRR,
abs/1612.05299, 2016.
[3] Irina Higgins, David Amos, David Pfau, Sebastien Racaniere, Loic Matthey, Danilo Rezende,
and Alexander Lerchner. Towards a Definition of Disentangled Representations. pages 1–29,
2018.
[4] Emile Mathieu, Tom Rainforth, N. Siddharth, and Yee Whye Teh. Disentangling Disentangle-
ment in Variational Auto-Encoders. (NeurIPS), 2018.
[5] Alexander A. Alemi, Ben Poole, Ian Fischer, Joshua V. Dillon, Rif A. Saurous, and Kevin
Murphy. Fixing a Broken ELBO. 2017.
[6] Loïc Matthey, Arka Pal, Christopher Burgess, Xavier Glorot, Matthew Botvinick, Shakir Mo-
hamed, and Alexander Lerchner. β-VAE: Learning Basic Visual Concepts with a Constrained
Variational Framework. In ICLR 2017, 2017.
[7] Hyunjik Kim and Andriy Mnih. Disentangling by Factorising. feb 2018.
[8] Christopher P Burgess, Irina Higgins, Arka Pal, Loic Matthey, Nick Watters, Guillaume
Desjardins, and Alexander Lerchner. Understanding disentangling in β-VAE. arXiv preprint
arXiv: 1804.03599, 2018.
[9] Cian Eastwood and Christopher KI Williams. A framework for the quantitative evaluation of
disentangled representations. 2018.
[10] Christopher P. Burgess, Irina Higgins, Arka Pal, Loic Matthey, Nick Watters, Guillaume
Desjardins, and Alexander Lerchner. Understanding disentangling in $$-VAE. apr 2018.
[11] Ricky T. Q. Chen, Xuechen Li, Roger Grosse, and David Duvenaud. Isolating Sources of
Disentanglement in Variational Autoencoders. 2018.
[12] Yoshua Bengio. The Consciousness Prior. (1):1–4, 2017.
[13] Emilien Dupont. Learning Disentangled Joint Continuous and Discrete Representations. 2018.
[14] Francesco Tonolini, Bjorn Sand Jensen, and Roderick Murray-Smith. Variational Sparse
Coding, 2019.
[15] Danilo Jimenez Rezende, Shakir Mohamed, and Daan Wierstra. Stochastic backpropagation
and approximate inference in deep generative models. arXiv preprint arXiv:1401.4082, 2014.
[16] Diederik P Kingma and Max Welling. Auto-Encoding Variational Bayes. dec 2013.
[17] I. J. Goodfellow, Aaron Courville, and Yoshua Bengio. Large-Scale Feature Learning With
Spike-and-Slab Sparse Coding. Arxiv, (1):1–21, jun 2012.
3
