Abstract. We associate to lattice points a 0 , a 1 , . . . , a N in Z n an A-hypergeometric series Φ(λ 0 , . . . , λ N ) with integer coefficients. If a 0 is the unique interior lattice point of the convex hull of a 1 , . . . , a N , then for every prime p = 2 the ratio Φ(λ)/Φ(λ p ) has a p-adic analytic continuation to a closed unit polydisk minus a neighborhood of a hypersurface.
Introduction
Let a 0 , a 1 , . . . , a N ∈ Z n and put a j = (a j1 , . . . , a jn ). For each j = 0, . . . , N , let a j = (1, a j ) ∈ Z n+1 and put A = {â j } N j=0 . We let x 0 , . . . , x n be the coordinates on R n+1 , so thatâ j0 = 1 whileâ jk = a jk for k = 1, . . . , n. Let L be the module of relations among theâ j :
We consider the A-hypergeometric system with parameter −â 0 . This is the system of partial differential equations in variables λ 0 , . . . , λ N consisting of the operators 
It is easy to see that the coefficient of (−λ 0 ) −k in this expression is the coefficient of x ka0 in the Laurent polynomial
In particular, if a 0 = 0, then it is the constant term of this Laurent polynomial. The series Φ(λ) may thus be specialized to the hypergeometric series considered in Samol and van Straten [8] .
Define a truncation of Φ(λ) by
and let
Note that D + properly contains D. Let ∆ be the convex hull of the set {a 1 , . . . , a N }. Our main result is the following theorem.
Theorem 1.4. Suppose that a 0 is the unique interior lattice point of ∆. Then for every prime number p = 2 the ratio Φ(λ)/Φ(λ p ) extends to an analytic function on D + .
Remark: If we specialize λ 1 , . . . , λ N to elements of Ω of absolute value ≤ 1, Equation (1.3) allows us to regard Φ as a function of t = −1/λ 0 for |t| < 1. By Theorem 1.4, this function of t continues analytically to the region where |t| ≤ 1 and |Φ 1 (t)| = 1 (for p = 2). When λ 1 , . . . , λ N ∈ Z p , this result on analytic continuation was proved recently by Mellit and Vlasenko [6] for all primes p. We believe that the restriction p = 2 in Theorem 1.4 is an artifact of our method and that that result is in fact true for all p.
Example:(the Dwork family): Let N = n and let a i = (0, . . . , n, . . . , 0), where the n occurs in the i-th position, for i = 1, . . . , n. Let a 0 = (1, . . . , 1). Then
Then Theorem 1.4 implies that for every prime p = 2 the ratio Φ(λ)/Φ(λ p ) extends to an analytic function on D + . We note that J.-D. Yu [9] has given a treatment of analytic continuation for the Dwork family using a more cohomological approach.
In [5] , Dwork gave a contraction mapping argument to prove p-adic analytic continuation of a ratio G(λ)/G(λ p ) of normalized Bessel functions. In [2] , we modified Dwork's approach to avoid computations of p-adic cohomology for exponential sums, which allowed us to greatly extend his analytic continuation result. The proof we give here follows the method of [2] .
Special values of the ratio Φ(λ)/Φ(λ p ) are related to a unit root of the zeta function of the hypersurface N i=0 λ i x a0 = 0. We hope to return to this connection in a future article. We believe that the methods of this paper will extend to complete intersections as well.
For the remainder of this paper we assume that p = 2. This hypothesis is needed in Section 2 to define the endomorphism α * of the space S.
Contraction mapping
We begin by constructing a mapping β on a certain space of formal series whose coefficients are p-adic analytic functions. The hypothesis that a 0 is the unique interior point of ∆ will imply that β is a contraction mapping.
Let Ω be the completion of an algebraic closure of Q p and put
Let R ′ be the set of functions on D + that are uniform limits of sequences of rational functions in the λ i /λ 0 that are defined on D + . The series in the ring R are convergent and bounded on D and R ′ is a subring of R. We define a norm on R by setting |ξ| = sup λ∈D |ξ(λ)|.
Note that for ξ ∈ R ′ one has sup λ∈D |ξ(λ)| = sup λ∈D+ |ξ(λ)|. Both R and R ′ are complete in this norm.
Let C be the real cone generated by the elements of A, let M = C ∩ ZA, and let M
• ⊂ M be the subset consisting of those points that do not lie on any face of C. Let π p−1 = −p and let S be the Ω-vector space of formal series
Let S ′ be defined analogously with the condition "ξ µ (λ) ∈ R" being replaced by "ξ µ (λ) ∈ R ′ ". Define a norm on S by setting
Both S and S ′ are complete under this norm.
where
The equation N i=0 ν iâi = µ has only finitely many solutions ν ∈ (Z ≥0 ) N +1 , so B µ is a polynomial in the λ i . Furthermore, all solutions of this equation satisfy
Proof. The first assertion is clear since B µ is a polynomial. We have
which implies the second assertion of the lemma.
Using (2.3) we write
We claim that the product F (λ, x)ξ(λ p , x p ) is well-defined as a formal series in x. Formally we have
By Lemma 2.4, we have
Since µ = pν − ρ, we have
Since (p − 1)/p − 1/(p − 1) > 0 (we are using here our hypothesis that p = 2), this shows thatπ µ0 π −ν0 → 0 as ν → ∞, so the series (2.6) converges to an element of R. The same argument shows that if ξ(λ, x) ∈ S ′ , then the series (2.6) converges to an element of R ′ . Let γ
• be the the truncation map
with (by (2.6)) (2.10)
Proposition 2.11. The map α * is an endomorphism of S and of S ′ , and for ξ(λ, x) ∈ S we have
Proof. By (2.9), the proposition follows from the estimate
By (2.10), this estimate will follow from the estimate (2.13)
Since ν 0 ≥ 1 for ν ∈ M • , Eq. (2.14) implies (2.13) for µ 0 ≤ 2p − 1. Now consider the case µ 0 ≥ 2p. Lemma 2.4 implies that
We have (using µ = pν − ρ)
Since
2) that |B µ (λ)| ≤ |π µ0 | for µ 0 ≤ 8, so (2.14) holds in this case and we conclude as before that (2.13) holds also. For i = 9, 10, one has |b i | = |π i−4 |, so |B µ (λ)| ≤ |π µ0−4 | for µ 0 = 9, 10. We thus have
for µ 0 = 9, 10. Since µ = pν − ρ, this gives
For µ 0 = 9, 10, µ = pν − ρ implies that ν 0 ≥ 4, hence |3 ν0−2 | ≤ |3 2 | and (2.13) holds. One computes that |b 11 | = |π 9 |, so |B µ (λ)| ≤ |π 9 | for µ 0 = 11. This gives (using µ = pν − ρ)
since ν 0 ≥ 4 for µ 0 = 11, so (2.13) holds in this case. Finally, if µ 0 ≥ 12, then µ = pν − ρ implies ν 0 ≥ 5. When p = 3, the left-hand side of (2.16) is > 1 when ν 0 ≥ 5, so (2.15) implies (2.13) in this case.
Remark: It follows from the proof of Proposition 2.11 that equality can hold in (2.13) only if ν 0 = 1. And since
and Q p (π,π) is a discretely valued field, we conclude that there exists a rational number C, 0 < C < 1, such that
Lemma 2.18. Suppose a 0 is the unique interior lattice point of ∆.
Proof. Since a 0 is the unique interior lattice point of ∆, the point ν =â 0 is the unique element of M • with ν 0 = 1. So for ν ∈ M • , ν =â 0 , we have ν 0 ≥ 2. The assertion of the lemma then follows from (2.10) and (2.17).
We examine the polynomial B (p−1)â0 (λ) to determine its relation to Φ 1 (λ). Let
From (2.2) we have
And since π p−1 = −p, this implies
It follows that
The lemma then follows immediately from the congruence
which is implied by the congruence (p − 1)! ≡ −1 (mod p).
Corollary 2.20. The polynomial
Proof. The first assertion is an immediate consequence of Lemma 2.19. The assertion about the norm follows from the fact that all the coefficients are divisible by p and the constant term equals −p/(p − 1)!.
Suppose that a 0 is the unique interior lattice point of ∆, so that ν =â 0 is the unique element of M
• with ν 0 = 1. From Equation (2.10) we have is an invertible element of R (resp. R ′ ) and |ξâ 0 (λ)| = |ξ(λ, x)|, then ηâ 0 (λ) is also an invertible element of R (resp. R ′ ) and |η(λ, x)| = |ηâ 0 (λ)| = |p| · |ξâ 0 (λ)|.
Proof. By Corollary 2.20 we have that
is an invertible element of norm |p| · |ξâ 0 (λ)|. By hypothesis, we have
Equation (2.17) with ρ =â 0 gives (2.23)
and some constant C, 0 < C < 1. Equation (2.21) then implies that ηâ 0 (λ) is invertible and that
Suppose that a 0 is the unique interior lattice point of ∆. Put
and put T ′ = T ∩ S ′ . It follows from Lemma 2.22 that if ξ(λ, x) ∈ T , then ηâ 0 (λ) is invertible. We may thus define for
Lemma 2.22 also implies that
Proposition 2.24. Suppose that a 0 is the unique interior lattice point of ∆. Then the operator β is a contraction mapping on the complete metric space T . More precisely, for C as in (2.17), if
Proof. We have (in the obvious notation)
. By Lemmas 2.18 and 2.22 we have
by Lemma 2.18. We have |η
a0 (λ)| = |p 2 | by Lemma 2.22, so by (2.12)
This establishes the proposition.
By a well-known theorem, Proposition 2.24 implies that β has a unique fixed point in T . And since β is stable on T ′ , that fixed point must lie in T ′ . This fixed point of β is related to a certain eigenvector of α * . Suppose that ξ(λ, x) ∈ S is an eigenvector of α * , say, α * ξ(λ, x) = κξ(λ, x),
Lemma 2.25. With the above notation, ξ(λ, x)/ξâ 0 (λ) is the unique fixed point of β, hence ξ(λ, x)/ξâ 0 (λ) ∈ T ′ . In particular,
Proof. We have
By the definition of β, this implies the result.
Corollary 2.27. With the above notation,
Proof. Since α * is stable on S ′ , Lemma 2.25 implies that the right-hand side of (2.26) lies in S ′ . Since the coefficient of (πλ 0 ) −1 x −â0 on the right-hand side of (2.26) is κξâ 0 (λ)/ξâ 0 (λ p ), the result follows.
In the next section we find the fixed point of β by finding the corresponding eigenvector of α * . This eigenvector will be constructed from solutions of the Ahypergeometric system; in particular, we shall have ξâ 0 (λ) = Φ(λ), so Corollary 2.27 will imply Theorem 1.4.
Fixed point
We begin with a preliminary calculation. Consider the series
It satisfies the equations
for i = 0, 1, . . . , n, where γ − is the operator on series defined by
It is straightforward to check that the series 
Formally one has
Eq. (3.1) implies that this latter expression equals 0, i. e., H(λ 0 , x) also satisfies the operators γ − • (x i ∂/∂x i − πλ 0â0i xâ 0 ). Since the solutions of this operator form a one-dimensional space, we have H(λ 0 , x) = cG(λ 0 , x) for some constant c.
We determine the constant c by comparing the coefficients of (πλ We now consider the series
where γ • is as defined in Section 2. A calculation shows that
exp(πλ i xâ i ) = 
It follows that we can write ξ(λ, x) as ξ ρ (λ) is a solution of the A-hypergeometric system with parameter −ρ (although we shall not make use of that fact here). Thus the coefficients of powers of x in the series ξ(λ, x) form a (p-adically normalized) family of "contiguous" A-hypergeometric functions.
The series ξ ρ (λ) have coefficients in Z for all ρ ∈ M • , hence ξ(λ, x) ∈ S and |ξ(λ, x)| ≤ 1. Note that ξâ 0 (λ) = Φ(λ), where Φ(λ) is defined by (1.1). In particular, ξâ 0 (λ) takes unit values on D, hence |ξâ 0 (λ)| = 1 and ξâ 0 (λ) is an invertible element of R. To show that ξ(λ, x) satisfies the hypothesis of Lemma 2.25, it remains only to establish the following result.
Lemma 3.5. We have α * ξ(λ, x) = pξ(λ, x).
Proof. From the definitions we have
exp(πλ 
