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Abstract— This paper studies the control of safety-critical
dynamical systems in the presence of adversarial disturbances.
We seek to synthesize state-feedback controllers to minimize a
cost incurred due to the disturbance while respecting a safety
constraint. The safety constraint is given by a bound on an
H∞ norm, while the cost is specified as an upper bound on an
H2 norm of the system. We consider an online setting where
costs at each time are revealed only after the controller at
that time is chosen. We propose an iterative approach to the
synthesis of the controller by solving a modified discrete-time
Riccati equation. Solutions of this equation enforce the safety
constraint. We compare the cost of this controller with that
of the optimal controller when one has complete knowledge of
disturbances and costs in hindsight. We show that the regret
function, which is defined as the difference between these costs,
varies logarithmically with the time horizon. We validate our
approach on a process control setup that is subject to two kinds
of adversarial attacks.
I. INTRODUCTION
The recent advances and successes of reinforcement learn-
ing (RL) [1] in robotics, games, and mobile networks [2]–
[6] has spurred its use in other areas where RL algorithms
interact with the physical environment over long periods
of time [7]–[9]. An increasingly popular domain where RL
methods are being deployed are to safety-critical systems
like large-scale power systems [10], which are susceptible
to attacks by an intelligent adversary [11], [12]. Since these
systems have an underlying dynamic model, actions of the
system are typically a function of (a history of) the system
states. Rules governing these actions can be designed so that
the overall system behaves in a desired way. At the same
time, the actions may have to be chosen to minimize a cost.
We consider a safety-critical linear time invariant (LTI)
system affected by adversarial inputs. Our goal is to design
state-feedback controllers to minimize the cost incurred due
to this input while satisfying a safety constraint. This is
also called the ‘combined H2/H∞ problem’ [13]–[15]. The
H∞ safety constraint enforces a bound on the ratio of the
magnitude of the output to that of the adversarial disturbance.
The H2 cost is the expected mean square output value when
the disturbance input is a white noise process. The H∞
constraint is embedded in the optimization process by solving
a modified discrete-time Riccati equation, whose solution
yields an upper bound on the H2 cost.
In this paper, we study an online scenario of the combined
H2/H∞ problem. At each time, the adversary inserts a
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disturbance, after which the cost incurred is revealed to
the system. Our aim is to iteratively design controllers to
minimize this cost, while satisfying the safety constraint. We
compare the cost of this controller with that of the optimal
controller if all adversarial inputs and costs were known
apriori. The difference between these costs is termed as the
regret faced by the system.
Regret bounds for partially and fully adversarial distur-
bances for LTI dynamics and convex costs were presented
in [16]–[20], where the authors considered a richer class of
‘disturbance action policies’. These policies depend not only
on the current state, but also on a history of disturbances,
and provide stronger regret bounds (poly-logarithmic) than
we present (logarithmic), since policies in this paper only
depend on the current state. Also, while the analyses in [16]–
[20] fix a stabilizing controller at the start of their algorithms,
we adopt a different approach and iteratively solve a set of
Riccati equations to update the controller at each time step.
A. Contributions
We aim to minimize an upper bound on the H2 cost for an
LTI system with adversarial inputs with an H∞ constraint on
the disturbance-output map in an online setting. At each time,
the adversary inserts a disturbance input. The cost functions
are revealed to the system only after it has determined a
controller. We make the following contributions:
• We introduce strongly stable disturbance attenuating
(S2DA) policies. This generalizes strongly stable poli-
cies from [21]. S2DA policies are strongly stable and
satisfy an additional condition on the H∞ norm.
• We show that initializing our procedure with a stabiliz-
ing disturbance attenuating policy will yield stabilizing
disturbance attenuating policies at successive time steps.
If solutions of the Riccati recursion are bounded, we
show that these policies will also be strongly stable.
• We establish bounds on the difference between solutions
to the Riccati equation at successive time steps. We
use the above results to show that the regret bound is
O(log T ), where T is the time horizon of interest.
• We validate our method on a model of the Tennessee
Eastman control challenge [22] that is subject to arbi-
trary adversarial inputs, and a denial-of-service attack.
B. Outline of Paper
The rest of this paper is organized as follows: Section II
summarizes related work. We state our problem and detail
our solution in Sections III and IV. Section V illustrates
our approach on a model of the Tennessee Eastman control
challenge. Section VI concludes the paper.
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II. RELATED WORK
Simultaneous H2/H∞ policy synthesis for discrete-time
linear systems is a well-studied problem. The structure of
an upper bound for the LQG cost, minimizing which would
solve the mixed problem was first proposed in [13]. The
authors of this paper also presented a closed-form controller
that would minimize this upper bound. Two other upper
bounds for the LQG cost were proposed in [14], and it
was shown that the same controller would be optimal in
each case when restricted to static, full-state feedback. In
this case, a static, time-invariant state-feedback is sufficient
for optimal performance [15]. In discrete-time, this does not
hold for the full-information feedback (states and distur-
bances available), or partial information cases. This problem
was studied for nonlinear discrete-time systems in [23].
An orthogonal approach to solve disturbance attenuation
and rejection problems using geometric control theory was
presented in [24]–[29]. However, these works considered the
H2 and H∞ cases separately. These problems have also been
studied in robust and model predictive control [30]–[32].
There has been a renewed interest in the use of RL
techniques in learning to control linear dynamical systems.
Recent developments in this field are surveyed in [33]. An
online version of LQ control with Gaussian disturbances
was presented in [21], where the authors presented a regret
bound for known LTI dynamics and adversarial quadratic
costs. In [16], the authors considered strongly convex costs,
and presented stronger regret bounds for a larger class
of policies they termed disturbance action policies. This
was generalized to semi-adversarial disturbance inputs and
convex costs in [17]. The authors of [34] adopted a different
approach to determine regret bounds for the LQR. They
iteratively solved a sequence of Riccati equations to generate
a sequence of stabilizing controllers, and compared the cost
of this sequence of controllers with that of the optimal static
controller if all costs were known in hindsight.
Minimizing the regret over sequentially revealed adversar-
ial convex costs against the class of linear policies when a
model of the dynamics was unknown was studied in [18].
This was generalized to partially observed systems with
semi-adversarial disturbances in [19], and for the Kalman
filter in [35]. More recently, [20] presented regret bounds
for the case of fully adversarial disturbances.
Sample complexity bounds for the LQR for an LTI
system with unknown dynamics were given in [36], and
for the Kalman filter in [37]. The convergence of policy-
gradient methods for the LQR was studied in [38]–[40].
Convergence guarantees for policy gradient methods for the
mixed H2/H∞ problem was reported in [41]. The authors
of [42] studied a trade-off between exploration for learning
and safety for the LQR under bounded disturbances and
constraints on the state and input sets.
III. PRELIMINARIES AND PROBLEM FORMULATION
For a matrix M , we write M ≥ 0 when M is positive
semi-definite. We write M1 ≥ M2 when M1 − M2 ≥
0. Tr(M) and λmax(M) denote the trace and maximum
eigenvalue of M . Consider a discrete-time linear system:
xt+1 = Axt +But +Dwt (1)
zt = Cxt + Eut, (2)
where xt, ut, wt, zt denote the state, control, disturbance, and
controlled output. In this case, the optimal stabilizing control
will be a static state feedback ut = −Kxt [15].
Let Tzw denote the input-output map from the disturbance
to the measured output. We want theH∞ norm of the closed-
loop system ||Tzw||∞ := sup{ ||z||2||w||2 : 0 < ||w||2 < ∞} to
remain below a desired threshold, γ. When ||Tzw||∞ < γ,
the controller is deemed to have attenuated the disturbance1.
The H2 norm of a linear system is the expected root mean
square value of zt when wt is a white noise process [43]. In
this case, the H2-cost will be given by lim
t→∞E[z
T
t zt]. Since
wt in this paper can be a more general adversarial input, we
will choose to minimize an upper bound on the (squared)
H2 norm of the closed-loop system [14].
Assumption 1. Assume the following:
1) (A,B) is stabilizable. This will ensure the existence of
a controller K such that (A−BK) is stable.
2) CTC = Q ≥ 0, ETC = 0 and ETE = R ≥ 0.
This will ensure elimination of cross-weighting terms
between state and control variables [14].
Since we are interested in stabilizing controllers that
additionally attenuate the adversarial input, we define the
valid set of controllers as:
K := {K : |λmax(A−BK)| < 1, ||TKzw||∞ < γ}, (3)
where TKzw is the input-output map from w to z under the
controller K. An upper bound on the infinite-horizon H2-
cost that we seek to minimize in this paper is [13], [14]:
J(K) := Tr(PDDT ) where P solves (4)
(A−BK)T P˜ (A−BK) +Q+KTRK − P = 0 (5)
P˜ := P + PD(γ2I −DTPD)−1DTP (6)
A typical objective to achieve mixed H2/ H∞ goals can
then be stated as: ‘For the system in Equations (1) - (2),
determine a sequence of controls {ut}t>0 so that:
1) the cost in Equation (4) is minimized, subject to
2) ut = −Kxt, K ∈ K, where K is as in Equation (3). ’
If P ≥ 0 is a solution to Eqn. (5), then (A−BK) is stable
if and only if (A, (Q + KTRK)1/2) is detectable [13]. If
P ∗ ≥ 0 is a solution and P ∗ ≤ P for all other solutions P ,
then P ∗ is a minimal solution. The controller that minimizes
the cost while achieving ||TK∗zw ||∞ < γ is [13], [41]:
K∗ = (R+BT P˜ ∗B)−1BT P˜ ∗A (7)
1We will say that the disturbance has been attenuated if ||Tzw||∞ < γ
is true even when γ > 1. In the time-invariant case, ||Tzw||∞ can be
computed as the maximum singular value of the transfer matrix from w to
z, restricted to the boundary of the unit-circle .
We focus on an online setting of Equations (1) - (2). At
each time t, the adversary chooses wt. The learner chooses
ut = −Ktxt, and suffers a loss determined as a function
of the matrices Ct and Et. We assume that the sequence
of matrices {Ct, Et} is determined before the start of the
learning process. However, they are revealed to the learner
only after it chooses ut. Therefore, the learner faces a regret,
defined as the difference between the cost when using the
aforementioned controller and the optimal controller from
the set K. We aim to minimize this regret, and ensure that
it grows sub-linearly with the time horizon T . Formally,
Problem 1. At each time t, the learner observes state xt, and
commits to a controller ut = Ktxt. After this, cost matrices
Qt := C
T
t Ct, Rt := E
T
t Et such that C
T
t Et = 0 are revealed
to the learner. This cost incurred to the learner is upper-
bounded by Jt(Kt) = Tr(PtDDT ), Pt being the solution
of Equation (5). With J0(·) := 0, determine a sequence of
policies {Kt} such that for some large enough time T , a
regret term, defined as R(T ) := JT (KT )−minK∈K JT (K)
grows sub-linearly with T .
IV. SOLUTION METHOD
We briefly summarize our solution approach. First, we in-
troduce strongly stable disturbance attenuating policies. This
is motivated by strongly stable policies introduced in [21] to
quantify the stability of a stabilizing policy. Then, we show
that if we initialize our procedure with a stable disturbance
attenuating policy, successive iterates will continue to yield
policies that are stable and disturbance attenuating. When
solutions of the Riccati recursion are uniformly bounded,
we show that the sequence of stabilizing and disturbance
attenuating policies are also strongly stable for an appropriate
choice of parameters. In order to establish our regret bounds,
we determine upper bounds on the difference between solu-
tions to the Riccati recursion at successive time steps. We
put these together to get the final regret bound. The regret
bound comprises a burn-in cost, a cost that is incurred before
we start to obtain meaningful bounds, while a second term
gives the bound for a large enough time horizon T .
A. Strong Stability
We leverage the notion of a strongly stable controller
first proposed in [21] for the LQR problem. This was
subsequently used in [17] for the more general case.
Definition 1 (Strongly Stable Policies [21]). A policy K is
stable if |λmax(A − BK)| < 1. It is (κ, )−strongly stable
for κ > 0,  ∈ (0, 1] if ||K|| ≤ κ, and there exist matrices
L,H such that A−BK = HLH−1, with ||L|| ≤ 1−  and
||H||||H−1|| ≤ κ.
Sequentially strongly stable controllers were used in [21],
[34] to reason about a sequence of strongly stable policies.
Definition 2 (Sequentially Strongly Stable Policies [21]). A
sequence of policies {Kt}t≥1 is sequentially (κ, )−strongly
stable for κ > 0,  ∈ (0, 1] if there exist sequences
of matrices {Lt}t≥1, {Ht}t≥1 such that for all t ≥ 1,
A−BKt = HtLtH−1t , and:
1) ||Lt|| ≤ 1− , ||Kt|| ≤ κ,
2) ||Ht|| ≤ β, ||H−1t || ≤ 1/α, where κ = β/α, β > 0,
3) ||H−1t+1Ht|| ≤ 1 + .
In the above, observe that |λmax(A − BKt)| =
|λmax(Lt)| ≤ ||Lt|| ≤ 1 − . Since we are interested in
stable policies that will also achieve disturbance attenuation,
we introduce the notion of strongly stable and sequentially
strongly stable disturbance attenuating policies.
Definition 3 (Strongly Stable Disturbance Attenuating
(S2DA) Policies). A policy K is (κ, , γ)−S2DA if it is
(κ, )−strongly stable and ||TKzw||∞ < γ.
Definition 4 (Sequentially Strongly Stable Disturbance At-
tenuating (S3DA) Policies). A sequence of policies {Kt}t≥1
is sequentially (κ, , γ)−S3DA if {Kt}t≥1 is sequentially
(κ, )−strongly stable and ||TKtzw ||∞ < γ for all t ≥ 1.
B. Set K is Invariant
In this part, we will show that if K1 ∈ K, then Kt ∈ K
for all t > 1. That is, if we start with a stabilizing and
disturbance attenuating controller, then successive updates
of the controller will retain this property. The sequence of
controllers is then said to be regularized [41]. We adapt the
Riccati recursion update procedure in [44] to the setting of
disturbance attenuation. We use representations of solutions
to Lyapunov and Riccati equations to establish stability and
disturbance attenuation for the updated controllers. Further,
since matrices Ct and Et are fixed at time t, we can use
results specific to the time-invariant case. Before proving
our result (Theorem 1), we state a useful result from robust
control [30] that transforms the constraints in Equation (3)
to a the solution of a Riccati inequality.
Lemma 1. [30] For a discrete-time linear time-invariant
system, the following conditions are equivalent:
1) The controller gain K ∈ K.
2) There exists P > 0 such that: i): I − γ−2DTPD > 0,
and ii): Q+KTRK−P+(A−BK)T (P+PD(γ2I−
DTPD)−1DTP )(A−BK) < 0.
3) The Riccati equation (5) admits a unique stabilizing
solution P ≥ 0 such that: i): I−γ−2DTPD > 0, and
ii): (I − γ−2DTPD)−T (A−BK) is stable.
In the sequel, for t ≥ 1, define:
R¯t :=
t− 1
t
R¯t−1 +
1
t
Rt (8)
Q¯t :=
t− 1
t
Q¯t−1 +
1
t
Qt (9)
We perform the update in this manner in order to obtain
useful bounds on differences between successive updates as
a function of the time index t.
Theorem 1. Let Assumption 1 hold, K1 ∈ K, and there is
a solution P1 ≥ 0 to Equation (5). Suppose at time t,
(A−BKt)T P˜t(A−BKt) + Q¯t +KTt R¯tKt = Pt,
P˜t := Pt+PtD(γ
2I −DTPtD)−1DTPt (10)
and Kt is updated as:
Kt+1 = (R¯t +B
T P˜tB)
−1BT P˜tA. (11)
Then Kt ∈ K for all t > 1.
Proof. We will begin by showing that Kt ∈ K will ensure
that the solution to the Equation (10) is bounded. To do this,
we use the fact that for a stabilizing Kt, the solution to
an associated Lyapunov equation will be bounded. Then, we
will show that Kt+1 will be stabilizing, and finally show that
Kt+1 will also be disturbance attenuating. We use induction.
A. Base Case:
Since (A,B) is stabilizable, there exists a stable controller
K1. Since there exists a solution P1 to Equation (5), K1
is also disturbance attenuating (from Lemma 2.1 of [13]),
which establishes the base case of our induction.
B. Pt is Bounded:
Let Kt ∈ K for some t > 1. Since Kt is stabilizing, there
is a unique solution P¯t ≥ 0 to the Lyapunov equation (12),
with P¯t given by [45]:
(A−BKt)T P¯t(A−BKt)− P¯t = −(Q¯t +KTt R¯tKt),
(12)
P¯t =
∞∑
i=0
((A−BKt)T )i(Q¯t +KTt R¯tKt)(A−BKt)i.
Now consider Pt given by Equation (10). Subtracting Equa-
tion (12) from Equation (10), we get:
Pt − P¯t = (A−BKt)T (Pt − P¯t)(A−BKt) (13)
+(A−BKt)T (PtD(γ2I −DTPtD)−1DTPt)((A−BKt)
Since Kt ∈ K, from Lemma 1, (γ2I − DTPtD) > 0.
Therefore, the second term of Equation (13) is positive
definite, which means that (13) is a Lyapunov equation for
Pt − P¯t. The (unique) solution to this equation is given by:
Pt − P¯t =
∞∑
i=0
((A−BKt)T )i((A−BKt)T× (14)
(PtD(γ
2I −DTPtD)−1DTPt)((A−BKt))(A−BKt)i.
Since (A−BKt) is stable, both P¯t and Pt−P¯t are bounded.
Therefore, Pt = P¯t + (Pt − P¯t) is bounded.
C. Kt+1 is Stabilizing:
Expanding (A−BKt)T P˜t(A−BKt)+KTt R¯tKt+Q¯t and
using Equation (11) to write BT P˜tA = (R¯t+BT P˜tB)Kt+1:
AT P˜tA−KTt BT P˜tA−AT P˜tBKt
+KTt (B
T P˜tB + R¯t)Kt + Q¯t
=AT P˜tA+ (Kt+1 −Kt)T (R¯t +BT P˜tB)(Kt+1 −Kt)
−KTt+1BT P˜tA−AT P˜tBKt+1
+KTt+1(R¯t +B
T P˜tB)Kt+1 + Q¯t
=(A−BKt+1)T P˜t(A−BKt+1) +KTt+1R¯tKt+1
+ Q¯t + (Kt+1 −Kt)T (R¯t +BT P˜tB)(Kt+1 −Kt)
⇒ Pt = (A−BKt+1)TPt(A−BKt+1) +M (15)
In Equation (15), M is a positive definite matrix defined as:
M := KTt+1R¯tKt+1 + Q¯t
+(A−BKt+1)T (PtD(γ2I −DTPtD)−1DTPt)
× (A−BKt+1)
+ (Kt+1 −Kt)T (R¯t +BT P˜tB)(Kt+1 −Kt),
The terms in the first and third lines in the above equation
are positive definite by assumption, and (γ2I−DTPtD) > 0
from Lemma 1. Since Pt is bounded, and we can write
Pt =
∑∞
i=0((A−BKt+1)T )iM(A−BKt+1)i, (A−BKt+1)
must be stable so that the sum on the right hand side does
not diverge. Therefore, Kt+1 is stabilizing.
D. Kt+1 is Disturbance Attenuating:
Since (A − BKt+1) is stable, there exists P ≥ 0 that
solves (A − BKt+1)TP (A − BKt+1) − P = −V , where
V > 0. Choose V to be:
V := KTt+1R¯tKt+1 + Q¯t + ρI
+ (A−BKt+1)T (PD(γ2I −DTPD)−1DTP )
× (A−BKt+1),
where ρ > 0 is chosen so that V is positive definite, and
ρI + (A−BKt+1)T (PD(γ2I −DTPD)−1DTP )
× (A−BKt+1)
≤ (A−BKt+1)T (PtD(γ2I −DTPtD)−1DTPt)
× (A−BKt+1)
+ (Kt+1 −Kt)T (R¯t +BT P˜tB)(Kt+1 −Kt). (16)
Rearranging these equations gives us (A−BKt+1)T P˜ (A−
BKt+1)− P +KTt+1R¯tKt+1 + Q¯t = −ρI < 0, where P˜ is
according to Equation (5). This satisfies the second part of
the second condition in Lemma 1.
When Kt ∈ K, γ2I−DTPtD > 0 from Lemma 1. We can
write γ2I−DTPD = γ2I−DTPtD+DT (Pt−P )D. Now,
Pt−P = (A−BKt+1)T (Pt−P )(A−BKt+1)+N , where N
is got by subtracting the term on the left of the inequality in
(16) from the term on the right. This is a Lyapunov equation
in Pt − P . Since Kt+1 is stabilizing and N > 0, there is a
positive semi-definite solution, which gives us Pt − P ≥ 0.
Therefore, 0 < γ2I − DTPtD ≤ γ2I − DTPD, which
satisfies the first part of the second condition in Lemma 1.
Then, from Lemma 1, Kt+1 is also such that ||TKt+1zw ||∞ <
γ, and therefore, Kt+1 ∈ K, which completes the proof.
C. S2DA and S3DA Policies
In this part, we present results quantifying the stability
and disturbance attenuation of a sequence of valid policies.
We begin by showing that there exist values of parameters
κ,  such that any stable and disturbance attenuating policy
is S2DA. The proofs are omitted due to space constraints.
Proposition 1. Assume that K ∈ K. Then, there exist values
κ,  such that K is (κ, , γ)−S2DA.
Suppose that a sequence of positive definite matrices Pt
is generated according to Equation (10), where Kt+1 is
given by Equation (11), and K1 is an initial stable and
disturbance attenuating policy. Then, we have the following
result, assuming that the updates Pt are uniformly bounded.
Proposition 2. Let Qt, Rt ≥ µI , Pt ≤ νI , and Kt ∈ K.
Then, {Kt}t≥1 is (κ¯, 12κ¯2 , γ)−S2DA, where κ¯ :=
√
ν/µ.
Additionally, if ||Pt − Pt+1|| ≤ p ≤ µ2/ν, then, {Kt}t≥1
is (κ¯, 12κ¯2 , γ)−S3DA, where κ¯ :=
√
ν/µ.
In the sequel, we will use Kκ, to denote the set of
(κ, , γ)−S2DA or (κ, , γ)−S3DA policies.
D. Bound on Riccati Recursion Updates
Our next result yields a bound on the difference between
successive updates of the Riccati recursion (10). We achieve
this by reducing our framework to the form of the recursive
updates for the traditional LQR that was shown in [34],
and assuming that parameter values are chosen so that an
inequality in the proof will not depend on a constant term.
Theorem 2. Let Qt, Rt ≥ µI , Tr(Qt), T r(Rt) < σ,Pt ≤
νI , and {Kt}t≥1 be (κ, , γ)−S2DA. Then, there exist con-
stants p∗ and t∗ such that ||Pt+1−Pt|| ≤ p∗/t for all t > t∗.
Proof. From Equations (10), (15), and (11),
Pt+1 − Pt = (A−BKt+1)T (P˜t+1 − P˜t)(A−BKt+1)
+ (Q¯t+1 − Q¯t) +KTt+1(R¯t+1 − R¯t)Kt+1
− (Kt+1 −Kt)T (R¯t +BT P˜tB)(Kt+1 −Kt) (17)
Kt+1 −Kt = (BT P˜tB + R¯t)−1 (18)
× (BT (P˜t − P˜t−1)(A−BKt) + (R¯t−1 − R¯t)Kt),
where the last term in the last equation uses the fact that
R¯t−1Kt +BT P˜t−1BKt −BT P˜t−1A = 0. Therefore,
Pt+1 − Pt = (A−BKt+1)T (Pt+1 − Pt)(A−BKt+1)
+Mt, (19)
where Mt := Mt1 +Mt2 +Mt3 , and
Mt1 := (A−BKt+1)T
× (Pt+1D(γ2I −DTPt+1D)−1DTPt+1
− PtD(γ2I −DTPtD)−1DTPt)
× (A−BKt+1) (20)
Mt2 := (Q¯t+1 − Q¯t) +KTt+1(R¯t+1 − R¯t)Kt+1 (21)
−Mt3 := (BT (P˜t − P˜t−1)(A−BKt) + (R¯t−1 − R¯t)Kt)T
× (BT P˜tB + R¯t)−1 (22)
× (BT (P˜t − P˜t−1)(A−BKt) + (R¯t−1 − R¯t)Kt)
Equation (19) is a Lyapunov equation. Therefore,
Pt+1 − Pt =
∞∑
i=0
((A−BKt+1)T )iMt(A−BKt+1)i
≤ ||Mt||
∞∑
i=0
((A−BKt+1)T )i(A−BKt+1)i
Now, ||Mt|| ≤
∑3
i=1 ||Mt1 ||. Since Kt is (κ, , γ)−S2DA,
||Kt|| ≤ κ, (A−BKt+1) = Ht+1Lt+1H−1t+1, and we have:
||
∞∑
i=0
((A−BKt+1)T )i(A−BKt+1)i||
≤
∞∑
i=0
κ2(1− )2i = κ
2
(2− ) ≤
κ2

(23)
From Tr(Qt), T r(Rt) ≤ σ, we can write:
||Q¯t+1 − Q¯t|| = 1
t+ 1
||Qt+1 − Q¯t|| ≤ 2σ
t+ 1
||R¯t+1 − R¯t|| = 1
t+ 1
||Rt+1 − R¯t|| ≤ 2σ
t+ 1
⇒ ||Mt2 || ≤
2σ(1 + κ2)
t+ 1
(24)
Now, consider Mt1 . We can write ||A − BKt+1|| ≤ κ(1 −
) ≤ κ, since  ∈ (0, 1]2. Since 0 < Pt ≤ νI , we can write
(γ2I −DTPtD)−1 ≤ (γ2I − νDTD)−1. Therefore,
||(γ2I −DTPtD)−1|| ≤ ||(γ2I − νDTD)−1||
= ||γ−2(I − ν
γ2
DTD)−1|| ≤ 1
γ2
+
ν
γ4
||DTD||
A lower bound on the norm of the middle term of Mt1 is
||Mt1 || ≤ κ2mD, where (25)
mD : =
2ν2
γ2
(1 +
ν
γ2
||DTD||)||DTD||
Since Rt ≥ µI , ||(BT P˜tB + R¯t)−1|| ≤ 1µ . Then, we have:
||Mt3 || ≤
1
µ
(
2σκ
t
+ κ||B||(||Pt − Pt−1||+mD))2 (26)
Using the bounds in Equations (23)-(26), we have:
||Pt+1 − Pt|| ≤ κ
2

(κ2mD +
2σ(1 + κ2)
t+ 1
)
+
κ2
µ
(
2σκ
t
+ κ||B||(||Pt − Pt−1||+mD))2
=
2κ2σ(1 + κ2)
(t+ 1)
+
κ2
µ
(
2σκ
t
+ κ||B||(||Pt − Pt−1||))2
(27)
+
κ4mD

(
2||B||
µ
(
2σ
t
+ ||B||||Pt − Pt−1||) + ||B||2mD + 1)
To complete the proof, we make the following assumption.
2Note that |λmax(A−BK)| < ||A−BK||, where the (two-)norm of
a matrix is given by its maximum singular value.
Assumption 2. µ, ν, γ are chosen so that the inequality (27)
will be true independent of the last term of (27) for all t > t∗.
Future work will examine the relaxation of this assumption
in greater detail. This setting is now similar to that in Lemma
A.6 in [34]. Therefore, if there is some p∗ and t∗ such that
for all t > t∗, (||Pt−Pt−1||) ≤ p∗/t, then (||Pt+1−Pt||) ≤
p∗/(t+ 1). Specifically, this will be true for3:
t > t∗ =
8σκ4||B||
µ
(1 +
κ2||B||(1 + κ2)

)
p∗ ≤ 2σ||B|| +
4κ2σ(1 + κ2)

The base case of the induction can be shown as in [34].
E. Online Algorithm
Algorithm 1 Safety-Critical Online Controller Synthesis
1: procedure GENERATE {Kt}t>1
2: Input: System: xt+1 = Axt + But + Dwt,
initial state, parameters µ, ν, κ :=
√
ν/µ,  =
1/(2κ2), γ, σ,K1 ∈ Kκ,, time horizon T
3: Output: {Kt}t>1, such that Kt ∈ Kκ,
4: for t = 1, 2, . . . , T do
5: obtain current state xt
6: generate ut = −Ktxt
7: adversary plays wt
8: adversary generates Ct, Et (Assumption 1)
9: Qt := C
T
t Ct; Rt := E
T
t Et
10: update R¯t, Q¯t acc. to Eqns. (8)-(9)
11: update Pt according to Eqn. (10)
12: if t = d 8σκ4||B||µ (1 + κ
2||B||(1+κ2)
 )e then
13: d := 0, P0 := Pt∗ , K0 := Kt∗
14: d← d+ 1
15: successively solve Eqn. (10) as long as ||Pd−
Pd−1|| > p∗/t∗; update Kd according to Eqn. (11)
16: end if
17: return Kt+1 according to Eqn. (11)
18: end for
19: end procedure
From Assumption 1 and Theorem 1, if we start at t = 1
from a stabilizing policy that attenuates the disturbance,
then our update procedure will continue to yield stabilizing,
disturbance attenuating policies for all t > 1. At each step,
we compute ut = −Ktxt, and the output and cost are
revealed in terms of the matrices Ct, and Et, where Ct
and Et satisfy Assumption 1. The update is carried out
according to Equations (8)-(9) by averaging over previous
3These thresholds can be obtained by expanding the quadratic term on the
right-hand side of Equation (27) and using Assumption 2 to get a quadratic
inequality in p∗. That is, we get a quadratic a(p∗)2 + bp∗ + c ≤ 0, where
a, b, c are terms involving t and the constants in Equation (27). The bound
on t is obtained by recognizing that (t + 1)/t2 ≈ 1/t, and requiring that
the roots of this quadratic inequality be real, that is,
√
b2 − 4ac > 0. The
bound on p∗ is then got by requiring that p∗ ∈ [p1, p2], where p1 and p2
are roots of the quadratic equation a(p∗)2 + bp∗ + c = 0. Specifically, we
set p∗ ≤ −b/2a so that the quadratic inequality will be satisfied.
values of Qt := CTt Ct and Rt := E
T
t Et. From Theorem 2,
||Pt+1 − Pt|| < p∗/t for t > t∗ (Lines 12-16). Algorithm 1
formally presents this procedure.
F. Regret Bounds
Iterative solutions to the Riccati equation in the LTI case
exhibit quadratic convergence to an optimal solution P ∗
[44]. In [41], this convergence rate was also shown to
hold for the variant of the Riccati equation that we use
in this paper. Specifically, for some c > 0, ||Pt − P ∗|| ≤
c||Pt−1−P ∗||2, and ||Pt+1−Pt|| ≤ c||Pt−Pt−1||2. Further,
observe that R(T ) in Problem 1 can be written as R(T ) =
Tr(PTDD
T ) − Tr(P ∗TDDT ), where P ∗T corresponds to
the solution of the Riccati equation that yields the optimal
controller from the set K. We use these results to establish
a bound on the growth of the regret for sufficiently large T .
Theorem 3. Let the conditions of Assumption 1 hold, and let
Qt, Rt ≥ µI , Tr(Qt), T r(Rt) < σ, Pt ≤ νI , κ =
√
ν/µ,
 = 1/2κ2. Let the controllers {Kt}t≥1 be (κ, , γ)−S2DA,
and DDT > 0. Then, for T ≥ t∗ = 8σκ4||B||µ (1 +
κ2||B||(1+κ2)
 ), p
∗ ≤ 2σ||B|| + 4κ
2σ(1+κ2)
 , and some constant
m > 0, R(T ) ≤ Tr(DDT )(log(T ) + 2mp∗t∗+1 − log(t∗)).
Proof. With J0(·) = 0, we can express R(T ) as:
R(T ) =
T∑
t=1
(Tr(PtDD
T )− Tr(Pt−1DDT ))− Tr(P ∗TDDT )
=
t∗∑
t=1
(Tr(PtDD
T )− Tr(Pt−1DDT ))− Tr(P ∗TDDT )
+
T∑
t=t∗
(Tr(PtDD
T )− Tr(Pt−1DDT ))
= Tr(Pt∗DD
T )− Tr(P ∗DDT ) + Tr(P ∗DDT )
−Tr(P ∗TDDT ) +
T∑
t=t∗
(Tr(PtDD
T )− Tr(Pt−1DDT ))
≤ 2Tr(DDT )||Pt∗ − P ∗||+ Tr(DDT )
T∑
t=t∗
||Pt − Pt−1||,
where P ∗ is the optimal solution to the time-invariant,
infinite-horizon Riccati equation. In the above, the first term
can be interpreted as a burn-in cost, that is, the cost incurred
before the procedure starts to yield meaningful regret bounds,
while the second term gives the bound for large enough T .
From Theorem 2,
∑T
t=t∗ ||Pt − Pt−1|| ≤
∑T
t=t∗ p
∗/t ≤
log( Tt∗ ), while for the first term, we use the quadratic con-
vergence to P ∗ to obtain ||Pt∗ − P ∗|| ≤ mp
∗
t∗+1 . Here, m is a
constant associated with lim
t→∞
t∑
i=0
||Pt∗+i−Pt∗+i+1||. There-
fore, R(T ) ≤ Tr(DDT )(log(T ) + 2mp∗t∗+1 − log(t∗)).
The regret bound in our case differs from those shown in
related work (e.g. [17], [19], [34]) due to the nature of the
cost function that we seek to optimize in this paper. Since
we are interested in the minimization of an (upper bound on
the) H2 cost, given by lim
t→∞E[z
T
t zt], when wt is white noise,
our regret term of the form in Problem 1 can be recast in
the form on the first line of the above proof.
V. EXPERIMENTAL EVALUATION
We validate our method on a well-studied problem from
process control called the Tennessee Eastman control chal-
lenge [22]. The irreversible and exothermic process (Fig-
ure 1) produces two products (G,H) from four reactants
(A,C,D,E); component F represents other products formed
from side reactions in the process. The open-loop process is
unstable, which necessitates the use of feedback control. This
model has been adapted to demonstrate the use of machine
learning methods to study resilience to attacks [46], fault
detection [47], and impacts of advanced persistent threats
[48]. A continuous-time LTI model of the plant presented in
[49] consisted of eight states, four inputs, and ten outputs. We
use values of the A,B,C matrices from [49], and discretize
the model, assuming a zero order hold. We additionally
assume wt ∈ R8, D = I8×8, and E chosen to satisfy
Assumption 1. We use these values of C and E to determine
the (optimal) counterfactual static controller K ∈ K.
Fig. 1: Flow diagram of the Tennessee Eastman Process [50]
We consider two attack scenarios. In the first, at each time
step, the adversary injects an arbitrary input wt. We make
no assumptions on the nature of this input (except that it is
bounded, for the purpose of simulation). In the second, we
simulate a denial-of-service attack, by setting wt = −But
for t ∈ [ta, t′a], and arbitrary at other times. [ta, t′a] is the
attack duration such that 1 < ta ≤ t′a. In this case, the impact
of the controller on the evolution of the state is canceled
during the attack, but the learner still incurs a cost associated
to the control (as a result of the Et term). In each case, the
matrices Ct and Et are perturbed versions of C and E.
The normalized regret for the two attacks are shown in
Figure 2. In particular, we observe that the regret of a
sequence of controllers computed according to Algorithm 1
with respect to the optimal, counter-factual, time-invariant
static controller that is obtained by solving the Riccati
equation for the time-invariant case satisfies the bounds
determined in Theorem 3. For the denial-of-service attack,
although the effect of the controller is canceled for the
duration of the attack, as long as this attack starts at ta > 1,
(a) Arbitrary adversarial input.
(b) Denial-of-service attack.
Fig. 2: Normalized regret for two types of adversarial input.
In Fig. 2a, the adversary input, wt is arbitrary. In Fig. 2b,
wt cancels the effect of the control ut on the state evolution
during the attack, denoting denial-of-service. The blue curves
show the normalized regret of a controller chosen according
to Algorithm 1 with respect to the optimal, counter-factual,
time-invariant static controller. The red curves denote the
(normalized) right-hand side of the regret bound of Thm. 3.
Algorithm 1 will continue to produce stabilizing, disturbance
attenuating controllers if we start from an initial controller
that is stabilizing and disturbance attenuating (Theorem 1).
VI. CONCLUSION
This paper presented an iterative solution to an online
control problem in the presence of bounded adversarial
disturbances. In this setting, costs incurred by the system
at each time due to an adversarial disturbance input were
revealed only after the input was given. We synthesized
controllers to minimize (an upper bound of) a quadratic
cost while simultaneously satisfying a safety constraint. This
was achieved by solving a Riccati equation in an iterative
manner. Solutions to the Riccati equation enforced the safety
constraint. We showed that initializing the procedure with a
stabilizing and disturbance attenuating controller ensured that
controllers at successive time steps retained this property.
We showed that the regret of this controller, compared to
the optimal controller when all costs and disturbances were
known in hindsight, varied logarithmically with the time
horizon. We validated our approach on a model of the
Tennessee Eastman chemical process that was subject to
arbitrary adversarial inputs and a denial of service attack.
Future work will study the partial information setting,
where one will have to synthesize dynamic output feedback
controllers, and the more generalized problem of minimizing
the H∞ norm of the output to disturbance map. We will also
extend our analysis to the case of unknown system dynamics.
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