In solid state physics, electronic excitations are often classified as plasmons or single-particle excitations. The former class of states refers to collective oscillations of the electron density. The randomphase approximation allows for a quantum-theoretical treatment and a characterization on a microscopic level as a coherent superposition of a large number of particle-hole transitions with the same momentum transfer. However, small systems such as molecules or small nanoclusters lack the basic properties (momentum conservation and uniform exchange interaction) responsible for the formation of plasmons in the solid-state case. Despite an enhanced interest in plasmon-based technologies and an increasing number of studies regarding plasmons in molecules and small nanoclusters, their definition on a microscopic level of theory remains ambiguous. In this work, we analyze the microscopic properties of molecular plasmons in comparison with the homogeneous electron gas as a model system. Subsequently, the applicability of the derived characteristics is validated by analyzing the electronic excitation vectors with respect to orbital transitions for two linear polyenes within second order versions of the algebraic diagrammatic construction scheme for the polarization propagator.
I. INTRODUCTION
Over the past few decades, plasmonics has evolved as a promising field of research. The term plasmons refers to collective oscillations of the valence electron gas in conducting materials like metals, metal nanoclusters, or graphene. Due to their high absorption cross sections plasmons usually dominate the optical properties of such materials, which in combination with efficient energy and information transport make plasmons interesting targets for the field of electronics, e.g., as chemical or biological sensors, [1] [2] [3] photovoltaic devices, 4 , 5 metamaterials 6-9 or high frequency computer chips. [10] [11] [12] [13] They have also been used in photocatalytic redox reactions. [14] [15] [16] [17] In an extended system, such as the degenerate electron gas, plasmon excitations can be treated as macroscopic electron density waves using classical electrodynamics. The random phase approximation (RPA) allows for a quantumtheoretical treatment of plasmons, [18] [19] [20] [21] [22] reproducing the classical result for the plasmon frequency in the long-wavelength limit. In the microscopic description according to the RPA, a plasmon emerges as a coherent superposition of a large number of elementary particle-hole (p-h) excitations, comprising all elementary excitations with a given momentum transfer. A dominant uniform exchange interaction of the elementary p-h excitations is crucial in forming such collective excitations. Plasmon excitations have been postulated to arise also in smaller systems exhibiting molecular-type electronic structures, e.g., in metal clusters with dimensions of about 2 nm or even less, [23] [24] [25] [26] or in organic molecules such as polyacenes and fullerenes. [27] [28] [29] [30] [31] [32] [33] However, the question arises how collective excitations could possibly emerge in systems lacking the essential features of the solid-state case, such as momentum conservation and a preeminent uniform exchange interaction. Nevertheless, various theoretical studies have been performed addressing plasmon-type optical excitations in small metal clusters (e.g., Refs. 24, [34] [35] [36] [37] [38] [39] [40] [41] [42] and molecules (e.g., Refs. 33, [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] . Most of these studies are based on applications of TDDFT methods [53] [54] [55] or the RPA. It should be noted that the concept of plasmon excitations in small clusters and molecules is by no means unchallenged. For example, it has been argued that there are no plasmontype excitations in small clusters and molecules. 56 While a valid approach was used to analyze the computed excitation manifold with regard to possible plasmon-type features, some of the conclusions seem to be unsubstantiated. By contrast, quantum fluid dynamics and TDDFT simulations have shown that certain microscopic electronic excitations can indeed be correlated with collective oscillations, even in very small systems like Na 2 . 57, 58 Finally, one of us has recently demonstrated by comparison to the electron gas that the notion of a plasmon can indeed be transferred to molecular systems. 59 While the microscopic quantum-theoretical treatment based on the RPA or TDDFT methods provide for the pertinent information on the respective excited states, i.e., energies, transition moments, and eigenvector components, a clear and comprehensive definition of what constitutes a plasmon in a small system is still wanting. Often, the term plasmon is simply attributed to a state having a large spectral intensity; or to a state characterized as a linear combination of a few elementary p-h excitations, interpreted as signature of collective character. More rigorously, Bernadotte et al. derived a scaling approach for TDDFT methods to differentiate between plasmons and single-particle transitions in a broad range of molecular systems. 59 It is based on the different dependence of the energy of single-particle excitations and plasmons on the electron-electron interaction. Such an analysis has subsequently been applied also by other authors. 33, 42 In the present paper we will review the theory of plasmons, addressing in particular its implications for molecules and small clusters. To complement the previous work by Bernadotte et al., 59 we will focus on the characterization of the eigenvector components of the states associated with plasmons. Recalling the RPA treatment of electronic excitations in the degenerate electron gas, the plasmon features established there will be transferred to the analysis and characterization of low-lying excitations of two polyene molecules. Although the treatment of electronic excitations in the electron gas by the RPA has nowadays become textbook knowledge, 22 , 60 a brief review will be given here as its understanding is a necessary prerequisite for an unfamiliar reader to follow our line of argumentation. Moreover, we will use a formulation in terms of the polarization propagator here in order to make the connection to quantum chemical wavefunction methods for the calculation of excited states possible.
This work is organized as follows. In Sec. II an overview over the theory of plasmons within the RPA is given. The results for the linear polyenes octatetraene (C 8 H 10 ) and C 16 H 18 are presented in Sec. III.
II. PLASMON EXCITATIONS IN AN ELECTRON GAS
A uniform gas of electrons, for electric neutrality embedded in a continuous positive background, responds to a perturbation of the equilibrium electron density by density oscillations, also referred to as plasma oscillations. Being a macroscopic phenomenon, these oscillations can be treated within the framework of classical mechanics and electrodynamics. 22, 61 A well-known approach to electronic excitation is the RPA. Applied to the electron gas, a plasmon solution is found, the frequency being identical with the classical result (in the limit of large wavelengths). Below, we will review the RPA treatment of the electron gas.
A. The homogeneous electron gas
In the following, we consider a homogeneous electron gas enclosed in a box with volume V = L 3 with periodic boundary conditions as a model for a metal and assume a uniform positively charged background. Neglecting any interaction between the electrons, the single-particle states (spin orbitals) ψ k σ are obtained as products between a spatial orbital φ k and a spin function γ (s),
Here, x denotes the Cartesian coordinates and s the spin coordinate. The spatial orbitals are plane-waves characterized by the wave vectors k. Using the periodic boundary conditions, their components are given by
The wave vectors are also referred to as momentum vectors. The single-particle (orbital) energies ϵ k are
For V → ∞ the wave vectors can be treated as being continuous. In the ground state of a system containing N electrons, the N energetically lowest spin orbitals are occupied. The energy of the highest orbital is called Fermi energy ϵ F . The corresponding Fermi wave number (also called Fermi momentum) k F can be used to define occupation numbers n k ,
B. Linear response to an external perturbation and the polarization propagator
In linear response theory the density change induced by an external potential is described by the time-space integral over the product of the retarded density correlation function D R (x, x ′ ) and the external potential ext (x, t). 22 To allow one to evaluate the correlation function in perturbation theory, it is convenient to define an associated time-ordered correlation function which then contains the same physical information. 22 Here, we will use the polarization propagator (xt, x ′ t ′ ). Fourier transformation from the space domain into the momentum domain and from the time domain to the frequency domain as well as insertion of a complete set of eigenstates ofĤ leads to the well-known spectral or Lehmann representation of the polarization propagator,
. (5) Here, the indices p and r denote spin-orbitals, p ≡ jτ and r ≡ kσ.
The factors ±iη guarantee convergence of the Fourier transformations. The poles of pr,p ′ r ′ (ω) determine the excitation energies of the states that are coupled to the ground state via the density operator.
The two terms of the matrix (ω), denoted as + (ω) and − (ω), both contain the same physical information. The poles of the first term + (ω) correspond to excitation energies (p-h states) while those of − (ω), referred to as deexcitations (h-p states), are the negative excitation energies. They are connected by
To compute the polarization propagator one has to resort to suitable approximation schemes. Here a central role is played by the RPA to be addressed in the following.
C. Random-phase approximation
The RPA was first derived by Pines and Bohm. [18] [19] [20] [21] They used an effective screened Coulomb force, among other approximations, to separate collective modes (plasmons) from single-particle excitations. The resulting quantum mechanical description of plasmons constitutes one of the greatest successes of the RPA.
Within the RPA approximation, the polarization propagator is given by
Here, 0 pr,p ′ r ′ (ω) is the zeroth order (diagonal) polarization propagator and with the non-interacting homogeneous electron gas as a reference,
with ϵ p and n r being the single-particle energies and occupation numbers as defined above. The quantities U rp,r ′ p ′ are elements of the interaction matrix and have the following form:
This is the RPA as commonly used in quantum chemistry. In solid state physics, this expression is usually further approximated by neglect of the Coulomb type term (−⟨pr ′ |p ′ r⟩) because the exchange term dominates for small q:
This additional approximation is discussed in more detail in Sec. II of the supplementary material. 62 Here we adopt this approach and only work with the latter definition given in Eq. (11) .
The RPA equations decouple into separate equations for singlet and triplet excitations, which can be achieved by applying suitable unitary transformations. The general form of the RPA equations is as given by Eq. (8), the respective spinfree interaction matrix elements reading
Consequently, the triplet states do not include any interaction between different p-h excitations and at this level of approximation their excitation energies are given directly by orbital energy differences of the non-interacting reference system. With this approximate electron-electron interaction the singlet part of the spin-adapted polarization propagator can be written as
We will continue working with the singlet expressions only. Therefore, the superscript S will be dropped and singlet symmetry implicitly assumed.
The matrix 0 (ω) is the zeroth order polarization propagator and for the non-interacting homogeneous electron gas as reference its matrix elements are given by
The two-electron integrals as occurring in the expression for the interaction can be readily evaluated yielding
The detailed derivation is given in the supplementary material.
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At this point, momentum conservation comes into play and renders one of the four indices redundant. By defining the momentum transfer q ≡ j − k = j ′ − k ′ and subsequently writing j = k + q as well as j ′ = k ′ + q the following expressions are obtained:
Consequently, V jk ′ kj ′ is solely determined by the momentum transfer q = j − k.
As a result of momentum conservation, the polarization propagator depends on only three independent indices, too. The matrix elements of the polarization propagator can hence be rewritten as
The separation of the polarization propagator with respect to the momentum transfer is a very important result of this discussion. The set of RPA equations are now replaced by a separate set of equations for each value of q. This separability will become important when discussing the character of the plasmon states.
In a compact matrix notation the polarization propagator is given by
with the interaction matrix U(q) being a constant and uniform matrix with elements
( 19) can be rewritten in the form of the well-known pseudoeigenvalue equation,
For each value of q a separate pseudo-eigenvalue problem is obtained due to the decoupling of single-particle excitations of different momentum transfer. Moreover, single-particle states with the same value for q interact in a completely uniform way. Of course, this is only the case if the Coulomb term to the interaction is neglected as in Eq. (11). However, the resulting matrices are extremely large (in the limit V → ∞ infinite) and it is desirable to replace such matrix equations by analytical expressions. The homogeneity of the interaction allows one to write the matrices as q-dependent functions. For this purpose, we de-
where ϵ RP A (q, ω) is the so-called dielectric function at the RPA level. It describes the modification to the lowest order interaction by the polarization of the medium and can be used to determine several properties like the plasma oscillations or screening effects. 22, 61 Determining the poles of the polarization propagator is equivalent to finding the roots of the dielectric function and the following equation has to be solved for the eigenvalues ω n :
Let us note that in Ref. 59 a distinction between plasmons and (renormalized) single-particle excitations has been introduced based on Eq. (21), because poles of RPA can formally arise from poles of 0 or from roots of the dielectric function ϵ RPA . The single-particle states were obtained from 0 and the plasmon solutions were extracted from ϵ RPA . However, the poles of 0 are canceled by poles of the dielectric function (both depending on 0 ) and thus become renormalized, with the renormalized states also given as roots of the dielectric function. Consequently, the roots of the dielectric function ϵ RPA give not only plasmons but also the single-particle states. 
D. Graphical solution of the RPA equations
The eigenvalue equation (22) can be solved graphically by recasting it in the following form:
The complex factors ±iη have been dropped because they are not important here. The excitation energies are given by the intersection points between the right-hand side (r.h.s.) of Eq. (24) plotted in dependence of the frequency ω and the line given by the constant function
. This is shown schematically for an example with m = 3 single-particle replacements k → k + q for a specific value of q and the interaction strength V (q) in Figure 1 .
As a characteristic feature of the RPA, to each positive excitation energy a negative counterpart exists that corresponds to a deexcitation with the same energy. The poles of the r.h.s correlate with poles of 0 and are thus given by orbital energy differences. Altogether, there are m excitation and deexcitation energies each. Here, we consider only excitations. Of these m energies, m − 1 solutions are enclosed between two successive poles of the r.h.s. while the mth and highest state, positioned on the right-hand side of the last pole, is strongly dependent on the interaction strength V (q). This latter state corresponds to a collective state (plasmon) while the other m − 1 energetically lower states are ordinary singleparticle states. Consequently, when varying V (q), the ordinary single-particle states change only little in energy in contrast to the distinct plasmon solution. Evaluation of the plasmon frequency ω pl reveals that ω 2 pl ∝ V (q). 22, 59, 60 A further simplification via the assumption that the orbital energy differences are all equal (with ϵ j − ϵ k = ϵ ∀j, k) allows one to analyze the eigenvectors of the m possible excitations in more detail. Using the pseudoeigenvalue Eq. (20) , the eigenvector v pl of the plasmon excitation is now given by
In contrast to the single-particle excitations, the plasmon is a positive linear combination of all m possible single-particle replacements with a given momentum transfer q. All singleparticle transitions with momentum transfer q contribute with equal phase and weight. In other words, it is a coherent superposition of all single-particle excitations with a given momentum transfer q. This reflects the collective character of this state. Let us note that the manifold of elementary excitations constituting a plasmon-type excitation need not to be large. In the case depicted in Figure 1 , e.g., there are m = 3 elementary excitations giving rise to two ordinary and one plasmon solutions. Even the case m = 1 is conceivable and the single solution arising here shows the characteristic plasmon-type behavior with respect to the variation of V (q).
Further evaluation of the transition matrix elements shows that only the plasmonic excitation has a non-zero transition strength. 22, 60 In a sense, the plasmon collects the intensity of all the underlying single-particle replacements explaining the high absorption cross sections observed in experiments. These results finally explain how a plasmon differs microscopically from ordinary single-particle excitations.
FIG. 2. Molecular orbitals of octatetraene and assignment of momentum vectors k. The symbol n denotes the quantum numbers of the orbitals. As an example, the three arrows indicate the three possible single-particle replacements with n = 3.
Moreover, this behavior is independent of the number of electrons present in the system. Evaluation of the plasmon frequency ω pl within the approximation of equally spaced single-particle states, yields
As a consequence, the square of the plasmon frequency depends linearly on the interaction strength (ω 2 pl ∝ V (q)) as already mentioned above. The different behavior of the plasmon and single-particle frequencies on the interaction V (q) was also realized in Ref. 59 using a slightly different approach where it was used to establish a scaling approach for the identification of plasmon excitations within the framework of TDDFT.
Plasmons can also be described in the Tamm-Dancoff approximation (TDA), 22 as well referred to as configuration interaction singles (CIS) 63 in the quantum chemistry community. The TDA secular matrix corresponds to the submatrix A of the RPA secular matrix in Eq. (20) . Carrying out a similar graphical analysis as above for RPA, reveals qualitatively the same results. The plasmon state is the highest in energy, depends strongly on the electron-electron interaction, gathers all the intensity, and is a linear combination of all single-particle replacements with the given value of q.
In conclusion, the main characteristic features of the degenerate electron gas, relevant to the issue of plasmon excitations in molecules are the following:
r The momentum transfer is a conserved quantity. As a consequence, the secular problem for excited states decouples with respect to the momentum transfer of the excited states. For a given momentum transfer q, there is only a limited number of elementary excitations, e.g., single-particle excitations, and the corresponding excitation energies lie within a finite range.
r The secular matrix for the single-particle excitations (singlets) is dominated by the exchange contributions, establishing a uniform interaction matrix. Note that this does not apply to triplet excitations.
While the first property here is an indispensable requirement, the presence of a dominant uniform interaction may be of more gradual relevance. One may expect that the nonuniform direct Coulomb contributions in the secular matrix will modify the picture to a certain extent but not alter it completely. This remark should apply also to a treatment taking two-particle and higher excitations into account.
Consequently, the question arises how collective excitations emerge in molecular systems or small nanoclusters, which lack these essential features of the solid-state case. This issue will be analyzed in the following section using two linear polyenes as illustrative examples.
That plasmonic states are build up from linear combinations of several single-particle transitions has been recognized by several authors, e.g., Refs. 51, 56, 64, 65. However, a plausible distinction between ordinary excitations, which as well may be linear combinations of elementary p-h replacements, and plasmon excitations, has not been established previously. In particular, the crucial role of a symmetry constraint (such as momentum conservation) leading to finite separate manifolds of elementary p-h excitations, has not been addressed.
III. PLASMONS IN LINEAR POLYENES
In the following we will analyze the electronic excitations in the linear polyenes C 8 H 10 and C 16 H 18 and validate the presence of plasmon-type excitations exhibiting the microscopic characteristics established in Sec. II D.
In linear polyenes the π electrons can be viewed as forming a quasi one-dimensional electron gas along the molecule (see the π -orbitals shown in Figures 2 and 3) . In analogy to the homogeneous one-dimensional electron gas in a box one may assign wave vectors to the Hartree-Fock π -orbitals of the polyenes. While such an assignment of momentum vectors is not rigorous, it provides for a useful qualitative means to classify the p-h excitations and to identify plasmon-type excitations. In the one-dimensional case, the wave vectors have only one component, and a given momentum transfer can be directly correlated to a corresponding change in the quantum numbers of the orbitals involved in the respective p-h transition (compare Figure 2) .
It should be noted that the overall phase of a HF orbital is not determined a priori and different computations may result in different phases. This has to be taken into account when the final state eigenvectors are to be inspected. The sign of an eigenvector component reflects the orbital phases in the corresponding elementary p-h excitation. Therefore, the orbitals have to be defined in the same way as in the respective particle in a box model in order to evaluate the amplitudes of different p-h transitions as described above.
The linear polyenes have C 2h symmetry and the π -orbitals transform according to the irreducible representations A u or B g . Therefore, the ππ* excitations are either of A g (even change in quantum number) or B u (odd change in quantum number) symmetry. While excitations of the latter type are optically allowed, the former ones are dark states and have no intensity. Obviously, in the latter case the distinction between ordinary and plasmon-type excitations cannot be based on oscillator strengths; here an alternative characterization is indispensable.
A. Computational methods
All calculations have been performed with the Q-Chem program package. The ground state minimum structures were obtained by geometry optimizations at the level of Møller-Plesset perturbation theory of second order (MP2) 66 using the augmented correlation consistent triple-ζ basis set aug-ccpVTZ. 67 The excitation energies were obtained using different methods. At a more elementary level, RPA and CIS were used (taking into account both the Coulomb and exchange terms in the first-order electron-electron interaction). In addition, computations were performed using more accurate methods based on the second-order algebraic-diagrammatic construction (ADC (2)) approach. [68] [69] [70] [71] [72] [73] The basis sets used in these computations were Dunning's cc-pVDZ or cc-pVTZ sets. 67 In the ADC(2) computational schemes the excitation energies are obtained as eigenvalues of an hermitian secular matrix, the configuration space being spanned by singly (p-h) and doubly (2p-2h) excited configurations. In the p-h/ph block of the secular matrix, the matrix elements derive from perturbation expansions extending through second order. As a result, the excitation energies of singly-excited states are treated consistently through second order. In the strict version, referred to as ADC (2) I. Excitation energies, major p-h contributions to the eigenvectors, and oscillator strengths for the first excited states with B u or A g symmetry of octatetraene. The plasmon states are given in bold face. Methods: RPA/cc-pVTZ and CIS/cc-pVTZ. No contributions with an absolute amplitude larger than 0.3 (a weight larger than 9%) were omitted. Orbital numbering and relative signs as in Figure 2 . Corresponding transition densities are shown in Figure 4 .
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Major p-h contr. of 2p-2h orbital energy differences. The computational cost of ADC(2)-s scales as N 5 , where N is the number of basis functions.
An improved first-order treatment of the doubly-excited state is obtained at the extended ADC(2)-x level. Here the 2p-2h/2p-2h block is augmented by the first-order contributions taken from the third-order ADC(3) scheme. However, the computational cost of the ADC(2)-x treatment scales already as N 6 . The better treatment of the doubly-excited states does not necessarily improve the results for single excitations. Often the mixing with doubly-excited states is overestimated, leading to too low excitation energies. 74 Recently, the scaledopposite spin (SOS) approximation 75 was introduced in the ADC(2)-x scheme, leading to a semi-empirical SOS-ADC(2)-x variant 76 devised to cure the ADC(2)-x deficiencies. In the attempts to identify plasmon-type states various characteristics have been addressed. Besides eigenvector structures, oscillator strengths (in the case of optically allowed transitions) and transition density patterns have been analyzed. As was realized by several authors (see, e.g., Refs. 37, 38, 51, 58, 59, 64, and 77), transition densities associated with plasmon excitations have an envelope with a specific nodal structure. In the plasmon-type excitations diagnosed via their scaling behavior, Bernadotte et al. 59 observed that the number of nodes in the transition density envelope correlates with the (energetic) order of the plasmons, the first having one node, the second two nodes, and so on.
B. Octatetraene
The assignment of wave vectors to the relevant frontier orbitals is shown for octatetraene in Figure 2 . As an example, the three possible single-particle replacements with a quantum number change of three ( n = 3) are shown. In the particle in a box model, they all correspond to the same momentum transfer, q = 2π n/L = 6π /L, and n is equal to the change in the number of nodes of the involved orbitals.
RPA and CIS results
Inspecting the excitation vectors obtained at the RPA level (Table I) , it can be seen that the first state in B u symmetry is dominated by the HOMO to LUMO transition ( n = 1) while the next three states are mainly composed of single-particle replacements with n = 3. In the case of A g symmetry, the first two states are dominated by transitions with n = 2.
This corresponds to the expectations based on the foregoing discussion. First of all, the excitations decouple to a large extent with respect to a given momentum transfer or n value. Furthermore, for n = 1 there exists one excited state while there are two for n = 2 and three for n = 3. In each n manifold, there is a distinguished state characterized as a coherent superposition of the elementary p-h excitations, each contributing with significant weight. For the lowest n values these particular states are 1 1 B u ( n = 1), 2 1 A g ( n = 2), and 2 1 B u ( n = 3). They are clearly distinguished from the ordinary excitations, being composed of two or possibly three significant elementary excitations with differing relative phases, e.g., the 3 1 B u state in Table I . These characteristics allow us to refer to the distinguished excitations in each n manifold as plasmon-type excitations. Again, it is important to point out that the case n = 1 is special, because there is only one underlying single-particle replacement. Nevertheless, this case usually corresponds to the most intense excitation.
The corresponding transition densities are displayed in Figure 4 . For the states identified as plasmons the envelopes of the transition densities show the expected nodal structure. For 1 1 B u ( n = 1) the envelope of the transition density has one, for 2 1 A g ( n = 2) two, and for 2 1 B u ( n = 3) three nodes. This nodal structure will become even more pronounced in the case of C 16 H 18 . It should be noted, however, that the energies of the plasmon-type excitations are not always larger than the ordinary states within a given n manifold. A similar observation applies to the oscillator strengths. For example, the oscillator strength of the n = 3 plasmon (0.09) is lower than that of the 4 1 B u state (0.15), being the third state in the n = 3 manifold. Apparently, such deviations from the model behavior reflect the fact that the Coulomb contributions in the secular matrix modify the picture associated with a uniform interaction. Moreover, also the exchange contributions cannot be expected to be strictly uniform in the case of molecules. Nevertheless, the conditions for the emergence of plasmon-type excitations essentially apply to the polyene molecules considered here, as seen in the characteristic eigenvector structures and the transition density patterns.
The results of the simpler though related CIS method agree well with the RPA results (see Table I ), and the analysis and identification of plasmon-type excitations is completely analogous. For the CIS transition densities, being very similar to those obtained at the RPA level, the reader is referred to the supplementary material. 
ADC(2) results
In view of the somewhat limited accuracy of the RPA (and CIS) approximations, it is of interest to test our findings in the outcome of the higher-order ADC(2)-s and SOS-ADC(2)-x methods. As discussed above, these methods treat single excitations consistently through second order perturbation theory while double excitations are described in zeroth and first order, respectively. For linear polyenes the inclusion of double excitations is known to play a crucial role. 74 The ADC results are shown in Table II . As in the case of RPA, the states separate with respect to momentum transfer. Again, there is one state dominated by transitions with n = 1, two states with n = 2, and so on. Moreover, in each n group, there is a particular plasmon-type state formed as a coherent superposition of the elementary n excitations.
Interestingly, the order of the states has changed compared to RPA. Within the n = 2 manifold the plasmon-type TABLE II. Excitation energies, major p-h contributions to the eigenvectors, oscillator strengths, and norm of double amplitudes for the first excited states with B u or A g symmetry of octatetraene. The plasmon states are given in bold face. Methods: ADC(2)-s/cc-pVTZ and SOS-ADC(2)-x/cc-pVTZ. No contributions with an absolute amplitude larger than 0.3 (a weight larger than 9%) were omitted. "n. c." stands for not calculated. Orbital numbering and relative signs as in Figure 2 . Corresponding transition densities are shown in Figures 2 and 3 state is now highest in energy (as expected), while it ranks second in the n = 3 group. The intensities, however, are similar to the RPA and CIS results.
The transition densities of the plasmon-type states generated at the ADC(2) level are very similar to the RPA (or CIS) transition densities (see supplementary material 62 ). As discussed above, the node pattern of the transition densities is consistent with the present eigenvector analysis.
The changes introduced by the transition from ADC(2)-s to SOS-ADC(2)-x are of special interest. First of all, states with higher n values are substantially lowered in energy and are now located energetically between the states considered so far (e.g., 5
1 B u and 3 1 A g in Table II ). Moreover, the admixture of doubly excited configurations increase for all states except for the plasmon-type states. As a result, the plasmons are still dominated by single-particle transitions, whereas the ordinary states have increased double excitation character. The SOS-ADC(2)-x transition densities (see the supplementary material 62 ) show the typical nodal patterns seen in the outcome of the other methods.
To summarize, the microscopic characteristics established at the RPA level of theory apply to the more accurate ADC(2) treatments as well.
C. C 16 H 18
To apply the analysis also to a larger system, the longer C 16 H 18 polyene was considered. In Figure 3 , the Hartree-Fock π -orbitals are shown together with an assignment of wave vector quantum numbers n. The results obtained using the SOS-ADC(2)-x computational scheme and the cc-pVDZ basis set are listed in Table III . The choice of the SOS-ADC(2)-x method reflects the fact that low-lying double excitations play an important role in extended polyenes.
As an analysis of the eigenvectors shows, the separation with respect to momentum transfer or change in quantum number n is fulfilled to a large extent. Only in the case of the 4 1 A g state one finds single-particle contributions with differing n but similar weights. However, the latter state has strong 2p-2h character and is not comprised in the considered (p-h) model space.
Like in the SOS-ADC(2)-x results for octatetraene, most states show significant 2p-2h contributions, the exception being again the plasmon-type excitations. As to be expected, the oscillator strengths of the optically allowed plasmon-type transitions are larger than in octatetraene, reflecting the increased system size and the number of electrons participating in the "collective" excitations. It should be noted that the lowest ordinary B u excitations have virtually vanishing oscillator strengths, so that the plasmon-type excitations will shape the optical spectrum in the low-energy region.
The transition densities are shown in Figure 5 . Due to the extended system size the characteristic nodal structure of the transition densities' envelopes is easily recognizable, showing the typical nodal patterns for the states identified as plasmons by the eigenvector analysis. Consequently, the microscopic characteristics of plasmons in molecular systems derived above are also valid for this larger system.
IV. CONCLUSION
In this work, a microscopic characterization of plasmontype excitations in molecules has been discussed. For this purpose, the RPA treatment of plasmon excitations in the electron gas was analyzed, allowing one to establish two basic characteristics: First, the secular (RPA) problem decouples with respect to momentum transfer so that the configuration space for a given momentum transfer is spanned by limited number of elementary p-h excitations; second, there is an essentially uniform interaction matrix owing to the predominant exchange contributions. As a result, there is a particular collective or plasmon-type solution, characterized as an equitable superposition of all elementary p-h excitations of the respective momentum transfer.
The conditions for the emergence of plasmon-type excitations could be validated in the case of two linear polyene molecules. Here the delocalized π -electrons can be viewed as constituting a quasi one-dimensional electron gas confined in a box. Assigning wave numbers (n) to the molecular π -orbitals, the approximate decoupling of states with differing momentum transfer ( n values) could be retrieved in the final state eigenvectors. In particular, plasmon-type excitations could be identified as essentially equitable superpositions of the eligible elementary p-h excitations. The distinction of plasmon-type excitations and ordinary electron excitations based on the analysis of the final state eigenvectors worked both on the basic RPA/CIS and the higher ADC(2) levels of theory. The transition densities of states identified as being of plasmon-type showed the characteristic nodal structures addressed previously.
The concepts outlined here for linear polyenes should be transferable to non-linear molecular systems or nanoclusters provided an analogy can be established to a suitable electron gas model, e.g., electrons confined in a 2-d or 3-d box, a cylinder, or sphere. Such analogies have already been realized for a variety of systems for which plasmons are expected to be of great importance, e.g., acenes 51 or silver nanorods. 25 However, it is questionable whether this concept is transferable to systems which do not possess any (quasi-)symmetry at all.
