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p-ADIC L-FUNCTIONS FOR RANKIN-SELBERG
CONVOLUTIONS OVER NUMBER FIELDS
FABIAN JANUSZEWSKI
Abstract. We unconditionally construct cyclotomic p-adic L-functions for Rankin-
Selberg convolutions for GL(n + 1) × GL(n) over arbitrary number fields, and
show that they satisfy an expected functional equation.
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1. Introduction
In modern number theory p-adic L-functions play a central role, as they tend
to reflect arithmetic properties more directly than their complex counterparts.
Since the discovery of the p-adic Riemann ζ-function by Kubota and Leopoldt in
the 1960’s, their deep arithmetic significance became apparent in Iwasawa’s work
on cyclotomic fields, which culminated in Mazur-Wiles’ proof of the cyclotomic
Iwasawa main conjecture.
Since then p-adic methods are omnipresent in modern number theory, and the
construction of p-adic L-functions has been an important and in general unsolved
problem. Even worse, being an arithmetic invariant, all we can do is construct
p-adic L-functions for automorphic representations. Due to the lack of an Euler
product in the p-adic world, we do not have a direct construction for motives.
2000 Mathematics Subject Classification. 11F67, 11F66, 11R23.
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A very successful method for constructing p-adic L-functions is via Mazur’s
modular symbols. They exist in purely topological contexts and behave very well,
but their non-vanishing is an unsolved problem in general.
In this article we study a modular symbol on GL(n + 1) × GL(n) computing
the special values of the twisted Rankin-Selberg L-functions L(s, (π × σ)⊗ χ) for
regular algebraic cuspidal automorphic representations π and σ on GL(n+1) resp.
GL(n). We allow an arbitrary number field as the base field. Thanks to results
of Sun [Sun], the non-vanishing hypothesis in our setting has been proved. In
particular our results are unconditional. Finally we apply this to the construction
of p-adic L-functions and show that they always exist in the finite slope situation,
and also satisfy a functional equation.
By recent results of Harris-Lan-Taylor-Thorne [HLTT] and independently of
Scholze [Schl], we know that whenever k is totally real or a CM field, that we may
associate to π and σ compatible ℓ-adic systems of Galois representations ρπ,ℓ resp.
ρσ,ℓ with the property that
(1) L(s, (π × σ)⊗ χ) =S L(s−
1− n(n+ 1)
2
, (ρπ,ℓ ⊗ ρσ,ℓ)ℓ ⊗ χ),
where the notation =S suggests that this identity holds for all but finitely many
Euler factors. So far it is yet unkown if these Galois representations are de Rham
at ℓ = p or even motivic, but this is to be expected. In the same spirit (1) is
expected to be a strict identity. Despite these open questions the existence of
these Galois representations gives a strong hint that our construction eventually
bears arithmetic significance.
Our main Theorem is the following. Let k be a number field and let p be a
rational prime. Let π and σ be regular algebraic irreducible cuspidal automorphic
representations of GLn+1(Ak) and GLn(Ak), respectively. Then it is well known
that the finite components π(∞) and σ(∞) are defined over a number field Q(π, σ)
(cf. [Clo, The´ore`me 3.13]; this statement extends to the global represenations in
an appropriate sense [Jan15]). Define the compact abelian p-adic Lie group
C(p∞) := lim
←−
n
k×\A×k /(k ⊗Q R)
0(1 + pnOk ⊗Z Zp)
∏
v∤p∞
O×k,v
which by class field theory is naturally isomorphic to the Galois group Gal(kp∞/k)
of the maximal abelian extension kp∞ of k unramified outside p∞. Then, assuming
that the weights of π and σ are compatible, and that π and σ are p-ordinary, or
more generally of finite slope at p, we have
Theorem A. For each scrit =
1
2
+ j (j ∈ Z) critical for L(s, π × σ) there exist
periods Ω±j ∈ C
× and a Q(π, σ)-valued p-adic measure µj (a locally analytic distri-
bution in the finite slope case) on C(p∞), such that for all finite order characters
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χ : C(p∞)→ Q
×
⊂ C×,∫
C(p∞)
χdµj = c(χ, scrit) ·
L(p)(scrit, (π × σ)⊗ χ)
Ωsgnχj
,
where
c(χ, scrit) = G(χ)
(n+1)n
2 ·
∏
p|p
c(χp, scrit)
and
c(χp, scrit) =
{
Ip(π, σ, tp, χ, scrit), for unramified χp,
N(fχp)
(n+1)n(smin−scrit)
2
−
(n+1)n(n−1)
6 · κ
vp(fχp )
p , for χp of conductor fχp 6= 1.
We remark that our Theorem contains as a particular case a construction of the
p-adic L-functions for GL(2), valid over any number field. We also remark that
there is no restriction on the prime p, the oddest prime 2 is included.
In the Theorem L(p)(s, π × σ) denotes the Rankin-Selberg L-function with the
p-Euler factors removed, smin =
1
2
+ jmin is the left most critical value, and
Ip(π, σ, tp, χ, scrit) is a certain local zeta-integral at p | p whose evaluation is known
for n ≤ 2 by well known computations in the case n = 1, for n = 2 by recent yet
unpublished work of Ungemach, i.e. it agrees with the motivically expected value
(cf. [CPR, PR]). As the notation suggests, the resulting measure µj depends on
choices of Hecke roots at all p | p for which we find a suitable Up-eigen vector with
eigen value κp. For details we refer to section 4, in particular to our Main Theorem
4.1.
We also prove that the p-adic L-function we construct statisfies a functional
equation. Denote by
ι : g 7→ wng
−twn
the twisted main involution of GLn, where the superscript ‘−t ’ denotes matrix
inversion composed with transpose, yielding an outer automorphism of GLn order
2. Furthermore wn is a representative of the long Weyl element for GLn. Then
pullback along ι sends π to its contragredient representation π∨, and a cohomo-
logical Up-eigen vector λ to a cohomological Up-eigen vector λ
∨. Similarly we have
the involution
x 7→ x∨ := (−1)nx−1
on C(p∞). Now the measures µj are constructed out of a specific choice for λ, and,
emphasizing this dependence in the notation, we show in Theorem 7.3,
Theorem B. We have the functional equation
µλ,j(x) = µλ∨,−j(x
∨).
We point out an intruiging phenomenon which arises whenever k has complex
places. Departing from π and σ, or more generally from a Up-eigen class in coho-
mology, our construction produces a measure (resp. distribution) µ˜ with values in
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MΓ, where M is the irreducible rational GL(n+1)×GL(n)-module corresponding
to the weight of the regular algebraic representation π⊗̂σ, and Γ is an arithmetic
subgroup of the diagonally embedded GL(n) in GL(n + 1) × GL(n). In order to
obtain µj, we project µ˜ onto one-dimensional quotients of M
Γ. Now if k is totally
real, the dimensiona of MΓ coincides with the number of critical places. However
if k has a complex place, there are weights for which dimMΓ is strictly larger than
the number of critical places. It seems unclear so far if these ‘phantom compo-
nents’ of µ˜, which do not correspond to critical values, hold arithmetic information
not covered by the projections µj. So far we only know that µ˜ behaves as nicely
as we may expect: It is p-adically bounded in the ordinary case, and satisfies a
natural functional equation. We hope to return to this question in the future.
We give a quick sketch of the history of the constructions of p-adic L-functions
for GL(n+1)×GL(n). Previously the case of totally real k was settled in [Jan14],
where a less natural condition of ordinarity was formulated, and where the author
restricted his attention to a single place. Previously the case of trivial coefficients
over an arbitary number field had been treated in [Jan11]. This approach gen-
eralized and complemented a construction over Q due to Kazhdan, Mazur and
Schmidt, who constructed a distribution (but not a measure) in [KMS], building
on previous work of Schmidt [Sch], who had constructed p-adic L-functions for
regular algebraic representations on GL(3)× GL(2) with trivial central character
at infinity. The first general construction of a p-adic measure on GL(n+1)×GL(n)
over Q is Schmidt’s complement [Sch2] to [KMS], which still imposed a trivial cen-
tral character at infinity and had restrictions on p, depending on n, in particular
excluding small primes. The latter restriction was once and for all removed in
[Jan11], and the correct formulation for arbitrary class numbers for totally real k
was given in [Jan14], which also overcame the restriction of the central character
at infinity.
The non-vanishing of the periods is classical in the case n = 1, which over Q
corresponds to the case of modular forms, where it is due to Hecke [He36, He37a,
He37b]. The case n = 2 was settled in [Sch] in the case of trivial coefficients over Q,
and for arbitrary coefficients over Q in [KS], which also implies the non-vanishing
for totally real fields in this case. The case of general n and general fields with
general coefficients was recently proven by Sun [Sun].
The outline of the paper is as follows. In section 2 we collect essential notions
and notations that will be used continuously throughout the paper. In section 3
we define our coefficient systems, in section 4 we state our main theorem in full
generality. In sections 6 and 7 we construct the p-adic L-function and prove its
claimed properties. In section 8 we show that the non-vanishing problem can be
treated place by place, which reduces us to two local cases: real and complex
places, which allows us to invoke to Sun’s result.
By the nature of the problem, there is necessarily some overlap with [Jan14] in
our exposition. We use this occasion to simplify the notation and the treatment
p-ADIC L-FUNCTIONS 5
of the construction of the distribution, and refer to loc. cit. if technical results are
involved which are either already stated in appropriate generality or whose prove
generalizes to the situation treated here without change.
The author thanks Binyong Sun for his insistence on simplifications, which sig-
nificantly contributed to the present form of the article. The author also thanks
Miriam Schwab for many corrections.
2. Notation
Throughout the paper k denotes a fixed number field and Ok ⊆ k its ring of
integers. We write S∞ for the set of archimedean places of k and identify elements
of it with conjugacy classes of field embeddings ι : k → C, via the action of
complex conjugation on the codomain. In this spirit we denote by ι the complex
conjugate of an embedding ι. By abuse of notation we sometimes identify ι with
its class {ι, ι}. We decompose S∞ = Sreal ∪ Scplx disjointly into the sets of real
resp. complex places.
We write Ak for the adele group over k, and for a finite set S of places of k we
denote by A
(S)
k the adeles where the finitely many components corresponding to
places in S have been removed (or are identically 1 or 0, depending on the context).
We apply same notation to ideles and write ∞ for the set of infinite places of k.
Thus A
(∞)
k denotes the ring of finite adeles.
We fix an algebraic closure Q/Q and assume that k ⊆ Q. We fix embeddings
ι∞ : Q→ C and ιp : Q → Qp, the latter denoting an algebraic closure of Qp, and
p is a fixed rational prime throughout the paper. We emphasize that we do not
exclude any small primes.
If l/Q is an extension with ring of integers Ol, we let Ol,(p) = Ol ⊗Z Z(p) denote
the localization of Ol at p, i.e. the subring of p-integral elements in l.
For a linear algebraic group G over a field l, we write X(G) for the group of
characters of G, i.e. homorphisms G → Gm, defined over a separable algebraic
closure of l. If m/l is an extension, let Xm(G) denote the characters defined over
m.
We write Gn := resOk/ZGLn for the restriction of scalars of the group scheme
GLn/Ok. We fix the standard maximal torus Tn in GLn and consider all root
data for GLn resp. Gn with respect to Tn resp. resk/QTn and the ordering induced
by the standard Borel subgroup Bn = TnNn resp. resk/QBn. We make the usual
standard choice of simple roots, write W (GLn, Tn) for the absolute Weyl group,
wn ∈ W (GLn, Tn) for the longest element with respect to our choice of positive
system, and we choose as basis of characters the component projections χj : Tn →
Gm, (ti) 7→ tj . We write X(H) for the character group of a group scheme H and
use the basis χ1, . . . , χn to fix an isomorphism X(Tn) ∼= Z
n once and for all.
Every weight µ ∈ X(resk/QTn) may be naturally identified with a tuple
µ = (µι)ι∈Hom(k,C)
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where µι ∈ X(Tn). Identifying a place v ∈ S∞ with a set of embeddings we set
µv := (µι)ι∈v By the very definition of the restriction of scalars the Galois action
on X(resk/QTn) is given by
µ
σ = (µσ−1ι)ι∈Hom(k,C)
for σ ∈ Aut(C/Q), and the irreducible representation (ρµ,Mµ) of highest weight
µ of Gn is defined over the field of rationality Q(µ) of µ. We denote the latter’s
ring of integers with O(µ) and fix a Gn(O(µ))-stable lattice Mµ(O(µ)) in the
representation space of Mµ(Q(µ)) and thus regard the latter as an O(µ)-scheme
of representations of Gn ×Z O(µ). I.e. for any O(µ)-algebra we have the set of
A-valued points
Mµ(A) = Mµ(O(µ))⊗O(µ) A,
which is a representation of Gn(A). We let
Mµ,(p) := Mµ ×O(µ) O(µ)(p),
denote the localization at p. We remark that we have for any O(µ)(p)-algebra a
natural isomorphism
Mµ(A) = Mµ,(p)(A) = A
rank(Mµ).
We write M∨
µ
for the (algebraic) dual, a notation that we extend to arbitrary
representations. We fix once and for all an identification
M∨
µ,(p) = Mµ∨,(p),
where µ∨ := −wnµ.
We set
0Gn :=
⋂
α∈XQ(Gn)
Ker(α2).
Then 0Gn is a reductive group scheme over Z and XQ(
0Gn) ⊗Z Q = 0 [Jan11,
Proposition 1.2].
Furthermore denote by S the maximal Q-split torus in the radical of Gn, or the
maximal Q-split central torus of Gn, what amounts to the same. Then
(2) Gn(R) =
0Gn(R)⋊ S(R)
0,
cf. [BS, Proposition 1.2]. We have explicitly
0Gn(R) = {g ∈ Gn(R) |
∏
ι∈S∞
‖det gι‖ι = 1}.
This in particular shows that S is a Q-split torus of rank 1. Furthermore we
introduce the subgroup
G±n = {g ∈ Gn(R) | ∀ι ∈ S∞ : ‖det gι‖ι = 1}.
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We fix standard maximal compact subgroups
Kn
⊆
−−−→ Gn(R)∥∥∥ ∥∥∥∏
ι∈S∞
Kι
⊆
−−−→
∏
ι∈S∞
GLn(kι),
where kι denotes the completion of k at ι and
Kι =
{
U(n), for ι complex,
O(n), for ι real.
Then by (2), Kn eventually lies in
0Gn(R), as does every arithmetic subgroup of
Gn.
We write Zn for the center of Gn and set
GKn := KnZn(R)
0,
then, by the above observation, GKn is again a product of groups GO(n) and
GU(n) at real and complex places respectively, which are defined as
GO(n) := {g ∈ GLn(R) | g
tg ∈ R×1n},
and
GU(n) := {g ∈ GLn(C) | g¯
tg ∈ R×1n}.
Here and henceforth, a superscript ‘ t ’ over a matrix indicates its transpose, a
superscript ‘ 0 ’over a Lie or an algebraic group indicates its identity connected
component, π0(G) := G/G
0 denotes the resulting component group.
We use German gothic letters to indicate the complexified Lie algebras of the
corresponding groups.
The superscripts ‘ ad ’ and ‘ der ’ over a group or a Lie algebra indicate the
corresponding adjoint or derived group or algebra respectively.
For local archimedean considerations we consider GLn as a reductive group over
Q and set
SL±n :=
0GLn.
Then
SL±n (R) = {g ∈ GLn(R) | det(g) = ±1}.
Recall that a representation of a real reductive group is called a Casselman-
Wallach representation if it is smooth, Fre´chet, of moderate growth, and its Harish-
Chandra module has finite length.
As usual, a superscript group indicates the space of invariants of a group or Lie
algebra representation.
For any quasi-simple Gn(R)-representation V we write V
(Kn) for the subspace
of (smooth) Kn-finite vectors. Then we have
(3) H•(gn, GKn;V
(Kn)) = H•(gdern , K
der
n ;H
0(Zn(R)
0;V (K))).
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In particular (gn, GKn)-cohomology behaves the same way as classical (g
der
n , K
der
n )-
cohomology.
We set
bRn :=
⌊
n2
4
⌋
,
bCn :=
n(n− 1)
2
,
and
bkn :=
∑
v∈S∞
bkvn .
This will turn out to be the bottom degree for the cohomology (3) for the infinity-
component of the regular algebraic representations we consider.
We fix the standard embedding
j : GLn → GLn+1,
g 7→
(
g 0
0 1
)
,
which induces an embedding j : Gn → Gn+1, and all of the above data are com-
patible with it. The corresponding diagonal embedding is denoted
(4) j × 1 : Gn → Gn+1 ×Gn.
For every finite place p | p of k, let kp denote the completion of k at p, Op ⊆ kp
its valuation ring, and we normalize the norm such that
|a|p = |Nkp/Qp(a)|p = N(Opa)
−1,
the latter denoting the absolute norm. All Haar measures are normalized in such a
way that a standard maximal compact subgroup (if it exists) receives Haar measure
1.
We fix once and for all a character ψ : k\Ak → C
× which has a factorization
ψ = ⊗vψv. Then ψ induces a character Un(Ak) → C
×, for u = (uij) explicitly
given as
ψ(u) =
n−1∑
i=1
uii+1,
the same applies locally. For convenience of normalization in Theorem 7.1 we
assume that ψp has conductor Op for p | p. If V is a generic representation of
GLn(Ak) we write W (V, ψ) for the ψ-Whittaker space associated to V . Again the
same notation applies locally. Our choice of ψ also fixes the local and global Gauß
sums as
G(χ) :=
∑
a mod fχ
χ
(
a
f
)
ψ
(
a
f
)
,
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where f is a generator of the conductor fχ of the given quasi-character χ : k
×\A×k →
C×.
We write Kp(m) for the mod-p
m-Iwahori subgroup of GLn+1(kp), and similarly
K ′p(m) for the respective Iwahori subgroup of GLn(kp).
Choose a uniformizer ̟p in the valuation ring Op ⊆ kp and set
t(p) :=

̟np
̟n−1p
. . .
1
 .
For any ideal f | p∞ we fix a generator
f :=
∏
p|p
̟
vp(f)
p ,
and set
tf :=
∏
p|p
t
vp(f)
(̟p)
.
We introduce the magic matrix
h(1) :=

1
wn
...
...
0 . . . 0 1
 ∈ GLn+1(Z),
and define
h(f) := t−1(f) · h
(1) · t(f) ∈ Gn+1(Qp),
We consider the Hecke operator
Vp := Kp(m)t(p)Kp(m),
for Gn+1 and
V ′p = K
′
p(m)̟pt(p)K
′
p(m)
as a Hecke operator for Gn. Then we have the Hecke operator
Up := Vp ⊗ V
′
p
acting on (π⊗σ)Kp(m)×K
′
p(m). Those Hecke operators may be considered as products
of the standard Hecke operators
Tp,ν := Kp(m)
(
̟ · 1ν 0
0 1n+1−ν
)
Kp(m), 0 ≤ ν ≤ n + 1,
and
T ′p,ν := K
′
p(m)
(
̟ · 1ν 0
0 1n−ν
)
K ′p(m), 0 ≤ ν ≤ n.
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3. Arithmetic modules
We call a simple Gn-module M , defined over a number field Q(M)/Q, prearith-
metic if it is essentially conjugate self-dual over Q, i.e.
(5) M∨,c ∼= M ⊗ ξ
where ξ ∈ XQ(Gn), i.e. ξ is defined over Q. We remark that the restriction map
XQ(Gn) → X(S)
is a monomorphism with finite cokernel. This map factors over XQ(resk/QTn), and
its image in the latter consists of constant tuples (w)ι, w ∈ Z = X(S). As there
is no risk of confusion we simply write (w) ∈ XQ(resk/QTn).
Then an irreducible Gn-module Mµ of highest weight µ is prearithmetic if and
only if
(6) µ− wnµ
c = w ∈ X(S).
We callMµ and also µ arithmetic ifMµσ is prearithmetic for every σ ∈ Aut(C/Q).
The motivation for our terminology is that the existence of an automorphic
representation π of Gn(A) with non-trivial cohomology with coefficients in Mµ(C)
implies the arithmeticity of µ (cf. [Clo, The´ore`me 3.13 and Lemme 4.9]).
We have the following elementary
Proposition 3.1. Let µ be arithmetic. Then
(i) its ‘Tate twists’ µ+ (j) for any j ∈ Z are arithmetic,
(ii) its dual weight −wnµ is arithmetic,
(iii) the conjugate weights µσ for σ ∈ Aut(C/Q) are arithmetic.
Now let µ resp. ν be arithmetic weights of resk/QTn+1 resp. resk/QTn, n ≥ 1. We
call a j ∈ Z critical for µ× ν if there is a non-zero Gn-equivariant map
(7) ξj : Mµ ⊗Mν → M(j).
Assuming its existence, ξj is defined over O(µ,ν) (the ring of integers in Q(µ,ν)),
and is unique up to an integral unit in the latter ring due to the multiplicity one
property of restrictions of irreducibles for GLn+1|GLn.
We write
ξ := ⊕jξj : Mµ ⊗Mν →
⊕
j
M(j) =: M(µ,ν),
where j runs through the critical j for µ× ν. Let jmin denote the minimal critical
j.
We write Γn for the Zariski-closure, i.e. the algebraic hull, of a torsion-free arith-
metic subgroup Γ of Gn inside Gn. Note that Γn is independent of Γ.
Lemma 3.1. We have Gdern ⊆ Γn and the latter is normal in Gn.
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Proof. We know that
Γn ∩G
der
n = G
der
n ,
because Γ ∩ Gdern is an arithmetic subgroups of G
der
n and hence Zariski-dense in
Gdern . This shows
Gdern ⊆ Γn.
As the quotient
Gn/G
der
n
is a torus, it is abelian and hence Γn is normal in Gn. 
Now let π resp. σ be regular algebraic irreducible cuspidal automorphic repre-
sentations of Gn+1(A) resp. Gn(A) with weights µ resp. ν, i.e.
(8) H•(gn+1, GKn+1; π
(Kn+1)
∞ ⊗C Mµ(C)) 6= 0,
and
H•(gn, GKn; σ
(Kn)
∞ ⊗C Mν(C)) 6= 0.
The following observation is due to Kasten-Schmidt [KS] (at real places) and
Raghuram [Rag2] (complex places).
Proposition 3.2. The map
j 7→
1
2
+ j
sets up a bijection between integers j ∈ Z critical for µ× ν and critical values of
L(s, π × σ) in the sense of Deligne [Del].
4. The Main Theorem
Let π and σ denote irreducible cuspidal regular algebraic automorphic repre-
sentations as in the previous section, that we also consider as representations
of GLn+1(Ak) and GLn(Ak). Then we know by Clozel [Clo, The´ore`me 3.13 resp.
Proposition 3.16], that the finite components π(∞) and σ(∞) are defined over a num-
ber field E = Q(π, σ) ⊇ Q(µ,ν), which is the field of rationality of π(∞) ⊗ σ(∞).
We remark that in an appropriate sense, π⊗̂σ as a global representation is defined
over the field Q(π, σ) as well [Jan15].
We fix a prime p subject to the following conditions:
(H) for each prime p | p in k, there is a Up-eigen vector
0 6= tp ∈ (πp ⊗C σp)
Kp(m)×K ′p(m),
and the corresponding eigen values κp ∈ E are all non-zero.
We call the latter the finite slope condition. We also consider the stronger p-
ordinarity condition
(O) If smin ∈
1
2
+Z denotes the left most critical value for L(s, π× σ), then for
all p | p
|κp|p =
∣∣µ(ap) · ν(a′p)∣∣p ,
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where
a′(p) :=

̟−np
̟−n+1p
. . .
̟−1p
 ,
in GLn(k) and a(p) = j(a
′
(p)), with local uniformizers ̟p ∈ Op.
We emphasize that these are conditions on the tuple (π, σ, (tp)p|p).
For πp resp. σp spherical, with pairwise distinct Hecke roots, it is well known
that the corresponding data are all of finite slope (cf. [KMS, Proposition 4.12]
resp. [Jan14, Section 1.6]).
We write L(s, π×σ) for the Rankin-Selberg L-function attached to (π, σ) in the
sense of [JPSS] and assume in the sequel that there is at least one s ∈ 1
2
+Z which
is critical for L(s, π×σ) in the sense of [Del] and we let smin =
1
2
+ jmin denote the
left most critical value.
As our representations at p are generic we may consider the Fourier isomorphism
w : πp ⊗ σp → W (πp, ψp)⊗W (σp, ψ
−1
p ).
We let for any place v of k
Lv :=
{
Gm(Ov), v ∤∞,
Gm(kv)
0, v | ∞.
Then for any ideal f | p∞ in k, i.e. any ideal dividing a p-power, we define
C(f) := k×\A×k /(1 + f)
∏
v∤f
Lv,
and set
C(p∞) := lim
←−
C(f) = A×k /k
×
∏
v∤p
Lv,
where f ranges over the ideals dividing p∞. By class field theory C(p∞) corresponds
isomorphically to the Galois group of the maximal abelian extension k(p
∞) of k
unramified outside p∞.
Theorem 4.1. Under the above condition (O) resp. (H), for each scrit =
1
2
+ j
critical for L(s, π × σ), there exist periods Ω±j ∈ C
× and an Q(π, σ)-valued p-adic
measure µj resp. a distribution in the finite slope case on C(p
∞), such that for all
finite order characters χ : C(p∞)→ Q:
c(χ, scrit) ·
L(p)(scrit, (π × σ)⊗ χ)
Ωsgnχj
=
∫
C(p∞)
χdµj,
with
c(χ, scrit) = G(χ) ·
∏
p|p
c(χp, scrit)
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and
c(χp, scrit) =
{
Ip(π, σ, tp, χ, scrit), for unramified χp,
N(fχp)
(n+1)n(smin−scrit)
2
−
(n+1)n(n−1)
6 · κ
vp(fχp )
p , for χp of conductor fχp.
Furthermore
Ip(π, σ, tp, χ, scrit) :=
∫
Un(kp)\GLn(kp)
w(tp)
(
j(g)h(̟), g
)
χp(det(g))| det(g)|
ν
pdg.
Up to the computation of the Euler factors at the finite places v ∤ p where
det(K) 6= O×v , Theorem 4.1 generalizes by construction to arbitrary finite order
characters of C(K(p∞)). As already remarked in the introduction, the value of this
zeta integral is known for normalized choices of tp in the cases n ≤ 2, assuming
π and σ unramified at p, and in those cases agrees with the value expected in
[CPR, PR].
The construction of the distribution and its main properties will be proven in
Theorems 6.1, 6.2, 7.2. We also remark that the p-adic L-function we construct
satisfies the equation as stated in the introduction, see Theorem 7.3.
5. Topological formalism
5.1. Locally symmetric spaces. For each compact open subgroupK ofGn+1(A
(∞)
Q )
we consider the locally symmetric spaces
Xn+1(K) := Gn+1(Q)\Gn+1(AQ)/Kn+1K,
and
X
ad
n+1(K) := Gn+1(Q)\Gn+1(AQ)/GKn+1K,
which come with the canonical projection map denoted
ad : Xn+1(K)→ X
ad
n+1(K).
We set
C(K) := k×\A×k /(k ⊗Q R)
0 det(K),
which is a finite discrete topological space, and comes with the map
detK : Xn(K)→ k
×\A×k /(k ⊗Q R)
0 det(K),
factoring over ad. In particular we write
Xn+1(K)[c] := det
−1
K (c)
for the fiber of a class
c ∈ C(K),
for which we may choose a representative c ∈ A×k which is trivial at infinity. Then
by strong approximation we have a natural identificaton
(9) Xn+1(K)[c] = Γc\Gn+1(R)/Kn+1,
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where
Γc := Gn+1(Q) ∩ d(c)Kd
−1
(c) ,
with
d(c) := diag(c, 1, . . . , 1) ∈ Gn(AQ).
In particular all fibers are connected. In the squel we assume K to be neat in the
sense that for all c ∈ C(K) the arithmetic group Γc is torsion free (although Γc as
a subgroup of Gn(Q) depends on the chosen representative of c, its isomorphism
class as a group doesn’t), which can always be achieved by replacing K with a
suitable neat compact open subgroup (which then necessarily is of finite index in
K). For neat K the space Xn+1(K) is a manifold.
For a sheaf F on Xn+1(K) we denote by F [c] its restriction to Xn+1(K)[c].
Fix a field extension E/Q(µ). Then the Gn+1(Q)-module Mµ(E) gives rise to a
sheaf M
µ
(E) on Xn+1(K), arising as a local system from the left- Gn+1(Q)- and
right- K0n ×K-module
M˜µ(E) := Mµ(E)×Gn+1(AQ).
Its sections on an open subset U ⊆ Xn+1(K) are explicitly given by
Γ(U ;M
µ
(E)) = {f : Gn+1(Q)U →Mµ(E) | f locally constant and
∀γn+1 ∈ Gn+1(Q), u ∈ Gn+1(Q)U : f(γn+1u) = ρµ(γn+1)f(u)}.
We introduce the translations
tg : Xn+1(gKg
−1)[c]→ Xn+1(K)[c det(g)],
Gn+1(Q)xgKg
−1 7→ Gn+1(Q)xgK,
for g ∈ Gn+1(A
(∞)
Q ). Then we have the identification
(10) Γ(U ; t∗gMµ(E)) = Γ(tg(U);Mµ(E)).
The pullbacks t∗g naturally extend to cohomology.
In order to lay hands on the pullbacks, we consider for each open U ⊆ Xn+1(gKg
−1)
the map
Γ(U ; t∗gMµ(E)) → Γ(U ;Mµ(E)),
given via the identification (10) by
Γ(tg(U);Mµ(E)) ∋ f 7→ [u 7→ f(ug)] ,
i.e. we obtain a map
ρµ(g) : t
∗
gMµ(E)→Mµ(E)
of sheaves on Xn+1(gKg
−1).
In particular the composition
tµg := ρµ(g) ◦ t
∗
g
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sends sections of the sheaf M
µ
(E) on Xn+1(K) to sections of the sheaf Mµ(E) on
Xn+1(gKg
−1). By functoriality this gives a map
tµg : H
q
∗(Xn+1(K),Mµ(E))→ H
q
∗(Xn+1(gKg
−1),M
µ
(E)),
which has the factorization
Hq∗(Xn+1(K),Mµ(E))
t∗g
−−−→ Hq∗(Xn+1(gKg
−1), t∗gMµ(E))
ρµ(g)
−−−→ Hq∗(Xn+1(gKg
−1),M
µ
(E)),
for ∗ ∈ {−, c, !}. We use the same notation mutatis mutandis for X adn+1.
When dealing with tensor products as coefficients, we assume Q(µ,ν) ⊆ E and
identify
Mµ×ν(E) = Mµ(E)⊗E Mν(E)
and consider it as a Gn+1 × Gn-module and by abuse of notation also as a Gn-
module via the diagonal embedding j × 1, and identify
ρµ×ν(g) = ρµ×ν(j(g), g), g ∈ Gn(A
(∞)
Q ).
In particular we have for each g ∈ Gn(A
(∞)
Q ), ∗ ∈ {−, c, !}, a map
tµ×νg : H
q
∗(Xn(K
′),M
µ×ν(E))→ H
q
∗(Xn(gK
′g−1),M
µ×ν(E)).
5.2. Global sections. The reason for the notation ρµ(g) will become clear when
considering global sections over connected components Xn+1(K)[c] as elements of
H0(Γc;Mµ(E)) ⊆ Mµ(E)
via the identification (9), which depends on the choice of the representative c det(K) ∈
Gm(A
(∞)
k )/ det(K) of the class [c] ∈ C(K). Only for [1] ∈ C(K) we have the
canonical choice c = 1, where a section
f ∈ H0(Xn+1(K)[1];Mµ(E))
can be sent canonically to its evaluation (as a function) at the origin
f(1n+1K
0
n+1 ×K) ∈ H
0(Γ1;Mµ(E)).
However for all other classes there are no canonical choices, i.e. there is no canonical
identification of a section in
H0(Xn+1(K)[c];Mµ(E))
with an element in Mµ(E).
This is of particular importance in the context of integral structures: If g ∈
Gn+1(Q) ∩Gn+1(A
(∞)
Q ), then sections of the sheaf associated to a lattice
Mµ(O) ⊆ Mµ(E)
will be mapped by tµg to sections of the sheaf associated to the translated lattice
(11) g ·Mµ(O) = ρµ(g)Mµ(O) ⊆ Mµ(E),
16 FABIAN JANUSZEWSKI
which will be defined in section 6.6 when we introduce the necessary adelic for-
malism to handle this situation.
For the rational situation we introduce for γ ∈ Gn(Q) the map
tνγ : H
0(Γc;Mν(E))→ H
0(γΓcγ
−1;Mν(E)),
s 7→ ρν(γ)(s).
We set for g ∈ Gn(A
(∞)
Q ),
Γgc := Gn(Q) ∩ d(c)gK
′g−1d−1(c) ,
the intersection taking place in Gn(A
(∞)
Q ).
Proposition 5.1. For any c, c′ ∈ GL1(A
(∞)
k ) and any g ∈ Gn(A
(∞)
Q ) with
[c′] = [det(g)c] ∈ C(K ′)
there is a γ ∈ Gn(Q) with finite part
(12) γf ∈ d(c)gK
′d−1(c′).
Any such element renders the diagram
H0(Γc′;Mν(E))
tνγ
−−−→ H0(Γgc ;Mν(E))
∼=
y(9) (9)y∼=
H0(Xn(K
′)[c′];M
ν
(E))
tνg
−−−→ H0(Xn(gK
′g−1)[c];M
ν
(E))
commutative.
We remark that γ depends not only on g but also on the choice of the represen-
tatives c, c′.
Proof. The existence of γ satisfying (12) follows by strong approximation from the
identity
d(c)gK
′d−1(c′) = d(c)gd
−1
(c′) · (d(c′)K
′d−1(c′))
as the element d(c)gd
−1
(c′) on the right hand side has determinant in det(K
′) and K ′
is open. Such a γ satisfies
Γgc = Gn(Q) ∩ γd(c′)K
′d−1(c′)γ
−1 = γΓc′γ
−1,
consequently tνγ is well defined.
In this context the identification (9) is explicitly given by
ic′ : Γc′g
′
∞Kn 7→ Gn(Q)g
′
∞d(c′)K
0
nK
′, g′∞ ∈ Gn(R)
0.
Similarly we have the map
igc : Γ
g
cg
′
∞Kn 7→ Gn(Q)g
′
∞d(c)K
0
ngK
′g−1.
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We consider the map
t′γ : Γ
g
cg
′
∞Kn 7→ Γc′γ
−1
∞ g
′
∞Kn.
This yields the commutative square
Xn(K
′)[c′]
tg
←−−− Xn(gK
′g−1)[c]
ic′
x xigc
Γc′\Gn(R)/Kn
t′γ
←−−− Γgc\Gn(R)/Kn
where all maps are diffeomorphisms.
Thus on global sections we obtain a commutative diagram
H0(Xn(K
′)[c′];M
ν
(E))
tνg
−−−→ H0(Xn(gK
′g−1)[c];M
ν
(E))
i∗
c′
y y(igc )∗
H0(Γc′\Gn(R)/Kn;Mν(E))
(t′γ )
ν
−−−→ H0(Γgc\Gn(R)/Kn;Mν(E))
∼=
y y∼=
H0(Γc′;Mν(E))
tνγ
−−−→ H0(Γgc ;Mν(E))
where we have to explain the precise meaning of the various pullbacks in the upper
square. First of all we have the explicit global sections
H0(Γc′\Gn(R)/Kn;Mν(E)) = {f : Gn(R)/Kn → Mν(E) |
f ′ constant and ∀γ′ ∈ Γc′ : f
′(γ′g′∞Kn) = ρν(γ
′)f ′(g′∞Kn)},
the map i∗c′ being the usual pullback of maps. The same holds mutatis mutandis
for (igc)
∗ and (t′γ)
∗. Then
(t′γ)
ν : f ′ 7→ ρν(γ)(t
′
γ)
∗f ′ = [u′ 7→ ρν(γ)f
′(γ−1∞ u
′)].
The natural isomorphism
H0(Γc′\Gn(R)/Kn;Mν(E))→ H
0(Γc′;Mν(E))
is given by evaluation of f ′ at the origin 1nKn. Thus we see that t
ν
γ is given by
f ′(1nKn) 7→ ρν(γ)f
′(1nKn).
This concludes the proof. 
Corollary 5.2. For any c, c′ ∈ GL1(A
(∞)
k ) and g ∈ Gn(A
(∞)
Q ) satisfying
(13) c′ ∈ c det(gK ′)
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we have a commutative square
H0(Xn(K
′)[c′];M
ν
(E))
tνg
−−−→ H0(Xn(gK
′g−1)[c];M
ν
(E))
(9)
y y(9)
H0(Γc′;Mν(E)) H
0(Γgc ;Mν(E))
Proof. For γ as in Proposition 5.1 we may assume γ ∈ Gdern (Q) by (13), then t
ν
γ is
the identity, map
H0(Γc′;Mν(E))→ H
0(Γgc ;Mν(E)),
as by Lemma 3.1 Gdern ⊆ Γn, the common algebraic closure of Γc′ and Γ
g
c , thus
ρµ(γ) acts trivially on the left hand side. 
5.3. Fundamental classes. We write HBMq (X,Z) for the Borel-Moore homology
of a CW-complex X with coefficients in Z. For K ⊆ Gn(A
(∞)
Q ) neat we know that
Xn(K)[c] is orientable for each c ∈ C(K). Thus we may fix a fundamental class
FK,c ∈ H
BM
dimXn(K)(Xn(K)[c],Z)
∼= Z.
We assume FK,c to be chosen for all pairs (K, c), K ⊆ Gn(A
(∞)
Q ) a neat compact
open and every c ∈ C(K), enjoying the following compatbility relations:
(i) For all neat compact open K, c ∈ C(K) and g ∈ Gn(A
(∞)
Q ) we have
(14) t∗g(FK,c) = FgKg−1,[det(g)c].
(ii) For all neat compact open K ⊆ K ′ ⊆ Gn(A
(∞)
Q ), c ∈ C(K), c
′ ∈ C(K ′)
such that c′|K = c we have
(15) projK→K ′,∗(FK,[c]) =
(K ′ : K)
(C(K ′) : C(K))
· FK ′,[c′],
where projK→K ′ denotes the projection map Xn(K)[c]→ Xn(K
′)[c′].
That such a choice satisfying (i) and (ii) exists follows from the fact that Gn(AQ)
admits a Haar measure.
Now FK,c induces a unique isomorphism
HdimXn(K)c (Xn(K)[c],Z)→ Z,
and by Poincare´ duality provides us with a perfect pairing
H0(Xn(K)[c],Mµ∨×ν∨(E))⊗E H
dimXn(K)
c (Xn(K)[c],Mµ×ν(E))→ E,
that we interpret as an isomorphism∫
Xn(K)[c]
: HdimXn(K)c (Xn(K)[c],Mµ×ν(E))→ H
0(Xn(K)[c],Mµ×ν(E)).
If we interpret a cohomology class on the left hand side as an Mµ×ν(C)-valued
differential form ω, then the image of this class under the above map is given by
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integration of ω over the manifold Xn(K)[c] with respect to the orientation FK,c.
Writing x1, . . . , xdimXn(K) for a Maurer-Cartan basis of gn/(kn+ sn), we may think
of ω explicitly as
ω = ρµ×ν(g∞)ϕ(g) · dx1 ∧ · · · ∧ dxdimXn(K),
where
ϕ : Xn(K)[c]→ Mµ×ν(C)
is a compactly supported smooth function. For the details of this correspondence
we refer to section 3.5 of [Jan14]. We obtain∫
Xn(K)[c]
ω =
∫
ρµ×ν(g∞)ϕ(g) · dx1 ∧ · · · ∧ dxdimXn(K) ∈ H
0(Γc;Mµ×ν(C)).
As Γc is Zariski-dense in Γn ⊆ Gn, the projection ξj induces a map
ξj : H
0(Γc;Mµ×ν(C)) → M(j)(C),
which indeed is defined over E (even O). Then for a suitable choice of ϕ, appli-
cation of ξj (and summing over all c ∈ C(K)), turns the above integral into the
the Rankin-Selberg integral over ϕ⊗ sgnj (as a function on Gn(AQ)) at s =
1
2
+ j,
because ξj commutes with integration.
5.4. Hecke operators on cohomology. For a compact open K ′ ⊆ Gn(A
(∞)
Q )
the compact open double coset K ′gK ′ represented by an element g ∈ Gn(A
(∞)
Q )
decomposes into finitely many open right cosets
K ′gK ′ =
⊔
i
giK
′.
Then K ′gK ′ acts on sections
s ∈ Γ(U ;M
ν
(E))
via
s|[K ′gK ′] :=
∑
i
tνgi(s)
again on the space Xn(K
′). This action extends to cohomology, i.e. we have
·|[K ′gK ′] ∈ EndE(H
q
∗(Xn(K
′);M
ν
(E)))
for any ∗ ∈ {−, c, !}. Note that this action is compatible with the Hecke action on
group cohomology as well as with the action on automorphic forms.
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6. Cohomological construction of the distribution
6.1. The rational modular symbol. For any compact open subgroups K ⊆
Gn+1(A
(∞)
Q ), K
′ ⊆ Gn(A
(∞)
Q ), we consider the proper ‘diagonal’ map
j × ad : Xn(j
−1(K) ∩K ′)→ X adn+1(K)×X
ad
n (K
′),
which induces a map
(j × ad)∗ : H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(E))
→ H
bkn+1+b
k
n
c (Xn(j
−1(K) ∩K ′);M
µ×ν(E)),
where we suppress the pullback on the coefficients in the notation, M
µ×ν(E)) on
the right hand side being the tautological sheaf on Xn(j
−1(K)∩K ′) associated to
the Gn-module (j × 1)
∗Mµ×ν(E).
We remark that
bkn+1 + b
k
n = dimXn(j
−1(K) ∩K ′),
thus the pullback along j × ad produces a class in top degree, which may be
integrated against our chosen fundamental class.
We define for h′ ∈ Gn(A
(∞)
Q ) and h ∈ Gn+1(A
(∞)
Q ),
K(h, h′) := j−1(hKh−1) ∩ h′K ′(h′)−1 ⊆ Gn(A
(∞)
Q ),
and for every representative c of a class in C(K(h, h′)) the arithmetic group
Γh,h
′
c := Gn(Q) ∩ d(c)K(h, h
′)d−1(c) .
With this formalism at hand we are ready to define for h, h′ and c ∈ C(K(h, h′))
with the property that K(h, h′) is neat (which is automatic whenever K or K ′ is
neat), our topological modular symbol as the map
P
K,K ′
h,h′,c : H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(E))→ H
0(Γh,h
′
c ;Mµ×ν(E)),
λ 7→
∫
Xn(K(h,h′))[c]
(j × ad)∗ ◦ tµ×ν(h,h′)(λ).
It enjoys the following elementary properties.
Proposition 6.1. As a function of h and h′, PK,K
′
h,h′,c only depends on the right
cosets
hK and h′K ′,
and more precisely only on the compact open double coset
(j × 1)K(h, h′) · (hK × h′K ′) ⊆ Gn+1(A
(∞)
Q )×Gn(A
(∞)
Q ).
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Proof. The constancy on the cosets hK and h′K ′ is clear as
tµ×ν(hk,h′k′)(λ) = t
µ×ν
(h,h′)(λ),
for k ∈ K, k′ ∈ K ′, and
λ ∈ H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(E)).
Furthermore for any
k′ ∈ K(h, h′)
we get
P
K,K ′
j(k′)h,k′h′,c(λ) =
∫
Xn(K(j(k′)h,k′h′))[c]
tµ×νk′ ◦ (j × ad)
∗ ◦ tµ×ν(h,h′)(λ).
However as
tµ×νk′ ◦ (j × ad)
∗ ◦ tµ×ν(h,h′)(λ) = (j × ad)
∗ ◦ tµ×ν(h,h′)(λ),
and as conjugation by k′ fixes the compact open groups in question, we conclude
that
P
K,K ′
j(k′)h,k′h′,c(λ) = P
K,K ′
h,h′,c(λ),
as claimed. 
More generally we have
Proposition 6.2. For any h, h′ and c as above, and g′ ∈ Gn(A
(∞)
Q ) we have
P
K,K ′
j(g′)h,g′h′,c = P
K,K ′
h,h′,det(g′)c.
Here and in the sequel such an identity is understood via the identification
H0(Γh,h
′
det(g′)c;Mµ×ν(E)) = H
0(Γj(g
′)h,g′h′
c ;Mµ×ν(E))
of the two domains as identical subspaces of the representation space Mµ×ν(E).
Proof. Replacing k′ in the second part of the proof of Proposition 6.1 by g′ the
claim follows mutatis mutandis from Corollary 5.2 and the relation
tµ×νg′ ◦
∫
Xn(K(h,h′))[det(g)c]
=
∫
Xn(K(j(g′)h,g′h′))[c]
◦ tµ×νg′
which itself is a consequenc of (14). 
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6.2. Rational construction of distributions. We fix once and for all an ele-
ment
̟ ∈ Op := O ⊗Z Zp ⊆ A
(∞)
Q
with vp(̟) ≥ m > 0 for all p | p. We introduce the matrices
t′(p) :=

̟n
̟n−1
. . .
̟
 ,
in GLn(k) and
t(p) := j(t
′
(p)) =

̟n
̟n−1
. . .
1
 ,
which give rise to a Hecke operator
Up := Kpt(p)Kp ⊗K
′
pt
′
(p)K
′
p,
where Kp and K
′
p are the products of the mod p
m Iwahori subgroups Kp(m) resp.
K ′p(M) for p | p. Then Up is product of the operators
Vp ⊗ V
′
p , p | p,
thus conditions like ordinarity and finite slope translate from one operator to the
other, i.e. the appropriate notions are equivalent, see below.
We assume that we are given neat compact open K and K ′ satisfying det(K) =
det(K ′) and having p-components Kp resp. K
′
p, in particular the operator Up then
acts on the cohomology of the manifold Xn+1(K) ×Xn(K
′). We assume we are
given an eigen function
λ ∈ H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(E))
with non-zero eigen value κ ∈ E×.
Let f ⊆ Op be a proper ideal which is generated by a power ̟
v, v ≥ 1. Any
class in C(f) may be represented by an element x ∈ A
(∞)
Q and we set
µ˜λ(x+ f) := κ
−v ·PK,K
′
h(1)tv
(p)
,(t′
(p)
)v ,x
(λ) ∈ H0(Γ(v)x ;Mµ×ν(E)),
where
Γ(v)x := Γ
h(1)tv
(p)
,(t′
(p)
)v
x .
Finally we set
µλ(x+ f) := ξ ◦ µ˜λ(x+ f).
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Note that the notation µ˜λ(x + f) suggests independence of the representative x,
which is only true up to natural isomorphisms in the codomain. Strictly speaking
the codomain depends on the coset x det(K(̟v)), where
K(̟v) := K(h(1)tv(p), (t
′
(p))
v).
This has to be kept in mind in the sequel. However, to be clear, all identities are
understood as strict identities in what follows (and not just identical up to natural
isomorphism).
We know that the p-component of det(K(̟v)) equals 1+(̟v), cf. [Sch2, Propo-
sition 3.4]. Therefore we have a finite covering map
(16) C(K(̟v))→ C((̟v)).
In the absence of complex places ξ is an isomorphism, otherwise, depending on
the weight µ × ν, it is not. As of now it is unclear if µ˜λ carries more arithmetic
information than µλ, and which arithmetic phenomenon this information may
reflect.
6.3. The distribution relation. We import
Lemma 6.1. [Jan14, Lemma 4.1] For any u ∈ Un+1(Op), and w ∈ Un(Op), there
exist matrices k′u,w ∈ K
′
p and ku,w ∈ Kp with the property that
t−1(p)j(w)
−1 · t−v(p)h
(1)tv(p) · ut(p) = j(k
′
u,w) · t
−(v+1)
(p) h
(1)tv+1(p) · ku,w
and that furthermore sending u, w to
det(ku,w) = det(k
′
u,w)
−1 (mod (̟v+1))
defines an epimorphism of groups
Un+1(Op)/t(p)Un+1(Op)t
−1
(p) × Un(Op)/t(p)′Un(Op)(t
′
(p))
−1
→ (1 + (̟v))/(1 + (̟v+1)).
Proof. Applying [Jan14, Lemma 4.1] to each place dividing p yields iteratively the
existence of k′u,w and ku,w satisfying the first statement. The second statement
follows from loc. cit. as well. 
For the distribution relation the following generalization of [Jan14, Lemma 4.2]
is crucial.
Lemma 6.2. For any (not necessarily Hecke eigen class)
λ ∈ H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(E)),
and any u ∈ Un+1(Op) and w ∈ Un(Op) we have
P
K,K ′
h(1)tv
(p)
ut(p),(t
′
(p)
)vwt′
(p)
,x
(λ) = PK,K
′
h(1)tv+1
(p)
,(t′
(p)
)v+1,xdet(ku,w)
(λ)
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Proof. By Proposition 6.2 and Lemma 6.1 we obtain
P
K,K ′
h(1)tv
(p)
ut(p),(t
′
(p)
)vwt′
(p)
,x
(λ)
= PK,K
′
t−1
(p)
j(w)−1t−v
(p)
h(1)tv
(p)
ut(p),1n,det(t(p))
(v+1)x
(λ) (by Prop. 6.2)
= PK,K
′
j(k′u,w)·t
−(v+1)
(p)
h(1)tv+1
(p)
·ku,w,1n,det(t(p))
(v+1)x
(λ) (by Le. 6.1, Prop. 6.2)
= PK,K
′
h(1)tv+1
(p)
,t
(v+1)
(p)
(k′u,w)
−1,det(k′u,w)·x
(λ) (by Prop. 6.1, Prop. 6.2)
= PK,K
′
h(1)tv+1
(p)
,t
(v+1)
(p)
,det(k′u,w)·x
(λ) (by Prop. 6.1)
This concludes the proof. 
Theorem 6.1. Let λ be an eigen class with eigen value κ ∈ E×. Then for any
x ∈ A
(∞)
k and any v ≥ 1 we have the relation
µ˜λ(x+ (̟
v)) =
∑
a (mod (̟))
µ˜λ(x+ a̟
v + (̟v+1)).
In particular after fixing representatives for all classes in C(K(̟0)), µ˜λ defines a
distribution on C(K(p∞)) = lim
←−
v
C(K(̟v)) with values in H0(Γn;Mµ×ν(E)).
Proof. We set for u and w as in Lemma 6.2 and introduce the generalized index
I(u, w) :=
(C(K(h(1)tv(p), (t
′
(p))
v)) : C(K(h(1)tv(p)ut(p), (t
′
(p))
vwt′(p))))
(K(h(1)tv(p), (t
′
(p))
v) : K(h(1)tv(p)ut(p), (t
′
(p))
vwt′(p)))
By Lemma 6.2 we see that
I(u, w) =
|Nk/Q(̟)|
(K(̟v) : K(̟v+1))
is independent of u and w. Explicitly we have by [KMS, Proof of Lemma 3.2],
[Sch2, Lemmata 3.7 and 3.8],
(K(h(1)tv(p), (t
′
(p))
v) : K(h(1)tv+1(p) , (t
′
(p))
v+1)) =
(Un+1(Op) : t(p)Un+1t
−1
(p))(Un(Op) : t
′
(p)Un(t(p))
′−1).
(17)
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We conclude that
µ˜λ(x+ (̟
v))
= κ−v ·PK,K
′
h(1)tv
(p)
,(t′
(p)
)v ,x
(λ) (by definition)
= κ−v+1 ·PK,K
′
h(1)tv
(p)
,(t′
(p)
)v ,x
(Up · λ) (as λ is eigen)
= κ−v+1 ·
∑
u,w
I(u, w) ·PK,K
′
h(1)tv
(p)
ut(p),(t
′
(p)
)vwt′
(p)
,x
(λ) ((15) and def. of Up)
= κ−v+1 · I(1, 1) ·
∑
u,w
P
K,K ′
h(1)tv+1
(p)
,(t′
(p)
)v+1,xdet(ku,w)
(λ) (by Le. 6.2)
=
∑
a
κ−v+1 ·PK,K
′
h(1)tv+1
(p)
,(t′
(p)
)v+1,x+a̟v
(λ) ((17) and Le. 6.2)
=
∑
a (mod (̟))
µ˜λ(x+ a̟
v + (̟v+1)).

Corollary 6.3. Under the same hypotheses as in Theorem 6.1, µλ is an Mµ,ν(E)-
valued distribution on C(K(p∞)).
We remark that along the same lines we may give a finer description of the
distribution µ˜λ, i.e. by taking into account each place p | p seperately we see that
(18) µ˜λ(x+ (̟)) ∈ H
0(Γ(1)x ;Mµ×ν(E))
only depends on the ideal (̟) generated by ̟, and the collection of all vectors
(18) for varying ̟ with vp(̟) ≥ m then defines mutatis mutandis a distribution
with the finer property that for any ideal f | p∞ with vp(f) ≥ m for all p | p, and
for any p | p, we have
µ˜λ(x+ f) =
∑
a (mod p)
µ˜λ(x+ af + fp).
We refrained from discussing the details of this more general approach as it would
have forced us to introduce more notation, even though the result being the same.
6.4. Integral structures and comparison maps. Let O ⊆ E be a subring
admitting E as quotient field, and containing O(µ). Consider the K-stable O-
lattice
Mµ(O) ⊆ Mµ(E).
For each g ∈ Gn+1(A
(∞)) we set
(19) gMµ(O) := Mµ(E) ∩ ρµ(g)Mµ(O ⊗Z Zˆ),
where the intersection takes place in
Mµ(AE) = Mµ(E)⊗Q A
(∞)
Q .
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Then the subset
M˜µ(O) :=
⊔
g∈Gn+1(A
(∞)
Q
)×Gn+1(R)
gfMµ(O)× {g}
ofMµ(E)×Gn+1(AQ) is left Gn+1(Q)-stable and right GK
0
n+1×K-stable and thus
gives rise to a local system
M
µ
(O) := Gn+1(Q)\M˜µ(O)/(GK
0
n+1 ×K)
on X adn+1(K) resp. mutatis mutandis also on Xn+1(K). Its sections on U ⊆
Xn+1(K)[1] are explicitly given by
Γ(U ;M
µ
(O)) = {f : ΓU →Mµ(O) | f locally constant and
∀γ ∈ Γ, u ∈ ΓU : f(γu) = ρµ(γ)f(u)}.
The sections on the other connected components may be described similarly. To
be more precise, for g ∈ Gn+1(Q) we have the identity
M
µ
(O)[det(g)] = tg,∗
(
gM
µ
(O)|Xn+1(gKg−1)[1]
)
of sheaves on Xn+1(K)[det(g)], where the sheaf gM
µ
(O) is defined mutatis mu-
tandis, replacing M(O) in the definition of M
µ
(O) with gM(O).
In the very same way we identifty the pullback of M
µ
(O) along the translation-
by-g map tg with the sheaf gM
µ
(O), which itself is naturally a subsheaf of M
µ
(E)
on Xn+1(gKg
−1). In order to keep track of the various incarnations, we let
Tg : t
∗
gMµ(O)→ gMµ(O)
denote the natural isomorphism. By construction we have natural inclusions
ig : gM
µ
(O)→M
µ
(E).
For notational efficiency we introduce the abbreviations
iTg := ig ◦ Tg, T t
∗
g := Tg ◦ t
∗
g, iT t
∗
g := ig ◦ Tg ◦ t
∗
g.
Remark that
(20) (Tx ◦ t
∗
x) ◦ (Ty ◦ t
∗
y) = Txy ◦ t
∗
xy
and similarly for ig. This formalism extends to cohomology and the cup product
and duality commute with Tg and t
∗
g and ig in the appropriate way.
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6.5. The integral modular symbol. Assume that O ⊆ E is a subring with
quotient field E, which contains its localization at p, i.e. O(p) = O.
Using the formalism from the previous section we define the topological period
map PK,K
′
h,h′,c over O ⊆ E mutatis mutandis as over the quotient field E: Starting
from a class
λ ∈ H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(O))
whose image in
i(1n+1,1n)(λ) ∈ H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(E))
is a Up-eigen vector with eigen value κ ∈ E
×, we set
µ˜λ(x+ f) := µ˜i(1n+1,1n)(λ)(x+ f) = κ
−v ·PK,K
′
h(1)tv
(p)
,(t′
(p)
)v ,x
(i(1n+1,1n)(λ))
for f = (̟v), v ≥ 1.
We may consider the integral version
P
K,K ′
h,h′,c : H
bkn+1+b
k
n
c (X
ad
n+1(O)×X
ad
n (K
′);M
µ×ν(O))→ H
0(K(h, h′)[c]; (h, h′)M
µ×ν
(O)),
given by
λ 7→
∫
Xn(K(h,h′))[c]
(j × ad)∗ ◦ tµ×ν(h,h′)(λ)
as before. We have a natural isomorphism
(h, h′)M
µ×ν
(O) = hM
µ
(O)⊗O h
′M
ν
(O)
of sheaves (on the various spaces where we consider it), and again we identify
H0(K(h, h′)[c]; (h, h′)M
µ×ν
(O)) ∼= H0(Γh,h
′
c ; d(c)(h, h
′)Mµ×ν(O)).
Then by construction we have obtain a commutative diagram
H
bkn+1+b
k
n
c (X adn+1(K)×X
ad
n (K
′);M
µ×ν(E))
P
K,K′
h,h′,c
−−−−→ H0(Γh,h
′
c ;Mµ×ν(E))x x
H
bkn+1+b
k
n
c (X adn+1(K)×X
ad
n (K
′);M
µ×ν(O))
P
K,K′
h,h′,c
−−−−→ H0(Γh,h
′
c ; d(c)(h, h
′) ·Mµ×ν(O))
where the right vertical arrow is a monomorphism, and we see that
(21) µ˜λ(x+ (̟
v)) ∈ κ−v ·H0(Γ(v)x ; (h
(1)tv(p)d(x), (t
′
(p))
vd(x)) ·Mµ×ν(O)).
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6.6. Boundedness in the ordinary case. We assume E/Q(µ,ν) to be a number
field with ring of integers OE . Fix an embedding ip : E → Qp and write | · |p for
the norm on E induced by ip and write vp for the corresponding valuation. We let
OE,p ⊆ E denote the corresponding valuation ring.
We introduce Hida’s integrally normalized Hecke operator
U˜p := µ(t(p)) · ν(t
′
(p)) · Up,
assuming without loss of generality that the uniformizer ̟ ∈ Op used in the
definition of t(p), t
′
(p), and Up, is a power of the rational prime p. It is well known
that U˜p acts on cohomology with p-integral coefficients Mµ×ν(O).
Then if λ is a U˜p eigen vector for the eigen value κ˜ ∈ E, we say that λ is ordinary
at p if
(22) |κ˜|p = 1
which is equivalent to condition (O) in section 4 if λ is a cohomology class associ-
ated to (π, σ). Generalizing (H), we say that λ is of finite slope at p if κ˜ 6= 0.
Theorem 6.2. If λ is ordinary at p and is a p-integral cohomology class, then
µλ takes values in M(µ,ν)(OE,p), i.e. µλ is p-adically bounded and thus a p-adic
measure.
Proof. We decompose Mµ×ν into weight spaces, i.e.
Mµ×ν(E) =
⊕
η∈X(resk/QTn+1×Tn)
Eη,
where Eη denotes the weight space for the weight η. As µ × ν is the heighest
weight for our choice of standard Borel B = Bn+1×Bn, we know that on each Eη
with Eη 6= 0 the p-integral element
a(v) := ((t(p))
vd(x), (t
′
(p))
vd(x)))
acts as the scalar η(a(v)) ∈ E× with p-adic absolute value
|η(a(v))|p ≤ |µ× ν(a(v))|p.
In particular we conclude with (21) that, as κ˜ is a p-adic unit,
µ˜λ(x+ (̟
v)) ∈ H0(Γ(v)x ; (h
(1), 1n) ·Mµ×ν(O)).
The right hand side is a lattice independent of v. 
We remark that, in the case of positive finite slope, the same proof yields an
explicit bound on the order of the resulting distribution.
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7. p-adic L-functions for Rankin-Selberg convolutions
7.1. The interpolation formula. Let π and σ denote irreducible cuspidal reg-
ular algebraic automorphic representations as before. We assume they possess
non-zero Kp(m)- resp. K
′
p(m)-invariant vectors at all p | p. For each p | p we
consider the Hecke polynomial
Hp(X) :=
n+1∑
ν=0
(−1)ν N(p)
(ν−1)ν
2 Tp,νX
n+1−ν
in the Iwahori Hecke algebra. We choose n Hecke roots
λp,1, . . . , λp,n ∈ E,
for πp, i.e. the collection of operators Hp(λp,1), . . . , Hp(λp,n) annihilates a non-zero
vector w0p in the Whittaker model W (πp, ψp). Similarly we choose Hecke roots
λ′p,1, . . . , λ
′
p,n ∈ E,
annihilating a vector
0 6= v0p ∈ W (σp, ψ
−1
p ).
Note that we still choose n roots on the smaller group. We set
λp := (λp,1, . . . , λp,n, λ
′
p,1, . . . , λ
′
p,n) ∈ E
2n,
and
κλ
p
:= N(p)−
(n+1)n(n−1)
3 ·
(
n∏
ν=1
λn+1−νp,ν
)
·
(
n∏
ν=1
λ′n+1−νp,ν
)
.
Associated to this data we have the projection operator
Π0λ
p
:=
 n∏
i=1
n+1∏
j=1
j 6=i
(λiN(p)
1−jTp,j−1 − Tp,j)
⊗
n−1∏
i=1
n∏
j=1
j 6=i
(λ′iN(p)
1−jT ′p,j−1 − T
′
p,j)

We call the tuple (π, σ, (λp)p|p) of finite slope at p if the following three conditions
hold:
(i) T ′p,n acts on σp via the scalar
(23) ηn = N(p)
−
n(n−1)
2 ·
n∏
ν=1
λ′ν .
(ii) The vectors w0p and v
0
p may be chosen in such a way that
Π0λ(w
0
p ⊗ v
0
p)(1n+1, 1n) =
n∏
ν=1
(
1−N(p)−ν
)
.
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(iii) The slope
vp
(
κλ
p
µ(a(p))× ν(a
′
(p))
)
∈ Q ∪ {∞},
is finite.
If in addition the slope is 0, we call the datum ordinary at p.
Assuming that our Whittaker vectors satisfy condition (ii), we set for each p | p,
tp := Π
0
λ
p
(w0p ⊗ v
0
p).
The following Theorem is the main result towards the interpolation formula.
Theorem 7.1. [Jan14, Theorem 2.3] For all characters χp : k
×
p → C
× with non-
trivial conductor fχ = Op · fχ, and all 0 6= f ∈ Op with ̟
m | f and fχ | f and all
s ∈ C we have∫
Un(kp)\GLn(kp)
tp
(
j(g) · t(ff−1χ ) · h
(f), g · ff−1χ t(ff−1χ )
)
χ(det(g))| det(g)|
s− 1
2
p dg =
n∏
ν=1
(
1−N(p)−ν
)−1
·N(f)−
(n+1)n(n−1)
6 ·N(fχ)
−
n(n+1)
2 · (χ(fχ)G(χ))
n(n+1)
2 ·
tp(t(ff−1χ ), ff
−1
χ · t(ff−1χ )).
At all finite places q ∤ p we choose a good tensor
tq ∈ W (πq, ψq)⊗C W (σq, ψ
−1
q ),
i.e. a vector such that the local zeta integral computes the local L-function, i.e.∫
Un(kq)\GLn(kq)
tq((j × 1)(g))| det(g)|
s− 1
2
q dg = L(s, πq × σq).
At infinity, we choose
t±∞ ∈ W (π∞, ψ∞)⊗̂W (σ∞, ψ
−1
∞ ),
such that for each character ε : π0(C)→ C
×, the global cohomology class
λε ∈ H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(C))
associated to the global tensor
tε := tε∞ ⊗
(
⊗v∤∞tv
)
∈ W (π, ψ)⊗̂W (σ, ψ−1),
lies p-adically maximally in the ε-eigen space of the the image of
H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ×ν(OE,p)).
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By construction we know that t∞ eventually lies in the subspace of K ×K
′-finite
vectors. For details about the construction of such cohomology classes we refer to
[Jan14, section 3]. We set
t :=
∑
ε
tε,
which has as associated cohomology class
λ :=
∑
ε
λε.
It is an eigen vector of each Up with eigen value κλ
p
(cf. [Jan14, Proposition 1.3]).
Then the associated distribution µλ computes the special values of the twisted
Rankin-Selberg L-function, i.e. we have
Theorem 7.2. Assume that (π, σ, λ) is of finite slope. Then there is a entire
complex analytic function Ωt(s) such that for any character χ : k
×\A×k → Q
×
of
finite order with conductor fχ | p
∞, we have the interpolation formula∫
C(p∞)
χdµλ =
(
Ωt(
1
2
+ j) · c(χ,
1
2
+ j) · L(p)(
1
2
+ j, (π × σ)⊗ χ)
)
j critical forµ×ν
,
with c(χ,−) as in Theorem 4.1.
We will discuss of the non-vanishing of the periods Ωt(
1
2
+ j) in section 8.
As already mentioned in section 4, and as will be clear from its proof, Theorem
7.2 generalizes to arbitrary finite order characters of C(K(p∞)) via (16), up to the
computation of the Euler factors at the finite places v ∤ p where det(K) 6= O×v .
We remark that in the ordinary case the p-adic measure is uniquely determined
by the evaluation at sufficiently ramified characters (cf. [Jan14]).
Proof. The proof proceeds as the proof of Theorem 4.5 in [Jan14]. The main
ingredient being Theorem 7.1 for the computation of c(χp,−) in the ramified case.
The computation of the unramified Euler factor for n = 1 is standard. 
7.2. The functional equation. We have the twisted main involution
ι : g 7→ wng
−twn
of GLn, where the supscript −t denotes matrix inversion composed with trans-
pose, yielding an outer automorphism of GLn order 2. Let M be rational GLn-
representation. We identify the contragredient M∨ with the pullback of M along
ι. In particular it induces a twisted map
·∨ : M→M∨.
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This notion stabilizes our Hecke algebras, thus descends to Hecke modulesM, and
gives the relation
(24)
(
T ′p,νm
)∨
= T ′p,n
(
T ′p,n−νm
)∨
, m ∈M.
Now assume we are in the finite slope setting of the previous section. Then we
have n invertible Hecke roots λ′1, . . . , λ
′
n ∈ E
×. A consequence of relation (24) is
the fact that the map
λp,i 7→ λ
∨
p,n+1−i := N(p)
nλ−1p,i
sets up a bijective correspondence between Hecke roots associated to
v0p ∈ W (σp, ψ
−1
p )
and the Hecke roots associated to its dual vector
(v0p)
∨ ∈ W (σ∨p , ψp),
cf. Proposition 5.1. This relation is compatible with (23) in the sense that η∨n =
η−1n .
The same statements are true for πp, if we also take into account the last omitted
root λn+1. If our initial datum is of finite slope, then λn+1 6= 0 as the analog of
relation (23) is valid as well. Therefore we may define
λ∨p := (λ
∨
p,1, . . . , λ
∨
p,n, λ
′
p,1
∨
, . . . , λ′p,n
∨
) ∈ E2n,
and the contragredient datum (π∨, σ∨, (λ∨p )p|p) is of finite slope again, and we have
the dual cohomology class
λ∨ ∈ H
bkn+1+b
k
n
c (X
ad
n+1(K)×X
ad
n (K
′);M
µ∨×ν∨(C)),
which is again p-integral whenever λ is, and is an eigen vector for Up with eigen
value κλ∨ ∈ E
×.
Now the map
·∨ : Gm(A
(∞)
k )→ Gm(A
(∞)
k ),
x 7→ x∨ := (−1)nx−1,
where the (−1)n occurs only in the p-components for p | p, induces an involution
·∨ : C(K(p∞))→ C(K(p∞)),
and also an involution ·∨ on C(p∞), which commutes with the covering map (16).
Theorem 7.3. We have the functional equation
(µλ(x))
∨ = µλ∨(x
∨),
i.e. we have explicitly
(25) (ξj(µ˜λ(x)))
∨ = ξ−j(µ˜λ∨(x
∨)).
Proof. The proof proceeds mutatis mutandis as the proof of Theorem 5.4 in [Jan14].

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8. On the non-vanishing hypothesis
In this section we show how to reduce the non-vanishing of the archimedean
periods Ωt(
1
2
+ j) in Theorem 7.2 to the local situations of GLn+1(kv) × GLn(kv)
for v ∈ S∞. Therefore its proof reduces to a real and a complex case, which is
treated in [Sun].
We intrduce some notation, and let
G := Gn+1(R)×Gn(R)
and similarly
GK := GKn+1 ×GKn,
and
K := Kn+1 ×Kn.
We let furthermore
H := (j × 1)(Gn(R)) ⊆ G,
C := H ∩GK,
via the diagonal embedding (4). Then
C ∼= Kn.
As usual we use the same notation for the Lie algebras.
We set
Mµ×ν := Mµ(C)⊗C Mν(C).
The completed projective tensor product
π̂ := πCW∞ ⊗̂σ
CW
∞
of the associated Casselman-Wallach representations is itself a Casselman-Wallach
representation of G, which is unitarizable and tempered (modulo center), and
satisfies
H•(g, GK; π̂ ⊗Mµ×ν) 6= 0.
We will see that this already determines π̂ uniquely up to isomorphism, and we
have
(26) Hb
k
n+1+b
k
n(g, GK0; π̂ ⊗Mµ×ν) ∼= C[π0(C)]
as π0(C)-modules. We will justify these statements below.
For each j critical for µ× ν we have
0 6= ξj ∈ HomH(Mµ×ν ,M(j)(C))
Since this is the same to say that 1
2
+ j is critical for L(s, π× σ), the archimedean
Rankin-Selberg integrals computing L(s, (π∞×σ∞)⊗χ∞) are holomorphic at
1
2
+j,
and produce non-zero continuous functionals
(27) φχ∞π̂ ∈ HomH(π̂, χ∞ ⊗ |det|
−j
∞ ).
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We remark that the finite order characters ε of H all factor over π0(H) = π0(C)
and thus may be considered as characters of the latter. Our goal is to prove
Proposition 8.1. For each character ε of π0(H) the H-equivariant continuous
linear functional
φεπ̂ ⊗ ξj : π̂ ⊗Mµ×ν(C)→ ε⊗ sgn
j
induces on cohomology a non-zero π0(C)-equivariant linear map
(28) Hb
k
n+1+b
k
n(g, GK0; π̂ ⊗Mµ×ν)→ H
bkn+1+b
k
n(h, C0; ε⊗ sgnj).
An easy calculation shows that
dim(h/c) = bkn+1 + b
k
n.
Therefore, Poincare´ duality implies that the space of the right hand side of (28)
is one-dimensional. It carries a representation of π0(C) which is isomorphic to
ε ⊗ sgnj. By (26) we know the structure of the left hand side as well. Thus
Proposition 8.1 provides us with a complete description of the Rankin-Selberg
integrals on cohomology.
Proposition 8.1 reduces to the local situation as follows. First we observe that
(29) G =
∏
v∈S∞
Gv
with
Gv = GLn+1(kv)×GLn(kv),
and similarly
GK =
∏
v∈S∞
GKv.
We have compatible decompositions
H =
∏
v∈S∞
Hv, Hv = GLn(kv),
and
C =
∏
v∈S∞
Cv, Cv = Kv,
as in the notation section. We obtain induced decompositions of the associated
complex Lie algebras, such as the Lie analog
g =
⊕
v∈S∞
gv
of (29). Moreover
(30) π0(C) =
∏
v∈S∞
π0(Cv).
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In particular any character ε of π0(C) decomposes into a product of local characters
εv, v | ∞. We have for each real place v ∈ S∞ a corresponding local sign character
sgnv := det |det|
−1
v ,
and defining sgnv to be the trivial characters for complex places v, in particular
we get the obvious relation
sgn = ⊗v|∞ sgnv .
Furthemore, we have natural isomorphism
π̂ = ⊗̂v∈S∞ π̂v, π̂v = πv⊗̂σv.
Now by [Clo, Lemma 3.14], we know that
Hb(gv, GK
0
v ; π̂v ⊗Mµv×νv) = 0
for b < bkvn+1 + b
kv
n . Therefore, the Ku¨nneth formula for relative Lie algebra coho-
mology provides us with an isomorphism
(31) Hb
k
n+1+b
k
n(g, GK0; π̂ ⊗Mµ×ν) ∼=
⊕
v∈S∞
Hb
kv
n+1+b
kv
n (gv, GK
0
v ; π̂v ⊗Mµv×νv).
The local version of (26) reads
(32) Hb
kv
n+1+b
kv
n (gv, GK
0
v ; π̂v ⊗Mµv×νv)
∼= C[π0(Cv)].
In the sense of (30), the Ku¨nneth map (31) is an isomorphism of π0(C)-modules,
and is compatible with the isomorphisms (26) and (32). Therefore (32) implies
(26).
Now let us justify the isomorphism (32). For any place v ∈ S∞ we denote by
Ω(νv) the set of isomorphism classes of irreducible Casselman-Wallach representa-
tions ρv of GLn(kv) such that ρv|SL±n (kv) is unitarizable, tempered, and the relative
Lie algebra cohomology
H•(gv, GK
0
v ; ρv ⊗Mνv) 6= 0
is non-zero.
The set Ω(νv) was determined for for complex v by Enright in [En] and for real
v by Speh in [Sp] (see also [VZ] for a general approach). In particular (cf. [Clo,
Section 3]), for any place v
(33)
#Ω(νv) =
 0, if νv is not pure,1, if νv is pure, v is real and n is even or v is complex and n arbitrary
2, if νv is pure, v is real and n is even.
Here ‘νv is pure’ means (cf. [Clo, Section 3]),
(34) νι,1 + νι,n = νι,2 + νι,n−1 = · · · = νι,n + νι,1,
for v = {ι, ι} (a singleton whenever v is real). This is the local equivalent to the
prearithmeticity condition (5) resp. (6) in section 3. In the third case of (33), the
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two representations in Ω(νv) are twists of each other by the sign character sgnv. In
the second case of (33), the only representation in Ω(ν) is isomorphic to its twist
by the sign character sgnv.
In the complex case the component group π0(Cv) is trivial and so is its action
on the bottom degree bkv of the relative Lie algebra cohomology of ρv, which is
one-dimensional in this case. In the real case we have
C[π0(Cv)] = 1v ⊕ sgnv .
An easy calculation shows that (cf. [Mah, Equation (3.2)] for example), as a rep-
resentation of π0(Cv),
(35) Hb
kv
n (gv, GK
0
v ; ρv ⊗Mνv)
∼=
{
1v ⊕ sgnv, if n is even,
sgn(νv)⊗ sgn
νv,1+νv,2+···+νv,n
v , if n is odd.
Here sgn(νv) is the character of π0(Cv) which is given by the action of the group
±1kvn := ±1n ∈ GLn(kv) ⊆ Gn(R)
on the representation Mνv(C). Therefore the slightly stricter condition (8) pins
down π̂ uniquely. As already mentioned above, this also proves (26).
Now observe that the archimedean Rankin-Selberg integrals
φεπ̂(t∞) =
∫
Un(R)\Gn(R)
t∞((j × 1)(g))ε(det(g))| det(g)|
s− 1
2
∞ dg
naturally decompose into products of local integrals
(36) φεπ̂v(tv) =
∫
Un(kv)\Gn(kv)
tv((j × 1)(g))εv(det(g))| det(g)|
s− 1
2
v dg, v ∈ S∞,
whenever
t∞ ∈ W (π∞, ψ∞)⊗̂W (σ∞, ψ
−1
∞ )
is a pure tensor with local components tv.
By the Ku¨nneth isomorphism (31) our choice of cohomological test vector t∞
satisfies this condition. Therefore the non-vanishing of the complex periods Ωt(
1
2
+
j) from Theorem 7.2 reduces to the question whether the local integrals (36) are
non-zero for s = 1
2
+ j. This proves Proposition 8.1.
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