The nature of ultracompact H ii regions (UCHRs) remains poorly determined. In particular, they are about an order of magnitude more common than would be expected if they formed around young massive stars and lasted for one dynamical time, around 10 4 yr. We here perform three-dimensional numerical simulations of the expansion of an H ii region into self-gravitating, radiatively cooled gas, both with and without supersonic turbulent flows. In the laminar case, we find that H ii region expansion in a collapsing core produces nearly spherical shells, even if the ionizing source is off-center in the core. This agrees with analytic models of blast waves in power-law media. In the turbulent case, we find that the H ii region does not disrupt the central collapsing region, but rather sweeps up a shell of gas in which further collapse occurs. Although this does not constitute triggering, as the swept-up gas would eventually have collapsed anyway, it does expose the collapsing regions to ionizing radiation. We suggest that these regions of secondary collapse, which will not all themselves form massive stars, may form the bulk of observed UCHRs. As the larger shell will take over 10 5 years to complete its evolution, this could solve the timescale problem. Our suggestion is supported by the ubiquitous observation of more diffuse emission surrounding UCHRs.
Introduction
When a massive star begins to emit ionizing radiation it quickly ionizes out to its initial Strömgren radius in the ambient gas. In typical molecular clouds, this gas is clumpy at all scales and appears to be supersonically turbulent (e.g. Falgarone et al. 1992) . In earlier work (Li, Mac Low, & Abel 2004) , we computed the initial ionization of turbulent gas, demonstrating that the amount of mass initially ionized depends on the strength of the density fluctuations caused by the turbulent flow. We here extend that work by computing the subsequent dynamical expansion of the H ii region into turbulent, self-gravitating gas, driven by the overpressure of the ionized gas.
The case of expansion into a uniform gas was first described by Kahn (1954) , and simple one-and two-dimensional configurations have been considered in some detail (Tenorio-Tagle 1979; Bodenheimer et al. 1979; Sandford et al. 1982; Tenorio-Tagle 1982; Yorke et al. 1982; Sandford et al. 1984; Franco et al. 1990; García-Segura & Franco 1996; Franco et al. 2005; Arthur & Hoare 2005) . Only very recently did Mellema et al. (2005) compute dynamical expansion into a turbulent medium, though still not including self-gravity. No numerical work has been done to date on dynamical expansion into self-gravitating, turbulent flows, as modeled here. The major astronomical issue that we address here with these models is the nature and lifetimes of ultracompact H ii regions (UCHRs).
Ultracompact H ii Regions
Ultracompact H ii regions (UCHR) have radii R < 0.1 pc, and emission measures at centimeter wavelengths of EM > 10 7 cm −6 pc. Their properties have recently been reviewed by Churchwell (1999 Churchwell ( , 2002 . Their observed emission measures and sizes require that they be ionized by stars of type earlier than B3. If they expand at the sound speed of ionized gas, c i ∼ 10 km s −1 , they should have lifetimes of roughly 10 4 yr. Less than 1% of an OB star's lifetime of a few megayears should therefore be spent within an UCHR, so the same fraction of OB stars should now lie within UCHRs.
However, Wood & Churchwell (1989) surveyed UCHRs and found numbers in our Galaxy consistent with over 10% of OB stars being surrounded by them, or equivalently, lifetimes > 10 5 yr. Comerón & Torra (1996) argued that neglecting the higher densities of massive stars in the molecular ring gave artificially high UCHR lifetimes. Nevertheless, they also derive a lifetime of 5.4 × 10 4 yr, and note that even this low lifetime depends on the use of a high local density of massive stars derived from the initial mass function (IMF) of Humphreys & McElroy (1984) . The Scalo (1986) IMF predicts lower densities and longer lifetimes, more consistent with Wood & Churchwell (1989) .
A number of explanations have been proposed for this lifetime problem, including thermal pressure confinement in cloud cores, ram pressure confinement by infall or bow shocks, champagne flows, disk evaporation, and mass-loaded stellar winds (see Churchwell 1999) . Several of these explanations have basic problems that suggest they likely cannot explain the lifetime problem.
Confinement by thermal pressure of the surrounding molecular gas requires pressures of P/k ∼ 10 8 -10 9 cm −3 K (De Pree et al. 1995; García-Segura & Franco 1996) . At typical molecular cloud temperatures of 10-100 K, this implies densities n > 10 6 cm −3 . However, the Jeans (1902) 
where we have assumed a mean mass per particle µ = 3.87 × 10 −24 cm −3 appropriate for fully molecular gas with one helium atom for every ten hydrogen nuclei. Therefore cores massive enough to form OB stars contain multiple Jeans masses and are thus very likely to be freely collapsing (e.g. Mac Low & Klessen 2004 ). The free-fall time t ff = 3π 32Gρ 
Typical lifetimes of 10 5 yr would thus require massive cores to last > 3-10 t ff at the hypothesized densities, rather than dynamically collapsing. Although these high pressures are indeed observed, they are unlikely to occur in objects with lifetimes long enough to solve the lifetime problem.
A further objection was raised by Xie et al. (1996) , who argued that such high thermal pressures would lead to emission measures higher than those observed. (De Pree, Goss, & Gaume (1998) argue that most observed regions actually do agree with the predicted emission measures, however.) Xie et al. (1996) instead proposed a variation on this theme: confinement by turbulent rather than thermal pressure. However, turbulent motions decay quickly, with a characteristic timescale of less than a free-fall time under molecular cloud conditions (Stone, Ostriker, & Gammie 1998; Mac Low 1999) . Turbulent pressure would thus have to be continuously replenished to maintain confinement for multiple free-fall times, which would be difficult at such high densities and small scales.
Another option is ram pressure confinement of UCHRs by infall of surrounding gas. However, this is unstable for two different physical reasons. First, the density and photon flux will follow different power laws in a gravitationally infalling region ionized from within, so they can never balance each other in stable equilibrium (Yorke 1986; Hollenbach et al. 1994) . Either the ionized region will expand, or the infall will smother the ionizing source. Second, the situation is Rayleigh-Taylor unstable, as this option requires the rarefied, ionized gas of the UCHR to support the infalling, dense gas.
Bow shock models (Van Buren et al. 1990; Mac Low et al. 1991) require high values of ram pressure P ram ∝ nv 2 * . At n = 10 5 cm −3 , a velocity of ∼ 10 km s −1 is required (Van Buren et al. 1990) . A star moving at such a high velocity in a straight line would travel a parsec over the supposed UCHR lifetime of 10 5 yr, requiring a uniform-density region of mass > 5 × 10 3 M ⊙ for confinement. As collapse would occur on the same timescale, more mass would actually be required to solve the lifetime problem. Competitive accretion models in which massive stars orbit in the centers of newly formed groups of stars accreting the densest gas (Zinnecker 1982; Larson 1982; Bonnell et al. 1997; Bonnell, Vine, & Bate 2004) may address this criticism by reducing the size of the high-density region required, although such models have been criticized as requiring accretion rates that cannot be reached with Bondi-Hoyle accretion in a turbulent medium (Krumholz, McKee, & Klein 2005) .
Expansion of an H ii region in a density gradient can drive supersonic champagne flows down steep enough gradients (Tenorio-Tagle 1979) . Two-dimensional models first studied expansion across sharp density discontinuities (Bodenheimer et al. 1979 ), but then examined other configurations such as freely-collapsing cloud cores (Yorke et al. 1982) , clouds with power-law density gradients in spherical (Franco et al. 1990), and cylindrical (García-Segura & Franco 1996) configurations, and exponential density gradients (Arthur & Hoare 2005) . Although suggestive results have been found, these models face the same timescale problem as thermal pressure confinement models: regions dense enough to explain the observations are gravitationally unstable, and collapse on short timescales. Stellar motion has been included in champagne flow models in the work of Franco et al. (2005) and Arthur & Hoare (2005) . The last mentioned work concludes that champagne flows alone cannot explain the velocity structure and edge-brightened morphology of many cometary UCHRs, but that a champagne flow combined with stellar motion oriented directly up a density gradient can do it. Although the requirement on the velocity vector seems at first glance stringent, it might be a natural consequence of a radial stellar orbit around a gas density peak and its resulting cluster of stars in a competitive accretion scenario.
A final class of models relies on mass-loaded stellar winds to reproduce the observed properties of UCHRs (Dyson, Williams, & Redman 1995; Lizano et al. 1996) . In these models, an expanding stellar wind entrains a distribution of small, self-gravitating, pressure-confined clumps that take substantial time to evaporate. These models can reproduce many of the basic features of the observations including some line profiles (Dyson et al. 1995) , core-halo, shell , and cometary and bipolar shapes (Redman, Williams, & Dyson 1998 ), but at the cost of requiring an arbitrary distribution of pre-existing clumps that cannot be self-consistently predicted.
In this paper we examine the expansion of H ii regions into laminar collapsing cores and into turbulent, self-gravitating gas typical of a massive star-forming region. Off-center ionizing sources in laminar cores form surprisingly round H ii regions. At densities high enough for massive stars to form, the expanding shell driven by newly ionized gas quickly becomes gravitationally unstable (Voit 1988; Mac Low & Norman 1993) , collapsing even more promptly than the surrounding gas. We demonstrate with numerical simulations that these regions of secondary collapse in the shell may be externally ionized to form objects with the properties of UCHRs. As the shell expands to larger sizes, new regions can form, extending the lifetime during which UCHRs remain visible well beyond the expansion time of the original H ii region.
Summary
In § 2 we describe our numerical methods and problem setup. In § 3 we present numerical results. In § 4 we discuss our results analytically, and we summarize the paper in § 6.
Numerical Methods

Gas Dynamics
We compute fully three-dimensional models of the expansion of ionization fronts in turbulent, gravitationally collapsing gas using a modified version of the code Zeus-MP (Stone & Norman 1992; Norman 2000) . This code uses second-order montonic advection (Van Leer 1977) , with shocks resolved using a von Neumann artificial viscosity. These algorithms are implemented in a domain-decomposed, parallel, code using the Message Passing Interface. The Poisson equation for self-gravity is computed using a Fourier transform method (Burkert & Bodenheimer 1993) parallelized with the FFTW library (Frigo & Johnson 2005) . In the models of massive star-forming regions shown here, magnetic fields are neglected, as the collapsing regions are typically highly supercritical.
Ionization
The ionization algorithm is a parallelized version of that found in Abel, Norman, & Madau (1999) , in which the static radiative transfer equation,
is solved for a monochromatic specific intensity I ν assumed to be from a point source (I pts ν ),
wheren is a unit vector along the ray, η ν is the emission coefficient, and χ ν is the absorption coefficient. This equation can be solved by casting rays of photons outward from the point source and integrating along them. We thus implement the rays in spherical coordinates superimposed on our existing uniform, Cartesian grid such that each ray is given two angles (θ, φ). We choose the number of rays such that every zone on the outermost edge of the computational domain receives at least one ray.
Our parallelization design is rather primitive. Zeus-MP is fully domain-decomposed in each of the (x, y, z) directions. We refer to the subdomain parceled to each processor as a tile, and each grid point as a zone. We require that the point source be on the grid, so it will lie on one tile. The processor computing this source tile then sets up the spherical coordinate system necessary to cast rays. Each ray is then followed zone-by-zone, with each ionization event removing a photon from the ray, until either a tile boundary is reached or the ray is completely extincted. All rays that survive to tile boundaries are passed to the appropriate neighboring tile, where the ray walking continues. The rays at each boundary are passed as a batch to avoid overwhelming communications costs.
However, this design effectively has a large serial component, because all rays must be propagated across the source tile before they can be computed on other processors. As a result, parallelization is limited to roughly 32 processors. More efficient parallelization methods, such as adaptive ray tracing (Abel & Wandelt 2002) , are clearly necessary for larger scale calculations.
Ionization is followed with a passive tracer field I that is advected as an intensive quantity such as temperature, rather than an extensive quantity such as density. In practice, this is implemented by advecting the quantity ρI and then dividing by the updated density ρ after the advection step to recover the tracer field. The ionization is initialized to I = 0; when zones are computed to be ionized during the ray tracing, they are set to I = 1.
Intermediate ionization values occur due to numerical diffusion during advection.
Heating and Cooling
We tried two different approaches to model the heating and cooling due to ionization. Our first approach was to model the neutral and ionized gas with an isothermal equation of state, but with a sound speed dependent on the degree of ionization. Neutral gas had a sound speed c n and fully ionized gas a sound speed c i . This approach ultimately failed because newly ionized zones changed pressure instantaneously, so the adjustment of the surrounding gas could not be resolved in time. The result was jets originating in single zones moving at > 100 km s −1 at the edge of the ionized region, a clearly unphysical result that also caused the Courant timestep to drop to very low values.
Our second approach therefore was to explicitly incorporate heating and cooling into the model, and allow ionization I to control the heating rate. We solve an implicit equation for the internal energy at timestep m + 1
where ∆t is the timestep, γ the adiabatic index, v the velocity, n the number density, Λ the temperature dependent cooling rate, Γ the ionization dependent heating rate, and ζ a constant that we include for numerical convenience as we discuss below. To solve the implicit equation, we use a Newton-Raphson method with a binary search when that fails to converge (Press et al. 1992) .
For the cooling function Λ(T ), we used a modified version of the radiative losses table from Flash v2.3 (Fryxell et al. 2000) . The values at T < 10 4 K are taken from Dalgarno & McCray (1972) , assuming an ionization fraction of 10 −1 , and at T > 10 4 K from Raymond, Cox, & Smith (1976) and Sarazin (1986) . Use of an equilibrium cooling curve at temperatures below 10 6 K is, of course, only a very coarse approximation to the actual non-equilibrium behavior. However, our main purpose here is to capture the qualitative dynamical behavior of the expanding ionized region, and for that this approximation is sufficient.
Following a similar philosophy, our heating function is chosen to fix the equilibrium temperature in the neutral and ionized gas at the initial density n 0 by setting it to
where T i = 10 4 K is chosen to approximate the ionized gas temperature, and T n = 100 K is chosen for the neutral gas temperature in the photodissociation region surrounding the ionized region. The moderately high neutral temperature also serves to keep the Jeans mass higher, making it easier to resolve gravitational collapse (Truelove et al. 1998) . To resolve the heating and cooling, we must add a condition to our timestep requiring
where we set C c = 0.3, and (de/dt) rad = ζ(n 2 Λ − nΓ).
However, for molecular cloud densities and the temperatures we have chosen, this timestep can be as much as six orders of magnitude shorter than the dynamical Courant timestep ∆t < C∆x/ max(v, c s ), where C ≃ 0.5 is the Courant number. As our primary purpose, again, is to qualitatively capture the behavior of the expanding high-pressure H ii region, we choose to set ζ = 10 −3 in equation (5). The only effect this has is to slow the approach to the equilibrium temperature to a larger, though still small, fraction of the dynamical time. We have run tests of the expansion of spherical H ii regions, and find that smaller values of ζ begin to significantly change their behavior, but that the chosen value or larger results in less than 10% changes in the radius over time. Most of the error occurs during the initial expansion, as shown in Figure 1 , which compares the numerical solution to the usual analytic solution (e.g. Spitzer 1978 ).
Problem Setup
Our goal is to simulate the evolution of H ii regions produced by single stars in realistic density distributions produced by gravitational collapse, taking into account off-center stellar positions. We describe two different types of models, with parameters given in Table 1 . Both are computed in cubes with periodic boundary conditions on all sides.
We first examine off-center stars in otherwise uniformly collapsing cores, with no further structure. We begin with gas uniformly distributed on the grid, with a 1% density perturbation in a central sphere to ensure the core collapses in the center. The dynamically collapsing cores in these models develop r −2 density profiles with flattened centers, as expected, as shown in Figure 2 , and the stars are placed at varying distances from their centers. The peak density is centered in the box.
We then examine turbulent models. They are set up by first uniformly driving turbulence using the algorithm described by Mac Low (1999) , with driving parameters given in the caption to Table 1 . This gives an rms velocity of v rms = 1.5 km s −1 , and an rms Mach number of M rms = 2.4.
We drive for 0.7 Myr, several times the crossing time of the largest eddies with size L/2, sufficient to establish a steady-state flow, before turning on self-gravity and allowing collapse to begin. The Jeans number N J = M/M J of our models is given in Table 1 , where M is the mass contained in the computational domain, and the Jeans mass is given by equation (1), so that
The density scaling ρ 0 = 1.928 × 10 −21 g cm −3 . We choose large values of N J appropriate for regions undergoing massive star formation. Our computational domain contains sufficient mass that it also exceeds the turbulent Jeans mass M J,t = (v rms /c s ) 3 M J by at least an order of magnitude, so collapse occurs quickly when gravity is turned on.
Once collapse has proceeded to the limit of our resolution following the Truelove et al.
(1998) criterion, we turn on ionizing radiation. For typical models, the actual collapsing core at that point only contains several Jeans masses, so our models are of relatively small stars of 3-4 M ⊙ . We intend them primarily as experiments to reveal the basic behavior of an ionization front under these circumstances, rather than as models of specific objects.
Results
Uniform Collapse
We first consider a model of an ionizing region off-center in a collapse in a uniform flow. Here we can clearly follow the morphology of the champagne flow formed in a gravitationally collapsing region. Unlike previous work (e.g. Franco et al. 1990 Franco et al. , 2005 , we follow dynamically both the gravitational collapse and the expansion of the ionized gas in three dimensions. We turn on the ionizing source at various positions off the center of the collapsing core after collapse has proceeded to form a spherical core surrounded by an envelope with radial density dependence ρ ∝ r −2 (Fig. 2a) .
In Figure 3 we show the time development of the H ii region resulting from turning on an ionizing source 0.22 pc diagonally from the center of the core (model D). As can be seen from Figure 2a The expansion of the H ii region drives a strong shock into the surrounding gas, sweeping up a thin, dense shell of neutral gas that traps the H ii region for the 10 5 yr duration of these runs. In the uniform core model shown here, the neutral sound speed is 0.2 km s −1 , corresponding to gas with a temperature of order 10 K. Recent work by Franco et al. (2005) uses an effective sound speed more than an order of magnitude higher as an approximation to turbulent motions in order to maintain hydrostatic equilibrium in their cores, rather than following the collapse as we do. As a result they do not see dense shell formation.
Contrary to much speculation, the stratification of the spherical envelope produces a nearly spherical H ii region shape during the period that we simulate, rather than a cometary shape. That this will occur was actually first shown in a different context by the analytic work of Korycansky (1992) , who used the Kompaneets (1960) approximation to compute the shape of off-center blast waves in spherical, power-law stratified, density distributions. Confinement in conical regions only happens for density power laws steeper than -4. Blast waves expanding into distributions with power laws in the range -4/3 to -8/3 ultimately open out and wrap completely around the central core. Franco et al. (2005) found cometary shapes, but it was most likely because they computed two-dimensional models assuming slab symmetry: effectively a line ionizing source near a cylinder. The lack of the possibility of expanding in the third dimension tends to give narrower blowouts (this was also seen by Mac Low, McCray, & Norman 1989 in a different situation).
In the models presented here, the innermost region of the collapsing core is too dense to be ionized. It continues to collapse despite the ionization of its envelope, as shown in Figure 5 . A nearby ionizing source will generally have great difficulty preventing collapse in a region that has already reached moderately high density because the recombination rate ∝ n 2 while the ionization rate is only ∝ n, so the ionization front never reaches the center of the collapsing region. We discuss this quantitatively below, in § 4.2.
Although the shape of the shock front is close to spherical the intensity of emission from the neutral shell and the ionized interior varies around the shell, as the shell is higher density where it lies nearest to the center of the core (Fig. 3) . The flow of ionized gas off the dense shell is difficult to resolve, as the scale length of the transition from high-density neutral material to the low-density interior is quite short. Therefore, we do not try to explicitly show simulated observations of the ionized gas, which ought to be dominated by the thin surface layer of relatively high-density ionized material. Instead, we show in Figure 6 the column density ndℓ, which is dominated by the neutral density.
The highest column density point is at the dense center of the gravitationally collapsing core. Even before this forms a star, as it reaches higher densities and pressures, the gas ionized on its surface also reaches higher densities. This ionized gas may have sufficiently high emission measure to appear as a UCHR, surrounded by a more diffuse compact H ii region, the usual configuration observed (Kim & Koo 2001) . However, it will have a brief lifetime, of order the free-fall time of 10 4 yr or less (see eq.
[2]. In the next subsection we consider the development of a more complex flow.
Turbulent Flow
To understand the development of H ii regions in a more realistic environment, we examine their formation in cores that are self-consistently collapsing from the supersonic turbulent flow characteristic of a molecular cloud. We turn on ionization near the highest density point in the simulation, at the time that the density reaches the Jeans resolution limit. Figure 7 shows that only our highest resolution model remains formally well resolved after collapse begins, but that the behavior of the peak density is reasonably well resolved. To follow the expansion of the H ii region for the longest time possible, we take advantage of the periodic boundary conditions to shift the highest density point to the center of the cube before beginning ionization. Once again, the density structure of the cores takes on a radial density dependence ρ ∝ r −2 (Fig. 2b) .
In Figures 8 and 9 we show the expansion of the resulting H ii region in our highest resolution model H, with the ionizing source only 0.05 pc from the center of the collapsing core, in the inner portion of the power-law envelope. In Figure 9 we compare the morphology of models E (128 3 zones) and H (256 3 zones). The primary differences are in the thickness of the shell, which is not fully resolved even at the higher resolution, and in the wavelengths of instability resolved in the shell, again probably not fully resolved. However, the qualitative results that we discuss are ones that the two models agree on. At the lower resolution we varied the position of the ionizing source in models E, F, and G, but, as shown in Figure 10 , this again made little qualitative difference. These different models run with the same background density field do give some idea of how sensitive our results are to small perturbations.
The expanding blast wave driven by the ionized gas encounters strong ambient density fluctuations produced by the background supersonic turbulent flow. These fluctuations both directly shape the shell and seed instabilities in the expanding shell. Four instabilities are evident. In regions where the shell is expanding into a sufficiently low density region to begin accelerating, Rayleigh-Taylor instabilities occur. (Strictly speaking, as these are driven by acceleration rather than gravity, they should be denoted Richtmeyer-Meshkov instabilities, as is commonly done in the fluid dynamics community.) Second, a thin, pressure-driven, shock-confined shell is subject to the Vishniac (1983) instability. Our resolution is probably insufficient to capture its saturated state (Mac Low & Norman 1993 ), but some clumping seen in the shell will be caused by even its underresolved manifestation (cf. Mac Low et al. 1989) . Third, the introduction of ionizing radiation impinging on a decelerating shell drives Giuliani (1979) instabilities, as numerically modeled by García-Segura & Franco (1996) . Finally, and perhaps most interestingly, the shell itself quickly accumulates enough mass at high enough densities to become gravitationally unstable, something predicted for many years by analytic models (Elmegreen & Lada 1977; Vishniac 1983; Voit 1988) .
Although the ionized gas readily expands into low density regions, it does not appear to disrupt the collapsing core. Figure 7 shows no perturbation to the increasing density caused by collapse when ionization turns on at t = 0.83 Myr. This conclusion is supported by the analytic computation presented below ( § 4.2). The numerical result must be approached with some caution, though, as the Jeans length in the center of the core is resolved by less than four zones during the period after ionization begins.
As gravitational instability in the shell sets in, collapse begins at multiple points. To characterize this behavior, we used the clumpfind algorithm of Williams, de Geus, & Blitz (1994) , optimized as described by Klessen, Heitsch, & Mac Low (2000) , to find clumps with density at least 10% of the peak density of 5.7×10
−16 g cm −3 in the cube at the last timestep of model H. Contours of 5% of the peak density were used. This captures only regions that are undergoing gravitational collapse, as can be seen from Figure 7 , which shows that prior to turning on ionization and gravity, peak densities are approximately 1% of the final peak value. Even accounting for shock compression of those peak densities, we show below in § 4.1 that the peak shell density absent gravitational instability will be only 7% of the peak density.
Aside from the original collapsing core, we find two other collapsing regions with masses of a few solar masses, of the same order of magnitude as the original core. Again, we must emphasize that this is a qualitative result, as these regions have collapsed beyond the Jeans limit. However, they are sufficiently well separated by resolved gas to rule out spurious fragmentation in the shell as causing them. Whether we have fully resolved their internal structure is another matter: we actually found 10 clumps distributed among the three regions, but do not consider this sub-clumping to be well-resolved. We discuss the instability of the shell further in the next section.
In Figure 11 we show the column density distribution of the gas in our models. As in Figure 6 , this is dominated by neutral molecular gas, while the ionized gas shows up as low column density cavities. There are several points to note about the column density distribution. The material swept up by the ionized shell is distinguishable from the background turbulent gas morphologically. The shell is thinner, with higher contrast and more small-scale structure. This occurs primarily because the background turbulence is at a substantially lower Mach number than the shell, so the structures formed in it are thicker and have lower density contrast. The regions of secondary collapse can also be picked out in the column density projections. In particular, in the yz projection, the regions to the left are clearly separated from the primary core in the center of the image, although they are projected almost on top of each other in the xz projection.
Analytic Considerations
Gravitational Instability
We can understand the observed gravitational collapse by examining the collapse criterion for expanding shells. This was first computed by Elmegreen & Lada (1977) and Elmegreen & Elmegreen (1978) , who assumed that turbulent velocities in the shell would be of the same order as the expansion velocity. Ostriker & Cowie (1981) and Vishniac (1983) assumed, on the other hand, that the turbulent velocities in the shell would only be transonic. This assumption was supported by analytic work by Voit (1988) and numerical work by Mac Low & Norman (1993) . We here use the formulation of this criterion by McCray & Kafatos (1987) , who demonstrated that collapse will occur in a spherical shell of radius R s , expansion velocity V s , ambient density ρ, and sound speed c s if the gravitational potential energy in a segment of shell exceeds its pressure and kinetic energy of expansion, a condition that can be expressed as Υ = 0.67GρR
In our case the shell expands into a medium of varying ambient density ρ. However, this criterion is derived locally for each patch of shell, so approximating the ambient density with the local value is a reasonable assumption. (Although the ambient density varies radially as well as angularly, most of the mass in any patch of shell will accumulates during passage through high density regions near the current radius.)
Our models show shell collapse away from the primary core in the turbulent case, but not in the uniform case. The turbulent model H has a maximum ambient density of ρ ≃ 5 × 10 −18 g cm −3 (Fig. 7) , a shell radius R s ≃ 0.25 pc and velocity V s ≃ 5 km s −1 , and sound speed c s = c n = 0.63 km s −1 , giving Υ ≃ 4. Parts of the shell hitting dense filaments in the background turbulent flow become gravitationally unstable and collapse, while parts expanding into lower ambient densities remain stable. The uniform model B, on the other hand, has an average ambient density ρ ≃ 6 × 10 −21 g cm −3 with less fluctuation in density from the average than in the turbulent case. Its radius at the end of the run is R s ≃ 0.5 pc, and sound speed c n = 0.2 km s −1 , giving a value of Υ ≃ 0.06, in agreement with the lack of collapse found in the model. The Jeans mass in unstable portions of the shocked shell of model H can be estimated by taking the peak density in the ambient gas, and assuming that it is hit by an isothermal shock of Mach number M = V s /c n ∼ 8, so that the shell density ρ s = M 2 ρ ≃ 4 × 10 −17 g cm −3 , or, in terms of number density, n s ≃ 10 7 cm −3 . Substituting into equation (1), we find M J ≃ 2 M ⊙ , agreeing within better than 50% with the masses of the observed regions of secondary collapse in model H.
Trapping Radius
At what radius does an external ionization front get trapped in a collapsing core? We can calculate the initial standoff distance r s of an ionization front impinging on a collapsing core. If r s is small, the core is quickly ionized, while if r s approaches the distance to the ionizing source d, the ionization front will have little influence on the core.
The freely collapsing objects formed by gravitational instability in our models have r −2 density profiles, while a core with constant central accretion rateṀ = −4πR 2 µn 0 v, where the free-fall velocity v = −(2GM/R) 1/2 , has a shallower r −3/2 density profile (e.g. Shu 1992 ).
We work in the frame of reference of the ionizing source, with distance from the source given by r. Along the line connecting the source with the center of the core, R = d − r. We take the number density n(r) = n 0 (R/R 0 ) −η , where n 0 and R 0 characterize the mass and size of the core, and η = 3/2 or 2. Assuming the photoionized gas to be fully ionized, ionizing photons are absorbed at a rate Spitzer 1978) , where α ≃ 2 × 10 −13 is the hydrogen recombination coefficient to the second level. Substituting for density and integrating both sides, we find the stellar ionizing photon luminosity
The integral can be evaluated by substitution of variables for η = 3/2 or 2.
We can place the solutions in dimensionless form. Define the fractional standoff distance of the ionization front from the center of the core along the line of sight to the star ξ = (d − r s )/d. Small values of ξ mean highly ionized cores, while large values suggest only the core surface is ionized. Then we can define a dimensionless ionizing photon luminosity
Note that for η = 3/2, this dimensionless luminosity is independent of the actual standoff distance of the core d. Then, the solution for cores with density power-law η = 3/2 is
and for η = 2, it is
If we substitute typical values, including ionization coefficient α = 2 × 10 −13 cm 3 s −1 , we find Λ(3/2) = 1.4 S * 10 48 s −1 
The value of Λ(η) determines whether a collapsing core is promptly ionized or remains mostly neutral. The higher value of Λ(2) for the same parameters shows that the corresponding cores are more easily ionized, as expected. In Figure 12 we show the relation between the fractional ionization standoff distance ξ and the dimensionless luminosity Λ(η) for η = 3/2 and 2. For plausible parameters, ξ is sufficiently large to suggest that these cores could form high-emission measure sources for a free-fall time.
Comparisons to Observations
Our models give insight into the behavior of smaller regions of massive star formation, where many observed UCHRs reside, particularly those picked up in broad surveys such as those of Wood & Churchwell (1989) and Kurtz et al. (1994) . These UCHRs are nearly always observed to have associated extended emission (Garay et al. 1993; Kurtz et al. 1999; Kim & Koo 2001 ) consistent with a larger underlying H ii region. Kim & Koo (2001) suggested that this was simply due to the hierarchical structure of molecular clouds, but the lifetimes for the densest regions in their scenario were derived from the photoevaporation timescale (Whitworth 1979) , which can be more than an order of magnitude longer than the Jeans collapse timescale for these dense regions. Instead, the models shown here suggest that the observed UCHRs are short-lived regions of collapse in a longer-lived, larger expanding shell. Kurtz et al. (1994) found a direct correlation between size and density of spherical and unresolved UCHRs. They suggested that expanding regions would behave in this way. However, collapse offers an alternative explanation for the observed correlation.
Observations of massive star formation regions such as Sag B2 (De Pree et al. 1996 , W3 (Tieftrunk et al. 1997 ), and W49 (De Pree et al. 1997 show multiple UCHRs closely spaced. These regions are far larger than the ones simulated here. Further work will need to be done to understand whether these larger regions generate a single expanding shell as here, or many smaller isolated ones. However, collapse in a single expanding shell would again address the lifetime question. Whether it can be shown to be consistent with the observed emission measures remains to be seen, however. In simple models based on static spherical cores, the calculated number of ionizing photons required for observed UCHRs have typically been found to be factors of 3-10 higher than can be provided by external ionizing sources. However, collapsing structures in a sheet could conceivably produce the same emission measures with fewer photons. This problem requires further investigation.
The observations of velocity structure have yielded a decidedly mixed picture. They have generally been interpreted in a framework of champagne flows, bow shock models, or a combination of the two. Bow shock models were supported by Van Buren & Mac Low (1992) ; Afflerbach et al. (1994) ; Cyganowski et al. (2003) , and Zhu et al. (2005) . De Pree et al. (1996) find velocity structures disagreeing with the bow shock model. A survey by Garay, Lizano, & Gomez (1994) shows some objects agree with champagne flow models, while others agree with bow shock models. Some objects appear to agree with neither model (Gaume, Fey, & Claussen 1994; Martín-Hernández et al. 2003) . Lumsden & Hoare (1996 , 1999 and Arthur & Hoare (2005) suggest a moving star generating a champagne flow is required for G29.96-0.02, although a bow shock model was supported for it by Van Buren & Mac Low (1992) , Afflerbach et al. (1994) , and Zhu et al. (2005) . Observations of the central star of this object can be interpreted as suggesting that it has an age of several million years (Watson et al. 1997; Morisset et al. 2002) , supporting a bow shock model.
Most high-resolution observations of H ii regions to date observe either emission from the ionized gas, which is dominated by the high-density skin at the surface of the neutral shell, extinction of the ionized gas by the neutral gas, or near-infrared emission from small dust grains or PAHs, presumably embedded in the neutral gas or the densest ionized gas. The last is determined by a combination of radiative heating from the central star and local dust density. Even sub-millimeter dust emission, which traces column density in cold clouds, will be strongly perturbed by radiative heating near the surface of the H ii region. The pure column density map shown here in Figure 11 is suggestive of the results expected from these different observational methods, but lacking any treatment of radiative heating, does not represent a direct simulation of any of them.
That caveat being stated, the shape of the cavity is certainly strongly reminiscent of the observations of larger H ii regions such as those by the GLIMPSE survey with the Spitzer Space Telescope (e.g. Churchwell et al. 2004 ). In particular, we reproduce the filamentary nature of the dense gas, and the fingerlike protrusions in from the wall of the shell, as well as, naturally, the appearance of an internal cavity. We note that, although we see high column density filaments, the shell is dense in every direction, with the filaments simply being the highest column density regions.
Conclusions
We have modeled the dynamical growth of young H ii regions in turbulent, self-gravitating molecular clouds. Our assumed initial conditions reflect the star formation paradigm reviewed by Mac Low & Klessen (2004) . This suggests that massive star formation occurs in cloud cores collapsing from a turbulent flow that are far from hydrostatic equilibrium, as already proposed in the classic review by Shu, Adams, & Lizano (1987) . The collapse produces the observed high pressures, so they are transient, lasting only on the order of a free-fall time. The medium from which the collapse occurs has large density fluctuations produced by a supersonic turbulent flow, so that the H ii region resulting from massive star formation expands into an inhomogeneous medium.
Before giving the conclusions we draw from the simulations, we summarize the strengths and limitations of these models. They are fully three-dimensional, and use a ray-tracing algorithm to follow direct ionization from a single ionizing star. Although our highest resolution models have 256 3 zones, and resolve the Jeans length with four zones everywhere except the very centers of a few collapsing regions at late times, they do not fully resolve the dense, swept-up shell behind the expanding shock front, nor the denser ionized gas layer coming off of collapsing cores. We use periodic boundary conditions, so large-scale gradients in the molecular gas are not modelled. Scattering of ionizing radiation is also not accounted for, so that shadows are sharper than they should be. Magnetic fields are not included in these models, though they might modify the structure of the dense shell. They are unlikely to be strong enough to resist gravitational collapse in the massive star-forming region we are modeling, however.
Despite their limitations, our models give insight into the nature of UCHRs. We demonstrate that the shape of an H ii region expanding off-center in a core with an r −2 power-law density distribution is roughly spherical, confirming the general analytic results of Korycansky (1992) . This suggests that simple champagne flow models may have difficulty producing the parabolic shapes characteristic of cometary UCHRs (Wood & Churchwell 1989) . Somewhat more parabolic shapes have been found by Arthur & Hoare (2005) , but they assumed a planar rather than a spherical geometry, which may be difficult to produce in a real molecular cloud.
The expanding shell of the H ii region takes roughly 10 5 yr to reach a radius of a parsec and break out of its parent molecular cloud. During that time, self-gravitating cores repeatedly collapse from it as it interacts with pre-existing turbulent density fluctuations. While each core collapses in only 10 4 yr, they form repeatedly over the lifetime of the shell. If the cores can sometimes be ionized externally by the central ionizing star without themselves necessarily forming OB stars, then this scenario might explain both the apparent lifetime of UCHRs of > 10 5 yr (Wood & Churchwell 1989 ) and their association with compact H ii regions (Kim & Koo 2001) .
Work remains to be done to demonstrate the viability of this scenario. Most importantly, the expected emission measure for externally ionized cores in an expanding shell needs to be estimated. The relative importance of externally ionized cores in an expanding shell that might account for unresolved sources, and stars orbiting in a cluster potential that could produce cometary UCHRs also needs further consideration. These two scenarios make distinctly different predictions for the direction of ionized gas flow, and the relationship between ionized and molecular gas, although observations of velocity structure have not yet yielded a definitive conclusion on the subject. -18 log density (g cm -3 ) Fig. 3. -Evolution of H ii region with ionizing source off-center from peak density of a collapsing region formed from initially uniform gas (model D). Times are given in megayears after ionization begins at t ion . Shown are two-dimensional cuts through the density field in the xy-plane containing the peak density. The source is located behind the cut plane. Greyscale shows log of density, with values given by the colorbar. Note the lack of confinement or cometary morphology in the densest regions. -Column density for the sum of neutral and ionized gas (dominated by the neutral gas) in a model of the expansion of an H ii region collapsing from initially uniform gas (model D). Projections are shown along the x, y, and z-axes as indicated, at the same time as the final panel of Figure 3 . The bright spot is the center of the dense collapsing core, while the cross-shaped artifact comes from a slight error in propagating rays directly along grid-lines from the source. Figure 8 , with models E and H shown using 128 3 and 256 3 zones, respectively. Cuts through the xy plane in the plane of the source are shown, for comparison in the 256 3 case to the xz cut shown in Figure 8 . The different resolution models use statistically identical turbulence but not the same actual driving pattern, so the shapes should not be compared point by point. Times are again given in years, and the greyscale shows log of density. ) Fig. 10 .-Time evolution of regions with sources at different positions relative to peak density of collapsing region formed from initially turbulent gas. Sources are shifted 8 zones (0.05 pc) along the (bottom) x-axis, (middle) y and z-axes, and (top) x, y, and z-axes (models E, F, and G, respectively). All models use the same turbulent driving pattern, differing only in source position. Cuts through the xy plane in the plane of the source are shown (Note that because of the z shift, this is a different plane in the top panels). Times are given in years, and the greyscale shows log of density. e Scaled ionizing photon luminosity S * /(10 48 s −1 ).
f Neutral sound speed in km s −1 .
g Average density ρ scaled by ρ 0 = 1.928 × 10 −21 g cm −3 .
h Number of Jeans masses in computational domain.
j Distance in parsecs of ionizing source from peak density along x-axis (and correspondingly along y and z-axes). Shifts are 8 zones in 128 3 models.
