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$=e^{K}(-i2)^{v-1/2}z^{-1/2}e^{-iz}{}_{2}F_{6}(1/2-v, 1/2+v ; \frac{i}{2z})+Mz^{\nu}e^{jz}$ $(|i/2z|<1)$





$=A\cdot H_{\nu}^{(2)}(z)+M\overline{z}^{\nu z}e^{j}$ $(A=\sqrt{\pi}\cdot 2^{\nu-1}e^{-i\pi\nu}\cdot e^{K})$ (2)
$(|\Gamma(-2v-k)/\Gamma(-v+1/2)|<\infty)$
$=B^{*}\cdot J_{\nu}^{(2)}(z)+Mz^{-\nu}e^{j}z (B^{*}=2^{\nu}\Gamma(-2\nu)\Gamma(1+\nu)e^{i\pi(\nu+1/2)}e^{K})$
where $K$ and $M$ are the additional arbitrary constants of the integration,
$pqF(\cdots\cdots)$ is the generalized Gauss Hypergeometric function,
$H_{\nu}^{(2)}(z)$ is the Hankel function and
$J_{v}^{(2)}(z)=e^{-iz} \frac{(z/2)^{\nu}}{\Gamma(1+v)}{}_{1}F_{1}(1/2+v;1+2v;i2z)=J_{\nu}(z)$ is the first kind Bessel
function.




Notice that (1) is reduced to Goursat’s inte ral for $v=r\iota(\in\cdot Z^{A})$ and $ie$ red-
uced to ffie famous Cauchy’s $ie_{o}raIf_{oI}v=0$ That is, (1) is an extention
of CauChy’s integral and of Goursat’s one, converse$Iy^{}$ Cauchy’s and
Goursat’s ones are special cases of (1).
Moreove f notice ffiat (1 )is the representation which umfies ffie deriva
ves and $inte\sigma ratio$ons.
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(If) On the fractional calculus operator $N^{t}[3]$
Theorem A- LeTfaenonal calculus operator $(l\Gamma_{I}sh\acute{\iota}m\alpha \mathfrak{o}^{t}s$ Operator $)$ $N^{v}$ be
$N^{v}=|_{\frac{I^{\sim}(v\perp\prime\perp)}{2\tau i}\int_{C}\frac{d^{-}\zeta}{(\zeta-z)^{\vee*1}}\}}’(., (v\prime\not\in T)_{:}$ $[Re/^{B}ert\mathfrak{o}(l)J$ (3)
$w\dot{\tau}rh$ $N^{-\hslash i}\approx$
$Ii_{I}n_{In}N^{\nu}arrow-$
$(m\in Z^{A})$ , (4)
$ar\iota d$ defne the hinary operatton $\circ$ as
$f\vee^{-\beta}\circ N^{\sigma}f=N^{\beta}N^{\alpha}f=N^{\beta}(N^{\sigma}f)$ $(\alpha, \beta\in R)$ , (5)
$\mathfrak{c}$ $nr$ $se\tau$
$\{N^{v}\}=\{N^{v}Iv\in R\}$ (6)
$(s$ an Abelian product group ( $h\varpi\pi’ng$ continuous ind.ex $v$ ) which has the inverse
transform $\mathfrak{o}$perqtor ($N^{v})^{-I}=N^{-\sim}to$ the fractional,$\alpha$llculus operator $N^{v}$ , for the
$\hslash n\propto ionf$ stch $th\sigma tf\in F=\{f’,$ $0=|f_{\vee}|<\infty,$ $v\in\acute{R}\}$ , where $f=f(z)$ and $z\in C,$
$(v:s. -\infty<v<\infty)$ .
$(For 0\dot{u}r$ convenience, $we call N^{\beta_{\circ}}N^{\alpha} as produc_{\overline{t}} of N^{\beta} and N^{\infty}.$ $)$
Thecrem B. $*F_{-}$O. $G-\{N^{v}\}^{\pi}$ is $arl$ Action produ $ctgr\mathfrak{o}up$ which has continuous
$\iota’r\iota dexv^{n}$ for the $se\hat{(}\mathfrak{o}fF$ . ( $F.0$. G. ; Fracttonal calculus $operato\tau$ group)[31
Theorem C. Let
$S:=\{-\wedge N^{v}\}U\{0\}=\{f\overline{\sqrt{}}^{v}\}U\{-i\forall^{\nu}\}U\{0\}$ $(v\in R)-$ (7)
$\overline{1}he$ the set $stSac\mathfrak{o}mmuTq_{t\dot{T}\mathscr{O}f\mathfrak{o}rthefun\alpha i\mathfrak{o}n}^{s}verirf\in F$ , when the identity




(M). Lemma. We have $[\overline{\perp}\overline{J}$
(i) $((z- c)^{b})_{\sigma}=e^{-\dot{\sigma}\zeta\alpha}\frac{\Gamma(\alpha\cdot-b)}{\Gamma(-b)}(z-c)^{\dot{\sigma}-\sigma}$ $(| \frac{\Gamma(\alpha-b)’}{\Gamma(-b)}|<\infty)$ ,
$(ii.)$ $(1^{\cdot}\prime$ $(|T(\alpha)|<\infty)$ ,
$(\tilde{\iota}\tilde{x}i)$ $((z- c))_{-\alpha}=-e^{:}\frac{I}{\Gamma(\alpha)}\log(z-c)$ $(|\Gamma(\alpha)|<\infty)$ ,
$\iota\cdot\backslash ^{-}herez-c\vec{\underline{.}}0$ for (i)and $\sim\prime--c=0_{-}1$ for ( ii), ( ii $\ddagger$ ),
$(i\overline{\vee}^{-})$




(I) $\overline{1}$he theorem beIow is $repor^{\wedge}\llcorner ed$ by the $au\overline{(}\tilde{n}$or aIready (cf. $J$-$FC_{7}VoL27$ May
(2005), $63-88_{-})$ . $[31]$
Theorem D. Let
$P= \dot{P}(\alpha,\beta_{-}\prime\gamma):=\frac{\vee\sigma\dot{m}\overline{/}\tau\alpha\cdot.s\overline{\downarrow}n_{\overline{Jt}}.(\gamma-\alpha-\sqrt{})}{s\dot{m}\pi(\alpha\perp\sqrt{})-\sin\pi(\gamma-\sigma)}$ $(I P(\alpha_{-,\prime}\beta, \gamma)I=M<\infty)$ (1)
$\sigma nd$
$Q=Q(\alpha_{\backslash }\beta,\backslash \gamma):=P(\beta_{=}\alpha_{-,\prime}\gamma)_{-}\sim\vee$ $(I P(\beta, \alpha_{\sim,\prime}\gamma)I=M<\infty)$ (2)
$-W\prime’len$
$\alpha_{-,\prime}\beta_{\overline{d}}\gamma\not\in Z_{0r}^{A}$ we $\overline{f}_{\overline{4}}av_{-}^{\rho}-\prime-$
(i)
$((_{\overline{<-}}-c)^{\alpha_{-}}(z-c)^{\beta})_{\gamma}=e^{-\overline{J\cdot}\gamma}P( \alpha_{-,\prime}\beta_{\neg}\gamma)\prime,\frac{\Gamma_{\backslash }^{r}\gamma_{\grave{\prime}}^{\llcorner}\sigma-\beta)}{\Gamma(-\sigma--\beta)}(z-c)^{\sigma*\beta-\gamma}$ , (3)
$({\rm Re}(\alpha\wedge^{\vee}\beta\dotplus 1)>0, (1+\alpha-\gamma)\prime\not\inT_{0})$ ,
$(ii)$ $((z-c)^{\beta_{-}}(z-c)^{\alpha})_{\gamma}=e^{--/}\tilde{\prime}.Q(\alpha,\cdot\beta_{-},\gamma.)\underline{\Gamma(\gamma-\alpha-\beta)}_{(z-c)^{\sigma^{s}\beta-v}}.$, (4)
$\Gamma(-\alpha-\beta)$
$({\rm Re}(\alpha+\beta\div 1)>0, (1+\beta-\gamma)\not\in Z_{0})$
$(iii)$
$((_{ ^{}-} \tau)^{\alpha\neq\beta})_{f}=e^{-i-r}\prime\frac{\Gamma(\gamma-\alpha-\beta)}{\Gamma(-\alpha-\sqrt{})}(_{\wedge’}--\cdot c)^{\alpha^{A}\beta-\gamma}$, (5)
where
$z-c \vec{-}0, |\frac{I^{-}(\gamma-\alpha-\beta)}{\Gamma(-\alpha-\beta)}|<\infty$
Then the inequaities belo $v^{P}$ are established from this theorem.







$\alpha,-\beta, \gamma\not\in Z_{0\prime}^{\wedge}\sim \alpha\vec{\sim}\beta_{-}, \overline{<^{-c\frac{arrow}{}0_{-}}}\cdot$
33
CoroNarv2,,





$({\rm Re}(\alpha+\beta+1)>0, (1+\alpha-\gamma)\not\in T_{0}, (I+\beta-\gamma)\not\in Z_{0})$ .
(ii) when $\gamma=m\in Z_{0}^{+},$ $\nu e$ have ;
$((z-c)^{\sigma}\cdot(z-c)^{\rho})_{r}.$ $=((z-c)^{\beta}\cdot(z-c)^{\sigma})_{r\pi}=((z-c)^{\sigma^{A}\beta})_{m}$ . (10)
(I I) The Teorem below is $reor\tilde{(}edbv$ the author $a1_{f}eady$ (cf. $J_{-}$ Frac. Calc.
$v_{o1}.$
29, May (2006),pp.35 $-4^{\Delta_{\wedge}},)$ . $[7]$
Theorem E. We have
(i) $(((z-b)^{\beta}-c)^{\sigma})_{\gamma}=e^{-i}\overline{.},t(z-b)^{\alpha\beta-\gamma}$
$\cross\sum_{k-0}^{\infty}\frac{[-\alpha_{k}1\Gamma(\beta k-\alpha\beta+}{k^{\underline{I}}\Gamma(\beta k-\alpha\beta)}\underline{\gamma)}(r\frac{c}{(\overline{\swarrow_{\vee}}-b)^{\beta}}\}^{k}$ (11)
and
$(_{\tilde{\wedge}}i)$ $(((z-b)^{\beta}-c)^{\sigma}),=(-1)^{n}(z-b)^{\sigma\beta-r}$




$[\lambda]_{\‘{e}}=\lambda(\hat{\Lambda}+I)\cdot\cdot-(\dot{\Lambda}+k-I)=\Gamma(\lambda+k)/\Gamma(\neg A)$ with $[\lambda]_{0}=1j$
$(Nota\dot{Q}$on of Pochh Dler $)_{-}$
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\S 2. The Solutions to The Homogeneous Bessel Equations
by Means of The $N$-Fractional Calculus
(Calculus in The 21 th Century)
Theorem 1-1. Let be $\varphi=\varphi(z)\in F,then$ the homogeneous Bessel
equation
$L[\varphi;z_{i}v]=\varphi_{2}\cdot z^{2}+\varphi_{1}\cdot z+\varphi\cdot(z^{2}-v^{2})=0$ $(z\neq 0)$ (1)
$(\varphi_{a}=d^{\alpha}\varphi/( for \alpha>0, \varphi_{0}=\varphi=\varphi(z))$
$1\tau as$ the solu tions ofthe forms ($fraction\iota’I$ differintegratedforms)
Group I.
(i) $\varphi=z^{v}e^{;_{z}}\{e^{K}(e^{-l2\prime}\cdot z^{-(\nu\sim 1/2)})_{v-1/2}+M\}\equiv\varphi_{(i|(K.M)}$ (denote) (2)
(ii) $\varphi=^{V}\overline{\angle}e^{iz}\{e^{K}(z^{-(v\sim 1/2)}\cdot e^{-i2z})_{v-1\prime 2}+M\}\equiv\varphi_{(2}K^{K,M)}$ (3)
(iii) $\varphi=z^{\nu}e^{-iz}\{e^{K}(e^{i2z}\cdot z^{-(v*1/2)})v-1/_{\sim}\bigwedge, +M\}.\equiv\varphi_{(3](KM)}$ (4)
(iv) $\varphi=z^{\nu}e^{-iz}\{e^{K}(z^{-(\nu+1/2)}\cdot e^{i2z})_{V-1/\tilde{4}}+M\}\equiv\varphi_{\{4|(KM)}$ (5)
Group II.
(i) $\varphi=z^{-\nu}e^{iz}\{e^{K}(e^{-i2z}\cdot z^{v-1/2})_{-(\dagger’+1/2)}+M\}\equiv\varphi_{r}.\underline{\sigma}J(K,M)$ (6)
(ii) $\varphi=z^{-v}e^{iz}\{e^{K}(z^{v-I/2)}\cdot e^{-i2z})_{-(v+1\int 2)}+M\}\equiv\varphi_{[6](K,M)}$ (7)
(iii) $\varphi=z^{-\vee}e^{-j}z\{e^{\kappa}(e^{\dot{\iota}2z}\cdot z^{v-1/2})_{-(v+1/2^{\tau}},+M\}\equiv\varphi_{|7|(K,M)}$ (8)
(iv) $\varphi=z^{-v}e^{-iz}\{e^{K}(z^{1’-1/2}.e^{l2z})_{-(V*1/2)}+M\}\equiv\varphi_{|8)(K,M)}$ (9)
where $K$ and $M$ are the additional arbitrary constants of the
integrafions,
$Pr\mathfrak{o}of.$








$\dot{j}_{\wedge}c_{rom}(1),$ $apply\tilde{m}g(10),$ (11) and (12)-
Choose $\lambda$ such that $\nearrow^{\wedge Z}-v^{2}=0_{r}-\wedge re$ have $t1\backslash$en
$\lambda=’V, -v (\triangleleft\perp 4)$
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(I) Case $\lambda=v,$
$k\iota$ th\^is case we have





$\phi=e^{\alpha z}u$ $(u=u(z))$ , (17)
we have then
$\phi_{1)}=\alpha e^{\sigma r}u+.e^{az}u$ (18)
and
$\phi_{2}=\alpha^{2}e^{\alpha z}u+2\alpha e^{\sigma z}u_{?}+e^{\alpha z}u_{2}$ (19)
Therefore, we obtain
$u_{2}\cdot z+$ $(2\alpha z+Zv+1)+u^{-}\{(\alpha^{2}+1)z+\alpha(2^{\prime\psi}+1)\}=0$ (20)
from (16). appIying (17), (18) and (19).





$JJr\cdot this$ case we have
$\phi=e^{iz}u$ (23)
from (17) and hence
$u_{2}z+u_{7}^{-}(2iz+2v+1)+ui(2v+1)=0$ (24)
from (20).
Operate $N$-fractional calculus operator $(NFCO)N^{\gamma}$ to the $bo_{t}h$ sides of
equation (24). we have then
$(u_{2}\cdot z)_{\gamma}+(u_{1}\cdot(2iz+2v+1))_{\gamma}+u, \cdot i(\sim^{v+}1)=0, (\gamma\not\in Z^{-})$ . (25)
$Now\cdot we$ have
$(u_{2} \cdot z)_{l}\vee=\sum_{k\cdot 0}^{1}\frac{\Gamma(\gamma+1)}{k\underline{\dagger}\Gamma(\gamma+1-k)}(a_{2})_{r-k}(z)_{k}=\alpha_{\sim^{s}7}z+\gamma u_{J*\gamma}$ (26)
and




from (25). $applyin_{\theta}^{\sigma}(26)$ and $(2\overline{/})$ .
Choose 7 such that
$2\gamma+2v+1=0$
that is,
$\gamma=-(v+1/2)$ (29)we have then
$l_{3/_{\sim}^{\wedge}-V^{-z+u_{J/2-\nu};(2\dot{r}_{\angle}^{-}+\nu+1/2)=0}}\prime$
. (30)
from (28). using (29).
Set
$u_{1/2-\backslash }. =w$ (31)
we have then
$w_{I}+w \cdot(2i+\frac{V+1/2}{z})=0$ (32)
trom (30). The solution to this variable separable form equation is given
by
$w=e^{K}\cdot e^{-t2z}z^{-(\nu+1/2)}$ (33)
where $K$ is the additional arbitrary constant of the integration.
(See the Note 1.)
Therefore, we obtain
$u=w_{\nu-1/2}=e^{K}(e^{-i2z}\cdot z^{-(\nu+1/2)})_{\nu-1/2}+M\equiv u_{[1]}$ (34)




$u=w_{\nu-1/2}=e^{K}(z^{-(\nu+1/2)}\cdot e^{-i2.\prime})_{\nu-1/2}+M\equiv u_{[2]^{\gamma}}$ (36)
changing the order
$e^{-i2}$ and $z^{-(v+1/2)}$ in the parenthesis $()_{\nu-1/2}$ in (34).
Not\’ice that when $(\nu-112)\in Z_{0\prime}^{+}$













from (15), applying (37) and (38), respectively.
(ii) Case $\alpha=-i,$
Set $-i$ instead of $i$ in (2) and (3), we $ha_{t}ve$ then




(II) Case $\lambda=-v$ ,
Set $-\nu$ instead of $v$ in $\varphi_{r1)}\sim\varphi_{[4]}$ , we obtain
$\varphi=z^{-\nu}e^{iz}\{e^{K}(e^{-i2z}\cdot z^{\nuarrow 1/2})_{(\nu*1/2)}+M\}\equiv\varphi_{[5](K,M)}$ (6)







Note 1. We have
$\frac{w}{w}\iota_{=-}(i2+\frac{v+1/2}{z})$ (39)
from (32). The solution to this variable separable form equation is given by
$\log w=-\{i2z+(v+1/2)\log z\}+K\log e$ (40)




\S 3. The Familiar Forms of The $Solutior_{1}s$ in Section 2
Theore$m’$ 1-2. We have the familiar form solutions from the ones in
Theorem 1-1, as follows;
Group I.
(i) $\varphi_{[1](K\mathcal{N})}=e^{K}(-i2)^{t’-1/2}z^{-1/2}e^{-i_{\overline{4}}}{}_{2}F_{0}(1/2-v, 1/2+v;i/2z)+Mz^{\nu}e^{j_{Z}}$ (1)
$=AH_{\vee}^{(2)}(z)+Mz^{\nu}e^{i_{\overline{4}}}$ $(A=e^{K}\sqrt{\pi}2^{\nu-1}e"’)$ , $(|i/2z|<1\cdot)$ (1)
(ii) $\varphi_{[2](K.M)}=e^{K}e^{-i\pi(\nu-I/2\rangle}\Gamma(2v)z^{-\nu}e^{-iz}{}_{1}F_{1}(1/2-\nu;1-2v;i2z)+Mz^{\nu}e^{iz}$ (2)
$=B\cdot J_{-\nu}^{(2)}(z)+Mz^{v}e^{iz}$ $(B=e^{K}2^{-\nu}\Gamma(2v)\Gamma(1-\nu)e^{-l\pi(v-1/2)})$ (2)
$(|\Gamma(2\nu-k)f\Gamma(\nu+1/2)|<\infty), (|i2z|<1)$
(iii) . $\varphi[3](K,M)^{=e^{Kv-1/2-1/2iz}}(i2).ze{}_{2}F_{0}(1/2-v, 1/2+v;1/i2z)+Mz^{V}e^{-iz}$ $(3)$
$=C\cdot H_{v}^{(1)}(z)+Mz^{\nu}e^{-iz}$ $(C=e^{K}\sqrt{\pi}2^{v-1}e^{i\pi v})$ , $(|1/i2z|<1)$ (3)
$(iv)\varphi_{\mathfrak{k}4)(K\mu;)}=e^{K}e^{i\pi(\nu-1/2)}\Gamma(2\nu)z^{-\nu}e^{i_{\overline{\wedge}}}\iota F_{1}(1’2-v;1-2\nu;-\dot{r}2z)+Mz^{\nu}e^{-iz}(4)$




$=A^{*}\cdot H_{-\nu}^{(2)}(z)+Mz^{-v}e^{\iota-}$ $(A^{*}=e^{K}\sqrt{\pi}2^{-(\nu+J)}e^{i\pi v})$ , $(|i/2z|<1)$ (5)
$(ii)\varphi_{[6](K,M)}=e^{K}e^{i\pi(\nu+1/2)}\Gamma(-2v)z^{\nu}e^{-iz}{}_{\iota}F_{1}(112+v^{\wedge}, 1+2\nu ;i2z)+Mz^{-\nu}e^{iz}$ (6)
$=B^{*}\cdot J_{v}^{(2)}(z)+Mz^{-v}e^{iz}$ $(B^{*}=e^{K}2^{\nu}\Gamma(-2\nu)\Gamma(1+\nu)e^{i\pi(v*1/2)})$ (6)’
$(|\Gamma(-2\nu-k)/\Gamma(-\nu+1/2)|<\infty) , (|i2z|<1)$ ,
(iii) $\varphi_{r^{-J(RM)}},=e^{K}(i2)^{-(v+1/2)}z^{-1/2}e^{iz}{}_{2}F_{0}(1/2--v, 1/2+v;1/i2z)+Mz^{-\nu}e^{-j_{Z}}(7)$
$=C^{*}\cdot H_{-\nu}^{\{1)}(z)+Mz^{-V}e^{-iz}$ $(C^{*}=e^{K}\sqrt{\pi}2^{-(}e)$ , $(|1/i2z|<1)$ (7).
$(\cdot iv)\varphi_{[S](K,M)}=e^{K}e^{-i\pi(\nu+1/2)}\Gamma(-2v)z^{\nu}e^{iz_{1}}F_{1}(1/2+\nu;1+2v;-i2z)+Mz^{-v}e^{-iz}(8)$
$=D^{*}\cdot J_{v}^{(1)}(z)+Mz^{-v}e^{-iz}$ $(D^{*}=e^{K}2^{\nu}\Gamma(-2v)\Gamma(1+\nu)e^{-i\pi(v+1/2)})$ (8)’
$(|\Gamma(-2v-k)/\Gamma(-v+1/2)|<\infty), (|i2z|<1)$ ,
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Where $J_{\nu}^{(1)}(z)$ and $J_{v}^{(2)}(z)$ are thefirst kind Besselfunctions and $H_{v}^{\langle 1)}(z)$ .
and $H_{\nu}^{(2)}(z)$ are the Hankelfunctions. (Refer to the next section)
Proof of Group 1. We have
$e^{K}z^{\nu}e^{iz}(e^{-i\ } \cdot z^{-(\nu+1\int 2})_{\nu-1/2)}=e^{K}z^{\nu}e^{tz}\sum_{-0}\frac{\Gamma(1,/2+v)}{k!\Gamma(1^{/}2+v-k)}(e^{-i2}.)_{\nu-1/2-k}(z^{-(\nu*1/2)})_{k}\infty.(9)$
(by Lemma (iv))
$=e^{K}z^{\nu}e^{i_{Z}}. \sum_{k\cdot 0}^{\infty}\frac{\Gamma(1/2+v)}{k!\Gamma(1/2+\nu-k)}(-i2)\nu-1/^{\Gamma(\nu+1/2+k)_{Z^{-(v*1/2+k)}}}2-ke^{-i2z}e^{-i\primek}\backslash$ (10)
$\Gamma(v+1/2)$




$\Gamma(\lambda-k)=(-1)^{-k}\frac{\Gamma(\lambda)\Gamma(1-\lambda)}{\Gamma(k+1-\lambda)}=(-1)^{-k}\frac{\Gamma(\lambda)}{[1-\lambda]_{k}}(k\in Z_{0}^{+})$ , (14)























$-i$ instead of $i$ in $\varphi_{(1j(K_{t}M)}$ and in $\varphi_{f^{21(K,M)}}$
respectively.
Proof of Group II.
Set $-\nu$ instead of $v$ in $\varphi_{(1J(K,M)}\sim\varphi_{[4](K,M)},$
we have then $\varphi_{[S](K.M)}\sim\varphi_{[8](K,M)}$ , respectively.
\S 4.The Hankel Function and The First Kind Bessel Function
[I] $\dot{W}e$ have the representations as follows.






(cf. A Treaties on the Theory of Bessel function, by G.N. Watson,(1962),
p.198; Cambridge).
Where $\forall_{v}^{(1)}(z)$ and $H_{v}^{(2)}(z)$ are the Hankel function.
However, here we set
$(2/\pi)^{1/2}e^{-i\pi(\nu/2+1/4)}z^{-1/2}e_{2}^{a}F_{0}(1/2+\nu, 1/2-v;1/2iz)\equiv H_{\vee}^{(1)}(z)$ (3)
$(|1/\mathfrak{B}|<!)$ (denote)
and
$(2/\pi)^{1/2}e^{i\pi(v/2+1/4)}z^{-1/2}e^{-iz_{2}}F_{0}(1/2^{\underline{t}}v, t/2+v;-1/2iz)\equiv H_{\vee}^{(2)}(z)$ (4)
$(|-1/2iz|<1)$
we have then
$Z^{^{-1/2}}e$ 2 $F_{0}(1/2+v, 1/2-v_{;}^{-}1/2^{-}u^{\sim})^{\sqrt{\pi}}\equiv 2^{-1/2}e^{i\pi(\nu/2*1/4)}H_{\nu}^{(1)}(z)$ (5)
and
$z^{-1\int 2}e_{2}^{-i_{l}}F_{0}(i/2+\nu, \perp’/2-v, -1/2\dot{\alpha})\equiv\sqrt{\pi}2^{-1/2}e^{-i\pi(v/2*1/4)}H_{\backslash \prime}^{(2)}(z)$ (6)
from (3) and (4) respectively.
[11] Next we have
$J_{v}(z)=e^{iz} \frac{(z/2)^{v}}{\Gamma(1+v)}{}_{I}F_{1}(1/2+\nu_{-,\prime}1+2v\prime-2\dot{x}z)\equiv J_{\nu}^{(1)}(z)$ $(|-2\dot{x}z|<1)$ (7)
and
$J_{\nu}(z)=e^{-i_{\wedge}}- \frac{(z/2)^{\nu}}{\Gamma(1+\nu)}F(1/2+v;1+2v_{\backslash }^{-}2iz)\equiv J_{\nu}^{(2)}(z)$ $(|2i\dot{z}|<1)$ (8)
$(cf. Volu\iota ne of$Watson,$’ p,191)$ . $Wl\backslash ereJ_{\nu}(z)$ is the famouse first kind
Bessel function.
Here $J_{v}^{(1)}(z)$ and $J_{\nu}^{(2)}(z)$ are denoted by the author, for our
convenience, refering to the Hankel function.
We have then
$z^{V}e^{iz}{}_{1}F_{1}(1/2+v;1+2\prime v;-2iz)=2^{\nu}\Gamma(1+v)J_{\nu}^{(1)}(z)$ $(|-2iz|<1)$ (9)
and
$z^{v}e^{-iz}{}_{1}F_{1}(1/2+v^{-}.1+\prime 2\nu_{\vee,\prime}^{-}2\overline{r}z)=2^{\nu}\Gamma(1+v)f_{\nu}^{2)}(z)$ $(|2iz[<1)$ (10)
from (7) and (8), respectively.
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Therefore, $w^{-}e$ have the presentations that a.re shown in section 3. using
(5) (6)
$,$
(9) and $(10_{J/}^{\backslash }$ respectively.
$65\vee\cdot$ Commentary
[I $\rfloor$ Set $K=M=0$ , we have then the below respectively.
Theorem 1. Let be $\varphi=\varphi(z)\in F_{/}then$ the homogeneous Bessel $eq\iota mtio7Z$
$L[\varphi;z;v]=\varphi_{2}\cdot z^{2}+\varphi_{1}\cdot z+\varphi\cdot(z^{2}-\nu^{2})=0(z\neq 0)$ (1)
$(\varphi_{\alpha}=d^{a}\varphi/dz^{\alpha} for \alpha>0, \varphi_{0}=\varphi=\varphi(z))$
has particular solutions ofthe forms (fi actional differintegratedforms)
Group I.
(i) $\varphi=z^{V}e^{iz}(e^{-i2z}\cdot z^{-(\nu+1/2)})_{v-1/2}\equiv\varphi_{[1]}$ (denote) (2)
$(ii)$ $\varphi=z^{\nu}e^{iz}(z^{-(\nu+1/2)}\cdot e^{-i2z})_{v-1/2}\equiv\varphi_{\mathfrak{l}2\rfloor}$ (3)
(iii) $\varphi=z^{v}e^{-lz}(e^{i2z}\cdot z^{-(v+1/2)})_{\nu-1/2}\equiv\varphi_{l3|}$ (4)
(iv) $\varphi=z^{v}e^{-iz}(z^{-(\nu+1/2)}\cdot e^{i2z})_{\nu-1/2}\equiv\varphi_{[4]}$ (5)
Group II.
(i) $\varphi=z^{-v}e^{iz}(e^{-i2z}\cdot z^{v-1/2})_{-(v+1/2)}\equiv\varphi_{[5]}$ (6)
$(ii)$ $\varphi=z^{-v}e^{iz}(z^{\nu-1/2}\cdot e^{-i2z})_{-(v+1/2)}\equiv\varphi_{l6)}$ (7)
(iii) $\varphi=z^{-v}e^{-iz}(e^{t2z}\cdot z^{v-112})_{-(\nu+1/2)}\equiv\varphi_{[7]}$ (8)
(iv) $\varphi=z^{-\nu}e^{-\dot{|}z}(z^{\nu-1/2}\cdot e^{i2z})_{-(v+1/2)}\equiv\varphi_{[8]}$ (9)
from Theorem 1-1, and
Corollary 1. We have
Group I.
(i) $\varphi_{[1]}=(arrow 2)zeF_{0}(1/2-\nu, 1/2+\nu;i/2z)$ $(|i/2z|<1)$ (10)
$=A\cdot H_{v}^{(2)}(z)$ $(A=\sqrt{\pi}2^{v-1}e^{-i\pi\nu})$ (10)









(iv) $\varphi_{[4]}=e^{i\pi(\nu-1/2)}\Gamma(2\nu)z^{-\nu}e^{iz}{}_{1}F_{1}(1/2-\nu;1-2v;-2iz)$ $(|-2iz|<1)$ $(1\dot{3})$
$(|\Gamma(2v-k)/\Gamma(v+1/2)|<\infty)$
$=D.J_{-v}^{(1)}(z) (D=2^{-Y}\Gamma(2\nu)\Gamma(1-v)e^{i\pi(\nu-i12)})$ . (13)
Group I.
(i) $\varphi_{[5]}=(-i2)^{-(\nu+1/2)}z^{-1/2}e^{-}\dot{.}{}_{2}F_{0}(1\int 2-v, 1/2+\nu;i/2z)$ $(|i/2z|<1).(14)$
$=A^{*}.H_{-\nu\backslash }^{(2)_{l}\prime}z)$ $(A^{*}=\sqrt{\pi}2^{-\nu-1}e^{|\pi\nu})$ (14)
(ii) $\varphi_{[5]}=e^{i\pi(\nu+1/2\rangle}\Gamma(-2v)z^{\nu}e^{-iz}{}_{1}F_{1}(1/2+v;1+2\nu;2iz)$ $(|2iz|<1)$ (15)
$(|\Gamma(-2v-k)/\Gamma(-v+1/2)|<\infty)$
$=B^{*}\cdot J_{v}^{(2)}(z)$ $(B^{*}=2^{\nu}\Gamma(-2v)\Gamma(1+v)e^{i\pi(\nu+1/2)})$ (15)
(iii) $\varphi_{[7]}=(i2)^{-(\nu+1/2^{\backslash }}.z^{-1/2}e^{it}{}_{2}F_{0}(1/2-v, 1/2+v;1\int 2iz)$ $(|1/2iz|<1)$ (16)
$=C^{*}. ff_{-\nu}^{1)}(z) (C^{*}=\sqrt{\pi}2e^{\mathcal{E}^{v}}) (i6)^{\dagger}$
(iv) $\varphi_{[8]}=e^{-i\pi(\nu+1/2)}\Gamma(-2v)z^{\nu}e_{1}^{tz}F_{1}(1/2+\nu;1+2v;-2iz)$ $(|-2iz|<1)$ (17)
$(|\Gamma(-2v-k)/\Gamma(-\nu+1/2)|<\infty)$
$=D^{*}.J_{\nu}^{(1)}(z)$ $(D^{*}=2^{\nu}\Gamma(-2v)\Gamma(1+v)e^{-i\pi(\nu+1/2)})$ (17)
from Theorem 1 - 2.




is a form of Bessel’s equation. As is the rule for second-order differential
equations, its general solution is a combination oftwo linearly independent
functions $w_{1}$ and $w_{2}$ of $x$, each of which depends on the parameter $v$ . The
usual method of solving (10.3.1) is via an infinite series approach, but $w_{(}$eshaU.
demonstrate how differintegration procedures lead to a ready solution in
terms of elementary functions.
We start by making either of the substitutions
$w=x^{\pm*\nu}u,$
where $v$ denotes the nonnegative square root of $v^{2}$ , so that equation (10.3.1)
is transformed to
(10.3.2) $x \frac{d^{2}u}{dx^{2}}+[1\pm v]\frac{du}{dx}+u=0.$
(From p.186; The Fractional Calculus (1974), by K.B. Oldham
and J. Spanier. Academic Press, Inc. London, LTD.)
And the solutions to the equation (10.3.1) above are shown as follows.
$w_{1}(v,x)=\sqrt{\pi}J_{-v}(2\sqrt{\pi})$ and $w_{2}(\nu,x)=\sqrt{\pi}J_{v}(2\sqrt{\pi})$ .
Note. The equation (10. 3. 1) above is misprinted. The correct $fo$rm is
$x^{2} \frac{d^{2}w}{dx^{2}}+x\frac{dw}{dx}+[x^{2}-\frac{\nu^{2}}{4}]w=0,$
$[m]$ Compare the our method and results with that of Frobenius and
that of Prof. K.B. Oldham and $J$ . Spanier, and that of others.
Our definition of fractional calculus and its application to the so called
Special differential equations are the most excellent ones in the field of
fractional calculus.
Notice that, in our NFCO-method the homogeneous and nonhomoge-
neous linear second order ordinary differential equations are reduced to
“variable separable form one and to linear first order one’‘respectively.
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