Abstract
Introduction
An image sensor transforms an optical image into a digital signal. It is widely used in image devices such as digital camera. The CFA image from CCD camera passes demosaicking process, and the result image has three color components, red, green, and blue, therefore the output image is color one. Meanwhile, infrared is electromagnetic radiation with longer wavelengths than those of visible light. Therefore, human eyes are not able to perceive the signal. In general, the wavelength spectrum is 700 nanometers (nm) to 1 mm. Generally, thermal radiation discharged by objects near room temperature is infrared. Figure 1 shows an example of infrared image.
Figure 1. An Example of Infrared Image
The near infrared (NIR) image has lower resolution. Since CCD camera can provide higher resolution image, one can generate higher resolution NIR image by adopting RGB image. To
Proposed Method: NIR Image Super Resolution
The image sensor fusion is a technique to merge sensory data different sources. In this paper, we assume two image sources, NIR image from infrared camera and RGB image from CCD camera. As RGB image has higher resolution, it is expected that RGB has more accurate edge information. The multi-sensor image fusion is a procedure of merging related information from two or more images into a single one. Therefore, the reconstructed image can show more informative and accurate image. As NIR images have lower resolution than that of RGB images, the resulting image of image fusion can give informative output image.
To conduct image sensor fusion, we first convert RGB image into YCbCr color space. YCbCr is an applicable approximation to color image processing and perceptual uniformity. YCbCr has component, luma signal (Y) and two chroma signals (Cb and Cr). Digital 8 bit YCbCr is derived from analog RGB as E. (1). In this paper, we assume three conventional super resolution methods: nearest neighbor method (NN), bilinear method (BI), and bicubic method (CU). To show the superiority of our proposed method on conventional ones, we compare both images in Fig. 4 . All images show the difference between original images and restored ones. All images in left side show conventional NN (a), BI (b), and CU (c). On the other hand, all images in right side are color space conversion and feature extracted applied results. It can be found that the proposed method is useful to enhance the upsampled images. 
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The proposed NN, BI, and CU results are obtained as Eq. (4) 
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Simulation Results
In this section, we present some experimental results. We compared our proposed method with conventional NN, BI, and CU methods. Figure 5 shows our tested imageset. There are 25 low resolution NIR images (Figure 5a ) and their 25 corresponding high resolution RGB images (Figure 5b ). Figure 5a is the training library to obtain p. These images were provided by Sadeghipoor et al. The details can be found in Figure 5 . 
Conclusions
In this paper, we propose a new near infrared images upsampling approach using YCbCr color space information. Generally speaking, near infrared image shows lower resolution while CCA camera output image shows higher resolution. Since CCD camera image provides more information, one can use this information for near infrared images upsampling. Simulation results inform that the proposed method raised objective and subjective performances significantly. 
