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Abstract—Event-triggered real-time systems interact with the
environment by executing actions in response to monitored
events. Such systems may be implemented using event condition
action (ECA) rules, which execute an action if the associated
event occurs and a speciﬁed condition is true. However, the ECA
rule paradigm is known to be hard to analyze with respect to
correctness and timeliness, which is not conducive to the high
predictability requirements typically associated with real-time
systems. To still take advantage of the ECA rule paradigm when
event-triggered real-time systems are developed, we propose an
approach where systems are speciﬁed and analyzed in a high-level
formal language (timed automata) and later transformed into the
ECA rule paradigm. We especially focus on a high-level approach
for specifying and analyzing composite event occurrences in timed
automata.
I. INTRODUCTION
Event-triggered real-time systems respond to occurrences
of events by executing actions associated with the event
occurrence. This behaviour is convenient to implement using
event condition action (ECA) rules [1]. In the ECA rule
paradigm, actions are executed as a response to an event
occurrence if a speciﬁed condition is true. ECA rules are used
to specify the behaviour of active databases, where the reactive
capability is managed inside the active database management
system instead of being spread among several applications [2].
The event part of ECA rules may be primitive or composite.
A primitive event is an atomic occurrence while a composite
event is a combination of primitive or composite events.
The use of an active real-time database system (ARTDBS)
such as DeeDS [3], makes it possible to implement event-
triggered control applications that respond to sporadic event
occurrences in a timely manner, as a set of ECA rules. Besides
the beneﬁt that applications can react to external events in a
timely manner, the use of an ARTDBS adds facilities such as
backward recovery, concurrency control and persistent storage
of data about the controlled environment.
One of the main disadvantages of ECA rules is the poor
CASE-tool support for development activities specialized on
ECA rule applications [2]. ECA rules is a low-level speciﬁ-
cation language and rules may depend on each other in many
intricate ways, which makes it hard to predict what impact a
change of a single rule has on the entire rule set.
To facilitate the development and maintenance of active
real-time applications, we propose a method which simpliﬁes
the analysis of ECA rule sets and allows us to verify their tem-
poral correctness. The approach is to raise the abstraction level
by specifying and analyzing systems in a formal speciﬁcation
which is later transformed into ECA rules. Our approach is
similar to a compiler approach [4], however, starting from a
formally veriﬁed speciﬁcation including time constraints. The
formal speciﬁcation of our choice is timed automata, which
are ﬁnite automata extended with a set of clocks [5].
Timed automata are designed to be a speciﬁcation language
for real-time systems and we propose a new method for how
to specify and transform timed automata models to ECA
rules. The timed automata speciﬁcations can be modelled and
veriﬁed in the CASE tool UPPAAL [6]. The use of UPPAAL
makes it possible to graphically simulate the behaviour of the
model as well as automatically perform model checking and
reachability analysis.
One of the strengths of ECA rules is their ability to
respond to sporadic event occurrences arriving in arbitrary
order. This behaviour is not as straightforward to specify in
timed automata as in ECA rules. We therefore propose timed
automata operator patterns as a general solution for specifying
and analyzing composite events that can capture sporadic event
occurrences in timed automata. We believe that the use of
operator patterns will facilitate development of timely active
applications using an expressive rule language,especially if the
patterns are integrated with some of the CASE tools available
for timed automata.
II. GENERATE ECA RULES
As previously mentioned, there are several beneﬁts of rais-
ing the abstraction level and specifying reactive applications
as timed automata instead of directly in ECA rules. Being
able to rely on the correctness of transformations from the
timed automata to corresponding ECA rules is crucial for the
usefulness of this approach. Equally important is the ability to
conveniently express reactive behaviour in the timed automata
model. For reactive behaviours involving the monitoring of
primitive event occurrences in deterministic environments, we
have proposed [7] a method for transforming timed automata
to rules: Entering an external state in the timed automaton is
transformed to a primitive event occurrence in the rule base;S0_start S1
S3
S2
x<1
x>=1
Fig. 1. Conjunction in recent context
Guards are transformed to conditions; Transition assignments
are transformed to procedures which are executed in the action
part in the resulting rule base.
The method works properly if there is always a deterministic
choice of next transition to take from a state in the automaton.
As an example the timed automaton in Figure ?? will be
transformed to the following pair of ECA rules:
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When specifying reactive behaviours involving the moni-
toring of combinations of multiple events, however, the spec-
iﬁcation of the automaton as well as the translation process
to ECA rules becomes much more complex. For this purpose,
the following sections introduce the concept of timed automata
operator patterns where occurrences of events, which are easily
transformed to composite events in the rule set, are speciﬁed
in timed automata.
III. TIMED AUTOMATA OPERATOR PATTERNS
A set of event occurrences may be combined to a composite
event using operators like for example conjunction, disjunc-
tion, sequence and negation. A timed automaton operator
pattern is a small timed automata speciﬁcation representing the
behaviour of a composite event combined by a certain operator
in a speciﬁc context [8]. The exact behaviour of operator
patterns depend on the execution model of the target ARTDBS
and in particular on the current context [8]. The context
decides which instances of event occurrences the composite
event should be combined of. If recent context is used, the
most recent occurrences of each constituent event are used
to form composite events. If chronicle context is used, event
occurrences are consumed in chronicle order, and the oldest
unused occurrences of each constituent event are used to form
a composite event occurrence.
The use of timed automata operator patterns makes the di-
vergence in complexity and behaviour of operators in different
contexts obvious. As an example, we discuss the operator
pattern for conjunction in both recent and chronicle context.
Additional operators are discussed in previous work [7] toge-
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Fig. 2. Conjunction in recent context
hter with initial proofs for equivalence of semantics between
operator patterns and ECA rules.
A. Assumptions
The environment interacting with the modelled system is
assumed to be modelled in a separate automaton which is
synchronizing with the composite event pattern as an event
occurs. If for example the occurrence of event type
￿
￿
represents that a sensor is active, the occurrence raising the
event that the sensor becomes active must synchronize with
the composite event pattern on channel Ea in the operator
model.
In the following timed automata examples, exclamation
mark denotes send on a channel and question mark denotes
receive. Automata synchronizing on send/receive channel must
take their synchronized transitions simultaneously.
B. Conjunction in recent context
A composite event type may be combined by different op-
erators, like for example conjunction, disjunction or sequence.
Figure 2 shows a timed automata conjunction pattern for
recent context, which is an automaton that signals an event
occurrence of type
￿
￿
￿
￿ as an event of type
￿
￿ and
￿
￿ have
occurred in recent context. When the operator pattern is in its
starting state S0, there are no unused occurrences of type
￿
￿
or
￿
￿ in the event history. When there is an occurrence of both
type
￿
￿ and
￿
￿ in the event history, a composite event of type
￿
￿
￿
￿ is raised. In the operator pattern, the occurrence of event
type
￿
￿
￿
￿ causes that the acceptance state S3 is reached and
the model is ready to synchronize with some other automaton
waiting for the operator pattern to synchronize on channel
Eab!.
The variables ea and eb represents event parameters as-
sociated with event type
￿
￿
￿ and
￿
￿
￿ . The paramters must
be saved since they will be associated with the composite
event occurrence. In recent context, only the most recent event
parameters are interesting, since they belong to the most recent
event occurrences. This means that a single buffer is sufﬁcient
to save the parameters. When a new event occurs, the old event
parameters are simply overwritten and as the composite eventS0_start
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Fig. 3. Conjunction in chronicle context
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￿ is raised, the parameters associated with the most recent
event occurrences are ea and eb.
C. Conjunction in chronicle context
In Figure 3 the counters a, b and ab are used to count the
number of event occurrences of type
￿
￿
 
￿
￿
￿ and
￿
￿
!
￿ . Since
this is a model where no event occurrences are invalidated, the
number of used event occurrences of each type are equal to
the number of composite event occurrences (ab) as the system
is in state S3.
In chronicle context, the oldest unused event occurrence is
used to form composite events, which means that all unused
event parameters must be stored. To model this, the operator
pattern for conjunction uses the arrays Apar and Bpar to store
parameters associated with events. As a composite event of
type
￿
￿
￿
￿
￿ occurs, it will have access to its constituent events
parameters which will be stored in Apar[ab] and Bpar[ab].
IV. EXPIRATION TIMES
Since the patterns are to be used in real-time systems, it
is of high interest to add expiration times to the patterns.
This is because a composite event may be useless after a
certain amount of time, since for example the deadline for its
associated action part may already have expired. The operator
patterns can be extended to take expiration times into account
by saving timestamps for each event occurrence and add
transitions which invalidate event occurrences as their valid
time has expired.
The operator pattern in Figure 4 is simular to the operator
pattern in Figure 3, but it also saves time stamps of events
as parameters, to model expiration times. In Figure 4 the
expiration time for composite events is set to 10, the counters
ca and cb are used to count the number of occurred events of
type
￿
￿
￿ and
￿
￿
￿ and the counters a and b counts the number
of used event occurrences of type
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where an event of type
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￿ occurs as the pattern is in state
S0, the time of the event occurrence is saved in Apar[ca]. If
no event of type
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￿
￿ occurs which can be matched with the
occurrence of type
￿
￿ within 10 time units, the automaton
takes the transition back to S0 if there are no other unused
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Fig. 4. Conjunction in chronicle context with expiration times
occurrences of type
￿
￿
￿ in the event history. If there are unused
occurrences of type
￿
￿
￿ in the event history, a new expiration
time is set. Additional work on expiration times in operator
patterns are presented in [7].
V. COMBINATION OF PATTERNS
Timed automata operator patterns may be combined to
analyze and verify larger and more complex combinations of
event occurrences. The Ea and Eb channels may synchronize
with the acceptance channel (Eab in the example) of another
operator pattern modelling e.g. conjunction, disjunction or
sequence of other event occurrences. This means that the
behaviour of complex combinations of composite event oc-
currences in different contexts can be automatically analyzed
in a CASE-tool before they are implemented in an ARTDBS.
VI. EXTENDED TIMED AUTOMATA
To facilitate the work of specifying and analyzing rule based
systems, we suggest an integration of operator patterns in
existing timed automata CASE-tools.
Instead of specifying the entire operator pattern, a single
transition with for example the label
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tation previously suggested by [9]). In this way, the operator
pattern can be transparent to the speciﬁer, only used in the
veriﬁcation process of the speciﬁed system.
VII. RELATED WORK
The problem of analyzing a set of ECA rules is well known
and has been the subject of a lot of previous research. How-
ever, a complete prediction of the interactions in a set of ECA
rules is identiﬁed by both [10], and [4] to be an undecidable
problem. It is impossible to assert with certainty whether anharmful interaction between rules will take place considering
all database states and all possible action statements. This is
why the approach to solving this problem has to contain some
restriction, or simpliﬁcation of the problem, for example to
exclude the state of the database in the analysis, or to raise the
abstraction of the analysis, as performed in [4],[10],[11],[12].
In our approach we raise the abstraction level since the sys-
tem is ﬁrst speciﬁed in a higher level speciﬁcation language.
This approach is previously taken by for example [12] who
has created a compiler for this purpose. The novelty of our
approach compared to [12] is to include time constraints and
to formally verify the high-level model before its behaviour
is transformed into rules. The use of a formal approach,
assuming that the transformation to rules maintains the veriﬁed
behaviour, makes it possible to analyze the set of rules on a
formal speciﬁcation level, using for example model checking
techniques.
VIII. CONCLUSION
The effort spent on developing, maintaining and extending
active applications will be reduced by our approach. The
correctness of applications is analyzed before rules are created,
and the effect of a change in a rule can be analyzed in
the formal speciﬁcation before changes are integrated in the
system. This will simplify the task of identifying worst-case
scenarios with respect to rule triggering, which is essential in
attaining predictable systems. However, even if rule triggering
can be analyzed formally, some sources of non-determinism
cannot be avoided during the analysis phase. For example
differences in execution times of actions, or race-conditions.
Hence, the analysis of the rule sets must be combined with
timeliness testing to gain conﬁdence in the overall correctness
of an event-triggered system. To support this, the approach
of automatically generating active applications from formal
speciﬁcations allows for design for testability to be integrated
transparently into the system.
The presented operator patterns are a step towards an auto-
matic method for transforming timed automata speciﬁcations
to ECA rules. Our intention is to continue this work of
reﬁning the operator patterns and the method brieﬂy outlined
in this paper. The use of operator patterns makes it possible to
further enhance the abstraction level as active applications are
developed. The main aim of our work is to realize a CASE-
tool solution where development of rule based applications are
speciﬁed in a high-level formal speciﬁcation before the model
is automatically transformed into the ECA rule paradigm with
maintained semantic.
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