The meshless numerical wave tank (NWT) has been developed based on the collocation method and the radial basis function. 10
 is the wave elevation on the instantaneous free surface, h(x) is the water depth, c is the wave speed, n  is the 123 unit outward normal vector on the boundary, and g is the acceleration due to gravity. Equations (2) and (3) represent the fully 124 kinematic and dynamic free surface boundary conditions, respectively. The atmospheric pressure on the free surface is 125 assumed to be zero. Equations (4) and (5) are the bottom boundary and incident boundary conditions, respectively. Equation 126
(6) denotes the radiation boundary condition, thereby imposing the constraint that the waves are always outgoing. 127
In order to solve the boundary value problem described by Eqs. 
135
In this study, the boundary conditions at each time step are solved by using the MM based on collocation with the RBF. 136
The velocity potential is assumed to be the linear combination of N RBFs. Taking where Eq. (14) is the same as that in Ref. [8] . 157
A flow chart describing the procedure of numerical implementation can be presented in Fig.2 . The computational time 158
consists of the time T CM required to generate coefficient matrixes for algebraic equations (11)- (14) and the time T SE needed 159
for solving these equations. In comparison with BEM in which TCM is usually larger than TSE owing to the tedious singular 160 surface integrations [29] , the meshless method is much more straightforward and effective because no time-domain 161 integrations are required to generate the coefficient matrix of the algebraic equations for determining the unknown 162 parameters. Therefore, T CM is much smaller and the computational time is mainly T SE for solving the algebraic equations with 163 a full coefficient matrix established along the entire boundary. 164
Initial condition (n=0) Update collocation points and velocity potentials on Γ F .
Solve the equations of boundary conditions to determine ) (n i  .
Stop
Calculate the surface displacement and velocity potential on Γ F using time-stepping scheme if n>0. Then smooth.
Check time steps
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Numerical wave generator and absorption 168 169
In terms of various techniques, many types of wave generators on the incident boundary have been developed for different 170
NWTs. In this study, the numerical wave generator is employed by analytically specifying both the wave elevations and the 171 velocity potentials on the incident boundary based on the theoretical wave solutions. It is relatively simple to implement 172 because it does not involve constant updating of the fluid domain due to wave-maker motions. 173
A ramping function is applied to gradually increase the incident waves on the incident boundary by smoothly approaching 174 the unity from zero as the simulation proceeds, in order to reduce the transient effect so as to avoid the numerical instability 175
and reach the steady state properly. The ramping function is written as 176
where m T is the modulation time, during which the incident waves are ramped, set as several times of the wave period. 178
In order to minimize the wave reflection from the downstream tank wall, a special Sommerfeld radiation condition of 179 Orlanski type [32] is imposed on the radiation boundary and is combined with a damping layer on the free surface close to 180 the radiation boundary. The celerity c(t) in Sommerfeld equation (6) is an actual function of time and is continuously 181 determined from the results of previous time step during the simulation (see, e.g., [33] ). The calculated celerity is then limited 182 to 0 ~ ∆x/∆t in accordance with Orlanski condition [32] . Within the damping layer close to the radiation boundary, extra 183 terms are added to both the kinematic and dynamic free surface boundary conditions given in Eqs. (2) and (3) as follows 184
is a tunable damping factor inside the damping layer to prevent the wave reflection and usually written in a 187 quadratic function form. That is 188 
where the subscript i denotes the node number on the free surface. 219
At the beginning of time-stepping integration procedure, a simplified first order form is utilized as follows: 220
In order to avoid numerical instability and maintain good accuracy, a five-point smoothing scheme similar to that 223 introduced by Longuet-Higgins and Cokelet [31] is applied to smooth the free surface profiles and the velocity potentials 224 derived by the time-stepping integration procedure: 225 
232
The meshless numerical model can be directly applied to simulate the propagation of regular waves, and can be validated 233 by using analytical solutions. A sketch of the meshless NWT with uniform water depth is shown in Fig. 3 . 234 
236
The total length is selected to be L=20 m, and the uniform water depth is selected to be h=2.2 m. These dimensions are 237 selected according to the size of the NWT mentioned in Section 4.1, which is derived from the physical ocean engineering 238 basin. Numerical wave probes are evenly spaced at 1 m intervals in the NWT to record the wave elevations. The time-step 239 interval and the total simulation time are both dependent on the wave period. The total time should be sufficient to allow the 240 generated waves to become fully developed in the NWT for comparison to analytical solutions. 241 242 3.1.1. Stability 243
244
As one of the stability issues of the meshless NWT, using an explicit time-stepping scheme is likely to degrade the 245 accuracy and even lead to instability. The other issue, which is the so-called saw-toothed instability, will be discussed later. 246
Firstly, given an example with simple expression of   
254
In order to investigate the numerical stability of the time-stepping scheme using the second order Taylor series, parametric 255 studies have been conducted on the accuracy and convergence with respect to the time-step size and the boundary point 256
spacing. The regular wave used in the comparison has a period T=1.3 s and a height H=0.067 m, leading to a small nonlinear 257 parameter kH=0.16 for the utilization of linear wave theory. In this scenario, the wave number k is expressed as k=2π/λ. The 258 numbers of free surface nodes and total nodes are set as m=321 and N=456, respectively. In addition, the numbers of the 259 collocation points on the incident, bottom, and radiation boundaries are 50, 60, and 25, respectively. The same distribution 260 will be employed in the subsequent simulations of regular waves except for particular statements. considering the propagation of gravity water waves, a number of quantities can be addressed in detail, such as the wave 265 height, wave length, phase velocity (or celerity), group velocity, water particle velocity and acceleration, and pressure. 266
Among these quantities, we select wave height, wave length, phase velocity, and particle velocity to demonstrate the 267 convergence of the scheme with respect to ∆t and ∆x. The results of the parametric studies are shown in 
326
It can be seen that the profile of the longer-period wave (T=1.3 s) is regular with uniform wave heights along the tank, 327 whereas the profile of the shorter-period wave (T=0.6 s) decays evidently along the propagation direction. The wave energy 328 extinction can be explained by numerical dissipation, which is induced by the smoothing procedure on the free surface 329 16 profiles and velocity potentials. In terms of linear wave theory, the surface wave elevation 
denotes the uniform space interval on the free surface. Equation (27) of the smoothing procedure on the formal accuracy of the scheme could be negligible if the space interval relative to the wave 338 length is chosen sufficiently small. Maintaining the same numerical precision, the space interval x  must be smaller for a 339
shorter wave with larger wave number k. Using the expression where me is the number of nodes along the entire boundary, except for the free surface. Since me must be increased together 351 with the increasing m in order to ensure numerical stability, T SE tends to increase to more than 100 times if m increases by a 352 factor of 4.7. This is unacceptable for the numerical simulation. Calculate the surface displacement and velocity potential for all free surface nodes using time-stepping scheme if n>0. Then smooth.
Calculate the velocity potential and its derivatives for all fundamental and interpolation free surface nodes using Applying the free surface interpolation approach on the shorter wave (T=0.6 s), numerical simulations are performed by 378 using different interpolation node numbers and maintaining the fundamental node number at 321. The simulations are made 379 on a laptop with 2.40 GHz Intel CPU and 6GB RAM, and this laptop is also used for subsequent simulations. Figure 9 (a) 380
shows the results of wave profiles along the NWT at t=100T for four cases with m I =0, 3, 5, and 9. Evident extinction of wave 381 heights along the length of the NWT is clearly seen in the cases with m I =0, 3, and 5. However, in the case with m I =9, the 382 extinction vanishes and the wave height distributes uniformly in space. Therefore, a lower interpolation node number results 383 in a more pronounced extinction. On the other hand, although the total number of free surface nodes m increases (i.e., 321, 384 1281, 1921, and 3201, corresponding to m I =0, 3, 5, and 9, respectively), the time consumption only increases proportionally 385 by using the same computer, as shown in Fig. 9(b) . More specifically, total number of free surface nodes increases by a factor 386 of ten (i.e., from m=321 to m=3201) as m I increases from 0 to 9, whereas the time consumption per wave period only 387 increases by a factor of two (i.e., from 27 s to 43 s). 388 19 profiles without extinctions of wave heights are compared in Fig. 10(a) . The wave profiles are clearly consistent for the cases 390 in which m 0 increases from 251 to 321, 401, and 501, and m I decreases accordingly from 11 to 9, 7, and 5. For each m 0 , the 391 minimum m I has been determined and the smaller m I tends to result in pronounced extinction in the simulated wave profiles. 392
The time consumption per wave period is compared in Fig. 10(b) , where a nonlinear and rapid increase is clearly seen with 393 the increasing fundamental node number. Similar results can be seen for the simulation of a longer wave (T=1.3 s), as shown 394 in Figs. 11(a) and 11(b) . 395 The fundamental node number on the free surface is maintained at 321, whereas different interpolation node numbers are 421 applied in order to eliminate the dissipation. The numerical results of wave profiles along the length of NWT at t=100T and 422 typical time series of wave elevations at x/L=0.75 are compared to the analytical solutions in Fig. 12 
498
At the left side of the physical wave basin, a dual-flap-type hydraulic wave generator is equipped to generate long-crest 499
waves. Within a range of 2.5 m in front of the wave generator, the water depth is constant at 6 m where deep-water waves 500 exist. From X=2.5 m to X=5.1 m, there is a guidance slope plate with one fixed end at a water depth of 2.2 m, and another 501 free end to be moved up and down. During the simulation of shallow water depth, the slope plate will be used as a smooth 502 transition bottom from deep water to shallow water. 
X=4.6m X=20m
Damping layer
X=15m
depth adjusted by the false bottom. A slope beach is located at the end of the basin to absorb the wave energy and avoid the 504 wave deflection. Resistance-type wave probes are installed to measure the wave elevations. The wave probe WP1 is located 505 at X=0.5 m in front of the wave generator; this position corresponds to the incident wave boundary in the NWT. The 506 measurements by the wave probe WP4 at X=15.5 m are considered as the experimental results, and will be compared with the 507 numerical wave elevations. 508
Considering the deep-water conditions within an area from X=0 m to X=2.5 m, linear wave theory can be applied to 509 specify the irregular wave properties. If the numerical incident boundary is located in this deep-water region, the wave 510 elevation and the velocity potentials of incident irregular waves can be specified by using the conventional approximation of 511 linear combination of regular wave components. In this way, the incident boundary condition can be known, and the meshless 512 numerical simulation of irregular wave propagation can be realized. Based on this concept, the meshless NWT is configured 513
in Fig. 15(b) with a similar profile to that of the physical wave basin. The total length is selected as 20 m, and the lengths of 514 the deep-water region, the slope bottom, and the uniform shallow-water region are 2.0 m, 2.6 m, and 15.4 m, respectively. 515
The incident wave boundary is equivalently located at X=0.5 m in the physical wave basin. A damping layer is located close 516 to the radiation boundary. The water depths in the deep-water region and shallow-water region are hI=2.2 m and hR=0.26 m, 517 respectively, which are equivalent to the water depths in the physical wave basin. Wave probes are also placed in the NWT to 518 record the wave elevations, one of which (located at X=15 m) will be analyzed as the numerical results. 519 520
Generation and iteration of irregular waves 521 522
A numerical wave generator for incident irregular waves can be established similarly to the wave generation method in the 523 physical wave basin. In the deep-water region, the linear theory is adopted and the long-crested irregular wave elevation 524
propagating along the positive X-axis can be written as the sum of a large number of regular wave components: 525 successive wave frequencies, and l  is the random wave phase, which is uniformly distributed between 0 and 2π, and 528 remains constant in time. The random phases of all the wave components can be generated automatically by using the 529 random function and determined by the random seed as input. The random seed for generating the irregular wave is kept thesignals of the physical wave generator, considering the phase difference between a distance of 0.5 m. 532
In addition to the time series of the wave elevations determined by Eq. (31), if the irregular wave spectrum is known, the 533 wave velocity potentials on the incident boundary can be determined similarly by using the linear combination of the wave 534 velocity potentials of regular wave components. This formula can be written as: 535
where z=-h I ~) (t  is the vertical coordinate from the bottom to the free surface on the incident boundary. 537
Similar to the wave modeling procedure in the physical wave basin, the wave spectrum can be obtained by spectral 538 analysis using the fast Fourier transform (FFT) algorithm on the time series of numerical wave elevations, and then compared 539 to the target wave spectrum. It is unlikely that satisfactory agreement will be achieved by the first simulation using the target 540 spectrum to give the incident wave boundary condition, because the wave profile is distorted continuously during the 541 nonlinear propagation of irregular waves, especially in the regions of the slope bottom and the shallow water. Therefore, 542 iteration procedures must be performed, and the driven spectrum should be updated by comparing the recorded wave 543 spectrum and the target spectrum, until the agreement is deemed satisfactory. The formula for the iteration of wave spectra 544 can be written as: 545 
The first simulation and validation of irregular waves 552 553
The irregular wave spectrum is chosen as the JONSWAP spectrum with a peak-enhancement factor of γ=3. One case with 554 significant wave height (H s =0.064 m) and peak spectrum period (T p =1.11 s) is simulated. The cut-off frequency and interval 555
for discretizing the spectrum are selected to be 16 rad/s and 0.0285 rad/s, respectively. Similar to the regular wave simulation,are set as m=501 and N=730, respectively. In addition, the numbers of the collocation points on the incident boundary, deep 558 water bottom, slope bottom, shallow water bottom, and radiation boundary are distributed as 75, 22, 36, 86, and 10, 559
respectively. The total repetition period for the simulation is chosen as 220T p , including the modulation time T m =28T p . 560
Considering the time consumption for the wave propagation from the incident boundary to the radiation boundary, the 561 transient period of the simulated wave elevations at x=15 m was excluded from the recorded time series for analyses. 562
In the first simulation, the target wave spectrum 16. Because a wide range of the wave frequencies from approximately 3.6 rad/s to 14.6 rad/s -i.e., wave periods from 1.75 s 564 to 0.43 s, as shown in Fig. 16 -have significant energies, it is reasonably expected that the numerical dissipation and wave 565 energy extinction tend to appear in the numerical simulation given the fundamental free surface nodes. Therefore, four 566
interpolation numbers are applied in the simulation (i.e., m I =0, 1, 3, and 5) in order to reduce the numerical dissipation and 567 improve the results. Figure 17 shows the comparison of the computed wave spectra using four interpolation node numbers. 568
The consumed CPU time per period is 87. numerically and experimentally simulated wave spectra, though evident discrepancies are seen comparing to the target wave 578 spectrum. The wave energy dissipates physically during the propagation from deep water to shallow water, which indicates 579 that the first simulation of the irregular wave does not obtain satisfactory results, and that subsequent iteration procedures 580 must be conducted. The updated wave spectrum ) ( 1  N S after the first iteration procedure (using Eq. (33)) is also shown in 581 Fig. 18 , where wave energies clearly increase near the peak wave frequency, as compared to the target spectrum. 582
To validate the simulated irregular waves, not only the wave spectra but also the main wave parameters should be 583 compared with the targets. The discrepancies of the simulated and the target significant wave height and peak spectrum 584 period are usually required to be less than 5%. These wave parameters are derived from the spectra in the first simulation, and 585 are listed in Table 2 . By increasing the interpolation points on the free surface, both 
Conclusions 644 645
The meshless NWT based on the RBF is utilized to simulate water waves. Clear extinctions are observed in the wave 646 profiles for short-period waves due to numerical dissipation. In order to improve the simulation, an interpolation approach on 647 the free surface is proposed to increase the number of free surface nodes, and also to accelerate the simulation while 648 maintaining accuracy. In the procedure of solving algebraic equations with a full coefficient matrix, a relatively smaller 649 number of fundamental free surface nodes are employed, whereas in the time-stepping and smoothing procedure, a larger 650 number of free surface nodes are employed by using the interpolation technique on adjacent fundamental nodes. 651
By applying the approach on the simulation of short-period waves, the results are clearly improved, and the extinction 652 tends to vanish. The time consumption increases only by a factor of two, even if the total free surface node number increases 653 by a factor of ten by interpolation. Additional simulations of various regular waves are validated by using the analytical 654 solutions. In general, the shorter the wave period is, the larger the interpolation node number is. Further applications to the 655 irregular waves are validated by using experimental results. The dissipation of short-period wave components is clearly 656 eliminated by using the approach to increase the number of free surface nodes, with proportional increases in the time 657 consumption. As a result, the numerical wave spectrum and parameters are significantly improved by increasing the 658 interpolation node number, and excellent agreement is shown in comparison to the experimental results. 659
