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Corpus Development for Affective Video Indexing
Mohammad Soleymani, Martha Larson, Thierry Pun, Alan Hanjalic
Abstract
Affective video indexing is the area of research that develops techniques to automatically generate descriptions of video content
that encode the emotional reactions which the video content evokes in viewers. This paper provides a set of corpus development
guidelines based on state-of-the-art practice intended to support researchers in this field. Affective descriptions can be used for
video search and browsing systems offering users affective perspectives. The paper is motivated by the observation that affective
video indexing has yet to fully profit from the standard corpora (data sets) that have benefited conventional forms of video indexing.
Affective video indexing faces unique challenges, since viewer-reported affective reactions are difficult to assess. Moreover affect
assessment efforts must be carefully designed in order to both cover the types of affective responses that video content evokes
in viewers and also capture the stable and consistent aspects of these responses. We first present background information on
affect and multimedia and related work on affective multimedia indexing, including existing corpora. Three dimensions emerge
as critical for affective video corpora, and form the basis for our proposed guidelines: the context of viewer response, personal
variation among viewers, and the effectiveness and efficiency of corpus creation. Finally, we present examples of three recent
corpora and discuss how these corpora make progressive steps towards fulfilling the guidelines.
Index Terms
Emotional characterization, benchmarks, multimedia, content analysis, videos
I. INTRODUCTION
V IDEO indexing is the process of analyzing video content in order to extract a representation that is specific enough tocharacterize the uniqueness of the content and, at the same time, is abstract enough to capture useful similarities with other
video content. Research and development in the area of video indexing falls under the larger domain of multimedia content
analysis, which includes the theories, algorithms and systems that extract or infer descriptors which encode characteristics
of multimedia content. These descriptors take a variety of forms, ranging from machine interpretable indexing features, to
metadata labels in the form of textual words or phrases that can also be interpreted directly by humans (e.g., [1], [2], [3]). The
common function of such descriptors is to represent video content in a way that makes possible the systems that give users
better access to multimedia content. In particular, here, we are interested in video indexing techniques that will be used for
video search engines and other systems that support browsing video collections or otherwise represent to users the contents
of a video stream.
Conventionally, video indexing has focused on describing videos in terms of the content that humans identify as being
explicitly depicted in their visual channel. Much attention has been devoted to developing algorithms that detect visual concepts
in video that are related to events, objects, people, scenes, and locations [4]. Such concepts can be considered the ‘literal’
content of a video. The meaning or the value of a particular video for a viewer clearly goes far beyond its literal content,
however. Videos can also be characterized in terms of how they influence viewers’ emotions, i.e., their affective impact on
viewers. Affective viewer response refers to the intensity and type of emotion that is evoked in a viewer while watching a
video. The potential of affective indexing to contribute to the automatic creation of descriptions that are useful for video search
engines is widely acknowledged. However, much research in the area of video indexing remains focused on literal descriptions
of video and affective video indexing has yet to reach its full potential.
An important factor contributing to the success of visual concept detection and other literal approaches to indexing video is
the existence of standardized corpora (data sets). These corpora are made available to the research community, often within
the framework of a benchmarking initiative, and can be used by researchers to evaluate the algorithms that they develop. For
example, detection of visual concepts in video have been a primary focus for the largest multimedia benchmarking efforts,
most notably TRECVid [5], [6]. Similar large, high-quality data sets, used at the community level in benchmarking initiatives,
have yet to be developed for affective video indexing.
This paper takes the position that corpora have a key role to play in supporting the research work that is necessary in order
to allow affective video indexing to reach its full potential. The main contribution of this paper is a set of ‘affective video
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indexing corpus development guidelines’ that arise from a discussion of the state of the art and an analysis of the limitations
of existing data sets. The guidelines are organized along three dimensions that are identified as critical for the process of
corpus development for affective video indexing: the context of viewer response, personal variation among viewers, and the
effectiveness and efficiency of the process of collecting viewer-reported affective reactions.
The paper is organized as follows. In the remainder of this section, we set the scene, motivating affective video indexing
research and discussing how corpus development contributes to its advancement. Section II and Section III provide background
material on affect in multimedia and discuss existing techniques. Then, Section IV covers previous work on affective video
indexing, and the corpora that have been used in that work. Building on the information in Section III and IV, we formulate
a set of corpus development guidelines for affective video indexing, which we present in Section V. Next, in Section VI, we
introduce three corpora that we have developed using different settings for the collection of viewer affective response: in the
laboratory, a Web-based online platform and a crowdsourcing platform. These corpora illustrate progressively more advanced
applications of our proposed guidelines. We finish in Section VII with conclusions and an outlook on the future of corpus
development for affective video indexing.
A. The rise of affective video indexing
The affective video indexing paradigm assumes that users’ focus in selecting multimedia content involves a strong affective
component and that a multimedia information system, e.g., a video search engine, must be able to take feelings, emotion
and mood into account. Recently, the importance of affect in people’s information seeking behavior has been recognized, as
witnessed by work in the area of conventional text information retrieval, such as [7], [8]. In parallel, awareness of the potential
of affective indexing for multimedia information retrieval has also increased.
Affective video retrieval was first discussed in the mid-1990’s by Rosalind Picard as an application of affective computing [9].
Affective video indexing is well summarized by her statement, “Although affective annotations, like content annotations, will
not be universal, they will still help reduce time searching for the ‘right scene’.” [9] (p. 11). When it was first introduced,
the proposal that affect could provide an effective means to organize video was not immediately widely accepted. However, a
decade later, the idea had matured in form and established its status as a new paradigm within multimedia information retrieval
community [10].
The importance of affect is now widely accepted by researchers, as reflected by [11], a survey of multimedia information
retrieval, which states that “On a fundamental level, the notion of user satisfaction is inherently emotional.” (p. 3). The current
paper is motivated by our conviction that the availability of large, high-quality corpora for the evaluation of affective video
indexing will support the multimedia research community in turning its awareness of the importance of affective video indexing
into tangible and significant advancement of the state of the art.
B. The challenge of affective video indexing
The central challenge faced by affective video indexing lies in the difference between descriptions that refer to the affective
impact of videos (e.g., “uplifting”) and descriptions that refer to the literal content of the video (e.g., “sunrise”). In the case of
descriptions of literal content, viewers can quickly and consistently assess whether a description is relevant for a given video,
e.g., whether or not a given visual concept is depicted in the video. In making this judgment, they rely on cognitive processing
combined with general world knowledge. The judgment is considered to be objective because it can be easily reproduced by
consulting a group of viewers, largely independently of the viewers’ backgrounds.
Characterizing a video with respect to its affective impact on videos is less clear cut. Information on affect can be gathered
by asking viewers to report their emotional response upon watching the video. Affective response is considered to be subjective,
since only the subject experiencing the response (i.e., the viewer) is in a position of authority to assess or confirm a particular
response. It is tempting to conclude that subjectivity (i.e., the fact that no observer other than the viewer has access to direct
knowledge of the viewer’s affective response) makes the problem of predicting affective response to a video hopelessly ill
defined. Indeed, the affective response evoked in a viewer while watching the video is personal in that it can, and does, differ
from person to person. It is also contextual, since it varies when the context in which the video is watched or the underlying
mood or physical state of the viewer changes.
However, although it is not clear cut, affective response is far from arbitrary. In many cases, affective impact will be quite
consistent and there will be a high level of agreement in affective response across viewers. The challenge of affective indexing
for video involves how to identify those aspects of video that trigger emotional reactions across viewers that are stable enough
that they can be robustly predicted.
The stability of affective impact is most clearly illustrated in the case of film. Filmmakers are highly skilled in evoking
specific emotions in their audience. The high-level of inter-subjective agreement concerning the connotative aspects of film has
been studied and used as the basis for an automatic indexing system by [12]. Connotation is that dimension of interpretation
that goes beyond literal meaning, and, as such, encompasses a large affective component. Today’s video search engines index
large quantities of video on the Web. For online videos, it is not possible to apply the a priori assumptions about the the
techniques and conventions used in formal film to trigger emotions. However, it is possible to anticipate that there will be
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a component of viewer response that is grounded in modalities of emotional reaction shared in the audience or arising from
common interpretation conventions.
This paper takes the standpoint that by isolating and emphasizing aspects of video for which human judges display a
relatively high level of agreement, corpora for the evaluation of affective indexing can be created that can make a contribution
to advancing the state of the art comparable to the contribution made by benchmarks that focus on literal descriptions of video
content.
C. The contribution of corpus development
Corpus development contributes to advancing the state of the art of multimedia technology by making possible standardized
evaluation. Only when a standard data set and ground truth are used, is it possible to directly and fairly compare alternative
algorithms. Comparison and reproducibility help to drive forward the state of the art: when researchers know how their
algorithms perform with respect to the state of the art, they can better direct their efforts to surpass it and more quickly
abandon less promising lines of investigation. Benchmarks and standard tasks/data sets help to eliminate redundancy by
enabling direct comparison between algorithms across research sites, increasing the efficiency of the research community by
allowing resources to be shared between sites and providing a framework in which researchers can interact in a mixture of
collaboration and competition that is stimulating and productive. The impact of the TRECVid evaluation for video has been
large and is well documented [13]. However, as mentioned above, TRECVid focuses on literal approaches to video indexing,
i.e., content explicitly depicted in the visual channel. Corpus development is key to allowing affective video indexing to achieve
similar impact.
Corpus development does not strive to promote one particular variety of affective video indexing, but rather if numerous, well-
designed multimedia corpora were available, they would contribute in many different ways. Here, we provide some examples
of the range of applications in which affective video indexing, retrieval and browsing has been used. In [14], highlights were
extracted from baseball programs and in [2] an adaptive approach to sports video highlight detection was proposed and studied in
detail for the case of soccer. The usefulness of such affective video indexing techniques is witnessed by the fact that Mitsubishi
has already released two products taking advantage of the highlight detection for sport events in Japan [15]. Retrieval of movie
clips using multimedia content features and user-assigned keywords was investigated by [3] and [16]. Laughter events have
been successfully deployed in videos for navigation [17]. The examples illustrate the spread of application areas that stand to
benefit if large, high-quality corpora can be developed in made available to the research community.
Current data sets used to evaluate individual theories and algorithms in affective content analysis are typically limited in size
and scope. The limitations are imposed because of the relative difficulty of collecting affective responses from many viewers.
These limitations also reduce variability in the elicited affective responses of test users, which facilitates manual annotation
and results interpretation, but may ultimately be too narrow for the resulting algorithms to be used in practical situations.
Recently, however, technological developments have provided means for developing a new generation of corpora. Online
systems make it possible to ask large numbers of viewers to watch videos and provide information on their affective response.
Additionally, the rise of crowdsourcing and large crowdsourcing platforms such as Amazon Mechanical Turk (www.mturk.com)
make it possible to more easily recruit large numbers of annotators with a representative spread of backgrounds. Corpora in
existence today do not, as yet, fully exploit these resources. The corpus development guidelines set out in this paper aim to
encourage the effective use of the new opportunities offered by the Web and by crowdsourcing platforms.
In this study, we set our focus on corpora used to study emotion evoked by video for the purpose of affective video
indexing. It is important to note that video corpora are also developed in order to study human emotion directly. Such corpora
are developed for the general goal of studying emotion. For example, videos of people laughing would be used to study
expressions of positive emotion. Research involving such corpora has been treated elsewhere in the literature [18], [19], [20].
Here, we are interested in the emotion of people watching the video, which is not necessarily the same as the emotion of
people appearing in the video. For example, videos of people laughing can either evoke a positive or negative emotion in
viewers, depending on their perceptions of the person who is laughing.
A concise discussion of the importance of data sets for affect recognition technologies, emphasizing the pressing need for
new corpora of emotion-eliciting films, is included in [21]. In order to cover the full scope of affective computing, multimedia
corpora designed to elicit the complete spectrum of human emotional response are necessary. Such corpora should not, a priori,
be assumed to be useful for the purposes that we address here, namely, affective video indexing. As discussed further below,
the types and distributions of emotion triggers found in video may be different than those occurring in more general contexts.
However, the message of [21], that large amounts of data must be collected in order to carry out research in the area of affect,
is a key point that is common with our own work. Further, like our work, [21] identifies crowdsourcing as providing a highly
promising new opportunity to gather emotional response data from human subjects.
II. EMOTION IN RESPONSE TO MULTIMEDIA
In this section, we provide a specification of the key concepts of affect and multimedia that are used in this paper and
cover the relevant related work. We start out by presenting a clear definition of affective viewer response to multimedia as it
is applied for affective video indexing and we continue to discuss this definition with respect to the larger field of research on
human emotion.
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A. Affective viewer response in context of affective video indexing
Affective viewer response, as already mentioned above, is the intensity and type of emotion that is evoked in a viewer while
watching a video. Emotions are complex phenomena with affective, cognitive, conative and physiological components [22].
The affective component is the subjective experience conventionally connected with feelings. The cognitive component is the
perception and evaluation of the emotional situation. The conative component is the expression of affect, including facial
expressions, body gesture, and any other action that has a preparatory function for an emotional situation. The physiological
component regulates physiological responses in reaction to the emotional situation, for example, increasing perspiration during
a fearful experience. When studying emotion evoked in viewers in response to multimedia, it is important to take the complexity
of emotion into account rather than expecting emotion to manifest itself along a single dimension only.
The factor that differentiates the study of affective viewer response to multimedia for the purpose of affective video indexing
from other studies of human emotion is its focus on the trigger of emotions. While many researchers strive to understand
human emotions, researchers in the area of affective video indexing have the objective of describing the content of the video
that causes these emotions. Consequently, affective video indexing researchers concentrate on emotions felt by viewers in
response to video, and not on the entire spectrum of possible emotions. Although it is not possible to completely exclude that
a viewer might experience any specific emotion while viewing a video, in general, we note that the type and particular the
frequency of emotion evoked by video should not be assumed to be the same as those in other situations. This point can be
highlighted by reference to the work of [23], who study a set of YouTube videos portraying moods reported to be consistently
happy. If happiness is indeed frequently represented in videos on YouTube, researchers in affective video indexing need to
take into consideration that portrayed happiness may possibly evoke a specific affective viewer response more frequently than
it would be evoked in other settings. Recall that the emotional responses of viewers to happiness portrayed in a video is
still expected to cover a wide range, potentially including emotions generally considered positive, as well as those generally
considered negative.
Clearly, it is not useful to draw an overly sharp delineation between the study of viewer response for the purpose of affective
video indexing and for other purposes. Some affective video indexing corpora will contain selected video content that allows
researchers to focus specifically on video content that triggers particular emotional responses. However, careful attention to
the difference between corpora for affective video indexing and other video corpora used to study emotions from different
perspectives helps to ensure the suitability of the affective corpus for its particular purpose. In the next subsection, we move
on to a more general discussion of research on human emotion, maintaining emphasis on that aspects particularly important
for affective viewer response to video.
B. Research on human emotion
Because of the complexity of emotion, a good entry point into research on human emotion is a clear picture of what
emotion is not. In particular, in understanding the nature of emotional response, the terms “mood” and “emotion” should be
differentiated. The point is a particularly important one, since these terms are sometimes used interchangeably in the literature
despite the clear formal distinction between their definitions. Mood is a diffused affective state that is long, slow moving and
not tied to a specific object or elicitor whereas emotions can occur in short moments with higher intensities [24].
One of the most well-known and widely-accepted theories that explains the development of emotional experience is appraisal
theory. According to this theory, cognitive judgment about, or appraisal of, a situation is a key factor in the emergence of
emotions [25], [26], [27]. According to Orthony, Clore and Collins (OCC) [26], emotions are experienced following a scenario
comprising a series of phases. First, there is a perception of an event, object or an action. Then, there is an evaluation of the event,
object or action according to personal wishes or norms. Finally, perception and evaluation result in a specific emotion or emotions
arising. Considering this scenario for an emotional experience in response to multimedia content, emotions arise first through
sympathy with the emotions that are depicted in the content [22]. During the appraisal process for an emotional experience
in response to multimedia content, viewers examine events, situations and objects with respect to novelty, pleasantness, goal,
attainability, copability, and compatibility with their norms. Then, the viewers’ perceptions induce specific emotions, which
changes their physiological responses, motor actions, and feelings.
Emotional processes can be divided into different categories. Here, we mention three processes that apply not only in the
general case of emotional response, but also in the specific case of viewer affective response to video: emotion induction,
emotional contagion and empathic sympathy [22]. An example of emotion induction is when in a TV show a politician’s
comment makes the viewers angry while the politician himself is not angry. The angry response from the viewers is due
to their perception of the situation according to their goals and values. Emotional contagion occurs when the viewer only
experiences the emotion expressed in the video. For example, the induced joy as a result of sitcom laughter falls into this
category. In the empathic category, the situation or event does not affect the viewer directly, but rather the viewer reproduces
the appraisal steps of the characters who are depicted in the video. The empathic reaction is described as symmetric co-emotion
in cases in which the viewer has positive feelings about the character and asymmetric co-emotion in cases in which the viewer
has negative feeling about the character [28].
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Empathy is a complex phenomenon with both cognitive and affective components. Affective empathy is the primitive response
involved in sympathizing with other individuals. On the other hand, cognitive empathy is the intellectual understanding of other
people and the rational reconstruction of their feelings [29], [22]. Zillman developed an affective disposition theory for narrative
plot [30], [28]. According to this theory, empathic emotions originate with the observation of the actors by viewers. First,
a character’s actions are morally judged by the viewer and the judgment results in a positive or negative perception of the
character. Then, depending on whether the viewer approves or disapproves of the character, the viewer sympathizes either
empathically or counter-empathetically. The intensity of the affective response to a video depends on how much viewers
identify themselves with the protagonists and to what extent they suspend their own identities [30].
In general, it is challenging to go from appraisal theory and the sources of affective empathy to a technique that analyzes
the content to predict viewers’ emotions. However, some characteristics of video are quite indicative of affective response.
Much video will capture not only action, but the audience of that action. This audience might be the spectators of a sports
event or certain characters in a film, who watch and react to events. The reaction of these in-video observers (e.g., laughter
or cheering) can provide important clues to how viewers will react to the video. Further, the literature has identified the most
important emotion inducing components of movies as being music and narrative structures [22]. Music is clearly instantiated
at the signal level, and structure can also to a certain extent be extracted (e.g., the quick shot changes of a chase scene that will
correspond to abrupt changes in the visual constitution of a scene). In pursuit of such regularities, researchers have undertaken
to develop techniques for affective video content analysis, which we will return to discuss in Section IV.
III. BACKGROUND AND EXISTING TECHNIQUES
This section discuses emotional representations and existing tools that have been developed to collect annotations in the
form of these representations are introduced.
A. Emotional representations
There are different emotional representations including, discrete, and continuous models. Discrete representations of emo-
tions, and their theoretical underpinnings, were originally inspired by the representation scheme of Darwin, who considered
emotion important for survival. Discrete representations presuppose the existence of the certain number of basic and universal
emotions [24], [31]. Some of the most widely-known research on basic emotions was carried out by Ekman [31], whose
work supported the universality of facial expressions of emotion. There is currently no answer to the question of how many
different emotions there are, but most lists in use contain 6-14 emotions [24]. The lists of emotions used by psychologists
are generally utilitarian in meaning. Utilitarian emotions are those that are helpful for adapting to the world and make an
important contribution to our well-being [24]. It is important to note that utilitarian emotions may not be the most important
emotions for the purpose of affective video indexing. Another type of emotion represented with discrete categories is aesthetic
emotions [24], emotions arising in conjunction with the appreciation of beauty or quality (including, ‘admiration’, ‘ecstasy’
and ‘fascination’.)
When human affective response is conceptualized as a discrete set of categories, particular challenge arises. The challenge
involves ensuring that the categories are interpreted in the similarly across different situations. A readily observable difficulty in
explicitly defining the scope and coverage of individual affective categories is cross-lingual variation. Such variation arises since
emotion words often do not have exact translations into different languages, e.g., there is no word in Polish that corresponds
exactly in meaning to the English word, “disgust” [32]. Scherer [24] takes a pragmatic step towards addressing this issue by
proposing a mapping between words or word stems, as used by subjects in free choice emotional reports, to a set of 36 affect
categories. Being limited to the English language, this mapping does not, of course, address the cross-lingual issue, but it
makes an important contribution to the comparability of emotion reports and emotion studies.
The challenge of ensuring that emotion categories receive a consistent interpretation contributed to the motivation for the
development of dimensional approaches. Wundt [33] was the first to propose a dimensional representation for emotions. Recent
tools that have been developed, e.g., by [34], discussed in more detail below, use dimensional approaches to minimize the
effect of differences in interpretations of discrete categories and to verify inter-participant consistency, e.g., Bradley and Lang
[34]. Dimensional theories of emotion are grounded in the that emotions can be represented in a continuous space and that
discrete emotions are basically folk-psychological concepts that can be identified with points in this space [35].
Dimensional representations used by psychologists often represent emotions in an n-dimensional space (generally 2- or
3-dimensional). The most well-known example of such a space arises is the 3D valence-arousal-dominance or Pleasure-
Arousal-Dominance (PAD) space [36]. This space arises from cognitive theory and is widely used for studying affect and
multimedia—we ourselves make use of it for corpus development, as discussed later in the paper. The valence scale ranges
from unpleasant to pleasant. The arousal scale ranges from passive to active or excited. The dominance scale ranges from
submissive (or “without control”) to dominant (or “in control, empowered”). Fontaine et al. [37] proposed adding predictability
dimension to PAD dimensions. Predictability level describes to what extent the sequence of events is predictable or surprising
for a person.
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An advantage of using dimensional representations of emotion is that when people are asked to describe their emotions, they
are often better at positioning content in comparison to a reference point, i.e., this video was more exciting than the previous
one, compared to the situation where they are asked to provide an absolute score [38]. Methods related to those used by [39]
are good examples of approaches that make use of relative annotation.
It is important to note that dimensional representations of emotion should not be considered to supersede discrete represen-
tations. Rather, both have an important contribution to make to facilitating consistent representation of emotional response in
the face of variability introduced by different subjects, different triggers, different contexts and also the passage of time. The
importance of the way in which people talk about their own emotions should not be underestimated. Although psychologists
strive to develop representation systems transcending folk-psychological concepts, human language remains an important tool
for gaining insight on human emotion. The robustness, reproducibility and relevance of natural language characterizations
of emotions is assured via the very process which gave rise to the development of human language to support inter-human
communication. The critical factor guiding the development of human language expressing emotion can be considered to be the
need for the effective and reliable communication of emotions between humans within the context of a shared understanding
of a common emotional space. Recent work has been devoted the creation of computational models of the conceptual meaning
of words that humans used to describe emotion [40]. The models are able to map between emotion vocabularies of different
sizes in different languages and also to differentiate between nuances of meaning in large emotion word vocabularies.
A particularly important consideration in the area of affective video indexing is that the emotional representation used must
provide a good fit with the types of emotion that are expected to occur in response to triggers in video content. In other
words, in order to understand the emotional categories or the dimensions that are most appropriate for assessing viewers’
emotion, the video content and the context in which it is being watched must be carefully considered. Dimensions can be
also identified based on the application. For example, the arousal of a viewer while watching a live sports event might be
substantially different than the arousal of a viewer watching a replay of the same sports match.
Finally, in gathering emotional annotations, co-occurring emotions should be also considered. There are cases of co-occurring
emotions from different poles of the spectrum or an emotion that co-occurs with a feeling of ambivalence. For example, some
music listeners when asked to report their emotions for positive and negative affect separately, rated both as high [41]. This
might be a result of music listeners’ preference for sad stimuli due to their underlying mood [42].
B. Emotional self-reporting methods
Understanding the “true”, underlying emotion that was felt by a participant during an experiment has been always a
challenge for psychologists. Multiple emotional self-reporting methods have been created and used so far [43], [44], [24],
[34], [45]. Emotional self-reporting can be done either in free-response or forced-choice formats. In the free-response format,
the experiment participants are free to express their emotions by words. In the forced-choice, participants are asked to
answer specific questions to indicate their emotions. Forced-choice self-reports in affective experiments use both discrete
and dimensional approaches. Discrete-emotion self-reporting tools have been developed that can be used to ask participants to
report their emotions with emotional words on nominal and ordinal scales. Dimensional approaches of emotional self-reporting
are based on bipolar dimensions of emotions. Emotions can be reported along each dimension using ordinal or continuous
scales [34]. Here, we discuss in more detail some popular self-reporting methods which have been used for psychological and
human computer interaction research.
Russell [46] introduced the “circumplex model” of affect for emotion representation. In his model, eight emotions; namely,
“arousal”, “excitement”, “pleasure”, “contentment”, “sleepiness”, “depression”, “misery” and “distress” are positioned on a
circle surrounding a two dimensional activation, pleasure-displeasure space. Starting form these eight categories, 28 emotional
keywords were positioned on this circumplex, based on the results of a user study. The advantage of this circumplex over
either discrete or dimensional models is that all the emotions can be mapped on the circumplex using only the angle. In this
way, all emotions are presented on a circular and one dimensional model.
The Self Assessment Manikin (SAM) is one of the most well-known emotional self-reporting tools. It consists of manikins
expressing emotions. The emotions vary along three different dimensions; namely, arousal, valence, and dominance [34]. The
SAM Manikins are shown in Fig. 1. Experiment participants can choose the manikin that best portrays their emotion. This
method does not require the verbalization of emotions and the manikins are understandable without further explanation. For
these reasons, the SAM tool is language independent. The second advantage of the SAM tool is that it can be directly used
in measuring the multiple dimensions of emotions. A limitation of SAM is that subjects are unable to express co-occurring
emotions with this tool.
The “Positive and Negative Schedule” (PANAS) [47] permits self-reporting 10 positive and 10 negative affects on a five-point
scale. An expanded version of PANAS, the “Positive and Negative Schedule—Expanded Form” (PANAS-X), was developed
later. PANAS-X provides the possibility of reporting 11 discrete emotion groups on a five-point scale [48]. PANAS is made to
report affective states and can be used to report both moods and emotions. PANAS-X includes 60 emotional words and takes
on average 10 minutes for an experimental participant to complete [48]. The time needed to answer the PANAS questionnaire
makes it too difficult to use in the experiments with limited time and multiple stimuli.
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Fig. 1. Self Assessment Manikins. From top to bottom the manikins express different levels of arousal, valence, and dominance.
Scherer [24] positioned 20 emotions around a circle to combine both dimensional and discrete emotional approaches, and
in this way created the Geneva Emotion Wheel. For each emotion around the wheel, five circles whose size increases from
the center outwards are displayed. The size of the circles is an indicator of the intensity of felt emotion (see Fig. 2). In an
experiment, participants can pick, from the list of 20 emotions, up to two emotions that were the closest to their experience
and report the intensities of the emotions with the size of the marked circles. In case no emotion is felt, a user can mark the
upper half circle in the hub of the wheel. If a different emotion is felt by a user, it can be indicated in the lower half circle.
The emotions are sorted on the circle such that, high-control emotions are on the top and low-control emotions are at the
bottom and the horizontal axis, which is not explicitly visible on the wheel, represents valence or pleasantness.
Fig. 2. Subjects can indicate their emotion on the Geneva Emotion Wheel [24] by selecting the corresponding circle.
PrEmo is an alternative non-verbal emotion reporting tool to report emotions in response to product design [43]. It overcomes
the problem of reporting co-occurring emotions by making use of animated characters expressing emotions. PrEmo consists
of 14 animated characters expressing different emotions and it is, for this reason, language independent. Users can assign a
score, at three levels, to one or more characters that they identify as relevant to their emotional response.
C. Video affective annotation tools
Among existing self-reporting tools, few have been designed specifically for the affective annotation of video. Villon
developed an annotation tool with which a user can drag and drop videos onto the valence-arousal plane [39]. This tool
presents the possibility of comparing the ratings given to different videos and enables an experiment participant to rate a video
relative to the ratings given other videos. The tool enables users to take their previous reports into account while annotating a
new video.
Feeltrace was developed to annotate the intrinsic emotion in videos [49]. This tool was originally designed to annotate the
emotions that are expressed by people who are depicted in videos (e.g., in talk shows), including acted facial expressions or
gestures [50]. Although this tool provides the possibility of continuous annotation, it is not a particularly appropriate tool for
emotional self-reporting, because it is difficult for tool users to both concentrate on the video and at the same time changes in
their own emotions.
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An online video affective annotation tool has been developed by Soleymani et al. [51]. With their annotation tool, a experiment
participant can self-report emotions after watching a given video clip by means of SAM manikins and emotional keywords
from a selected list in a drop down menu. This tool is used in the development of our web-based corpus presented in Section
VI-B.
TABLE I
KEY EXAMPLES OF PREVIOUS WORK ON MULTIMEDIA CONTENT ANALYSIS FOR AFFECTIVE VIDEO INDEXING AND EXISTING CORPORA.
Study Emotion repr. Categories or dimensions Nr ofAnnotators
Modalities Evaluation results
[1] disc. fear/anger, joy, sadness and neutral 10 V classification rate, fear: 81.3%,
sadness: 76.5%, joy: 78.4%
[52] cont. valence and arousal - AV no evaluation
[53] disc. fear, anger, surprise, sadness, joy, disgust and neutral 3 AV 74.7%
[54] cont. pleasure, arousal, and dominance 14 AV -
[55] disc. fear, anger, happiness, sadness and neutral unknown AV 80.7%
[56] disc. & cont. continuous arousal for shots, positive/negative excited &
calm on scene level
1 AV & text 63.9%
[57] disc. acceptance, anger, anticipation, disgust, joy, fear, sadness,
surprise and netural
16 AV subject agreement rate 0.56
[58] cont. valence and arousal 10 AV -
[59] disc. fear, anger, surprise, sadness, joy, disgust 6 AV 71.4%
[60] violence violent & non-violent 7 AV -
IV. AFFECTIVE VIDEO INDEXING
In this section, we provide an overview of affective indexing and discuss the corpora that have been developed in previous
work. In particular, we discuss the shortcomings of existing corpora, which are used as a basis to develop a set of guidelines
for the design and development of future corpora.
A. Affective video analysis for Indexing
Affective video content analysis involves estimating the affective response elicited in viewers by the content. Motivated by
work in the area of film, researchers have extracted content features, such as audio energy and color histograms from the video
signal and used machine learning techniques to infer which emotion would be felt by an average viewer. They have considered
different goals and applications for their algorithms, from video summarization to personalized content delivery.
A summary of key examples from the existing literature in the area of content analysis for the emotional understanding of
videos is given in Table I. The table contains information about the data set that was used to evaluate the proposed algorithms,
including information about the type of representation used (discrete vs. continuous), the affective categories used, the number
of human annotators used to create the corpus, the modalities contained in the video data set and finally, the results of evaluation,
if they are given by the paper.
Existing approaches for content analysis generally make use of low-level content features extracted from both video and audio.
Low-level audio features often include short time energy, zero crossing rate, Mel Frequency Cepstral Coefficients (MFCC),
and pitch. Low level visual features include, color variance, motion component, shot change rate, key lighting, brightness, and
color energy [55], [1], [52], [54]. Irie et al. [57] proposed using a bag of audio-visual words strategy to transform the feature
space before classification.
Different machine learning models have been used to classify videos on different levels, e.g., shots, scenes, into different
emotional classes, with the goal of emotional tagging. Kang [1] used a Hidden Markov Models (HMM) classifier to detect
emotional events from low level features. Hanjalic and L.-Q. Xu [52] applied a regression model to predict arousal and valence
along a continuous temporal dimension. M. Xu et al. [55] proposed using a hierarchical approach that first clusters the samples
in the arousal dimension and then classified them using HMMs into valence classes. Soleymani et al. [56] used movie genres
and the temporal dimension to estimate emotions elicited by movie scenes using a Bayesian framework. Irie et al. [57] used
a latent topic model by defining affective audio-visual words in the content of movies to detect emotions in movie scenes.
This model takes into account temporal information, i.e., the effect of the emotion from the preceding scene, to improve affect
classification. The probability of emotional changes between consecutive scenes was also used in [56] to improve emotional
classification of movie scenes using content features.
Going beyond multimedia content analysis, emotional responses of the viewers have been also used to detect affective tags
for videos. Joho et al. [58], [61] developed a video summarization tool using facial expressions. Kierkels et al. [62] proposed
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a method for personalized affective tagging of multimedia using peripheral physiological signals. Valence and arousal levels
of participants’ emotion when watching videos were computed from physiological responses using linear regression [63].
We next survey existing corpora and point out their strengths as well as their shortcomings that necessitate the development
of new corpora.
B. Existing corpora
In this section, we provide a summary of corpora that have previously been developed and used for evaluating affective
video indexing. In general, affective video corpora are developed with specific goals. Three common goals are: first, emotion
elicitation or mood regulation in psychological experiments; second, emotional characterization of videos using content for
video indexing or highlighting and third, recognition of the intrinsic emotions in the videos, e.g., detecting the emotions which
were expressed by people in the videos [18], [64]. Although all three involve emotion, it is critical to avoid mixing these three
different research tracks and the goals behind them. For example, movie excerpts that are most likely to elicit strong emotions
are chosen for emotion elicitation in the case of the first goal. In contrast, for the second goal, an exclusive focus on strongly
emotional excerpts is not appropriate for emotional characterization. Emotional characterization should be able to deal with
the full spectrum of emotions in videos, from neutral videos to mixed and strong emotions.
Rottenberg et al. [65] created an emotional video data set for psychological emotion elicitation studies. The excerpts,
which were about 1–10 minutes long, were either extracted from famous commercial movies or from non-commercial videos
that were used in emotional research, e.g., an amputation surgery video. First, they formed a set of excerpts with different
targeted emotions; namely, amusement, anger, disgust, fear, neutral, sadness and surprise. They evaluated the excerpts based
on “intensity” and “discreteness”. The “intensity” of an excerpt means whether a video received high mean report on the target
emotion in comparison to other videos. The “discreteness” refers to the extent to which the target emotion was felt more
intensely in comparison to all non-targeted emotions. “Discreteness” was calculated using the ratings a video received on the
target emotion in comparison to the other emotions. Ultimately, the data set that was formed consisted of 13 videos, from
under a minute to up to eight minutes long, for emotion elicitation studies.
In a more recent study, Schaefer et al. [47] created a larger data set from movie excerpts to induce emotions. The study
went beyond discrete basic emotions and developed a corpus including 15 mixed feelings in addition to six discrete emotions;
namely, “anger”, “disgust”, “sadness”, “fear”, “amusement”, and “tenderness”. 364 participants annotated their database using
three questionnaires.
Almost all research work published in the field of multimedia content analysis and emotions has used its own individually
developed corpus. Table I provides and overview of key examples of such work, specifying details of the affect categories used
and the modalities of the video (i.e., audio and/or video) that were used to carry out the analysis. Table I makes it possible
to compare the corpora that were used to evaluate these techniques and the results. In the following, we provide additional
details on this work, by discussing specific examples in greater depth.
Wang and Cheong [53] created and annotated a data set consisting of 36 full length Hollywood movies having 2040 scenes.
Three annotators watched the movies and reported their emotions specifying Ekman basic emotion labels [66] for every scene.
Only 14% of the scenes received double labels and the rest only received single emotional labels from their three annotators.
Hanjalic and Xu [52] used excerpts without annotations from the movies “Saving Private Ryan” and “Jurassic Park 3”
and two soccer matches in their study. Irie et al. [57] used 206 selected emotional scenes out of 24 movies. A total of
16 students annotated these scenes using eight Plutchik basic emotions: “joy”, “acceptance”, “fear”, “surprise”, “sadness”,
“disgust”, “anger”, and “anticipation” [67]. The annotators first watched the videos and then reported how much they felt each
of these emotions on seven-point scale. The emotional labels were assigned to the selected scenes only if more than 75% of
annotators agreed on them, otherwise the neutral label was assigned to the movie scene. M. Xu et al. [55] used selected scenes
from eight movies containing 6201 shots totaling 720 minutes. The videos were manually labeled by five emotions: “fear”,
“anger”, “happiness”, “sadness”, and “neutral”, spanning the arousal dimension in three levels and valence in two levels.
Soleymani et al. [56] used 21 full length commercially produced movies. One annotator annotated the movies continuously
using an annotation tool which was recording the coordinates of mouse on valence and arousal plane on every click. The
annotator reported his emotion at every moment he felt a different emotion while watching the movies.
Teixeira et al. [59] used selected excerpts from 24 movies. They first segmented the movies into short clips (M=112s), and
showed them to 16 participants. Participants rated the movies using SAM Manikins [34] on a seven-point scale; 346 clips, 10h
26 min in total, were chosen to span arousal, valence, dominance space.
Demarty et al. [60] created a benchmark consisting of 18 Hollywood movies for violence detection. Although the movies
are not annotated directly with emotional terms, we include this example here since depiction of violence elicits a variety of
strong emotions. The data set is annotated by seven annotators on shot level.
C. Open Issues with existing corpora
We end this section with a summary of the limitations of currently existing corpora in the form of a catalogue of open
issues.
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Users’ mood and context: We have pointed out that the same viewer can experience different emotions in response to the
same stimulus depending on the context. The importance of the influence of mood for viewer affective response to video is
relatively uncontroversial. For example, it is not strange or surprising when someone remarks, “I am not in the mood to watch
that movie today.” Our survey has revealed that the assumptions and methodology adopted by existing work is inconsistent with
the importance of context for affective reactions. Researchers often fail to emphasize controlling the context and conditions
in which annotations are collected from users, or disregard the issue of context entirely when designing experiments and
developing data sets. Ignoring or suppressing context introduces risk into affective video indexing research: a system that does
not take into account the high degree of variability that characterizes naturally occurring contexts in which video is consumed
may not be able to respond appropriately to user needs in real-world situations. As we will discuss further in Section VI, there
are a wide variety of contextual dimensions with a significant effect on the emotions that viewers feel in response to a video,
including time of the day, temperature, mood and social context.
User variability: Beyond contextual factors, most of the existing research on affective video characterization has assumed
reactions to be homogeneous across viewers, e.g. [53]. In some cases, the assumption of a single, obvious affective reaction
from viewers is so strong, that affective video analysis is carried out, without collecting any user annotations at all, e.g., [52].
In most cases, however, assuming that everyone will react in the same way when watching a particular video is a strongly
limiting assumption, that contradicts our intuition that the subjective nature of affect includes a strongly individual dimension.
Corpora that allow both the personal and general dimensions of affective reactions to be explored have greater potential in
helping to advance algorithm development in a direction that will best cover the needs of the full spectrum of possible users.
Representative sampling: In order to model affective responses that vary over context and across videos, affective video
corpora are needed that include a large number of responses collected from a very large and representative population. However,
the number of viewers and their feedback are often limited by our experimental setting and resources. In order to carry out
research within the practical constraints of the real world, methods for creating affective video indexing corpora must be both
effective—resulting in useful, high-quality corpora—and also efficient with respect to both the time spent and the expense
incurred in the development process.
These open issues constitute three dimensions that inform our proposal of guidelines for corpus development for affective
video indexing and will steer the development of new corpora to avoid the shortcomings of existing ones. In the next sections,
we first introduce the proposed guidelines for affective video corpora and then we discuss how corpora that we have developed
have moved progressively towards addressing these limitations.
V. GUIDELINES FOR AFFECTIVE VIDEO INDEXING CORPORA
In this section, we present a set of corpus development guidelines for affective video indexing. The guidelines are informed
by the ground that we have covered thus far, i.e., understanding of emotions and affective response from psychology and
techniques available to record it, and also by the general types of multimedia context analysis algorithms that we expect that
researchers will be developing with the data sets. We also take into account the limitations of the currently existing corpora,
just discussed. From this information, three dimensions emerge that are critical to take into consideration when developing
corpora for affective video indexing.
Context of viewer emotional response: Emotional response is complex, and arises not just from the video, but from the
context of the video. We consider context to be what the viewer was exposed to before and after the part of the video for
which we are interested in the affective impact. Context also includes the people with whom the viewer is watching the video
and the viewer’s underlying mood and physical state. The complexity cannot be completely controlled, but its impact can be
minimized by very explicitly planning the set up in which viewers are exposed to videos. An evaluation protocol should be
included that describes exactly what the annotators were asked to do. The protocol ensures that the annotation situation is
reproducible should it ever be necessary/desirable to extend the annotations. What is important is to remain firmly focused on
how the task is defined so that it is clearly understood that we are trying to predict affective impact on the viewer. Modeling
of affect expressed within the video is admitted. However, it should be understood that this is only used as a bridge to infer
the ultimate impact on the viewer. It should be clearly stated which parts of the emotional response process, for example,
the affective and cognitive components vs. the conative and physiological components. The implications of ignoring the other
components should be taken into account.
The formulation of the way in which self-reported emotions are elicited should control for the impact of video before and
after the target segment. This includes showing enough of the video. It is important to realize that entertainment video “works”
exactly because it takes us as viewers through alternations of mood, or expresses more than one mood at once. Depending on
how the video is split up for mood elicitations different (or impartial) viewer responses can be expected. Good handling of
context also involves gathering information on the users’ underlying mood and physical state.
Personal variation among viewers: Personal variation among viewers has a variety of sources. Some of the personal
variation can be dealt with by careful handling of context, as mention above. Classical demographic differences are another
source of variation. It is important that the target group be defined clearly (e.g., children) so that any existing limitations on
user-to-user variability can be as well understood as possible. Narrowing the target group to a very small demographic (e.g.,
university students in their twenties) should be understood to limit the general applicability of the annotations gathered.
PRE-PRINT VERSION 11
Personal reactions vary according to personal topic preference. It is important to abstract away from topic or the topical
interest of viewers: this can be accomplished by using a well balanced data set. Alternately, during data set design, a decision
can be made to focus on one particular topic or style of data, which is significant enough to merit study. In any case, the
corpus should be as multifunctional as possible: for example, involve enough users so that not only can universal reactions be
studied, but also it is possible to study the reactions of different clusters of users that have similar responses.
Effectiveness and efficiency: In practice, evaluation corpora are always developed under limitations of resources including
person power and time. It is important to carefully plan how the corpus development process is handled. Decisions how to
most effectively allocate limited resources have a critical effect on the usefulness of the corpus. As much as possible, such
decisions should not be made in an arbitrary manner or during the actual process of gathering annotations for the corpus. In
order to avoid unnecessarily jeopardizing the usefulness of the corpus, design decisions should be informed by the overall
scenario or scenarios for which the data set is being developed. An overall scenario will assure that the type of affective
response collected is appropriate for domain. For example, in the case of sports video the expected affective response pattern
will be different than that for television talk shows. Further, the fact that resources are limited means that there is a trade-off
between the resolution of the annotations that can be collected and the amount of content that participants can annotate. More
sophisticated systems, e.g., PANAS, will lead to very high quality annotations. However, less people are eager to participate
in the studies in which the process of response formulation is tedious or otherwise burdensome. Understanding the underlying
use scenario, will make it possible to make informed decisions about trade-offs during the corpus design process.
An overall scenario is also helpful, should it become necessary to make further design decisions during the course of corpus
development, e.g., decisions how to most effectively use limited resources in the case of unexpected loss of time or budget.
Also, if researchers want to reuse the data set later, they have an idea of which uses are appropriate and which uses overstretch
what the data set is designed to do. It is also useful to take into account the kind of multimedia content analysis that will be
developed and the evaluation measure that will be used. However, it is of critical importance that the corpus be designed to
reflect human affective reactions and not be biased to the specific algorithms, or types of algorithms, whose development it is
intended to support.
VI. EXAMPLE CORPORA
To demonstrate the application of these guidelines we now turn to discuss concrete examples. Three affective video corpora
have been developed using three approaches of increasing sophistication. The lessons learned from each corpus development
experience were used to improve the next corpus. As such, the corpora represent a progression that moves towards an ideal
corpus for affective video indexing. The annotations for the first dataset were gathered in a laboratory setting. The second
dataset was annotated with user affective responses gathered via a Web-based online platform, and the third dataset includes
affective responses gathered using an online crowdsourcing platform. The general characteristics of the corpora are presented
in Table II for easy reference. The next three sections discuss each in turn and the section includes with additional comparative
discussion.
A. Movie scenes annotated in a laboratory
1) Emotional videos: The first corpus that was developed is comprised of emotional movie scenes suitable for emotion
elicitation and characterization. The affective annotations were gathered via an experiment in which short video clips were
shown to participants in a laboratory setting and their physiological responses and emotional self-reports were recorded. Self-
reporting included both reporting words, that participants were free to choose themselves, and also reporting continuous arousal
and valence using sliders using SAM Manikins.
The physiological responses recorded were peripheral physiological signals generally used for assessing emotions, specif-
ically: Galvanic Skin Response (GSR), Blood Volume Pulse (BVP), which provides heart rate, respiration pattern, and skin
temperature. In order to capture facial muscle activity, we also recorded electromyograms (EMG) from the Zygomaticus major
and Frontalis muscles. The physiological responses from 8 participants out of 10 were analyzed; signals from two participants
were discarded due to technical problems. Subsequently, we calculated audio and visual content features from the videos and
studied their correlation with both emotional responses and physiological changes. The GSR, BVP, EMG from Frontalis and
Zygomaticus muscles were found to have significant correlation with arousal whereas only facial EMG was among the highly
correlated features with valence, i.e., facial expressions were better indicators for valence compared to peripheral physiological
signals. EMG from Zygomaticus muscles was found to be correlated with key lighting in the movie scenes and features
extracted from BVP were found to be correlated with shot length variation. More detail on the results and analysis of the
physiological responses can be found in [63].
Due to the limited time that a participant can spend in each session, a relatively small set of videos, 64 clips from eight
movies, were chosen and shown in two sessions. To create this video dataset, we selected video scenes from movies chosen
either by using movies selected by similar studies (e.g., [53], [65], [52]), or by choosing recent popular movies. The set of
movies included four major genres, namely, drama: The Pianist and Hotel Rwanda; horror: The Ring (Japanese version) and
Days Later; action: Kill Bill Vol. I and Saving Private Ryan; comedy: Mr. Bean’s Holiday and Love Actually. These four main
genres were selected based on a previous study by Wang and Cheong [53]. Although the main genres of the movies were
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TABLE II
THE SPECIFICATIONS OF THE THREE DEVELOPED CORPORA.
Laboratory-based responses to movie scenes
Nr. of participants 10 participants, 3 female, 7 male
Self-reports free choice words, continuous arousal and va-
lence using sliders using SAM Manikins
Stimuli Short movie scenes from Hollywood movies
No of videos 64
Selection method manual
Web-based responses to movie scenes
Nr. of participants 42 participants, 15 female, 27 male
Self-reports forced choice from 7 words, arousal and valence
on 9 points scale using SAM Manikins
Stimuli Short movie scenes from Hollywood movies
No of videos 155
Selection method manual
Crowd-based responses to travelogue videos1
Nr. of participants 32 participants, 11 female, 18 male
Self-reports forced choice from 11 words, boredom and like-
dislike rating on 9 points scale
Stimuli travelogue videos from “The Big Travel Project”2
No of videos 125
Selection method The whole series
limited to these four, no constraints were imposed on secondary genres, meaning that the movie set also included aspects of,
e.g., romance, thriller, sci-fi, history. The scenes that were selected, eight for each movie, had durations of approximately one
to two minutes each and contained an emotional event (as judged by the first author). The complete list of the scenes with
editing instructions and descriptions is available online3.
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Fig. 3. Total number of keywords reported by 10 participants in response to the 64 video clips of movie scenes in the first corpus.
3http://cvml.unige.ch/movieList
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2) Analysis of assessments: The annotations were collected from ten (three female and seven male) participants ranging in
age from 20 to 40 years (M = 29.3, SD = 5.4). The difference between arousal and valence scores given by the participants
to all the videos was studied by means of a multi-way ANalysis Of VAriance (ANOVA), which was performed on arousal
and valence scores considering three factors: the video scenes, the participants, and the order in which the videos were
shown to the participants during sessions. The effect of the order in which the videos were presented to the users on the
user response was not significant. However, there was a significant difference on average valence scores between different
participants (F (9) = 18.53, p < 1 × 10−5) and different videos (F (63) = 12.17, p < 1 × 10−5). There was also a significant
difference on average arousal scores between different participants (F (9) = 19.44, p < 1 × 10−5) and different videos
(F (63) = 3.23, p < 1× 10−5). These differences can be attributed to different personal experiences and memories concerning
different movies, as well as participants’ mood and background.
The development of this corpus provided an important lesson about the personal nature of user-reported affective response and
the importance of carefully designing the method for collecting self-reported affective keywords from experiment participants.
During the experiments the participants remarked that it was difficult for them to come up with emotion words when watching
a video scene. In the end, there was a very low level of consensus among the words that they chose. The overall set of keywords
chosen by the participants did not include a high number of instances of basic emotions, e.g., anger, was not very common
compared to non-basic emotions, e.g., amusement (see Fig. 3). These observations led to the lesson that giving users complete
freedom of choice of response is not particularly helpful in isolating those common aspects of affective response. Instead, it is
easier for participants, and yields more stable results, if participants choose from a list of choices. However, the list should not
be blindly adopted from the literature, but should be carefully developed for a particular setting using exploratory experiments
with participants.
B. Web-based annotated movie scenes dataset
1) Emotional videos: The development of the second corpus targeted the involvement a larger set of participants. First, a
user study was conducted to narrow down the selection of videos to be used as stimuli. This time a more efficient forced-choice
self-reporting was used. In order to find videos eliciting emotions from the whole spectrum of possible emotions, a user study
was conducted to annotate a set of manually preselected movie scenes. The dataset is drawn from 16 full length Hollywood
movies (see [51] for the full list). To create this video dataset, we extracted video scenes from movies selected either according
to similar studies (e.g., [53], [65], [52], [63]), or from recent famous movies. A set of 155 short clips, each about one to two
minutes long, were manually selected from these movies to form the dataset.
A Web-based annotation system was developed and deployed in order to collected participants’ self-reported affective
responses. To use this system, experiment participants sign up and provide personal information including gender, age, and
email address. The system also collects information such as cultural background and origin that is used to build a profile
of the experiment participants. Providing this information is optional. After watching each video clip, participants express
the emotion that they felt using arousal and valence, quantized in nine levels. Participants also choose the emotional label
best reflecting the emotions that they feel upon watching the clips. The emotion labels are “afraid”, “amused”, “anxious”,
“disgusted”, “joyful”, “neutral”, and “sad”. These labels were chosen based on an assessment of the most frequent labels that
were used by participants to describe their emotional responses during the development of the first data set (see Section VI-A).
Recall that for the first data sets, we asked participants to freely express their emotions, as elicited by movie scenes, with words.
The emotional keywords used for the second dataset described in this section are the ones which were used most frequently
by participants contributing to the first dataset [63] (see Fig. 3 for the full list of words contributed during the collection of
the first dataset).
2) Analysis of the self-reports: Initially, 82 participants signed up to annotate the videos. From these 82 participants, 42
participants annotated at least 10 clips. Participants were from 20 to 50 years old (M = 26.9, SD = 6.1). Out of the 42
participants, 27 were male and 15 were female with different cultural backgrounds living in four different continents. We used
a linear mixed model to test the effect of the time of day on the arousal and valence scores given to the clips. Participant and
video clip were considered as random effects and the time of day as fixed effect. The results showed that the average arousal
scores are significantly different in different times of the day, i.e., the ANOVA test showed that the coefficients corresponding
to different times of the day in the mixed linear model were significantly different from zero (F (7) = 2.8, p < 0.007). We did
not find the time of day to have significant effect on valence scores. A day was divided into eight time interval, early morning
(6:00 to 9:00), morning (9:00 to 11:30), noon (11:30 to 13:00), afternoon (13:00 to 16:30), evening (16:30 to 19:30), late
evening (19:30 to 22:30), night (22:30 to 24:00) and after midnight (00:00 to 6:00). The average arousal scores in different
time periods are shown in Fig. 4. The average arousal scores given to all videos increases from early in the morning until
noon. Then it decreases until it bounces back for late evening and night. The effect of circadian rhythm on self-reported arousal
levels reflects the impact of context. Female participants on average gave higher arousal scores to the videos. A Wilcoxon rank
sum test showed that the difference between female and male participants’ arousal scores was significant (p = 3 × 10−16).
These results are in line with the previous findings, e.g., [65], which showed women report stronger emotions than men in
response to the same stimuli.
PRE-PRINT VERSION 14
Using the Web-based annotation system had a clear advantage because it increased the number of users from which we were
able to collect annotations. We were able to collect enough annotations so that it was meaningful to analyze the variance of the
reported arousal scores over times of the day. Also, the Web interface meant that the participants could annotate more video
than what was possible in two lab sessions of limited length. Additionally, the development of this corpus led to an important
lesson about the context of user annotations. Using the Web interface meant that the environment of the affective response was
less controlled. The time of day had a significant impact on the response and it was important to record information about the
influence of this factor.
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Fig. 4. Average arousal scores in different times of the day. Error bars represent the standard deviation of the ratings.
C. Boredom prediction dataset
1) Crowdsourcing for affective annotation: In order to reach a broader, more diverse, and larger population, a crowdsourcing
platform, Amazon Mechanical Turk (MTurk)4, was used to gather annotations in the development of the third dataset. The
third dataset, initially described in [68], was developed with the aim of supporting research on video processing algorithms
capable of predicting viewer boredom. A video dataset has been gathered in the context of the MediaEval5 2010 Affect Task
for boredom prediction of Internet videos. Using MTurk we rapidly gathered self-reported boredom scores from a large user
group that is demographically diverse and also represented our target population (Internet video viewers). Again, the forced
choice emotional self-reporting methods were employed. Crowdsourcing practices leverage past work on recruiting subjects
and conducting psychological experiments over the Web, which started in the nineties. A set of guidelines were identified by
Reips [69] to gather high quality responses from Internet users. Kittur et al. [70] showed that when appropriate measures were
taken, crowdworkers rating of the quality of Wikipedia articles was comparable with that of experts.
For this work, we adopted a relatively simple, straightforward definition of viewer-experienced boredom. Boredom was
taken to be related to the viewer’s sense of maintaining focus of attention and is related to the apparent passage of time [71].
Boredom is understood to be a negative feeling associated with viewer perceptions of the viewer-perceived quality (i.e., viewer
appeal) of the video being low.
The dataset selected for the corpus is Bill’s Travel Project, a travelogue series called “My Name is Bill” created by the film
maker Bill Bowles6. The series consists of 126 videos between two to five minutes in length. This data set was chosen since
it represents the sort of multimedia content that has risen to prominence on the Web. Bill’s travelogue follows the format of a
daily episode related to his activities and as such is comparable to “video journals” that are created by many video bloggers.
2) Design of crowdsourcing task: The third corpus that was developed once again increased the number of annotators
and also introduced an even more sophisticated mechanism for context control. The affective responses for this corpus
where collected using a large commercial crowdsourcing platform, Amazon Mechanical Turk (http://www.mturk.com). A
crowdsourcing platform is an online labor market in which microtasks are offered by requesters and carried out by a pool of
human users referred to as “workers”. Work in the area of human judgment and decision-making has revealed that there is no
4http://www.mturk.com
5http://www.multimediaeval.org
6http://www.mynameisbill.com
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difference in the magnitude of the observed effects when experiments are performed using Mechanical Turk and when they
are performed with a conventional pool of subjects [72].
The crowdsourcing strategy used for the third corpus was designed based on the existing crowdsourcing literature, for
example [70], online articles and blog posts about crowdsourcing such as “Behind the enemy lines” blog7, and also taking into
account our past experience regarding collecting annotations in the Web-based experiment. A two-step approach was taken for
our data collection. The first step was the pilot that consisted of a single micro-task or Human Intelligent Task (HIT) involving
one video. This first HIT was used for the purpose of recruiting and screening MTurk workers as experiment participants. The
second step was the main task and involved a series of 125 micro-tasks, one for each of the remaining videos in the collection.
Workers were paid 30 US dollar cents for each HIT that they successfully completed.
The pilot HIT contained three components corresponding to responses that were required from the experiment participants
that we recruited. The first section contained questions about the personal background (i.e., age, gender, cultural background).
The second section contained questions about viewing habits: workers were asked whether they were regular viewers of Internet
videos. The third section confirmed their seriousness by asking them to watch the video, select a word that reflected their
mood at the moment, and also write a summary. The summary constituted a “verifiable” question, recommended by [70]. The
summary offered several possibilities for verification. Its length and whether it contained well-formulated sentences gave us an
indication of the level of care that the worker devoted to the HIT. Also, the descriptive content indicated whether the worker
had watched the entire video, or merely the beginning. A final question inquired if they were interested in performing further
HITs of the same sort. In order not to directly reveal the main goal of the study to workers, the text box for the video summary
was placed prominently in the HIT.
The workers were chosen and qualifications were granted for the main task from the participants of the pilot by considering
the quality of their description and answers. In the choice of workers, we also strove to maintain a diverse group of respondents.
Each HIT in the main study consisted of three parts. In the first part, the workers were asked to specify the time of day. Also
the workers were asked to choose a mood word from a drop down list that best expressed their reaction to an imaginary
word (i.e., a nonsense word), such as those used in [73]. The mood words were “pleased”, “helpless”, “energetic”, “nervous”,
“passive”, “relaxed”, and “aggressive”. The answers to these questions gave us an estimate of their underlying mood. In the
second part, they were asked to watch the video and give some simple responses to the following questions. They were asked
to choose the word that best represented the emotion they felt while watching a video from a second list of emotion words in
the drop down list. The emotion list contained the Ekman six basic emotions [66] (namely, “sadness”, “joy”, “anger”, “fear”,
“surprise”, and “disgust”) in addition to “boredom”, “anxiety”, “neutral” and “amusement”. For this data set, we had little
advance information concerning the emotions that we could expect the video content to trigger in viewers. For this reason,
we chose the emotional categories to cover the entire affective space, as defined by the conventional dimensions of valence
and arousal [36], supplemented by general information on emotions elicited by film [65]. The emotion and mood word lists
contained different items in order to avoid as much as possible that the experiment participants would strongly associate the
two. Next, participants were asked to provide a rating specifying how boring they found the video and how much they liked
the video, both on a nine point scale. Finally, they were asked to describe the contents of the video in one sentence.
3) Analysis of the ratings: Our pilot HIT was initially published for 100 workers and finished in the course of a single
weekend. We re-published the HIT for more workers when we realized we needed more people in order to have an adequate
number of task participants. Only workers with the HIT acceptance rate of 95% or higher were admitted to participate in the
pilot HIT. In total, 169 workers completed our pilot HIT, 87.6% of which reported that they watch videos on the Internet.
We took this response as confirmation that our tasks participants were close to the target audience of our research. Out of
169 workers, 105 were male and 62 were female and two did not report their gender. Their age average was 30.48 with the
standard deviation of 12.39. The workers in the pilot HITs identified themselves by different cultural backgrounds from North
America. Having such a group of participants with a high diversity in their cultural background would have been difficult in a
conventional setting, i.e., without using the crowdsourcing platform. Of the 169 pilot participants, 162 had interest in carrying
out similar HITs. Out of the interested group, 79 workers were determined to be qualified and were assigned our task-specific
qualification within MTurk. This means only 46.7% of the workers who did the pilot HIT were able to answer all the questions
and had the profile we required for the main task.
In total, 32 workers participated and also annotated more than 60 of the 125 videos in the main task HIT series. This
means only 18.9% of the participants in the pilot and 39.0% of the qualified participants committed to do the main task HIT
series seriously. Of this group of 32 serious participants, 18 were male and 11 were female with ages ranging from 18 to 81
(M = 34.9, SD = 14.7).
The following questions were asked about each video to assess the level of boredom. First, how boring the video was on
nine-point scale from the most to the least boring. Second, how much the user liked the video on the nine-point scale and third
how long the video was. Boredom was shown to have on average a strong negative correlation, ρ = −0.86 with liking scores.
The correlation between the order of watching the videos for each participant and the boredom ratings was also examined. No
positive linear correlation was found between the order and boredom score. This means that watching more videos did not
7http://behind-the-enemy-lines.blogspot.com
PRE-PRINT VERSION 16
increase the level of boredom and, in fact, for two of the participants it lowered their reported boredom level. Additionally,
the correlation between the video length and boredom scores was investigated. No positive correlation was found between the
boredom scores and videos’ duration. We can conclude that longer videos are not necessarily perceived as more boring than
the shorter videos.
In order to obtain the dominant mood from the mood words, first the responses of each participant were clustered into the
three hours time intervals. In each three hours interval the most frequent chosen mood word was selected as the dominant
mood. After calculating the dominant moods, we found that using the implicit mood assessment none of the participants had
the “relaxed” as their dominant mood.
The average boredom scores for different dominant moods are shown in Fig. 5. The boredom scores were, on average,
lower, i.e., indicated that videos were more boring, for viewers in a passive mood and higher, i.e., indicated that videos were
less boring, in an arguably more active mood such as “energetic”, “nervous” and “pleased”. Moods were then categorized into
positive (“pleased”, “energetic”, and “relaxed”) and negative, (“helpless”, “nervous”, “passive”, and “aggressive”) categories.
On average, participants gave higher ratings to videos when they were in positive moods. The statistical significance of
the difference between ratings in positive and negative moods was examined by a Wilcoxon test and was found significant
(p = 4 × 10−8). The effect of the time of day and mood on boredom scores was investigated with a mixed linear model.
The fixed effects were mood and time of day, the random effects were video and participant. Unlike the second data set, the
effect of the time of day on boredom scores was not significant. This observation can be attributed to the difference between
the nature of arousal and perceived boredom, arousal being more correlated with physiological state. Participants’ mood had
a significant effect on the ratings; the ANOVA test on the mood coefficients in the mixed linear model showed significant
difference from zero F (6) = 5.75, p < 3× 10−5). The analysis of annotations gathered in this dataset showed the importance
of participants’ mood which is often not assessed in affective and non-affective assessments.
From the development of this corpus we learned that it is possible to use commercial crowdsourcing to collect a large volume
of user affective responses to video. The large number of participants made it possible to analyze sub-groups of participants
with particular reactions. Affective response is personal, and varies from individual. However, looking at sub-groups of the
population that pattern in the same way could make it possible to isolate the commonalities of viewer response. Variations in
the context were addressed by collecting information on the underlying moods of the participants. Even though crowdsourcing
is relatively inexpensive, it is still important to plan resources carefully when designing a corpus that uses crowdsourcing to
collect affective annotations. A trade-off needs to be made between more annotators, the number of videos annotated and
the parts of the HIT design that verify engagement. Advanced planning was necessary to collect the annotations within a set
amount of time, since workers may not immediately start working on a HIT once they have qualified. Also, it was necessary
to have a large enough pool of workers available to work on the HIT, since some qualified workers do not return to work on
the HIT after earning the qualification. In sum, the third corpus addressed all three dimensions of context, personal affective
response, and tradeoffs of efficiency and effectiveness.
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Fig. 5. Average dominant boredom scores reported by viewers experiencing different moods. Error bars represent the standard deviation of the ratings
D. Discussion of the example datasets
In this section, we provide additional discussion that compares the three data sets directly. As can be seen in Table II, data
sets differ in the number of participants involved, the ways in which the participants were asked to self-report their emotional
response, the nature of the stimuli (i.e., the video content), the number of videos in the data set, and the way in which the
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TABLE III
INTER-ANNOTATOR AGREEMENT (KRIPPENDORFF’S ALPHA) FOR AROUSAL, VALENCE (ORDINAL SCALE) AND EMOTION CATEGORIES (NOMINAL SCALE)
ON THE THREE DATA SETS: LAB-BASED (LAB), WEB-BASED (WEB) AND CROWD-BASED (CROWD) ARE GIVEN.
Database Lab Web Crowd
Valence 0.49 0.47 -
Arousal 0.13 0.22 -
Categories - 0.20 0.05
dataset was selected. Here, we focus our discussion on how the comparison of the data sets with regard to these dimensions
sheds additional light on aspects of the guidelines for affective video corpora set out in Section V. The three data sets represent
progressively more ambitious efforts to gather affective responses from a larger number of participants and for a larger number
of videos. The final data set additionally moves from a hand selected set of videos to a set of videos more closely representative
of video material that occurs “in the wild”.
Comparison of the first two data sets provides important insight on how emotional self-reports can be collected for the
purposes of corpus development for affective video indexing. In the first dataset, 10 participants contributed annotations for
64 videos. The size of this dataset was limited by the fact that a wide variety of physiological response signals were collected,
in additional to self-reported affective response (cf. Section VI-A). The physiological response signals require setting up a
large amount of measuring equipment for each response capturing session. The move to the Web-based data set allowed us to
increase the number of participants from which data was collected. As can be seen in Table III, which reports inter-annotator
agreement (Krippendorff’s alpha) for the three data sets, moving from the conventional lab setting to the Web-based setting
did not have a noticeable impact on the inter-annotator agreement. In sum, a comparison of the first two data sets confirms
that it is possible to move beyond a conventional lab setting when collecting self-reported emotional response to videos and,
instead, carry out collection using an on-line system, which does not require participants to be physically present in the lab.
It is important to note that we do not expect participants self-reported emotions to yield a high degree of inter-annotator
agreement. As an example, consider the case of videos of sports games. Here, we can assume two groups of viewers, representing
the supporters of the two opposing teams. Within a viewer-group, we expect viewers to report comparable responses to the
same game events in the video content. However, we expect disagreement between the two groups on the emotional impact
of a given event (i.e., a given viewer’s response to a goal is determined by which team has scored the goal and which team
that viewer is supporting). This underlying variation gives rise to weak overall agreement on emotional response. Moving
from sports to other domains in which the trigger events in the video content are less well defined, the number of groups of
viewers who pattern together with respect to their emotional response profiles can be expected to change. In particular, we
would expect it to grow and for the response patterns to be less well defined. The field of affective video indexing is interested
in investigating weak consistencies in viewer responses (i.e., that their distribution differs from random), or order to analyze
their triggers across user groups to create better video retrieval and browsing systems.
Comparison of the second and third data sets provides important insights into the distribution of emotion response triggers
in video. Recall that the second data set contained manually selected segments of movies that were chosen to create a even
distribution in the response patterns that they evoked in viewers. The third data set, on the other hand, did not consist of
pre-selected video, rather contains an entire series, i.e., a set of videos as they would occur “in the wild”. Both the second
and the third data set contains emotion words that participants selected from a set list (i.e., forced-choice reporting of emotion
words). Table III shows that the inner-annotator agreement is higher for the manually selected video that for “in the wild”
video. This difference reflects the fact that “in the wild” video might not be produced with the intention of evoking strong
emotions or that the distribution of the emotion evoked by the video might not be evenly distributed across the categories (cf.
the unevenness encountered by [23] that is discussed in Section II-A). In this case of the third data set, the video content is
a collection of travelogues, which have a documentary as well as an adventure component to them. They can be expected
to evoke emotions, but rather less frequently and also from a more limited set (e.g., “happiness” and “surprise” could be
anticipated to be more frequent than “fear”; an emotion such as “anger” might never be triggered.) In sum, comparison of
the second and third data sets confirm the importance of understanding the way in which the data collection used for corpus
development matches the target data collection to which affective video indexing techniques developed using the data set will
ultimately be applied.
We close this section with some final observations concerning emotion representations. Collecting emotional response in
terms of free-choice emotional words gives the maximum freedom to participants to express their emotions. However, people
are sometimes unable to come up with a good set of words and the analysis of such feedback is cumbersome for researchers.
Forced-choice keyword based feedback is a good alternative in these situations. A narrow and well-designed set of choices
can increase the consistency of participant responses. Note, however, that a fixed set of choices can only be used in situations
in which it has already been established which emotions can be triggered. Further, it is necessary to give careful consideration
to how the emotional categories will ultimately be used in an application. It is not useful to collect a large number of fine
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resolution emotion labels from participants, if the application for which they are needed will only make use of several high
level categories. Since a limiting factor in gathering emotional response feedback is the amount of time that participants are
able to spend providing responses (cf. Section V), it may be more appropriate to ask participants to make a relatively “easy”
choice between a small number of categories, and collect annotations for a larger number of videos, rather than to gather very
fine-grained labels.
VII. CONCLUSION AND OUTLOOK
This paper has addressed the development of corpora for research and evaluation in the area of affective video indexing
algorithms and systems. We have proposed a set of guidelines that are intended to provide the research community with support
in overcoming the deficiencies of the existing corpora for affective video indexing. Our investigation focused not only on the
sources of the size- and scope-related limitations of the existing evaluation corpora, namely the difficulty of reliably collecting
affective responses from test users and the need to reduce the variability in the noisy and subjective affective responses, but
also on how other critical requirements related to the corpora development can be fulfilled.
Our findings indicate that there are three key dimensions that need to be considered when developing corpora for affective
video indexing research. The first dimension is context of viewer response. In particular, circadian rhythm and the mood of
experiment participants have been shown to have significant effect on self-reported emotions. The second dimension is the
personal differences. Significant differences have been observed between different participants’ affective responses to the same
content. The personal dimension emphasizes the importance of personalization and profiling strategies. Finally, efficiency and
effectiveness are important factors to be taken into account. New methods for collecting annotations such as Web-based and
crowdsourcing platforms offer improved opportunities to collect annotations in greater volumes and from wider diversity of
users and a broader spectrum of contexts.
These three dimensions form the basis for our proposed set of guidelines for affective indexing corpora. Three corpora are
introduced which are developed with techniques that progressively approach an ideal corpus as defined by these guidelines.
Forced-choice and simple emotional reporting methods have been employed in developing the corpora to decrease the effort of
the participants and increase the efficiency of annotation collection and the ability of the annotations to reflect consistency and
stability in self-reported affective responses. Larger populations of experimental participants can be reached with Web-based
and crowdsourcing platforms, increasing both the diversity of the annotations collected and the ability of the corpus to reflect
contextual and personal variation.
This paper has argued that high-quality corpora will help to push forward the state of the art in affective video indexing. In
order to realize this predicted potential of affective video corpora, the next step is necessarily the development of additional
corpora. If a multitude of corpora can be made available to the research community suitable to support research along the
entire spectrum of possible affective video indexing applications, then researchers will have the necessary resources at their
disposal to push affective video indexing into the next generation.
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