Consider an n × n × n cube Q consisting of n 3 unit cubes. A tripod of order n is obtained by taking the 3n − 2 unit cubes along three mutually adjacent edges of Q. The unit cube corresponding to the vertex of Q where the edges meet is called the center cube of the tripod. The function f (n) is defined as the largest number of integral translates of such a tripod that have disjoint interiors and whose center cubes coincide with unit cubes of Q. The value of f (n) has earlier been determined for n ≤ 9.
Introduction
Solomon Golomb [2] gave a general definition of coding distance functions for various types of error-correcting codes, unifying various distance functions including those introduced by Hamming, Lee, Shannon, and Stein. (Note that not all of these functions are metrics.) The problem of maximizing the rate of a code for a given distance function and error-correcting capability can be phrased as that of finding a maximum packing, where a packing is a set of error spheres with disjoint interiors.
One type of error spheres defined by Golomb was introduced even earlier by Stein [9] and is known as a Stein corner (or semicross). In his seminal paper [9] , Stein studied packings of such spheres in an algebra framework. These packings can be studied in Euclidean spaces or in (finite) parts thereof. In the finite case, which is considered here, the spheres and their variants are related to error models for systems with asymmetric limited-magnitude errors [1] , which are relevant, for example, for certain flash memories [5] . Lattice packings in Euclidean spaces using Stein corners are currently well understood [11] , but arbitrary packings achieve decisively higher densities [3, 10] .
In the 3-dimensional case, the smallest nontrivial case, a Stein corner is known as a tripod. Specifically, consider an n × n × n cube Q consisting of n 3 unit cubes. A tripod of order n is obtained by taking the 3n − 2 unit cubes along three mutually adjacent edges of Q. The unit cube corresponding to the vertex of Q where the edges meet is called the center cube of the tripod. In the study of maximum packings, we define f (n) as the largest number of integral translates of such a tripod that have disjoint interiors and whose center cubes coincide with unit cubes of Q. A tripod of order 4 is depicted in Figure 1 . The value of f (n) has earlier been determined for n ≤ 9 in work by Joy (1 ≤ n ≤ 5), Tiskin (n = 6), and Szabó (7 ≤ n ≤ 9); see [11] , [13] , and [12] , respectively. Asymptotically, we have a lower bound on f (n) of Ω(n 1.534 ) and an upper bound of O(n 2 /(log n) 1/15 ) [13] .
Computational techniques have played a central role in earlier work. This work is here continued, and it is among other things shown that f (10) = 32 and f (11) = 38. Moreover, by prescribing symmetries, constructive lower bounds on f (n) are obtained for n ≤ 26. The old and new results-lower bounds and exact values for f (n)-are summarized in Table 1 . In particular, the results for tripod packings with symmetries disprove a conjecture [13] that f (n) is always attained by a packing with a symmetry of order 3 that rotates Q around the axis through two opposite vertices.
The paper is organized as follows. In Section 2, various frameworks in which the current problem can be considered are discussed. A computational approach for determining f (n) is considered in Section 3, with the cases of even and odd n handled separately. The approach of prescribing symmetries of tripod packings is finally treated in Section 4.
Three Frameworks
To specify a translate of a tripod, it suffices to know the position of its center cube. Hence, a set of integral translates of a tripod with the center cubes within the big cube Q can be described through a set of codewords in Z n ×Z n ×Z n , where Z n = {0, 1, . . . , n−1}. It is not difficult to check that the set of tripods is a packing if and only if each pair of codewords satisfies the following conditions: (1) The codewords differ in at least two coordinates, and (2) If the codewords differ in exactly two coordinates, then one of the codewords must have a greater value in both of those coordinates. A code corresponding to a maximum packing is called optimal. Example 1. The following code shows that f (7) ≥ 19: {000; 012,201,120; 034,403,340; 135,513,351; 222; 236,623,362; 444; 456,645,564; 666} (the partitioning of the codewords is for later purposes). By Table 1 , this code is in fact optimal.
An alternative way of presenting such a code is through an n × n monotonic matrix. A monotonic matrix is a matrix with cells that are either empty or have one value from Z n , such that the following conditions are satisfied: (iii) For two nonempty cells with the same value, the one below is also further on the right.
(Some authors display monotonic matrices in an alternative, equivalent way, where the values in a column are increasing from bottom to top; then also (iii) must be modified accordingly.) A monotonic matrix can be obtained directly from a code: for a codeword (a 1 , a 2 , a 3 ), the value a 3 is given to the cell in row a 1 and column a 2 (numbering starts from 0 and goes from top to bottom and from left to right). Figure 2 depicts the 7 × 7 monotonic matrix obtained in this manner from the code in Example 1.
The described code and matrix frameworks both provide the same information about a tripod packing. We shall now look at a third framework, which is particularly useful when searching for a maximum packing. In such a search, it is essential to know whether two tripods have disjoint interiors or not. Then we may form a graph G with n 3 vertices, one for each possible tripod, and with an edge between two tripods that have a disjoint interiors. Labeling the vertices with the corresponding codewords, there is an edge exactly when the conditions (1) and (2) for codes are satisfied.
Let V (G) and E(G) denote the sets of vertices and edges of the graph G,
There is now a bijection between the cliques in G and the sets of tripods with mutually disjoint interiors, so f (n) equals the size of a largest clique in G, a maximum clique. In this paper, we will study f (n) using computational techniques, utilizing the clique searching software Cliquer [6] , which is based on [7] .
To determine f (n) we can do better than applying clique search directly to the graph G defined above, and this is the topic of the next section. The approaches still consist of subtasks where all cliques or cliques of certain sizes are to be found in some precisely defined induced subgraph of G. Indeed, whenever a subtask consists of finding (typically all) tripod packings-or extensions of tripod packings-in a specific set, clique search is implicitly assumed. Specifically, when searching for extensions of a tripod packing
Cliquer is a flexible piece of software that can handle the variants of clique search occurring here. In particular, the possibility of processing each clique further within a C program that calls Cliquer is very useful. See the user's guide [6] for details.
Determining f (n)
We use the following general approach to determine f (n) for some given n. We consider the best known lower bound on f (n), say f (n) ≥ s−1, and carry out an exhaustive search for a tripod packing of size s. If there is no such packing, then we are done; otherwise the search is repeated for size s + 1, and so on. Symmetries of tripod packings are discussed in the next section, whereafter the search algorithm is presented, and finally the results of the current work are listed.
Symmetries of Tripod Packings
Symmetries can be utilized in several ways in the study of tripod packings. First, symmetries of the ambient space speed up the search when determining f (n) computationally. Second, symmetries can be prescribed for tripod packings when n is so large that it is not feasible to determine f (n) exactly; such packings still give constructive lower bounds on f (n).
The big cube Q has a symmetry group of order 48, but only 6 of those symmetries respect the way the tripods are directed. When viewing tripod packings as sets of codewords, these 6 symmetries are exactly the 3! permutations of the coordinates. However, when formulating the search problem in the framework of graphs and cliques, we may consider a symmetry group of size 12 rather than 6. Namely, the mapping of codewords
gives an automorphism of the graph G.
.) The group of order 12, which we call H in the sequel, can be generated by
Denoting (f • g) = f g and letting be the identity element, the set of elements of the group H is { , r, r 2 , o, or, or 2 , p, pr, pr 2 , op, opr, opr 2 }.
Note that o commutes with every group element, so the group is isomorphic to the direct product of the group of order 2 and the symmetric group of degree 3 and order 6. The group has the following subgroups, partitioned into conjugacy classes: 
General Approach
Before going into the details of the search algorithm, let us briefly elaborate on the role of symmetries in such a search. The order of the group H, 12, is very small compared with orders of groups involved for many other types of construction problems in discrete mathematics [4] , but the symmetries are still useful. The way this group is utilized here is one of the main differences between the current work and earlier studies. The approach to be described can directly be generalized to k-dimensional Stein corners; the order of the group, 2k!, then grows rapidly with growing k.
The main idea behind utilizing symmetries is the following. Assume a group action where elements of the symmetry group act on tripods and sets of tripods in the obvious way. We say that two sets of tripods, S and T are isomorphic if gS = T for some group element g (formally, S and T are in the same orbit under the action of the given group). If S and T are isomorphic, then g(S ∪ S ) = gS ∪ gS = T ∪ gS , and every extension of S is mapped by g to an extension of T . Hence, in a situation like this it suffices to consider extensions of one of S and T ; the process of deleting isomorphic copies is termed isomorph rejection. We further call a group element g for which gS = S an automorphism of S; the set of all automorphisms of S is called the automorphism group of S. A subgroup of the automorphism group is called a group of automorphisms.
One further idea is introduced in the current work. Actually, the idea is new only for this particular problem since it has frequently been used for other types of codes and combinatorial structures; see, for example, [4, Sect. 7.1.1]. Let Q = P ∪ R be a partition of the ambient space such that P = gR for some element g ∈ H. Now we may without loss of generality assume that |S ∩ P | ≥ |S ∩ R| for the tripod packing S that we construct, since |S ∩ P | ≤ |S ∩ R| implies that |gS ∩ P | ≥ |gS ∩ R|.
We need consider the cases of even and odd n separately, since the latter case requires a modification of the general idea. In the sequel, we always assume that (0, 0, 0) and (n − 1, n − 1, n − 1) are in a packing; see [13, p. 1974 ] and [12, Lemma 2.1]. As these two words form an orbit under the action of H, they do not affect (techniques based on) the symmetries of the problem. 
Even n
For even n, we let
and when aiming at a tripod packing in Q of size s, an intermediate goal of the search is to find, up to symmetry, the tripod packings in P with size greater than or equal to s/2.
The subgroup of H that stabilizes P contains only the permutations of the coordinates (in the coding framework), r, p , and with a group of order 6 it is not necessary to use any advanced techniques for isomorph rejection [4] . Isomorph rejection amongst tripod packings in P is conveniently carried out by defining a canonical form and accepting only packings that are in such a form. There are several ways of defining canonical forms; in the current work, two different approaches were used, one of which is the following.
Let us first recall the definition of the lexicographic order of k-tuples: for A = (a 1 , a 2 , . . . , a k ) and
For our tailored approach of constructing packings, to be considered next, we need a different order: For two codewords A and B with coordinate values in Z n , A < B exactly when
A is lexicographically smaller than B (here k = 3). The order of codewords in turn induces an order on sets of codewords: In each set, sort the codewords in increasing order and use lexicographic order for final comparison. We now define the canonical form of a tripod packing as the packing in its orbit that is smallest with the defined order.
Since we want to start carrying out isomorph rejection as early as possible, we go to packings in P via an intermediate step. For the current problem, such an intermediate step has a minor impact on the performance, but it is very useful for parallelization purposes. Specifically, we first find all tripod packings in
for some given value of t, accepting those that are in canonical form under the action of r, p . The accepted packings in L are then extended to packings in P before carrying out a final isomorph rejection (under the action of r, p ). The canonical form defined above respects approaches where packings are produced in such stepwise ways. Note that when carrying out isomorph rejection for a packing C ⊂ P , it suffices to consider group elements that are in the automorphism group of C ∩ L. Consequently, if that group is trivial, then packings obtained can be accepted directly. The entire search is completed by determining whether the accepted tripod packings in P can be extended to packings of size s by adding tripods from R.
Odd n
With odd n, |Q| = n 3 is odd, so for any partition Q = P ∪ R, we have that |P | = |R| and therefore P = gR for all g ∈ H. Generalizations to partitions of Q with more than two sets can be considered, but we have not found any natural such partitions either. Hence, we suggest a modification of the suggested approach for even n and let
Now P = oR and M = oM . The first step of the approach is to find all tripod packings in M , removing isomorphs under the action of r, p . These act as starting points for the rest of the search, which considers words in P directly without going via L. If a packing in M has size s , then one only considers extensions in P that have size at least (s − s )/2. The canonical form requires a slight redefinition as M has now overtaken the role of L in the approach for even n. The final stage of completing the search is similar to that for even n.
Results
The described algorithms were implemented and computations were carried out on a compute cluster with 256 cores with 2.4-GHz Intel Xeon E5-2665 processors and 192 cores with 2.5-GHz Intel Xeon E5-2680v3 processors. A number of measures were taken to validate the results to be presented. Two different implementations of the algorithm were executed, and tables of intermediate data were produced. The tabulated results are useful for any later implementations and verifications. Double counting [4, Sect. 10.2] was used whenever possible-for example, for validating the number of packings in L and M -and the programs were tested on smaller instances.
Case n = 10
For n = 10-the smallest open case-the described approach makes an exhaustive search feasible. Earlier it was known that f (10) ≥ 32, so we search for tripod packings of size s = 33. This is done by first finding, up to symmetry, all tripod packings of size at least 33/2 = 17 in P , the set of words (x, y, z) with x + y + z ≤ 13. We let L = {(x, y, z) : 0 ≤ x + y + z ≤ 7}, and choose the condition x + y + z ≤ 7 as the number of packings obtained after isomorph rejection, 56100, is suitable for distributing the computer search in the next step.
In L, there are 336133 tripod packings in total and 56100 packings up to symmetry. These tripod packings have between 1 and 9 tripods, and the number of packings of size 1 to 9 are 1, 23, 503, 5151, 19303, 23066, 7550, 499, and 4, respectively. The number of packings with an automorphism group of order 1, 2, 3, and 6 are 55959, 101, 36, and 4, respectively. The orbit-stabilizer theorem validates this part of the search, as 6 · 55959 + 3 · 101 + 2 · 36 + 4 = 336133.
Data for the packings in P are displayed in Table 2 . Specifically, each tripod C obtained in P , up to symmetry, adds 1 to the entry in row |C ∩ L| and column |C|. Finally, data for the packings found in Q are shown in Table 3 , such that for each tripod C accepted in P , a 1 is added to the entry in row |C| and the column with the size of the largest extension of C using tripods from R.
No packings were found of size 33 or greater, so f (10) < 33 and thereby f (10) = 32.
The computations took about 100 days of core time. For n = 11 it was earlier known that f (11) ≥ 37, but this bound is improved in Section 4 to f (11) ≥ 38 so we shall here search for tripod packings of size s = 39. We first find, up to symmetry under the action of r, p , all tripod packings in M , the set of words (x, y, z) with x + y + z = 15. The number of such packings is 14639628 in total and 2440038 up to symmetry. Up to symmetry, the number of packings of size 0 to 11 are 1, 18, 515, 8231, 68920, 306847, 712894, 821580, 428684, 87260, 4664, and 424, respectively. The number of packings with an automorphism group of order 1, 2, 3, and 6 are 2439881, 30, 125, and 2, respectively, and the orbit-stabilizer theorem validates this part of the search: 6 · 2439881 + 3 · 30 + 2 · 125 + 2 = 14639628. The accepted tripod packings in M are now starting points for the rest of the search, which is carried out as described in Section 3.2.2. The hardest instances are those with the fewest tripods in M , and for parallelization purposes it makes sense to construct the packings in P via packings in L, defined by (1), at least for packings with 0 and 1 tripods in M .
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Data for the packings found in Q are displayed in Table 4 , such that for each tripod packing C accepted in P ∪ M , a 1 is added to the entry in row (|C ∩ M |, |C ∩ P |) and the column given by the size of the largest extension of C with tripods from R. Rows with only 0 entries are not included in the table (this happens for all cases with 8 ≤ |C ∩ M | ≤ 11).
No tripod packing was found of size 39 or greater, so f (11) < 39 and thereby f (11) = 38. There is nothing contradictory about the fact that not even a tripod packing of size 38 was found: later an optimal packing of size 38 will be presented which has |C ∩ M | = 4 and |C ∩ P | = |C ∩ R| = 17; the case (4, 17) is not considered in Table 4 as (s − s )/2 = (39 − 4)/2 > 17.
These computations took roughly 10 years of core time. 
Lower Bounds via Prescribed Symmetries
If we search for a lower bound on f (n) rather than the exact value, we may impose constraints on the tripod packings to reduce the search space. One option is to prescribe symmetries, that is, automorphisms, of the packings. Essentially, we are then searching for a set of orbits of codewords under the action of the prescribed automorphisms rather than a set of individual codewords. The codewords in Example 1 are partitioned into orbits under the action of r .
General Approach
For the groups of automorphisms, we may restrict our consideration to one representative from each conjugacy class. The following result, stated without proof in [13, p. 1975] , can be used to remove three of the classes from consideration.
Lemma 4.1. For n ≥ 3, a code attaining f (n) cannot have an automorphism that is a conjugate of p.
Proof. If there is a code that has an automorphism that is a conjugate of p, then there is a code C of the same size that has p as an automorphism. So if (x, y, z) ∈ C, then (y, x, z) ∈ C. If x = y, then the code does not satisfy (2) in the definition of a packing, so x = y and all codewords are of the form (x, x, z). Moreover, by (1) in the definition of a packing, if (x, x, z)
and (x, x, z ) are codewords, then z = z . Consequently the packing can have at most n codewords, but we know that f (n) > n when n ≥ 3-see [13] for lower bounds on f (n)-so the code cannot attain f (n).
By Lemma 4.1, we may ignore the groups (d), (g), and (i). This leaves the nontrivial groups (b), (c), (e), (f), and (h). The subgroup lattice containing these groups is presented in Figure 3 . It is good to keep this lattice in mind: if H 1 < H 2 and H 1 is prescribed, then the largest tripod packing is at least as large as the largest packing when H 2 is prescribed. For the subgroups r , o , r, o and r, op the normalizer is the whole group H, and for op we have N H ( op ) = { , o, p, op}. In particular, the element o is in the normalizer of r , so when prescribing the group (b), the approach of dividing Q into two parts, P and R, as discussed in Section 3.2 is applicable also here.
In the basic case, when Q is not divided into two parts, we arrive at instances of the maximum weight clique problem, where the graph is obtained in the following way. Consider the action of the prescribed group; this action gives orbits of codewords. There is a vertex for each such orbit whose codewords satisfy the distance conditions (1) and (2) pairwise. The weight of a vertex is the length of the corresponding orbit. There is further an edge between two vertices when the conditions (1) are (2) are satisfied for all pairs (c, d) of codewords, where c is taken from one of the orbits and d from the other. Instances of the maximum weight clique problem can also be handled by Cliquer. Table 5 shows the size of the largest tripod packings for each of the five groups considered. These packings imply lower bounds on f (n). The bounds f (11) ≥ 38 and f (16) ≥ 68 are new, improving on the previous bounds f (11) ≥ 37 and f (16) ≥ 65 from [13] . Now, the exact values for all entries in [13, Table 1 ] are known. See also Table 1 , where we further extend the range of bounds considered in earlier studies by including the cases 17 ≤ n ≤ 26. The new packings for n = 11 and n = 16 are displayed as monotonic matrices in Figures 4 and 5 , respectively. These two packings as well as packings corresponding to all other entries in Table 5 can be obtained electronically from [8] .
Results
The following conjecture is stated in [13] .
Conjecture 4.1 (3-symmetry). For every n, there exists a tripod packing attaining f (n) with r as a group of automorphisms.
The results for n = 11 disprove Conjecture 4.1: the largest packing for r has size 37, whereas the largest packing for op has size 38. We refrain from making any further conjectures regarding automorphisms of optimal tripod packings. Extremal combinatorial structures tend to have nontrivial symmetries, but here the situation is somewhat atypical as the order of the group H is only 12. 
