ABSTRACT. It is shown that a system of congruences with c = c (k,r,e), provided that e > 0 and that s > Si(k,r,e).
1. Introduction. Our goal is the proof of the assertion enunciated in the Abstract:
THEOREM. Given natural k, r and given e > 0, there is a number s\ = S\ (k, r, e) such that a system of congruences Here \x\ : = max(|jci|,.. . , \x s \) 9 and the constant in < depends only on k, r, e.
The Theorem clearly remains true with the forms $,-replaced by polynomials with constant term zero. Another seemingly more general formulation is that when $ i,. .., $ r are any polynomials of degree ^ k and if JC 0 is a solution of ( 1.1 ), then there is another solution x with | JC -JC 0 | < m (1/2)+t .
The case when m is a prime had been established in [9] , but considerable extra complications arise for general m. On the other hand when all our forms are of degree > 1, we may restrict ourselves to m square free. For when m = m,ra 2 with m 2 square free, set x -m x y where y is a small solution of the congruences modulo m 2 . Then |jr| = m x \y\ < m\m ( , which shows that the 1/2 in the exponent in (1.2) is best possible. It remains open whether the e could be removed. On the other hand when all the forms are of odd degree, the estimate (1.2) could be replaced by 0 < |JC| < ra € , as had been shown by the author in [8] . Thus the interesting case is when the forms are of even degree. Schinzel, Schlickewei and Schmidt [7] had shown the theorem for a single quadratic form, and R. C. Baker [1] for a system of quadratic forms. Very recently R. C. Baker [2] has shown that fairly strong assertions about small solutions of congruences can be derived from work of Deligne if the forms in question are nonsingular. Much of the difficulty in the general case arises from forms which are "degenerate" in some sense. Our proof will depend on estimates for exponential sums recently derived by the author [9] .
The number S\ = S\(k, r, e) could in principle be estimated by the present method, but any bound so derived would be extremely large. Our Theorem thus belongs to a group of "many variable results" which include the work of R. Brauer [5] on the solubility of homogeneous equations in p-adic fields and the work of B. Birch [4] on the solubility of odd degree homogeneous equations in the rational field. In all these cases, good estimates for the required number of variables would be of considerable interest.
2.
A conjecture on fractional parts. Denote by ||a|| the distance from a real number a to the nearest integer. The case r -1 of the Conjecture implies the case r = 1 of our Theorem, as we now proceed to show. For let $(JC) be a form of degree k with integer coefficients, and put @(JC) = m~x $(x). Set N = ara (1/2)+ \ with a constant a to be specified in a moment, and apply the Conjecture to ©: there is an integer point JC with 0 < |JC| ^ am (1/2) On the other hand, a much stronger result than (2.1) is true when all the forms are of odd degree, as was shown in [9] : In this case (2.1) may be replaced by || JV/(JC)|| < N~E (i = 1,. . . , r), for any given £, provided that s > s 3 (k, r,E). The Conjecture is known only for k = 1 (which is an immediate consequence of a theorem of Dirichlet) and for k = 2. It had been shown for a single quadratic form by Schinzel, Schlickewei and Schmidt [7] , then for a system of quadratic forms by Baker and Harman [3] . PROOF. We will assume that n has no factorization as indicated, and we will derive 5. Proof of the proposition. We now return to the situation described at the end of §3. LEMMA 
It may not happen that Let T be given by (5.1) and put .5), and the contribution (3.7) from A = 1, we obtain
Thus (3.4) is certainly true when /?,, and hence P, is large. Incidentally, when m is arbitrary, i.e., possibly with small prime divisors or not square free, one should aim not for (3.2), but for
where v(m) is the number of solutions x (mod m) of (3.1). But this is not needed for our present purpose.
6. An inductive argument. Throughout this and the next section, 8 > 0 will be fixed. With a given r = (r k ,. . . , r,) we will associate a set of vectors a, as follows. Given r d put
The symbol u In proving the Theorem we will initially suppose m to be square free. Given $ = ($ ( *\ . . . , 3 (1) ) where $ {d) consists of r d > 0 forms of degree J, and given divisors m (d) of m (1 < / < r rf with 1 < J < k and r rf > 0) it will suffice to show that the system
has a solution JC satisfying (1.2), with the constant in <^ depending only on r, e where r -(r k ,.. ., r\), provided that the number s of variables exceeds some s\ = s, (r, e). Given ô > 0 and given (r, w), we now formulate the following . But then x = z\ y\ + ... + z^y^ solves all the congruences (6.3), and 0 < |*| < | y | |z| <^ m (1/2)+8+211 = m (1/2)+e . The way we derived it, the constant in <$ here may depend on s, but it is clear a priori that the correct constant in the assertion (1.2) cannot increase with s.
It therefore will be enough to prove the Assertion for (r, u) of the type (6.5), assuming its truth for each (r\ u')< (r, u). So let (r^{ k \ . . ., $ (2) ) be given, let m be square free and let m\ d) be divisors of m with (6.4). . The least common multiple m* of the numbers m* {d) is square free and its prime factors exceed P\. Thus by the Proposition, (7.5) has a solution y i= 0 with |y\ < m *o/2)+(ô/2) ^ /n (l/2) + (8/2) > We nQW set x = gb {2) b 0) ... ^U ) j.
