Abstract-Wyner-Ziv video coding is a new video compression paradigm based on distributed source coding theory of SlepianWolf and Wyner-Ziv. Wyner-Ziv coding enables lightencoder/heavy-decoder structure by shifting complex modules including motion estimation and compensation task to the decoder. Instead of performing the complicated motion estimation process in the encoder, the Wyner-Ziv decoder performs the motion estimation for the generation of side information in order to make the predicted signal of the WynerZiv frame. The efficiency of side information generation deeply affects the overall coding performance, since the bit-rates of the Wyner-Ziv coding is directly dependent on side information. In this paper, an improved side information generation method using field coding is proposed. In the proposed method, top fields are coded with the existing SI generation method and bottom fields are coded with new SI generation method using the information of the top fields. Simulation results show that the proposed method improves the quality of the side information and rate-distortion performance compared to the conventional method. (Abstract)
INTRODUCTION
Current video coding solutions, such as MPEG or ITU-T H.26x standards, perform well for the applications including broadcasting and streaming services, wherein a video is encoded once and decoded several times [1] . In this coding framework, the encoder architecture is based on the combination of motion estimation tools with DCT transform, quantization and entropy coding in order to exploit the temporal, spatial and statistical redundancy in a video sequence. In this framework, the encoder has a higher computational complexity than the decoder, typically 5 to 10 times more complex [2] .
However, this architecture is being challenged by several emerging applications such as wireless video surveillance, multimedia sensor networks, wireless PC cameras and mobile camera phones. These applications have different requirements from those targeted by traditional video delivery systems. For example, in wireless video surveillance systems, low cost encoders are required since there are a huge number of encoders and only one or few decoders [3] . With this reason, distributed video coding (DVC) which allows very low complex encoding, is well-suited for these applications.
In Wyner-Ziv video codec, some frames of the video sequence are intra-coded (called Key frames), while the others (called Wyner-Ziv frames, or WZ frames) are coded using the WZ encoding and decoding scheme. At the decoder, intra frames are interpolated to generate an estimation of the WZ frames, which is then combined with the information sent by the encoder to reconstruct the WZ frames. From the decoder view point, the information sent by the encoder is known as main signal, and the estimation generated at the decoder is known as side information (SI). The SI has a significant influence on the RD performance of WZ codec. Indeed, more accurate SI implies that fewer bits are requested from the decoder, so that the bitrate is reduced for the same quality.
Several researches have been made to improve the performance of the SI generation. These methods can be classified into two main groups of the TMI (trajectory-based motion interpolation) and the HME (hash-based motion estimation) approaches. The TMI methods [2, 3] generate SI by compensating with the motion between the previous and the next key frames. The HME methods [4, 5] use additional bits sent by the WZ encoder in the generation of SI. However, TMI methods are based on the conventional methods such as the frame rate up-conversion [6] . Therefore, the quality of SI generated from the TMI methods is limited to the performance of existing researches. The HME methods increase the complexity of the WZ encoder because of the additional hash bits.
This paper proposes an improved SI generation scheme in order to avoid the abovementioned problems. The proposed SI generation approach utilizes the WZ coding architecture. WZ frames are divided into the top and bottom fields as the field coding of conventional video codec. The top field is reconstructed by TMI method [2] and the bottom field is reconstructed using the information of the already decoded top field. Experimental results show that the proposed method outperforms the scheme using only TMI method.
The paper is organized as follows. Section 2 presents the implemented reference WZ codec. In Section 3, the proposed SI generation method is presented. The simulation results are presented in section 4. Finally, section 5 concludes the paper. 
II. REFERENCE WZ CODEC ARCHITECTURE
We need to implement the reference WZ codec because the WZ coding scheme is not standardized yet and open reference software such as JM for the H.264/AVC standard is not available. This section describes our implemented reference WZ codec for the performance analysis of proposed SI generation method. The reference WZ codec is illustrated in Figure 1 .
A. Quantazation
Each DCT band is quantized separately using a predefined number b M 2 of levels, depending on the target quality for the WZ frame. The DC coefficients band is quantized using a uniform scalar quantizer. This means that the range for the qth quantization interval is
, where
is the DC quantization step size, and 1 M is the number of bits reserved for each quantized value of the first DC band. The AC coefficients bands are quantized using the uniform scalar quantizer with a symmetric quantization interval around zero. The dynamic data range is calculated separately for each AC band. The quantization step size is
, and the quantization intervals are defined as follows:
The quantization indices q of each DCT band b are then organized in b M bit planes and fed to the channel encoder.
B. LDPCA channel encoder
The channel encoder uses the rate-compatible LDPC Accumulate (LDPCA) codes [7] . An LDPCA encoder consists of an LDPC syndrome-former concatenated with an accumulator. For each bit plane, syndrome bits are created using the LDPC code and accumulated modulo 2 to produce the accumulated syndrome. The Wyner-Ziv encoder stores these accumulated syndromes in a buffer and initially transmits only a few of them in chunks. These initial chunks correspond to the minimal theoretical rate [8] . If the WynerZiv decoder fails, more accumulated syndromes are requested from the encoder buffer using a feedback channel.
C. Side information generation
The SI generation method of [2] is used for SI of the reference WZ codec. First, forward motion estimation between previous key frame and next key frame is performed. Then, bidirectional motion estimation is performed in order to find symmetric motion vectors from the current WZ frame to key frames. Spatial motion smoothing based on a weighted vector median filter is applied afterwards to the obtained motion field to remove outliers. Finally, motion compensation is performed between two key frames along the obtained motion field. The block size for forward motion estimation is 16x16 and subsequent stages use a smaller block size (8x8) and the halfpixel motion search [9] to achieve higher precision.
D. Laplacian parameter and soft input
The reference WZ codec uses a Laplacian distribution to model the correlation noise, i.e. the error distribution between corresponding DCT bands of SI and WZ frames. The Laplacian distribution parameter is estimated online at the decoder and takes into consideration the temporal and spatial variability of the correlation noise statistics. Laplacian distribution model based on [9] estimate the Laplacian distribution parameter at the DCT band level (one per DCT band). The estimation approach uses the residual frame, i.e. the difference between two key frames (along the motion vectors), as a confidence measure of the frame interpolation operation, and also a rough estimate of the side information quality. The Laplacian distribution model is then used to convert the side information DCT coefficients into soft-input information to the LDPC decoder. The conditional probability P(WZ|SI) obtained for each DCT coefficient is converted into conditional bit probabilities by considering the previously decoded bit planes and the value of the side information.
E. LDPCA channel decoder
Given the soft-input information calculated using the virtual channel model, the channel decoder corrects the bit errors in the side information using a belief propagation procedure on the initial number of accumulated syndromes corresponding to minimal theoretical rate, received from the encoder buffer. To establish if decoding is successful the convergence is tested by computing the syndrome check error.
F. Reconstruction and Inverse transform
The decoded value is reconstructed in a mean squared erroroptimal way as the expectation of original source given the decoded quantization index q and the side information value y. The calculation of this expectation value is performed using closed-form expressions derived in [10] for a Laplacian correlation model. After that, the inverse 4x4 DCT transform is applied, and the whole WZ frame is restored in the pixel domain. Figure 2 and Figure 3show the architecture of the proposed SI generation method. SI of the top field is generated using the method in [2] . In SI generation for the bottom field, the decoded top field and the MV for the top field are used in order to obtain more accurate MV. In the SI generation process for the bottom field, the top field signal can be available since it is already reconstructed. Therefore, the bidirectional motion vectors for the bottom field are computed by matching the decoded top field signal with the key frames. This is the main reason why the field-based approach can improve the performance of the SI generation. Additionally, the motion vector obtained for the co-located block in the top field can serve as a candidate motion vector for the block in the bottom field. The final motion vector is decided by comparing the motion compensated error measured using the top field signal. 
III. PROPOSED SI GENERATION METHOD

A. Bi-directional MV search for bottom field
Forward and backward MVs are obtained between the two key frames and the decoded top field. 
where c MV represents the candidate vector for the block to be interpolated.
B. Optimal motion vector decision
Erroneous MV may result in serious block artifacts if they are directly used in frame interpolation. In this stage, the optimal MV is decided by comparing the MV obtained at previous stage with the MV obtained in SI generation for the top field. The cost of each MV is defined as 
C. Compensation mode selection
The motion compensation of [2] is limited to motioncompensated average of the previous and the next key frames. Based on the decoded top field, the most similar block to the current block could be selected from 3 mode: the previous frame, the next frame, the bi-directional motion-compensated average of the previous and the next frame. Among these modes, the one with the minimum matching error is selected. Based on the selected mode, compensation is applied to SI generation for the bottom field.
IV. SIMULATION RESULTS
The reference WZ codec of section 2 is used in our experiments and only luminance data is coded. In the experiment, 100 frames of "Foreman" and "Coastguard" sequences in QCIF format are used. Eight RD points are computed per sequence. The results are compared to the SI generation method in [2] . Figure 4 and Figure 5 show the generated SI and decoded frames. SI generated by the conventional method reveals severe blocking artifacts. On the contrary, the SI generated by the proposed method is much better. The improvement in the SI also results in a better quality in the decoded WZ frame. The reconstructed frame of the proposed method shows superior visual quality over the conventional method. The RD performance (only WZ frames) of the proposed method is shown in Figure 6 and Figure 7 , respectively. RD performance improvements over the conventional method are observed for all sequences. This paper proposed an improved side information generation method using field coding. In the proposed method, top fields are coded with the existing side information generation method and bottom fields are coded with new side information using already decoded information of top fields. For SI of the bottom field, firstly, forward MV and backward MV are obtained between the two key frames and the reconstructed top field. Then, the weighted vector median filter is used for the spatial motion smoothing. Secondly, optimal MV is decided by comparing the MV obtained at previous stage with the MV obtained in SI generation for the top field. Finally, the compensation mode for the most similar block to the current block is selected. Simulation results show that the proposed method improves the quality of the side information and rate distortion performance compared to the conventional side information generation method.
