Background and Objective: Heterogeneous complex networks are large graphs consisting of different types of nodes and edges. The process of mining and knowledge extraction from these networks is so complicated. Moreover, the scale of these networks is steadily increasing. Thus, scalable methods are required.
various datasets with different sizes and compared with the non-distributed versions of the algorithms.
The first output of the proposed algorithms is interactions matrices of drug-disease, drug-target, and disease-target. The second output includes new similarity matrices for drugs, disease, and targets. The final output is sorted lists of candidates for drug repositioning. Unlike the existing methods, the algorithms proposed in the paper can identify new drugs interactions (drugs without the corresponding target) as well as new targets (targets without the relevant drug). In this paper, some experiments have been designed to show this ability. Moreover, there is no need for negative training sampling in such algorithms.
The experiments have been designed based on 10-fold cross-validation to evaluate the accuracy of the proposed algorithms. The analysis is carried out according to widely-used performance metrics of AUC, AUPR, and best accuracy.
The rest of this paper is organized as follows: In Section 2, we review the related work. The complete description of our proposed methods is introduced in Section 3. The time complexity of the algorithms is investigated in Section 4. In Section 5, the regularization framework and proof of the convergence of the algorithms are presented. The performance evaluation of the algorithms is provided in Section 6, and Section 7 gives a summary of the research.
Background
Research on heterogeneous networks has significantly expanded over the past years. The existing methods for extracting knowledge from the networks could be categorized into the domains of measuring the similarity, clustering, classification, predicting the presence of an edge, ranking, and recommending (Shi, Li, Zhang, Sun, & Philip, 2016) .
One of the existing semi-supervised algorithms for acquiring knowledge from the complex networks such as heterogeneous networks is the Label Propagation (LP) algorithm that is closely related to the Random Walk (RW) algorithm (Grady, 2006) . However, there are two differences: 1) LP fixes the labeled points, and 2) the LP's response is an equilibrium state while RW's output is dynamic. The label propagation algorithm is mainly used for community detection (Gregory, 2010; Tian & Kuang, 2012; Xie & Szymanski, 2013) but can also be used for link prediction (Liu, Xu, Xu, & Xin, 2016) and text classification (Rafael Geraldeli Rossi, de Andrade Lopes, & Rezende, 2016; Rafael G Rossi, Lopes, & Rezende, 2014) . In label propagation for homogeneous networks, the labels are propagated only in one network consisting of the nodes and edges with the same type such as the work carried on in (Zhou, Bousquet, Lal, Weston, & Schölkopf, 2004) . A current challenge is how to propagate the information in the heterogeneous networks consisting of several subnetworks. heterogeneous networks contain richer structural and semantic information. Each subnetwork has its own clustering structure that has to be analyzed independently. In label propagation for heterogeneous networks, the label is propagated in a network consisting of the nodes and edges with different types. Therefore, it has to be adaptable to these kind of networks and support the inherent nature of the heterogeneous networks while label propagation for homogeneous networks is not able to fulfill. Discovering the disease-gene interaction (Hwang & Kuang, 2010) , detecting drug-target interaction (X. Chen, Liu, & Yan, 2012; Yan, Zhang, & Zhang, 2016) , and drug repositioning (Shahreza, Ghadiri, Mousavi, Varshosaz, & Green, 2017) are among the research works on this issue and have been appropriately used in biological subjects. In (Hwang & Kuang, 2010) , an algorithm called MINProp and a regularization framework is introduced for label propagation over the subnetworks of a heterogeneous network. MINProp sequentially conducts label propagation in each subnetwork using the current label information that has received from other subnetworks.
The algorithm runs until convergence, and the global optimum of the target function is achieved.
In (Yan et al., 2016) , an algorithm named LPMIHN is employed to discover the possible relations of drug-target using the heterogeneous network. In this algorithm, label propagation is done in each heterogeneous subnetwork separately, and interactions of heterogeneous subnetworks are used only as extra information to form similarity matrices. Also, the presence of a large number of repeating loops limits its use for large datasets.
In (X. , three subnetworks of protein similarity network, drug-similarity network, and known drug-target interaction network are first integrated and form the heterogeneous network. Next, Random Walk is utilized to discover new drug-target interactions.
Heter-LP (Shahreza, Ghadiri, Mousavi, Varshosaz, & Green, 2017) is another label propagation algorithm for heterogeneous networks. It was presented as a general algorithm and evaluated for drug repositioning problem by applying on an integrated network composed of six subnetworks (drug-drug, drug-disease, drug-target, disease-target, disease-disease, target-target). Different analysis performed in (Shahreza, Ghadiri, Mousavi, Varshosaz, & Green, 2017) shows improved accuracy in predicting new drug-disease, drug-target, and disease-target interactions.
Because heterogeneous networks are naturally large-scale and performing algorithms like label propagation in such networks will require many iterative calculations, making use of particular distributed graph processing platforms for label propagation can provide much higher efficiency.
The concept of distributed label propagation for detecting communities in the homogeneous networks is suggested in a recent work (Bhat, 2012) . Another proposed methodology is to parallelize the label propagation algorithm and the proposed similarity measure using BSP programming model to perform community detection and link prediction in large-scale homogeneous networks (Mohan, Venkatesan, & Pramod, 2017) . In the case of heterogeneous networks, little attention has been paid to the distribution of graph processing and the execution time challenges, and to the best of our knowledge, no work has been done in this field.
The existing computational approaches for research on drug repositioning include 1) using the methods that are based on machine learning (Gottlieb, Stein, Ruppin, & Sharan, 2011; Menden et al., 2013; Napolitano et al., 2013; Zhang, Wang, & Hu, 2014) , 2) using text mining and semantic inference methods (Andronis, Sharma, Virvilis, Deftereos, & Persidis, 2011; B. Chen, Ding, & Wild, 2012; Tari & Patel, 2014; Zhu, Tao, Shen, & Chute, 2014) , and 3) using network analysis (Alaimo, Pulvirenti, Giugno, & Ferro, 2013; H. Chen & Zhang, 2013; Hwang & Kuang, 2010; Li & Lu, 2012; Wang, Yang, & Li, 2013; Xia, Wu, Zhou, & Wong, 2010; Yan et al., 2016) . Our proposed methods are also based on a heterogeneous network analysis approach and the distributed versions of MINProp and Heter-LP algorithms. Our proposed methods DHLP-1 and DHLP-2 have the following advantages:
1) The speed and scalability in processing have not been touched on in any of the network analysis methods. Hence, their processing takes a long time. Our proposed methods have eliminated this shortage and show high speed and scalability in experiments rather than the non-distributed versions of them.
2) Our proposed methods have maintained the advantages of their non-distributed versions such as the ability to predict interactions with new concepts in the network, the ability to predict eliminated interactions, no need for negative samples and so on (Shahreza, Ghadiri, Mousavi, Varshosaz, & Green, 2017) .
3) Our proposed methods show even better prediction accuracy compared their nondistributed versions (MINProp and Heter-LP). This results are described in Section 6.2.1,
Methods
As discussed in Section 1 and Section 2, we introduce two distributed label propagation algorithms for heterogeneous networks named DHLP-1 and DHLP-2. We use drug repositioning as the illustrative case study. Subsection 3.1 presents the formal notations and setting used in the problem. Subsection 3.2 covers data preparation. In Subsection 3.3 explanations about the framework used in the problem are provided. Subsection 3.4 explains the label propagation algorithms DHLP-1 and DHLP-2 and also Pseudo-Code of them are presented.
Notations and Setting
As can be seen in Figure 1 , the heterogeneous network under investigation consists of three kinds of nodes: drugs, diseases, and targets. The edges between the nodes inside a homogeneous subnetwork show their similarity, and the edges between the nodes of two homogeneous subnetworks show their association. Therefore, there are three similarity-type edges including drug similarity network, disease similarity network, and target similarity network, and three association-type edges, i.e., known drug-disease interactions, known drug-target interactions, and known disease-target interactions. matrices must be normalized for the convergence of algorithms (Shahreza, Ghadiri, Mousavi, Varshosaz, & Green, 2017) .
Eventually, the normalized matrices are named ܵ and ܵ .
.
Primary Data Set
In this section, we discuss the primary data set used to conduct the required processes. As said before, the heterogeneous network here consists of three concepts of drug, disease, and target.
There are six matrices three of which are similarity matrices and the other three ones are binary association matrices. Similarity matrices indicate internal relations between the same type of entities, and association matrices show interrelations between entities of two different concepts.
These datasets are gathered by the integration of gold standard and independent datasets. The gold standard datasets have been collected by (Yamanishi, Araki, Gutteridge, Honda, & Kanehisa, 2008) and include drug-target interactions, drugs similarity, and target proteins similarity. They have been categorized by four groups of proteins but due to the lack of information about diseases and their interactions with drugs and targets, more data have been added to them by suggesting the disease relationships with each of the four groups (Shahreza, Ghadiri, Mousavi, Varshosaz, & Green, 2017) . This will constitute our primary data set. In the next phase, preprocessing is required and some modifications should be made so that the data can be processed on Apache Giraph in a distributed way by our proposed algorithms. In step A of Figure 2 , the required preprocessing is shown that will be described below, and in Section 3.3, it will be discussed in detail.
Workflow Description
In our heterogeneous network, three matrices exist for each concept. For example, the matrices related to the drug are: 1) the drug similarity matrix 2) the drug-disease binary association matrix and 3) the drug-target binary association matrix. The number of entities of each concept in different matrices is not the same in the primary data set. For example, there may exist some drugs in the drug-disease binary association matrix that do not exist in the drug similarity matrix or in the drug-target binary association matrix. Therefore, the number of entities of each concept in each related matrix should be the same in our proposed methods. For this purpose, data dimension homogenization is done for each concept in all three related matrices. The number of entities of each concept in each related matrix is equal to the number of distinct entities of each concept in the original matrices.
In the next step, the names of drugs, diseases, and targets are removed; only the values of interactions remain. There is no need to keep the name of every entity in the Giraph data format, and different entities are distinguished based on their Ids.
In other words, the input to Giraph is a graph, and every graph node will have a unique ID. Thus, an algorithm is required to allocate IDs to the entities of each type of concept. So, the IDs of drugs, diseases, and targets will be
Hence, if a message from one of the adjacent nodes of one entity appears in running label propagation algorithms, that entity will be able to consider the sender's ID and determine to which concept this message belongs. After an ID is assigned to each entity, six matrices must be integrated into the form of an input file based on our Giraph input file format to prepare the file for processing.
Giraph allows us to define and implement our network data structures based on our processes.
The four structures specified in this step include (step B in Figure 2) : 
Figure 2. The overall process workflow of DHLP-1 and DHLP-2 algorithms. A. Preprocessing is done on data B. Giraph-based structures are defined C. The heterogeneous network is constructed and then given to Giraph as an input. D. Distributed Label Propagation algorithms are performed on workers. E. The first output is generated. F. The second output is generated G. The sorted lists of predicted interactions are generated.
1) Vertex Properties: in this stage, the vertex properties (such as local variables and arrays for storing information of the adjacent nodes) are determined.
2) Vertex Input Format: it is possible for us to determine Giraph input based on the initial inputs as well as our algorithm.
3) Vertex output Format: in this stage, the outputs resulting from running the algorithm are determined.
4) Message
Properties: processing in Giraph is based on message-passing. In this stage, we determine what information the messages exchanged between the adjacent nodes in each super-step contain. The nodes receive the information, update their values and afterward, inform their adjacent nodes about their updated values through messages.
According to the Vertex Input Format, algorithm' data input is constructed in step C of Figure 2 , which is a heterogeneous network consisting of three concepts. The data input in step D of Figure 2 is given to Giraph and is divided into different partitions each of which is a subset of the graph vertices and edges. Each partition is assigned to a worker to run the algorithm. In other words, one or more partitions are assigned to every worker. Dividing the graph into different partitions is considered a significant improvement in the runtime of the algorithm since they can be run on a worker simultaneously and in a parallel way. An ability called multi-threading has been embedded in Giraph based on which a user can maximize the calculations effectiveness and increase the number of the partitions that can be processed simultaneously by increasing the number of threads for each worker. As a result, the speed of algorithm execution also increases.
However, if the number of the threads increase too much, the Giraph overload will be increased, and the application will become slow. Thus, there is an optimal value for increasing the number of threads depending the properties of the algorithm and hardware features. The effect of multithreading on the speed of algorithms is shown in Figure 3 . Each worker has a set of network APIs that allows remote workers to manipulate the data of their specific partitions. The workers are transferred from one super-step to the other by an active master. In each super-step, the workers search in all of their partitions, and they run the After running the algorithm, the output is assigned to the central node based on the predetermined format (Step E of Figure 2 ). Furthermore, the output is divided between all of the workers, and every division contains a portion of the whole output. The output of each node includes the ID of the node and the final interactions values of its adjacent nodes. In the output files, the results are not placed using the order of ID numbers; the node that finishes its task sooner does not wait for the others and starts writing in the output file sooner than others. IDs in the form of 3x+1, 3x+2, and 3x+3 represent the drugs, diseases, and targets, respectively.
Moreover, the x value suggests how many entities of that concept precede them. In the next step (step F in Figure 2 ), drug-drug, drug-disease, drug-target, disease-disease, disease-target, and target-target matrices are generated. In the final step (step G in Figure 2 ), the interactions of each entity are sorted so that the interactions with the most similarities can be determined. As an example, for the drug-target matrix, the targets are determined for each drug according to their similarity degree. The new interactions will be recognizable as well.
The proposed label propagation algorithms
We propose two distributed heterogeneous label propagation algorithms to predict different types of potential interactions in the network efficiently and accurately. The heterogeneous network here consists of three concepts, namely drug, disease, and target and includes subnetworks of such concepts and the edges between them. In the naïve label propagation algorithm, some labels of nodes are known, and the aim is to estimate the label of other unlabeled nodes (Zhou, Bousquet, Lal, Weston, & Schölkopf, 2004) . In each round, only the label of one node is specified, and the labels of other nodes will be eventually obtained after running the algorithm.
Some of the graph-based label propagation algorithms propagate the label only on one homogeneous network, so they are not suitable for heterogeneous networks because they are not able to capture the inherent nature of the heterogeneous networks due to the fact that heterogeneous networks contain richer structural and semantic information than homogeneous networks. The existing label propagation algorithms have focused on problem-solving and accuracy, and to the best of our knowledge, none of them considered the performance and scalability. Thus, running such algorithms is too time-consuming. In our algorithms to resolve those deficiencies, they have been proposed for heterogeneous networks and also distributed computing has been applied to speed up the algorithms.
Algorithms will be implemented in Giraph using vertex-centric programming. First, the C o m p u t e ( ) method has to be implemented. In each super-step, Giraph calls this method for all active vertices and delivers the messages sent from the previous super-step to that vertex. The input of that method is the vertex and messages. The vertex determines the node and messages are a list of messages from previous super-step which are delivered to that node
The algorithm that is written in a vertex-centric language and is supposed to be run in a distributed platform must have the following features: , or sending messages to other vertices is only carried out based on local information.
2) Initializing vertex values: vertex values have to be initialized correctly. The path that calculations take depends on the structure of the graph as well as the initialization of the vertex values.
3) Halt conditions: each vertex makes the decision independently. Therefore, the halt conditions defined must be consistent and easily understandable. Moreover, a decision must be made on the effect of collaboration with other vertices.
The symbols used in this article are presented in Table 1 , as well as explanations and pointing to the functions that use them. To specify the y' vertex value ࢻ One of the parameters that its value specifies the significance of the links between same type and different type vertices.
One of the parameters of the algorithms that indicates the convergence 2) According to the received messages, each vertex checks whether or not it has the right to change its ‫ݕ‬ value to 1 and then inform its adjacent nodes.
3) In the last super-step, when running the algorithm is done, the vertices carry out mean operation for their mutual labels values and their adjacent nodes.
4) In each super-step,

‫ݕ‬
is one only for one vertex. All vertices save the ID of the vertex whose ‫ݕ‬ ݅ is 1 in the current super-step. So, in the present super-step rather than the previous one, if ‫ݕ‬ of a different vertex is 1, the vertices will save it's ID.
5) It will be determined (based on flag value) whether label propagation should be done in the current super-step or not. In each super-step, either lines 1 to 10 or lines 11 to 24 will be run. In lines 1 to 10, ‫ݕ‬ ' ݂ and the previous one is smaller than a threshold, label propagation operation will end. Otherwise, it will not end. In lines 17 and 18, the neighbors will be informed of the current status and values of the vertex.
DHLP-1 label propagation function inspired by
Time Complexity
In DHLP-2 Algorithm, time complexity is calculated separately for every vertex in the ݅ th subnetwork as follows. Note that i , j = 1,2,3 ‫ݐ‬ is the number of iterations required for converging the calculations and depends on data structure and ߙ and ߲ values.
In DHLP-1 Algorithm,
‫ݕ‬ '
and ‫ݐ_݂݅(‬ and ݂ ݅ ) are calculated in separated super-steps. When
is calculated in one super-step, ݂ ݅ and ݂ ݅ _ ‫ݐ‬ will be calculated in several subsequent super-steps until convergence is achieved. As a result, algorithm time complexity for each vertex belonging to ݅ th subnetwork will be as follows:
Where t i and t are the numbers of iterations required for reaching convergence in the inner and outer loops, respectively. Giraph divides the input into different partitions each of which is assigned to different workers and even various CPU cores within that worker. This way, it can enhance the speed by providing parallel running conditions. Each worker or core is responsible for running compute function for all of the vertices belonging to that partition, but running the vertices that are inside the partition is sequential, and there is no parallelism is this level.
Considering the points mentioned above, the time complexity of DHLP-2 Algorithm is as follows:
is parallelism coefficient and depends on the number of workers as well as CPU cores.
Therefore, the time complexity of DHLP-1 Algorithm is as follows:
Regularization Framework and Proof of Convergence
The proposed label propagation algorithms are iterative. Hence, we need to prove that they will not run an infinite number of times, and they will be eventually converged. Also, we need to
show that the answer to which the algorithms will finally converge is optimal and the best possible answer. In the existing articles, the Regularization Framework is developed in the process of proving the optimality of the algorithms (Hwang & Kuang, 2010; Shahreza et al., 2017) .
In DHLP-2 Algorithm, the mathematical format of the iterative equations is as follows: 
In the above equation dimensions containing vertices labels of subnetworks 2 and 3.
The third equation is equivalent to the iterative equation of (Shahreza, Ghadiri, Mousavi, Varshosaz, & Green, 2017) . So, the proof of convergence, as well as optimality of this algorithm, will be equivalent to (Shahreza, Ghadiri, Mousavi, Varshosaz, & Green, 2017) . Likewise, for algorithm DHLP-1, it will be determined that its iterative equations are similar to iterative equations of (Hwang & Kuang, 2010) . So, the proof of convergence and optimality will be the same.
Results
We designed a comprehensive set of experiments to evaluate the performance of the proposed DHLP-1 and DHLP2-algorithms. The primary criteria are speed and accuracy that are evaluated a real-world application domain in bioinformatics called "drug repositioning". In drug repositioning, such algorithms help the domain experts to find new usage for already-approved drugs.
Computing Environment
The experiments were conducted by Hadoop Cluster consisting of nine computer nodes. One of the nodes was the master, while the others were slaves. The specifications of the master node and Apache Giraph 1.3.0. The nodes were connected through a 100Mbps local area network.
Considering the architectural nature of Giraph that is based on worker-slave, some of the nodes were required to be selected as masters (whether active or dominant) and some as workers.
Therefore, two of the nodes were masters and six of them were workers in the experiments.
Statistical Analysis
We used three metrics to evaluate the prediction accuracy of interactions. These measures have been widely used in drug repositioning studies. 2) Area Under the Precision-Recall (AUPR) Curve: Precision is the proportion of truly predicted points to the number of points ranked above a certain limit. Recall is the proportion of truly predicted points to the total number of points that are true in the real world. AUPR is a parameter representing the proportion under the Precision-Recall Curve.
3) BestAccuracy: Accuracy measures the difference between the estimated and real value. It is determined as follows:
Where FN=False Negative, FP=False Positive, TN=True Negative, and TP=True Positive.
BerstAccuracy is the highest value of accuracy obtained while repeating the experiment for several times with the same parameters and data.
Evaluation of Accuracy Based on 10-Fold Cross-Validation
We used 10-fold cross-validation to analyze the accuracy of the proposed algorithms and compare with the non-distributed versions. So, the original data were divided into ten parts.
Nine parts are used for training and one part for testing. Table 2 represents the results after running DHLP-1, DHLP-2, Heter-LP, and MinProp algorithms on GPCR data which is a group of four protein targets besides Enzyme, Ion Channel, and Nuclear Receptor (Yamanishi, Araki, Gutteridge, Honda, & Kanehisa, 2008) . Average results of 10-fold CV for AUC, AUPR, and BestACC in four algorithms of DHLP-1,  DHLP-2, Heter-LP, and 
Prediction of a Deleted Interaction
A well-known measure for the correctness of the proposed algorithms is to remove some of the interactions, running the algorithms, and determining whether those algorithms can predict the deleted interactions. To this aim, two types of experiments were designed, using the drug-target subnetwork. In the first experiment, a specific interaction is removed for a certain drug, and in the second one, all drug interactions are deleted. The experiments have been carried out for both DHLP-1 and DHLP-2 algorithms. Many tests have been done on this issue one of which is discussed here as a case study. The ability of algorithms in predicting new interactions was evaluated in the first experiment. D00232 drug includes three relations with has: 1128, hsa:
1129, and hsa: 1131 targets. hsa: 1128 is removed from the input, and then DHLP-1 and DHLP-2 algorithms are executed. As shown in the results, both algorithms have been able to predict the deleted relation correctly. Table 3 represents 20 new top-ranked relations predicted by both algorithms.
Performance Analysis
In this section, the efficiency of the algorithms regarding speed is evaluated. In this regard, four experiments were designed for: 1) The effect of multithreading, 2) the effect of the number of workers, 3) the speed obtained in distributed heterogeneous label propagation algorithms compared to non-distributed versions of them and 4) the effect of the value of σ were investigated.
The effect of multithreading on runtime
We used multithreading embedded in Giraph to improve the runtime and scalability of the algorithms. Figure 3 represents the effect of an increase in the number of threads on the runtime of algorithms. As the number of threads has increased to 8 in algorithm DHLP-1, the runtime has decreased and then has remained unchanged. In algorithm DHLP-2, as the number of threads has increased to four, the running time has decreased and then has remained unchanged. Since each slave node has Core i7-2600 CPU, it only supports 8 hyper threads and at maximum regardless of the Giraph's ability to employ as many threads as we want, the number of effective threads will be 8 and for more than 8 threads, the results would be same as 8 threads.
The effect of the number of workers on runtime
In Figure 4 , the effect of increasing the number of workers (from one to six) on the runtime of the algorithm is measured. In both algorithms, as the number of workers has increased, the runtime has decreased. However, the slope of decrease in execution time for DHLP-2 was lower.
The significant running time scale difference for figures 3 and 4 comes from differences between figures 3 and 4's set up in terms of dataset type and size and the number of running super-steps.
In figure 3 , the experiment was conducted for only 200 super-steps or in other word a partial running but in figure 4 , the experiment was conducted for complete running.
Comparing distributed and non-distributed label propagation algorithms runtime
DHLP-1 and DHLP-2 algorithms are the distributed versions of MinProp and Heter-LP, respectively. Comparison of the speed between the distributed and non-distributed versions according to the different number of edges (from 1M to 20M) of the heterogeneous network has been presented in Tables 5 and 6 . Since the number of workers is 6 and the number of threads is 8, the maximum theoretically possible speed up without considering the networking delay is 48.
In our experiments we could achieve a maximum speed up of 4.8 for DHLP-1 and a maximum speed up of 11.22 for DHLP-2 both for 20M edges. Note that experiment setup for nondistributed versions (MinProp and Heter-LP) is same as slave nodes which is Intel Core i7-2600 CPU (3.4 GHz), 4 GB of RAM, 1 TB of hard disk space, CentOS 7. 
Discussion
In this paper, with utilizing concepts of label propagation and distributed computing, DHLP-1 and DHLP-2 are presented for distributed label propagation in heterogeneous networks. As a case study, these two algorithms are employed in drug repositioning which is an important field in bioinformatics and biology area in order to evaluate their effectiveness. The experiments are designed in two parts 1) Statistical Analysis 2) Performance Analysis.
In statistical analysis, evaluation of Accuracy is done based on 10-Fold Cross-Validation and is shown in Table 2 . According to the table, DHLP-1 and DHLP-2 are more accurate than MinProp and Heter-LP in most cases, and except in one case, the obtained accuracy of DHLP-2 is more than that of DHLP-1. MinProp has the worst performance and lowest accuracy among others.
Moreover, based on experiments shown in Tables 3 and 4, proposed algorithms have the ability to predict the new drugs, diseases and targets interactions. They have also the ability to predict removed interactions.
In performance analysis, the effect of multithreading on runtime is investigated. As shown in Figure 3 due to an overhead increase with the increase in the number of threads, after the certain number of threads the runtime remained unchanged in DHP-1 and has increased in DHLP-2. In both algorithms, the slope of decrease in time is high at first and low afterward due to the overload increase.
In Figure 4 , the effect of the number of workers on runtime is measured. In both algorithms, increase in the number of workers leads to decrease in runtime but the slope of decreasing for DHLP-2 is lower because the DHLP-2 algorithm is more straightforward and not time-consuming as DHLP-1. Thus, as the number of workers increases, the intensity of the decrease is less because the communication cost between more workers will be higher.
In Tables 5 and 6 , comparison of the runtime between distributed and non-distributed label propagation algorithms is presented. Gain is the runtime proportion of distributed version to nondistributed version. Experiments is revealing that the obtained Gain for DHLP-2 is higher than the one for DHLP-1. Furthermore, this proportion grows as the number of edges grows. That is, in larger networks, the difference will be bigger and DHLP-1 and DHLP-2 algorithms will be more efficient due to initialization overhead for smaller networks. Moreover, the distributed is being carried out on 6 workers. As the number of workers grows, the obtained gain is supposed to increase as well. An important observation from the results is that the runtime increase is not linear with the growing of number of edges and the reason is that the part of total running time consists of networking time and communication between computer nodes and networking time is increased as well with the growing of number of edges. In addition, according to the results of Tables 5 and 6, our distributed algorithms offer scalable solutions which perform comparatively better against non-distributed versions in larger networks.
The effect of ߪ on runtime is investigated in Table 7 . As ߪ decreases, the runtime increases. This occurs because in smaller ߪ , convergence happens late. Therefore, runtime is more. Another parameter is ߙ whose increase or decrease does not cause any special pattern in the runtime, for it is related to data structure and shows different behavior in different data.
In general, our investigation suggests the high effectiveness of the proposed algorithms. As a future work, the usability of the algorithms might be examined in domains other than drug repositioning or applied to other heterogeneous networks. Moreover, providing a bigger cluster, the runtime could be lower, and such algorithms may be used for larger networks.
Conclusion
In this paper, we introduced two distributed algorithms, namely DHLP-1 and DHLP-2, for label propagation in heterogeneous networks. The algorithms were theoretically explained, mathematically proved, and exploited in drug repositioning domain as a case study so that their effectiveness is evaluated. Based on the comparison between the distributed and non-distributed versions, the distributed versions of the algorithms lead to great scalability and decrease in the runtime. Experiments of effectiveness analysis were conducted using 10-fold cross-validation test. The obtained AUC, AUPR, and BestAccuracy indicate the high accuracy of the proposed algorithms that are significantly better than their non-distributed versions. In addition, empirical experiments demonstrated that the proposed algorithms performed well in predicting new drugs, targets, and diseases interactions.
