Introduction {#sec1-1}
============

Student\'s *t* test (*t* test), analysis of variance (ANOVA), and analysis of covariance (ANCOVA) are statistical methods used in the testing of hypothesis for comparison of means between the groups. For these methods, testing variable (dependent variable) should be in continuous scale and approximate normally distributed. Mean is the representative measure for normally distributed continuous variable and statistical methods used to compare between the means are called parametric methods. For non-normal continuous variable, median is representative measure, and in this situation, comparison between the groups is performed using non-parametric methods. Most parametric test has an alternative nonparametric test.\[[@ref1][@ref2][@ref3]\]

There are many statistical tests within Student\'s *t* test (*t* test), ANOVA and ANCOVA, and each test has its own assumptions. Although not every method is popular, some of them can be managed from other available methods. The aim of the present article is to discuss the assumptions, application, and interpretation of the some popular T, ANOVA, and ANCOVA methods i.e., one sample *t* test, independent samples *t* test, paired samples *t* test, one-way ANOVA, two-ways ANOVA, one-way repeated measures ANOVA, two-ways repeated measures ANOVA, one-way ANCOVA, and One-way repeated measures ANCOVA. To understand the above statistical methods, an example \[[Table 1](#T1){ref-type="table"}\] with a data set of 20 patients whose age groups, gender, body mass index (BMI), and diastolic blood pressure (DBP) measured at baseline (B/L), 30 min and 60 min are given below. Further, examples related to the above statistical methods are discussed from the given data.

###### 

Data of the 20 patients

  Sr. No.           1    2    3    4    5    6    7    8    9    10   11   12   13   14   15   16   17   18   19   20
  ----------------- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ----
  Gender            M    M    M    M    M    M    M    M    M    M    F    F    F    F    F    F    F    F    F    F
  Age groups        1    2    3    1    1    3    3    2    1    3    3    2    2    2    3    1    1    3    3    2
  BMI               23   25   26   24   23   27   27   24   21   28   26   26   23   24   25   22   19   25   26   25
  DBP (B/L)         68   80   85   75   77   82   80   82   80   74   75   86   85   87   83   79   73   77   82   81
  DBP (at 30 min)   75   79   90   80   81   89   92   90   80   80   89   88   87   91   88   78   74   84   83   80
  DBP (at 60 min)   70   78   85   75   72   72   75   85   80   75   85   80   82   82   85   74   87   86   85   72

Age groups: 1 (\<30 years), 2 (30-50 years), 3 (\>50 years). Gender: M=Male, F=Female, BMI=Body mass index, DBP=Diastolic blood pressure, B/L=Baseline, min=Minute

T test, ANOVA, and ANCOVA {#sec1-2}
=========================

Basic concepts {#sec2-1}
--------------

The Student\'s *t* test (also called T test) is used to compare the means between two groups and there is no need of multiple comparisons as unique *P* value is observed, whereas ANOVA is used to compare the means among three or more groups.\[[@ref4][@ref5]\] In ANOVA, the first gets a common *P* value. A significant *P* value of ANOVA test indicates for at least one pair, between which the mean difference was statistically significant.\[[@ref6]\] To identify that significant pair(s), post-hoc test (multiple comparisons) is used. In ANOVA test, when at least one covariate (continuous variable) is adjusted to remove the confounding effect from the result called ANCOVA. ANOVA test (F test) is called "Analysis of Variance" rather than "Analysis of Means" because inferences about means are made by analyzing variance.\[[@ref7][@ref8][@ref9]\]

Steps in hypothesis testing {#sec2-2}
---------------------------

### Hypothesis building {#sec3-1}

Like other tests, there are two kinds of hypotheses; null hypothesis and alternative hypothesis. The alternative hypothesis assumes that there is a statistically significant difference exists between the means, whereas the null hypothesis assumes that there is no statistically significant difference exists between the means.

### Computation of test statistics {#sec3-2}

In these test, first step is to calculate test statistics (called t value in student\'s *t* test and F value in ANOVA test) also called calculated value. It is calculated after putting inputs (from the samples) in statistical test formula. In student\'s *t* test, calculated t value is ratio of mean difference and standard error, whereas in the ANOVA test, calculated F value is ratio of the variability between groups with the variability of the observations within the groups.\[[@ref1][@ref4]\]

### Tabulated value {#sec3-3}

At degree of freedom of the given observations and desired level of the confidence (usually at two-sided test, which is more powerful than one-sided test), corresponding tabulated value of the T test or F test is selected (from the statistical table).\[[@ref1][@ref4]\]

### Comparison of calculated value with tabulated value and null hypothesis {#sec3-4}

If the calculated value is greater than the tabulated value, then reject the null hypothesis where null hypothesis states that means are statistically same between the groups.\[[@ref1][@ref4]\] As the sample size increases corresponding degree of freedom also increases. For a given level of confidence, higher degree of freedom has lower tabulated value. That\'s the reason, when the sample size increases, its significance level also improves (i.e., *P* value is decreasing).

T Test {#sec2-3}
------

It is one of the most popular statistical techniques used to test whether mean difference between two groups is statistically significant. Null hypothesis stated that both means are statistically equal, whereas alternative hypothesis stated that both means are not statistically equal i.e., they are statistically different to each other.\[[@ref1][@ref3][@ref7]\] T test are three types i.e., one sample *t* test, independent samples *t* test, and paired samples *t* test.

### One-sample t test {#sec3-5}

The one sample t test is a statistical procedure used to determine whether mean value of a sample is statistically same or different with mean value of its parent population from which sample was drawn. To apply this test, mean, standard deviation (SD), size of the sample (Test variable), and population mean or hypothetical mean value (Test value) are used. Sample should be continuous variable and normally distributed.\[[@ref1][@ref9][@ref10][@ref11]\] One-sample *t* test is used when sample size is \<30. In case sample size is ≥30 used to prefer one sample z test over one sample *t* test although for one sample z test, population SD must be known. If population SD is not known, one sample *t* test can be used at any sample size. In one sample Z test, tabulated value is z value (instead of t value in one sample *t* test). To apply this test through popular statistical software i.e., statistical package for social sciences (SPSS), option can be found in the following menu \[Analyze -- compare means -- one-sample *t* test\].

**Example**: From [Table 1](#T1){ref-type="table"}, BMI (mean ± SD) was given 24.45 ± 2.19, whereas population mean was assumed to be 25.5. One sample *t* test indicated that mean difference between sample mean and population mean was statistically significantly different to each other (*P* = 0.045).

### Independent samples t test {#sec3-6}

The independent *t* test, also called unpaired *t* test, is an inferential statistical test that determines whether there is a statistically significant difference between the means in two unrelated (independent) groups?

To apply this test, a continuous normally distributed variable (Test variable) and a categorical variable with two categories (Grouping variable) are used. Further mean, SD, and number of observations of the group 1 and group 2 would be used to compute significance level. In this procedure, first significance level of Levene\'s test is computed and when it is insignificant (*P* \> 0.05), equal variances otherwise (*P* \< 0.05), unequal variances are assumed between the groups and according *P* value is selected for independent samples *t* test.\[[@ref1][@ref10][@ref11][@ref12]\] In SPSS \[Analyze -- compare means -- independent samples *t* test\].

**Example**: From [Table 1](#T1){ref-type="table"}, mean BMI of the male (*n* = 10) and female (*n* = 10) were 24.80 ± 2.20 and 24.10 ± 2.23, respectively. Levene\'s test (*p* = 0.832) indicated that variances between the groups were statistically equal. At equal variances assumed, independent samples *t* test (*p* = 0.489) indicated that mean BMI of the male and female was statistically equal.

### Paired samples t test {#sec3-7}

The paired samples *t* test, sometimes called the dependent samples *t*-test, is used to determine whether the change in means between two paired observations is statistically significant? In this test, same subjects are measured at two time points or observed by two different methods.\[[@ref4]\] To apply this test, paired variables (pre-post observations of same subjects) are used where paired variables should be continuous and normally distributed. Further mean and SD of the paired differences and sample size (i.e., no. of pairs) would be used to calculate significance level.\[[@ref1][@ref11][@ref13]\] In SPSS \[Analyze -- compare means -- paired samples *t* test\].

**Example**: From [Table 1](#T1){ref-type="table"}, DBP of the 20 patients (mean ± SD); at baseline, 30 min and paired differences (difference between baselines and 30 min) were 79.55 ± 4.87, 83.90 ± 5.58, and 4.35 ± 4.16. Paired samples *t* test indicated that mean difference of paired observations of DBP between baseline and 30 min was statistically significant (*P* \< 0.001).

ANOVA test (F test) {#sec2-4}
-------------------

A statistical technique used to compare the means between three or more groups is known as ANOVA or F test. It is important that ANOVA is an omnibus test statistic. Its significant *P* value indicates that there is at least one pair in which the mean difference is statistically significant. To determine the specific pair\'s, *post hoc* tests (multiple comparisons) are used. There are various ANOVAs test, and their objectives are varying from one test to another. There are two main types of ANOVA i.e., one-way ANOVA and one-way repeated measures ANOVA. First is used for independent observations and later for dependent observations. When used one categorical independent variable called one-way ANOVA, whereas for two categorical independent variables called two-way ANOVA. When used at least one covariate to adjust with dependent variable, ANOVA becomes ANCOVA.\[[@ref1][@ref11][@ref14]\]

**Post-hoc test (multiple comparisons):** *Post hoc* tests (pair-wise multiple comparisons) used to determine the significant pair(s) after ANOVA was found significant. Before applying post-hoc test (in between subjects factors), first need to test the homogeneity of the variances among the groups (Levene\'s test). If variances are homogeneous (*P* ≥ 0.05), select any multiple comparison methods from least significant difference (LSD), Bonferroni, Tukey\'s, etc.\[[@ref15][@ref16]\] If variances are not homogeneous (*P* \< 0.05), used to select any multiple comparison methods from Games-Howell, Tamhane\'s T2, etc.\[[@ref15][@ref16]\] Bonferroni is a good method for equal variances, whereas *Tamhane\'s T2* for unequal variances as both calculate significance level by controlling error rate. Similarly, for repeated measures ANOVA (RMA) (in within subjects factors), select any method from LSD, Boneferroni, Sidak although Bonferroni might be a better choice. The significance level of each of the multiple comparison method is varying from other methods as each used for a particular situation.

### One-way ANOVA {#sec3-8}

The One-way ANOVA is extension of independent samples *t* test (In independent samples *t* test used to compare the means between two independent groups, whereas in one-way ANOVA, means are compared among three or more independent groups). A significant *P* value of this test refers to multiple comparisons test to identify the significant pair(s).\[[@ref17]\] In this test, one continuous dependent variable and one categorical independent variable are used, where categorical variable has at least three categories. In SPSS \[Analyze--compare means--one-way ANOVA\].

**Example**: From [Table 1](#T1){ref-type="table"}, 20 patient\'s DBP (at 30 min) are given. One-way ANOVA test was used to compare the mean DBP in three age groups (independent variable), which was found statistically significant (*p* = 0.002). Levene test for homogeneity was insignificant (*p* = 0.231), as a result Bonferroni test was used for multiple comparisons, which showed that DBP was significantly different between two pairs i.e., age group of \<30 to 30--50 and \<30 to \>50 (*P* \< 0.05) but insignificant between one pair i.e., 30--50 to \>50 (*P* \> 0.05).

### Two-way ANOVA {#sec3-9}

The two-way ANOVA is extension of one-way ANOVA \[In one-way ANOVA, only one independent variable, whereas in two-way ANOVA, two independent variables are used\]. The primary purpose of a two-way ANOVA is to understand whether there is any interrelationship between two independent variables on a dependent variable.\[[@ref18]\] In this test, a continuous dependent variable (approximately normally distributed) and two categorical independent variables are used. In SPSS \[Analyze --General Linear Model --Univariate\].

**Example**: From [Table 1](#T1){ref-type="table"}, 20 patient\'s DBP (at 30 min) are given. Two-way ANOVA test was used to compare the mean DBP between age groups (independent variable_1) and gender (independent variable_2), which indicated that there was no significant interaction of DBP with age groups and gender (tests of Between-Subjects effects in age groups\*gender; *P* = 0.626) with effect size (Partial Eta Squared) of 0.065. The result also showed that there was significant difference in estimated marginal means (adjusted mean) of DBP between age groups (*P* = 0.005) but insignificant in gender (*P* = 0.662), where sex and age groups was adjusted.

### One-way repeated measures ANOVA {#sec3-10}

Repeated Measures ANOVA (RMA) is the extension of the paired *t* test. RMA is also referred to as within-subjects ANOVA or ANOVA for paired samples. Repeated measures design is a research design that involves multiple measures of the same variable taken on the same or matched subjects either under different conditions or more than two time periods. (In paired samples *t* test, compared the means between two dependent groups, whereas in RMA, compared the means between three or more dependent groups). Before calculating the significance level, Mauchly\'s test is used to assess the homogeneity of the variance (also called sphericity) within all possible pairs. When *P* value of Mauchly\'s test is insignificant (*P* ≥ 0.05), equal variances are assumed and *P* value for RMA would be taken from sphericity assumed test (Tests of Within-Subjects effects). In case variances are not homogeneous (Mauchly\'s test: *P* \< 0.05), epsilon (ε) value (which shows the departure of the sphericity, 1 shows perfect sphericity) decides the statistical method to calculate *P* value for RMA. When ε≥0.75 Huynh-Feldt while for ε\< 0.75, Greenhouse-Geisser method (univariate method) or Wilks\' lambda (multivariate method) is used to calculate *P* value for the RMA.\[[@ref19]\] When the RMA is significant, pair-wise comparison contains multiple paired *t* tests with a Bonferroni correction is used.\[[@ref20]\] In SPSS \[Analyze --General Linear Model -- Repeated Measures ANOVA\].

**Example**: From [Table 1](#T1){ref-type="table"}, 20 patient\'s DBP were at baseline (79.55 ± 4.87), at 30 min (83.90 ± 5.58), and at 60 min (79.25 ± 5.68). The Mauchly\'s test of sphericity indicated that variances were equal (*P* = 0.099) between the pairs. RMA tests (i.e., Within-Subjects effects) was assessed using sphericity assumed test (*P* value = 0.001), which indicated that change in DBP over the time was statistically significant. Bonferroni multiple comparisons indicated that mean difference was statistically significant between DBP_B/l to DBP_30 min and DBP_30 min to DBP_60 min (*P* \< 0.05) but insignificant between DBP_B/l to DBP_60 min (*P* \> 0.05).

### Two-way repeated measures ANOVA {#sec3-11}

Two-way Repeated Measures ANOVA is combination of between-subject and within-subject factors. A two-way RMA (also known as a two-factor RMA or a two-way "Mixed ANOVA") is extension of one-way RMA \[In one-way RMA, use one dependent variable under repeated observations (normally distributed continuous variable) and one categorical independent variable (i.e., time points), whereas in two-way RMA; one additional categorical independent variable is used\]. The primary purpose of two-way RMA is to understand if there is an interaction between these two categorical independent variables on the dependent variable (continuous variable). The distribution of the dependent variable in each combination of the related groups should be approximately normally distributed.\[[@ref21]\] In SPSS \[Analyze--General Linear Model -- Repeated Measures\], where second independent variable will be included as between subjects factor.

**Example**: From [Table 1](#T1){ref-type="table"}, 20 patient\'s DBP were at baseline (79.55 ± 4.87), at 30 min (83.90 ± 5.58), and at 60 min (79.25 ± 5.68). The Mauchly\'s test of sphericity (*P* = 0.138) indicated that variances were equal between the pairs. Two-way RMA tests for interaction (i.e., Within-Subjects effects) were assessed using sphericity assumed test (DBP\*gender: *P* value = 0.214), which indicated that there was no interaction of gender with time and associated change in DBP over the time was statistically insignificant.

### One-way ANCOVA {#sec3-12}

One-way ANCOVA is extension of one-way ANOVA \[In one-way ANOVA, do not adjust the covariate, whereas in the one-way ANCOVA; adjust at least one covariate\]. Thus, the one-way ANCOVA tests find out whether the independent variable still influences the dependent variable after the influence of the covariate(s) has been removed (i.e., adjusted). In this test, one continuous dependent variable, one categorical independent variable, and at least one continuous covariate for removing its effect/adjustment are used.\[[@ref8][@ref22]\] In SPSS \[Analyze - General Linear Model -- Univariate\].

**Example**: From [Table 1](#T1){ref-type="table"}, 20 patient\'s DBP at 30 min are given. One-way ANCOVA test was used to compare the mean DBP in three age groups (independent variable) after adjusting the effect of baseline DBP, which was found to be statistically significant (*P* = 0.021). As Levene test for homogeneity was insignificant (*P* = 0.601), resultant Bonferroni test was used for multiple comparisons, which showed that DBP was significantly different between one pair i.e., age group of \<30 to \>50 (*P* = 0.031) and insignificant between rest two pairs i.e., \<30 to 30--50 and 30--50 to \>50 (*P* \> 0.05).

### One-way repeated measures ANOCOVA {#sec3-13}

One-way repeated measures ANCOVA is the extension of the One-way RMA. \[In one-way RMA, we do not adjust the covariate, whereas in the one-way repeated measures ANCOVA, we adjust at least one covariate\]. Thus, the One-way repeated Measures ANCOVA is used to test whether means are still statistically equal or different after adjusting the effect of the covariate(s).\[[@ref23][@ref24]\] In SPSS \[Analyze --General Linear Model -- Repeated Measures ANOVA\].

**Example**: From [Table 1](#T1){ref-type="table"}, 20 patient\'s DBP were at baseline (79.55 ± 4.87), at 30 min (83.90 ± 5.58), and at 60 min (79.25 ± 5.68). The Mauchly\'s test of sphericity indicated that variances were equal (*P* = 0.093) between the pairs. RMA tests (i.e., Within-Subjects effects) were assessed using sphericity assumed test (DBP\*BMI: *P* value = 0.011), which indicated that change in DBP over the time was statistically significant after adjusting BMI. Bonferroni multiple comparisons indicated that mean difference was statistically significant between DBP_B/l to DBP_30 min and DBP_30 min to DBP_60 min but insignificant between DBP_B/l to DBP_60 min after adjusting BMI.

Conclusions {#sec1-3}
===========

Student\'s *t* test, ANOVA, and ANCOVA are the statistical methods frequently used to analyze the data. Two common things among these methods are dependent variable must be in continuous scale and normally distributed, and comparisons are made between the means. All above methods are parametric method.\[[@ref2]\] When the size of the sample is small, mean is very much affected by the outliers, so it is necessary to keep sufficient sample size while using these methods.
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