Abstract-We propose novel detection algorithms for linear modulations transmitted over nonlinear satellite channels, also impaired by additive white Gaussian noise. These algorithms are derived by using a Volterra-series expansion of the useful signal and by applying the sum-product algorithm to a suitablydesigned factor graph. Being soft-input soft-output (SISO) in nature, the proposed detectors can be adopted in turbo processing without additional modifications.
I. INTRODUCTION
We consider a satellite system where nonlinear distortions may originate from the presence of a high power amplifier (HPA), often a travelling wave tube amplifier (TWTA), and can cause significant performance impairments. We assume a realistic model and consider a typical satellite channel consistent with the 2nd-generation satellite digital video broadcasting (DVB-S2) standard [1] , including real-channel distortions. Many efforts in the literature of the last decades have been devoted to nonlinear channel compensation techniques that can be applied at the transmitter side, such as signal predistortion [2] , [3] and data predistortion [4] . DVB-S2 systems adopt advanced data predistortion methods to overcome the effect of transponder impairments and in [5] a dynamic predistortion algorithm is proposed which minimizes the total link degradation.
In this paper, we consider a different approach to minimize the effect of nonlinearities to the overall system performance, and investigate possible low-complexity detection algorithms to be employed as inner detector in a turbo-equalization scheme. The algorithms must be able to cope with a possibly large intersymbol interference (ISI) introduced by input and output multiplexer (IMUX and OMUX) filters placed before and after the HPA. Since the aim of this activity is to demonstrate the improvement that can be achieved with the adoption of advanced techniques, we will assume that the AM/AM and AM/PM characteristics of the HPA are perfectly known at the receiver. Being these characteristics slowly-varying, their estimation and tracking do not represent a problem and can be handled with standard methods. For this reason, they will be neglected.
Under this hypothesis, the optimal maximum-a-posteriori (MAP) symbol detector for this nonlinear channel is perfectly defined and can be simply obtained from the optimal MAP sequence detector [6] . However, it exhibits an exponential complexity in the channel memory and is prohibitively complex for practical purposes. Hence, alternative low-complexity suboptimal schemes require to be investigated. Similarly to low-complexity detection schemes designed in the literature for linear ISI channels [7] , [8] , detection algorithms for nonlinear channels are based on a Gaussian approximation of the (linear and nonlinear) ISI term (e.g., see [9] , [10] ). Surprisingly, in these works only one sample per symbol interval is employed at the receiver although often it does not represent a sufficient statistic. In [9] , the resulting detection algorithm has a complexity which is linear in the channel memory. However, the Gaussian approximation of the (linear and nonlinear) ISI terms with a variance independent of the considered time instant, although varying with the iterations and computed starting from the soft-outputs provided by the decoder, yields a performance which results to be unadequate when the ISI term is significant. On the other hand, the algorithm in [10] relies on a more accurate signal model, based on a Volterra-series expansion [11] , [12] , but has a much larger complexity (at least quadratic in the channel memory).
We investigate new detectors able to cope with the joint effects of nonlinearities and ISI. They rely on a Volterraseries expansion of the satellite channel, largely adopted in the past for modeling digital satellite channels and for designing equalizers and predistorters [6] , [11] - [14] , and on the use of the framework based on factor graphs (FGs) and the sum-product algorithm (SPA) [15] . Our aim is to find new algorithms with near optimal performance and a complexity which is linear in the channel memory. This paper is organized as follows. In Section II we introduce the system model. Optimal and suboptimal lowcomplexity detection algorithms are described in Section III whereas the simulation results are presented in Section IV. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL
Let us consider a linear modulation, with a properly normalized shaping pulse p(t) and symbol interval T , and assume that the transmitted symbols {x n }, belonging to a given zeromean M -th order complex constellation, are independent, uniformly distributed, and normalized to have unit power. In DVB-S2 standard the base pulse p(t) is a root raised cosine (RRC) shaped pulse with roll-off factor α. The transponder model, shown in Fig. 1 , is composed of an IMUX filter h i (t), aimed at removing the adjacent channels, a HPA, and an OMUX filter h o (t) which counters the spectral broadening caused by the nonlinear amplifier. The HPA is a nonlinear memoryless device defined through its AM/AM and AM/PM characteristics, defining the amplitude and phase distortions caused on the signal at its input. The resulting system is nonlinear with memory and describes a "single-carrier per transponder" operation.
The received signal is also corrupted by additive white Gaussian noise whose low-pass equivalent w(t) has power spectral density 2N 0 . The low-pass equivalent of the received signal has thus expression
where s(t) is the useful signal at the output of the OMUX filter.
An approximate model for signal s(t) is based on a Volterraseries expansion [11] , [12] . Assuming the satellite channel static and perfectly known at the receiver, we define the impulse response of the system up to the HPA as h(t) = p(t) ⊗ h i (t), where symbol ⊗ denotes "convolution". Signal x(t) at the HPA input will read
whereas signal y(t) at the HPA output can be expressed as a function of x(t) by using the following polynomial expansion in which only odd-order terms appear [11] 
In (2), parameters γ i are complex to take into account for the phase distortions induced by the nonlinear device. With good approximation, the HPA can be modeled as a cubic nonlinarity and we can rewrite (2) as [6] 
In (3), we have used (1) to explicit the dependence on the transmitted symbols and to separate linear and nonlinear effects. According to our system model, signal y(t) is then filtered through the OMUX filter. Hence, signal s(t) can be expressed as
where
When multiplied by γ 1 and 3 4 γ 3 , h (1) (t) and h (3) (t 1 , t 2 , t 3 ) take the form of the so-called Volterra kernels of first and third order, respectively.
In the following, in order to derive low-complexity detection algorithms, we introduce a further approximation which, for typical TWTA characteristics (e.g., see [1] ) results to be very accurate. In the triple summation in (4), we only take the terms for i = or j = , and obtain
wherē
III. DETECTION ALGORITHMS

A. Optimal detector
When the system is assumed to have finite memory, the optimal receiver consists of a bank of filters [12] followed by a proper trellis processor (Viterbi [16] or BCJR [17] as far as MAP sequence or MAP symbol detection is concerned). The front end can be simplified by using a Volterra representation of the useful received signal [6] . The number of trellis states, and thus the complexity of optimal receiver, is exponential in the channel memory assumed at the receiver [6] . This parameter will be denoted to as L and is defined as the number of symbols that form the trellis state definition. We point out that, in principle, the real channel memory can be much larger that that assumed by the receiver-the choice of L is often dictated by implementation complexity reasons.
B. Reduced-complexity Detection Algorithms
In the following, we will consider phase shift keying (PSK) and amplitude/phase shift keying (APSK) modulations typically employed in satellite transmissions [1] . We will see that for PSK modulations signal s(t) can still be considered, with a very good approximation, as a linear modulation and simplified algorithms for this scenario with complexity linear in L can be adopted [18] . On the other hand, the adoption of APSK modulation formats calls for more involved detection algorithms.
1) PSK modulations:
In this case, being |x n | 2 = 1, the signal (5) becomes
The channel can thus be approximated as a linear channel with ISI and related detection algorithms employed accordingly. In particular, the receiver front end is represented by a filter matched to pulseh(t). When the channel memory L is large, an excellent performance/complexity tradeoff is provided by the suboptimal graph-based algorithm described in [18] (see also [19] ), which has been derived by applying the SPA to a suitably-designed FG, and is characterized by a complexity that grows only linearly with the channel memory. The algorithm can be applied to the signal model (6) with no modifications.
2) APSK modulations:
Digital communication systems typically adopt higher-order amplitude/phase modulations (e.g., quadrature amplitude modulations (QAMs)) for spectrally efficient applications. However such modulations have large envelope fluctuations that cause non-negligible distortions when the signal is amplified. To mitigate this detrimental effect, DVB-S2 systems use multilevel APSK constellations which have lower peak-to-average-power ratio and which were proven to perform much better than traditional QAMs in nonlinear environments [20] . Nevertheless, unlike PSK constellations, APSKs are affected by the so-called constellation centroids warping, which is responsible for a reduction in the distance among APSK rings and a differential phase rotation among them. Hence, the design of suboptimal low-complexity detection algorithms for APSK-based systems requires more efforts.
If we still consider the approximate Volterra representation of the useful signal (5) and approximate the terms |x i | 2 with E{|x i | 2 } = 1, this approximation leads to the same lowcomplexity algorithm described for PSK modulations. Simulation results show that this suboptimal detector exhibits a large performance degradation with respect to the optimal detector. For this reason, we look for more efficient receivers, still designing detection algorithms by using the FG/SPA framework. We introduce a novel FG describing the nonlinear system and apply the SPA to this graph to compute approximate aposteriori probabilities (APPs) of the transmitted symbols.
We rewrite the signal (5) using the approximation |x i | 2 = E{|x i | 2 } only for i = k and preserve the term |x k | 2 , which helps the detection algorithm to take into account of the warping effect suffered by the constellation points. The new signal model assumed by the receiver becomes
In the following, we assume to have a proper set of sufficient statistics, extracted from the received signal r(t), collected in a vector r of proper length. MAP symbol detection of symbols x requires the evaluation of the a posteriori probabilities P (x n |r). Any possible correlation between the transmitted symbols is neglected in the detection stage, so that the probability mass function of the transmitted sequence can be factorized as
where P n (x n ) is the a priori probability that the symbol x n is transmitted with index n. The conditional pdf of r given the modulation symbols x is
We consider a detector designed assuming that the useful signal component s(t) is given by (8) . Hence, substituting (8) in (9), defining the following coefficients
and the following functions
we can factorize the joint APP of the transmitted sequence as
Fig. 2. Three sections of the factor graph corresponding to (10) .
where L is the assumed channel memory. The corresponding factor graph is depicted in Fig. 2 for the case L = 2. Nodes G i in the graph collect all factors in (10) which depend on the same two symbols. As an example, we have
This FG has cycles (see that bold-marked in the figure) and the application of the SPA to it leads to an approximate marginalization of (10) . However, it is easy to prove that it cannot contain any cycle of length lower than six, irrespectively of L. Hence, in our case, the SPA can be confidently adopted, since the SPA is generally expected to provide a good approximation of the exact marginalizations when the length of the cycles is at least six [15] . The algorithm resulting from the application of the SPA to the described FG has a complexity which is linear in the number of interferers. This is related to the adopted factorization having the appealing property that nodes G i , whose number linearly increases with the number of interferers, have degree two (i.e., they have two edges) irrespective of the number of interferers. Due to the presence of cycles in the considered FG, the SPA cannot lead to a unique schedule nor to a unique stopping criterion for message passing [15] . Among various possible algorithms deriving from different schedules, we adopt a parallel-schedule SPA. It basically exploits the fact that the lower part of the FG in Fig. 2 is formally identical to the FG describing the low-density parity-check (LDPC) codes, and adopts the same flooding schedule used for standard LDPC decoding [21] .
In the simulation results, the algorithm will be employed as SISO detector in coded schemes.
IV. SIMULATION RESULTS
The performance of the proposed detection schemes is here assessed by means of computer simulations. We consider coded transmissions with iterative detection/decoding at the receiver side [7] , where an iteration consists of a single local iteration of the detector and a single activation of the decoder. Therefore, at each time the SISO decoder updates the probabilities {P n }, the detection algorithm is executed again.
We consider channel coding and modulation formats in the DVB-S2 standard. In particular, we consider the DVB-S2 LDPC codes combined with QPSK, 8-PSK and 4+12-APSK modulations. The joint decoding/detection scheme can be modeled as shown in Fig. 3 . At the transmitter, pulse p(t) has a RRC-shaped spectrum with roll-off 0.3, and the IMUX and OMUX filters are given in [1] . The nonlinear transfer characteristics of the HPA amplifier are shown in Fig. 4 . The working point of the amplifier is generally given in terms of the output back-off (OBO), which is defined as the power ratio (in dBs) between the unmodulated carrier at saturation and the modulated carrier after the OMUX.
In Fig 5, we report the bit error rate (BER) performance of the proposed low-complexity algorithms versus E b /N 0 , E b being the received signal energy per information bit. The performance of the optimal MAP symbol detector is also shown as a reference benchmark for the suboptimal detectors. We assume that QPSK, 8-PSK, and 4+12-APSK modulations are adopted with LDPC codes of rate 1/2, 2/3 and 3/4, respectively. In all cases, we use codewords of length 64800 bits. In the case of QPSK and 8-PSK, the 3dB-bandwidth of the IMUX/OMUX filters is 1.15/T , and the OBO is 0.6 dB. For the 4+12-APSK modulation, the transponder IMUX and OMUX filters have bandwidth 1.35/T and OBO=1 dB is assumed. To limit the receiver complexity, the detectors assume that the memory associated with the interference is of three symbols (L = 3). Larger values of the channel memory make the simulation of the optimal detector practically unfeasible for the highest order modulations we are considering. The BER results show that for PSK schemes the low-complexity detection algorithm has near-optimal performance, being the loss with respect to the optimal detector about 0.1dB. The performance loss of the suboptimal algorithm is larger in the case of the 4+12-APSK modulation but the complexity of the suboptimal scheme is about 100 times lower than that of Comparison of the reduced-complexity detectors with the optimal detector the optimal detector. We point out that the simulation results related to the optimal detector for 4+12-APSK, yet sufficient for estimating the performance loss due to the proposed algorithms, are incomplete, since it is nearly unfeasible to obtain reliable BER curves for detectors working on a 4096-state trellis.
V. CONCLUSIONS
We have proposed suboptimal low-complexity soft-input soft-output detection algorithms for nonlinear channels. Nonlinear channels and linear modulation formats typical of satellite transmissions have been considered. The proposed algorithms exhibit complexity which increases only linear with the channel memory and a very convenient performance/complexity trade-off.
