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Vaagverzamelingenleer vormt een uitbreiding van de klassieke verzamelingenleer waarbij
men bij het bepalen van het lidmaatschap van een object in een verzameling zich niet be-
perkt tot twee mogelijkheden — een object behoort tot een verzameling of behoort niet
tot die verzameling —, maar waarbij men een geleidelijke overgang van “behoren tot” naar
“niet behoren tot” toelaat. Het is immers niet altijd evident om voor elk object duidelijk te
bepalen of het object tot een zekere verzameling behoort of niet. Beschouw bvb. de verza-
meling van “oude mensen”, dan kan men niet op ontegensprekelijke wijze een grens vast-
leggen en bvb. stellen dat alle personen ouder dan 65 “oud” zijn en de anderen niet. Want
als iemand van 65 “oud” is, dan kan men moeilijk zeggen dat iemand van 64 (die dus in
leeftijd weinig verschilt van de eerste persoon) niet oud is, zo kan men dan ook zeggen dat
iemand die 63 jaar oud is eveneens “oud” is, aangezien zijn leeftijd weinig verschilt van deze
van de persoon van 64 jaar. Als men zo verder gaat, komt men aan leeftijden waarvan niet
meer kan gezegd worden dat ze corresponderenmet het begrip “oud”. De oplossing voor dit
probleem bestaat erin om het begrip “oud” te modelleren aan de hand van een vaagverza-
meling : iedere persoon krijgt een graad van “oud”-zijn toegekend, een persoon van 20 jaar
behoort tot de vaagverzameling van “oude mensen” tot de graad bvb. 0.2, een persoon van
70 jaar behoort tot deze vaagverzameling tot de graad 0.6.
Intuı¨tionistische vaagverzamelingenleer vormt een uitbreiding van vaagverzamelingen-
leer. Een intuı¨tionistische vaagverzameling A geeft voor elk element u van het universum
naast een lidmaatschapsgraad µ ook een niet-lidmaatschapsgraad ν van u in A. In de vaag-
verzamelingenleer wordt de niet-lidmaatschapsgraad steeds gegeven door ν = 1−µ. In
de intuı¨tionistische vaagverzamelingenleer daarentegen hoeft de niet-lidmaatschapsgraad
niet gelijk te zijn aan 1−µ; er moet enkel gelden dat ν É 1−µ. Beschouw immers het vol-
gende voorbeeld gegeven door Atanassov [3] : in een stemming zijn een aantal personen
voor een bepaald voorstel, anderen zijn tegen en sommigen onthouden zich. Het percen-
tage tegenstemmers (dit correspondeert met ν) is dan niet gelijk aan het totale percentage
(corresponderend met 1) verminderd met het percentage dat voor gestemd heeft (voorge-
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steld door µ), maar wel kleiner (dit uit zich in het feit dat νÉ 1−µ). In het algemeen kunnen
intuı¨tionistische vaagverzamelingen gebruikt worden in elke situatie waarbij demening van
een aantal personen gevraagd wordt aan de hand van een vragenlijst waarbij men op elke
vraag positief of negatief kan antwoorden of zich onthouden.
Met intuı¨tionistische vaagverzamelingen is het eveneens mogelijk om onzekerheid te
modelleren. Men kan 1−ν zien als een tweede lidmaatschapsgraad, men kan immers 1−ν
zien als de negatie van de niet-lidmaatschapsgraad ν (op analoge wijze zoals ν = 1−µ in
de vaagverzamelingenleer de niet-lidmaatschapsgraad voorstelt). We bekomen dus twee
lidmaatschapsgraden, µ en 1−ν, en het interval [µ,1−ν] kan dan gezien worden als een in-
terval van “mogelijke” lidmaatschapsgraden. De “echte” (maar onbekende) lidmaatschaps-
graad is dus gelegen tussen µ en 1−ν. De lengte van het interval [µ,1−ν] is een maat voor
de onzekerheid op de lidmaatschapsgraad : hoe groter de twijfel, hoe groter de lengte van
dit interval1.
In dit werk zullen we de eigenschappen van de wiskundige operatoren en structuren
bespreken die een belangrijke rol spelen in de intuı¨tionistische vaagverzamelingenleer.
In Hoofdstuk 1 herhalen we de noties uit de vaagverzamelingenleer die we verder zullen
nodig hebben : partieel geordende verzameling, tralie, L-vaagverzameling, unie en door-
snede van vaagverzamelingen, triangulaire normen (t-normen), conormen, implicatoren
en negatoren.
In Hoofdstuk 2 voerenwe het begrip intuı¨tionistische vaagverzameling in, we definie¨ren
de unie, doorsnede en complement van intuı¨tionistische vaagverzamelingen. We introdu-
ceren de tralie L∗ en bewijzen dat intuı¨tionistische vaagverzamelingen niets anders zijn dan
L-vaagverzamelingen t.o.v. de tralie L∗. We bespreken tevens de continuı¨teit in L∗ aan de
hand van vier topologisch equivalente afstanden op L∗ en we definie¨ren links- en rechts-
continuı¨teit voor L∗→ L∗ afbeeldingen. Ten slotte bestuderen we de niveauverzamelingen
van intuı¨tionistische vaagverzamelingen.
Dankzij de equivalentie tussen intuı¨tionistische vaagverzamelingenleer en L∗-vaagver-
zamelingenleer, kunnen we in Hoofdstuk 3 de begrippen t-norm, t-conorm, negator, impli-
cator en uninorm uitbreiden naar de intuı¨tionistische vaagverzamelingenleer. Triangulaire
normen en conormen kunnen gebruikt worden om een veralgemeende doorsnede en unie
van intuı¨tionistische vaagverzamelingen te definie¨ren, negatoren kunnen gebruikt worden
om een veralgemeend complement van intuı¨tionistische vaagverzamelingen in te voeren.
Triangulaire normen en conormen op L∗ kunnen gemakkelijk geconstrueerd worden met
behulp van hun tegenhangers op [0,1] (de zogenaamde t-representeerbare t-normen en t-
conormen), maar deze constructie levert niet alle t-normen en t-conormen op L∗ op. Als
tegenvoorbeeld hebben we de belangrijke Łukasiewicz t-norm op L∗ (deze t-normwordt zo
1Deze gedachte is ook aanwezig bij interval-waardige vaagverzamelingen [45, 55]. Een interval-waardige
vaagverzameling A beeldt elk element u van het universum af op een gesloten deelinterval van [0,1], dit interval
vormt een benadering voor de “echte” (maar onbekende) lidmaatschapsgraad van u in A. In [30] is bewezen dat
interval-waardige vaagverzamelingenleer equivalent is met intuı¨tionistische vaagverzamelingenleer.
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genoemd omdat hij een aantal analoge eigenschappen bezit als de Łukasiewicz t-norm op
[0,1]). Twee belangrijke klassen van implicatoren zijn de S-implicator en de R-implicator.
Voor de Łukasiewicz t-norm geldt dat de corresponderende S- en R-implicator aan elkaar
gelijk zijn, net zoals voor de Łukasiewicz t-norm op [0,1].
In Hoofdstuk 4 bewijzen we een belangrijke representatie van involutieve negatoren op
L∗ in termen van involutieve negatoren op [0,1]. We bewijzen een analoge representatie
voor stijgende bijecties in L∗ met stijgende inverse. Deze representaties zullen bruikbaar
zijn om later representaties te bewijzen voor t-normen, t-conormen en implicatoren. We
bewijzen dat ondanks het feit dat een aantal eigenschappen dezelfde zijn, deze represen-
tatie niet geldig is voor continue, stijgende bijecties op L∗, m.a.w. voor continue, stijgende
bijecties op L∗ geldt niet noodzakelijk dat de inverse stijgend is (wat voor bijecties op [0,1]
wel het geval is).
We bekijken de t-normen en t-conormen op L∗ van naderbij in Hoofdstuk 5. We be-
studeren eerst de eigenschappen van de veralgemeende unie en doorsnede van intuı¨tionis-
tische vaagverzamelingen. Vervolgens voeren we het residu-principe in voor t-normen op
L∗ en bewijzen dat dit principe niet equivalent is met links-continuı¨teit (dit is immers het
geval voor t-normen op [0,1]). Deze equivalentie geldt echter wel voor t-representeerbare
t-normen. Voor t-normen op [0,1] geldt dat een t-norm continu, Archimedisch en nilpotent
is als en slechts als de t-norm op een bepaalde wijze kan voorgesteld worden m.b.v. de Łuk-
asiewicz t-norm. We bewijzen hier een analoge eigenschap voor t-normen op L∗. Ook voor
t-conormen kan er een analoge representatie bewezen worden. We zwakken vervolgens de
voorwaarden af en vinden twee veralgemeningen voor de representatie van t-normen. We
bewijzen ten slotte dat voor een continue t-norm T op L∗ die aan het residu-principe vol-
doet, t-representeerbaarheid equivalent is met T ((0,0), (0,0))= (0,0).
In Hoofdstuk 6 voeren we de intuı¨tionistische Smets-Magrez axioma’s in. Dit zijn een
aantal axioma’s die de bruikbaarheid van implicatoren in bepaalde toepassingen kunnen
testen. Implicatoren op [0,1] die aan alle Smets-Magrez axioma’s voldoen kunnen voorge-
steld worden m.b.v. de R-implicator van de Łukasiewicz t-norm. Met behulp van de reeds
gevonden representaties voor t-normen, bijecties en negatoren op L∗, kunnen we bewijzen
dat implicatoren op L∗ die aan alle Smets-Magrez axioma’s voldoen kunnen voorgesteld
worden op analoge wijze m.b.v. de R-implicator van de Łukasiewicz t-norm op L∗. We be-
studeren verder de Smets-Magrez axioma’s voor eenuitgebreidere klasse vanR-implicatoren
op L∗ en introduceren een t-norm op L∗ die analoge eigenschappen bezit als het nilpotent
minimum op [0,1].
We bestuderen de uninormen op L∗ in Hoofdstuk 7. Uninormen vormen een veralge-
mening van t-normen en t-conormen, waarbij het neutraal element e ∈ L∗ niet noodzake-
lijk gelijk is aan 0L∗ of 1L∗ . We introduceren een aantal eigenschappen van uninormen op
L∗ alsook de eigenschappen van de implicatoren gegenereerd door uninormen. We voe-
ren het begrip representeerbare uninorm in en bewijzen dat representeerbare uninormen
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onder bepaalde voorwaarden t-representeerbaar zijn.
In Hoofdstuk 8 veralgemenen we het cartesiaans product. We bespreken een aantal
eigenschappen waaronder de ledigheid, de commutativiteit, de distributiviteit t.o.v. unie,
doorsnede en verschil, de monotoniteit en de niveauverzamelingen.
In Hoofdstuk 9 bestuderen we de samenstelling van intuı¨tionistische vaagrelaties. We
maken gebruik van de basisoperatoren op L∗ om de sup−T compositie uit te breiden naar
intuı¨tionistische vaagrelaties, alsook de triangulaire composities van Bandler en Kohout en
hun verbeterde versies van De Baets en Kerre. We bestuderen de eigenschappen van deze
composities waaronder de omkeerbaarheid, de monotoniteit en de interactie met unie en
doorsnede. We onderzoeken eveneens de niveauverzamelingen van de diverse composities.
1Noties uit de
vaagverzamelingenleer
Mal nommer les choses, c'est ajouter aux malheurs du monde.
— ALBERT CAMUS (1913 - 1960)
In dit hoofdstuk bespreken we kort de voor het vervolg belangrijkste noties uit de vaagver-
zamelingenleer. Voor meer details verwijzen we naar [49, 50].
1.1 Geordende verzamelingen
Definitie 1.1 [49] Een partieel geordende verzameling (kortweg : poset, van het Engelse “par-
tially ordered set”) is een koppel (P,É) bestaande uit een niet-ledige verzameling P en een bi-
naire relatie É over P die voldoet aan de volgende voorwaarden :
(P.1) (∀x ∈ P )(x É x), (reflexiviteit)
(P.2) (∀(x, y) ∈ P2)(x É y en y É x⇒ x = y), (antisymmetrie)
(P.3) (∀(x, y,z) ∈ P3)(x É y en y É z⇒ x É z). (transitiviteit)
Merk op dat de omgekeerde relatie Ê van É gedefinieerd door, voor alle x, y ∈ P ,
x Ê y⇔ y É x
eveneens een partie¨le orderelatie is over P . We noteren “x É y en x 6= y” ook als x < y .
Definitie 1.2 [49] Een totaal geordende verzameling is een partieel geordende verzameling
(P,É) die bovendien voldoet aan :
(P.4) (∀(x, y) ∈ P2)(x É y of y É x).
Een totaal geordende verzamelingwordt ook nog een ketting of lineair geordende verzameling
genoemd.
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In een totaal geordende verzameling zijn elke twee elementen vergelijkbaar. In een po-
set kunnen er elementen optreden die niet vergelijkbaar zijn. Als x ∈ P en y ∈ P onvergelijk-
baar zijn, dan noteert men dit als x‖y , m.a.w.
x‖y⇔¬(x É y) en ¬(y É x).
Stel (P,É) is een poset, A ⊆ P en a ∈ P . We definie¨ren voor verder gebruik de volgende
begrippen :
• a is een bovengrens voor A als en slechts als (∀x ∈ A)(x É a);
• a is een ondergrens voor A als en slechts als (∀x ∈ A)(a É x);
• a is het supremum voor A (genoteerd als a = supA) als en slechts als a is de kleinste
bovengrens voor A, i.e.
a = supA⇔ (∀x ∈ A)(x É a) en (∀b ∈ P )((∀x ∈ P )(x É b)⇒ a É b);
• a is het infimum voor A (genoteerd als a = infA) als en slechts als a is de grootste
ondergrens voor A, i.e.
a = infA⇔ (∀x ∈ A)(a É x) en (∀b ∈ P )((∀x ∈ P )(b É x)⇒ b É a).
Zij (P1,É1) en (P2,É2) twee posets en f een P1→ P2 afbeelding. Dan
• f is stijgend als en slechts als (∀(x, y) ∈ P21 )(x É1 y⇒ f (x)É2 f (y));
• f is dalend als en slechts als (∀(x, y) ∈ P21 )(x É1 y⇒ f (x)Ê2 f (y)).
Zij X ,Y ,Z verzamelingen, f een X ×Y → Z afbeelding en (x0, y0) ∈ X ×Y . De eerste partie¨le
afbeelding van f in (x0, y0) is dan de X → Z afbeelding f (., y0) gedefinieerd als, voor alle
x ∈ X :
f (., y0)(x)= f (x, y0).
De tweede partie¨le afbeelding van f in (x0, y0) is de Y → Z afbeelding f (x0, .) gedefinieerd
als, voor alle y ∈ Y :
f (x0, .)(y)= f (x0, y).
1.2 Tralies
Definitie 1.3 [49] Een poset (P,É)waarin elk paar {x, y}⊆ P een supremum en een infimum
bezit noemt men een tralie.
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Gewoonlijk zullen we voor een tralie de notatie (L,ÉL) gebruiken. We zullen bovendien,
voor x, y ∈ L, de notatie x∨ y = sup(x, y) (“join”) en x∧ y = inf(x, y) (“meet”) gebruiken.
Een tralie (L,ÉL) noemen we begrensd indien L een grootste element 1L en een kleinste
element 0L bezit. We noemen (L,ÉL) compleet indien elke niet-ledige deelverzameling van
L een supremum en een infimum bezit. We noemen (L,ÉL) distributief indien er geldt :
(∀(x, y,z) ∈ L3)(sup(x, inf(y,z))= inf(sup(x, y),sup(x,z))).
Bijvoorbeeld ([0,1],É), waarbij É de gewone ordening op R voorstelt, is een complete, dis-
tributieve tralie.
Een tralie kan ook gedefinieerd worden als een algebraı¨sche structuur m.a.w. als een
verzameling voorzien van een aantal n-aire bewerkingen, waarbij een n-aire bewerking op
L gedefinieerd is als een Ln → L afbeelding.
Definitie 1.4 [49] Een tralie is een algebraı¨sche structuur (L,∨,∧) bestaande uit een niet-
ledige verzameling L en twee binaire bewerkingen op L die voldoen aan de volgende eigen-
schappen, voor x, y,z ∈ L :
(L.1) x∧x = x en x∨x = x;
(L.2) x∧ y = y ∧x en x∨ y = y ∨x;
(L.3) x∧ (y ∧ z)= (x∧ y)∧ z en x∨ (y ∨ z)= (x∨ y)∨ z;
(L.4) x∧ (x∨ y)= x en x∨ (x∧ y)= x.
De orde-afhankelijke definitie (L,ÉL) en de definitie als algebraı¨sche structuur (L,∨,∧)
van een tralie zijn verbonden door, voor alle x, y ∈ L,
x ÉL y⇔ x∨ y = y⇔ x∧ y = x.
Bijvoorbeeld, de algebraı¨sche structuur ({0,1},∨B ,∧B ), waarbij
0∨B 0 = 0, 0∨B 1 = 1, 1∨B 0 = 1, 1∨B 1 = 1,
0∧B 0 = 0, 0∧B 1 = 0, 1∧B 0 = 0, 1∨B 1 = 1,
is een complete tralie. We zullen∨B en∧B de Booleaanse disjunctie en conjunctie noemen,
respectievelijk. We definie¨ren voor verder gebruik op ({0,1},∨B ,∧B ) een binaire operator
⇒B als
(0⇒B 0)= 1, (0⇒B 1)= 1, (1⇒B 0)= 0, (1⇒B 1)= 1,
die we de Booleaanse implicatie zullen noemen.
Zij (L1,∨1,∧1) en (L2,∨2,∧2) twee tralies. Dan wordt een L1→ L2 afbeelding Φ eenmor-
fisme genoemd als en slechts als, voor alle x, y ∈ L1 :
Φ(x∨1 y) = Φ(x)∨2Φ(y),
Φ(x∧1 y) = Φ(x)∧2Φ(y).
Een bijectief morfisme wordt ook een isomorfisme genoemd.
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Definitie 1.5 [49] Een deMorgan-algebra is een algebraı¨sche structuur (L,∨,∧,¬) bestaande
uit een distributieve, begrensde tralie (L,∨,∧) voorzien van een unaire bewerking ¬ op L zo
dat voldaan is aan :
(M.1) (∀x ∈ L)(¬(¬(x))= x);
(M.2) (∀(x, y) ∈ L2)(¬(x∧ y)=¬(x)∨¬(y) en ¬(x∨ y)=¬(x)∧¬(y));
(M.3) ¬(0L)= 1L en ¬(1L)= 0L .
1.3 Vaagverzamelingen
Definitie 1.6 [65] Een vaagverzameling in een universumU is een U → [0,1] afbeelding A.
Men noemt, voor alle u ∈U, A(u) de lidmaatschapsgraad van u in de vaagverzameling A.
Als A(u) = 0, dan betekent dat u helemaal niet behoort tot A terwijl A(u) = 1 betekent
dat u wel behoort tot A. Tussen deze twee uitersten is er een graduele overgang van niet
naar wel behoren tot A, gekenmerkt door een stijgende lidmaatschapsgraad. De klasse der
vaagverzamelingen in een universumU zullen we voorstellen door F (U ).
De klassieke (deel-)verzamelingen zullen we in het vervolg ook aanduiden met het be-
grip “scherpe verzameling”. De klasse der scherpe (deel-)verzamelingen inU wordt voorge-
steld door P (U ).
Zadeh breidde de klassieke unie, doorsnede en complement van verzamelingen als volgt
uit naar vaagverzamelingen, voor A,B ∈F (U ) :
• de unie van A en B is de afbeelding
A∪B : U → [0,1] :
u 7→ max(A(u),B(u)), ∀u ∈U ;
• de doorsnede van A en B is de afbeelding
A∩B : U → [0,1] :
u 7→ min(A(u),B(u)), ∀u ∈U ;
• het complement van A is de afbeelding
coA : U → [0,1] :
u 7→ 1− A(u), ∀u ∈U .
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Men verifieert gemakkelijk dat (F (U ),∪,∩) een tralie vormt. Demet de algebraı¨sche be-
werkingen ∪ en ∩ corresponderende orderelatie ⊆wordt bepaald door, voor A,B ∈F (U ) :
A ⊆B ⇔ A∪B =B
⇔ (∀u ∈U )(max(A(u),B(u))=B(u))
⇔ (∀u ∈U )(A(u)ÉB(u)).
Er volgt tevens dat A =B⇔ (∀u ∈U )(A(u)=B(u)).
De tralie (P (U ),∪,∩,co) kan als volgt ingebed worden in de tralie (F (U ),∪,∩,co) : de
afbeeldingΨ bepaald door
Ψ : P (U ) → F (U ) :
A 7→ χA , ∀A ∈P (U )
waarbij χA de karakteristieke afbeelding van A is gedefinieerd als,
χA : U → {0,1} :
u 7→ 1, ∀u ∈ A,
u 7→ 0, ∀u ∈U \ A,
is een inbedding van (P (U ),∪,∩,co) in (F (U ),∪,∩,co), i.e. een injectie die voldoet aan
Ψ(A∪B)=Ψ(A)∪Ψ(B),Ψ(A∩B)=Ψ(A)∩Ψ(B) enΨ(coA)= coΨ(A).
We definie¨ren nog voor verder gebruik de hoogte van een vaagverzameling A inU als
hgt(A)= sup
u∈U




Het begrip vaagverzameling kan als volgt uitgebreid worden.
Definitie 1.7 [44] Zij (L,ÉL) een complete tralie. Een L-vaagverzameling in een universum
U is een U → L afbeelding A. Men noemt, voor alle u ∈U, A(u) de lidmaatschapsgraad van
u in A.
Zij 0L en 1L het kleinste, resp. het grootste, element van L. Dan betekent A(u) = 0L dat
u helemaal niet behoort tot A terwijl A(u)= 1L betekent dat u wel behoort tot A. De klasse
der L-vaagverzamelingen in een universumU zullen we noteren als FL(U ).
Veronderstel dat er een negator N gedefinieerd is op L, i.e. een orde-omkerende unaire
bewerking N waarvoor geldt N (0L)= 1L en N (1L)= 0L . De unie, doorsnede en complement
van L-vaagverzamelingen worden als volgt gedefinieerd, voor A,B ∈FL(U ) :
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• de unie van A en B is de afbeelding
A∪B : U → L :
u 7→ sup(A(u),B(u)), ∀u ∈U ;
• de doorsnede van A en B is de afbeelding
A∩B : U → L :
u 7→ inf(A(u),B(u)), ∀u ∈U ;
• het complement van A is de afbeelding
coA : U → L :
u 7→ N (A(u)), ∀u ∈U .
1.5 Triangulaire normen en aanverwante operatoren
Webespreken nu een aantal belangrijke operatoren die vaak gebruikt worden in de vaagver-
zamelingenleer.
Definitie 1.8 [56, 57, 58] Een triangulaire norm op [0,1] is een [0,1]2 → [0,1] afbeelding T
die voldoet aan de volgende voorwaarden :
• (∀x ∈ [0,1])(T (x,1)= x), (randvoorwaarde)
• (∀(x, y) ∈ [0,1]2) (T (x, y)= T (y,x)), (commutativiteit)
• (∀(x, y,z) ∈ [0,1]3) (T (x,T (y,z))= T (T (x, y),z)), (associativiteit)
• (∀(x,x ′, y, y ′) ∈ [0,1]4) (x É x ′ en y É y ′⇒ T (x, y)É T (x ′, y ′)). (monotoniteit)
Definitie 1.9 [58] Een triangulaire conorm op [0,1] is een [0,1]2 → [0,1] afbeelding S die
voldoet aan de volgende voorwaarden :
• (∀x ∈ [0,1])(S(x,0)= x), (randvoorwaarde)
• (∀(x, y) ∈ [0,1]2) (S(x, y)= S(y,x)), (commutativiteit)
• (∀(x, y,z) ∈ [0,1]3) (S(x,S(y,z))= S(S(x, y),z)), (associativiteit)
• (∀(x,x ′, y, y ′) ∈ [0,1]4) (x É x ′ en y É y ′⇒ S(x, y)É S(x ′, y ′)). (monotoniteit)
Een aantal voorbeelden van t-normen en t-conormen op [0,1] zijn, voor x, y ∈ [0,1] (zie
bvb. [51]) :
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(i) TM (x, y)=min(x, y);
(ii) SM (x, y)=max(x, y);
(iii) TP (x, y)= xy (het algebraı¨sch product);
(iv) SP (x, y)= x+ y −xy (de probabilistische som);
(v) TW (x, y)=max(0,x+ y −1) (de Łukasiewicz t-norm);
(vi) SW (x, y)=min(1,x+ y) (de begrensde som);
(vii) Z (x, y)=

min(x, y), als max(x, y)= 1;0, anders (de drastische t-norm);
(viii) Z∗(x, y)=

max(x, y), als min(x, y)= 0;1, anders (de drastische t-conorm).
Definitie 1.10 Een negator op [0,1] is een dalende [0,1]→ [0,1] afbeelding N die voldoet aan
N (0) = 1 en N (1) = 0. Als N (N (x)) = x, voor alle x ∈ [0,1], dan wordt N een involutieve
negator genoemd.
De afbeelding Ns gedefinieerd als Ns(x) = 1− x, voor alle x ∈ [0,1], zal in het vervolg de
standaard negator genoemd worden.
Zij T een t-norm en N een negator op [0,1]. Dan is de [0,1]2 → [0,1] afbeelding T ∗
gedefinieerd als, voor alle x, y ∈ [0,1], T ∗(x, y) = N (T (N (x),N (y))), een t-conorm die de
duale t-conorm van T t.o.v. N genoemd wordt. Zij S een t-conorm en N een negator op
[0,1]. Dan is analoog de [0,1]2 → [0,1] afbeelding S∗ gedefinieerd als, voor alle x, y ∈ [0,1],
S∗(x, y)=N (S(N (x),N (y))), een t-norm die de duale t-norm van S t.o.v. N genoemd wordt.
Men kan de unie, doorsnede en complement van vaagverzamelingen als volgt uitbrei-
den, voor A,B ∈ F (U ), u ∈ U , T een t-norm, S een t-conorm en N een negator op [0,1]
(zie [63]) :
A ∪S B(u) = S (A(u),B(u));
A ∩T B(u) = T (A(u),B(u));
coN A(u) = N (A(u)).
Definitie 1.11 Een implicator op [0,1] is een [0,1]2→ [0,1] afbeelding I die voldoet aan
I (0,0)= 1, I (1,0)= 0,
I (0,1)= 1, I (1,1)= 1,
en die dalend is in zijn eerste en stijgend in zijn tweede component, i.e.
(∀y ∈ [0,1])(∀(x,x ′) ∈ [0,1]2)(x É x ′⇒ I (x, y)Ê I (x ′, y)), (M.1)
(∀x ∈ [0,1])(∀(y, y ′) ∈ [0,1]2)(y É y ′⇒ I (x, y)É I (x, y ′)). (M.2)
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Nu bespreken we twee belangrijke klassen van implicatoren (zie [35, 53]) : de S- en R-
implicator. Definieer op {0,1} een unaire operator ¬B als ¬B (0)= 1 en ¬B (1)= 0, dan geldt,
voor x, y ∈ {0,1},
(x⇒B y)= (¬B (x)∨B y).
Door deze gelijkheid uit te breiden naar [0,1] bekomen we de strenge implicator (kortweg
S-implicator) op [0,1] gedefinieerd als volgt.
Definitie 1.12 Zij S een t-conorm en N een negator op [0,1]. De S-implicator gegenereerd
door S en N is de afbeelding IS,N gedefinieerd als, voor alle x, y ∈ [0,1] :
IS,N (x, y)= S(N (x), y).
Vertrekkend van de gelijkheid, voor x, y ∈ {0,1},
(x⇒B y)= sup{γ | γ ∈ {0,1} en (x∧B γ)É y}
in de klassieke logica, bekomen we de residuele implicator (kortweg R-implicator) gedefini-
eerd als volgt [39, 61].
Definitie 1.13 Zij T een t-norm. De R-implicator gegenereerd door T is de afbeelding IT ge-
definieerd als, voor alle x, y ∈ [0,1] :
IT (x, y)= sup{γ | γ ∈ [0,1] en T (x,γ)É y}.
De negator gegenereerd door IT is de afbeelding NT gedefinieerd als, voor alle x ∈ [0,1] :
NT (x)= IT (x,0).
Een aantal voorbeelden van implicatoren op [0,1] zijn, voor x, y ∈ [0,1] (zie [51]) :
(i) Ib(x, y) = ISM ,Ns (x, y) =max(1− x, y), deze implicator wordt de Kleene-Dienes impli-
cator genoemd;
(ii) Ia(x, y)= ITW (x, y)= ISW ,Ns (x, y)=min(1,1−x+ y), deze implicator wordt de Łukasie-
wicz implicator genoemd.
We voeren nog de volgende bijzondere t-normen in.
Een t-norm T voldoet aan het residu-principe als en slechts als, voor alle x, y,z ∈ [0,1],
T (x, y)É z⇔ y É IT (x,z).
Als T aan het residu-principe voldoet, dan zegt men ook dat T (x, .) en IT (x, .) een Galois-
connectie vormen (zie bvb. [43, 51]). Men kan aantonen dat een t-norm T linkscontinu is
als en slechts als alle partie¨le afbeeldingen T (x, .) linkscontinu zijn, voor alle x ∈ [0,1]. Een
t-norm T voldoet aan het residu-principe als en slechts als T linkscontinu is [41].
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Een t-norm T wordt Archimedisch genoemd als voor alle (x, y) ∈ ]0,1[2 er een n ∈ N
bestaat zodanig dat x(n)
T
< y , waarbij x(n)
T
= T (x,x, . . . ,x︸ ︷︷ ︸
n keer
), voor alle x ∈ [0,1]. Een t-norm T
wordt nilpotent genoemd als T continu is en er voor alle x ∈]0,1[ een n ∈N bestaat zodanig
dat x(n)
T
= 0. Een continue t-norm T is Archimedisch als en slechts als T (x,x)< x, voor alle
x ∈ ]0,1[, en een t-norm T is nilpotent als en slechts als er x, y ∈ ]0,1[ bestaan zodanig dat
T (x, y)= 0 (zie [51]).
De volgende stelling geldt voor t-normen op [0,1]. We zullen een analoge stelling bewij-
zen voor t-normen op L∗ in Sectie 5.3.
Stelling 1.1 [41] Een t-norm T is continu, Archimedisch en nilpotent als en slechts als er een
permutatie ϕ van [0,1] bestaat zodanig dat T de ϕ-getransformeerde is van de Łukasiewicz
t-norm, i.e. T =ϕ−1◦TW ◦(ϕ×ϕ), waarbij× de productbewerking voorstelt [36], of equivalent,
voor alle x, y ∈ [0,1] :
T (x, y) = ϕ−1(TW (ϕ(x),ϕ(y)))
= ϕ−1(max(0,ϕ(x)+ϕ(y)−1)).
Ten slotte definie¨ren we een uitbreiding van t-normen en t-conormen, namelijk de uni-
normen.
Definitie 1.14 [38, 64] Een uninormU op [0,1] is een stijgende, commutatieve en associatie-
ve [0,1]2→ [0,1] afbeelding die voldoet aan
(∃e ∈ [0,1])(∀x ∈ [0,1])(U (e,x)= x).
Als e = 0 bekomen we een t-conorm, als e = 1 een t-norm.
In Hoofdstuk 3 zullen we deze operatoren uitbreiden naar de context van intuı¨tionisti-




L'homme “sain” n'est pas tant celui qui a éliminé de lui-même les contradictions :
c'est celui qui les utilise et les entraîne dans son travail.
— MAURICE MERLEAU-PONTY (1908 - 1961), “Signes”
We voeren het begrip intuı¨tionistische vaagverzameling in, we introduceren de tralie (L∗,
ÉL∗) en bewijzen dat intuı¨tionistische vaagverzamelingen kunnen geı¨dentificeerd worden
met L∗-vaagverzamelingen. We bespreken de continuı¨teit in L∗ en ten slotte behandelen
we ook de niveauverzamelingen van intuı¨tionistische vaagverzamelingen.
2.1 Inleidende begrippen
Definitie 2.1 [1, 2, 3] Een intuı¨tionistische vaagverzameling A in een universum U is een
verzameling
A = {(u,µA(u),νA(u)) | u ∈U },
waarbij, voor alle u ∈U, µA(u) ∈ [0,1] en νA(u) ∈ [0,1] de lidmaatschapsgraad en de niet-
lidmaatschapsgraad van u in A, respectievelijk, genoemd worden en bovendien voldoen aan
µA(u)+νA(u)É 1.
In de vaagverzamelingenleer is de niet-lidmaatschapsgraad van u ∈U in een vaagver-
zameling A in U gelijk aan de lidmaatschapsgraad van u in het complement van A, i.e.
gelijk aan coA(u) = 1− A(u). In de intuı¨tionistische vaagverzamelingenleer wordt de niet-
lidmaatschapsgraad min of meer vrij gelaten; er moet enkel gelden dat νA(u) É 1−µA(u).
Het getal piA(u) = 1−µA(u)−νA(u) wordt de onzekerheidsgraad, de graad van twijfel of de
intuı¨tionistische vaagindex genoemd. De klasse der intuı¨tionistische vaagverzamelingen in
een universumU zullen we voorstellen door IFS (U ).
Atanassov breidde als volgt de unie, doorsnede en complement van vaagverzamelingen
uit naar intuı¨tionistische vaagverzamelingen, voor A,B ∈IFS (U ) :
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• de unie van A en B is de verzameling
A∪B = {(u,max(µA(u),µB (u)),min(νA(u),νB (u))) | u ∈U };
• de doorsnede van A en B is de verzameling
A∩B = {(u,min(µA(u),µB (u)),max(νA(u),νB (u))) | u ∈U };
• het complement van A is de verzameling
coA = {(u,νA(u),µA(u)) | u ∈U }.
We kunnen deze formules als volgt verantwoorden. Voor het complement hebben we
dat de lidmaatschapsgraad µcoA(u) van u tot coA, i.e. de graad tot dewelke u tot het com-
plement van A behoort, juist de graad is tot dewelke u niet tot A behoort, i.e. de niet-
lidmaatschapsgraad νA(u) van u in A, en analoog voor νcoA(u). Voor de unie (voor de door-
snede is de bespreking analoog) hebben we dat de lidmaatschapsgraad van A∪B dezelfde
is als in het vage geval. De niet-lidmaatschapsgraad van u in A∪B daarentegen is gelijk aan
de graad tot dewelke u tot co(A∪B) behoort, i.e. de graad tot dewelke u tot coA∩coB be-
hoort. De graad tot dewelke u tot coA behoort is gelijk aan νA(u) en analoog voor coB . Uit
de formule voor de doorsnede van twee vaagverzamelingen volgt dat de graad tot dewelke
u tot coA∩coB behoort gelijk is aan min(νA(u),νB (u)).
Men verifieert gemakkelijk dat (IFS (U ),∪,∩) een tralie vormt. De met de algebra-
ische bewerkingen ∪ en ∩ corresponderende orderelatie ⊆ wordt bepaald door, voor A,B ∈
IFS (U ) :
A ⊆B ⇔ A∪B =B
⇔ (∀u ∈U )(max(µA(u),µB (u))=µB (u) en min(νA(u),νB (u))= νB (u))
⇔ (∀u ∈U )(µA(u)ÉµB (u) en νA(u)Ê νB (u)).
De de Morgan-algebra (F (U ),∪,∩,co) kan als volgt ingebed worden in de de Morgan-
algebra (IFS (U ),∪,∩,co) : de afbeeldingΨ bepaald door
Ψ : F (U ) → IFS (U ) :
A 7→ {(u,A(u),1− A(u)) | u ∈U }, ∀A ∈F (U )
is een inbedding van (F (U ),∪,∩,co) in (IFS (U ),∪,∩,co).
Voor verder gebruik definie¨ren we de hoogte hgt(A) en de plint plt(A) van een intuı¨tio-















(merk op dat hgt(A) ∈ L∗ en plt(A) ∈ L∗).
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2.2 De tralie L∗
We voeren de tralie (L∗,ÉL∗) in en bewijzen dat intuı¨tionistische vaagverzamelingenleer
equivalent is met L∗-vaagverzamelingenleer. Deze equivalentie is van groot belang aan-
gezien het ons zal toelaten om belangrijke begrippen uit de vaagverzamelingenleer, zoals
t-normen, implicatoren, enz., uit te breiden naar de context van intuı¨tionistische vaagver-
zamelingen.
Lemma 2.1 [30] Zij (L,ÉL ,N ) een complete tralie voorzien van een involutieve negator N.
Dan is het koppel (L∗,ÉL∗) gedefinieerd door
L∗ = {(x1,x2) | (x1,x2) ∈ L2 en x1 ÉL N (x2)},
(x1,x2)ÉL∗ (y1, y2)⇔ x1 ÉL y1 en x2 ÊL y2, ∀(x1,x2), (y1, y2) ∈ L∗,
een complete tralie.
Bewijs. Noteer voor een willekeurige complete tralie (L′,ÉL′), infL′ als 0L′ en supL′ als 1L′ .
In [8] werd bewezen dat het direct product van twee complete tralies een complete tralie
is. Bijgevolg is (L×L,ÉL∗), waarbij ÉL∗ gedefinieerd is zoals hierboven, een complete tralie,
want het is het product van de complete tralies (L,ÉL) en (L,ÊL).
In [8] werd eveneens aangetoond dat, als (L′,ÉL′) een complete tralie is en S is een deel-
verzameling van L′ zodanig dat
(i) 1L′ ∈ S,
(ii) ∅⊂ T ⊆ S impliceert infT ∈ S,
dan is (S,ÉS), waarbij ÉS de restrictie van ÉL′ tot S × S voorstelt, een complete tralie. We
bewijzen (i) en (ii) voor de deelverzameling L∗ van L×L. Zij L′ = L×L met ordening ÉL∗ ,
dan is 1L′ = (1L ,0L). Bijgevolg is 1L′ ∈ L∗. We bewijzen nu dat voor een willekeurige niet-
ledige deelverzameling T van L∗, T ⊆ L∗ impliceert dat infT ∈ L∗. In de complete tralie
(L×L,ÉL∗) wordt het infimum van T gegeven door
infT = (infT1, supT2),
waarbij
T1 = {x1 | x1 ∈ L en (∃x2 ∈ L)((x1,x2) ∈ T )},
T2 = {x2 | x2 ∈ L en (∃x1 ∈ L)((x1,x2) ∈ T )}.
Vermits (L,ÉL) een complete tralie is en T1 en T2 niet-ledige deelverzamelingen van L zijn,
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⇒ inf{x1 | x1 ∈ L en (∃x2 ∈ L)((x1,x2) ∈ T )}
ÉL inf{N (x2) | x2 ∈ L en (∃x1 ∈ L)((x1,x2) ∈ T )}
⇒ infT1 ÉL N
(
sup{x2 | x2 ∈ L en (∃x1 ∈ L)((x1,x2) ∈ T )}
)
⇒ infT1 ÉL N (supT2).
Dit bewijst dat infT = (infT1, supT2) ∈ L∗. 
Aangezien ([0,1],É,Ns) een complete tralie is voorzien van de involutieve negator Ns ,






Figuur 2.1: Het gearceerde gebied is L∗.
Gevolg 2.2 Het koppel (L∗,ÉL∗)met
L∗ = {(x1,x2) | (x1,x2) ∈ [0,1]2 en x1+x2 É 1},
(x1,x2)ÉL∗ (y1, y2)⇔ x1 É y1 en x2 Ê y2, ∀(x1,x2), (y1, y2) ∈ L∗,
is een complete tralie.
Voor elke niet-ledige deelverzameling A ⊆ L∗ hebben we
supA= (sup{x1 | x1 ∈ [0,1] en (∃x2 ∈ [0,1−x1])((x1,x2) ∈ A)},
inf {x2 | x2 ∈ [0,1] en (∃x1 ∈ [0,1−x2])((x1,x2) ∈ A)}
)
,
infA= ( inf {x1 | x1 ∈ [0,1] en (∃x2 ∈ [0,1−x1])((x1,x2) ∈ A)},
sup{x2 | x2 ∈ [0,1] en (∃x1 ∈ [0,1−x2])((x1,x2) ∈ A)}
)
.
We noteren de eenheidselementen van L∗ als 0L∗ = (0,1) en 1L∗ = (1,0). We definie¨ren tevens
de volgende verzameling voor verder gebruik : D = {(x1,x2) | (x1,x2) ∈ L∗ en x1+ x2 = 1}, en
de eerste en tweede projectieafbeelding pr1 en pr2 op L
∗ gedefinieerd als pr1(x1,x2)= x1 en
pr2(x1,x2)= x2, voor alle (x1,x2) ∈ L∗.
Merk op dat, voor x = (x1,x2), y = (y1, y2) ∈ L∗, als ofwel x1 < y1 en x2 < y2 ofwel x1 > y1
en x2 > y2, dan x en y onvergelijkbaar zijn t.o.v.ÉL∗ ; we noteren dit als x‖L∗ y . Met de notatie
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x <L∗ y duiden we aan dat x ÉL∗ y en x 6= y , i.e. ofwel x1 < y1 en x2 Ê y2 ofwel x1 É y1 en
x2 > y2. Als x1 < y1 en x2 > y2, dan noteren we dit als x≪L∗ y .
Voortaan zullen we veronderstellen dat, als x ∈ L∗, dan x1 en x2 respectievelijk de eerste
en de tweede coo¨rdinaat van x aanduiden, i.e. x = (x1,x2). We definie¨ren ook voor elke
x ∈ L∗ het getal xpi = 1−x1−x2.
Men kan deze tralie equivalent definie¨ren als een algebraı¨sche structuur (L∗,∧,∨) waar-
bij de “meet”-operator ∧ en de “join”-operator ∨ gedefinieerd zijn als volgt, voor x, y ∈ L∗ :
x∧ y = inf(x, y) = (min(x1, y1),max(x2, y2)),
x∨ y = sup(x, y) = (max(x1, y1),min(x2, y2)).
We bewijzen nu dat intuı¨tionistische vaagverzamelingenleer equivalent is met L∗-vaag-
verzamelingenleer.
Stelling 2.3 [30]De afbeeldingΨ gedefinieerd als
Ψ : IFS (U ) → FL∗(U ) :
A 7→ A∗, ∀A ∈IFS (U )
is een isomorfisme tussen de de Morgan-algebra’s (IFS (U ),∪,∩,co) en (FL∗(U ),∪,∩,co),
waarbij (L∗,ÉL∗ ,Ns) de complete tralie met negatorNs is waarbij L∗ enÉL∗ gedefinieerd zijn
zoals in Gevolg 2.2 en Ns gedefinieerd is als, voor alle (x1,x2) ∈ L∗,
Ns(x1,x2)= (x2,x1),
en waarbij
A = {(u,µA(u),νA(u)) | u ∈U },
A∗ : U → L∗ :
u 7→ (µA(u),νA(u)), ∀u ∈U .
Bewijs.
(i) Ψ is injectief aangezien voor A,B ∈ IFS (U ) geldt dat uit A 6= B volgt dat er een
u ∈U bestaat zodanig dat µA(u) 6= µB (u) of νA(u) 6= νB (u), i.e. A∗(u) 6= B∗(u), en dus
Ψ(A) 6=Ψ(B).
(ii) Beschouw willekeurig A∗ ∈FL∗(U ). Veronderstel dat A∗ :U → L∗ : u 7→ (a1(u),a2(u)),
∀u ∈U , met a1(u)+a2(u)É 1, voor alle u ∈U . Definieer A = {(u,a1(u),a2(u)) | u ∈U },
dan is A ∈IFS (U ) enΨ(A)= A∗. Bijgevolg isΨ surjectief.
(iii) Zij A,B ∈IFS (U ), dan
Ψ(A∪B) = Ψ({(u,max(µA(u),µB (u)),min(νA(u),νB (u))) | u ∈U })
= {(u, (max(µA(u),µB (u)),min(νA(u),νB (u)))) | u ∈U }
= {(u, sup((µA(u),νA(u)), (µB (u),νB (u)))) | u ∈U }
= {(u, (µA(u),νA(u))) | u ∈U }∪ {(u, (µB (u),νB (u))) | u ∈U }
= Ψ(A)∪Ψ(B).
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(iv) Voor alle A,B ∈IFS (U ) geldt analoogΨ(A∩B)=Ψ(A)∩Ψ(B).
(v) Zij co : FL∗(U )→ FL∗(U ) : A∗ 7→ coA∗ =Ns ◦ A∗,∀A∗ ∈ FL∗(U ). Dan, voor alle A ∈
IFS (U ),
Ψ(coA) = Ψ({(u,νA(u),µA(u)) | u ∈U })
= {(u, (νA(u),µA(u))) | u ∈U }




In het vervolg zullen we dezelfde notatie gebruiken voor een intuı¨tionistische vaagver-
zameling A en haar corresponderende L∗-vaagverzameling. Dus voor de intuı¨tionistische
vaagverzameling A inU zullen we ook de notatie A(u)= (µA(u),νA(u)) gebruiken. Merk op
dat piA(u)= (A(u))pi.
Met behulp van deze notatie kunnen we de doorsnede, unie en het complement van
intuı¨tionistische vaagverzamelingen als volgt noteren : zij A,B ∈IFS (U ), dan is voor alle
u ∈U ,
A∩B(u) = (min(µA(u),µB (u)),max(νA(u),νB (u)))
= inf(A(u),B(u)),
A∪B(u) = (max(µA(u),µB (u)),min(νA(u),νB (u)))
= sup(A(u),B(u)),
coA(u) = (νA(u),νB (u))
= Ns(A(u)).
We vinden tevens dat A ⊆B⇔ (∀u ∈U )(A(u)ÉL∗ B(u)).
2.3 Continuı¨teit in L∗
We bespreken hier de continuı¨teit in L∗ en we voeren de begrippen links- en rechtscontinu-
iteit in L∗ in. We voeren eerst de volgende concepten in.
Een metrische ruimte (M ,d) is een geordend paar gevormd door een niet-ledige verza-
melingM en eenM ×M→R afbeelding d die voldoet aan [47] :
• (∀(x, y) ∈M2)(d(x, y)Ê 0) (niet-negativiteit)
• (∀(x, y) ∈M2)(x = y⇔ d(x, y)= 0) (scheidingseigenschap)
• (∀(x, y) ∈M2)(d(x, y)= d(y,x)) (symmetrie)
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• (∀(x, y,z) ∈M3)(d(x,z)É d(x, y)+d(y,z)) (driehoeksongelijkheid)
Een afbeelding d die aan bovenstaande eigenschappen voldoet, wordt een metriek of een
afstandsfunctie opM genoemd.
Bekende metrieken zijn bvb. de Euclidische afstandsfunctie en de Hamming afstands-
functie. In de tweedimensionale ruimte R2 worden ze gedefinieerd als volgt :
• de Euclidische afstand tussen twee punten x en y in L∗ wordt gegeven door
dE (x, y)=
√
(x1− y1)2+ (x2− y2)2 ,
• de Hamming afstand tussen twee punten x en y in L∗ wordt gegeven door
dH (x, y)=
∣∣x1− y1∣∣+ ∣∣x2− y2∣∣ .
Als we de restrictie nemen van deze twee afstanden tot L∗ danbekomenwedemetrische
ruimten (L∗,dE ) en (L∗,dH ).
Szmidt en Kacprzyk [60] hebben twee metrieken op L∗ gedefinieerd gebaseerd op de
Euclidische en de Hamming afstand, waar ook xpi wordt gebruikt :
• de afstand dEL∗(x, y) tussen twee punten x en y in L
∗ wordt gegeven door
dEL∗(x, y)=
√
(x1− y1)2+ (x2− y2)2+ (xpi− ypi)2 ,
• de afstand dHL∗(x, y) tussen twee punten x en y in L
∗ wordt gegeven door
dHL∗(x, y)=
∣∣x1− y1∣∣+ ∣∣x2− y2∣∣+ ∣∣xpi− ypi∣∣ .
We bewijzen nu dat deze vier afstandsfuncties topologisch equivalent zijn, i.e. de klasse
van open verzamelingen in demetrische ruimte gegenereerd door elk van deze afstanden is
dezelfde in de vier gevallen. Met andere woorden, continuı¨teit t.o.v. één van deze metrische
ruimtes is equivalent met continuı¨teit t.o.v. een andere.
Noteer met B(a;ε) de open bal met centrum a en straal ε gedefinieerd als B(a;ε) = {x |
x ∈M en d(x,a)< ε}. Als voor een verzameling A ⊆M geldt dat voor elke a ∈ A, er een ε> 0
bestaat zodanig dat B(a;ε) ⊆ A, dan wordt A open in (M ,d) genoemd. Noteer als τd de
klasse van alle open verzamelingen in (M ,d) [47].
Stelling 2.4 [23] Zij {d1,d2}⊆ {dE ,dH ,dEL∗ ,dHL∗}, dan τd1 = τd2 .
Bewijs. We bewijzen dat τdE = τdE
L∗
. Het volstaat te bewijzen dat de open ballen van (L∗,dE )
open zijn in (L∗,dEL∗) en omgekeerd [47].
De open bal B(a;ε) in (L∗,dE ) is de verzameling
B(a;ε)= {x | x ∈ L∗ en
√
(x1−a1)2+ (x2−a2)2 < ε}.
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De open ballen in (L∗,dEL∗) hebben de vorm
B ′(a;ε)= {x | x ∈ L∗ en
√
(x1−a1)2+ (x2−a2)2+ (xpi−api)2 < ε}.
Zij y een willekeurig element van B(a;ε), dan is ε2 = dE (y,a) < ε. Zij ε3 = ε− ε2. Dan
geldt voor elke z ∈ B ′(y ;ε3), dat dE (z, y)É dEL∗(z, y)< ε3. Uit de driehoeksongelijkheid volgt
dat dE (z,a)É dE (z, y)+dE (y,a)< ε3+ε2 = ε. Bijgevolg geldt voor elk element y ∈B(a;ε) dat
de open bal B ′(y ;ε3) een deelverzameling is van B(a;ε). Dus is B(a;ε) ∈ τdE
L∗
.
In het algemeen hebben we dat xpi−api = (1− x1− x2)− (1−a1−a2)= a1− x1+a2− x2.
Dus is (xpi− api)2 = (x1− a1)2+ (x2− a2)2+2(x1− a1)(x2− a2). Als dE (x,a) < ε, dan is (x1−
a1)2+ (x2− a2)2 < ε2. Bovendien is 2(x1− a1)(x2− a2) É 2max((x1− a1)2, (x2− a2)2) < 2ε2.
Uit dit alles volgt dat (xpi−api)2 < 3ε2, en dus geldt (x1−a1)2+ (x2−a2)2+ (xpi−api)2 < 4ε2.
Bijgevolg is dEL∗(x,a)< 2ε.
Zij nu y een willekeurig element van B ′(a;ε), dan is ε2 = dEL∗(y,a)< ε. Zij ε3 = 12 (ε−ε2).
Dan geldt voor alle z ∈ B(y ;ε3) dat dE (z, y)< ε3, dus dEL∗(z, y)< 2ε3. Uit de driehoeksonge-
lijkheid volgt dat dEL∗(z,a) É dEL∗(z, y)+dEL∗(y,a) < 2ε3 + ε2 = ε. Dus, voor alle y ∈ B ′(a;ε),
bestaat er een open bal met middelpunt y die volledig vervat is in B ′(a;ε). Bijgevolg is
B ′(a;ε) ∈ τdE . Hieruit volgt dat τdE = τdE
L∗
. 
Stelling 2.5 Zij {d1,d2} ⊆ {dE ,dH ,dEL∗ ,dHL∗}, dan zijn (L∗,d1) en (L∗,d2) gelijkmatig equiva-
lent.
Bewijs. Veronderstel dat een functie f : L∗→ L∗ gelijkmatig continu is t.o.v. dEL∗ . We bewij-
zen dat f dan eveneens gelijkmatig continu is t.o.v. dE , i.e.
(∀ε> 0)(∀x ∈ L∗)(∀y ∈ L∗)(∃δ> 0)(dE (x, y)< δ⇒ dE ( f (x), f (y))< ε).
Neem ε> 0 en x, y ∈ L∗. Het is duidelijk dat uit dEL∗( f (x), f (y))< ε volgt dat dE ( f (x), f (y))<
ε. Uit de gelijkmatige continuı¨teit van f t.o.v. dEL∗ volgt dat er een δ
′ > 0 bestaat zodanig dat
dEL∗(x, y) < δ′ ⇒ dEL∗( f (x), f (y)) < ε. Uit het bewijs van de voorgaande stelling volgt, voor
a,b ∈ L∗ en ε′ > 0, dat als dE (a,b) < ε′, dan dEL∗(a,b) < 2ε′. Zij dus δ = δ
′
2 , dan volgt uit
het voorgaande dat voor alle x, y ∈ L∗ geldt: dE (x, y) < δ⇒ dE ( f (x), f (y)) < ε, met δ > 0.
Analoog volgt uit het feit dat f gelijkmatig continu is t.o.v. dE dat f gelijkmatig continu is
t.o.v. dEL∗ .
Aangezien analoog als voor dE en dEL∗ kan bewezenworden dat, voor alle a,b ∈ L∗ en ε>
0, uit dH (a,b)< ε volgt dat dHL∗(a,b)< 2ε en aangezien uit dH (a,b)< εp2 volgt dat d
E (a,b)<
ε en uit dE (a,b) < ε2 volgt dat dH (a,b) < ε, kan op analoge wijze als hierboven bewezen
worden dat dH , dHL∗ en d
E gelijkmatig equivalent zijn. 
Voortaan, als we spreken over continuı¨teit in L∗, dan bedoelen we continuı¨teit t.o.v. één
van de vier metrische ruimtes die we hier gedefinieerd hebben. We voeren ook links- en
rechtscontinuı¨teit in L∗ in.
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Definitie 2.2 [22, 23]Zij d één vande hierboven vermeldemetrieken op L∗. Zij F een L∗→ L∗
afbeelding en a ∈ L∗, dan wordt F linkscontinu in a genoemd als en slechts als
(∀ε> 0)(∃δ> 0)(∀x ∈ L∗)((d(x,a)< δ en x ÉL∗ a)⇒ d(F (x),F (a))< ε), (2.1)
en F wordt rechtscontinu in a genoemd als en slechts als
(∀ε> 0)(∃δ> 0)(∀x ∈ L∗)((d(x,a)< δ en x ÊL∗ a)⇒ d(F (x),F (a))< ε).
F wordt linkscontinu (resp. rechtscontinu) genoemd als en slechts als F linkscontinu (resp.
rechtscontinu) is in elk punt van L∗.
Zij F een (L∗)2 → L∗ afbeelding, dan zullen we F linkscontinu (resp. rechtscontinu)
noemen als de partie¨le afbeeldingen F (x, .) en F (.,x) linkscontinu (resp. rechtscontinu) zijn,
voor alle x ∈ L∗.
2.4 Niveauverzamelingen van intuı¨tionistische
vaagverzamelingen
De motivatie voor de invoering van de niveauverzamelingen ligt in het feit dat in sommige
toepassingen de hoeveelheid informatie die verwerkt moet worden vrij groot is. Daardoor
moet er een manier gezocht worden om de hoeveelheid informatie die een algoritme moet
verwerken te reduceren. Veronderstel, bijvoorbeeld, dat een gebruiker een zoekopdracht
geeft aan een systeem en dat aan alle documenten in de databank een graad tot dewelke
ze voldoen aan de selectiecriteria wordt toegekend. Dan krijgen we een (intuı¨tionistische)
vaagverzameling op een universum waarvan de kardinaliteit gelijk is aan het totale aantal
documenten in de databank. Opdat deze (intuı¨tionistische) vaagverzameling handelbaar
zou zijn voor de gebruiker, is het nodig dat de gebruiker een ondergrens kan opgeven voor
de graad tot dewelke de documenten voldoen aan de criteria. Het systeem geeft dan enkel
de documenten terug die aan de criteria voldoen tot een graad die groter is dan of gelijk aan
deze ondergrens. Meer toepassingen van niveauverzamelingen worden besproken door De
Baets en Kerre [19].
In de vaagverzamelingenleer wordt deα-niveauverzameling (of de zwakkeα-niveauver-
zameling) van een vaagverzameling A inU gedefinieerd als de deelverzameling Aα vanU
gedefinieerd als
Aα = {u | u ∈U en A(u)Êα}, ∀α ∈ ]0,1].
De strikte (of sterke) α-niveauverzameling van A is de deelverzameling Aα¯ vanU gedefini-
eerd als
Aα¯ = {u | u ∈U en A(u)>α}, ∀α ∈ [0,1[.
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In de intuı¨tionistische vaagverzamelingenleer worden de zwakke resp. sterke (α1,α2)-
niveauverzameling van een intuı¨tionistische vaagverzameling A in U gedefinieerd als de
volgende deelverzamelingen vanU [3, 25] :
A
α2




= {u | u ∈U en µA(u)>α1 en νA(u)<α2}, ∀(α1,α2) ∈ L∗ \ {(1,0)}.
Definieer de relatie≪L∗ als, voor alle x, y ∈ L∗,
x≪L∗ y⇔ x1 < y1 en x2 > y2.
Dan kunnen we de (α1,α2)-niveauverzamelingen ook schrijven als volgt :
A
α2




= {u | u ∈U en A(u)≫L∗ (α1,α2)}, ∀(α1,α2) ∈ L∗ \ {(1,0)}.
We definie¨ren de zwakke α1-onderniveauverzameling, de zwakke α2-bovenniveauver-
zameling, de sterke α1-onderniveauverzameling en de sterke α2-bovenniveauverzameling
als volgt :
Aα1 = {u | u ∈U en µA(u) Ê α1}, ∀α1 ∈ ]0,1],
Aα2 = {u | u ∈U en νA(u) É α2}, ∀α2 ∈ [0,1[,
Aα¯1 = {u | u ∈U en µA(u) > α1}, ∀α1 ∈ [0,1[,
Aα¯2 = {u | u ∈U en νA(u) < α2}, ∀α2 ∈ ]0,1].
We geven hier een stelling die zegt dat, net zoals voor vaagverzamelingen, intuı¨tionisti-
sche vaagverzamelingen kunnen geschreven worden in functie van hun niveauverzamelin-
gen.
Stelling 2.6 [25] Er geldt :
A = ⋃

























de intuı¨tionistische vaagverzamelingen in U zijn gedefi-
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Bewijs. We vinden, voor u ∈U ,
⋃









= sup{(α1,α2)Aα2α1(u) | (α1,α2) ∈ L∗ \ {0L∗}}
= sup{(α1,α2)Aα2α1(u) | (α1,α2) ∈ L∗ \ {0L∗} en u ∈ Aα2α1}
= sup{(α1,α2)Aα2α1(u) | (α1,α2) ∈ L∗ \ {0L∗} en A(u)ÊL∗ (α1,α2)}
= sup{(α1,α2) | (α1,α2) ∈ L∗ \ {0L∗} en A(u)ÊL∗ (α1,α2)}
= A(u).
De andere bewijzen zijn analoog. 
In Sectie 8.8 zullen we de niveauverzamelingen bespreken van het cartesisch product
van intuı¨tionistische vaagverzamelingen en in Sectie 9.5.2 bespreken we de niveauverza-
melingen van de diverse composities van intuı¨tionistische vaagrelaties.
3Operatoren op L∗
Loin d'épuiser une matière,
On n'en doit prendre que la fleur.
— JEAN DE LA FONTAINE (1621 - 1695)
In dit hoofdstuk voeren we een aantal operatoren in op L∗ die de uitbreiding vormen van de
operatoren op [0,1] vermeld in Hoofdstuk 1 : negatoren, t-normen, t-conormen en implica-
toren op L∗. Net als in het vage geval laten deze operatoren toe om de negatie, conjunctie,
disjunctie of implicatie te modelleren op logisch niveau voor het combineren van eigen-
schappen of uitspraken, en het complement, doorsnede en unie op verzamelingsvlak voor
het combineren van klassen met een bepaalde eigenschap.
3.1 Negatoren op L∗
Negatoren op L∗ vormen een extensie van negatoren op [0,1] en worden gedefinieerd als
volgt.
Definitie 3.1 [22, 23] Een negator op L∗ is een dalende L∗ → L∗ afbeelding N die voldoet
aan N (0L∗) = 1L∗ en N (1L∗) = 0L∗ . Als N (N (x)) = x, voor alle x ∈ L∗, dan wordt N een
involutieve negator genoemd.
De negatoren op L∗ kunnen gebruikt worden om het complement van een vaagverza-
meling te definie¨ren. We krijgen dan, voor alle u ∈U ,
coN A(u)=N (A(u)),
of in de traditionele notatie
coN A = {(u,pr1N ((µA(u),νA(u))),pr2N ((µA(u),νA(u)))) | u ∈U }.
Bijvoorbeeld, de afbeelding Ns gedefinieerd als Ns(x1,x2) = (x2,x1), voor alle (x1,x2) ∈
L∗, is een negator op L∗. De interpretatie van deze negator is de volgende : als de graad tot
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dewelke u ∈U niet behoort tot de intuı¨tionistische vaagverzameling A gelijk is aan νA(u),
dan is dit juist de graad tot dewelke u behoort tot het complement van A, dus de lidmaat-
schapsgraad van u in coA is gelijk aan νA(u). Analoog kan de graad µA(u) tot dewelke u
behoort tot A gezien worden als de graad tot dewelke u niet tot het complement van A be-
hoort. Bijgevolg is het zinvol om het complement van A te definie¨ren als coA(u)=Ns(A(u))
of coA = {(u,νA(u),µA(u)) | u ∈U }. Deze definitie van complement werd ingevoerd door
Atanassov [1, 2, 3]. De afbeelding Ns zal in het vervolg de standaard negator genoemd wor-
den.
3.2 Triangulaire normen en conormen op L∗
Gebruikmakend van de tralie (L∗,ÉL∗) kan de definitie van t-normen t-conormgemakkelijk
uitgebreid worden naar het intuı¨tionistisch vage geval.
Definitie 3.2 [22, 23]Een triangulaire normop L∗ is een (L∗)2→ L∗ afbeeldingT die voldoet
aan de volgende voorwaarden :
• (∀x ∈ L∗) (T (x,1L∗)= x), (randvoorwaarde)
• (∀(x, y) ∈ (L∗)2) (T (x, y)=T (y,x)), (commutativiteit)
• (∀(x, y,z) ∈ (L∗)3) (T (x,T (y,z))=T (T (x, y),z)), (associativiteit)
• (∀(x,x ′, y, y ′) ∈ (L∗)4) (x ÉL∗ x ′ en y ÉL∗ y ′⇒T (x, y)ÉL∗ T (x ′, y ′)). (monotoniteit)
Definitie 3.3 [22, 23] Een conorm op L∗ is een (L∗)2 → L∗ afbeelding S die voldoet aan de
volgende voorwaarden :
• (∀x ∈ L∗) (S (x,0L∗)= x), (randvoorwaarde)
• (∀(x, y) ∈ (L∗)2) (S (x, y)=S (y,x)), (commutativiteit)
• (∀(x, y,z) ∈ (L∗)3) (S (x,S (y,z))=S (S (x, y),z)), (associativiteit)
• (∀(x,x ′, y, y ′) ∈ (L∗)4) (x ÉL∗ x ′ en y ÉL∗ y ′⇒S (x, y)ÉL∗ S (x ′, y ′)). (monotoniteit)
Zij T een t-norm op L∗, dan is voor elke negator N op L∗, de afbeelding T ∗ gedefini-
eerd als T ∗(x, y)=N (T (N (x),N (y))), voor alle x, y ∈ L∗, een t-conorm op L∗. T ∗ wordt
de duale t-conorm van T t.o.v. N genoemd. Analoog, als S een t-conorm op L∗ is, dan
is voor elke negator N op L∗, de afbeelding S ∗ gedefinieerd als S ∗(x, y) = N (S (N (x),
N (y))), voor alle x, y ∈ L∗, een t-norm op L∗, de duale t-norm van S t.o.v. N genoemd.
Voorbeeld 3.1 Een aantal voorbeelden van t-normen en t-conormen op L∗ zijn, voor x, y ∈
L∗ :
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(i) inf(x, y)= (min(x1, y1),max(x2, y2));
(ii) sup(x, y)= (max(x1, y1),min(x2, y2));
(iii) Tw (x, y)= (max(0,x1+ y1−1),min(1,x2+ y2));
(iv) Tp (x, y)= (x1y1,x2+ y2−x2y2);
(v) Z (x, y)=
{
inf(x, y), als sup(x, y)= 1L∗ ,
0L∗ , anders;
(vi) Z ∗(x, y)=
{
sup(x, y), als inf(x, y)= 0L∗ ,
1L∗ , anders.
Merk op datT (x, y)ÉL∗ inf(x, y), voor alle x, y ∈ L∗, aangezienT (x, y)ÉL∗ T (x,1L∗)= x
en analoog voor y . Analoog is S (x, y) ÊL∗ sup(x, y), voor alle x, y ∈ L∗. Tevens geldt voor
een willekeurige t-norm T op L∗ dat T (x, y) ÊL∗ Z (x, y), voor alle x, y ∈ L∗, aangezien uit
T (x,1L∗)= x, voor alle x ∈ L∗, volgt dat T (x, y) moet gelijk zijn aan inf(x, y) als sup(x, y)=
1L∗ , en aangezien Z (x, y)= 0L∗ anders. Analoog geldt voor een willekeurige t-conorm S op
L∗ dat S (x, y)ÉL∗ Z ∗(x, y), voor alle x, y ∈ L∗.
Veronderstel dat een t-norm T op L∗ idempotent is, i.e. T (x,x) = x, voor alle x ∈ L∗.
Dan geldt voor alle x, y ∈ L∗ zodanig dat x ÉL∗ y , dat x =T (x,x)ÉL∗ T (x, y)ÉL∗ inf(x, y)=
x, wegens het stijgend zijn van T . Dus T (x, y) = inf(x, y), voor alle x, y ∈ L∗ zodanig dat
x ÉL∗ y (en analoog voor alle x, y ∈ L∗ zodanig dat x ÊL∗ y). Stel x‖L∗ y , dan bekomen we
inf(x, y) = T (x, inf(x, y)) ÉL∗ T (x, y) ÉL∗ inf(x, y). Bijgevolg geldt ook voor x, y ∈ L∗ zoda-
nig dat x‖L∗ y , dat T (x, y) = inf(x, y). Analoog is een t-conorm S op L∗ idempotent als en
slechts als S = sup.
In vaagverzamelingenleer worden t-normen gebruikt om de intersectie van twee vaag-
verzamelingen, of in logische termen de conjunctie, te modelleren. Triangulaire conormen
worden gebruikt om de unie of de disjunctie te modelleren. Ook in intuı¨tionistische vaag-
verzamelingenleer kunnen de intersectie en de unie voorgesteld worden m.b.v. de zonet
ingevoerde t-normen en t-conormen op L∗. We definie¨ren, voor alle u ∈U en A, B intuı¨tio-
nistische vaagverzamelingen inU :
A∩T B(u) = T (A(u),B(u)),
A∪S B(u) = S (A(u),B(u)).
Voor verder gebruik definie¨renwe een veralgemeende “meet”-operator∧T en “join”-opera-
tor ∨S als volgt, voor x, y ∈ L∗ :
x∧T y = T (x, y),
x∨S y = S (x, y).
Triangulaire normen en t-conormen op L∗ kunnen geconstrueerd worden m.b.v. t-nor-
men en t-conormen op [0,1] op de volgende manier. Zij T een t-norm en S een t-conorm,
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dan is de duale t-norm S∗ van S gedefinieerd door S∗(x, y)= 1−S(1−x,1−y), voor alle x, y ∈
[0,1]. Als T É S∗, i.e. als voor alle x, y ∈ [0,1] geldt dat T (x, y)É S∗(x, y), dan is de afbeelding
T gedefinieerd als T (x, y) = (T (x1, y1),S(x2, y2)), voor alle x, y ∈ L∗, een t-norm op L∗, en
de afbeelding S gedefinieerd als S (x, y) = (S(x1, y1),T (x2, y2)), voor alle x, y ∈ L∗, een t-
conormop L∗. De voorwaardeT É S∗ is eennodige en voldoende voorwaarde opdatT (x, y)
en S (x, y) elementen van L∗ zouden zijn voor alle x, y ∈ L∗. Inderdaad, de voorwaarde
is voldoende, aangezien uit het stijgend zijn van S volgt T (x1, y1) É 1− S(1− x1,1− y1) É
1−S(x2, y2), voor alle x, y ∈ L∗. De voorwaarde is ook nodig, aangezien voor x, y ∈D moet
gelden dat T (x1, y1)É 1−S(x2, y2)= 1−S(1−x1,1− y1).
Het omgekeerde is niet altijd waar : het is niet mogelijk om voor elke t-norm T op L∗
een t-norm T en een t-conorm S te vinden zodanig dat T (x, y)= (T (x1, y1),S(x2, y2)), voor
alle x, y ∈ L∗. Beschouw bijvoorbeeld de (L∗)2→ L∗ afbeelding TW gedefinieerd door, voor
alle x, y ∈ L∗ [22] :
TW (x, y)= (max(0,x1+ y1−1),min(1,x2+1− y1, y2+1−x1)).
Men verifieert gemakkelijk datTW (1L∗ , y)= y ,TW commutatief en stijgend is. We controle-
ren de associativiteit :
TW (x,TW (y,z))
= (max(0,x1+max(0, y1+ z1−1)−1),min(1,x2+1−max(0, y1+ z1−1),
min(1, y2+1− z1,z2+1− y1)+1−x1))
= (max(0,x1+ y1+ z1−2),min(1,x2+1− y1+1− z1, y2+1− z1+1−x1,
z2+1− y1+1−x1)),
wat symmetrisch is in x en y en dus gelijk aan TW (y,TW (x,z)). Bijgevolg is TW een t-norm
op L∗.
Zij x = (0.5,0.3), x ′ = (0.3,0.3) en y = (0.2,0). Dan pr2TW (x, y)= 0.5 6= pr2TW (x ′, y)= 0.7.
Bijgevolg bestaan er geen T en S zodanig dat TW (x, y)= (T (x1, y1),S(x2, y2)), voor alle x, y ∈
L∗, want dit zou impliceren dat pr2TW (x, y) onafhankelijk is van x1. In het vervolg zullen
we de t-norm TW de Łukasiewicz t-norm op L∗ noemen.
Om het onderscheid te maken tussen deze twee klassen van t-normen op L∗, voeren we
de notie van t-representeerbaarheid in [14].
Definitie 3.4 Een t-normT op L∗ wordt t-representeerbaar genoemd als en slechts als er een
t-norm T en een t-conorm S op [0,1] bestaan zodanig dat, voor alle x, y ∈ L∗,
T (x, y)= (T (x1, y1),S(x2, y2)).
We schrijven in dergelijk geval T = (T,S).
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Een t-conorm S op L∗ wordt t-representeerbaar genoemd als en slechts als er een t-norm
T en een t-conorm S op [0,1] bestaan zodanig dat, voor alle x, y ∈ L∗,
S (x, y)= (S(x1, y1),T (x2, y2)).
We schrijven in dergelijk geval S = (S,T ).
De volgende stelling waarborgt de t-representeerbaarheid van de duale t.o.v. een invo-
lutieve negator op L∗ van een t-norm (resp. t-conorm) op L∗.
Stelling 3.1 [23]De duale t-norm t.o.v. een involutieve negator N op L∗ van een t-represen-
teerbare t-conorm op L∗ is t-representeerbaar. De duale t-conorm t.o.v. een involutieve nega-
tor N op L∗ van een t-representeerbare t-norm op L∗ is t-representeerbaar.
Bewijs. Zij S een t-representeerbare t-conorm op L∗, i.e. er bestaat een t-norm T en een
t-conorm S op [0,1] zodanig dat, voor alle x, y ∈ L∗,S (x, y)= (S(x1, y1),T (x2, y2)). In Hoofd-
stuk 4 zullen we zien dat voor elke involutieve negator N op L∗ er een involutieve negator




= N (S (N (x),N (y)))
= N (S(N (1−x2),N (1− y2)),T (1−N (x1),1−N (y1)))
= (N (1−T (1−N (x1),1−N (y1))),1−N (S(N (1−x2),N (1− y2))))
= ((N ◦Ns ◦T ◦((Ns ◦N )× (Ns ◦N )))(x1, y1),
(Ns ◦N ◦S ◦((N ◦Ns)× (N ◦Ns)))(x2, y2)),
waarbij × de productbewerking voorstelt [36]. Men verifieert gemakkelijk dat N ◦Ns ◦T ◦
((Ns ◦N )×(Ns ◦N )) een t-norm en Ns ◦N ◦S ◦((N ◦Ns)×(N ◦Ns)) een t-conorm is. Bijgevolg
is S ∗ t-representeerbaar. Het bewijs dat de duale van een t-representeerbare t-norm op L∗
t-representeerbaar is, verloopt volledig analoog. 
Een gevolg van deze stelling is dat als een t-normT op L∗ niet t-representeerbaar is, dan
is de duale T ∗ t.o.v. eender welke involutieve negator op L∗ evenmin t-representeerbaar.
Analoog is de duale t.o.v. een involutieve negator op L∗ van een niet-t-representeerbare t-
conorm op L∗ niet t-representeerbaar.
Triangulaire normen en conormen werden in de interval-waardige en intuı¨tionistische
vaagverzamelingenleer reeds bestudeerd door Gehrke et al. [42], Jenei [48] en door Atanas-
sov en Ban [5]. Gehrke et al. geven echter een andere definitie dan deze die in dit werk
gehanteerd wordt; bovendien tonen ze aan dat hun definitie enkel t-representeerbare t-
normen en t-conormen omvat. De andere auteurs beschouwen eveneens enkel t-represen-
teerbare connectieven.
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3.3 Implicatoren op L∗
Het begrip implicator op L∗ vormt een uitbreiding van de implicator op [0,1]. Met behulp
van de tralie (L∗,ÉL∗) wordt dit als volgt gedefinieerd.
Definitie 3.5 [12, 14, 15] Een implicator op L∗ is een (L∗)2 → L∗ afbeelding I die voldoet
aan
I (0L∗ ,0L∗)= 1L∗ , I (1L∗ ,0L∗)= 0L∗ ,
I (0L∗ ,1L∗)= 1L∗ , I (1L∗ ,1L∗)= 1L∗ ,
en die dalend is in zijn eerste en stijgend in zijn tweede component, i.e.
(∀y ∈ L∗)(∀(x,x ′) ∈ (L∗)2)(x ÉL∗ x ′⇒I (x, y)ÊL∗ I (x ′, y)), (M.1)
(∀x ∈ L∗)(∀(y, y ′) ∈ (L∗)2)(y ÉL∗ y ′⇒I (x, y)ÉL∗ I (x, y ′)). (M.2)
De L∗→ L∗ afbeelding NI gedefinieerd als, voor alle x ∈ L∗,
NI (x)=I (x,0L∗)
is een negator op L∗ die de negator geı¨nduceerd door I genoemd wordt.




1L∗ , als x1 É y1;
(y1,0), als x1 > y1 en x2 Ê y2;
(y1, y2), als x1 > y1 en x2 < y2.
Nu bespreken we twee belangrijke klassen van implicatoren op L∗ : de S- en R-impli-
cator.
3.3.1 S-implicatoren op L∗
De strenge implicator (kortweg S-implicator) op L∗ wordt gedefinieerd als volgt.
Definitie 3.6 [12, 14, 15] Zij S een t-conorm en N een negator op L∗. De S-implicator op
L∗ gegenereerd door S en N is de afbeelding IS ,N gedefinieerd als, voor alle x, y ∈ L∗ :
IS ,N (x, y)=S (N (x), y).
Men verifieert gemakkelijk dat deze afbeelding aan de definitie van implicator op L∗ vol-
doet, gebruikmakend van het feit datS stijgend enN dalend is. De volgende afbeeldingen
zijn S-implicatoren op L∗.
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Voorbeeld 3.3 Zij S = sup en N =Ns . Dan is
Isup,Ns (x, y)= (max(x2, y1),min(x1, y2)).
De implicator Isup,Ns is een extensie van de Kleene–Dienes implicator Ib(x, y)=max(1− x,
y), voor alle x, y ∈ [0,1]. Aangezien sup de kleinste t-conorm op L∗ is, geldt Isup,Ns (x, y)ÉL∗
IS ,Ns (x, y) voor een willekeurige t-conorm S op L
∗ en voor alle x, y ∈ L∗. Deze implicator
werd ingevoerd door Atanassov en Gargov [4, 6].
Voorbeeld 3.4 [15] Zij Sw (x, y)= (min(1,x1+ y1),max(0,x2+ y2−1)), voor alle x, y ∈ L∗ (i.e.
de duale van Tw gedefinieerd in Voorbeeld 3.1 t.o.v. Ns) en N =Ns . Dan is
ISw ,Ns (x, y)= (min(1,x2+ y1),max(0,x1+ y2−1)).
De implicator ISw ,Ns is een extensie van de Łukasiewicz implicator Ia(x, y)=min(1,1−x+
y), voor alle x, y ∈ [0,1].
Voorbeeld 3.5 [14, 15] ZijSW (x, y)= (min(1,x1+1−y2, y1+1−x2),max(0,x2+y2−1)), voor
alle x, y ∈ L∗ (i.e. de duale van de Łukasiewicz t-norm TW op L∗ t.o.v. Ns) en N =Ns . Dan
is
ISW ,Ns (x, y)= (min(1, y1+1−x1,x2+1− y2),max(0,x1+ y2−1)).
De implicator ISW ,Ns is een andere extensie van de Łukasiewicz implicator Ia .
3.3.2 R -implicatoren op L∗
De residuele implicator (kortweg R-implicator) op L∗ wordt gedefinieerd als volgt.
Definitie 3.7 [12, 14, 15] Zij T een t-norm op L∗. De R-implicator op L∗ gegenereerd door
T is de afbeelding IT gedefinieerd als, voor alle x, y ∈ L∗ :
IT (x, y)= sup{γ | γ ∈ L∗ en T (x,γ)ÉL∗ y}.
Men verifieert opnieuw dat deze afbeelding aan de definitie van implicator op L∗ vol-
doet. We noteren de negator NIT gegenereerd door IT ook kort als NT .
Voorbeeld 3.6 [15] Zij T (x, y) = inf(x, y) = (min(x1, y1),max(x2, y2)), voor alle x, y ∈ L∗.
Dan is
Iinf(x, y)= sup{γ | γ ∈ L∗ en (min(x1,γ1),max(x2,γ2))ÉL∗ y}.
We leiden nu een expliciete uitdrukking af voor Iinf.
• Als x1 É y1 en x2 Ê y2, dan ismin(x1,γ1)É x1 É y1, voor alle γ1 ∈ [0,1], enmax(x2,γ2)Ê
x2 Ê y2, voor alle γ2 ∈ [0,1]. Dus bekomen we in dit geval Iinf(x, y)= 1L∗ .
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• Als x1 É y1 en x2 < y2, dan is nog steeds min(x1,γ1) É x1 É y1, voor alle γ1 ∈ [0,1],
maar max(x2,γ2) Ê y2 als en slechts als γ2 Ê y2, bijgevolg is inf{γ2 | γ2 ∈ [0,1] en
max(x2,γ2)Ê y2}= y2. We besluiten dat Iinf(x, y)= (1− y2, y2).
• Als x1 > y1 en x2 Ê y2, dan is nog steedsmax(x2,γ2)Ê x2 Ê y2, voor alle γ2 ∈ [0,1], maar
min(x1,γ1)É y1 als en slechts als γ1 É y1, dus sup{γ1 | γ1 ∈ [0,1] en min(x1,γ1)É y1}=
y1. We besluiten dat Iinf(x, y)= (y1,0).
• Als x1 > y1 en x2 < y2, dan
sup{γ1 | γ1 ∈ [0,1] en min(x1,γ1)É y1}= y1,
inf {γ2 | γ2 ∈ [0,1] en max(x2,γ2)Ê y2}= y2.
Vermits y ∈ L∗, mogen we besluiten dat Iinf(x, y)= (y1, y2).




1L∗ , als x1 É y1 en x2 Ê y2,
(1− y2, y2), als x1 É y1 en x2 < y2,
(y1,0), als x1 > y1 enx2 Ê y2,
(y1, y2), als x1 > y1 enx2 < y2.
De implicator Iinf is een extensie van de Go¨del implicator op [0,1], gedefinieerd als, voor
alle x, y ∈ [0,1] :
Ig (x, y)=
{
1, als x É y,
y, anders.
Aangezien inf de grootste t-norm op L∗ is, is Iinf de kleinste R-implicator op L∗.
Voorbeeld 3.7 [15] Zij Tw (x, y)= (max(0,x1+ y1−1),min(1,x2+ y2)). Dan is
ITw (x, y)= sup{γ | γ ∈ L∗ en (max(0,x1+γ1−1),min(1,x2+γ2))ÉL∗ y}.
Om een expliciete uitdrukking voorITw te vinden, onderscheidenwe de volgende gevallen.
• Als x1 É y1 en x2 Ê y2, dan is duidelijk x1+γ1−1É y1 en x2+γ2 Ê y2, voor alle (γ1,γ2) ∈
L∗. Hieruit volgt gemakkelijk dat ITw (x, y)= 1L∗ .
• Als x1 É y1 en x2 < y2, dan is nog steeds x1 + γ1 − 1 É y1, voor alle γ1 ∈ [0,1]. De
ongelijkheid x2 + γ2 Ê y2 is equivalent met γ2 Ê y2 − x2. Maar y2 − x2 > 0, dus is
inf{γ2 | γ2 ∈ [0,1] en x2+γ2 Ê y2} = y2− x2. Zodoende bekomen we ITw (x, y) = (1−
(y2−x2), y2−x2)= (1− y2+x2, y2−x2).
• Als x1 > y1 en x2 Ê y2, dan is x2+γ2 Ê y2, voor alle γ2 ∈ [0,1]. De ongelijkheid x1+γ1−
1 É y1 is equivalent met γ1 É 1+ y1− x1. Maar nu is 1+ y1− x1 < 1, dus sup{γ1 | γ1 ∈
[0,1] en x1+γ1−1É y1}= 1+ y1−x1. Bijgevolg is ITw (x, y)= (1+ y1−x1,0).
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• Als x1 > y1 en x2 < y2, dan is x1+γ1−1É y1 equivalentmet γ1 É 1+y1−x1, en x2+γ2 Ê
y2 is equivalent met γ2 Ê y2− x2. Aangezien we ook eisen dat γ1+γ2 É 1, moeten we
het supremum (in L∗) vinden van de verzameling van (γ1,γ2)’s die voldoen aan het
volgende stelsel ongelijkheden :






Figuur 3.1 toont de verzameling der oplossingen voor dit stelsel, afhankelijk van de






















(b) Het geval 1− y2+ x2 Ê 1+ y1− x1.
Figuur 3.1: Oplossingen van het stelsel (3.1).
Het is duidelijk dat in beide gevallen het supremum van het gearceerde gebied gelijk
is aan :
ITw (x, y)= (min(1− y2+x2,1+ y1−x1), y2−x2).
Samengevat krijgen we :
ITw (x, y)= (min(1,1+ y1−x1,1+x2− y2),max(0, y2−x2)).
De implicator ITw is een extensie van de Łukasiewicz implicator op [0,1].
Voorbeeld 3.8 [15, 22] Zij T =TW , de Łukasiewicz t-norm op L∗. Dan is
ITW (x, y)= sup{γ | γ ∈ L∗ en (max(0,x1+γ1−1),min(1,x2+1−γ1,γ2+1−x1))ÉL∗ y}.
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We zoeken nu een expliciete uitdrukking voor ITW . Zij x, y,γ ∈ L∗. Dan
TW (x,γ)ÉL∗ y
⇔max(0,x1+γ1−1)É y1 en min(1,x2+1−γ1,γ2+1−x1)Ê y2
⇔ x1+γ1−1É y1 en x2+1−γ1 Ê y2 en γ2+1−x1 Ê y2
⇔ γ1 É y1+1−x1 en γ1 É x2+1− y2 en γ2 Ê y2+x1−1
⇔ γ1 Émin(1, y1+1−x1,x2+1− y2) en γ2 Êmax(0, y2+x1−1).
De laatste formule geldt aangezienγ een element is van L∗. Bijgevolg bekomenweITW (x, y)
= sup{γ | γ ∈ L∗ en TW (x,γ)ÉL∗ y}= (min(1, y1+1−x1,x2+1− y2),max(0, y2+x1−1)).
Merk op dat ITW =ISW ,Ns , en dus is ITW ook een extensie van de Łukasiewicz impli-
cator Ia . Bovendien is net als in het vage geval de Łukasiewicz implicator op L∗ zowel een
S- als een R-implicator.
3.4 Uninormen op L∗
Zoals vermeld in Hoofdstuk 1 vormen uninormen een uitbreiding van triangulaire normen
en conormen. Ook voor t-normen en t-conormen op L∗ kunnen we deze uitbreiding be-
schouwen.
Definitie 3.8 [33] Een uninorm U op L∗ is een stijgende, commutatieve en associatieve
(L∗)2→ L∗ afbeelding die voldoet aan
(∃e ∈ L∗)(∀x ∈ L∗)(U (e,x)= x).
Het element e dat correspondeert met een uninorm U is duidelijk uniek en wordt het
neutraal element vanU genoemd. Als e = 0L∗ , dan bekomenwe een t-conorm op L∗, terwijl
in het geval dat e = 1L∗ we een t-norm op L∗ verkrijgen.
Definitie 3.9 [33] Een uninormU op L∗ wordt t-representeerbaar genoemd als en slechts als
er uninormenU1 enU2 op [0,1] bestaan zodanig dat, voor alle x, y ∈ L∗,
U (x, y)= (U1(x1, y1),U2(x2, y2)).
We schrijven in dergelijk geval: U = (U1,U2).
Een t-representeerbare uninorm U is goed gedefinieerd als en slechts als U1(x1, y1)+
U2(x2, y2) É 1, voor alle x, y ∈ L∗. Vermits U2 stijgend is, is dit het geval als en slechts als
U1(x1, y1)É 1−U2(1−x1,1−y1), voor alle x1, y1 ∈ [0,1], wat equivalent ismetU1 ÉU∗2 , waarbij
U∗2 de duale uninorm vanU2 voorstelt t.o.v. Ns , i.e.U
∗
2 (x1, y1) = 1−U2(1− x1,1− y1), voor
alle x1, y1 ∈ [0,1].
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Het is duidelijk dat U commutatief, associatief en stijgend is als en slechts alsU1 enU2
deze eigenschappen bezitten. Bovendien is e = (e1,e2) het neutraal element van U als en
slechts als e1 het neutraal element vanU1 en e2 het neutraal element vanU2 is.
Niet alle uninormen op L∗ zijn t-representeerbaar. ZijU een willekeurige uninorm op
[0,1] met neutraal element e1 ∈ ]0,1[. Dan is de (L∗)2 → L∗ afbeelding U gedefinieerd als,
voor alle x, y ∈ L∗,
U (x, y)= (min(U (x1,1− y2),U (y1,1−x2)),1−U (1−x2,1− y2))
een uninormop L∗met neutraal element e = (e1,1−e1) die niet t-representeerbaar is. Inder-
daad, zij x1 Ê e1, x2 < x ′2 É 1− x1, x = (x1,x2), x ′ = (x1,x ′2) en y = (e1,0), dan is pr1U (x, y)=
min(U (x1,1),U (e1,1− x2)) =min(1,1− x2) = 1− x2 en pr1U (x ′, y) =min(1,1− x ′2) = 1− x ′2,
dus pr1U (x, y) 6= pr1U (x ′, y). Bijgevolg hangt pr1U (x, y) af van x2, en dus is U niet t-
representeerbaar.
Merk op dat voor een uninorm U op L∗ geldt dat U (0L∗ ,0L∗) = U (e,0L∗) = 0L∗ en
U (1L∗ ,1L∗)=U (e,1L∗)= 1L∗ , aangezien U stijgend is. Nu besprekenwe demogelijke waar-
den vanU (0L∗ ,1L∗). Merk op datT (0L∗ ,1L∗)= 0L∗ enS (0L∗ ,1L∗)= 1L∗ , voor elke t-normT
en t-conorm S .
Definitie 3.10 [33] ZijU een uninorm op L∗. AlsU (0L∗ ,1L∗)= 0L∗ , danwordtU conjunctief
genoemd. Als U (0L∗ ,1L∗)= 1L∗ , dan wordt U disjunctief genoemd.
Conjunctieve uninormen kunnen gebruikt worden om de intersectie van twee intuı¨tio-
nistische vaagverzamelingen te modelleren, of in logische termen, de conjunctie. Disjunc-
tieve uninormen daarentegen modelleren de unie van twee intuı¨tionistische vaagverzame-
lingen, of de disjunctie van twee proposities.
Voor uninormen op [0,1] geldt dat elke uninorm ofwel conjunctief ofwel disjunctief is
[38]. Voor uninormen op L∗ is dit niet het geval. Zij voor e1 ∈ ]0,1[,Ue1 de uninorm op [0,1]
gedefinieerd als, voor alle x1, y1 ∈ [0,1],
Ue1(x1, y1)=
{
max(x1, y1), als x1 Ê e1 en y1 Ê e1;
min(x1, y1), anders.
Zij nu, voor alle x, y ∈ L∗,
U (x, y)= (Ue1(x1, y1),U1−e1(x2, y2)).
• Stel x1 Ê e1 en y1 Ê e1. Dan is x2 É 1− x1 É 1− e1 en y2 É 1− e1. Als x2 = y2 = 1−
e1, dan x = y = e = (e1,1− e1) en U (x, y) = e ∈ L∗. Als anderzijds ofwel x2 < 1− e1
ofwel y2 < 1−e1, danUe1(x1, y1)+U1−e1(x2, y2)=max(x1, y1)+min(x2, y2)=max(x1+
min(x2, y2), y1+min(x2, y2))Émax(x1+x2, y1+ y2)É 1, dus is U (x, y) ∈ L∗.
• Stel ofwel x1 < e1 ofwel y1 < e1. Dan isUe1(x1, y1)+U1−e1(x2, y2)Émin(x1, y1)+max(x2,
y2)É 1.
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Dus in allemogelijke gevallen bekomenwe datU (x, y) ∈ L∗. Het is gemakkelijk in te zien dat
U een uninorm op L∗ is met neutraal element e = (e1,1−e1). AangezienU (0L∗ ,1L∗)= (0,0),
is U noch conjunctief noch disjunctief.
We bespreken uninormen op L∗ verder in Hoofdstuk 7.
4Involutieve negatoren en
bijecties op L∗
Les deux mots les plus brefs et les plus anciens, oui et non,
sont ceux qui exigent le plus de réflexion.
— PYTHAGORAS (569 - 475 v. Chr.)
The most exciting phrase to hear in science, the one that heralds new
discoveries, is not “Eureka!” (I found it!) but “That's funny ...”
— ISAAC ASIMOV (1920 - 1992)
4.1 Representatie van involutieve negatoren op L∗
Een belangrijke klasse van negatoren op L∗ wordt gevormd door de involutieve negato-
ren. De eis van involutiviteit vloeit voort uit het feit dat in de klassieke verzamelingenleer
co(co(A))= A, voor elke verzameling A ⊆U , en dat in de klassieke logica ¬(¬(p))⇔ p, voor
elke propositie p.
We geven nu een representatiestelling voor involutieve negatoren op L∗. Deze repre-
sentatie zullen we later kunnen gebruiken om een aantal belangrijke resultaten te bewijzen.
Maar eerst hebben we een aantal lemma’s nodig.
Lemma 4.1 [23] Voor elke involutieve negator N op L∗ geldt N (0,0)= (0,0).
Bewijs. ZijN een involutieve negator op L∗, en veronderstel datN (0,0) 6= (0,0). Dan ofwel
N (0,0) = (a,0) met a 6= 0, ofwel N (0,0) = (0,b) met b 6= 0, ofwel N (0,0) = (a,b) met a 6= 0
en b 6= 0.
Veronderstel eerst N (0,0) = (a,0) met a 6= 0. Dan is, voor elke x,x ′ ∈ L∗ zodanig dat
x ÊL∗ (0,0) en x ′ ÊL∗ (0,0), ofwel x ÊL∗ x ′ ofwel x ÉL∗ x ′. Zij nu y, y ′ ∈ L∗ zodanig dat noch
y ÉL∗ y ′ noch y ÊL∗ y ′, maar y ÉL∗ (a,0) en y ′ ÉL∗ (a,0). Dan is, wegens het feit dat N
involutief en dalend is, N (y) ÊL∗ N (a,0) = (0,0) en N (y ′) ÊL∗ (0,0). Maar dan bekomen
we ofwel N (y)ÊL∗ N (y ′) ofwel N (y)ÉL∗ N (y ′), dus ofwel y ÉL∗ y ′ ofwel y ÊL∗ y ′, wat een
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contradictie is. Op analoge wijze bekomen we een contradictie in de andere twee gevallen.

Gevolg 4.2 [23]Voor elke involutieve negatorN op L∗ geldt, voor alle a ∈ [0,1]: pr2N (0,a)=
0 en pr1N (a,0)= 0.
Bewijs. Vermits N dalend is en (0,a)ÉL∗ (0,0), is N (0,a)ÊL∗ N (0,0)= (0,0), dus pr2N (0,
a)= 0. Analoog pr1N (a,0)= 0. 
Lemma 4.3 [23] ZijN een involutieve negator op L∗. Voor alle x1 ∈ [0,1] geldt pr2N (x1,1−
x1)= pr2N (x1,0) en pr1N (1−x1,x1)= pr1N (0,x1).
Bewijs. Zij x1 6= 1 en x = (x1,1− x1) en x ′ = (x1,0) (als x1 = 1 dan geldt het lemma op triviale
wijze). Veronderstel pr2N (x) 6= pr2N (x ′), i.e. pr2N (x) < pr2N (x ′) (zie Figuur 4.1). Merk
op dat voor elke y = (x1, y2), y ′ = (x1, y ′2) ∈ L∗ geldt ofwel y ÉL∗ y ′ ofwel y ÊL∗ y ′.
Wegens Gevolg 4.2 is pr1N (x
′) = 0. Zij nu z = (0,pr2N (x)) en z ′ = (min(pr1N (x),
1−pr2N (x ′)),pr2N (x ′)). Vermits pr2N (x)< pr2N (x ′), bekomen we dat N (x ′)<L∗ z <L∗
N (x). De laatste ongelijkheid is strikt, want als z gelijk zou zijn aanN (x), dan zou pr1N (x)
= 0 en wegens Gevolg 4.2 zou dan pr2N (N (x)) = 0, i.e. 1− x1 = 0, wat een contradictie is
aangezien x1 6= 1 verondersteld was. Op gelijkaardige manier bekomen we N (x ′)<L∗ z ′ <L∗
N (x), aangezien uit x ′ 6= 1L∗ volgt dat N (x ′) 6= 0L∗ en dus pr2N (x ′) 6= 1. Anderzijds verifi-
eert men gemakkelijk dat noch z ÉL∗ z ′ noch z ÊL∗ z ′. Maar uit het dalend zijn van N volgt
pr1N (z)= pr1N (z ′)= x1. Bijgevolg is ofwelN (z)ÉL∗ N (z ′) ofwelN (z)ÊL∗ N (z ′), dus of-
wel z ÉL∗ z ′ ofwel z ÊL∗ z ′, wat een contradictie is. Bijgevolg is onze oorspronkelijke veron-
derstelling vals en dus is pr2N (x)= pr2N (x ′). Analoog bewijst men dat pr1N (1−x1,x1)=
pr1N (0,x1). 
Gevolg 4.4 [23] Zij N een involutieve negator op L∗. Voor alle x = (x1,x2) ∈ L∗ geldt dat
pr2N (x)= pr2N (x1,1−x1)= pr2N (x1,0) en pr1N (x)= pr1N (1−x2,x2)= pr1N (0,x2).
Lemma 4.5 [23] Zij N een involutieve negator op L∗. Dan geldt N (D)=D.
Bewijs. Zij x ∈ D en veronderstel dat N (x) 6∈ D (zie Figuur 4.2). Dan geldt voor y =
(1−pr2N (x),pr2N (x)) dat y >L∗ N (x), enwegens Gevolg 4.4 is pr1N (y)= pr1N (N (x))=
x1. Vermits N dalend is, is N (y) ÉL∗ x, dus pr2N (y) = 1− x1. Bijgevolg is N (y) = x en
wegens het involutief zijn van N , is y = N (x), wat een contradictie is. We besluiten dat
N (D)⊆D . Aangezien N involutief is, volgt gemakkelijk dat N (D)=D . 
Nu kunnen we het hoofdresultaat van deze sectie bewijzen : elke involutieve negator op
L∗ kan voorgesteld worden d.m.v. een involutieve negator op [0,1].











Figuur 4.1: Het lijnstuk tussen x en x ′ en








Figuur 4.2: De punten N (x) en y = (1−
pr2N (x),pr2N (x)).
Stelling 4.6 [23] Zij N een involutieve negator op L∗, en zij N de [0,1]→ [0,1] afbeelding
gedefinieerd als N (a) = pr1N (a,1− a), voor alle a ∈ [0,1]. Dan is voor alle x ∈ L∗, N (x) =
(N (1− x2),1−N (x1)). Bovendien is N een involutieve negator op [0,1]. Omgekeerd, als N
een involutieve negator op [0,1] is, dan is de L∗→ L∗ afbeelding N gedefinieerd als N (x)=











Figuur 4.3: De punten x, x ′ = (x1,1−x1), x ′′ = (1−x2,x2) en hun beeld onder N .
Bewijs. Stel N een involutieve negator op L∗ en zij N de [0,1]→ [0,1] afbeelding gedefini-
eerd als N (a) = pr1N (a,1− a), voor alle a ∈ [0,1]. Zij a,b ∈ [0,1] zodanig dat a É b, dan is
(a,1−a)ÉL∗ (b,1−b). VermitsN dalend is, bekomen we N (a,1−a)ÊL∗ N (b,1−b) en dus
N (a)ÊN (b). UitN (0L∗)= 1L∗ enN (1L∗)= 0L∗ volgt datN (0)= 1 enN (1)= 0. Neemnuwil-
lekeurig a ∈ [0,1], dan geldtN (N (a))= pr1N (N (a),1−N (a)). Aangezienwegens Lemma 4.5
N (D)=D , bekomenwe pr2N (a,1−a)= 1−pr1N (a,1−a)= 1−N (a) en dusN (a,1−a)=
(N (a),1−N (a)). Bijgevolg is pr1N (N (a),1−N (a))= pr1N (N (a,1−a))= pr1(a,1−a)= a
en dus is N een involutieve negator op [0,1].
Zij nu x een willekeurig element van L∗ en definieer x ′ = (x1,1− x1), x ′′ = (1− x2,x2)
(zie Figuur 4.3). Uit Gevolg 4.4 volgt dat pr2N (x
′) = pr2N (x) en pr1N (x ′′) = pr1N (x).
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Bovendien volgt uit Lemma 4.5 dat N (x ′) ∈ D en N (x ′′) ∈ D . Uit het voorgaande volgt
dat pr1N (x
′) = N (x1), pr2N (x ′) = 1−N (x1), pr1N (x ′′) = N (1− x2) en pr2N (x ′′) = 1−
N (1−x2). Uit dit alles volgt nu gemakkelijk het gestelde.
Het omgekeerde is bewezen door Bustince, Kacprzyk enMohedano in [11] en door Jenei
in de interval-waardige vaagverzamelingenleer [48]. 
Neem als voorbeeld N =Ns , met Ns de standaard negator op [0,1], dan bekomen we de
standaard negator Ns op L∗.
Stelling 4.6 zegt dat elke involutieve negator op L∗ kan voorgesteld worden d.m.v. een
involutieve negator op [0,1]. Omgekeerd kan Stelling 4.6 ook gebruikt worden om vertrek-
kende van een negator op [0,1] een negator op L∗ te construeren. Stelling 4.6 zal in dit werk
nog vaak gebruikt worden.
4.2 Stijgende bijecties in L∗ met stijgende inverse
We gaan na onder welke voorwaarden er een stijgende bijectie van L∗ op een deelverzame-
ling van L∗ bestaat zodanig dat de inverse eveneens stijgend is. Dergelijke bijecties zullen
we nodig hebben in Hoofdstuk 5 en Hoofdstuk 7.
Stelling 4.7 [21] Zij a,b ∈ L∗ zodanig dat a ÉL∗ b en definieer A = [a,b]. Als a 6∈D of b 6∈D,













Figuur 4.4: Het geval b 6∈D en b1 > a1.
Bewijs. Veronderstel dat b 6∈D (het geval a 6∈D is analoog) en veronderstel dat er een stij-
gende bijectie Φ van L∗ op A bestaat met stijgende inverse. Veronderstel eerst dat b1 > a1.
Beschouw dan de elementen c = (a1,b2) en d = (b1,1−b1) in L∗ (zie Figuur 4.4). Zij c ′ =
Φ−1(c) en d ′ = Φ−1(d), dan c ′‖L∗d ′, aangezien c‖L∗d en Φ stijgend is. Beschouw de verza-
meling B = {x | x ∈ L∗ en x ÊL∗ c ′ en x ÊL∗ d ′}. Vermits c ′‖L∗d ′, is noch c ′ = 1L∗ noch d ′ = 1L∗ ,
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en dus eveneens sup(c ′,d ′)= (max(c ′1,d ′1),min(c ′2,d ′2)) 6= 1L∗ . Bijgevolg zijn sup(c ′,d ′) en 1L∗
twee verschillende elementen van B . Nu is, wegens het stijgend zijn van Φ, Φ(B) = {x | x ∈
L∗ en x ÊL∗ c en x ÊL∗ d}= {b}, wat een strijdigheid is aangezien Φ bijectief is.
Veronderstel nu dat b1 = a1. Dan hebben we voor alle x, y ∈ L∗ dat pr1Φ(x)= pr1Φ(y)=
a1, dus Φ(x)6 ‖L∗Φ(y). Zij nu x, y ∈ L∗ willekeurig zodanig dat x‖L∗ y , dan is wegens het voor-
gaande Φ(x)6 ‖L∗Φ(y), en wegens het stijgend zijn van Φ−1 is dus x 6 ‖L∗ y , een strijdigheid. 
Stelling 4.8 [21] Zij a,b ∈D, zodanig dat a <L∗ b en definieer A = [a,b]. Dan is de L∗→ A
afbeelding Φ gedefinieerd door, voor alle x ∈ L∗,
Φ(x)= (a1+x1(b1−a1),b2+x2(a2−b2)),










Bewijs. Merk op dat a1 + x1(b1 − a1) + b2 + x2(a2 − b2) = a1 + x1(b1 − a1) + 1 − b1 +
x2(b1−a1)= 1− (1− x1− x2)(b1−a1)É 1, aangezien x ∈ L∗, a,b ∈D en b1 > a1. Bijgevolg is
Φ(x) ∈ L∗, voor alle x ∈ L∗. Het is duidelijk dat Φ(x)ÊL∗ a en Φ(x)ÉL∗ b, voor alle x ∈ L∗.
Zij willekeurig x, y ∈ L∗ en veronderstel dat Φ(x) = Φ(y). Dan a1 + x1(b1 − a1) = a1 +
y1(b1−a1) en b2+x2(a2−b2)= b2+ y2(a2−b2), waaruit gemakkelijk volgt x1 = y1 en x2 = y2,
i.e. x = y . Bijgevolg is Φ injectief. Zij nu willekeurig y ∈ A, dan, voor x ∈ L∗,




















en dus (x1,x2) ∈ L∗. Bijgevolg is Φ surjectief. Uit deze berekening volgt tevens dat Φ−1 gege-










Men verifieert gemakkelijk dat zowel Φ als Φ−1 stijgend zijn. 
We geven nu een representatie van stijgende bijecties van L∗ op een deelverzameling A
van L∗ met stijgende inverse. We bewijzen eerst de volgende lemma’s.
Lemma 4.9 Zij a,b ∈D zodanig dat a <L∗ b en definieer A = [a,b]. ZijΦ een stijgende bijectie
van L∗ op A met stijgende inverse. Dan is Φ(0,0)= (a1,b2).












Figuur 4.5: Het geval waarbij c =Φ(0,0) 6= (a1,b2) en c2 > b2.
Bewijs. Veronderstel dat Φ(0,0) 6= (a1,b2). Dan is Φ(0,0)= c met ofwel c1 > a1 ofwel c2 > b2
ofwel beide. Veronderstel dat c2 > b2 (het geval c1 > a1 is analoog). Zij x, y ∈ A zodanig dat
x ÊL∗ c, y ÊL∗ c en x‖L∗ y (zie Figuur 4.5), dan is wegens het stijgend zijn vanΦ−1,Φ−1(x)ÊL∗
(0,0) en Φ−1(y) ÊL∗ (0,0), dus pr2Φ−1(x) = pr2Φ−1(y) = 0. Maar dan is Φ−1(x)6 ‖L∗Φ−1(y) en
dus, wegens het stijgend zijn van Φ, x 6 ‖L∗ y , wat een strijdigheid is. 
Door a = 0L∗ en b = 1L∗ te stellen volgt onmiddellijk het volgende.
Gevolg 4.10 Zij Φ een stijgende permutatie van L∗ met stijgende inverse. Dan is Φ(0,0) =
(0,0).
Gevolg 4.11 Zij a,b ∈ D zodanig dat a <L∗ b en definieer A = [a,b]. Zij Φ een stijgende
bijectie van L∗ op A met stijgende inverse. Dan geldt voor alle α ∈ [0,1] : pr1Φ(0,α) = a1
en pr2Φ(α,0)= b2.
Bewijs. VermitsΦ stijgend is en 0L∗ ÉL∗ (0,α)ÉL∗ (0,0), is a =Φ(0L∗)ÉL∗ Φ(0,α)ÉL∗ Φ(0,0)=
(a1,b2). Bijgevolg is pr1Φ(0,α)= a1. Analoog is pr2Φ(α,0)= b2. 
Lemma 4.12 Zij a,b ∈D zodanig dat a <L∗ b en definieer A = [a,b]. ZijΦ een stijgende bijec-
tie van L∗ op A met stijgende inverse. Voor alle x1 ∈ [0,1] geldt pr1Φ(x1,1− x1)= pr1Φ(x1,0)
en pr2Φ(1−x1,x1)= pr2Φ(0,x1).
Bewijs. Zij x1 6= 1 en x = (x1,1− x1) en x ′ = (x1,0) (als x1 = 1 dan geldt het lemma op triviale
wijze). Veronderstel dat pr1Φ(x) 6= pr1Φ(x ′), dan is wegens het stijgend zijn vanΦ, pr1Φ(x)<
pr1Φ(x
′). Wegens Gevolg 4.11 is pr2Φ(x ′)= b2. Veronderstel dat eveneens pr2Φ(x)= b2. Zij
dan y,z ∈ L∗ zodanig dat y ÊL∗ x, z ÊL∗ x en y‖L∗z (zie Figuur 4.6(a)). Dan geldt b ÊL∗
Φ(y)ÊL∗ Φ(x) en b ÊL∗ Φ(z)ÊL∗ Φ(x), dus pr2Φ(y)= pr2Φ(z)= b2. Dus Φ(y)6 ‖L∗Φ(z) en dus,
wegens het stijgend zijn van Φ−1, y 6 ‖L∗z, wat een strijdigheid is. Bijgevolg is pr2Φ(x)> b2.

























(b) Het geval pr2Φ(x) > b2 en pr1Φ(x) <
pr1Φ(x
′).
Figuur 4.6: Bewijs van Lemma 4.12.
Aangezien pr1Φ(x) < pr1Φ(x ′) en pr2Φ(x) > pr2Φ(x ′), bestaan er y,z ∈ A zodanig dat
Φ(x)ÉL∗ y ÉL∗ Φ(x ′) (zie Figuur 4.6(b)). Wegens het stijgend zijn vanΦ−1 is x ÉL∗ Φ−1(y)ÉL∗
x ′ en x ÉL∗ Φ−1(z) ÉL∗ x ′, dus pr1Φ−1(y) = pr1Φ−1(z) = x1. Bijgevolg is Φ−1(y)6 ‖L∗Φ−1(z) en
dus, wegens het stijgend zijn van Φ, y 6 ‖L∗z, wat opnieuw een strijdigheid is. Dus de veron-
derstelling dat pr1Φ(x) 6= pr1Φ(x ′) is vals. 
Gevolg 4.13 Zij a,b ∈D zodanig dat a <L∗ b en definieer A = [a,b]. Zij Φ een stijgende bijec-
tie van L∗ op A met stijgende inverse. Voor alle x ∈ L∗ geldt pr1Φ(x) = pr1Φ(x1,1− x1) =













Figuur 4.7: De punten x ′ =Φ(x), (x ′1,1−x ′1) 6= x ′ en z =Φ−1(x ′1,1−x ′1).
Lemma 4.14 Zij a,b ∈ D zodanig dat a <L∗ b en definieer A = [a,b]. Zij Φ een stijgende
bijectie van L∗ op A met stijgende inverse. Dan geldt Φ(D)= A∩D.
Bewijs. Aangezien Φ een stijgende bijectie is, is Φ(0L∗)= a en Φ(1L∗)= b.
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Veronderstel dat er een x ∈ D \ {0L∗ ,1L∗} bestaat zodanig dat Φ(x) 6∈ D . Stel x ′ = Φ(x)
(zie Figuur 4.7). Uit Gevolg 4.13 volgt dat x ′1 = pr1Φ(x) = pr1Φ(x1,0). Wegens Gevolg 4.11
is x ′2 = pr2Φ(x1,0) = b2. Wegens het stijgend zijn van Φ is x ′ ÉL∗ Φ(y) ÉL∗ (x ′1,b2), voor alle
y ∈ L∗ zodanig dat y1 = x1.
Aangezien Φ bijectief is, bestaat er een z ∈ L∗ zodanig dat Φ(z) = (x ′1,1− x ′1). Uit het
feit dat (x ′1,1− x ′1) <L∗ x ′ en het voorgaande volgt dat z1 6= x1. Uit Gevolg 4.13 volgt dat
pr1Φ(z1,0) = pr1Φ(z) = x ′1. Wegens Gevolg 4.11 is pr2Φ(z1,0) = b2. Bijgevolg is Φ(z1,0) =
Φ(x1,0), wat een strijdigheid is aangezien (z1,0) 6= (x1,0). Dus de veronderstelling datΦ(x) 6∈
D is vals.
Veronderstel nu dat er een x ∈ L∗\D bestaat zodanig datΦ(x) ∈D . Wegens het voorgaan-
de is tevens Φ(x1,1− x1) ∈D . Wegens Gevolg 4.13 is pr1Φ(x1,1− x1)= pr1Φ(x). Bijgevolg is
Φ(x1,1− x1) = Φ(x), een strijdigheid. We hebben dus dat x ∈ D ⇔ Φ(x) ∈ D . Hieruit en uit











Figuur 4.8: De punten x, x ′ = (x1,1−x1), x ′′ = (1−x2,x2) en hun beeld onder Φ.
Stelling 4.15 Zij a,b ∈ D zodanig dat a <L∗ b en definieer A = [a,b]. Zij Φ een stijgende
bijectie van L∗ op A met stijgende inverse. Dan bestaat er een stijgende bijectieϕ van [0,1] op
[a1,b1] zodanig dat, voor alle x ∈ L∗,
Φ(x)= (ϕ(x1),1−ϕ(1−x2)). (4.1)
Omgekeerd is voor elke stijgende bijectie ϕ van [0,1] op [a1,b1], de L∗ → L∗ afbeelding Φ
gedefinieerd door (4.1) een stijgende bijectie van L∗ op A met stijgende inverse.
Bewijs. Stel Φ een stijgende bijectie van L∗ op A met stijgende inverse en zij ϕ : [0,1]→
[a1,b1] gedefinieerd als ϕ(α) = pr1Φ(α,1−α), voor alle α ∈ [0,1]. Zij α,β ∈ [0,1] zodanig
dat α É β, dan is (α,1−α) ÉL∗ (β,1−β). Vermits Φ stijgend is, bekomen we Φ(α,1−α) ÉL∗
Φ(β,1−β), en dus ϕ(α) É ϕ(β). Bijgevolg is ϕ stijgend. Uit Φ(0L∗) = a en Φ(1L∗) = b volgt
dat ϕ(0) = a1 en ϕ(1) = b1. Aangezien Φ een bijectie is en wegens Lemma 4.14 geldt dat
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Hieruit volgt dat ϕ een bijectie is, waarvan de inverse gegeven wordt door ϕ−1(α) =
pr1Φ
−1(α,1−α), voor alle α ∈ [a1,b1].
Zij nu x een willekeurig element van L∗ en definieer x ′ = (x1,1− x1) en x ′′ = (1− x2,x2)
(zie Figuur 4.8). Uit Gevolg 4.13 volgt dat pr1Φ(x) = pr1Φ(x1,1− x1) = ϕ(x1) en pr2Φ(x) =
pr2Φ(1−x2,x2)= 1−pr1Φ(1−x2,x2)= 1−ϕ(1−x2).
Zij omgekeerd ϕ een stijgende bijectie van [0,1] op [a1,b1] en definieer Φ door (4.1).
Dan is Φ duidelijk stijgend. Zij x, y ∈ L∗ zodanig dat Φ(x) = Φ(y), dan is ϕ(x1) = ϕ(y1) en
1−ϕ(1− x2)= 1−ϕ(1− y2). Wegens het feit dat ϕ een bijectie is, volgt hieruit dat x1 = y1 en
1−x2 = 1− y2, dus x = y . Bijgevolg is Φ injectief. Zij y ∈ A, dan is voor x ∈ L∗,
y =Φ(x)⇔ y1 =ϕ(x1) en y2 = 1−ϕ(1−x2)
⇔ x1 =ϕ−1(y1) en x2 = 1−ϕ−1(1− y2).
Aangezien ϕ−1 een [a1,b1] → [0,1] afbeelding is en stijgend (aangezien ϕ stijgend is), is
x = (ϕ−1(y1),1−ϕ−1(1− y2)) ∈ L∗. Dus Φ is surjectief en haar inverse wordt gegeven door
Φ−1(x) = (ϕ−1(x1),1−ϕ−1(1− x2)), voor alle x ∈ A. Aangezien ϕ−1 stijgend is, is Φ−1 dat
eveneens. 
Merk op dat als we in (4.1) de bijectie ϕ gedefinieerd als, voor alle x1 ∈ [0,1],
ϕ(x1)= a1+x1(b1−a1),
gebruiken, we dan de formule bekomen uit Stelling 4.8.
Net als voor involutieve negatoren, vinden we dus dat alle stijgende bijecties van L∗ op
een deelinterval [a,b], waarbij a,b ∈ D , met stijgende inverse kunnen voorgesteld worden
m.b.v. hun tegenhangers op [0,1]. Merk op dat dit resultaat enkel geldig is als zowel a en b
elementen vanD zijn. Immers, als dit niet het geval is, dan kan er geen stijgende bijectie van
L∗ op [a,b] gevondenwordenwaarvan de inverse eveneens stijgend is. Dit is in tegenstelling
tot [0,1] waar voor elk gesloten deelinterval [a,b] van [0,1] een stijgende bijectie van [0,1] op
[a,b] kan gevonden worden; bovendien hebben zulke bijecties steeds een stijgende inverse.
4.3 Continue, stijgende permutaties van L∗
We bewijzen dat een continue, stijgende permutatie van L∗ een aantal analoge eigenschap-
pen bezit als een stijgende permutatie van L∗ met stijgende inverse, maar dat niettemin
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niet alle continue, stijgende permutaties een stijgende inverse hebben. Dit is in tegenstel-
ling tot [0,1], waarvan alle continue, stijgende permutaties een stijgende inverse hebben.
Eerst hebben we een aantal definities en lemma’s nodig.
Definitie 4.1 [54] Zij (L∗,d) de metrische ruimte waarbij d de Hamming of de Euclidische
afstand is overR2 beperkt tot L∗ en zij A een niet-ledige deelverzameling van L∗. Als voor elke
twee open verzamelingen B en C in de metrische ruimte (A,dA), waarbij dA de restrictie van
d tot A voorstelt, geldt dat B ∪C = A impliceert dat ofwel B = ∅ ofwel C = ∅, dan wordt A
samenhangend genoemd.










Figuur 4.9: De verzamelingen B = {x | x ∈ L∗ en x ÊL∗ a} \ {b} en C = {x | x ∈ L∗ en x ÊL∗
(0,0)} \ {Φ(b)}.
Bewijs. Veronderstel dat Φ(a) = (0,0), met a 6= (0,0). Zij eerst a2 > 0. Dan geldt, voor
alle x ÊL∗ a dat Φ(x) ÊL∗ (0,0). Zij b ∈ L∗ zodanig dat a1 < b1, 0 < b2 < a2 en b 6∈ D , en
beschouw de verzameling B = {x | x ∈ L∗ en x ÊL∗ a} \ {b} en de verzameling C = {x | x ∈
L∗ en x ÊL∗ (0,0)} \ {Φ(b)} (zie Figuur 4.9). Dan is Φ(B) ⊆ C . Het is duidelijk dat B sa-
menhangend is en C niet. Nu is Φ(a) = (0,0) <L∗ Φ(b) en Φ(1L∗) = 1L∗ >L∗ Φ(b), vermits
Φ een stijgende permutatie is van L∗. Bijgevolg is Φ(B) niet samenhangend, aangezien
B1 = {x | x ∈ Φ(B) en x1 < pr1Φ(b)} en B2 = {x | x ∈ Φ(B) en x1 > pr1Φ(b)} beide niet-ledige
open verzamelingen zijn in (Φ(B),dΦ(B)) zodanig datΦ(B)=B1∪B2, waarbij dΦ(B) de restric-
tie van de afstand d op L∗ voorstelt. Aangezien samenhangendheid een continue invariant
is (zie bijvoorbeeld [54]) bekomen we een contradictie, dus is a2 = 0.
Veronderstel nu dat a1 > 0. Zij b ÉL∗ a en beschouw de verzamelingen B = {x | x ∈
L∗ en x ÉL∗ a} \ {b} en C = {x | x ∈ L∗ en x ÉL∗ (0,0)} \ {Φ(b)}. Op analoge wijze als voorheen
bekomt men een contradictie.
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Uit het bovenstaande volgt dat, voor alle a ∈ L∗ zodanig dat a 6= (0,0), geldt Φ(a) 6= (0,0).
Vermits Φ een permutatie is van L∗, volgt hieruit dat Φ(0,0)= (0,0). 
Gevolg 4.17 [23] ZijΦ een continue, stijgende permutatie van L∗. Dan is, voor elke a ∈ [0,1],
pr2Φ(a,0)= 0 en pr1Φ(0,a)= 0.
Bewijs. Zij a ∈ [0,1]. Dan is (a,0) ÊL∗ (0,0). Vermits Φ stijgend is, bekomen we Φ(a,0) ÊL∗
Φ(0,0)= (0,0). Bijgevolg is pr2Φ(a,0)= 0. Analoog is pr1Φ(0,a)= 0. 
Definitie 4.2 [47] Een deelverzameling A van de metrische ruimte (R2,d)wordt gesloten ge-
noemd als voor elke rij (xn)n∈N∗ in A die convergeert in R2, de limiet van deze rij behoort tot
A.
Definitie 4.3 [47] Een deelverzameling A van de metrische ruimte (R2,d) wordt begrensd
genoemd als er een a ∈ R2 en een M ∈ ]0,+∞[ bestaan zodanig dat d(a,x) É M, voor alle
x ∈ A.
Definitie 4.4 [47] Een deelverzameling A van de metrische ruimte (R2,d)wordt rij-compact
genoemd als elke rij (xn)n∈N∗ in A een deelrij (xnk )k∈N∗ heeft die convergeert in A.
Lemma 4.18 [47] Een deelverzameling van de metrische ruimte (R2,d) is rij-compact als en
slechts als zij gesloten en begrensd is.
Aangezien L∗ een gesloten en begrensde deelverzameling is van R2, is L∗ rij-compact.
Stelling 4.19 [47] Zij f : X → Y een continue, bijectieve afbeelding van (X ,d) naar (Y ,d),
met X ,Y ⊆ R2. Veronderstel verder dat X rij-compact is. Dan is de afbeelding f −1 : Y → X
eveneens continu.
Stelling 4.20 Zij Φ een continue, stijgende permutatie van L∗. Dan is Φ(D)=D.
Bewijs. Zij a ∈ D en stel dat b = Φ(a) 6∈ D . Zij A = {x | x ∈ L∗ en x‖L∗a} en B = {x | x ∈
L∗ en x‖L∗b}. Daar uit x ÉL∗ a volgt dat Φ(x)ÉL∗ b en uit x ÊL∗ a dat Φ(x)ÊL∗ b, mogen we
besluiten dat voor alle y ∈ B geldt dat Φ−1(y) ∈ A. Zij nu x, y ∈ B zodanig dat x1 < b1 (en dus
x2 < b2) en y1 > b1 (en dus y2 > b2). Dan is Φ−1(x)‖L∗Φ−1(y) aangezien Φ−1(x) ÉL∗ Φ−1(y)
zou impliceren dat x ÉL∗ y wegens het stijgend zijn van Φ, wat een strijdigheid is aangezien
x1 < b1 < y1 en x2 < b2 < y2. Veronderstel dat pr1Φ−1(x)< pr1Φ−1(y) (het geval pr1Φ−1(x)>
pr1Φ
−1(y) is analoog).
Uit het feit dat wegens Lemma 4.18 L∗ rij-compact is, volgt uit Stelling 4.19 dat Φ−1
continu is. Beschouw het lijnstuk dat x met b verbindt (zie Figuur 4.10). Dit lijnstuk is sa-
menhangend en aangezien samenhangendheid een continue invariant is, is het beeld onder










Figuur 4.10: Het lijnstuk tussen x en b wordt door Φ−1 afgebeeld op een samenhangend
pad tussen Φ−1(x) en a.
Φ−1 eveneens samenhangend (in Figuur 4.10 zijn twee mogelijkheden aangeduid voor het
beeld onder Φ−1 van dit lijnstuk). Aangezien pr1Φ−1(x) < pr1Φ−1(y) < a1 en pr2Φ−1(x) <
pr2Φ
−1(y) < a2 zal dit pad een punt z bevatten zodanig dat ofwel z1 Ê pr1Φ−1(y) en z2 =
pr2Φ
−1(y) (en dus z ÊL∗ Φ−1(y)) ofwel z1 = pr1Φ−1(y) en z2 Ê pr2Φ−1(y) (en dus z ÉL∗
Φ−1(y)). Voor dit punt z geldt dan dat ofwel Φ(z) ÉL∗ y ofwel Φ(z) ÊL∗ y , wat telkens een
strijdigheid oplevert. Bijgevolg is de veronderstelling dat b 6∈D vals. 
Ondanks de eigenschappen vermeld in Gevolg 4.17 en Stelling 4.20 die analoog zijn aan
de corresponderende eigenschappen voor stijgende bijecties op L∗ met stijgende inverse,
geldt hier niet noodzakelijk dat pr1Φ(a)= pr1Φ(a1,0), voor alle a ∈ L∗. Definieer immers de












, als x1 < 1;
1L∗ , als x1 = 1.
In Figuur 4.11 wordt de grafische voorstelling vanΦ gegeven : het punt (x1,1−x1) wordt
op zichzelf afgebeeld, het punt (x1,0) op (
√
x1,0), en het lijnstuk dat (x1,1− x1) met (x1,0)





















Bijgevolg is Φ(x) ∈ L∗, voor alle x ∈ L∗.
• We tonen aan dat Φ bijectief is. Zij x, y ∈ L∗. Als y = 1L∗ , dan voldoet x = 1L∗ aan
Φ(x) = y . Merk tevens op dat als x1 < 1, dan uit Φ(x) = 1L∗ zou volgen dat x2 = 0 en










Figuur 4.11: Grafische voorstelling van de permutatie Φ.
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y2 = y1 en x2 = y2.

















x1(1− y2)− y1 = 0.
Stel z1 =
√
x1, dan moeten we de volgende vergelijking oplossen naar z1 :
−z31 + z21(y1+ y2)+ z1(1− y2)− y1 = 0. (4.2)
We vinden dat
−z31 + z21(y1+ y2)+ z1(1− y2)− y1 = (z1−1)(−z21 + (y1+ y2−1)z1+ y1).
Aangezien z1 =
√
x1 = 1 wegens het voorgaande onmogelijk is, moetenwe de nulpun-












Vermits y ∈ L∗, is y1+ y2− 1 É 0. Bijgevolg is (y1+y2−1)−
p
(y1+y2−1)2+4y1
2 < 0 van zodra
y 6= 0L∗ . We vinden als unieke oplossing
√
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Als y = 0L∗ dan vinden we als unieke oplossing
√
x1 = z1 = 0.
Aangezien (y1+ y2−1)+
√
(y1+ y2−1)2+4y1 Ê (y1+ y2−1)+
√





























∈ L∗. Bijgevolg is Φ surjectief.
Uit het voorgaande volgt eveneens dat x = 1L∗ het enige element van L∗ is waarvoor
Φ(x)= 1L∗ , en dat uit Φ(x)=Φ(x ′)= y volgt dat














voor alle x,x ′ ∈ L∗ \ {1L∗}. Bijgevolg is Φ injectief.
• We bewijzen dat Φ stijgend is. Zij x,x ′ ∈ L∗ zodanig dat x ÉL∗ x ′, dan is x ÉL∗ (x1,x ′2)
ÉL∗ x ′. Aangezien x1−
p
x1






















We bewijzen nu dat Φ(x1,x ′2) ÉL∗ Φ(x ′). Als x ′ = 1L∗ , dan is Φ(x1,x ′2) ÉL∗ Φ(x ′) = 1L∗ .
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kleiner is dan of gelijk aan 0. Aangezien de noemer strikt













⇔ 4x1 É 1+2x1+x21 en x1 Ê 0
⇔ (x1−1)2 = x21 −2x1+1Ê 0.






































aangezien voor alle x1 ∈ ]0,1[ geldt dat
√
x1 > 0, (1−x1)> 0 en
√
x1 > x1.
Hieruit volgt dat Φ(x1,x ′2)ÉL∗ Φ(x ′), voor alle x,x ′ ∈ L∗ zodanig dat x ÉL∗ x ′, x1 > 0 en
x ′1 < 1.
• De inverse van Φ is niet stijgend, aangezien er dan wegens Stelling 4.15 een stijgende
permutatie ϕ van [0,1] zou bestaan zodanig dat (4.1) geldt, wat hier duidelijk niet
het geval is, aangezien pr1Φ(x) afhankelijk is van x2. Immers, zij x = (0.5,0) en x ′ =
(0.5,0.5), dan is pr1Φ(x)=
p
0.5 6= pr1Φ(x ′)= 0.5.


































Bijgevolg is Φ eveneens continu in 1L∗ .
Φ is dus een continue, stijgende permutatie van L∗ waarvan de inverse niet stijgend is.
5Triangulaire normen en
conormen op L∗
We used to think that if we knew one, we knew two, because one and one
are two. We are finding that we must learn a great deal more about “and”.
— SIR ARTHUR EDDINGTON (1882 - 1944), “The Harvest of a Quiet Eye” (A. L. Mackay), 1977
They didn't know it was impossible, so they did it.
— MARK TWAIN (1835 - 1910)
We bespreken eerst een aantal eigenschappen van de veralgemeende unie en doorsnede
(gedefinieerd aan de hand van t-normen en t-conormen op L∗). Vervolgens bestuderen
we t-normen op L∗ die aan het residu-principe voldoen. In de vaagverzamelingenleer zijn
de t-normen die aan het residu-principe voldoen heel belangrijk. In niet-klassieke logica
maken ze het mogelijk om de implicatie te definie¨ren aan de hand van het residuum van
de conjunctie welke gemodelleerd wordt door een t-norm die aan het residu-principe vol-
doet [46, 52, 59]. Wanneer de geı¨nduceerde negator involutief is, kan men de disjunctie
definie¨ren als de duale van de conjunctie (via de wet van de Morgan). Triangulaire normen
die aan het residu-principe voldoen zijn ook nuttig voor vaagheidsgevoelige preferentie-
modellering [62] (waarbij de voorkeuren van individuen tussen twee alternatieven beschre-
ven worden door een ree¨el getal in [0,1]).
5.1 Veralgemeende unie en doorsnede van intuı¨tio-
nistische vaagverzamelingen
We hebben in Hoofdstuk 3 gezien dat de unie en de doorsnede van twee intuı¨tionistische
vaagverzamelingen kan gedefinieerd worden m.b.v. t-normen en t-conormen op L∗ als
volgt : voor A,B ∈IFS (U ) en u ∈U ,
A∩T B(u) = T (A(u),B(u)),
A∪S B(u) = S (A(u),B(u)).
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We noemen A∩T B de veralgemeende doorsnede en A∪S B de veralgemeende unie van A
en B . We bestuderen nu een aantal eigenschappen van deze veralgemeende doorsnede en
unie.
Voor een willekeurig universumU noteren we alsU de intuı¨tionistische vaagverzame-
ling {(u,1,0) | u ∈U }, en als∅ de intuı¨tionistische vaagverzameling {(u,0,1) | u ∈U }.
De volgende eigenschappen gelden voor A, B ,C enD intuı¨tionistische vaagverzamelin-




(3) co(A∪S B)= coA∩S ∗ coB , waarbij S ∗ de duale t-norm is van S t.o.v. Ns .
Bewijs. Vermits, voor alle u ∈U , geldt dat A∪S B(u)=S (A(u),B(u)), is




= (coA∩S ∗ coB)(u),
waarbij we gebruik gemaakt hebben van het feit dat Ns involutief is. 
(3’) co(A∩T B)= coA∪T ∗ coB , waarbij T ∗ de duale t-conorm is van T t.o.v. Ns .
(4) A∪S A ⊇ A (zwakke idempotentie).
Bewijs. We vinden, voor alle u ∈U ,
A∪S A(u) = S (A(u),A(u))
ÊL∗ S (A(u),0L∗)
= A(u),
waarbij we gebruik gemaakt hebben van het feit dat S stijgend is en S (x,0L∗) = x,
voor alle x ∈ L∗.
Veronderstel (zie [25]) dat S t-representeerbaar is over wd(A)×wd(A), i.e. S (A(u),
A(v))= (S(µA(u),µA(v)),T (νA(u),νA(v))), voor alle u,v ∈U , en dat de gelijkheid in (4)
geldt. Dan geldt, voor alle u ∈U , dat S(µA(u),µA(u)) = µA(u) en T (νA(u),νA(u)) =
νA(u). Stel voor willekeurige u,v ∈U , dat µA(u) É µA(v), dan is µA(v) =max(µA(u),
µA(v)) É S(µA(u),µA(v)) É S(µA(v),µA(v))= µA(v). We bekomen S(µA(u),µA(v))=
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max(µA(u), µA(v)), voor alle u,v ∈ U . Analoog vinden we dat T/νA(U )×νA(U ) = min.
Bijgevolg is de unie voor een t-representeerbare t-conorm idempotent als en slechts
als
S/µA(U )×µA(U ) =max en T/νA(U )×νA(U ) =min.

(4’) A∩T A ⊆ A.
(5) A∪S B =B ∪S A en A∩T B =B ∩T A.
Bewijs. Dit volgt onmiddellijk uit de commutativiteit van T en S . 
(6) (A∪S B)∪S C = A∪S (B ∪S C ).
Bewijs. Dit volgt gemakkelijk uit de associativiteit van S . 
(6’) (A∩T B)∩T C = A∩T (B ∩T C ).
(7) A∪S (A∩T B)⊇ A (zwakke absorptie).
Bewijs. Voor u ∈U krijgen we
(A∪S (A∩T B))(u) = S (A(u),T (A(u),B(u)))
ÊL∗ sup(A(u),T (A(u),B(u)))
= A(u),
aangezien S (x, y)ÊL∗ sup(x, y) en T (x, y)ÉL∗ x, voor alle x, y ∈ L∗. 
(7’) A∩T (A∪S B)⊆ A (zwakke absorptie).
(8) A ⊆ A∪S B en B ⊆ A∪S B .
(8’) A ⊇ A∩T B en B ⊇ A∩T B .
(9) A∪S ∅= A.
Bewijs. Voor u ∈U vinden we (A∪S ∅)(u)=S (A(u),0L∗)= A(u). 
(9’) A∩T U = A.
(10) A∪S U =U .
(10’) A∩T ∅=∅.
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(11) A∪supB ⊆ A∪S B ⊆ A∪Z ∗ B en A∩infB ⊇ A∩T B ⊇ A∪Z B .
Bewijs. Dit volgt onmiddellijk uit het feit dat Z (x, y) ÉL∗ T (x, y) ÉL∗ inf(x, y) en
sup(x, y) ÉL∗ S (x, y) ÉL∗ Z ∗(x, y), voor alle x, y ∈ L∗ en voor elke t-norm T en t-
conorm S op L∗. 
(12) A ⊆B⇒ coB ⊆ coA.
(13) A ⊆B enC ⊆D⇒ A∪S C ⊆B ∪S D .
Bewijs. Zij willekeurig u ∈U . Wegens A(u) ÉL∗ B(u), C (u) ÉL∗ D(u) en het stijgend
zijn van S , geldt S (A(u),C (u))ÉL∗ S (B(u),D(u)). 
(13’) A ⊆B enC ⊆D⇒ A∩T C ⊆B ∩T D .
(14) A ⊆B⇔ A∪S B =B als en slechts als S/A(U )×B(U ) = sup.
Bewijs. Als A ∪S B = B , dan S (A(u),B(u)) = B(u), voor alle u ∈ U . Aangezien
B(u)ÉL∗ sup(A(u),B(u))ÉL∗ S (A(u),B(u)), volgt hieruit dat B(u)= sup(A(u),B(u))=
S (A(u),B(u)) en dus A(u)ÉL∗ B(u), voor alle u ∈U . Bovendien is S/A(U )×B(U ) = sup.
Dus is S/A(U )×B(U ) = sup een nodige voorwaarde voor de equivalentie A ⊆ B ⇔ A∪S
B =B .




(14’) A ⊆B⇔ A∩T B = A als en slechts als T/A(U )×B(U ) = inf.
(15) Als pr1S (A(u),B(u))É SW (µA(u),µB (u)), voor alle u ∈U , dan geldt :
A∪S B =U ⇒ coA ⊆B.
Als pr2T (A(u),B(u))É SW (νA(u),νB (u)), voor alle u ∈U , dan geldt :
A∩T B =∅⇒ A ⊆ coB.
Bewijs. Als pr1S (A(u),B(u))Émin(1,µA(u)+µB (u)), dan
pr1S (A(u),B(u))= 1
⇒min(1,µA(u)+µB (u))= 1
⇒ µA(u)+µB (u)Ê 1
⇒

µA(u) Ê 1−µB (u) Ê νB (u),νA(u) É 1−µA(u) É µB (u)
⇒ coA ⊆B.
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De tweede uitspraak wordt op gelijkaardige manier bewezen. 
(15’) Als pr1T (A(u),B(u))É TW (µA(u),µB (u)), voor alle u ∈U , dan geldt :
∅⊂ A∩T B⇒ coA ⊂B.
Als pr2S (A(u),B(u))É TW (νA(u),νB (u)), voor alle u ∈U , dan geldt :
A∪S B ⊂U ⇒ A ⊂ coB.
Bewijs. Als T (A(u),B(u))Émax(0,µA(u)+µB (u)−1), dan
pr1T (A(u),B(u))> 0
⇒max(0,µA(u)+µB (u)−1)> 0
⇒ µA(u)+µB (u)−1> 0
⇒

µA(u) > 1−µB (u) Ê νB (u),νA(u) É 1−µA(u) < µB (u)
⇒ coA ⊂B.
De tweede uitspraak wordt op gelijkaardige manier bewezen. 
(16) Als S/A(U )×B(U ) = sup, dan A ⊆C en B ⊆C ⇒ A∪S B ⊆C .
Bewijs. Merk eerst op dat uit A(u)ÉL∗ C (u) en B(u)ÉL∗ C (u) niet noodzakelijk volgt
dat S (A(u),B(u)) ÉL∗ C (u). Inderdaad, stel bijvoorbeeld S = Z ∗ en 0 < µA(u) É
µC (u)< 1 en 0<µB (u), dan is Z ∗(A(u),B(u))= 1L∗ 6ÉL∗ C (u).
Als S/A(U )×B(U ) = sup, dan volgt gemakkelijk dat A ⊆C en B ⊆C ⇒ A∪B ⊆C . 
(16’) Als T/A(U )×B(U ) = inf, danC ⊆ A enC ⊆B⇒C ⊆ A∩T B .
(17) k0, 12
⊆ A∪S coA, waarbij k0, 12 = {(u,0,
1
2 ) | u ∈U } (zwakke wet van het uitgesloten der-
de).
Bewijs. Zij willekeurig u ∈U . Dan is (A∪S coA)(u) = S (A(u),Ns(A(u))). Nu geldt
pr2S (A(u),Ns(A(u))) É min(νA(u),µA(u)) É min(νA(u),1− νA(u)) É 12 , aangezien
A(u) ∈ L∗ en ofwel νA(u) ofwel 1−νA(u) kleiner is dan 12 (vermits νA(u) É 1). Dui-
delijk geldt pr1S (A(u),Ns(A(u)))Ê 0. 
(17’) A∩T coA ⊆ k 1
2 ,0
, waarbij k 1
2 ,0
= {(u, 12 ,0) | u ∈U } (zwakke wet van de contradictie).
Bewijs. Zij willekeurig u ∈U . Dan is (A∩T coA)(u) = T (A(u),Ns(A(u))). Nu geldt
pr1T (A(u),Ns(A(u))) É min(µA(u),νA(u)) É min(µA(u),1− µA(u)) É 12 , aangezien
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A(u) ∈ L∗ en ofwel µA(u) ofwel 1−µA(u) kleiner is dan 12 (vermits µA(u) É 1). Dui-
delijk geldt pr2T (A(u),Ns(A(u)))Ê 0. 
(18) In het algemeen geldt geen van de volgende inclusies :
A ∩T (B ∩T ′ C ) ⊆ (A∩T B) ∩T ′ (A∩T C ),
A ∩T (B ∪S C ) ⊆ (A∩T B) ∪S (A∩T C ),
A ∩T (B ∩T ′ C ) ⊇ (A∩T B) ∩T ′ (A∩T C ),
A ∩T (B ∪S C ) ⊇ (A∩T B) ∪S (A∩T C ),
A ∪S (B ∩T C ) ⊆ (A∪S B) ∩T (A∪S C ),
A ∪S (B ∪S ′ C ) ⊆ (A∪S B) ∪S ′ (A∪S C ),
A ∪S (B ∩T C ) ⊇ (A∪S B) ∩T (A∪S C ),
A ∪S (B ∪S ′ C ) ⊇ (A∪S B) ∪S ′ (A∪S C ).
Beschouw voor de tweede en vierde inclusie het geval waarbij T = (Z ,Z∗) en S =
(Z∗,Z ). Zij u ∈U zodanig dat 0 < µA(u) < 1 en µB (u) = µC (u) = 1. Dan bekomen
we T (A(u),S (B(u),C (u))) = T (A(u),1L∗) = A(u) en pr1S (T (A(u),B(u)),T (A(u),
C (u)))= Z∗(Z (µA(u),1),Z (µA(u),1))= Z∗(µA(u),µA(u))= 1>µA(u).
Zij nu u ∈ U zodanig dat 0 < µA(u) < µB (u) < µC (u) < 1. Zij T = (Z ,Z∗) en S =
(Z∗,Z ). We vinden dat pr1T (A(u),S (B(u),C (u))) = Z (µA(u),Z∗(µB (u), µC (u))) =
Z (µA(u),1) = µA(u) en pr1S (T (A(u),B(u)), T (A(u),C (u))) = Z∗(Z (µA(u),µB (u)),
Z (µA(u),µC (u)))= Z∗(0,0)= 0<µA(u). Dit sluit de tweede en de vierde inclusie uit in
het algemene geval. Analoge voorbeelden tonen aan dat de andere inclusies eveneens
niet gelden in het algemeen, ook nietwanneerwe ons beperken tot t-representeerbare
t-normen en t-conormen.
5.2 Het residu-principe
We zeggen dat een t-norm T op L∗ voldoet aan het residu-principe als en slechts als, voor
alle x, y,z ∈ L∗,
T (x,z)ÉL∗ y⇔ z ÉL∗ IT (x, y). (5.1)
Voor t-normen op [0,1] is het residu-principe equivalent met de linkscontinuı¨teit er-
van [40]. We zullen nu voor t-normen op L∗ het verband tussen het residu-principe en
linkscontinuı¨teit in L∗ onderzoeken. Daarvoor hebben we een aantal stellingen nodig.
Stelling 5.1 (Karakterisatie van het supremum in L∗) [23] Zij A een willekeurige niet-
ledige deelverzameling van L∗ en a ∈ L∗. Dan a = supA als en slechts als
(∀x ∈ A)(x ÉL∗ a) en (∀ε1 > 0)(∃z ∈ A)(z1 > a1−ε1) en (∀ε2 > 0)(∃z ∈ A)(z2 < a2+ε2). (5.2)
5.2. HET RESIDU-PRINCIPE 57
Bewijs. Veronderstel dat a = supA, i.e.
(∀x ∈ A)(x ÉL∗ a) en (∀b ∈ L∗)((∀x ∈ A)(x ÉL∗ b)⇒ a ÉL∗ b).
Veronderstel dat (5.2) niet geldt, i.e.
(∃ε1 > 0)(∀z ∈ A)(z1 É a1−ε1) of (∃ε2 > 0)(∀z ′ ∈ A)(z ′2 Ê a2+ε2).
Als (∃ε1 > 0)(∀z ∈ A)(z1 É a1−ε1), stel dan b = (a1−ε1,a2), dan is duidelijk b <L∗ a en
(∀z ∈ A)(z ÉL∗ b), aangezien z1 É a1−ε1 en z2 Ê a2. Dit is een contradictie omdat a = supA.
Als anderzijds (∃ε2 > 0)(∀z ′ ∈ A)(z ′2 Ê a2 + ε2), stel dan b = (min(a1,1− a2 − ε2),a2 + ε2).
Dan is duidelijk b <L∗ a en voor alle z ∈ A geldt dat z2 Ê a2+ε2 en z1 É a1. Als zou gelden
dat z1 > 1− a2− ε2, dan zou z1 > 1− a2 − ε2 Ê 1− z2, wat een contradictie is. Bijgevolg is
z1 É 1−a2−ε2, dus z1 Émin(a1,1−a2−ε2). Zodoende bekomen we z ÉL∗ b, voor alle z ∈ A.
Maar we hadden b <L∗ a, wat een contradictie is. We besluiten dat (5.2) geldt.
Veronderstel omgekeerd dat (5.2) geldt voor a ∈ L∗, maar dat a niet het supremum van
A is. Dan
(∃b ∈ L∗)((∀x ∈ A)(x ÉL∗ b) en a 6ÉL∗ b).
Dan is ofwel a1 > b1 ofwel a2 < b2. Veronderstel dat ε = a1−b1 > 0. Dan volgt uit z ÉL∗ b
dat z1 É b1 = a1−ε, voor alle z ∈ A, wat strijdig is met (5.2). Als anderzijds ε = b2− a2 > 0,
dan volgt voor alle z ∈ A uit z ÉL∗ b dat z2 Ê b2 = a2+ ε, wat opnieuw een contradictie is.
Bijgevolg is a = supA. 
Op analoge wijze wordt de volgende karakterisatie van het infimum bewezen.
Stelling 5.2 (Karakterisatie van het infimum in L∗) [23] Zij A een willekeurige niet-ledige
deelverzameling van L∗ en a ∈ L∗. Dan a = infA als en slechts als
(∀x ∈ A)(x ÊL∗ a) en (∀ε1 > 0)(∃z ∈ A)(z1 < a1+ε1) en (∀ε2 > 0)(∃z ∈ A)(z2 > a2−ε2). (5.3)
Merk op dat de volgende uitdrukking equivalent is met (5.2)
a = supA
m
(∀x ∈ A)(x ÉL∗ a) en (∀ε> 0)((∃z ∈ A)(z1 > a1−ε) en (∃z ∈ A)(z2 < a2+ε)).
Stelling 5.3 [23] Zij f een stijgende L∗→ L∗ afbeelding. Als
sup f (Z )= f (supZ ) (5.4)
voor alle niet-ledige deelverzamelingen Z van L∗, dan is f linkscontinu.
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Bewijs. Veronderstel dat (5.4) geldt en zij z∗ een willekeurig element van L∗. Dan moeten
we bewijzen dat
(∀ε> 0)(∃δ1 > 0)(∃δ2 > 0)(∀z ∈ L∗)(z∗1 −δ1 < z1 É z∗1 en z∗2 É z2 < z∗2 +δ2
⇒
∣∣pr1 f (z)−pr1 f (z∗)∣∣+ ∣∣pr2 f (z)−pr2 f (z∗)∣∣< ε).
Zij nu Z = {z | z ∈ L∗ en z1 < z∗1 en z2 > z∗2 }, dan is z∗ = supZ . Zij a = f (supZ ) of rekening
houdendmet (5.4) : sup f (Z )= a.
Wegens de karakterisatie van het supremum in L∗, bekomen we
(∀z ∈ Z )( f (z)ÉL∗ a)
en (∀ε> 0)((∃z ∈ Z )(pr1 f (z)> a1−ε)en (∃z ′ ∈ Z )(pr2 f (z ′)< a2+ε)).
Zij willekeurig ε > 0. Dan bestaan er z,z ′ ∈ Z zodanig dat a1 Ê pr1 f (z) > a1 − ε2 en a2 É
pr2 f (z
′)< a2+ ε2 . Vermits z1 < z∗1 , z2 > z∗2 , z ′1 < z∗1 en z ′2 > z∗2 , hebbenwe datmax(z1,z ′1)< z∗1
en min(z2,z ′2) > z∗2 , dus sup(z,z ′) ∈ Z . Bijgevolg, vermits f stijgend is, bekomen we a1 Ê
pr1 f (sup(z,z
′))Ê pr1 f (z)> a1− ε2 en a2 É pr2 f (sup(z,z ′))É pr2 f (z ′)< a2+ ε2 .
Zij nu δ1 =
∣∣z∗1 −max(z1,z ′1)∣∣ en δ2 = ∣∣z∗2 −min(z2,z ′2)∣∣. Dan hebben we, voor alle x ∈ L∗
zodanig dat z∗1 −δ1 < x1 É z∗1 en z∗2 É x2 < z∗2 +δ2, dat x >L∗ sup(z,z ′). Aangezien f stijgend
is, volgt hieruit dat f (sup(z,z ′))ÉL∗ f (x)ÉL∗ f (z∗)= a. Bijgevolg is a1 Ê pr1 f (x)> a1− ε2 en
a2 É pr2 f (x)< a2+ ε2 , dus
∣∣pr1 f (x)−a1∣∣+ ∣∣pr2 f (x)−a2∣∣< ε, wat we moesten bewijzen. 
Op analoge wijze wordt de volgende stelling bewezen.
Stelling 5.4 [23] Zij f een stijgende L∗→ L∗ afbeelding. Als
inf f (Z )= f (infZ ) (5.5)
voor alle niet-ledige deelverzamelingen Z van L∗, dan is f rechtscontinu.
Stelling 5.5 [23] Zij f een stijgende L∗→ L∗ afbeelding zodanig dat pr1 f (x) onafhankelijk
is van x2 en pr2 f (x) onafhankelijk is van x1. Als f linkscontinu is, dan geldt
sup f (Z )= f (supZ )
voor alle niet-ledige deelverzamelingen Z van L∗.
Bewijs. Merk vooreerst op dat voor een willekeurig niet-ledige verzameling Z en voor wil-
lekeurige z ∈ Z geldt dat f (z)ÉL∗ f (supZ ), dus sup f (Z )ÉL∗ f (supZ ).
Noteer als z∗ het supremum van Z , i.e. z∗ = supZ , en zij f (x)= ( f1(x1), f2(x2)), voor alle
x ∈ L∗. Zij ε> 0. Dan, wegens het feit dat f linkscontinu is, bestaat er een δ zodanig dat (2.1)
geldt. Neem als afstand d = dH , i.e. de Hamming-afstand op L∗.
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Uit de karakterisatie van het supremum in L∗ volgt dat er een x en een x ′ in Z bestaan
zodanig dat z∗1 Ê x1 > z∗1− δ2 en z∗2 É x ′2 < z∗2+ δ2 . Vermits x ÉL∗ z∗ en x ′ ÉL∗ z∗, hebbenwe dat
sup(x,x ′)ÉL∗ z∗. Bijgevolg is z∗1 Êmax(x1,x ′1)Ê x1 > z∗1 − δ2 en z∗2 Émin(x2,x ′2)É x2 < z∗2 + δ2 .
Uit het feit dat f linkscontinu is volgt dat
∣∣ f1(max(x1,x ′1))− f1(z∗1 )∣∣+∣∣ f2(min(x2,x ′2))− f2(z∗2 )∣∣
< ε. Bijgevolg geldt
∣∣ f1(max(x1,x ′1))− f1(z∗1 )∣∣< ε en ∣∣ f2(min(x2,x ′2))− f2(z∗2 )∣∣< ε. Vermits f
stijgend is, bekomen we 0É f1(z∗1 )− f1(max(x1,x ′1))< ε en 0É f2(min(x2,x ′2))− f2(z∗2 )< ε.
Als max(x1,x ′1) = x1, dan bestaat er een z ∈ Z zodanig dat f1(z1) > f1(z∗1 )− ε, namelijk
z = x. Als max(x1,x ′1) = x ′1, dan voldoet x ′ aan deze voorwaarde. Analoog bestaat er een
z ′ zodanig dat f2(z ′2) < f2(z∗2 )+ ε. Uit de karakterisatie van het supremum in L∗ volgt dat
sup f (Z )= f (z∗)= f (supZ ). 
Stelling 5.6 [23] Zij f een stijgende L∗→ L∗ afbeelding zodanig dat pr1 f (x) onafhankelijk
is van x2 en pr2 f (x) onafhankelijk is van x1. Als f rechtscontinu is, dan
inf f (Z )= f (infZ )
voor alle niet-ledige deelverzamelingen Z van L∗.











voor alle x ∈ L∗ en alle niet-ledige deelverzamelingen Z van L∗.
Bewijs. Veronderstel eerst dat (5.6) geldt voor alle x ∈ L∗ en elke Z ⊆ L∗. Als T (x,z) ÉL∗
y , dan is duidelijk z ∈ {γ | γ ∈ L∗ en T (x,γ) ÉL∗ y}, zodat IT (x, y) ÊL∗ z. Als omgekeerd
IT (x, y)ÊL∗ z, dan
T (x,z)ÉL∗ T (x,IT (x, y)) (T (x, .) is stijgend)
= T (x, sup{γ | γ ∈ L∗ en T (x,γ)ÉL∗ y}) (definitie van IT )
= sup{T (x,γ) | γ ∈ L∗ en T (x,γ)ÉL∗ y} (T voldoet aan (5.6))
ÉL∗ y.
Veronderstel nu dat T voldoet aan het residu-principe. Beschouw willekeurig x ∈ L∗ en
Z ⊆ L∗, en stel
y = sup
z∈Z
T (x,z), z∗ = supZ .
Bijgevolg bekomen we dat (∀z ∈ Z )(T (x,z)ÉL∗ y), dus
(∀z ∈ Z )(z ∈ {γ | γ ∈ L∗ en T (x,γ)ÉL∗ y}),
60 HOOFDSTUK 5. TRIANGULAIRE NORMEN EN CONORMEN OP L∗
i.e. Z ⊆ {γ | γ ∈ L∗ en T (x,γ) ÉL∗ y}. Dus z∗ = supZ ÉL∗ sup{γ | γ ∈ L∗ en T (x,γ) ÉL∗ y} =
IT (x, y). Uit het residu-principe volgt nu dat T (x,z∗)ÉL∗ y , i.e.
T (x, supZ )ÉL∗ sup
z∈Z
T (x,z).
Aangezien voor alle z ∈ Z geldt dat T (x,z) ÉL∗ T (x, supZ ) en dus sup
z∈Z
T (x,z) ÉL∗ T (x,
supZ ), bekomen we de gewenste gelijkheid. 
Stelling 5.8 [23] Zij T een t-representeerbare t-norm op L∗. Dan is T linkscontinu als en
slechts als T voldoet aan het residu-principe.
Bewijs. Zij T een linkscontinue t-representeerbare t-norm op L∗ en zij x een willekeurig
element van L∗, dan is pr1T (x, y) onafhankelijk van y2 en pr2T (x, y) onafhankelijk van y1.










Uit Stelling 5.7 volgt dat T voldoet aan het residu-principe.
Omgekeerd, als T voldoet aan het residu-principe, dan volgt uit Stelling 5.3 en Stelling
5.7 dat T linkscontinu is. 
Tegenvoorbeeld 5.1 [23] In het algemeen volgt uit het linkscontinu zijn niet dat een t-norm
op L∗ voldoet aan het residu-principe. Beschouw bijvoorbeeld de (L∗)2→ L∗ afbeelding T
gedefinieerd als
T (x, y)= (max(0,x1+ y1−x2y2−1),min(1,x2+ y2)),
voor alle x, y ∈ L∗. Dan geldt T (x,1L∗)= x, en T is commutatief en stijgend. We bekomen
tevens
T (x,T (y,z)) = (max(0,x1+max(0, y1+ z1− y2z2−1)−x2min(1, y2+ z2)−1),
min(1,x2+min(1, y2+ z2)))
= (max(0,x1+ y1+ z1− y2z2−1−x2min(1, y2+ z2)−1),
min(1,x2+ y2+ z2)).
Als min(1, y2 + z2) = 1, i.e. y2 + z2 Ê 1, dan is y1 + z1 É 1. Er geldt x1 + y1 + z1 − 2− y2z2 −
x2min(1, y2+ z2) = x1+ y1+ z1−2− y2z2− x2 Ê 0 als en slechts als x1+ y1+ z1 Ê 2+ y2z2+
x2. Maar y1 + z1 É 1, dus hebben we x1 + y1 + z1 É 1+ x1. Als x1 = 1, dan is x = 1L∗ en
T (x,T (y,z)) =T (y,z) =T (y,T (x,z)). Dus veronderstel x1 < 1. Dan geldt 1+ x1 < 2. Zo-
doende is 2 > x1+ y1+ z1 Ê 2+ y2z2+ x2, wat een contradictie is. Bijgevolg is x1+ y1+ z1−
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2− y2z2− x2 < 0, en dus T (x,T (y,z))= (0,min(1,x2+ y2+ z2))=T (y,T (x,z)). Anderzijds
bekomen we, als min(1, y2+ z2)= y2+ z2, dat
T (x,T (y,z)) = (max(0,x1+ y1+ z1− y2z2−1−x2y2−x2z2−1),
min(1,x2+ y2+ z2))
= T (y,T (x,z)).
Duidelijk is T continu.
Webepalende residuele implicator vanT enbewijzennadiendatT niet aanhet residu-
principe voldoet. We bekomen, voor x, y,z ∈ L∗ :
T (x, y)ÉL∗ z




y1−x2y2 É 1+ z1−x1,
y2 Ê z2−x2,
y1+ y2 É 1.
Vier mogelijke situaties zijn getekend in Figuur 5.1; het gearceerde gebied duidt de ver-
zameling van elementen y ∈ L∗ aan zodanig dat T (x, y)ÉL∗ z.
Het snijpunt van de rechten y1 = 1+ z1− x1+ x2y2 en y2 = z2− x2 wordt gegeven door
(1+ z1− x1+ x2(z2− x2),z2− x2), en het snijpunt van de rechten y1 = 1+ z1− x1+ x2y2 en
y1+ y2 = 1 is (1+ z1−x11+x2 ,
x1−z1
1+x2 ). Dus in Figuur 5.1(a) geldt :






































Het snijpunt van de rechten y2 = z2−x2 en y1+y2 = 1wordt gegeven door (1+x2−z2,z2−x2),
wat het supremum is van de verzameling {y | y ∈ L∗ and T (x, y)ÉL∗ z} in Figuur 5.1(b).
In het derde geval hebben we dat z2−x2 < 0, dusmoeten we het snijpunt van de rechten
y1 = 1+ z1−x1+x2y2 en y2 = 0 beschouwen, i.e. (1+ z1−x1,0), en dan bekomen we











In het vierde geval hebben we eveneens voor alle y op de rechte y1 = 1+ z1− x1+ x2y2
dat y1+ y2 > 1. Dus is in dit geval het supremum van {y | y ∈ L∗ and T (x, y)ÉL∗ z} gelijk aan
1L∗ .
In alle vier gevallen verkrijgen we dat










































y1 = 1+ z1−
x1+x2y2
(d) Vierde geval
Figuur 5.1: De rechten y1 = 1+ z1−x1+x2y2 and y2 = z2−x2.
Zij nu x = (0.5,0.4) en y = (0.3,0.5). Dan is z = IT (x, y) = (67 ,0.1) = (0.857142. . . ,0.1),
maar T (x,z) = (0.317142. . . ,0.5) 6ÉL∗ y . Bijgevolg is T een continue t-norm op L∗ die niet
aan het residu-principe voldoet.
5.3 Een representatie voor t-normen en t-conormen
op L∗
5.3.1 Representatie voor t-norm en op L∗
We weten wegens Stelling 1.1 dat een t-norm T continu, Archimedisch en nilpotent is als
en slechts als er een permutatie ϕ van [0,1] bestaat zodanig dat T de ϕ-getransformeerde is
van de Łukasiewicz t-norm. We zullen hier een analoge eigenschap bewijzen voor t-normen
op L∗.
We voeren de volgende eigenschappen in voor een t-norm T :







Figuur 5.2: Het element (y1,0)= sup((0,0), y).
(P.1) T (x,x)<L∗ x, voor alle x ∈ L∗ \ {0L∗ ,1L∗};
(P.2) er bestaan x, y ∈ L∗ zodanig dat x1 > 0, y1 > 0 en T (x, y)= 0L∗ .
De eigenschappen (P.1) en (P.2) vormende tegenhangers op L∗ van de voorwaarden voor
het Archimedisch en nilpotent zijn van een continue t-norm op [0,1].
Lemma 5.9 [23] Zij T een t-norm op L∗ die voldoet aan het residu-principe. Dan is, voor
alle x, y ∈ L∗, pr1T (x, y) onafhankelijk van x2 en y2.
Bewijs. Zij willekeurig y ∈ L∗, dan is sup((0,0), y) = (y1,0) (zie Figuur 5.2). Aangezien T
voldoet aan het residu-principe en wegens Stelling 5.7, volgt er dat T (x, (y1,0))= sup(T (x,
(0,0)),T (x, y)), dus pr1T (x, (y1,0))=max(pr1T (x, (0,0)),pr1T (x, y))=max(0,pr1T (x, y))
= pr1T (x, y). Bijgevolg is pr1T (x, y) onafhankelijk van y2. VermitsT commutatief is, volgt
hieruit dat pr1T (x, y) eveneens onafhankelijk is van x2. 
Lemma 5.10 [23] Zij T een continue t-norm op L∗ die voldoet aan de eigenschappen (P.1)
en (P.2) en tevens aan het residu-principe. Dan is de [0,1]2 → [0,1] afbeelding T , gedefini-
eerd als T (x1, y1)= pr1T ((x1,0), (y1,0)), voor alle x1, y1 ∈ [0,1], een continue, Archimedische,
nilpotente t-norm.
Bewijs. Uit Lemma 5.9 volgt dat pr1T (x, y) onafhankelijk is van x2 en y2. Dus zij T de
[0,1]2→ [0,1] afbeelding gedefinieerd door T (x1, y1)= pr1T ((x1,0), (y1,0)), voor alle x1, y1 ∈
[0,1]. Dan geldt voor alle x1, y1 ∈ [0,1] :
T (x1, y1)= pr1T ((x1,x2), (y1, y2)), ∀x2 ∈ [0,1−x1],∀y2 ∈ [0,1− y1]. (5.7)
Vermits T (x,1L∗)= x, voor alle x ∈ L∗, hebben we dat T (x1,1)= x1, voor alle x1 ∈ [0,1].
Zij x1, y1 en z1 willekeurige elementen van [0,1]. Dan geldt wegens de associativiteit van T
dat T ((x1,0),T ((y1,0), (z1,0)))=T (T ((x1,0), (y1,0)), (z1,0)). Bijgevolg is
T (x1,T (y1,z1))
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= pr1T ((x1,0), (pr1T ((y1,0), (z1,0)),0))
= pr1T ((x1,0), (pr1T ((y1,0), (z1,0)),pr2T ((y1,0), (z1,0)))) (wegens (5.7))
= pr1T ((x1,0),T ((y1,0), (z1,0)))
= pr1T (T ((x1,0), (y1,0)), (z1,0))
= T (T (x1, y1),z1).
Uit het feit dat T commutatief en stijgend is volgt gemakkelijk dat T commutatief en stij-
gend is. Bijgevolg is T een t-norm op [0,1].
Nu bewijzen we dat T Archimedisch is. Zij x = (x1,1− x1) ∈ L∗ \ {0L∗ ,1L∗}. Vermits T
voldoet aan (P.1), hebben we dat T (x,x)<L∗ x. Zodoende is pr1T (x,x)< x1, zoniet zouden
we hebben dat pr2T (x,x) > x2 = 1− x1, wat onmogelijk is als pr1T (x,x) = x1, aangezien
T (x,x) ∈ L∗. Vermits pr1T (x,x)< x1, voor alle x ∈D \{0L∗ ,1L∗}, bekomenwe T (x1,x1)< x1,
voor alle x1 ∈ ]0,1[. Dus is T Archimedisch.
Aangezien T voldoet aan (P.2), bestaan er x, y ∈ L∗ zodanig dat x1 > 0, y1 > 0 en T (x, y)
= 0L∗ , en dus T (x1, y1)= 0. Bijgevolg is T nilpotent. 
Stelling 5.11 [23] Zij T een continue t-norm op L∗ die voldoet aan de eigenschappen (P.1)
en (P.2) en tevens aan het residu-principe. Dan bestaat er een stijgende permutatieϕ van [0,1]
zodanig dat, voor alle x, y ∈ L∗,
pr1T (x, y)=ϕ−1(max(0,ϕ(x1)+ϕ(y1)−1)).
Bewijs. Dit volgt onmiddellijk uit Lemma 5.10 en Stelling 1.1. 
Lemma 5.12 [23] Zij T een t-norm op L∗ die voldoet aan het residu-principe. Veronderstel
bovendien dat IT (D,D)⊆D. Dan geldt voor alle x ∈D en y2 ∈ [0,1] :
pr2T (x, (0, y2))= pr2T (x, (1− y2, y2)).
Bewijs. Zij x,z ∈D en y ∈ L∗, dan volgt uit het residu-principe datT (x, y)ÉL∗ z⇔ y ÉL∗ y ′ =
IT (x,z). Uit x,z ∈D volgt dat y ′ ∈D . Nu geldt T (x, y)ÉL∗ z als en slechts als pr2T (x, y)Ê
z2, aangezien z ∈ D , en op analoge wijze geldt y ÉL∗ y ′ als en slechts als y2 Ê y ′2. Dus we
bekomen
pr2T (x, y)Ê z2⇔ y2 Ê y ′2. (5.8)
Stel nu voor een willekeurige y2 ∈ [0,1] dat pr2T (x, (0, y2)) = z2, dan volgt uit (5.8) dat
y2 Ê y ′2 = pr2IT (x, (1− z2,z2)). Uit (5.8) volgt eveneens dat pr2T (x, (1− y2, y2))Ê z2 aange-
zien y2 Ê y ′2. Vermits T stijgend is, hebben we pr2T (x, (1− y2, y2)) É pr2T (x, (0, y2)) = z2.
Bijgevolg is pr2T (x, (0, y2))= pr2T (x, (1− y2, y2)). 
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Lemma 5.13 [23] Zij T een t-norm op L∗ die voldoet aan het residu-principe en T ((0,0),
(0,0))= 0L∗ . Dan geldt voor alle x1, y2 ∈ [0,1] :
pr2T ((0, y2), (x1,0))= pr2T ((0, y2), (x1,1−x1)).
Bewijs. Zij willekeurig x1, y2 ∈ [0,1]. Uit het feit dat T aan het residu-principe voldoet, Stel-
ling 5.7 en sup((0,0), (x1,1− x1))= (x1,0), volgt dat pr2T ((0, y2), (x1,0))=min(pr2T ((0, y2),
(0,0)),pr2T ((0, y2), (x1,1− x1))). Uit T ((0,0), (0,0))= 0L∗ en het feit dat T stijgend is, volgt
dat pr2T ((0, y2), (0,0))= 1, en dus is pr2T ((0, y2), (x1,0))= pr2T ((0, y2), (x1,1−x1)). 
Stelling 5.14 [23] Zij T een continue t-norm op L∗ die voldoet aan de eigenschappen (P.1)
en (P.2), het residu-principe, IT (D,D)⊆D en T ((0,0), (0,0))= 0L∗ . Dan geldt voor alle x, y ∈
L∗ :
pr2T (x, y)= 1−ϕ−1(max(0,ϕ(x1)+ϕ(1− y2)−1,ϕ(y1)+ϕ(1−x2)−1)),
waarbij ϕ de permutatie is uit Stelling 5.11.
Bewijs. Definieer de [0,1]2 → [0,1] afbeelding f als f (y2,x1) = pr2T ((0, y2), (x1,0)), voor
alle x1, y2 ∈ [0,1]. We zullen eerst bewijzen dat pr2T (x, y) =min( f (y2,x1), f (x2, y1)), voor
alle x, y ∈ L∗.
Uit het residu-principe, Stelling 5.7 en sup((0, y2), (y1,1−y1))= (y1, y2) volgt pr2T (x, y)=
min(pr2T (x, (0, y2)),pr2T (x, (y1,1− y1))), voor alle x, y ∈ L∗. Uit Lemma 5.13 volgt dat
pr2T (x, (0, y2)) = pr2T ((x1,0), (0, y2)) = f (y2,x1). Wegens Lemma 5.12 is pr2T (x, (y1,1−
y1)) = pr2T ((1− x2,x2), (y1,1− y1)) = pr2T ((0,x2), (y1,1− y1)) en uit Lemma 5.13 volgt dat
pr2T ((0,x2), (y1,1− y1))= pr2T ((0,x2), (y1,0))= f (x2, y1). Bijgevolg is
pr2T (x, y)=min( f (y2,x1), f (x2, y1)).
Zij nu x ∈D en y ∈ L∗, dan volgt uit Lemma 5.12 dat pr2T (x, y)= pr2T (x, (1− y2, y2))=
pr2T (x, (0, y2)). Wegens Lemma 5.13 is pr2T (x, (0, y2)) = pr2T ((x1,0), (0, y2)) = f (y2,x1).
Dus voor alle x ∈D en y ∈ L∗, hebben we dat pr2T (x, y)= f (y2,x1). Zij nu eveneens y ∈D .
Dan bekomen we op analoge wijze dat pr2T (x, y) = f (x2, y1). Dus voor x, y ∈ D , vinden
we dat pr2T (x, y) = f (1− x1, y1) = f (1− y1,x1). Uit de laatste gelijkheid volgt dat voor alle
x1, y1 ∈ [0,1] geldt dat f (x1, y1)= f (1− y1,1−x1). Dus, voor alle y1 ∈ [0,1],
f (0, y1)= f (1− y1,1)= pr2T ((1,0), (0,1− y1))= 1− y1.
Zij T de afbeelding gedefinieerd in Lemma 5.10, x,z ∈ L∗ en y2 ∈ [0,1]. We vinden
T (T ((0, y2),x),z) = T ((0, f (y2,x1)),z) = (0, f ( f (y2,x1),z1)), gebruik makend van Lemma
5.13. Vermits T associatief is, bekomen we dat T (T ((0, y2),x),z) = T ((0, y2),T (x,z)) =
T ((0, y2), (T (x1,z1),pr2T (x,z))) = (0, f (y2,T (x1,z1))). Dus bekomen we f ( f (y2,x1),z1) =
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f (y2,T (x1,z1)), voor alle y2,x1,z1 ∈ [0,1]. Zij nu y2 = 0, dan is f (1− x1,z1)= f ( f (0,x1),z1)=
f (0,T (x1,z1))= 1−T (x1,z1), voor alle x1,z1 ∈ [0,1]. Bijgevolg is, voor alle x1,z1 ∈ [0,1],
f (x1,z1)= 1−T (1−x1,z1).
Uit het voorgaande volgt dat pr2T (x, y)=min(1−T (1−y2,x1),1−T (1−x2, y1)). Wegens
Stelling 5.11 en T (x1, y1)= pr1T (x, y), bekomen we
pr2T (x, y) =min(1−ϕ−1(max(0,ϕ(1− y2)+ϕ(x1)−1)),
1−ϕ−1(max(0,ϕ(1−x2)+ϕ(y1)−1)))
= 1−ϕ−1(max(0,ϕ(1− y2)+ϕ(x1)−1,ϕ(1−x2)+ϕ(y1)−1)),
voor alle x, y ∈ L∗. 
Stelling 5.15 [23] Zij T een (L∗)2→ L∗ afbeelding. Veronderstel dat er een continue stijgen-
de permutatie Φ van L∗ met stijgende inverse bestaat zodanig dat T = Φ−1 ◦TW ◦ (Φ×Φ),
waarbij TW de Łukasiewicz t-norm op L
∗ voorstelt. Dan is T een continue t-norm op L∗ die
voldoet aan (P.1), (P.2), het residu-principe, IT (D,D)⊆D en T ((0,0), (0,0))= 0L∗ .
Bewijs. Eerst bewijzen we datT =Φ−1◦TW ◦(Φ×Φ) een t-norm op L∗ is voor elke continue
stijgende permutatie Φ van L∗ met stijgende inverse. Gezien het feit dat voor elke stijgende
permutatie Φ van L∗ met stijgende inverse geldt dat Φ(1L∗)= 1L∗ , en TW een t-norm op L∗
is, kan men gemakkelijk verifie¨ren dat T (1L∗ , y) = y voor alle y ∈ L∗, T commutatief is en
stijgend. We verifie¨ren dat T associatief is :
T (x,T (y,z))
= Φ−1(TW (Φ(x),Φ(Φ−1(TW (Φ(y),Φ(z))))))
= Φ−1(TW (Φ(x),TW (Φ(y),Φ(z))))
= Φ−1(TW (TW (Φ(x),Φ(y)),Φ(z)))
= T (T (x, y),z),
gebruik makend van de associativiteit van TW . Aangezien Φ en TW continu zijn, is T con-
tinu.
Webewijzen nudatTW voldoet aan de vermelde eigenschappen. WehebbenTW (x,x)=
(max(0,2x1−1),min(1,x2+1− x1)) <L∗ x van zodra x ∈ L∗ \ {0L∗ ,1L∗}. Dus voldoet TW aan
(P.1). Als bovendien x ∈ D zodanig dat x1 É 12 , dan is TW (x,x) = 0L∗ , dus TW voldoet aan
(P.2). We hebben eveneens TW ((0,0), (0,0)) = 0L∗ . Wat betreft het residu-principe, vinden
we, voor x, y en z in L∗ :
TW (x, y)ÉL∗ z
⇔ x1+ y1−1É z1 en x2+1− y1 Ê z2 en y2+1−x1 Ê z2
⇔ y1 Émin(z1+1−x1,x2+1− z2) en y2 Ê z2+x1−1
⇔ y1 Émin(1,z1+1−x1,x2+1− z2) en y2 Êmax(0,z2+x1−1),
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gebruik makend van het feit dat y ∈ L∗ en dus y1 É 1 en y2 Ê 0. Bijgevolg is ITW (x,z) =
sup{γ | γ ∈ L∗ and TW (x,γ) ÉL∗ z} = (min(1,z1 + 1− x1,x2 + 1− z2),max(0,z2 + x1 − 1)), op
voorwaarde dat a = (min(1,z1+1− x1,x2+1− z2),max(0,z2+ x1−1)) ∈ L∗. Als min(1,z1+
1−x1,x2+1−z2)= 1, dan z1 Ê x1, dus x1 É 1−z2, waaruit volgt dat max(0,z2+x1−1)= 0 en
a ∈ L∗. Als min(1,z1+1− x1,x2+1− z2)= z1+1− x1, dan is (z1+1− x1)+max(0,z2+ x1−1)
ofwel gelijk aan (z1+ 1− x1)+ (z2+ x1− 1) = z1+ z2 É 1 ofwel gelijk aan z1+ 1− x1+ 0 É 1,
dus opnieuw a ∈ L∗. Analoog, als min(1,z1 + 1− x1,x2 + 1− z2) = x2 + 1− z2, dan is a ∈
L∗. Vermits TW (x, y) ÉL∗ z ⇔ y ÉL∗ ITW (x,z), voldoet TW aan het residu-principe. Zij nu
x,z ∈D , dan is ITW (x,z) = (min(1,z1+1− x1),max(0,1− z1+ x1−1)) = (min(1,z1+1− x1),
1−min(1,z1+1−x1)) ∈D .
We bewijzen nu dat T voldoet aan de vermelde eigenschappen. Wegens het feit dat
TW voldoet aan (P.1) is T (x,x) = Φ−1(TW (Φ(x),Φ(x))) <L∗ Φ−1(Φ(x)) = x, voor alle x ∈ L∗
zodanig dat Φ(x) 6= 0L∗ en Φ(x) 6= 1L∗ , i.e. voor alle x ∈ L∗ \ {0L∗ ,1L∗}.
Zij nu x ∈D zodanig dat pr1Φ(x)É 12 . Zo’n x bestaat aangezien uit Lemma 4.14 volgt dat
Φ(D) = D en aangezien Φ bijectief is. Dan geldt voor y = Φ(x) dat y1 É 12 en y ∈ D . Dus is
T (x,x)=Φ−1(TW (y, y))=Φ−1(0L∗)= 0L∗ . Bijgevolg voldoet T aan (P.2).
Wat betreft het residu-principe, vinden we, voor x, y en z in L∗ :
T (x, y)ÉL∗ z ⇔ Φ−1(TW (Φ(x),Φ(y)))ÉL∗ z
⇔ TW (Φ(x),Φ(y))ÉL∗ Φ(z)
⇔ Φ(y)ÉL∗ ITW (Φ(x),Φ(z))
⇔ y ÉL∗ Φ−1(ITW (Φ(x),Φ(z))).
Bijgevolg is IT =Φ−1 ◦ITW ◦ (Φ×Φ) en T voldoet aan het residu-principe.
Zij nu x,z ∈D , dan bekomen we wegens Lemma 4.14 dat Φ(x) ∈D en Φ(z) ∈D . Uit het
voorgaande volgt dat ITW (Φ(x),Φ(z)) ∈D . Dus, wegens het feit dat Φ(D)=D , bekomen we
Φ−1(ITW (Φ(x),Φ(z))) ∈D . Bijgevolg is IT (D,D)⊆D .
Uit Lemma 4.9 volgt dat T ((0,0), (0,0))=Φ−1(TW ((0,0), (0,0)))=Φ−1(0L∗)= 0L∗ . 
Gebruik makend van Stelling 5.11, Stelling 5.14 en Stelling 5.15 bekomen we de volgen-
de stelling. Merk op dat deze stelling gelijkaardig is aan Stelling 1.1, waarbij TW de rol over-
neemt van de Łukasiewicz t-norm TW .
Stelling 5.16 [23] ZijT een (L∗)2→ L∗ afbeelding. Dan zijn de volgende uitspraken equiva-
lent :
(i) T is een continue t-norm op L∗ die voldoet aan (P.1), (P.2), het residu-principe,
IT (D,D)⊆D en T ((0,0), (0,0))= 0L∗ ;
(ii) er bestaat een continue stijgende permutatieϕ van [0,1] zodanig dat, voor alle x, y ∈ L∗,
T (x, y)= (ϕ−1(max(0,ϕ(x1)+ϕ(y1)−1)),
1−ϕ−1(max(0,ϕ(x1)+ϕ(1− y2)−1,ϕ(y1)+ϕ(1−x2)−1)));
(5.9)
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(iii) er bestaat een continue stijgende permutatie Φ van L∗ met stijgende inverse zodanig
dat
T =Φ−1 ◦TW ◦ (Φ×Φ).
Bewijs. Uit Stelling 5.11 en Stelling 5.14 volgt dat conditie (i) conditie (ii) impliceert.
Veronderstel nu dat (ii) geldt en stelΦ(x)= (ϕ(x1), (Ns◦ϕ◦Ns)(x2))= (ϕ(x1),1−ϕ(1−x2)),
voor alle x ∈ L∗. Dan is y =Φ(x)⇔ (y1 =ϕ(x1) en y2 = 1−ϕ(1− x2))⇔ (x1 =ϕ−1(y1) en x2 =
1−ϕ−1(1− y2)), voor alle y ∈ L∗. Dus is Φ−1(x) = (ϕ−1(x1),1−ϕ−1(1− x2)) = (ϕ−1(x1),
(Ns ◦ϕ−1 ◦Ns)(x2)), voor alle x ∈ L∗.
We hebben dat pr2TW (x, y)=min(1,x2+1− y1, y2+1− x1)= 1−max(0, y1− x2,x1− y2)
en
pr2T (x, y) = 1−ϕ−1(max(0,ϕ(x1)+ϕ(1− y2)−1,ϕ(y1)+ϕ(1−x2)−1))
= (Ns ◦ϕ−1 ◦Ns)(1−max(0,ϕ(x1)− (Ns ◦ϕ◦Ns)(y2),
ϕ(y1)− (Ns ◦ϕ◦Ns)(x2))
= (Ns ◦ϕ−1 ◦Ns ◦pr2TW )((ϕ(x1), (Ns ◦ϕ◦Ns)(x2)),
(ϕ(y1), (Ns ◦ϕ◦Ns)(y2)))
= (Ns ◦ϕ−1 ◦Ns ◦pr2TW )(Φ(x),Φ(y)).
Aangezien pr1T (x, y) = ϕ−1(max(0,ϕ(x1)+ϕ(y1)−1)) = (ϕ−1 ◦pr1TW )(Φ(x),Φ(y)), vinden
we dat T (x, y)= (Φ−1 ◦TW )(Φ(x),Φ(y)), voor alle x, y ∈ L∗. Dus uit (ii) volgt (iii).
Het feit dat (i) uit (iii) volgt, is bewezen in Stelling 5.15. 
Merk op dat uit het bewijs van Stelling 5.15 volgt dat
IT (x,z)= (ϕ−1(min(1,ϕ(z1)+1−ϕ(x1),1−ϕ(1−x2)+ϕ(1− z2))),
1−ϕ−1(1−max(0,ϕ(x1)−ϕ(1− z2)))).
Bovendien isN (x)=IT (x,0L∗)= (ϕ−1(1−ϕ(1−x2)),1−ϕ−1(1−ϕ(x1))), dusN (x)= (N (1−
x2),1−N (x1)), met N =ϕ−1 ◦Ns ◦ϕ.
Er volgt eveneens dat T (D,D) ⊆ D . Aangezien een vaagverzameling A kan gemodel-
leerd worden d.m.v. een L∗-vaagverzameling A∗ via A∗(u)= (A(u),1−A(u)), voor alle u ∈U ,
correspondeert D met de verzameling van de lidmaatschapsgraden die bekomen worden
door gewone vaagverzamelingen te gebruiken. Bovendien geldt voor een t-norm T op L∗
waarvoor T (D,D) ⊆ D dat T ((x1,1− x1), (y1,1− y1)) = (T (x1, y1),1− T (x1, y1)), voor alle
x1, y1 ∈ [0,1], waarbij T een t-norm is op [0,1]. Bijgevolg kan een t-normT op L∗ die voldoet
aan T (D,D)⊆D gezien worden als een uitbreiding van een t-norm op [0,1].
We geven twee voorbeelden van t-normen op L∗ om te tonen dat de voorwaarden
IT (D,D)⊆D en T ((0,0), (0,0))= 0L∗ wel degelijk nodig zijn in Stelling 5.16, i.e. deze voor-
waarden zijn geen gevolg van de andere voorwaarden. We weten wegens Lemma 5.12 dat
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de voorwaardeIT (D,D)⊆D impliceert dat pr2T (x, (0, y2))= pr2T (x, (1−y2, y2)), voor alle
x ∈ D en voor alle y2 ∈ [0,1], van zodra T een t-norm op L∗ is die voldoet aan het residu-
principe.
Voorbeeld 5.2 [23] Zij T de (L∗)2→ L∗ afbeelding gedefinieerd als, voor alle x, y ∈ L∗,
T (x, y)= (max(0,x1+ y1−1),min(1, y2+2(1−x1),x2+2(1− y1),1−x1+1− y1)).
Dan verifieert men gemakkelijk dat T een continue, commutatieve, stijgende afbeelding is
die voldoet aan T (1L∗ , y)= y en T ((0,0), (0,0))= 0L∗ . We berekenen, voor x, y en z in L∗ :
pr2T (x,T (y,z)) =min(1,min(1,z2+2(1− y1), y2+2(1− z1),1− y1+1− z1)+2(1−x1),
x2+2(1−max(0, y1+ z1−1)),1−x1+1−max(0, y1+ z1−1))
=min(1,z2+2(1− y1)+2(1−x1), y2+2(1− z1)+2(1−x1),
1− y1+1− z1+2(1−x1),x2+2(1− y1)+2(1− z1),
1−x1+1− y1+1− z1),
wat symmetrisch is in x en y , vermits 1− y1+1− z1+2(1−x1)Ê 1−x1+1− y1+1− z1. Men
vindt gemakkelijk dat pr1T (x,T (y,z)) eveneens symmetrisch is in x en y . Bijgevolg is T
associatief, en T is een t-norm op L∗.
Aangezien pr1T (x,x) < x1, voor alle x ∈ L∗ zodanig dat x1 ∈ ]0,1[, en vermits voor alle
x ∈ L∗ zodanig dat x1 = 0 geldt pr2T (x,x)= 1, voldoet T aan (P.1). Zij nu 0< x1 < 12 en x2 =
1− x1. Dan is T (x,x) = (max(0,2x1−1),min(1,3(1− x1),2(1− x1))) = (0,1) = 0L∗ . Bijgevolg
voldoet T aan (P.2).
We bekomen, voor x, y en z in L∗ :
T (x, y)ÉL∗ z ⇔ x1+ y1−1É z1 en y2+2(1−x1)Ê z2






Bijgevolg isIT (x,z)= (min(1,z1+1−x1,1− 12 (z2−x2),1−x1+1−z2),max(0,z2−2(1−x1))),
voor alle x,z ∈ L∗, op voorwaarde dat a = (min(1,z1+ 1− x1,1− 12 (z2− x2),1− x1+ 1− z2),
max(0,z2−2(1−x1))) ∈ L∗. Aangezienmin(1,z1+1−x1,1− 12 (z2−x2),1−x1+1−z2)+0É 1+0=
1, enmin(1,z1+1−x1,1− 12 (z2−x2),1−x1+1−z2)+z2−2(1−x1)É 1−x1+1−z2+z2−2(1−x1)=
x1 É 1, hebben we dat a ∈ L∗, voor alle x,z ∈ L∗. Uit de voorgaande berekeningen volgt
onmiddellijk dat T (x, y) ÉL∗ z als en slechts als y ÉL∗ IT (x,z), en dus voldoet T aan het
residu-principe.
Ten slotte controleren we dat er een x ∈D en een y2 ∈ [0,1] bestaan zodanig dat pr2T (x,
(0, y2)) 6= pr2T (x, (1− y2, y2)). Zij x = (0.9,0.1) en y2 = 0.3. Dan is pr2T (x, (0, y2)) =min(1,
y2+2x2))= 0.5 6= pr2T (x, (1− y2, y2))=min(1, y2+2x2,x2+2y2,x2+ y2)= 0.4.
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Klaarblijkelijk is T een t-norm op L∗ die aan alle voorwaarden van Stelling 5.16 voldoet
uitgezonderd IT (D,D) ⊆ D . T voldoet ook niet aan de representatie, aangezien dan uit
Stelling 5.16 zou volgen dat IT (D,D)⊆D .









Dan is T een continue, commutatieve, stijgende afbeelding die voldoet aan T (1L∗ , y) = y
en T ((0,0), (0,0))= (0, 12 ).
We berekenen, voor x, y en z in L∗ :
pr2T (x,T (y,z)) =min(1,x2+min(1, y2+ z2+
1
2







,1− y1+ z2,1− z1+ y2),
1−max(0, y1+ z1−1)+x2)










,1−x1+1− y1+ z2,1−x1+1− z1+ y2,
1− y1+1− z1+x2),
wat symmetrisch is in x en y . Dus T is associatief, en T is een t-norm op L∗.
Aangezien pr1T (x,x) < x1 voor alle x ∈ L∗ zodanig dat x1 ∈ ]0,1[, en vermits voor alle
x ∈ L∗ zodanig dat x1 = 0 geldt pr2T (x,x) =min(1,2x2 + 12 ), voldoet T aan (P.1). Zij x =
(0.1,0.6), dan is T (x,x)= (0,1)= 0L∗ . Bijgevolg voldoet T aan (P.2).
We vinden, voor x, y en z in L∗ :




en 1−x1+ y2 Ê z2 en 1− y1+x2 Ê z2





Bijgevolg is IT (x,z) = (min(1,z1+1− x1,1− z2+ x2),max(0,z2+ x1−1,z2− x2− 12 )) en
T voldoet aan het residu-principe, op voorwaarde dat a = (min(1,z1 + 1− x1,1− z2 + x2),
max(0,z2+x1−1,z2−x2− 12 )) ∈ L∗. Vermitsmin(1,z1+1−x1,1−z2+x2)É 1, min(1,z1+1−x1,
1−z2+x2)+z2+x1−1É z1+1−x1+z2+x1−1= z1+z2 É 1 enmin(1,z1+1−x1,1−z2+x2)
+ z2 − x2 − 12 É 1− z2 + x2 + z2 − x2 − 12 = 12 É 1, hebben we dat a ∈ L∗ voor alle x,z ∈ L∗.
Bovendien, voor alle x,z ∈D , geldt IT (x,z)= (min(1,z1+1−x1), max(0,x1− z1)) ∈D .
Dus T is een t-norm op L∗ die voldoet aan alle voorwaarden van Stelling 5.16 uitgezon-
derd T ((0,0), (0,0))= 0L∗ .
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5.3.2 Representatie voor t-conorm en op L∗
Zij T een t-norm op L∗ die voldoet aan het residu-principe, i.e. T (x, y) ÉL∗ z ⇔ y ÉL∗
IT (x,z), voor alle x, y en z in L∗. Zij N de negator geı¨nduceerd door IT , i.e. N (x) =
IT (x,0L∗) voor alle x ∈ L∗, en veronderstel dat N involutief is. Dan is duale t-conorm S
vanT t.o.v.N gelijk aanN ◦T ◦(N ×N ). Bovendien hebben weN (S (N (x),N (y)))ÉL∗
z⇔ y ÉL∗ IT (x,z). Dit is equivalent met S (N (x),N (y))ÊL∗ N (z)⇔ y ÉL∗ IT (x,z), voor
alle x, y,z ∈ L∗. Dus S (x, y) ÊL∗ z ⇔ N (y) ÉL∗ IT (N (x),N (z)) ⇔ y ÊL∗ N (IT (N (x),
N (z))), voor alle x, y,z ∈ L∗.




(x, y) = N (IT (N (x),N (y))), voor alle
x, y ∈ L∗. Dan isI c
S
dalend in zijn eerste en stijgend in zijn tweede component,I c
S
(x,0L∗)=




(x,1L∗) =N (IT (N (x),0L∗)) =N (N (N (x))) =N (x). Dit geeft aanleiding tot de defi-
nitie van coimplicator op L∗, dewelke een uitbreiding is van de coimplicator op [0,1] [34].
Definitie 5.1 [23] Een coimplicator op L∗ is een (L∗)2→ L∗ afbeelding I c die voldoet aan
I
c (0L∗ ,0L∗)= 0L∗ , I c (1L∗ ,0L∗)= 0L∗ ,
I
c (1L∗ ,1L∗)= 0L∗ , I c (0L∗ ,1L∗)= 1L∗ ,
en die dalend is in zijn eerste en stijgend in zijn tweede component, i.e.
(∀y ∈ L∗)(∀(x,x ′) ∈ (L∗)2)(x ÉL∗ x ′⇒I c (x, y)ÊL∗ I c (x ′, y)),
(∀x ∈ L∗)(∀(y, y ′) ∈ (L∗)2)(y ÉL∗ y ′⇒I c (x, y)ÉL∗ I c (x, y ′)).
Een t-conorm S op L∗ voldoet aan het residu-principe als en slechts als
S (x, y)ÊL∗ z⇔ y ÊL∗ I cS (x,z),
voor alle x, y en z in L∗, waarbij I c
S




(x,z)= inf{γ | γ ∈ L∗ en S (x,γ)ÊL∗ z}.
Op analoge wijze als in Sectie 5.2 worden de volgende stellingen bewezen.










voor alle x ∈ L∗ en elke deelverzameling Z van L∗.
Stelling 5.18 [23] Zij S een t-representeerbare t-conorm op L∗. Dan zijn de partie¨le afbeel-
dingen van S rechtscontinu als en slechts als S voldoet aan het residu-principe.
We voeren de volgende eigenschappen in voor een t-conorm S op L∗ :
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(P’.1) S (x,x)>L∗ x, voor alle x ∈ L∗ \ {0L∗ ,1L∗};
(P’.2) er bestaan x, y ∈ L∗ zodanig dat x2 > 0, y2 > 0 en S (x, y)= 1L∗ .
Lemma 5.19 [23] Zij S een t-conorm op L∗ die voldoet aan het residu-principe en S ((0,0),
(0,0))= 1L∗ . Dan is, voor alle x, y ∈ L∗, pr2S (x, y) onafhankelijk van x1 en y1.
Lemma 5.20 [23] ZijS een continue t-conorm op L∗ die voldoet aan (P’.1), (P’.2), het residu-
principe en S ((0,0), (0,0)) = 1L∗ . Dan is de [0,1]2 → [0,1] afbeelding S gedefinieerd als
S(x2, y2)= 1−pr2S ((0,1−x2), (0,1−y2))= 1−pr2S ((x2,1−x2), (y2,1−y2)), voor alle x2, y2 ∈
[0,1], een continue, Archimedische, nilpotente t-conorm.
Stelling 5.21 [23] ZijS een continue t-conorm op L∗ die voldoet aan (P’.1), (P’.2), het residu-
principe enS ((0,0), (0,0))= 1L∗ . Dan bestaat er een stijgende permutatieϕ van [0,1] zodanig
dat, voor alle x, y ∈ L∗,
pr2S (x, y)= 1−ϕ−1(min(1,ϕ(1−x2)+ϕ(1− y2))).
Lemma 5.22 [23] Zij S een t-conorm op L∗ die voldoet aan het residu-principe. Veronder-
stel bovendien dat I c
S
(D,D)⊆D. Dan geldt voor alle x ∈D en y2 ∈ [0,1],
pr1S (x, (y1,0))= pr1S (x, (y1,1− y1)).
Lemma 5.23 [23] Zij S een t-conorm op L∗ die voldoet aan het residu-principe en S ((0,0),
(0,0))= 1L∗ . Dan geldt voor alle y1,x2 ∈ [0,1],
pr1S ((0,x2), (y1,0))= pr1S ((1−x2,x2), (y1,0)).
Stelling 5.24 [23] ZijS een continue t-conorm op L∗ die voldoet aan (P’.1), (P’.2), het residu-
principe, I c
S
(D,D)⊆D en S ((0,0), (0,0))= 1L∗ . Dan geldt voor alle x, y ∈ L∗,
pr1S (x, y)=ϕ−1(min(1,ϕ(1−x2)+ϕ(y1),ϕ(1− y2)+ϕ(x1))),
waarbij ϕ de permutatie is uit Stelling 5.21.
Merk op dat de residuele coimplicator van SW (de duale t-conorm van TW t.o.v. Ns is
gedefinieerd in Voorbeeld 3.5 alsSW (x, y)= (min(1,x1+1−y2, y1+1−x2),max(0,x2+y2−1)),




(x, y)= (max(0, y1+x2−1),min(1, y2+1−x2,x1+1− y1)).
Er geldt dat I c
SW
=Ns ◦ITW ◦ (Ns ×Ns).
Stelling 5.25 [23] Zij S een (L∗)2→ L∗ afbeelding. Veronderstel dat er een continue stijgen-
de permutatie Φ van L∗ met stijgende inverse bestaat zodanig dat S = Φ−1 ◦SW ◦ (Φ×Φ).




(D,D)⊆D en S ((0,0), (0,0))= 1L∗ .
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We geven nu het belangrijkste resultaat.
Stelling 5.26 [23] ZijS een (L∗)2→ L∗ afbeelding. Dan zijn de volgende uitspraken equiva-
lent :




(D,D)⊆D en S ((0,0), (0,0))= 1L∗ ;
(i i ) er bestaat een continue stijgende permutatieϕ van [0,1] zodanig dat, voor alle x, y ∈ L∗,
S (x, y)= (ϕ−1(min(1,ϕ(1−x2)+ϕ(y1),ϕ(1− y2)+ϕ(x1))),
1−ϕ−1(min(1,ϕ(1−x2)+ϕ(1− y2))));
(5.10)
(i i i ) er bestaat een continue stijgende permutatie Φ van L∗ met stijgende inverse zodanig
dat
S =Φ−1 ◦SW ◦ (Φ×Φ).
Voor elke coimplicator I c op L∗, noemen we de L∗ → L∗ afbeelding N gedefinieerd
door N (x) =I c (x,1L∗) de negator geı¨nduceerd door I c . Dit is inderdaad een negator op
L∗ aangezienI c dalend is in zijn eerste component,I c (0L∗ ,1L∗)= 1L∗ enI c (1L∗ ,1L∗)= 0L∗ .
Merk op dat I c
S
(x,z)= (ϕ−1(max(0,ϕ(z1)−ϕ(1− x2))),1−ϕ−1(1−min(1,1−ϕ(1− z2)+
ϕ(1−x2),ϕ(x1)+1−ϕ(z1)))). Bovendien isN (x)=I cS (x,1L∗)= (ϕ−1(1−ϕ(1−x2)),1−ϕ−1(1−
ϕ(x1))). Dus N (x)= (N (1−x2),1−N (x1)), met N =ϕ−1 ◦Ns ◦ϕ.
Stelling 5.27 [23] Zij S een t-conorm op L∗ en veronderstel dat er een continue stijgende




. Dan voldoet de duale t-norm T van S t.o.v. N aan (5.9) voor dezelfde ϕ.
Zij T een t-norm op L∗ en veronderstel dat er een continue stijgende permutatie ϕ van
[0,1] bestaat zodanig dat (5.9) geldt. Zij N de negator geı¨nduceerd door IT . Dan voldoet de
duale t-conorm S van T t.o.v. N aan (5.10) voor dezelfde ϕ.
Bewijs. ZijS een t-conorm op L∗ en veronderstel dat er een continue stijgende permutatie
ϕ van [0,1] bestaat zodanig dat (5.10) geldt. Dan volgt uit het voorgaande dat de negator N
geı¨nduceerd doorI c
S
gegeven wordt doorN (x)= (ϕ−1(1−ϕ(1−x2)),1−ϕ−1(1−ϕ(x1))). Er
geldt achtereenvolgens :
T (x, y) = N (S (N (x),N (y)))
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Bijgevolg voldoet T aan (5.9).
Het bewijs van het tweede deel verloopt analoog. 
5.4 Veralgemeende representatiestellingen
We geven twee uitbreidingen van de voorgaande representatiestelling. We zullen trachten
metminimale voorwaarden toch een representatie te geven van t-normen op L∗ die aan het
residu-principe voldoen.
5.4.1 Triangulaire norm en waarvoor pr2T ((x1,1−x1), (y1, y2))=
pr2T ((x1,1−x1), (1− y2, y2))
We beschouwen in dit onderdeel t-normen op L∗ die voldoen aan pr2T ((x1,1−x1), (y1, y2))
= pr2T ((x1,1− x1), (1− y2, y2)) en controleren onder welke voorwaarden aan het residu-
principe voldaan is.
Lemma 5.28 [26] Zij T een t-norm op L∗ die voldoet aan het residu-principe. Dan is de
[0,1]2 → [0,1] afbeelding T1 gedefinieerd als T1(x1, y1) = pr1T ((x1,0), (y1,0)), voor alle
x1, y1 ∈ [0,1], een linkscontinue t-norm op [0,1].
Bewijs. Het bewijs dat T1 een t-norm is verloopt volledig analoog als in Stelling 5.10.
Vermits T voldoet aan het residu-principe, volgt uit Stelling 5.3 en Stelling 5.7 dat T
linkscontinu is. Zij willekeurig a, y ∈ L∗, dan volgt uit de linkscontinuı¨teit vanT dat (gebruik
makend van de Hamming afstand voor d) :
(∀ε> 0)(∃δ> 0)(∀x ∈ L∗)(|x1−a1|+ |x2−a2| < δ en x ÉL∗ a
⇒
∣∣T1(x1, y1)−T1(a1, y1)∣∣< ε).
Aangezien T1 onafhankelijk is van x2, volgt hieruit dat
(∀ε> 0)(∃δ> 0)(∀x ∈ L∗)(a1−δ< x1 É a1⇒
∣∣T1(x1, y1)−T1(a1, y1)∣∣< ε).
Bijgevolg is T1 linkscontinu. 
Lemma 5.29 [26] Zij T een t-norm op L∗ zodanig dat voor alle x ∈D en y2 ∈ [0,1] geldt dat
pr2T (x, (0, y2))= pr2T (x, (1− y2, y2)). Definieer de [0,1]2→ [0,1] afbeeldingen f en g door,
f (x2, y2)= pr2T ((0,x2), (0, y2)), ∀x2, y2 ∈ [0,1];
g (x1, y1)= pr2T ((x1,1−x1), (y1,1− y1)), ∀x1, y1 ∈ [0,1].
Als T voldoet aan het residu-principe, dan geldt voor alle x, y ∈ L∗,
pr2T (x, y)=min( f (x2, y2),g (x1,1− y2),g (y1,1−x2)).
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Bewijs. Merk eerst op dat f en g commutatief zijn, vermits T commutatief is. Zij wil-
lekeurig x, y ∈ L∗, dan volgt uit het residu-principe, Stelling 5.7, x = sup((0,x2), (x1,1− x1))
en y = sup((0, y2), (y1,1− y1)) dat pr2T (x, y) =min(pr2T (x, (0, y2)),pr2T (x, (y1,1− y1)))=
min(pr2T ((0,x2), (0, y2)),pr2T ((x1,1− x1), (0, y2)),pr2T (x, (y1,1− y1))). Uit de veronder-
stellingen volgt dat pr2T ((0,x2), (0, y2))= f (x2, y2), pr2T ((x1,1−x1), (0, y2))= pr2T ((x1,1−
x1), (1−y2, y2))= g (x1,1−y2) en pr2T (x, (y1,1−y1))= pr2T ((0,x2), (y1,1−y1))= pr2T ((1−
x2,x2), (y1,1− y1))= g (y1,1−x2). Hieruit volgt het gestelde. 
Lemma 5.30 [26] Zij T een t-norm op L∗ zodanig dat voor alle x ∈ D en y2 ∈ [0,1] geldt
dat pr2T (x, (0, y2))= pr2T (x, (1− y2, y2)). Zij f en g de afbeeldingen gedefinieerd in Lemma
5.29. Als T voldoet aan het residu-principe, dan geldt voor alle x2, y2 ∈ [0,1] dat
f (x2, y2)= g (1−x2,1− g (1− y2,1− f (0,0))).
Bewijs. We vinden voor alle x2, y2,z1 ∈ [0,1] dat pr2T ((0,x2), T ((0, y2), (z1,1− z1))) =
pr2T ((0,x2), (0,g (z1,1− y2))) = f (x2,g (z1,1− y2)), aangezien pr2T ((0, y2), (z1,1− z1)) =
pr2T ((1− y2, y2), (z1,1− z1)). Wegens de associativiteit van T bekomen we
pr2T ((0,x2),T ((0, y2), (z1,1− z1))) = pr2T (T ((0,x2), (0, y2)), (z1,1− z1))
= pr2T ((0, f (x2, y2)), (z1,1− z1))
= g (z1,1− f (x2, y2)).
Bijgevolg is f (x2,g (z1,1− y2))= g (z1,1− f (x2, y2)).
Zij y2 = 0, dan is f (x2,g (z1,1))= g (z1,1− f (x2,0)), voor alle x2,z1 ∈ [0,1]. Nu is g (z1,1)=
pr2T ((z1,1−z1), (1,0))= 1−z1, dus we bekomen f (x2,1−z1)= g (z1,1− f (x2,0)). Aangezien
dit geldt voor alle x2,z1 ∈ [0,1], volgt hieruit dat f (1− x2,1− z1)= g (z1,1− f (1− x2,0)), voor
alle x2,z1 ∈ [0,1]. Vermits f commutatief is, vinden we dat g (z1,1− f (1− x2,0)) = g (x2,1−
f (1− z1,0)). Zij nu z1 = 1. Dan is f (1− x2,0) = g (1,1− f (1− x2,0)) = g (x2,1− f (0,0)). Dus
f (x2,0)= g (1−x2,1− f (0,0)), voor alle x2 ∈ [0,1].
Uit f (1− x2,1− z1) = g (z1,1− f (1− x2,0)), voor alle x2,z1 ∈ [0,1], volgt dat f (x2, y2) =
g (1− y2,1− f (x2,0))= g (1− y2,1− g (1−x2,1− f (0,0))), voor alle x2, y2 ∈ [0,1]. 
Lemma 5.31 [26] Zij T een t-norm op L∗ zodanig dat, voor alle x ∈ D en y2 ∈ [0,1], geldt
pr2T (x, (0, y2)) = pr2T (x, (1− y2, y2)). Zij g de afbeelding gedefinieerd in Lemma 5.29 en
T1 de afbeelding gedefinieerd in Lemma 5.28. Als T voldoet aan residu-principe, dan is de
[0,1]2→ [0,1] afbeelding T2 gedefinieerd als, voor alle x1, y1 ∈ [0,1],
T2(x1, y1)= 1− g (x1, y1)
een linkscontinue t-norm op [0,1]waarvoor geldt dat T1 É T2.
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Bewijs. ZijT2(x1, y1)= 1−g (x1, y1)= 1−pr2T ((x1,1−x1), (y1,1−y1)). Klaarblijkelijk geldt dat
T2(x1,1)= x1, en T2 is commutatief en stijgend. Gebruik makend van het feit dat pr2T ((x1,
1− x1),x ′)= pr2T ((x1,1− x1), (1− x ′2,x ′2)), voor alle x1 ∈ [0,1] en x ′ ∈ L∗, bekomen we, voor
alle x1, y1,z1 ∈ [0,1],
T2(x1,T2(y1,z1))
= 1−pr2T ((x1,1−x1), (T2(y1,z1),1−T2(y1,z1)))
= 1−pr2T ((x1,1−x1),
(1−pr2T ((y1,1− y1), (z1,1− z1)),pr2T ((y1,1− y1), (z1,1− z1))))
= 1−pr2T ((x1,1−x1),T ((y1,1− y1), (z1,1− z1)))
= 1−pr2T (T ((x1,1−x1), (y1,1− y1)), (z1,1− z1))
= T2(T2(x1, y1),z1).
Bijgevolg is T2 associatief en dus is T2 een t-norm op [0,1].
AangezienT2(x1, y1)= 1−pr2T ((x1,1−x1), (y1,1−y1)), voor alle x1, y1 ∈ L∗, en aangezien
T voldoet aan het residu-principe en dus linkscontinu is wegens Stelling 5.3 en Stelling 5.7,
volgt dat T2 linkscontinu is. De ongelijkheid T1 É T2 volgt gemakkelijk uit de definities van
T1 en T2. 
Stelling 5.32 [26] ZijT een t-norm op L∗ zodanig dat, voor alle x ∈D en y2 ∈ [0,1], geldt dat
pr2T (x, (0, y2)) = pr2T (x, (1− y2, y2)). Als T voldoet aan het residu-principe, dan bestaan
er twee linkscontinue t-normen T1 en T2 op [0,1] zodanig dat





en zodanig dat T2(x1, y1) = T1(x1, y1) van zodra T2(x1, y1) > T2(T2(x1, y1),1− pr2T ((0,0),
(0,0))), en T1(x1, y1)É T2(x1, y1) anders, voor alle x1, y1 ∈ [0,1].
Bewijs. Uit Lemma 5.28, Lemma 5.29, Lemma 5.30 en Lemma 5.31 volgt dat er twee links-
continue t-normen T1 en T2 op [0,1] bestaan zodanig dat (5.11) geldt.
Zij nu x = (0,0) en y,z ∈D . Dan
pr2T ((0,0),T (y,z))
= pr2T ((0,0), (T1(y1,z1),1−T2(y1,z1)))
=min(1−T2(1−pr2T ((0,0), (0,0)),T2(y1,z1)),1−T1(y1,z1)). (5.12)
Uit de voorwaarde pr2T (x, (0, y2))= pr2T (x, (1− y2, y2)), voor alle x ∈D en y2 ∈ [0,1], volgt
dat pr2T ((0,0),z)= pr2T ((1,0),z)= z2 = 1− z1. Bijgevolg, vermits T en T2 associatief zijn,
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bekomen we tevens,
pr2T ((0,0),T (y,z))
= pr2T (y,T ((0,0),z))
= pr2T ((y1,1− y1), (0,1− z1))
=min(1−T2(y1,T2(z1,1−pr2T ((0,0), (0,0)))),1−T2(y1,z1))
=min(1−T2(1−pr2T ((0,0), (0,0)),T2(y1,z1)),1−T2(y1,z1)). (5.13)
Als T2(y1,z1) > T2(1 − pr2T ((0,0), (0,0)),T2(y1,z1)), dan volgt uit (5.13) dat pr2T ((0,0),
T (y,z)) = 1T2(y1,z1) < 1− T2(1− pr2T ((0,0), (0,0)),T2(y1,z1)). Dus uit (5.12) volgt dat
pr2T ((0,0),T (y,z))= 1−T1(y1,z1). Bijgevolg is T2(y1,z1)= T1(y1,z1). 
Stelling 5.33 [26] Zij T1 en T2 linkscontinue t-normen op [0,1] zodanig dat T2(x1, y1) =
T1(x1, y1) van zodra T2(x1, y1)>T2(1−pr2T ((0,0), (0,0)),T2(x1, y1)) en T2(x1, y1)Ê T1(x1, y1)
anders, voor alle x1, y1 ∈ [0,1]. Zij T de (L∗)2 → L∗ afbeelding gedefinieerd door, voor alle
x, y ∈ L∗,




Dan isT een t-normop L∗ die voldoet aanhet residu-principe enwaarvoorpr2T (x, (0, y2))=
pr2T (x, (1− y2, y2)), voor alle x ∈D en y2 ∈ [0,1].
Bewijs. Zij x ∈D en y ∈ L∗, dan
pr2T (x, y) =min(1−T2(x1,T2(1− y2,1−pr2T ((0,0), (0,0)))),
1−T2(x1,1− y2),1−T2(y1,x1))
=min(1−T2(1−pr2T ((0,0), (0,0)),T2(x1,1− y2)),
1−T2(x1,1− y2),1−T2(y1,x1))
= 1−T2(x1,1− y2),
vermits T2(a,b)É b, voor alle a,b ∈ [0,1], en T2(x1,1− y2)Ê T2(x1, y1). Bijgevolg is duidelijk
pr2T (x, (0, y2))= 1−T2(x1,1− y2)= pr2T (x, (1− y2, y2)), voor alle x ∈D , y2 ∈ [0,1].
Er volgt tevens dat T (1L∗ , y)= (T1(1, y1),1−T2(1,1− y2))= y , voor alle y ∈ L∗. Duidelijk
is T commutatief en stijgend. We gaan de associativiteit na :
pr2T (x,T (y,z))
=min(1−T2(1−x2,T2(1−pr2T (y,z),1−pr2T ((0,0), (0,0)))),
1−T2(x1,1−pr2T (y,z)),1−T2(T1(y1,z1),1−x2))
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Uit de commutativiteit en de associativiteit van T2 volgt dat de uitdrukking op de lijnen
(5.14) en (5.15) symmetrisch is in x en y . Analoog zijn de uitdrukkingen op lijnen (5.17) en
(5.19) symmetrisch in x en y . De lijn (5.16) kan getransformeerd worden in de lijn (5.18)
door x en y om te wisselen en gebruik makend van de associativiteit en commutativiteit
van T2.
Veronderstel nu dat T2(y1,z1) = T1(y1,z1), dan is lijn (5.21) gelijk aan 1−T2(T2(y1,z1),
1− x2) = 1−T2(y1,T2(z1,1− x2)) en kan getransformeerd worden in lijn (5.20) door x en y
om te wisselen. Er volgt dat pr2T (x,T (y,z)) symmetrisch is in x en y .
Veronderstel vervolgens datT2(x1,z1)= T1(x1,z1), dan kan lijn (5.20) geschrevenworden
als 1−T2(T2(x1,z1),1− y2)= 1−T2(T1(x1,z1),1− y2), en dan kan lijn (5.20) getransformeerd
worden in lijn (5.21) door x en y om te wisselen. Bijgevolg is pr2T (x,T (y,z)) opnieuw
symmetrisch in x en y .
Veronderstel ten slotte dat noch T2(x1,z1)= T1(x1,z1) noch T2(y1,z1)= T1(y1,z1). Dan is
T2(x1,z1) = T2(1−pr2T ((0,0), (0,0)),T2(x1,z1)) bij veronderstelling, en analoog als x1 door
y1 vervangen wordt. We bekomen dat
1−T2(T1(y1,z1),1−x2)Ê 1−T2(T2(y1,z1),1−x2)
= 1−T2(T2(1−pr2T ((0,0), (0,0)),T2(y1,z1)),1−x2)
Ê 1−T2(T2(1−pr2T ((0,0), (0,0)),T2(1− y2,z1)),1−x2)
= 1−T2(1−x2,T2(T2(z1,1− y2),1−pr2T ((0,0), (0,0)))),
gebruik makend van het feit dat T2(y1,z1) Ê T1(y1,z1) en dat T2(y1,z1) É T2(1− y2,z1), ver-
mits T2 stijgend is. Anderzijds bekomen we eveneens
1−T2(x1,T2(z1,1− y2))= 1−T2(T2(x1,z1),1− y2)
= 1−T2(T2(1−pr2T ((0,0), (0,0)),T2(x1,z1)),1− y2)
= 1−T2(x1,T2(T2(z1,1− y2),1−pr2T ((0,0), (0,0))))
Ê 1−T2(1−x2,T2(T2(z1,1− y2),1−pr2T ((0,0), (0,0)))),
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gebruik makend van het feit dat T2 stijgend, commutatief en associatief is. Zodoende be-
komen we dat de uitdrukkingen op de lijnen (5.20) en (5.21) groter zijn dan of gelijk aan de
uitdrukking op lijn (5.17). Dus hangt pr2T (x,T (y,z)) niet af van de lijnen (5.20) en (5.21),
en is bijgevolg symmetrisch in x en y . Aangezien pr1T (x,T (y,z))= T1(x1,T1(y1,z1)) even-
eens symmetrisch is in x en y enT commutatief is, isT associatief en dus isT een t-norm
op L∗.
Aangezien T1 en T2 linkscontinu zijn, voldoen ze aan het residu-principe [40]. Bijgevolg
geldt voor alle x1, y1,z1 ∈ [0,1] dat T1(x1, y1)É z1⇔ y1 É IT1(x1,z1), waarbij IT1 de residuele
implicator gegenereerd door T1 voorstelt, en analoog voor T2. We bekomen achtereenvol-
gens :
T (x, y)ÉL∗ z ⇔ T1(x1, y1)É z1
en 1−T2(1−x2,T2(1− y2,1−pr2T ((0,0), (0,0))))Ê z2
en 1−T2(x1,1− y2)Ê z2 en 1−T2(y1,1−x2)Ê z2
⇔ T1(x1, y1)É z1
en T2(1− y2,T2(1−x2,1−pr2T ((0,0), (0,0))))É 1− z2
en T2(x1,1− y2)É 1− z2 en T2(y1,1−x2)É 1− z2
⇔ y1 É IT1(x1,z1)
en 1− y2 É IT2(T2(1−x2,1−pr2T ((0,0), (0,0))),1− z2)
en 1− y2 É IT2(x1,1− z2) en y1 É IT2(1−x2,1− z2)
⇔ y1 Émin(IT1(x1,z1), IT2(1−x2,1− z2))
en y2 Êmax
(




Vermits IT2 stijgend is in zijn eerste component, T2(1− x2,1−pr2T ((0,0), (0,0)))É 1− x2 en
x1 É 1− x2, bekomen we dat IT2(1− x2,1− z2) É IT2(T2(1− x2,1−pr2T ((0,0), (0,0))),1− z2)
en IT2(1− x2,1− z2)É IT2(x1,1− z2). Bijgevolg is (min(IT1(x1,z1), IT2(1− x2,1− z2)),max(1−
IT2(T2(1− x2,1−pr2T ((0,0), (0,0))),1− z2),1− IT2(x1,1− z2))) een element van L∗. Boven-
dien volgt er dat deze waarde gelijk is aan IT (x,z) en bijgevolg voldoet T aan het residu-
principe. 
Uit Stelling 5.32 en Stelling 5.33 volgt onmiddellijk de volgende stelling.
Stelling 5.34 [26] Zij T een t-norm op L∗ zodanig dat voor alle x ∈D en y2 ∈ [0,1], geldt dat
pr2T (x, (0, y2))= pr2T (x, (1− y2, y2)). Dan voldoet T aan het residu-principe als en slechts
als er twee linkscontinue t-normen T1 en T2 op [0,1] bestaan zodanig dat, voor alle x, y ∈ L∗,
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en T2(x1, y1)= T1(x1, y1) van zodra T2(x1, y1)> T2(1−pr2T ((0,0), (0,0)),T2(x1, y1)), en T1(x1,
y1)É T2(x1, y1) anders, voor alle x1, y1 ∈ [0,1].
Stelling 5.34 geeft een classificatie van alle t-normenT op L∗ die voldoen aan het residu-
principe en aan pr2T ((x1,1− x1), (0, y2)) = pr2T ((x1,1− x1), (1− y2, y2)), voor alle x1, y2 ∈
[0,1]. De stelling laat ons tevens toe omvoor alle t ∈ [0,1] een t-normT op L∗ te construeren
die aan het residu-principe voldoet en aan pr2T ((0,0), (0,0))= t .
5.4.2 Triangulaire norm en waarvoor pr2T ((0,0), (y1,1−y1))= 1 ⇔ y1 = 0
In dit onderdeel gevenwe een tweede klasse van t-normen op L∗ die voldoen aan het residu-
principe.
Lemma 5.35 [26] Zij T een t-norm op L∗ die voldoet aan het residu-principe en T (D,D)⊆
D. Zij T1 de afbeelding gedefinieerd in Lemma 5.28. Definieer de [0,1]2→ [0,1] afbeeldingen
f en g als
f (x2, y2)= pr2T ((0,x2), (0, y2)), ∀x2, y2 ∈ [0,1];
g (x2, y1)= pr2T ((0,x2), (y1,1− y1)), ∀x2, y1 ∈ [0,1].
Dan is, voor alle x, y ∈ L∗,
pr2T (x, y)=min( f (x2, y2),g (x2, y1),g (y2,x1),1−T1(x1, y1)). (5.22)
Bewijs. Zij willekeurig x, y ∈ L∗, dan bekomen we, vermits T aan het residu-principe
voldoet en gebruik makend van Stelling 5.7 en het feit dat x = sup((0,x2), (x1,1− x1)), dat
T (x, y) = sup(T ((0,x2), y), T ((x1,1 − x1), y)), dus is pr2T (x, y) = min(pr2T ((0,x2), y),
pr2T ((x1,1− x1), y)). Analoog vinden we dat pr2T ((0,x2), y) = min(pr2T ((0,x2), (0, y2)),
pr2T ((0,x2), (y1,1− y1))) en pr2T ((x1,1−x1), y)=min(pr2T ((x1,1−x1), (0, y2)),pr2T ((x1,
1−x1), (y1,1− y1))). AangezienT (D,D)⊆D , is pr2T ((x1,1−x1), (y1,1− y1))= 1−pr1T ((x1,
1− x1), (y1,1− y1)) = 1−T1(x1, y1), wegens Lemma 5.28 en Lemma 5.9. Als we dit alles sa-
menvoegen en rekening houdenmet de definitie van f en g , dan bekomen we (5.22). 
Lemma 5.36 [26] Zij T een t-norm op L∗ die voldoet aan het residu-principe en T (D,D)⊆
D. Zij f en g de afbeeldingen gedefinieerd in Lemma 5.35 en T1 de afbeelding gedefinieerd in
Lemma 5.28. Dan is f stijgend in beide componenten, commutatief, associatief, en f (1, y2)=
1, voor alle y2 ∈ [0,1]; g is stijgend in zijn eerste en dalend in zijn tweede component, g (1,x1)=
g (x1,0)= 1 voor alle x1 ∈ [0,1], en g (y2,1)= y2 voor alle y2 ∈ [0,1]. Bovendien geldt, voor alle
x1,x2, y1, y2,z1 ∈ [0,1],
f (x2,g (y2,z1)) = g ( f (x2, y2),z1), (5.23)
g (x2,T1(y1,z1)) = g (g (x2, y1),z1), (5.24)
g (1−x1, y1) Ê 1−T1(x1, y1), (5.25)
f (1−x1, y2) Ê g (y2,x1). (5.26)
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Bewijs. Aangezien voor alle x2, y2 ∈ [0,1] geldt dat f (x2, y2) = pr2T ((0,x2), (0, y2)) en aan-
gezien T stijgend, commutatief en associatief is, volgt gemakkelijk dat f eveneens deze
eigenschappen bezit. Klaarblijkelijk is f (1, y2)= pr2T ((0,1), (0,x2))= pr2(0,1)= 1. Analoog
volgen de vermelde eigenschappen van g uit g (x2, y1) = pr2T ((0,x2), (y1,1− y1)), voor alle
x2, y1 ∈ [0,1].
Nu hebben we voor alle x2, y2,z1 ∈ [0,1], dat pr2T ((0,x2),T ((0, y2), (z1,1 − z1))) =
pr2T ((0,x2), (0,g (y2,z1))) = f (x2,g (y2,z1)), wegens het feit dat T ((0, y2), (z1,1− z1)) ÉL∗
(0, y2) en dus pr1T ((0, y2), (z1,1−z1))= 0 en wegens de definitie van f en g . Anderzijds vin-
den we, vermits T associatief is, dat pr2T ((0,x2),T ((0, y2), (z1,1− z1))) = pr2T (T ((0,x2),
(0, y2)), (z1,1− z1)) = pr2T ((0, f (x2, y2)), (z1,1− z1)) = g ( f (x2, y2),z1). Dus we bekomen
(5.23).
Analoog vindenwe, voor alle x2, y1,z1 ∈ [0,1], dat pr2T ((0,x2),T ((y1,1−y1), (z1,1−z1)))
= pr2T ((0,x2), (T1(y1,z1),1−T1(y1,z1))) = g (x2,T1(y1,z1)), vermits T (D,D) ⊆ D . Ander-
zijds is pr2T ((0,x2),T ((y1,1− y1), (z1,1− z1))) = pr2T (T ((0,x2), (y1,1− y1)), (z1,1− z1)) =
pr2T ((0,g (x2, y1)), (z1,1− z1))= g (g (x2, y1),z1). Bijgevolg geldt (5.24).
Uit het feit dat T stijgend is volgt voor alle x1, y1 ∈ [0,1], dat pr2T ((0,1 − x1), (y1,
1−y1))Ê pr2T ((x1,1−x1), (y1,1−y1)), dus g (1−x1, y1)Ê 1−T1(x1, y1). Op gelijkaardigewijze
vindenwedat pr2T ((0, y2), (0,1−x1))Ê pr2T ((0, y2), (x1,1−x1)), dus f (y2,1−x1)Ê g (y2,x1),
voor alle x1, y2 ∈ [0,1]. 
Zij T1 de afbeelding gedefinieerd in Lemma 5.28. Dan noteren we de residuele implica-
tor geı¨nduceerd door T1 als IT1 en de negator geı¨nduceerd door IT1 als NT1 .
Lemma 5.37 [26] Zij T een t-norm op L∗ die voldoet aan het residu-principe en T (D,D)⊆
D. Zij NT1 de negator gegenereerd door IT1 en veronderstel datwd(NT1)= [0,1] en
g (0, y1)= 1⇔ y1 = 0, ∀y1 ∈ [0,1]. (5.27)
Dan geldt voor alle y1 ∈ [0,1], dat g (0, y1)= 1− y1.
Bewijs. Uit (5.25) volgt dat g (0, y1)Ê 1−T1(1, y1)= 1− y1, voor alle y1 ∈ [0,1].
Anderzijds volgt uit (5.24) en (5.25) dat, voor alle y1,z1 ∈ [0,1],
g (0,T1(y1,z1)) = g (g (0, y1),z1)
Ê 1−T1(1− g (0, y1),z1). (5.28)
Zij nu willekeurig y ∈ [0,1]. Vermits wd(NT1) = [0,1], bestaat er een z1 ∈ [0,1] zodanig dat
NT1(z1)= 1− g (0, y1). Aangezien NT1(z1)= IT1(z1,0), en aangezien T1 linkscontinu is en dus
voldoet aan het residu-principe, bekomen we dat T1(1− g (0, y1),z1) = 0. Uit (5.28) volgt
dat g (0,T1(y1,z1)) = 1. Wegens (5.27), geldt dat T1(y1,z1) = 0 en dus y1 É NT1(z1). Dus is
y1 É 1− g (0, y1). Uit het voorgaande volgt nu dat g (0, y1)= 1− y1. 
We geven nu het hoofdresultaat van deze sectie.
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Stelling 5.38 [26] Zij T een t-norm op L∗ die voldoet aan het residu-principe en T (D,D)⊆
D. Zij NT1 de negator gegenereerd door IT1 en veronderstel datwd(NT1)= [0,1] en
pr2T ((0,0), (y1,1− y1))= 1⇔ y1 = 0, ∀y1 ∈ [0,1].
Dan geldt voor alle x, y ∈ L∗,
pr2T (x, y)=min
(





Bewijs. Uit (5.23) en Lemma 5.37 volgt dat f (0,1− z1) = f (0,g (0,z1)) = g ( f (0,0),z1), voor
alle z1 ∈ [0,1]. Dus is f (z1,0) = f (0,z1) = g ( f (0,0),1− z1), voor alle z1 ∈ [0,1], aangezien f
commutatief is. Uit (5.23) en Lemma 5.37 volgt dat, voor alle x2,z1 ∈ [0,1], f (x2,1− z1) =
f (x2,g (0,z1))= g ( f (x2,0),z1). Bijgevolg is f (x2,z1)= g ( f (x2,0),1− z1)= g (g ( f (0,0),1− x2),
1− z1), voor alle x2,z1 ∈ [0,1].
Uit (5.24) en Lemma 5.37 volgt dat 1− T1(y1,z1) = g (0,T1(y1,z1)) = g (g (0, y1),z1) =
g (1− y1,z1), voor alle y1,z1 ∈ [0,1]. Bijgevolg is g (y1,z1)= 1−T1(1− y1,z1), voor alle y1,z1 ∈
[0,1]. Uit het voorgaande volgt nu dat f (x2,z1) = 1−T1(T1(1− f (0,0),1− x2),1− z1), voor
alle x2,z1 ∈ [0,1]. Aangezien T1 stijgend is en 1− x2 Ê x1, voor alle x ∈ L∗, hebben we dat
1−T1(1− x2, y1) É 1−T1(x1, y1). Wegens Lemma 5.35, de associativiteit van T1 en f (0,0) =
pr2T ((0,0), (0,0)), geldt (5.29). 
Een speciaal geval van deze stelling wordt bekomen als T1 continu is en de negator NT1
involutief is.
Stelling 5.39 [26] Zij T een t-norm op L∗ die voldoet aan het residu-principe en T (D,D)⊆
D. Veronderstel dat T1 continu is, de negator NT1 gegenereerd door IT1 involutief is en
pr2T ((0,0), (y1,1− y1))= 1⇔ y1 = 0, ∀y1 ∈ [0,1].
Dan bestaat er een stijgende permutatie ϕ van [0,1] zodanig dat, voor alle x, y ∈ L∗,
T (x, y)= (ϕ−1max(0,ϕ(x1)+ϕ(y1)−1),1−ϕ−1max(0,
ϕ(1−pr2T ((0,0), (0,0)))+ϕ(1−x2)+ϕ(1− y2)−2,
ϕ(1− y2)+ϕ(x1)−1,ϕ(1−x2)+ϕ(y1)−1)).
Bewijs. Veronderstel dat NT1 involutief is, dan bekomen we, vermits T1 voldoet aan het
residu-principe, voor alle x1, y1 ∈ [0,1] dat T1(x1, y1) = 0⇔ x1 É IT1(y1,0) = NT1(y1). Bijge-
volg vinden we, voor alle x1, y1,z1 ∈ [0,1],
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Als T1(x1, y1)É z1⇔ T1(x1,NT1(z1))ÉNT1(y1), voor alle x1, y1,z1 ∈ [0,1], dan IT1 is contrapo-
sitief t.o.v. NT1 [40]. Als T1 continu is, dan is IT1 contrapositief t.o.v. NT1 als en slechts als er
een stijgend automorfisme ϕ van [0,1] bestaat zodanig dat [41]
T1(x1, y1)=ϕ−1max(0,ϕ(x1)+ϕ(y1)−1). (5.30)
Bijgevolg is pr1T (x, y)=ϕ−1max(0,ϕ(x1)+ϕ(y1)−1), voor alle x, y ∈ L∗.
Substitutie van (5.30) in (5.29) levert






= 1−ϕ−1max(0,ϕ(1−pr2T ((0,0), (0,0)))+max(0,ϕ(1−x2)+ϕ(1− y2)
−1)−1,ϕ(1− y2)+ϕ(x1)−1,ϕ(1−x2)+ϕ(y1)−1
)




voor alle x, y ∈ L∗, gebruik makend van het feit dat ϕ−1 stijgend is aangezien ϕ stijgend is. 
Merk op dat als een t-norm T op L∗ voldoet aan de voorwaarden van Stelling 5.38, dan
behoort T tot de klasse van t-normen van de gedaante
TT,t (x, y)= (T (x1, y1),min(1−T (1− t ,T (1−x2,1− y2)),
1−T (1− y2,x1),1−T (1−x2, y1))),
waarbij T een t-norm op [0,1] is en t ∈ [0,1]. Omgekeerd, als T een linkscontinue t-norm
op [0,1] is en t ∈ [0,1], dan is wegens Stelling 5.33 TT,t een t-norm op L∗ die voldoet aan
het residu-principe. Merk bovendien op dat pr2TT,t ((0,0), (0,0)) = t . Deze klasse laat dus
toe ompr2TT,t ((0,0), (0,0)) vrij te kiezen. Bijgevolg kan deze klasse nuttig zijn bij het zoeken
van informatie in databanken. Stel dat de haarkleur van een bepaalde persoon niet opge-
slagen is in de databank, dan is er totale onzekerheid in verbandmet de haarkleur van deze
persoon : we zeggen dat de graad waarin hij zwart haar heeft gelijk is aan x = (0,0). Analoog
is de graad waarin hij blond haar heeft gelijk aan y = (0,0). We zijn echter zeker van het feit
dat hij onmogelijk zwart én blond haar kan hebben, dus is het aangewezen om te stellen
dat T (x, y) = (0,1). Als de lengte van het haar eveneens niet opgeslagen is dan is net als
voorheen de graad waarin de persoon lang haar heeft gelijk aan z = (0,0), maar nu kunnen
we geen enkele conclusie trekken over de bewering dat hij lang, zwart haar heeft, bijgevolg
dringt de keuze T (x,z)= (0,0) zich hier op. Naargelang de situatie kunnen dus verschillen-
de waarden voor t ∈ [0,1] het best aangewezen zijn in de keuze van T ((0,0), (0,0)) = (0, t ).
De hierboven vermelde klasse van t-normen laat toe om voor willekeurige t ∈ [0,1] en een
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willekeurige linkscontinue t-norm T op [0,1] een t-norm TT,t op L∗ te definie¨ren waarvoor
TT,t ((0,0), (0,0)) = (0, t ) en TT,t (D,D) ⊆D (zodoende vormt TT,t een uitbreiding van T ) en
die bovendien voldoet aan het residu-principe. We bestuderen in Sectie 6.4 de residuele
implicator van TT,t meer in detail.
We beschouwen nu twee speciale gevallen van t-normen T die voldoen aan de voor-
waarden van Stelling 5.38 die we bekomen door respectievelijk pr2T ((0,0), (0,0)) = 0 en
pr2T ((0,0), (0,0))= 1 te stellen.
Gevolg 5.40 [26] Zij T een t-norm op L∗ die voldoet aan het residu-principe en T (D,D)⊆
D. Zij NT1 de negator gegenereerd door IT1 en veronderstel datwd(NT1)= [0,1] en
pr2T ((0,0), (y1,1− y1))= 1⇔ y1 = 0, ∀y1 ∈ [0,1].
Dan is T t-representeerbaar als en slechts als pr2T ((0,0), (0,0))= 0.
Bewijs. Veronderstel eerst dat T t-representeerbaar is, i.e. er bestaat een t-norm T en een
t-conorm S op [0,1] zodanig dat T (x, y) = (T (x1, y1),S(x2, y2)), voor alle x, y ∈ L∗. Dan is
T ((0,0), (0,0))= (T (0,0),S(0,0))= (0,0). Bijgevolg is pr2T ((0,0), (0,0))= 0.
Veronderstel omgekeerd dat pr2T ((0,0), (0,0)) = 0, dan volgt uit Stelling 5.38 dat
pr2T (x, y) = min(1−T1(1,T1(1− x2,1− y2)),1−T1(1− y2,x1),1−T1(1− x2, y1)) = min(1−
T1(1−x2,1− y2),1−T1(1− y2,x1),1−T1(1−x2, y1))= 1−T1(1−x2,1− y2), voor alle x, y ∈ L∗,
gebruik makend van het feit dat T1 stijgend is. Zij nu S1 de duale t-conorm van T1 t.o.v.
Ns , i.e. S1(x2, y2) = 1−T1(1− x2,1− y2), voor alle x2, y2 ∈ [0,1]. Dan is duidelijk T (x, y) =
(T1(x1, y1),S1(x2, y2)), dus T is t-representeerbaar. 
Gevolg 5.41 [26] Zij T een t-norm op L∗ die voldoet aan het residu-principe en T (D,D)⊆
D. Zij NT1 de negator gegenereerd door IT1 en veronderstel datwd(NT1)= [0,1] en
pr2T ((0,0), (y1,1− y1))= 1⇔ y1 = 0, ∀y1 ∈ [0,1].
Zij NT de negator op L
∗ gegenereerd door IT . Dan is NT involutief als en slechts als NT1
involutief is en pr2T ((0,0), (0,0))= 1.
Bewijs. Zij t0 = pr2T ((0,0), (0,0)). Eerst berekenen we de residuele implicator IT van T .
We bekomen, voor alle x, y,z ∈ L∗,
T (x, y)ÉL∗ z ⇔ T1(x1, y1)É z1 en 1−T1(1− t0,T1(1−x2,1− y2))Ê z2
en 1−T1(1− y2,x1)Ê z2 en 1−T1(1−x2, y1)Ê z2
⇔ T1(x1, y1)É z1 en T1(1− y2,T1(1−x2,1− t0))É 1− z2
en T1(1− y2,x1)É 1− z2 en T1(1−x2, y1)É 1− z2
⇔ y1 É IT1(x1,z1) en 1− y2 É IT1(T1(1−x2,1− t0),1− z2)
en 1− y2 É IT1(x1,1− z2) en y1 É IT1(1−x2,1− z2)
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⇔ y1 Émin(IT1(x1,z1), IT1(1−x2,1− z2))
en y2 Ê 1−min(IT1(T1(1−x2,1− t0),1− z2), IT1(x1,1− z2)).
Aangezien IT1 dalend is in zijn eerste component, x1 É 1 − x2 en T1(1 − x2,1 − t0) É
1− x2, vinden we dat min(IT1(x1,z1), IT1(1− x2,1− z2)) É IT1(1− x2,1− z2) É IT1(x1,1− z2)
en min(IT1(x1,z1), IT1(1− x2,1− z2))É IT1(1− x2,1− z2)É IT1(T1(1− x2,1− t0),1− z2). Bijge-
volg is
α= (min(IT1(x1,z1), IT1(1−x2,1− z2)),
1−min(IT1(T1(1−x2,1− t0),1− z2), IT1(x1,1− z2)))
een element van L∗. Uit het voorgaande volgt dat IT (x,z) = sup{y | y ∈ L∗ en T (x, y) ÉL∗
z}=α.











gebruik makend van het feit dat de negator NT1 dalend is.
Als N een negator op L∗ is, dan is N involutief als en slechts als er een involutie-
ve negator N op [0,1] bestaat zodanig dat N (x) = (N (1− x2),1−N (x1)), voor alle x ∈ L∗
[23]. Bijgevolg is NT involutief als en slechts als NT1 involutief is en 1−min(NT1(T1(1−
x2,1− t0)),NT1(x1))= 1−N (x1), voor alle x ∈ L∗. Deze laatste voorwaarde is equivalent met
NT1(T1(1− x2,1− t0)) Ê NT1(x1), voor alle x ∈ L∗, of, gebruik makend van de involutiviteit
van NT1 , met T1(1− x2,1− t0) É x1, voor alle x ∈ L∗. Door x2 = 0 te stellen, zien we dat dit
equivalent is met 1−t0 É x1, voor alle x1 ∈ [0,1]. Deze voorwaarde is enkel voldaan als t0 = 1.

5.4.3 Triangulaire norm en waarvoor T ((0,0), (0,0))= (0,0)
In dit onderdeel bewijzen we dat een continue t-norm T op L∗ die voldoet aan het residu-
principe t-representeerbaar is als en slechts als T ((0,0), (0,0))= (0,0).
Lemma 5.42 [26] Zij T een continue t-norm op L∗ die voldoet aan het residu-principe en
T ((0,0), (0,0))= (0,0). Dan is voor alle y2 ∈ [0,1], T ((0,0), (0, y2))= (0, y2).
Bewijs. Zij t de [0,1]→ [0,1] afbeelding gedefinieerd door t (x2)= pr2T ((0,x2), (0,0)), voor
alle x2 ∈ [0,1], en zij willekeurig x2 ∈ [0,1], dan is T ((0, t (x2)), (0,0)) = T (T ((0,x2), (0,0)),
(0,0)) = T ((0,x2),T ((0,0), (0,0))) = T ((0,x2), (0,0)) = (0, t (x2)). Bijgevolg geldt voor alle
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y2 ∈ wd(t ), dat T ((0, y2), (0,0)) = (0, y2). Vermits T continu is, is t continu. Aangezien
pr2T ((0,0), (0,1)) = 1 en pr2T ((0,0), (0,0)) = 0, bekomen we dat wd(t ) = [0,1] wegens de
middelwaardestelling. 
Lemma 5.43 [26] Zij T een continue t-norm op L∗ die voldoet aan het residu-principe en
T ((0,0), (0,0)) = (0,0). Definieer de [0,1]2 → [0,1] afbeeldingen f , g , T1 en T2 en de [0,1]→
[0,1] afbeelding h door
f (x2, y2) = pr2T ((0,x2), (0, y2)), ∀x2, y2 ∈ [0,1];
g (x2, y1) = pr2T ((0,x2), (y1,1− y1)), ∀x2, y1 ∈ [0,1];
h(x1) = pr2T ((0,0), (x1,1−x1)), ∀x1 ∈ [0,1];
T1(x1, y1) = pr1T ((x1,1−x1), (y1,1− y1)), ∀x1, y1 ∈ [0,1];
T2(x1, y1) = 1−pr2T ((x1,1−x1), (y1,1− y1)), ∀x1, y1 ∈ [0,1].
Dan geldt voor alle y2,x1,z1 ∈ [0,1] dat
g (y2,x1) = f (y2,h(x1));
g (g (y2,x1),z1) =min( f (y2,1−T2(x1,z1)),g (y2,T1(x1,z1))).
Bewijs. We bewijzen eerst de eerste gelijkheid. Gebruik makend van Lemma 5.42 bekomen
we, voor alle x1, y2 ∈ [0,1],
g (y2,x1) = pr2T ((0, y2), (x1,1−x1))
= pr2T (T ((0,0), (0, y2)), (x1,1−x1))
= pr2T ((0, y2),T ((0,0), (x1,1−x1)))
= pr2T ((0, y2), (0,h(x1))
= f (y2,h(x1)).
Zij voor de tweede gelijkheid x1, y2,z1 ∈ [0,1], dan is
g (g (y2,x1),z1) = pr2T ((z1,1− z1), (0,g (y2,x1)))
= pr2T ((z1,1− z1),T ((x1,1−x1), (0, y2)))
= pr2T (T ((z1,1− z1), (x1,1−x1)), (0, y2))
= pr2T ((T1(x1,z1),1−T2(x1,z1)), (0, y2))
=min(pr2T ((T1(x1,z1),1−T1(x1,z1)), (0, y2)),
pr2T ((0,1−T2(x1,z1)), (0, y2)))
=min(g (y2,T1(x1,z1)), f (y2,1−T2(x1,z1))),
steunend op (5.7), Stelling 5.7 en het feit dat (T1(x1,z1),1− T2(x1,z1)) = sup((T1(x1,z1),
1−T1(x1,z1)), (0,1−T2(x1,z1))). 
5.4. VERALGEMEENDE REPRESENTATIESTELLINGEN 87
Lemma 5.44 [26] Zij T een continue t-norm op L∗ die voldoet aan het residu-principe en
T ((0,0), (0,0)) = (0,0). Zij h de afbeelding gedefinieerd in Lemma 5.43. Dan is, voor alle
x1 ∈ [0,1], h(x1)= 1−x1.
Bewijs. Zij x1, y2,z1 ∈ [0,1]. Uit Lemma 5.43 volgt dat
min(g (y2,T1(x1,z1)), f (y2,1−T2(x1,z1)))
= g (g (y2,x1),z1)
= f ( f (y2,h(x1)),h(z1))
= f (y2, f (h(x1),h(z1))),
gebruik makend van het feit dat f associatief is (vermits T associatief is). Zij y2 = 0, dan
bekomen we wegens Lemma 5.42 dat min(h(T1(x1,z1)),1−T2(x1,z1)) = f (h(x1),h(z1)). Zij
nu x1 = 1, dan is h(x1) = 0 en we bekomen min(h(z1),1− z1) = f (0,h(z1)) = h(z1). Dus is
h(z1)É 1− z1, voor alle z1 ∈ [0,1].
Anderzijds is h(z1)= pr2T ((0,0), (z1,1− z1))Ê pr2(z1,1− z1)= 1− z1, dus h(z1)= 1− z1,
voor alle z1 ∈ [0,1]. 
Lemma 5.45 [26] Zij T een continue t-norm op L∗ die voldoet aan het residu-principe en
T ((0,0), (0,0)) = (0,0). Zij f , g , T1 en T2 de afbeeldingen gedefinieerd in Lemma 5.43. Dan
geldt, voor alle x, y ∈ L∗,
T (x, y)= (T1(x1, y1),min( f (x2, y2),g (x2, y1),g (y2,x1),1−T2(x1, y1))).
Bewijs. Uit (5.7) volgt dat pr1T (x, y) = T1(x1, y1), voor alle x, y ∈ L∗. Aangezien x =
sup((0,x2), (x1,1− x1)) en wegens Stelling 5.7, bekomen we pr2T (x, y) =min(pr2T ((0,x2),
y),pr2T ((x1,1−x1), y)). Uit y = sup((0, y2), (y1,1− y1)) volgt dat
pr2T (x, y)=min
(
pr2T ((0,x2), (0, y2)),pr2T ((0,x2), (y1,1− y1)),




In de klasse van continue t-normen op L∗ die voldoen aan het residu-principe, geldt de
volgende karakterisatie van t-representeerbare t-normen.
Stelling 5.46 [26] ZijT een continue t-norm op L∗ die voldoet aan het residu-principe. Dan
is T t-representeerbaar als en slechts als T ((0,0), (0,0))= (0,0).
Bewijs. AlsT t-representeerbaar is, dan bestaat er een t-normT en een t-conorm S zodanig
dat T (x, y)= (T (x1, y1),S(x2, y2)), voor alle x, y ∈ L∗. Dus T ((0,0), (0,0))= (T (0,0),S(0,0))=
(0,0).
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Veronderstel omgekeerd datT ((0,0), (0,0))= (0,0). Dan volgt uit Lemma5.43 en Lemma
5.44 dat g (y2,x1)= f (y2,h(x1))= f (y2,1−x1), voor alle y2,x1 ∈ [0,1]. Uit het bewijs van Lem-
ma 5.44 volgt dat min(h(T1(x1,z1)),1−T2(x1,z1))= f (h(x1),h(z1)), i.e. min(1−T1(x1,z1),1−
T2(x1,z1)) = f (1− x1,1− z1), voor alle x1,z1 ∈ [0,1]. Aangezien T ((x1,1− x1), (z1,1− z1)) =
(T1(x1,z1),1−T2(x1,z1)) ∈ L∗, hebben we dat T1(x1,z1) É T2(x1,z1). Dus bekomen we dat
1−T2(x1,z1)= f (1−x1,1− z1), voor alle x1,z1 ∈ [0,1].
Wegens Lemma 5.45 bekomen we
pr2T (x, y) =min(1−T2(1−x2,1− y2),1−T2(1−x2, y1),1−T2(1− y2,x1),
1−T2(x1, y1))
= 1−T2(1−x2,1− y2),
rekening houdendmet het feit dat T2 stijgend is (vermits T stijgend is). Bijgevolg is T (x, y)
= (T1(x1, y1),1− T2(1− x2,1− y2)), voor alle x, y ∈ L∗. Uit Lemma 5.28 volgt dat T1 een
t-norm is. Zij S(x2, y2)= 1−T2(1− x2,1− y2), voor alle x2, y2 ∈ [0,1]. Aangezien T stijgend,
commutatief en associatief is, bezit S eveneens deze eigenschappen. UitT (1L∗ ,x)= x, voor
alle x ∈ L∗, volgt dat S(0,x2) = x2, voor alle x2 ∈ [0,1]. Bijgevolg is S een t-conorm en T is
t-representeerbaar. 
Opmerking 5.1
• Deze karakterisatie geldt niet in het algemeen. Beschouw bijvoorbeeld de (L∗)2→ L∗
afbeelding T gedefinieerd door
T (x, y)= (max(0,x1− y2, y1−x2),min(1,x2+ y2)).
Dan is T een continue t-norm op L∗ waarvoor T ((0,0), (0,0)) = (0,0). We hebben
echter dat pr1T ((0,0.1), (0.6,0.2)) = 0.5 6= pr1T ((0,0.2), (0.6,0.2)) = 0.4, dus T is niet
t-representeerbaar, aangezien dit zou impliceren dat pr1T (x, y) onafhankelijk is van
x2.
• Ook voor t-normen die aan het residu-principe voldoen, maar niet noodzakelijk con-
tinu zijn, geldt deze karakterisatie niet. Beschouw immers een willekeurige linkscon-
tinue t-norm T1 op [0,1], α,β ∈ ]0,1[ zodanig dat α<β en stel
T ′1 : [1−β,1−α]2 → [1−β,1−α] :







∀(x1, y1) ∈ [1−β,1−α]2





1(x1, y1), als (x1, y1) ∈ ]1−β,1−α]2;
min(x1, y1), anders,
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een linkscontinue t-norm op [0,1]. Definieer vervolgens de (L∗)2→ L∗ afbeelding T
als, voor alle x, y ∈ L∗ :
pr1T (x, y) = T (x1, y1),
pr2T (x, y) =


1−T ′1(x1, y1), als max(x2, y2) ∈ [α,β[ en min(1−x1,1− y1)Êα
en max(1−x1,1− y1)<β;
β, als max(x2, y2) ∈ [α,β[ en min(1−x1,1− y1)Êα
en max(1−x1,1− y1)Êβ;
max(x2, y2), anders.
We bewijzen dat T een t-norm op L∗ is die aan het residu-principe voldoet en aan
T ((0,0), (0,0))= (0,0), maar die niet t-representeerbaar is.
We bewijzen eerst dat T (x, y) ∈ L∗, voor alle x, y ∈ L∗. Zij x, y ∈ L∗. Als pr2T (x, y) =
1−T ′1(x1, y1), dan is dit enkel mogelijk als 1− x1 ∈ [α,β[ en 1− y1 ∈ [α,β[. Maar dan
is pr1T (x, y)= T ′1(x1, y1), dus T (x, y) ∈ L∗. Als pr2T (x, y)= β, dan is max(1− x1,1−
y1) Ê β, dus pr1T (x, y) = min(x1, y1) É 1−β. Als pr2T (x, y) = max(x2, y2), dan is
pr1T (x, y)Émin(x1, y1)= 1−max(1− x1,1− y1)É 1−max(x2, y2). Bijgevolg is in alle
gevallen T (x, y) ∈ L∗.
Men verifieert gemakkelijk dat T commutatief is. We verifie¨ren nu de associativiteit.
Zij x, y,z ∈ L∗ zodanig dat x ÉL∗ y ÉL∗ z. We beschouwen de volgende gevallen :
1ste geval : x2 Êβ.
We vinden, voor alle y ∈ L∗,
pr2T (x, y)=max(x2, y2). (5.31)
We vinden
pr2T (x,T (y,z)) =max(x2,pr2T (y,z))
=
{
max(x2, y2,z2) (= x2), als y2 Êβ;
x2, anders,
want als y2 < β, dan is β É x2, 1−T ′1(y1,z1) É β < x2 en max(y2,z2) = y2 É x2. Ander-
zijds vinden we
pr2T (T (x, y),z)= pr2T ((T (x1, y1),max(x2, y2)),z)=max(max(x2, y2),z2)= x2.
Analoog is pr2T (T (x,z), y)= x2.
2de geval : x2 ∈ [α,β[.
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2.1. x1 É 1−β :
Nu is, voor alle y ∈ L∗,
pr2T (x, y)=
{
β, als 1− y1 Êα en y2 <β;
max(x2, y2), anders.
(5.32)




β, als T (y1,z1)É 1−α en pr2T (y,z)<β;
max(x2,pr2T (y,z)), anders.
Als pr2T (y,z)=β, dan ismax(x2,pr2T (y,z))=β, dus is pr2T (x,T (y,z))=β. Als
T (y1,z1) > 1−α (dit is het geval als en slechts als T (y1,z1) =min(y1,z1) > 1−α,
i.e. als y1 > 1−α, wegens z1 Ê y1), dan is zowel y2 É 1− y1 <α als z2 É 1− z1 <α.
Bijgevolg is max(x2, pr2T (y,z))=max(x2,max(y2,z2))= x2. We bekomen dus
pr2T (x,T (y,z))=
{
β, als y1 É 1−α;
x2, anders.
Aangezien y2 É x2 < β, max(x2, y2) = x2 ∈ [α,β[ en T (x1, y1) É x1 É 1−β, vinden
we
pr2T (T (x, y),z) =
{
pr2T ((T (x1, y1),β),z), als y1 É 1−α;




max(β,z2) (=β), als y1 É 1−α;
β, als y1 > 1−α en z1 É 1−α;
max(max(x2, y2),z2) (= x2), anders.
Vermits uit z1 É 1−α zou volgen dat y1 É 1−α, kan de tweede mogelijkheid
in de laatste gelijkheid zich niet voordoen en vinden we dat pr2T (T (x, y),z) =
pr2T (x, T (y,z)). Analoog is pr2T (T (x,z), y)= pr2T (x,T (y,z)).
2.2. x1 > 1−β :




1−T ′1(x1, y1), als 1− y1 ∈ [α,β[;
β, als 1− y1 Êβ> y2;
max(x2, y2), anders.
(5.33)




1−T ′1(x1,T (y1,z1)), als 1−T (y1,z1) ∈ [α,β[;
β, als 1−T (y1,z1)=β;
max(x2,pr2T (y,z)), anders
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Als 1− T (y1,z1) = β, dan is 1− T ′1(x1,T (y1,z1)) = 1− T ′1(x1,1−β) = β. Vermits
z1 Ê y1 Ê x1 > 1−β, is 1−T (y1,z1)É 1−T (1−β,1−β)=β. Bijgevolg is 1−T (y1,z1) ∈
[α,β] als en slechts als 1−T (y1,z1) Ê α, i.e. als y1 É 1−α (immers uit y1 > 1−α
volgt 1−T (y1,z1)<α). Als y1 > 1−α, dan is pr2T (y,z)=max(y2,z2). Bijgevolg is
pr2T (x,T (y,z))=
{
1−T (x1,T (y1,z1)), als y1 É 1−α;
max(x2,pr2T (x, y)) (= x2), anders.
Anderzijds vinden we
pr2T (T (x, y),z)=
{
pr2T ((T (x1, y1),1−T ′1(x1, y1)),z), als y1 É 1−α;
pr2T ((T (x1, y1),max(x2, y2)),z), anders.
2.2.1. Als y1 É 1−α, dan is (x1, y1) ∈]1−β,1−α]2 enαÉ x2 É 1−x1 É 1−T ′1(x1, y1)É
1−T ′1(1−β,1−β)=β.
∗ Als 1−T ′1(x1, y1)=β, dan is, wegens z1 Ê x1 > 1−β, pr2T (T (x, y),z)=
max(β,z2)=β= 1−T (1−β,z1)= 1−T (T (x1, y1),z1).
∗ Als 1− T ′1(x1, y1) < β en z1 É 1−α, dan is, wegens z1 Ê x1 > 1− β,
pr2T (T (x, y),z)= 1−T ′1(T (x1, y1),z1)= 1−T (T (x1, y1),z1).
∗ Als 1−T ′1(x1, y1) < β en z1 > 1−α, dan is pr2T (T (x, y),z) =max(1−
T ′1(x1, y1), z2) = 1− T ′1(x1, y1), aangezien 1− T ′1(x1, y1) Ê α > 1− z1 Ê
z2. Dus pr2T (T (x, y), z) = 1−T (x1, y1) = 1−min(T (x1, y1),z1) = 1−
T (T (x1, y1),z1).
In alle gevallen bekomen we dus pr2T (T (x, y),z) = 1−T (T (x1, y1),z1) =
1−T (x1,T (y1,z1)) als y1 É 1−α.
2.2.2. Als y1 > 1−α, dan is pr2T (T (x, y),z) = pr2T (x,z), aangezien T (x1, y1) =
min(x1, y1)= x1 en x2 Ê y2. Vermits z1 Ê y1, is pr2T (x,z)=max(x2,z2)= x2.
Bijgevolg is pr2T (T (x, y),z)= pr2T (x,T (y,z)). Op analoge wijze vindt men dat
pr2T (T (x,z), y)= pr2T (x,T (y,z)).
3de geval : x2 <α.
3.1. x1 É 1−β :
We vinden, voor alle y ∈ L∗,
pr2T (x, y)=
{
β, als y2 ∈ [α,β[;
max(x2, y2), anders.
(5.34)
Vermits z2 É y2 É x2 < α, is pr2T (y,z) =max(y2,z2) < α, dus pr2T (x,T (y,z)) =
max(x2,max(y2,z2))= x2.
Aangezien T (x1, y1)É x1 É 1−β en y2 É x2, is pr2T (T (x, y),z)= pr2T ((T (x1, y1),
max(x2, y2)),z)=max(x2,z2)= x2. Analoog vinden we dat pr2T (T (x,z), y)= x2.
92 HOOFDSTUK 5. TRIANGULAIRE NORMEN EN CONORMEN OP L∗
3.2. x1 ∈ ]1−β,1−α] :




1−T ′1(x1, y1), als y2 ∈ [α,β[ en 1− y1 ∈ [α,β[;
β, als y2 ∈ [α,β[ en 1− y1 Êβ;
max(x2, y2), anders.
(5.35)
Op analoge wijze als in het vorige geval vinden we dat pr2T (x, T (y,z)) =
pr2T (T (x, y),z)= pr2T (T (x,z), y)= x2.
3.3. x1 > 1−α :
Voor alle y ∈ L∗, is
pr2T (x, y)=max(x2, y2). (5.36)
We vinden gemakkelijk dat pr2T (x,T (y,z))= pr2T (T (x, y),z)= pr2T (T (x,z),
y)= x2.
Gebruik makend van de commutativiteit, kan uit de voorgaande berekening gemak-
kelijk geconcludeerd worden dat T associatief is.
Men vindt gemakkelijk datT (1L∗ ,x)= x, voor alle x ∈ L∗. Gebruikmakend van (5.31),
. . . , (5.36), bekomenwe datT stijgend is. Bijgevolg isT een t-normop L∗. Bovendien
geldt T ((0,0), (0,0)) = (0,0). We vinden dat pr2T ((0,α), (1−α,α)) = β > pr2T ((1−
α,α), (1−α,α))= 1−T ′1(1−α,1−α)=α. Bijgevolg isT niet t-representeerbaar (anders
zou pr2T ((x1,α), (1−α,α)) onafhankelijk zijn van x1).
We moeten nu nog bewijzen dat T aan het residu-principe voldoet. Voor alle x, y,z ∈
L∗, is T (x, y) ÉL∗ z als en slechts als T (x1, y1) É z1 en pr2T (x, y) Ê z2. We behan-
delen nu de voorwaarde pr2T (x, y) Ê z2 afzonderlijk. We onderscheiden hiertoe de
volgende gevallen :
1ste geval : x2 Êβ.
Gebruik makend van (5.31) vinden we
pr2T (x, y)Ê z2 ⇔max(x2, y2)Ê z2
⇔
{
y2 Ê 0, als x2 Ê z2;
y2 Ê z2, anders.
2de geval : x2 ∈ [α,β[.
2.1. x1 É 1−β :
Wegens (5.32) is
pr2T (x, y)Ê z2⇔


y2 Ê z2, als z2 >β;
y2 Ê 0, als x2 Ê z2;
y1 É 1−α, anders.
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Immers, als z2 > β en pr2T (x, y) = β, dan is pr2T (x, y) < z2. Dus moet
pr2T (x, y)=max(x2, y2) zodra z2 > β. Wegens x2 < β< z2, geldt pr2T (x, y)Ê z2
enkel als y2 Ê z2. Als z2 É β en x2 Ê z2, dan is duidelijk pr2T (x, y) Ê z2, voor alle
y ∈ L∗. Als z2 Éβ en x2 < z2, dan ismax(x2, y2)= y2 Ê z2, voor alle y ∈ L∗ waarvoor
y2 Ê β, en max(x2, y2)= x2 < z2, voor alle y ∈ L∗ waarvoor y1 > 1−α. Bijgevolg is
pr2T (x, y)Ê z2 als en slechts als y1 É 1−α.
2.2. x1 > 1−β :
∗ Als z2 >β, dan is analoog als in het vorige geval pr2T (x, y)Ê z2 als en slechts
als y2 Ê z2.
∗ Als z2 Éβ en x2 Ê z2, dan is pr2T (x, y)Ê z2, voor alle y ∈ L∗.
∗ Als z2 É β en x2 < z2, dan geldt z2 > α. Als y1 > 1−α, dan is pr2T (x, y) =
max(x2, y2) = x2 < z2. Aangezien uit y1 É 1−β volgt dat pr2T (x, y) Ê β Ê
z2, is pr2T (x, y) Ê z2 als en slechts als y1 É 1−β of als y1 ∈ ]1−β,1−α] en
1−T (x1, y1) = 1−T ′1(x1, y1) Ê z2. Vermits T aan het residu-principe voldoet,
volgt hieruit dat pr2T (x, y)Ê z2⇔ y1 É IT (x1,1− z2).
3de geval : x2 <α.
3.1. x1 É 1−β :
Als z2 > β, dan is analoog als voorheen pr2T (x, y)Ê z2⇔ y2 Ê z2. Stel z2 ∈ ]α,β].
Als y2 <α, dan is pr2T (x, y)=max(x2, y2)<α< z2. Als y2 Êα dan is pr2T (x, y)Ê
β Ê z2. Bijgevolg is pr2T (x, y) Ê z2 ⇔ y2 Ê α. Stel ten slotte z2 É α. Als x2 Ê
z2, is pr2T (x, y) Ê z2, voor alle y ∈ L∗. Als x2 < z2, dan is pr2T (x, y) Ê z2 ⇔
max(x2, y2)Ê z2⇔ y2 Ê z2.
3.2. x1 ∈ ]1−β,1−α] :
∗ Als z2 >β, dan is analoog als voorheen pr2T (x, y)Ê z2⇔ y2 Ê z2.
∗ Stel z2 ∈ ]α,β]. Als y2 <α, dan is pr2T (x, y)=max(x2, y2)<α< z2. Als y2 Êα
en y1 É 1−β, dan is pr2T (x, y) Ê β Ê z2. Als y2 Ê α en y1 > 1−β, dan is
pr2T (x, y)Ê z2⇔ 1−T ′1(x1, y1)Ê z2⇔ y1 É IT (x1,1−z2). Uit deze berekenin-
gen volgt dat pr2T (x, y)Ê z2⇔ y2 Êα en y1 É IT (x1,1− z2).
∗ Stel z2 É α. Als x2 Ê z2, dan is pr2T (x, y) Ê z2, voor alle y ∈ L∗. Als x2 < z2,
dan is pr2T (x, y) Ê α, voor alle y ∈ L∗ zodanig dat y2 Ê α. Als y2 < α, dan is
pr2T (x, y)=max(x2, y2)Ê z2⇔ y2 Ê z2.
3.3. x1 > 1−α :
Als x2 Ê z2, dan is pr2T (x, y)Ê z2, voor alle y ∈ L∗. Als x2 < z2, dan is pr2T (x, y)Ê
z2⇔ y2 Ê z2.
Rekening houdend met IT (x1,z1) É IT (x1,1− z2), voor alle x,z ∈ L∗, volgt uit deze






























Figuur 5.3: De verschillende waarden voor IT (x,z) in functie van x.




(IT (x1,z1),0), als x2 Ê z2 of (x2 ∈ [α,β[ en 1−x1 ∈ [α,β[
en z2 ∈ ]α,β]);
(min(IT (x1,z1),1− z2),z2), als x2 < z2 en (x2 Êβ of z2 >β of x1 > 1−α
of max(x2,z2)Éα);
(min(IT (x1,z1),1−α),0), als x2 < z2 en x2 ∈ [α,β[ en 1−x1 Êβ
en z2 Éβ;
(min(IT (x1,z1),1−α),α), als x2 <α en x1 É 1−α en z2 ∈ ]α,β];
waarbij IT de residuele implicator is van T (zie Figuur 5.3). Uit de voorgaande bere-
kening volgt tevens dat T aan het residu-principe voldoet.
6Implicatoren op L∗
Truth is stranger than fiction, but it is because fiction is obliged
to stick to possibilities. Truth isn't.
— MARK TWAIN (1835 - 1910)
Mathematics, rightly viewed, posses not only truth, but supreme beauty
— a beauty cold and austere, like that of sculpture.
— BERTRAND RUSSELL (1872 - 1970)
In dit hoofdstuk bespreken we een aantal eigenschappen van implicatoren op L∗. In de
vaagverzamelingenleer is het axioma-systeem van Smets en Magrez een belangrijke klasse
van wenselijke axioma’s waaraan een implicatormoet voldoen om een degelijke uitbreiding
van de klassieke Booleaanse implicatie te vormen. We breiden dit axiomastelsel uit naar
de intuı¨tionistische vaagverzamelingenleer en bewijzen de belangrijke representatie voor
implicatoren die aan alle axioma’s voldoen.
6.1 Axioma’s van Smets en Magrez
In [59] hebben Smets en Magrez een axiomastelsel voor implicatoren op [0,1] ingevoerd.
Ze namen een aantal belangrijke tautologiee¨n uit de klassieke logica, vertaalden die in vier
algebraı¨sche axioma’s en voegden er de monotoniteit en continuı¨teit aan toe. De Smets-
Magrez axioma’s worden gebruikt om de bruikbaarheid van implicatoren op [0,1] te testen.
Het is dus zinvol om ze uit te breiden naar implicatoren op L∗ [15].
Definitie 6.1 (Axioma’s van Smets enMagrez voor een implicatorI op L∗)
(A.1) (∀y ∈ L∗)(I (., y) is dalend in L∗)
(∀x ∈ L∗)(I (x, .) is stijgend in L∗) (monotoniteit)
(A.2) (∀x ∈ L∗)(I (1L∗ ,x)= x) (neutraliteitsprincipe)
(A.3) (∀(x, y) ∈ (L∗)2)(I (x, y)=I (NI (y),NI (x))) (contrapositiviteit)
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(A.4) (∀(x, y,z) ∈ (L∗)3)(I (x,I (y,z))=I (y,I (x,z))) (omwisselingsprincipe)
(A.5) (∀(x, y) ∈ (L∗)2)(x ÉL∗ y⇔I (x, y)= 1L∗) (begrenzing)
(A.6) I is een continue (L∗)2→ L∗ afbeelding (continuı¨teit)
Als (A.2) en (A.3) gelden, dan is
x =I (1L∗ ,x)=I (NI (x),0L∗)=NI (NI (x)),
m.a.w. NI is involutief.
We onderzoeken eerst de Smets-Magrez axioma’s voor de klasse der S- en R-implicato-
ren. Vervolgens zullen we een algebraı¨sche representatie afleiden voor implicatoren die aan
alle 6 axioma’s voldoen.
We definie¨ren voor verder gebruik een randimplicator op L∗ als een implicator op L∗ die
aan (A.2) voldoet; een model-implicator op L∗ als een randimplicator op L∗ die tevens aan
(A.3) en (A.4) voldoet; en ten slotte een Łukasiewicz-implicator op L∗ als een implicator die
aan alle 6 axioma’s van Smets en Magrez voldoet.
6.2 Smets-Magrez axioma’s voor S- en R-implicato-
ren op L∗
Wegens definitie 6.1, is axioma (A.1) voldaan voor alle implicatoren op L∗.
6.2.1 S-implicatoren op L∗
Stelling 6.1 [15] Een S-implicator IS ,N op L∗ is een model-implicator op voorwaarde dat
N involutief is.
Bewijs. We verifie¨ren dat voldaan is aan elk van de axioma’s (A.2), (A.3) en (A.4). Zij x, y,z ∈
L∗, dan
(A.2) IS ,N (1L∗ ,x) = S (N (1L∗),x)
= S(0L∗ ,x)
= x;
(A.3) IS ,N (IS ,N (y,0L∗),IS ,N (x,0L∗)) = S (N (N (y)),N (x))
= S (y,N (x))
= S (N (x), y)
= IS ,N (x, y),
waarbij we rekening houdenmet de involutiviteit van N ;
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(A.4) IS ,N (x,IS ,N (y,z)) = S (N (x),S (N (y),z))
= S (S (N (x),N (y)),z))
= S (S (N (y),N (x)),z))
= S (N (y),S (N (x),z))
= IS ,N (y,IS ,N (x,z)).

Zoals de volgende stelling aantoont, vormt t-representeerbaarheid een obstakel in de
zoektocht naar een Łukasiewicz-implicator op L∗.
Stelling 6.2 [15] Zij IS ,N een S-implicator op L∗ waarbij S een t-representeerbare t-co-
norm is. Dan voldoet IS ,N niet aan (A.5) van zodra N involutief is.
Bewijs. Veronderstel dat S = (S,T ). Wegens de definitie van S-implicator hebben we, voor
alle x, y ∈ L∗ :
IS ,N (x, y)= (S(pr1N (x), y1),T (pr2N (x), y2)).
Zij y = (0, y2) ∈ L∗ en x = (0,x2) ∈ L∗ zodanig dat 1> x2 Ê y2, dus x ÉL∗ y . Dan is
IS ,N (x, y)= (S(pr1N (x),0),T (pr2N (x), y2))= (pr1N (x),T (pr2N (x), y2)).
Als pr1N (x) = 1, dan is pr2N (x) = 0 en dus x =N (N (x)) =N (1L∗) = 0L∗ , wat in strijd is
met onze veronderstellingen over x. Bijgevolg is pr1N (x) 6= 1, en dus IS ,N (x, y) 6= 1L∗ . 
Stelling 6.3 [15] Een S-implicatorIS ,N op L∗ voldoet aan (A.6) van zodraS enN continu
zijn. Als in het bijzonder S = (S,T ), dan is IS ,N continu van zodra T , S en N continu zijn.
Bewijs. Dit volgt onmiddellijk uit de kettingregel voor continuı¨teit in de deelruimte L∗ van
R
2. 
6.2.2 R -implicatoren op L∗
Stelling 6.4 [15] Elke R-implicator IT op L∗ is een randimplicator.
Bewijs. We verifie¨ren (A.2). Zij x ∈ L∗, dan is
sup{γ | γ ∈ L∗ en T (1L∗ ,γ)ÉL∗ x}= sup{γ | γ ∈ L∗ en γÉL∗ x}= x.

Opnieuw ontstaan er problemen wanneer we ons beperken tot t-representeerbare t-
normen.
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Stelling 6.5 [15] ZijIT een R-implicator op L∗ waarbij T een t-representeerbare t-norm is.
Dan voldoet IT niet aan (A.3).
Bewijs. Veronderstel dat T = (T,S). Zij x, y ∈ L∗, en veronderstel dat (A.3) geldt. Dan is
NIT involutief. We hebben :
IT (NIT (y),NIT (x))= sup{γ | γ ∈ L∗ en T (NIT (y),γ)ÉL∗ NIT (x)}.
Zij y = 0L∗ , dan is NIT (y)= 1L∗ en
IT (1L∗ ,NIT (x))=NIT (x).
We hebben eveneens IT (x,0L∗)=NIT (x), of met andere woorden :
sup{γ | γ ∈ L∗ en (T (x1,γ1),S(x2,γ2))ÉL∗ 0L∗}=NIT (x).
Zij x = (x1,0) 6= 1L∗ , dan is NIT (x) 6= 0L∗ aangezien NIT involutief is. We vinden :
IT (x,0L∗)= sup{γ | γ ∈ L∗ en (T (x1,γ1),γ2)ÉL∗ 0L∗}=NIT (x).
Vermits inf{γ2 ∈ [0,1] | γ2 Ê 1}= 1, bekomen we
IT (x,0L∗)= 0L∗ 6=NIT (x),
wat een contradictie is. Bijgevolg geldt (A.3) niet. 
Stelling 6.6 [15] Zij IT een R-implicator op L∗. Dan voldoet IT aan (A.5) als en slechts als
voor elke x = (x1,x2) ∈ L∗ er een rij (δi )i∈N∗ in Ω = {δ | δ ∈ L∗ en δ2 > 0} bestaat zodanig dat
lim
i→+∞
δi = 1L∗ en
lim
i→+∞
pr1T (x,δi ) = x1, (6.1)
lim
i→+∞
pr2T (x,δi ) = x2. (6.2)
Bewijs. Veronderstel eerst dat (6.1) en (6.2) gelden. We bewijzen eerst dat
(∀(x, y) ∈ (L∗)2)(x ÉL∗ y⇒IT (x, y)= 1L∗).
Zij willekeurig x, y ∈ L∗ zodanig dat x ÉL∗ y , dan is voor alle γ ∈ L∗, T (x,γ) ÉL∗ x ÉL∗ y .
Bijgevolg is
sup{γ | γ ∈ L∗ en T (x,γ)ÉL∗ y}= 1L∗ .
We bewijzen nu de omgekeerde implicatie
(∀(x, y) ∈ (L∗)2)(x ÉL∗ y⇐IT (x, y)= 1L∗).
6.2. SMETS-MAGREZ AXIOMA’S VOOR S- EN R-IMPLICATOREN OP L∗ 99
Zij willekeurig x, y ∈ L∗. Uit
IT (x, y)= sup{γ | γ ∈ L∗ en T (x,γ)ÉL∗ y}= 1L∗
volgt dat Ω ⊆ {γ | γ ∈ L∗ en T (x,γ) ÉL∗ y}, en dus pr1T (x,δi ) É y1, voor alle i ∈ N∗, dus
lim
i→+∞
pr1T (x,δi ) = x1 É y1. Op analoge wijze bekomen we dat lim
i→+∞
pr2T (x,δi ) = x2 Ê y2.
Bijgevolg is x ÉL∗ y .
Veronderstel omgekeerd dat (A.5) geldt. Stel dat voor elke rij (δi )i∈N∗ in Ω die con-
vergeert naar 1L∗ , ofwel lim
i→+∞
pr1T (x,δi ) strikt kleiner is dan x1 of niet bestaat, ofwel dat
lim
i→+∞
pr2T (x,δi ) strikt groter is dan x2 of niet bestaat. Zij nu
y = sup{T (x,γ) | γ ∈Ω},
dan geldt, wegensT (x,γ)ÉL∗ x, voor alle γ ∈ L∗, dat y ÉL∗ x. Veronderstel dat y = x. Zij dan
ε= 1
n
, met n ∈N∗. Dan, vermits x1 = sup{pr1T (x,γ) | γ ∈Ω}, bestaat er een γn ∈Ω zodanig
dat x1−ε< pr1T (x,γn)É x1, dus
∣∣x1−pr1T (x,γn)∣∣< ε= 1n . Analoog bestaat er een γ′n ∈Ω
zodanig dat
∣∣x2−pr2T (x,γ′n)∣∣< ε. Zij nu γ′′n = sup{γn ,γ′n , (1− 1n , 1n )}. Dan γ′′n ÊL∗ γn , waaruit
volgt dat pr1T (x,γ
′′
n) Ê pr1T (x,γn) en pr2T (x,γ′′n) É pr2T (x,γ′n). Bovendien is γ′′n ∈ Ω,
aangezien γ′′n,2 =min(γn,2,γ′n,2, 1n )> 0. Zodoende bekomenwe een rij (γ′′n)n∈N∗ inΩ zodanig
dat




n = 1L∗ en limn→+∞T (x,γ
′′
n)= x, wat in strijd is met onze veronderstelling. Bijgevolg is
y <L∗ x, dus x 6ÉL∗ y . Duidelijk is
sup{γ | γ ∈ L∗ en T (x,γ)ÉL∗ y}= 1L∗ .
Met andere woorden, (A.5) geldt niet, dus de veronderstelling dat de voorwaarden (6.1) en
(6.2) niet gelden, was vals. 
Gevolg 6.7 Zij T een linkscontinue t-norm op L∗. Dan voldoet IT aan (A.5).
Bewijs. Veronderstel dat T een linkscontinue t-norm op L∗ is. Zij willekeurig x ∈ L∗. We-
gens (2.1) geldt dan (neem als afstand d = dH , i.e. de Hamming afstand op L∗)
(∀ε> 0)(∃δ> 0)(∀y ∈ L∗)(d(y,1L∗)< δ⇒ d(T (x, y),x)< ε).
Zij willekeurig n ∈ N∗. Dan bestaat er een δ > 0 zodanig dat (∀y ∈ L∗)(d(y,1L∗) < δ ⇒
d(T (x, y),x)< 1
n
). Neemnuwillekeurig yn ∈ L∗ zodanig dat yn,2 > 0 en d(y,1L∗)<min(δ, 1n ).
Dan is yn ∈Ω, d(yn ,1L∗)< 1n en d(T (x, yn),x)< 1n . Zodoende vinden we een rij (yn)n∈N∗ in
Ω zodanig dat lim
n→+∞ yn = 1L∗ , limn→+∞pr1T (x, yn) = x1 en limn→+∞pr2T (x, yn) = x2. Door toe-
passing van Stelling 6.6 bekomen we het gestelde. 
We bewijzen nu dat ITW =ISW ,Ns , i.e. de implicator afgeleid in Voorbeeld 3.5 en Voor-
beeld 3.8, voldoet aan alle Smets-Magrez axioma’s, en bewijzen zo dat een Łukasiewicz-
implicator op L∗ zowel een S- als een R-implicator kan zijn.
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Stelling 6.8 [15]De implicator ISW ,Ns op L
∗ is een Łukasiewicz-implicator.
Bewijs. De implicatorISW ,Ns op L
∗ voldoet aan (A.1), (A.2), (A.3) en (A.4) aangezien het een
S-implicator is en Ns involutief is. Aangezien SW en Ns continu zijn, is ISW ,Ns eveneens
continu. We verifie¨ren (A.5). Vermits, voor alle x, y ∈ L∗,
ISW ,Ns (x, y)= (min(1, y1+1−x1,x2+1− y2),max(0, y2+x1−1)),
vinden we y1+1− x1 < 1⇔ y1 < x1 en ook x2+1− y2 < 1⇔ x2 < y2. Bijgevolg is min(1,x2+
1− y2, y1+1−x1)< 1 als en slechts als ofwel y1 < x1 ofwel x2 < y2. Dusmin(1,x2+1− y2, y1+
1−x1)= 1 als en slechts als y1 Ê x1 en x2 Ê y2, i.e. als en slechts als x ÉL∗ y . 
6.3 Representatie van model- en Łukasiewicz-impli-
catoren op L∗
We hebben aangetoond dat een Łukasiewicz-implicator op L∗ bestaat. Nu zullen we aanto-
nen dat we alle Łukasiewicz-implicatoren kunnen voorstellenm.b.v. een geparametriseerde
voorstelling, net zoals dit gedaan werd voor implicatoren op [0,1] (zie o.a. [51]).
We tonen eerst aan dat elke model-implicator op L∗ een S-implicator is.
Lemma 6.9 (Triangulaire normenconormgeı¨nduceerddoor eenmodel-implicator) [15]
Als I een model-implicator op L∗ is, dan zijn de (L∗)2→ L∗ afbeeldingen TI en SI gedefi-
nieerd door, voor alle x, y ∈ L∗,
TI (x, y) = NI (I (x,NI (y))),
SI (x, y) = I (NI (x), y),
een t-norm en t-conorm op L∗ respectievelijk. Ze worden de t-norm en t-conorm geı¨nduceerd
door I genoemd.
Bewijs. We bewijzen het gestelde voor TI . Het bewijs voor SI is analoog.
• TI is stijgend. Dit volgt onmiddellijk uit het feit dat I een implicator en N een
negator op L∗ is.
• TI is commutatief. Inderdaad, voor x, y ∈ L∗, hebben we :
TI (x, y) = NI (I (x,NI (y))) (Definitie van TI )
= NI (I (NI (NI (y)),NI (x))) (I is contrapositief t.o.v. NI )
= NI (I (y,NI (x))) (NI is involutief)
= TI (y,x). (Definitie van TI )
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• TI is associatief. Inderdaad, voor x, y,z ∈ L∗, hebben we :
TI (x,TI (y,z)) = NI (I (x,NI (NI (I (y,NI (z)))))) (Definitie van TI )
= NI (I (x,I (y,NI (z)))) (NI is involutief)
= NI (I (x,I (NI (NI (z)),NI (y)))) (I is contrapositief t.o.v. NI )
= NI (I (x,I (z,NI (y)))) (NI is involutief)
= NI (I (z,I (x,NI (y)))) (I voldoet aan (A.4))
= NI (I (NI (I (x,NI (y))),NI (z))) (I is contrapositief t.o.v. NI )
= TI (TI (x, y),z). (Definitie van TI )
• TI (1L∗ ,x)= x. Inderdaad, voor x, y ∈ L∗, hebben we :
TI (1L∗ ,x) = NI (I (1L∗ ,NI (x))) (Definitie van TI )
= NI (NI (x)) (I voldoet aan (A.2))
= x. (NI is involutief)

We breiden het begrip de Morgan-triplet op [0,1] (zie [16, 61]) uit naar L∗.
Definitie 6.2 (de Morgan-triplet op L∗) [15] Een de Morgan-triplet op L∗ is een triplet
(T ,S ,N ) bestaande uit een t-norm T , een t-conorm S en een involutieve negator N op
L∗ zodanig dat, voor alle x, y ∈ L∗ :
N (T (N (x),N (y))) = S (x, y),
N (S (N (x),N (y))) = T (x, y).
Lemma 6.10 [15] AlsI eenmodel-implicator op L∗ is, dan is (TI ,SI ,NI ) een deMorgan-
triplet op L∗.
Bewijs. Wemoeten bewijzen dat TI en SI duaal zijn t.o.v. NI . Voor x, y ∈ L∗ hebben we :
• NI (TI (NI (x),NI (y))) = NI (NI (I (NI (x),NI (NI (y))))) (Definitie van TI )
= I (NI (x), y) (NI is involutief)
= SI (x, y); (Definitie van SI )
• NI (SI (NI (x),NI (y))) = NI (I (NI (NI (x)),NI (y))) (Definitie van SI )
= NI (I (x,NI (y))) (NI is involutief)
= TI (x, y). (Definitie van TI )
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
Definitie 6.3 (de Morgan-kwartet op L∗) [15] Een de Morgan-kwartet op L∗ is een kwartet
(T ,S ,N ,I ) bestaande uit een t-norm T , een t-conorm S , een involutieve negator N en
een implicator I op L∗ zodanig dat (T ,S ,N ) een de Morgan-triplet op L∗ is en, voor alle
x, y ∈ L∗ :
I (x, y)=S (N (x), y).
Stelling 6.11 [15] Als I een model-implicator op L∗ is, dan is (TI ,SI ,NI ,I ) een de Mor-
gan-kwartet op L∗.
Bewijs. Wegens Lemma 6.10 weten we dat (TI ,SI ,NI ) een de Morgan-triplet op L∗ is.
Bovendien vinden we, voor alle x, y ∈ L∗ :
SI (NI (x), y) = I (NI (NI (x)), y) (Definitie van SI )
= I (x, y). (NI is involutief)

Gevolg 6.12 [15] Elke model-implicator op L∗ is een S-implicator.
Bewijs. Wegens Stelling 6.11 weten we dat voor elke model-implicator I , het kwartet
(TI ,SI ,NI ,I ) een de Morgan-kwartet is. Stel S =SI en N =NI , dan is I =IS ,N . 
Merk op dat Lemma 6.9, Lemma 6.10 en Stelling 6.11 een uitbreiding vormen van ana-
loge resultaten op [0,1] bewezen door De Baets [16].
We zoeken nu een verband tussen Łukasiewicz-implicatoren op L∗ en R-implicatoren
gegenereerd door t-normen op L∗ die aan de voorwaarden van Stelling 5.16 voldoen. Daar-
toe bewijzen we eerst een aantal hulpstellingen. Merk op dat Stelling 6.13 en Lemma 6.14
een uitbreiding vormen van analoge eigenschappen voor t-normen op [0,1] die bewezen
werden door Fodor [40].
Stelling 6.13 [15] Zij T een t-norm op L∗ die voldoet aan het residu-principe en N een
involutieve negator op L∗. Dan zijn de volgende uitspraken equivalent :
(i) IT voldoet aan (A.3);
(ii) IT (x, y)=N (T (x,N (y))), voor alle x, y ∈ L∗;
(iii) T (x, y)ÉL∗ z⇔T (x,N (z))ÉL∗ N (y), voor alle x, y,z ∈ L∗. (uitwisselingsprincipe)
Bovendien is N = NT . Verder geldt dat, als T voldoet aan (iii), dan voldoet T aan het
residu-principe.
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Bewijs. We bewijzen dat (iii)⇒ (ii)⇒ (i)⇒ (iii).
• Veronderstel dat (iii) geldt. We vinden, voor alle x, y,z ∈ L∗ :
IT (x, y) = sup{γ | γ ∈ L∗ en T (x,γ)ÉL∗ y}
= sup{γ | γ ∈ L∗ en T (x,N (y))ÉL∗ N (γ)}
= sup{γ | γ ∈ L∗ en γÉL∗ N (T (x,N (y)))}
= N (T (x,N (y))).
• Veronderstel vervolgens dat (ii) geldt. We vinden, voor alle x, y,z ∈ L∗ :
IT (N (y),N (x)) = N (T (N (y),N (N (x))))
= N (T (N (y),x))
= N (T (x,N (y)))
= IT (x, y).
• Veronderstel ten slotte dat IT contrapositief is. Vermits IT aan het residu-principe
voldoet, bekomen we, voor alle x, y,z ∈ L∗ :
T (x, y)ÉL∗ z ⇔ T (y,x)ÉL∗ z
⇔ x ÉL∗ IT (y,z)
⇔ x ÉL∗ IT (N (z),N (y))
⇔ T (N (z),x)ÉL∗ N (y)
⇔ T (x,N (z))ÉL∗ N (y).
Vermits uit (iii) volgt dat (ii) geldt, en rekening houdendmet het feit datN involutief en
dalend is, bekomen we, voor alle x, y,z ∈ L∗ :
T (x,z)ÉL∗ y ⇔ T (x,N (y))ÉL∗ N (z)
⇔ z ÉL∗ N (T (x,N (y)))
⇔ z ÉL∗ IT (x, y).
Bijgevolg volgt uit (iii) het residu-principe.
Uit (ii) volgt NT (x)=IT (x,0L∗)=N (T (x,1L∗))=N (x), voor alle x ∈ L∗. 
Lemma 6.14 [15] Zij T een t-norm op L∗ die voldoet aan het uitwisselingsprincipe. Dan
geldt T (x, y)= 0L∗ ⇔ x ÉL∗ NT (y)⇔ y ÉL∗ NT (x), voor alle x, y ∈ L∗.
Bewijs. Uit het uitwisselingsprincipe volgt, voor alle x, y ∈ L∗, dat T (x, y) = 0L∗ ⇔ x =
T (x,1L∗)ÉL∗ NT (y). 
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Lemma 6.15 [23] Zij T een t-norm op L∗ die voldoet aan het residu-principe. Dan bestaat
er voor alle x, y,z ∈ L∗ zodanig dat T (x, y)= z, een y ′ ∈ L∗ zodanig dat y ′ ÊL∗ y en
T (x, y ′)= z en y ′ =IT (x,z). (6.3)
Bewijs. Zij willekeurig x, y,z ∈ L∗ zodanig dat T (x, y)= z. Dan volgt uit het residu-principe
dat IT (x,z) ÊL∗ y . Definieer y ′ als y ′ =IT (x,z), dan is duidelijk y ′ ÊL∗ y . Vermits T stij-
gend is, volgt hieruit dat T (x, y ′)ÊL∗ T (x, y), i.e. T (x, y ′)ÊL∗ z.
Anderzijds, vermits IT (x,z)= y ′, volgt uit het residu-principe dat T (x, y ′)ÉL∗ z. Bijge-
volg is T (x, y ′)= z, en dus geldt (6.3). 
Lemma 6.16 [15] ZijT een continue t-norm op L∗ die voldoet aan het uitwisselingsprincipe
en T (D,D)⊆D. Dan voldoet T eveneens aan (P.1), (P.2), IT (D,D)⊆D en T ((0,0), (0,0))=
0L∗ .
Bewijs.
• T ((0,0), (0,0)= 0L∗ .
Uit Stelling 6.13 volgt dat T aan het residu-principe voldoet. Vermits NT een in-
volutieve negator is, hebben we dat NT (0,0) = (0,0) (zie Stelling 4.1). Bijgevolg is
IT ((0,0),0L∗)= (0,0), en uit het residu-principe volgt dat T ((0,0), (0,0))= 0L∗ .
• T voldoet aan (P.1).
Veronderstel dat x ∈ L∗ \{0L∗ ,1L∗} enT (x,x)= x. VermitsT stijgend is enT (x,1L∗)=
x, bekomen we dan T (x, y)= x, voor alle y ÊL∗ x. In het bijzonder is T (x, (x1,0))= x.
Als x1 = 0, dan isT ((0,x2), (0,x2))ÉL∗ T ((0,0), (0,0))= 0L∗ <L∗ (0,x2). Veronderstel nu
dat x1 > 0. We bewijzen dat er een rij (yn)n∈N∗ bestaat die convergeert naar (x1,0) en
zodanig dat, voor alle n ∈N∗, geldt yn = (yn,1,0) en
T (x,NT (zn))=NT (yn), waarbij zn =T (x, yn). (6.4)
Zij n ∈N∗. Vermits T (x, y)ÉL∗ y , voor alle y ∈ L∗, bekomen we pr1T (x, (x1− 1n ,0))É
x1− 1n < x1. Vermits T stijgend is, hebben we T (x, (x1− 1n ,0))ÉL∗ T (x,1L∗)= x, dus
pr2T (x, (x1 − 1n ,0)) Ê x2. Bijgevolg bekomen we T (x, (x1 − 1n ,0)) <L∗ x. Uit Lemma
6.15 en Stelling 6.13 volgt dat er een yn bestaat zodanig datT (x, yn)=T (x, (x1− 1n ,0))
en yn voldoet aan (6.4). Bovendien volgt uit Lemma 6.15 dat yn ÊL∗ (x1− 1n ,0), dus x1−
1
n
É yn,1 en yn,2 = 0. Vermits T (x, yn) <L∗ x, volgt dat yn 6ÊL∗ x, dus yn,1 < x1 (aange-
zien yn,2 = 0É x2). Hieruit volgt dat
∣∣x1− yn,1∣∣+∣∣0− yn,2∣∣= x1−yn,1 É x1−(x1− 1n )= 1n ,
bijgevolg is lim
n→+∞ yn = (x1,0). Vermits T continu is, hebben we bovendien limn→+∞zn =
lim
n→+∞T (x, yn) = T (x, (x1,0)) = x. Uit de involutiviteit (en dus de continuı¨teit) van
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NT volgt dat lim
n→+∞NT (zn) = NT (x), en limn→+∞NT (yn) = NT (x1,0). Aangezien yn
voldoet aan (6.4), bekomenwedatNT (x1,0)= lim
n→+∞NT (yn)= limn→+∞T (x,NT (zn))=
T (x,NT (x))= 0L∗ , rekening houdendmet de continuı¨teit vanT en Lemma 6.14. Bij-
gevolg is (x1,0)= 1L∗ , wat in strijd is met de veronderstelling dat x 6= 1L∗ .
• T voldoet aan (P.2).
Uit Lemma 6.14 volgt dat T (x, y)= 0L∗ ⇔ x ÉL∗ NT (y). Dus zij x ∈D \ {0L∗ ,1L∗}, dan
is NT (x) ∈D \ {0L∗ ,1L∗} (cfr. Lemma 4.5) en T (x,NT (x)) = 0L∗ . Bijgevolg voldoet T
aan (P.2).
• IT (D,D)⊆D .
Wegens Stelling 6.13 geldt IT (x, y) =NT (T (x,NT (y)), voor alle x, y ∈ L∗. Wegens
Lemma 4.5 is NT (D)⊆D . Vermits T (D,D)⊆D , volgt hieruit dat IT (D,D)⊆D .

Fodor [40] heeft aangetoond dat als T een continue t-norm op [0,1] is, dan is IT contra-
positief als en slechts als er een continue stijgende permutatie ϕ van [0,1] bestaat zodanig
dat T = ϕ−1 ◦TW ◦ (ϕ×ϕ). Als zo’n ϕ bestaat, dan is IT = ϕ−1 ◦ ITW ◦ (ϕ×ϕ). We bewijzen
dat een analoge eigenschap geldt voor t-normen op L∗, gebruikmakend van de Łukasiewicz
t-norm op L∗.
Stelling 6.17 [15] Zij T een continue t-norm op L∗ die voldoet aan het residu-principe en
T (D,D)⊆D. Dan isIT contrapositief als en slechts als er een continue stijgende permutatie
Φ van L∗met stijgende inverse bestaat zodanig datT =Φ−1◦TW ◦(Φ×Φ). Als zo’nΦ bestaat,
dan is IT =Φ−1 ◦ITW ◦ (Φ×Φ).
Bewijs. Zij T een continue t-norm op L∗ die voldoet aan het residu-principe en T (D,D)⊆
D . Als IT contrapositief is, dan voldoet wegens Stelling 6.13 T aan het uitwisselingsprin-
cipe. Wegens Lemma 6.16 en Stelling 5.16, is T = Φ−1 ◦TW ◦ (Φ×Φ). We bekomen, voor
γ ∈ L∗,
T (x,γ)ÉL∗ y ⇔ Φ−1(TW (Φ(x),Φ(γ)))ÉL∗ y
⇔ TW (Φ(x),Φ(γ))ÉL∗ Φ(y)
⇔ Φ(γ)ÉL∗ ITW (Φ(x),Φ(y))
⇔ γÉL∗ Φ−1(ITW (Φ(x),Φ(y))),
waarbij we rekening gehouden hebbenmet het feit dat TW aan het residu-principe voldoet
en dat Φ een stijgende permutatie met stijgende inverse is. We bekomen gemakkelijk dat
ITW (x, y) = sup{γ | γ ∈ L∗ en γ ÉL∗ Φ−1(ITW (Φ(x),Φ(y)))} = Φ−1(ITW (Φ(x),Φ(y))). Bijge-
volg is IT =Φ−1 ◦ITW ◦ (Φ×Φ).
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Veronderstel omgekeerd dat T = Φ−1 ◦TW ◦ (Φ×Φ). Dan kan IT enkel contrapositief
zijn t.o.v. zijn geı¨nduceerde negator NT =NIT . Dan geldt
NT (x) = Φ−1(ITW (Φ(x),Φ(0L∗)))
= Φ−1(ITW (Φ(x),0L∗))
= Φ−1(Ns(Φ(x))),
waarbij we rekening gehouden hebbenmet het feit datNITW =Ns . Zodoende bekomen we
IT (NT (y),NT (x)) = Φ−1(ITW (Φ(NT (y)),Φ(NT (x))))
= Φ−1(ITW (Ns(Φ(y)),Ns(Φ(x))))
= Φ−1(ITW (Φ(x),Φ(y)))
= IT (x, y),
waarbij we gebruik gemaakt hebben van het feit dat ITW contrapositief is t.o.v. Ns . 
Stelling 6.18 [15] Als I een Łukasiewicz-implicator op L∗ is zodanig dat I (D,D)⊆D, dan
bestaat er een continue stijgende permutatie Φ van L∗ met stijgende inverse zodanig dat
I (x, y)=Φ−1 ◦ITW ◦ (Φ×Φ).
Bewijs. Vermits allemodel-implicatoren op L∗ S-implicatoren zijn, wetenwedatI =IS ,N
voor een zekere t-conorm S op L∗ en involutieve negator N =NI .
Vermits I voldoet aan (A.5), geldt dat x ÉL∗ y ⇔ S (N (x), y) = 1L∗ , wat equivalent is
met N (x) ÉL∗ y ⇔S (x, y) = 1L∗ . Vermits S associatief is, geldt dat S (x,S (y,z)) = 1L∗ ⇔
S (y,S (x,z))= 1L∗ , bijgevolg is N (x)ÉL∗ S (y,z)⇔N (y)ÉL∗ S (x,z). Door de namen van
de variabelen in elkaar om te zetten als z→ x, y→ y en x→N (z), bekomen we
z ÉL∗ S (x, y)⇔N (y)ÉL∗ S (x,N (z)). (6.5)
ZijT de duale t-norm vanS t.o.v.N , i.e.T (x, y)=N (S (N (x),N (y))), voor alle x, y ∈ L∗.
Dan is (6.5) equivalent met z ÉL∗ N (T (N (x),N (y)))⇔N (y) ÉL∗ N (T (N (x),z)). Aan-
gezien N involutief en dalend is, levert dit N (z)ÊL∗ T (N (x),N (y))⇔ y ÊL∗ T (N (x),z).
Door de namen van de variabelen te substitueren als x →N (x), y →N (y) en z →N (z),
bekomen we
T (x, y)ÉL∗ z⇔T (x,N (z))ÉL∗ N (y).
Uit Stelling 6.13 volgt dat de R-implicatorIT gegenereerd doorT voldoet aanIT (x, y)
=N (T (x,N (y))), voor alle x, y ∈ L∗. Bovendien vinden we dat IT (x, y)=N (T (x,N (y)))
= N (T (N (N (x)),N (y))) = S (N (x), y) = IS ,N (x, y) = I (x, y), voor alle x, y ∈ L∗. Ver-
mits I en N continu zijn, zijn S en T dat eveneens.
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AangezienI (D,D)⊆D enN (D)⊆D , geldt voor alle x, y ∈D datS (x, y)=IS ,N (N (x),
y)=I (N (x), y) ∈D . Dus we bekomen voor alle x, y ∈D dat T (x, y)=N (S (N (x),N (y)))
∈ D , i.e. T (D,D) ⊆ D . Uit Stelling 6.13 en Stelling 6.17 volgt dat er een continue stijgende
permutatie Φ van L∗ met stijgende inverse bestaat zodanig dat I =Φ−1 ◦ITW ◦ (Φ×Φ). 
Wegens Stelling 4.15 weten we dat als Φ een continue stijgende permutatie van L∗ met
stijgende inverse is, er dan een continue stijgende permutatie ϕ van [0,1] bestaat zodanig
dat Φ(x) = (ϕ(x1),1−ϕ(1− x2)), voor alle x ∈ L∗. Hieruit volgt dat als I een Łukasiewicz-
implicator op L∗ is zodanig dat I (D,D) ⊆ D , er dan een continue stijgende permutatie ϕ
van [0,1] bestaat zodanig dat, voor alle x, y ∈ L∗,
I (x, y)= (ϕ−1min(1,1+ϕ(y1)−ϕ(x1),1+ϕ(1− y2)−ϕ(1−x2)),
1−ϕ−1min(1,1−ϕ(x1)+ϕ(1− y2))).
Stelling 6.19 [15] Zij ϕ een stijgende permutatie van [0,1] en I de implicator op L∗ gedefi-
nieerd door, voor alle x, y ∈ L∗,
I (x, y)= (ϕ−1min(1,1+ϕ(y1)−ϕ(x1),1+ϕ(1− y2)−ϕ(1−x2)),
1−ϕ−1min(1,1−ϕ(x1)+ϕ(1− y2))).
Dan is I een Łukasiewicz-implicator op L∗.
Bewijs. We hebben, voor alle x, y ∈ L∗,
I (0L∗ , y) = (ϕ−1min(1,1+ϕ(y1),1+ϕ(1− y2)),1−ϕ−1min(1,1+ϕ(1− y2)))= 1L∗ ,
I (x,1L∗) = (ϕ−1min(1,1+1−ϕ(x1),1+1−ϕ(1−x2)),1−ϕ−1min(1,1−ϕ(x1)+1))
= 1L∗ ,
I (1L∗ ,0L∗) = 0L∗ .
Duidelijk is I dalend in zijn eerste en stijgend in zijn tweede component, vermits ϕ en ϕ−1
stijgend zijn. Bijgevolg is I een implicator op L∗.
Nu isI (1L∗ , y)= (ϕ−1min(1,1+ϕ(y1)−1,1+ϕ(1−y2)−1),1−ϕ−1min(1,1−1+ϕ(1−y2)))=
(y1, y2)= y , voor alle y ∈ L∗. Bijgevolg geldt (A.2).
Voor alle x ∈ L∗ hebben we dat N (x)=I (x,0L∗)= (ϕ−1min(1−ϕ(x1),1−ϕ(1− x2)),1−
ϕ−1(1−ϕ(x1))) = (ϕ−1(1−ϕ(1− x2)),1−ϕ−1(1−ϕ(x1))), rekening houdend met het feit dat
x1 É 1− x2 en ϕ stijgend is. We bekomen I (N (y),N (x)) = (ϕ−1min(1,1+ 1−ϕ(1− x2)−
1+ϕ(1− y2),1+1−ϕ(x1)−1+ϕ(y1)),1−ϕ−1min(1,1−1+ϕ(1− y2)+1−ϕ(x1)))=I (x, y).
Bijgevolg geldt (A.3).
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wat symmetrisch is in x en y en dus gelijk aan I (y,I (x,z)). Bijgevolg geldt (A.4).
Bovendien geldt
I (x, y)= (ϕ−1min(1,1+ϕ(y1)−ϕ(x1),1+ϕ(1− y2)−ϕ(1−x2)),
1−ϕ−1min(1,1−ϕ(x1)+ϕ(1− y2)))= 1L∗
⇔min(1,1+ϕ(y1)−ϕ(x1),1+ϕ(1− y2)−ϕ(1−x2))= 1
en min(1,1−ϕ(x1)+ϕ(1− y2))= 1
⇔ ϕ(y1)Êϕ(x1) en ϕ(1− y2)Êϕ(1−x2) en ϕ(1− y2)Êϕ(x1)
⇔ y1 Ê x1 en 1− y2 Ê 1−x2 en 1− y2 Ê x1
⇔ y1 Ê x1 en y2 É x2
⇔ x ÉL∗ y,
rekening houdend met het feit dat ϕ een stijgende permutatie is. Bijgevolg voldoet I aan
(A.5).
Aangezien ϕ een continue stijgende permutatie van [0,1] is, is ϕ−1 eveneens continu.
Hieruit volgt gemakkelijk dat I continu is en dus aan (A.6) voldoet. 
De volgende stelling vat de resultaten van deze sectie samen.
Stelling 6.20 [15] Een (L∗)2→ L∗ afbeelding I is een Łukasiewicz-implicator op L∗ die vol-
doet aan I (D,D)⊆D als en slechts als, voor alle x, y ∈ L∗,
I (x, y)= (ϕ−1min(1,1+ϕ(y1)−ϕ(x1),1+ϕ(1− y2)−ϕ(1−x2)),
1−ϕ−1min(1,1−ϕ(x1)+ϕ(1− y2))).
Stelling 6.20 zegt dat als I een implicator is op L∗ waarvoor I (D,D)⊆D (i.e. I vormt
een uitbreiding naar L∗ van een implicator op [0,1]), dan voldoet I aan alle Smets-Magrez
axioma’s als en slechts als er een continue stijgende permutatie Φ van L∗ met stijgende in-
verse bestaat zodanig dat I = Φ−1 ◦ITW ◦ (Φ×Φ). Dit is een uitbreiding van een analoge
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eigenschap voor implicatoren op [0,1] bewezen door Smets en Magrez [59] : een implicator
I op [0,1] voldoet aan alle Smets-Magrez axioma’s als en slechts als er een continue stijgen-
de permutatie ϕ van [0,1] bestaat zodanig dat I = ϕ−1 ◦ ITW ◦ (ϕ×ϕ). Merk op dat in L∗ de
Łukasiewicz t-norm op [0,1] vervangen is door de Łukasiewicz t-norm op L∗.
De axioma’s voorgesteld door Smets enMagrez zijn niet de enige axioma’s voor implica-
toren. Bijvoorbeeld, Gargov enAtanassov [6] leggen de volgende distributiviteitsvoorwaarde
op I :
(∀x, y,z ∈ L∗)(I (x,I (y,z))=I (I (x, y),I (x,z))). (6.6)
Łukasiewicz-implicatoren voldoen hier niet aan, maar bijvoorbeeld Iag uit Voorbeeld 3.2
wel. Dus als (6.6) nodig is, dan is Iag duidelijk een betere keuze, maar deze implicator is
echter niet contrapositief.
6.4 Smets-Magrez axioma’s voor ITT,t
In Sectie 5.4.2 hebben we de t-norm TT,t op L∗ ingevoerd, waarbij voor alle x, y ∈ L∗ :
TT,t (x, y)= (T (x1, y1),min(1−T (1− t ,T (1−x2,1− y2)),
1−T (1− y2,x1),1−T (1−x2, y1))).
(6.7)
De t-norm TT,t voldoet aan het residu-principe en de residuele implicator van TT,t wordt
gegeven door, voor alle x, y ∈ L∗,
ITT,t (x, y)= (min(IT (x1, y1), IT (1−x2,1− y2)),
max(1− IT (T (1−x2,1− t ),1− y2),1− IT (x1,1− y2))).
(6.8)
De negator op L∗ geı¨nduceerd door ITT,t wordt gegeven door, voor alle x ∈ L∗,
NTT,t (x) = ITT,t (x,0L∗)
= (NT (1−x2),max(1−NT (T (1−x2,1− t )),1−NT (x1))).
(6.9)
We onderzoeken nu onder welke voorwaarden ITT,t voldoet aan de Smets-Magrez axi-
oma’s. We weten uit Sectie 6.2 dat de residuele implicator IT van een willekeurige t-norm
T voldoet aan (A.1) en (A.2).
Stelling 6.21 [31] ITT,t voldoet aan (A.3) als en slechts als t = 1 en IT voldoet aan (A.3).
Bewijs. In Sectie 6.1 werd aangetoond dat als IT voldoet aan (A.2) en (A.3), dan NIT
involutief is. Wegens Gevolg 5.41 is NTT,t involutief als en slechts als t = 1 en NT involutief
is. Aangezien IT voldoet aan (A.2) als implicator op [0,1], is NT involutief als en slechts als
IT voldoet aan (A.3). Bijgevolg kan ITT,t enkel voldoen aan (A.3) als t = 1 en IT voldoet aan
(A.3). Veronderstel nu dat deze voorwaarden gelden, dan is
ITT,t (x, y)= (min(IT (x1, y1), IT (1−x2,1− y2)),1− IT (x1,1− y2)) (6.10)
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en
ITT,t (NTT,t (y),NTT,t (x))= (min(IT (NT (1− y2),NT (1−x2)), IT (NT (y1),NT (x1))),
1− IT (NT (1− y2),NT (x1))).
(6.11)
Zij x1 = 0 en veronderstel dat ITT,t voldoet aan (A.3), dan volgt uit (6.10) en (6.11) dat
IT (1− x2,1− y2)= IT (NT (1− y2),NT (1− x2)), waarbij we steunen op het feit dat IT (0,a)= 1
en IT (a,1) = 1, voor alle a ∈ [0,1]. Bijgevolg voldoet IT aan (A.3). Anderzijds kan men ge-
makkelijk inzien dat, als IT voldoet aan (A.3), dan ITT,t eveneens voldoet aan (A.3). 
Stelling 6.22 [31] ITT,t voldoet aan (A.4) als en slechts als IT voldoet aan (A.4).
Bewijs. Zij y2 = 0, dan is ITT,t (x, y) = (IT (x1, y1),0). Veronderstel dat ITT,t voldoet aan
(A.4) en stel z2 = 0, dan is ITT,t (x,ITT,t (y,z)) = (IT (x1, IT (y1,z1)),0) = ITT,t (y,ITT,t (x,z)) =
(IT (y1, IT (x1,z1)),0), bijgevolg voldoet IT aan (A.4).
Veronderstel omgekeerd dat IT voldoet aan (A.4). Aangezien T aan het residu-principe
voldoet, vinden we voor alle a,b ∈ [0,1],
IT (a, IT (1− t ,b)) = sup{γ | γ ∈ [0,1] en T (a,γ)É IT (1− t ,b)}
= sup{γ | γ ∈ [0,1] en T (1− t ,T (a,γ))É b}
= sup{γ | γ ∈ [0,1] en T (T (1− t ,a),γ)É b}
= IT (T (1− t ,a),b).
Bijgevolg is, voor alle a,b ∈ [0,1],
IT (a, IT (1− t ,b))= IT (T (a,1− t ),b). (6.12)





IT (x1, IT (y1,z1)), IT (x1, IT (1− y2,1− z2)),





1− IT (T (1−x2,1− t ), IT (T (1− y2,1− t ),1− z2)),
1− IT (T (1−x2,1− t ), IT (y1,1− z2)),
1− IT (x1, IT (T (1− y2,1− t ),1− z2)),1− IT (x1, IT (y1,1− z2))
))
.
Uit een gelijkaardige berekening voor ITT,t (y,ITT,t (x,z)), het feit dat uit (6.12) volgt dat
IT (1− x2, IT (T (1− y2,1− t ),1− z2)) = IT (1− x2, IT (1− y2, IT (1− t ,1− z2))), en het feit dat
IT voldoet aan (A.4), volgt gemakkelijk dat ITT,t voldoet aan (A.4). 
Stelling 6.23 [31] ITT,t voldoet aan (A.5) als en slechts als IT voldoet aan (A.5).
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Bewijs. Zij y2 = 0, dan is x ÉL∗ y ⇔ x1 É y1, en ITT,t (x, y) = (IT (x1, y1),0), gebruik ma-
kend van het feit dat IT (a,1) = 1, voor alle a ∈ [0,1]. Dus ITT,t (x, y) = 1L∗ ⇔ IT (x1, y1) = 1.
Veronderstel dat ITT,t voldoet aan (A.5), dan vinden we dat IT (x1, y1) = 1⇔ x1 É y1, i.e. IT
voldoet aan (A.5). Veronderstel omgekeerd dat IT voldoet aan (A.5), dan ITT,t (x, y)= 1L∗ ⇔
IT (x1, y1)= 1 en IT (1−x2,1− y2)= 1, vermits IT (T (1−x2,1− t ),1− y2)Ê IT (1−x2,1− y2) en
IT (x1,1−y2)Ê IT (x1, y1). Vermits IT voldoet aan (A.5), vinden we zodoende datITT,t (x, y)=
1L∗ ⇔ x1 É y1 en x2 Ê y2. 
Als T continu is en IT voldoet aan (A.6), dan voldoet ITT,t duidelijk aan (A.6).
We geven nu een nodige en voldoende voorwaarde zodanig dat de residuele implicator
ITT,t van TT,t gelijk is aan de S-implicator gegenereerd door de duale t-conorm van TT,t en
de negator geı¨nduceerd door ITT,t .
Stelling 6.24 [31] ITT,t =IT ∗T,t ,NTT,t als en slechts als t = 1 en IT = IT ∗,NT .
Bewijs. Veronderstel dat ITT,t =IT ∗T,t ,NTT,t , en zij x ∈D en y ∈ L∗ zodanig dat y2 = 0, dan is
NTT,t (x)= (NT (1−x2),1−NT (x1)). We berekenen de eerste projectie van T ∗T,t :
pr1T
∗










max(T (1−x2,1− t ),x1)
)
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max(T (1−x2,1− t ),x1)
)
,






NT (max(1− t , y1)),NT (1−x2)
)))
.
Vermits voor x ∈D tevens geldt NTT,t (x) ∈D , bekomen we dus voor de eerste projectie van
de S-implicator IT ∗T,t ,NTT,t :











max(T (NT (x1),1− t ),NT (x1))
)






























NT (max(1− t , y1)),NT (NT (x1))
))
,
rekening houdend met het feit dat T stijgend is, NT dalend en T (x1, y1) É x1, voor alle
x1, y1 ∈ [0,1].
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Anderzijds vinden we
pr1ITT,t (x, y) =min(IT (x1, y1), IT (x1,1− y2))
= IT (x1, y1).
Zij nu x1 = 1, vermits IT de residuele implicator van T is, is IT (1, y1) = sup{γ | γ ∈ [0,1] en
T (1,γ)É y1}= y1, voor alle y1 ∈ [0,1]. Bijgevolgmoet gelden datNT (T (NT (max(1−t , y1)),1))
=NT (NT (max(1−t , y1)))= y1, voor alle y1 ∈ [0,1]. Als y1 = 0, dan bekomenweNT (NT (1−t ))
= 0. Uit NT (NT (max(1− t , y1))) = y1, voor alle y1 ∈ [0,1], volgt dat NT (NT (y1)) = y1, voor
alle y1 ∈ [1− t ,1]. Bijgevolg is NT (NT (1− t )) = 1− t . Maar uit het voorgaande weten we dat
NT (NT (1− t ))= 0, dus t = 1.
Uit de gelijkheid NT (NT (max(1− t , y1))) = y1, voor alle y1 ∈ [0,1], die we hierboven ge-
vonden hebben volgt nu dat NT (NT (y1))= y1, voor alle y1 ∈ [0,1]. Dus NT is involutief. We
hebben eveneens, vermits t = 1 :
TT,t (x, y) = (T (x1, y1),min(1−T (1− y2,x1),1−T (1−x2, y1))),
ITT,t (x, y) = (min(IT (x1, y1), IT (1−x2,1− y2)),1− IT (x1,1− y2)),
NTT,t (x) = (NT (1−x2),1−NT (x1)),
(6.13)
en NTT,t is een involutieve negator op L
∗ aangezien NT involutief is (zie Stelling 4.6).
We construeren nu de S-implicator IT ∗T,t ,NTT,t . We vinden voor x, y ∈ L∗ :
T
∗
T,t (x, y) = NTT,t (TT,t (NTT,t (x),NTT,t (y)))
= (min(NT (T (NT (y1),NT (1−x2))),NT (T (NT (x1),NT (1− y2)))),
1−NT (T (NT (1−x2),NT (1− y2)))).
(6.14)
We bekomen zo, voor x, y ∈ L∗,
IT ∗T,t ,NTT,t (x, y) = T ∗T,t (NTT,t (x), y)
= (min(NT (T (NT (y1),x1)),NT (T (1−x2,NT (1− y2)))),
1−NT (T (x1,NT (1− y2)))).
(6.15)
Zij nu y2 = 0, dan isIT ∗T,t ,NTT,t (x, y)= (min(NT (T (NT (y1),x1)),NT (T (1−x2,0))),1−NT (T (x1,
0)) = (NT (T (NT (y1),x1)),0). Anderzijds geldt dat ITT,t (x, y) = (min(IT (x1, y1), IT (1− x2,1)),
1− IT (x1,1))= (IT (x1, y1),0). Bijgevolg geldt, voor alle x1, y1 ∈ [0,1],
IT (x1, y1)=NT (T (x1,NT (y1)))= T ∗(NT (x1), y1)= IT ∗,NT (x1, y1). (6.16)
Veronderstel omgekeerd dat t = 1 en IT = IT ∗,NT . Dan is IT (x1, y1) = T ∗(NT (x1), y1) =
NT (T (NT (NT (x1)),NT (y1))), voor alle x1, y1 ∈ [0,1]. Zij x1 = 1, dan is y1 = IT (1, y1) =
NT (T (1,NT (y1)))=NT (NT (y1)), voor alle y1 ∈ [0,1], dus NT is involutief en bovendien geldt
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(6.16). Duidelijk voldoen TT,t , de residuele implicator gegenereerd door TT,t en de cor-
responderende negator NTT,t aan (6.13). De duale t-conorm van TT,t wordt gegeven door
(6.14) en de S-implicator die door deze t-conorm en door NTT,t gegenereerd wordt, wordt
gegeven door (6.15). Uit (6.16) volgt nu dat ITT,t =IT ∗T,t ,NTT,t . 
6.5 Voorbeeld : het nilpotent minimum op L∗
Beschouw als voorbeeld op het vorige onderdeel het nilpotent minimum TM0 gedefinieerd
in [40] als, voor a,b ∈ [0,1] :
TM0(a,b)=
{
min(a,b), als b >N0(a),
0, anders,
voor een willekeurige involutieve negator N0 op [0,1]. De corresponderende residuele im-
plicator en S-implicator vallen samen en zijn gelijk aan [40] :
ITM0 (a,b)=
{
1, als a É b,
max(N0(a),b), anders.
Bovendien is ITM0 (a,0) = N0(a), voor alle a ∈ [0,1], en ITM0 voldoet aan (A.2), (A.3), (A.4) en
(A.5). We hebben verder dat ITM0 = IT ∗M0 ,N0 .
We construeren nu een niet-t-representeerbare t-norm op L∗ die aan het residu-princi-
pe voldoet vertrekkend van het nilpotent minimum en gebruik makend van (6.7). We beko-
men (noteer TTM0 ,1 kort als TM0) [31] :














, als y1 ÉN0(x1)< 1− y2
en N0(y1)< 1−x2;
(0,1−min(1−x2, y1)), als 1− y2 ÉN0(x1) en N0(y1)< 1−x2;















, als y1 ÉN0(x1)< 1− y2
en N0(y1)< 1−x2;
(0,max(x2,1− y1)), als 1− y2 ÉN0(x1) en N0(y1)< 1−x2;
(0,max(y2,1−x1)), als 1−x2 ÉN0(y1) en N0(x1)< 1− y2;
0L∗ , anders.
Merk op dat uit (6.9) en het voorgaande volgt dat N0(x)=NTM0 (x)= (N0(1−x2),1−N0(x1)).
Uit Stelling 6.24 volgt dat ITM0 =IT ∗M0 ,N0 en
IT ∗M0 ,N0
(x, y) = T ∗M0(N0(x), y)



























als 1− y2 Ê x1 > y1 en y2 > x2;
(N0(min(1−x2,N0(1− y2))),0), als x1 É y1 en y2 > x2;



















als 1− y2 Ê x1 > y1 en y2 > x2;
(max(N0(1−x2),1− y2),0), als x1 É y1 en y2 > x2;
(max(N0(x1), y1),0), als x2 Ê y2 en x1 > y1;
1L∗ , anders.
Uit de resultaten in Sectie 6.4, t = 1 en IT (1−x2, IT (0,1−z2))= IT (T (1−x2,0),1−z2)= 1,
volgt datITM0 voldoet aan (A.2), (A.3), (A.4) en (A.5). Zodoende hebbenwe, gebruikmakend
van (6.7) het nilpotent minimum kunnen uitbreiden naar een t-norm op L∗ die voldoet aan
gelijkaardige eigenschappen als het nilpotent minimum.
7Uninormen op L∗
Proof is the idol before whom the pure mathematician tortures himself.
— SIR ARTHUR EDDINGTON (1882 - 1944), “The Nature of the Physical World”
Everything should be made as simple as possible, but not simpler.
— ALBERT EINSTEIN (1879 - 1955)
Webestuderen in dit hoofdstuk uninormenop L∗ gedefinieerd in Sectie 3.4 diepgaander. We
bewijzen eerst dat de structuur van een uninormmet neutraal element e in bepaalde gebie-
den nauw verbonden is met t-normen en t-conormen op L∗ als e ∈ D . We bestuderen im-
plicatoren op L∗ gegenereerd door uninormen op L∗. Tenslotte voeren we representeerbare
uninormen op L∗ in en bewijzen dat ze onder bepaalde voorwaarden t-representeerbaar
zijn.
7.1 Verband tussen uninormen op L∗ en t-normen en
t-conormen op L∗
Voor uninormen U op [0,1] geldt dat er een stijgende bijectie ϕe van [0,e] op [0,1], een
stijgende bijectieψe van [e,1] op [0,1], een t-norm TU en een t-conorm SU bestaat zodanig
dat [38]
(i) (∀(x, y) ∈ [0,e]2)(U (x, y)=ϕ−1e (TU (ϕe (x),ϕe (y))));
(ii) (∀(x, y) ∈ [e,1]2)(U (x, y)=ψ−1e (SU (ψe (x),ψe (y)))).
Om een gelijkaardige eigenschap te bekomen voor uninormen op L∗, hebben we een
stijgende bijectie Φe van L∗ op de verzameling E = {x | x ∈ L∗ en x ÉL∗ e} en een stijgende
bijectie Ψe van L∗ op de verzameling E ′ = {x | x ∈ L∗ en x ÊL∗ e} zodanig dat hun inverse
eveneens stijgend is, nodig. Uit Stelling 4.7 en Stelling 4.8 volgt dat dergelijke Φe en Ψe
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bestaan als en slechts als e ∈D . Ze worden gegeven door, voor alle x ∈ L∗,
Φe(x) = (e1x1,1−e1(1−x2)),
Ψe(x) = (e1+x1−e1x1, (1−e1)x2).


















Stelling 7.1 [33] Zij U een uninorm op L∗ met neutraal element e ∈D \ {0L∗ ,1L∗}. Dan geldt
het volgende :
(i) de (L∗)2→ L∗ afbeelding TU gedefinieerd als, voor alle x, y ∈ L∗,
TU (x, y)=Φ−1e (U (Φe(x),Φe (y)))
is een t-norm op L∗;
(ii) de (L∗)2→ L∗ afbeelding SU gedefinieerd als, voor alle x, y ∈ L∗,
SU (x, y)=Ψ−1e (U (Ψe(x),Ψe (y)))
is een t-conorm op L∗.








Figuur 7.1: De gebieden E en E ′.
Uit dit alles volgt dat de structuur van een uninorm op L∗ met neutraal element e ∈D \
{0L∗ ,1L∗} in de verzamelingen E2 en E ′2 nauw verbonden ismet t-normen en t-conormen op
L∗. Met andere woorden, met elke uninorm U op L∗ met neutraal element e ∈D \ {0L∗ ,1L∗}
correspondeert er een t-norm TU en een t-conorm SU op L∗ zodanig dat (zie Figuur 7.1) :
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(i) (∀(x, y) ∈ E2)(U (x, y)=Φe(TU (Φ−1e (x),Φ−1e (y))));
(ii) (∀(x, y) ∈ E ′2)(U (x, y)=Ψe(SU (Ψ−1e (x),Ψ−1e (y)))).
In Sectie 3.4 werd de waarde van U (0L∗ ,1L∗) reeds besproken. We tonen nu aan dat er
een restrictie is op deze waarde.
Lemma 7.2 [33] Zij U een uninorm op L∗ met neutraal element e ∈ L∗ \ {0L∗ ,1L∗}. Voor alle
x ∈ L∗ geldt dat
U (0L∗ ,1L∗)=U (U (0L∗ ,1L∗),x).
Bewijs. Zij eerst x ÉL∗ e. Dan is, aangezien U stijgend is, U (0L∗ ,x) ÉL∗ U (0L∗ ,e) = 0L∗ ,
dus U (0L∗ ,x) = 0L∗ . We bekomen dat U (0L∗ ,1L∗) = U (U (0L∗ ,x),1L∗) = U (U (0L∗ ,1L∗),x),
gebruik makend van de commutativiteit en de associativiteit van U .
Zij nu x ÊL∗ e. Dan isU (1L∗ ,x)ÊL∗ U (1L∗ ,e)= 1L∗ , dusU (1L∗ ,x)= 1L∗ . We bekomen dat
U (0L∗ ,1L∗) = U (0L∗ ,U (1L∗ ,x)) = U (U (0L∗ ,1L∗),x), gebruik makend van de associativiteit
van U .
Zij x1 < e1 en x2 < e2. Dan (x1,e2) <L∗ x <L∗ (e1,x2). Aangezien U stijgend is, beko-
menweU (U (0L∗ ,1L∗), (x1,e2))ÉL∗ U (U (0L∗ ,1L∗),x)ÉL∗ U (U (0L∗ ,1L∗), (e1,x2)). Aangezien
(x1,e2)ÉL∗ e en (e1,x2)ÊL∗ e, volgt uit het voorgaande dat U (U (0L∗ ,1L∗),x)=U (0L∗ ,1L∗).
Zij tenslotte x1 > e1 en x2 > e2. Dan is (e1,x2)<L∗ x <L∗ (x1,e2). Analoog als in het vorige
geval vinden we dat U (U (0L∗ ,1L∗),x)=U (0L∗ ,1L∗). 
Stelling 7.3 [33] Zij U een uninorm op L∗ met neutraal element e ∈ L∗ \ {0L∗ ,1L∗}. Dan is
ofwel U (0L∗ ,1L∗)= 0L∗ ofwel U (0L∗ ,1L∗)= 1L∗ ofwel U (0L∗ ,1L∗)‖L∗e.
Bewijs. Veronderstel dat U (0L∗ ,1L∗)6 ‖L∗e. Dan is ofwel U (0L∗ ,1L∗) ÉL∗ e ofwel U (0L∗ ,1L∗)
ÊL∗ e. AlsU (0L∗ ,1L∗) ∈ E , dan isU (0L∗ ,1L∗)=U (U (0L∗ ,1L∗),0L∗)= 0L∗ , wegens Lemma 7.2.
AlsU (0L∗ ,1L∗) ∈ E ′, dan hebbenweU (0L∗ ,1L∗)=U (U (0L∗ ,1L∗),1L∗)= 1L∗ , gebruikmakend
van Lemma 7.2. 
Merk op dat als U (D,D) ⊆ D wordt verondersteld, dan moet U (0L∗ ,1L∗) een element
zijn van D . Dus enkel U (0L∗ ,1L∗) = 0L∗ en U (0L∗ ,1L∗) = 1L∗ zijn mogelijk. Bijgevolg is een
uninorm op L∗ die voldoet aan U (D,D)⊆D steeds conjunctief of disjunctief. In Sectie 3.4
hebben we een voorbeeld gegeven van een uninorm die noch conjunctief noch disjunctief
is.
7.2 Implicatoren geı¨nduceerd door uninormen op L∗
Op analoge wijze als voor t-normen op L∗, beschouwen we nu de residuele operator IU
voor uninormen U op L∗.
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Stelling 7.4 [33] Zij U een uninorm op L∗ met neutraal element e ∈ L∗ \ {0L∗ ,1L∗}. Zij Ω =
{ω |ω ∈ L∗ en ω2 > 0}. De (L∗)2→ L∗ afbeelding IU gedefinieerd als, voor alle x, y ∈ L∗,
IU (x, y)= sup{γ | γ ∈ L∗ en U (x,γ)ÉL∗ y}
is een implicator op L∗ als en slechts als
(∀z ∈Ω)(U (0L∗ ,z)= 0L∗).
Bewijs. Het is duidelijk dat de eerste partie¨le afbeelding van IU dalend is, en de tweede
partie¨le afbeelding stijgend, vermits U stijgend is. We hebben tevens dat IU (0L∗ ,1L∗) =
IU (1L∗ ,1L∗)= 1L∗ . Aangezien U (1L∗ ,γ)ÊL∗ U (e,γ)= γ>L∗ 0L∗ van zodra γ 6= 0L∗ , bekomen
we dat IU (1L∗ ,0L∗)= 0L∗ .
Ten slotte is IU (0L∗ ,0L∗) = sup{γ | γ ∈ L∗ en U (0L∗ ,γ) = 0L∗} = 1L∗ als en slechts als
Ω⊆ {γ | γ ∈ L∗ en U (0L∗ ,γ)= 0L∗}. Inderdaad, veronderstel datΩ 6⊆ {γ | γ ∈ L∗ en U (0L∗ ,γ)=
0L∗}. Dan zou er een x ∈ D \ {1L∗} bestaan zodanig dat U (0L∗ ,x) >L∗ 0L∗ , vermits U stij-
gend is. Aangezien U stijgend is, volgt hieruit dat U (0L∗ , y) >L∗ 0L∗ , voor alle y ÊL∗ x. Zo-
doende is sup{γ | γ ∈ L∗ en U (0L∗ ,γ) = 0L∗} ÉL∗ (x1,0) <L∗ 1L∗ . Anderzijds, als Ω ⊆ {γ | γ ∈
L∗ en U (0L∗ ,γ)= 0L∗}, dan bekomen we, wegens supΩ= 1L∗ , dat IU (0L∗ ,0L∗)= 1L∗ . 
Gevolg 7.5 [33] Zij U een uninorm op L∗ met neutraal element e ∈ L∗ \ {0L∗ ,1L∗}. Als
U (0L∗ ,1L∗)= 0L∗ , dan is IU een implicator op L∗.
Stelling 7.6 [33] ZijU een uninorm op L∗met neutraal element e ∈ L∗ \{0L∗ ,1L∗}. Dan geldt
voor alle x ∈ L∗ dat IU (e,x)= x.
Bewijs. Zij x ∈ L∗. Dan is IU (e,x)= sup{γ | γ ∈ L∗ en U (e,γ)= γÉL∗ x}= x. 
Stelling 7.7 [33] Zij U een uninorm op L∗ met neutraal element e ∈ L∗ \ {0L∗ ,1L∗}. Als IU
contrapositief is t.o.v. een negator N op L∗ die voldoet aan N (e) = e, dan is N = NIU ,
waarbij NIU de negator voorstelt geı¨nduceerd door IU gedefinieerd als, NIU (x)=IU (x,e),
voor alle x ∈ L∗. Bovendien is NIU involutief.
Bewijs. We bekomen achtereenvolgens, gebruik makend van Stelling 7.6 en het feit dat IU
contrapositief is t.o.v. N , voor x ∈ L∗,
NIU (x) = IU (x,e)
= IU (N (e),N (x))
= IU (e,N (x))
= N (x).
7.3. REPRESENTEERBARE UNINORMEN OP L∗ 119
Anderzijds bekomen we, voor x ∈ L∗,
x = IU (e,x)
= IU (NIU (x),e)
= IU (e,NIU (NIU (x)))
= NIU (NIU (x)),
waarbij we gebruik gemaakt hebben van het feit dat NIU (e) = sup{γ | γ ∈ L∗ en U (e,γ) =
γÉL∗ e}= e. 
Stelling 7.8 [33] Zij U een uninorm op L∗. Dan is de (L∗)2→ L∗ afbeelding IU ,N gedefini-
eerd als, voor x, y ∈ L∗,
IU ,N (x, y)=U (N (x), y)
een implicator op L∗ als en slechts als U disjunctief is.
Bewijs. Aangezien U stijgend is en N dalend, is de eerste partie¨le afbeelding van
IU ,N dalend en de tweede stijgend. We bekomen IU ,N (0L∗ ,1L∗) = U (1L∗ ,1L∗) = 1L∗ en
IU ,N (1L∗ ,0L∗) =U (0L∗ ,0L∗) = 0L∗ . Bovendien hebben we dat IU ,N (0L∗ ,0L∗) =IU ,N (1L∗ ,
1L∗) =U (0L∗ ,1L∗). Bijgevolg is IU ,N een implicator op L∗ als en slechts als U (0L∗ ,1L∗) =
1L∗ . 
7.3 Representeerbare uninormen op L∗
Fodor et al. [38] en later De Baets en Fodor [17, 37] bestudeerden representeerbare uninor-
men, i.e. uninormen die een representatie hebben in termen van functies van één variabele.
Ze bewezen dat een uninorm U representeerbaar is als en slechts als U strikt stijgend en
continu is in ]0,1[2 en zelf-duaal is t.o.v. een involutieve negator die het neutraal element
vanU als vast punt heeft.
Voor uninormen op L∗ introduceren we ook de notie van representeerbaarheid, maar
we zullen de hierboven vermelde nodige en voldoende voorwaarde gebruiken om ze te ka-
rakteriseren.
Definitie 7.1 [33] Een uninormU op L∗met neutraal element e ∈ L∗\{0L∗ ,1L∗}wordt repre-
senteerbaar genoemd als en slechts als
(i) U is strikt stijgend en continu in
(
L∗ \ {0L∗ ,1L∗}
)2
;
(ii) er bestaat een involutieve negator N op L∗ met vast punt e, i.e. N (e)= e, zodanig dat
(∀(x, y) ∈ (L∗)2 \ {(0L∗ ,1L∗), (1L∗ ,0L∗)})(U (x, y)=N (U (N (x),N (y)))).
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Voortaan zullen we de involutieve negator corresponderend met U zoals vermeld in
Definitie 7.1 noteren als NU . Merk op dat, aangezien NU involutief is en wegens Stelling
4.6, er een involutieve negatorN op [0,1] bestaat zodanig datNU (x)= (N (1−x2),1−N (x1)),
voor alle x ∈ L∗.
Stelling 7.9 [33] Zij U een representeerbare uninorm op L∗. Dan is U conjunctief of dis-
junctief.
Bewijs. Zij α =U (0L∗ ,1L∗) en veronderstel dat α‖L∗e. Wegens Lemma 7.2 is U (x,α) = α,
voor alle x ∈ L∗. Echter, aangezienU strikt stijgend is in (L∗\{0L∗ ,1L∗})2 enα ∈ L∗\{0L∗ ,1L∗},
bekomen we dat als 0L∗ <L∗ x <L∗ y <L∗ 1L∗ , dan U (x,α) <L∗ U (y,α), wat een contradictie
is. Bijgevolg is ofwel U (0L∗ ,1L∗)= 0L∗ ofwel U (0L∗ ,1L∗)= 1L∗ . 
Stelling 7.10 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ D \
{0L∗ ,1L∗}. ZijU de [0,1]2→ [0,1] afbeelding gedefinieerd als, voor alle x1, y1 ∈ [0,1],
U (x1, y1)= pr1U ((x1,1−x1), (y1,1− y1)).
Dan is, voor alle (x1, y1) ∈ [0,1]2 \ {(0,1), (1,0)},
pr2U ((x1,1−x1), (y1,1− y1))= 1−N (U (N (x1),N (y1))),
waarbij N de negator op [0,1] is die correspondeert met NU (zie Stelling 4.6). Bovendien isU
een representeerbare uninorm op [0,1] t.o.v. N als en slechts als U (D,D)⊆D.
Bewijs. Aangezien NU involutief is, hebben we dat NU (z)= (N (1− z2),1−N (z1)), voor alle
z ∈ L∗, en NU (D) = D , wegens Stelling 4.6 en Lemma 4.5. Vermits U representeerbaar is,
bekomen we
pr2U ((x1,1−x1), (y1,1− y1)) = 1−N (pr1U (NU (x1,1−x1),NU (y1,1− y1)))
= 1−N (U (pr1NU (x1,1−x1),pr1NU (y1,1− y1)))
= 1−N (U (N (x1),N (y1))),
voor alle (x1, y1) ∈ [0,1]2 \ {(0,1), (1,0)}.
Vermits U commutatief en strikt stijgend is, isU commutatief en strikt stijgend. Aange-
zien e ∈D , hebben we datU (e1,x1)= pr1U ((e1,1− e1), (x1,1− x1))= x1, voor alle x1 ∈ [0,1].
Vermits U continu is in
(
L∗ \ {0L∗ ,1L∗}
)2, isU continu in ]0,1[2.
Veronderstel nu dat U (D,D)⊆D . Dan is, voor alle x1, y1,z1 ∈ [0,1],
U (x1,U (y1,z1)) = pr1U ((x1,1−x1), (U (y1,z1),1−U (y1,z1)))
= pr1U ((x1,1−x1), (pr1U ((y1,1− y1), (z1,1− z1)),
1−pr1U ((y1,1− y1), (z1,1− z1))))
= pr1U ((x1,1−x1),U ((y1,1− y1), (z1,1− z1)))
= pr1U (U ((x1,1−x1), (y1,1− y1)), (z1,1− z1))
=U (U (x1, y1),z1).
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Hieruit volgt datU een uninorm is. Bovendien volgt uitU (D,D)⊆D en de uitdrukking voor
pr2U ((x1,1− x1), (y1,1− y1)) datU (x1, y1) = N (U (N (x1),N (y1))), voor alle (x1, y1) ∈ [0,1]2 \
{(0,1), (1,0)}.
Veronderstel, om het omgekeerde te bewijzen, datU een representeerbare uninorm is
t.o.v. N . Dan volgt uitU (x1, y1)=N (U (N (x1),N (y1))), voor alle (x1, y1) ∈ [0,1]2 \ {(0,1), (1,0)}
en de hierboven vermelde uitdrukking voor pr2U ((x1,1−x1), (y1,1− y1)), dat U ((x1,1−x1),
(y1,1−y1)) ∈D , voor alle (x1, y1) ∈ [0,1]2\{(0,1), (1,0)}. AangezienU (0L∗ ,0L∗)= 0L∗ enU (1L∗ ,
1L∗) = 1L∗ voor elke uninorm op L∗, en vermits uit Stelling 7.9 volgt dat U (0L∗ ,1L∗) ∈ D ,
bekomen we dat U (x, y) ∈D , voor alle x, y ∈D . 
Wehebben voor een representeerbare uninormU op [0,1]met neutraal element e ∈ ]0,1[
en zijn corresponderende negator NU op [0,1], datU (x,NU (x)) = e, voor alle x ∈ [0,1] (zie
[17, 37]). Voor uninormen op L∗ hebben we een zwakker resultaat. We voeren eerst de
volgende verzameling in : FN = {x | x ∈ L∗ en N (x)= x}, voor elke negator N op L∗.
Lemma 7.11 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ L∗ \
{0L∗ ,1L∗}. Dan U (x,NU (x)) ∈ FNU , voor alle x ∈ L∗ \ {0L∗ ,1L∗}.
Bewijs. Voor x ∈ L∗\{0L∗ ,1L∗} bekomenwedatU (x,NU (x))=NU (U (NU (x),NU (NU (x))))
=NU (U (x,NU (x))). 
7.4 Een representatie voor representeerbare uninor-
men op L∗
Representeerbare uninormen op [0,1] zijn linkscontinu in ]0,1[2. In intuı¨tionistische vaag-
verzamelingenleer echter is linkscontinuı¨teit eerder een zwakke voorwaarde. We zullen
linkscontinuı¨teit dus vervangen door een andere voorwaarde die equivalent is met links-
continuı¨teit in de vaagverzamelingenleer, maar strenger in de intuı¨tionistische vaagverza-
melingenleer. In de vaagverzamelingenleer hebben we de volgende eigenschap.
Stelling 7.12 [33] Een uninormU is linkscontinu in ]0,1[2 als en slechts als
(∀x ∈ ]0,1[)(∀Z |∅⊂ Z ⊆ [0,1[)(supZ < 1⇒ sup
z∈Z
U (x,z)=U (x, supZ )). (7.1)
Bewijs. Aangezien sup
z∈Z
U (x,z)ÉU (x, supZ ), voor alle x ∈ [0,1] en voor alle niet-ledige deel-
verzamelingen Z van [0,1], vermits U stijgend is, moeten we enkel bewijzen dat de links-
continuı¨teit vanU in ]0,1[2 equivalent is met de omgekeerde ongelijkheid.
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Veronderstel eerst datU linkscontinu is in ]0,1[2 en zij willekeurig x ∈ ]0,1[,∅⊂ Z ⊆ [0,1[
zodanig dat z = supZ < 1. Als z ∈ Z , dan is duidelijkerwijs sup
y∈Z
U (x, y)=U (x,z), aangezien
U stijgend is. Als z 6∈ Z , dan, vermitsU (x, .) linkscontinu is in z (∈ [0,1]),
(∀ε> 0)(∃δ> 0)(∀y ∈ [0,z[)(
∣∣y − z∣∣< δ⇒ ∣∣U (x, y)−U (x,z)∣∣< ε).
Aangezien U stijgend is, hebben we dat U (x, y) ÉU (x,z), voor alle y ∈ Z . Vermits z =
supZ , bestaat er voor elke δ> 0 een y ∈ Z zodanig dat
∣∣y − z∣∣< δ. Dus, voor alle ε> 0 bestaat
er een y ∈ Z ⊆ [0,z[ zodanig dat
∣∣U (x, y)−U (x,z)∣∣< ε. Bijgevolg is sup
y∈Z
U (x, y)=U (x,z).
Omgekeerd, veronderstel dat (7.1) geldt en zij willekeurig x,z ∈ ]0,1[ en Z = [0,z[. Zij
willekeurig ε > 0, dan volgt uit sup
y∈Z
U (x, y) =U (x,z) dat er een y ′ ∈ Z bestaat zodanig dat∣∣U (x, y ′)−U (x,z)∣∣< ε. Zij δ= z−y ′, dan geldt, vermitsU stijgend is, dat ∣∣U (x, y)−U (x,z)∣∣<
ε, voor alle y ∈ Z waarvoor y > z−δ. Bijgevolg bekomen we
(∀ε> 0)(∃δ> 0)(∀y ∈ Z )(
∣∣y − z∣∣< δ⇒ ∣∣U (x, y)−U (x,z)∣∣< ε).
Dus isU (x, .) linkscontinu in z. 
Rekening houdend met de vorige stelling, zullen we voor uninormen op L∗ veronder-
stellen dat aan de volgende eigenschap voldaan is :(
∀x ∈ L∗ \ {0L∗ ,1L∗}
)(
∀Z |∅⊂ Z ⊆ L∗
)(
supZ <L∗ 1L∗ ⇒ sup
z∈Z
U (x,z)=U (x, supZ )). (7.2)
Lemma 7.13 [33] ZijU een representeerbare uninorm op L∗ die voldoet aan (7.2), dan geldt,(
∀x ∈ L∗ \ {0L∗ ,1L∗}
)(
∀Z |∅⊂ Z ⊆ L∗
)(
infZ >L∗ 0L∗ ⇒ inf
z∈Z
U (x,z)=U (x, infZ )).
Bewijs. Zij x ∈ L∗ \ {0L∗ ,1L∗} en Z een niet-ledige deelverzameling van L∗ waarvoor infZ 6=
0L∗ . Definieer Z ′ = {z ′ |NU (z ′) ∈ Z }. Dan is, aangezienNU involutief is, z ∈ Z ⇔NU (z) ∈ Z ′
en supZ ′ 6= 1L∗ . We bekomen achtereenvolgens :
inf
z∈Z
U (x,z) = inf
z∈Z
NU (U (NU (x),NU (z)))
= NU (sup
z∈Z
U (NU (x),NU (z)))
= NU ( sup
NU (z)∈Z ′
U (NU (x),NU (z)))
= NU (U (NU (x), sup
NU (z)∈Z ′
NU (z)))
= NU (U (NU (x),sup
z∈Z
NU (z)))
= NU (U (NU (x),NU ( inf
z∈Z
z)))
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Lemma 7.14 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ L∗ \
{0L∗ ,1L∗} die voldoet aan (7.2). Dan geldt, voor alle x, y ∈ L∗ waarvoor x, y ÉL∗ e :
pr1U (x, y)= pr1U ((x1,1−x1), (y1,1− y1)),
en, voor alle x, y ∈ L∗ waarvoor x, y ÊL∗ e :
pr2U (x, y)= pr2U ((1−x2,x2), (1− y2, y2)).
Bewijs. Zij x, y ∈ L∗ zodanig dat 0L∗ <L∗ x ÉL∗ e en 0L∗ <L∗ y ÉL∗ e, dan hebben we dat
pr1U (x, (0, y2))É pr1U (x, (0,e2))É pr1U (e, (0,e2))= 0. Dus is, wegens (7.2),
pr1U (x, y) =max(pr1U (x, (0, y2)),pr1U (x, (y1,1− y1)))
= pr1U (x, (y1,1− y1))
Als y1 = 0, dan is, aangezien x ÉL∗ e, pr1U (x, (y1,1−y1))= pr1U (x,0L∗)= pr1U (e,0L∗)= 0=
pr1U ((x1,1−x1),0L∗). Als y1 > 0, dan
pr1U (x, y) = pr1U (x, (y1,1− y1))
=max(pr1U ((0,x2), (y1,1− y1)),pr1U ((x1,1−x1), (y1,1− y1)))
= pr1U ((x1,1−x1), (y1,1− y1)).
Als x = 0L∗ en y ÉL∗ e (het geval y = 0L∗ en x ÉL∗ e is analoog), dan geldt eveneens
(y1,1− y1) ÉL∗ e en dus is pr1U (x, y) = pr1U (0L∗ , y) É pr1U (0L∗ ,e) = 0 = pr1U (0L∗ , (y1,
1− y1))= pr1U ((x1,1−x1), (y1,1− y1)).
Voor alle x, y ∈ L∗ waarvoor 1L∗ >L∗ x ÊL∗ e en 1L∗ >L∗ y ÊL∗ e, hebbenwe datNU (x)ÉL∗
e en NU (y)ÉL∗ e. Dus bekomen we :
pr2U (x, y) = 1−N (pr1U (NU (x),NU (y)))
= 1−N (pr1U ((N (1−x2),1−N (1−x2)), (N (1− y2),1−N (1− y2))))
= 1−N (U (N (1−x2),N (1− y2)))
= pr2U ((1−x2,x2), (1− y2, y2)),
waarbij N de negator op [0,1] is corresponderend met de involutieve negator NU (zie Stel-
ling 4.6) enU de afbeelding gedefinieerd in Stelling 7.10.
Als x = 1L∗ en y ÊL∗ e (het geval y = 1L∗ en x ÊL∗ e is analoog), dan is ook (1−y2, y2)ÊL∗ e
en dus pr1U (x, y)= pr1U (1L∗ , y)Ê pr1U (1L∗ ,e)= 1= pr1U (1L∗ , (1−y2, y2))= pr1U ((1−x2,
x2), (1− y2, y2)). 
Lemma 7.15 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ L∗ \
{0L∗ ,1L∗}, enU de afbeelding gedefinieerd in Stelling 7.10. AlsU (e1,1−e2)= 1−e2, dan e ∈D.
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Bewijs. Merk eerst op dat uit NU (e) = e volgt dat N (1− e2) = e1. Wegens Stelling 7.10
is pr2U ((e1,1− e1), (x1,1− x1))= 1−N (U (N (e1),N (x1)))= 1−N (U (1− e2,N (x1))), voor alle
x1 ∈ ]0,1[. Vermits U ((e1,1− e1), (x1,1− x1)) ∈ L∗, bekomen we 1−N (U (1− e2,N (x1))) É
1−U (e1,x1), voor alle x1 ∈ ]0,1[. Zij x1 = 1−e2, dan is 1−N (U (1−e2,N (1−e2)))É 1−(1−e2),
dusU (1−e2,e1)ÉN (1−e2)= e1. Bijgevolg is 1−e2 = e1. 
Lemma 7.16 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ L∗ \
{0L∗ ,1L∗} die voldoet aan (7.2). Als U (D,D)⊆D, dan e ∈D.
Bewijs. We weten dat pr2U ((1− e2,e2),e) = pr2U ((1− e2,e2), (1− e2,e2)), wegens Lem-
ma 7.14. Veronderstel dat e 6∈ D . Vermits U strikt stijgend is in (L∗ \ {0L∗ ,1L∗})2, beko-
men we dat 1− e2 = pr1U ((1− e2,e2),e) < pr1U ((1− e2,e2), (1− e2,e2)). Veronderstel nu
dat pr1U ((1− e2,e2), (e1,1− e1)) < pr1U ((1− e2,e2),e) = 1− e2. Aangezien U continu is in(
L∗ \ {0L∗ ,1L∗}
)2, bestaat er een z1 ∈ ]e1,1− e2] zodanig dat pr1U ((1− e2,e2), (z1,1− z1)) =
1− e2. Maar dan volgt uit (7.2) dat pr1U ((1− e2,e2), (z1,e2)) = max(pr1U ((1− e2,e2),e),
pr1U ((1− e2,e2), (z1,1− z1))) = 1− e2. Vermits (z1,e2) >L∗ e, hebben we dat pr2U ((1− e2,
e2), (z1,e2))= pr2U ((1−e2,e2), (1−e2,e2))= pr2U ((1−e2,e2),e), wat een contradictie is aan-
gezienU strikt stijgend is in
(
L∗\{0L∗ ,1L∗}
)2. Bijgevolg isU (1−e2,e1)= pr1U ((1−e2,e2), (e1,
1−e1))= 1−e2. Uit Lemma 7.15 volgt nu dat e ∈D . 
Lemma 7.17 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ L∗ \
{0L∗ ,1L∗} die voldoet aan (7.2) en U (D,D)⊆D. Dan geldt, voor alle x ∈D \ {0L∗ ,1L∗} en voor
alle y ∈ L∗,
pr1U (x, y) = pr1U (x, (y1,1− y1));
pr2U (x, y) = pr2U (x, (1− y2, y2)).
Bewijs. We weten dat e ∈ D , wegens Lemma 7.16. Zij x ∈ D zodanig dat 0L∗ 6= x ÉL∗ e.
Wegens Lemma 7.14 is, voor alle y ∈ L∗ waarvoor y ÉL∗ e, pr1U (x, y)= pr1U (x, (y1,1− y1)).
Zij nu y ∈ L∗ zodanig dat y 6ÉL∗ e en y 6= 1L∗ (zie Figuur 7.2(a)). Uit (7.2) volgt dat
pr1U (x, y) =max(pr1U (x, (0, y2)), pr1U (x, (y1,1− y1))). Zij eerst y1 > 0. Veronderstel dat
pr1U (x, y) = pr1U (x, (0, y2)) > pr1U (x, (y1,1− y1)). Zij y ′1 = min(e1, y1). Dan is pr1U (x,
(y ′1, y2))= pr1U (x, y)= pr1U (x, (0, y2)) aangezien U stijgend is, en dus is pr1U (x, (0, y2))Ê
pr1U (x, (y
′
1,1−y ′1)) aangezien pr1U (x, (y ′1, y2))=max(pr1U (x, (0, y2)),pr1U (x, (y ′1,1−y ′1))).
Uit Lemma 7.13 volgt dat pr1U (x, (0,1− y ′1)) =min(pr1U (x, (0, y2)),pr1U (x, (y ′1,1− y ′1))) =
pr1U (x, (y
′
1,1− y ′1)). Vermits (0,1− y ′1) ÉL∗ e wegens 1− y ′1 Ê 1− e1 Ê e2, hebben we dat
pr1U (x, (0,1− y ′1)) = pr1U (x,0L∗), wegens Lemma 7.14. Bijgevolg is pr1U (x, (y ′1,1− y ′1)) =
pr1U (x,0L∗). Vermits U (D,D)⊆D , bekomen we U (x, (y ′1,1− y ′1))=U (x,0L∗), wat een con-
tradictie is, aangezien U strikt stijgend is in (L∗ \ {0L∗ ,1L∗})2. Bijgevolg geldt voor alle y ∈ L∗
waarvoor y1 > 0, dat pr1U (x, y)= pr1U (x, (y1,1− y1)).










(a) Het geval 0L∗ 6= x ÉL∗ e, y 6ÉL∗ e, y 6= 1L∗








(y ′1,1− y ′1)
(y ′1, y2)
(b) Het geval e <L∗ x 6= 1L∗ , y1 > 0 en y2 > 0.
Figuur 7.2: Bewijs van Lemma 7.17 : op de vetgedrukte lijnen is pr1U (x, y) constant.
Als y1 = 0, dan geldt dat pr1U (x, (0, y2)) = lim
z1→0
pr1U (x, (z1, y2)) = lim
z1→0
pr1U (x, (z1,
1 − z1)) = lim
z1→0
pr1U (x, (z1,e2)) = pr1U (x, (0,e2)). Uit x ÉL∗ e, (0,e2) ÉL∗ e en Lemma
7.14 volgt dat pr1U (x, (0,e2)) = pr1U (x,0L∗). Bijgevolg is voor alle y ∈ L∗, pr1U (x, y) =
pr1U (x, (y1,1− y1)).
Zij nu x = (x1,1−x1) ∈D zodanig dat 1L∗ 6= x >L∗ e. Dan isNU (x)= (N (x1),1−N (x1)) ∈D
en 0L∗ 6=NU (x)<L∗ e. We bekomen, voor alle y ∈ L∗ \ {0L∗ ,1L∗},
pr2U (x, y) = 1−N (pr1U (NU (x),NU (y)))
= 1−N (pr1U (NU (x), (N (1− y2),1−N (1− y2))))
= 1−N (U (N (x1),N (1− y2)))
= pr2U (x, (1− y2, y2)),
gebruik makend van Stelling 7.10. Om de andere ongelijkheid te bewijzen, veronderstellen
we dat er een y ∈ L∗ bestaat zodanig dat y1 > 0, y2 > 0 en pr1U (x, y)> pr1U (x, (y1,1− y1))
(zie Figuur 7.2(b)). Dan, vermits U stijgend is en dus pr1U (x, y) É pr1U (x, (1− y2, y2)) en
vermits U continu is in
(
L∗ \ {0L∗ ,1L∗}
)2, bestaat er een y ′1 ∈ ]y1,1− y2] zodanig dat pr1U (x,
(y ′1,1− y ′1)) = pr1U (x, y). Vermits U voldoet aan (7.2), volgt hieruit dat pr1U (x, (y ′1, y2)) =
max(pr1U (x, y), pr1U (x, (y
′
1,1− y ′1)))= pr1U (x, y). Maar wegens het voorgaande weten we
dat pr2U (x, y)= pr2U (x, (1− y2, y2))= pr2U (x, (y ′1, y2)), dus is U (x, y)=U (x, (y ′1, y2)), wat
een contradictie is aangezien U strikt stijgend is in
(
L∗ \ {0L∗ , 1L∗}
)2.
Zij nu y1 > 0, y2 = 0 en dus, wegens y 6= 1L∗ , y1 < 1. Vermits voor alle y ′2 > 0 geldt dat
pr1U (x, (y1, y
′
2)) = pr1U (x, (y1,1− y1)) en vermits U continu is in
(
L∗ \ {0L∗ ,1L∗}
)2, beko-
menwe pr1U (x, y)= lim
y ′2→y2
pr1U (x, (y1, y
′
2))= pr1U (x, (y1,1−y1)). Bijgevolg is pr1U (x, y)=
pr1U (x, (y1,1− y1)), voor alle x ∈D zodanig dat 1L∗ 6= x ÊL∗ e en voor alle y ∈ L∗ waarvoor
y1 > 0. Dus pr1U (x, y)= pr1U (x, (y1,1− y1)), voor alle x ∈D \ {0L∗ ,1L∗} en y ∈ L∗ waarvoor
y1 > 0.
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Zij nu y1 = 0. Dan geldt pr1U (x, (0, y2)) = lim
z1→0
U (x, (z1, y2)) = lim
z1→0
U (x, (z1,1− z1)) =
lim
z1→0
U (x1,z1). Uit Stelling 7.10 volgt dat U representeerbaar is, i.e. er bestaat een strikt
stijgende continue [0,1]→ R afbeelding h met h(0) = −∞, h(e) = 0 en h(1) = +∞ zodanig
dat [17, 37]
U (x1,z1)= h−1(h(x1)+h(z1)), ∀(x1,z1) ∈ [0,1]2 \ {(0,1), (1,0)}.
Bijgevolg is lim
z1→0
U (x1,z1)= 0 en dus pr1U (x, (0, y2))= 0. Aangezien U stijgend is, bekomen
we pr1U (x, (0, y2))= pr1U (x,0L∗)= 0, voor alle y2 ∈ [0,1].
Analoog als hierboven vinden we nu, voor alle x ∈D \ {0L∗ ,1L∗}, y ∈ L∗, dat
pr2U (x, y)= 1−N (U (N (x1),N (1− y2)))= pr2U (x, (1− y2, y2)).

Stelling 7.18 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ L∗ \
{0L∗ ,1L∗} die voldoet aan (7.2) en U (D,D)⊆D. Dan is, voor alle (x, y) ∈
(
L∗ \ {0L∗ ,1L∗}
)2
,
U (x, y)= (U (x1, y1),1−U (1−x2,1− y2)),
waarbij U de [0,1]2 → [0,1] afbeelding is gedefinieerd als U (x1, y1) = pr1U ((x1,1 − x1),
(y1,1− y1)), voor alle x1, y1 ∈ [0,1].
Bewijs. Zij x, y ∈ L∗ \ {0L∗ ,1L∗}. Vermits U voldoet aan (7.2), hebben we dat pr1U (x, y) =
max(pr1U (x, (0, y2)),pr1U (x, (y1,1− y1))), aangezien y = sup((0, y2), (y1,1− y1)). Analoog
bekomen we dat pr1U (x, (0, y2)) = max(pr1U ((0,x2), (0, y2)), pr1U ((x1,1− x1), (0, y2))) en
pr1U (x, (y1,1− y1))=max(pr1U ((0,x2), (y1,1− y1)),pr1U ((x1,1−x1), (y1,1− y1))).
Uit Lemma 7.17 volgt dat pr1U ((x1,1− x1), (0, y2)) = pr1U ((x1,1− x1), (0,1)) =U (x1,0).
Uit Stelling 7.10 volgt datU representeerbaar is, i.e. er bestaat een strikt stijgende continue
[0,1]→R afbeelding h met h(0)=−∞, h(e)= 0 en h(1)=+∞ zodanig dat [17, 37]
U (x1, y1)= h−1(h(x1)+h(y1)), ∀(x1, y1) ∈ [0,1]2 \ {(0,1), (1,0)}.
Bijgevolg geldt voor alle x1 ∈ [0,1[, dat U (x1,0) = 0. Dus voor alle x, y ∈ L∗ \ {0L∗ ,1L∗}, is
pr1U ((x1,1− x1), (0, y2))= 0, en dus pr1U ((0,x2), (0, y2))É pr1U ((1− x2,x2), (0, y2))= 0. Bij-
gevolg bekomen we, voor alle x, y ∈ L∗ \ {0L∗ ,1L∗},
pr1U (x, y)= pr1U ((x1,1−x1), (y1,1− y1))=U (x1, y1).
Vermits U representeerbaar is, bekomen we, voor x, y ∈ L∗ \ {0L∗ ,1L∗},
pr2U (x, y) = pr1NU (U (NU (x),NU (y)))
= 1−N (pr1U (NU (x),NU (y)))
= 1−N (U (N (1−x2),N (1− y2))).
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Uit Stelling 7.10 volgt datU (x1, y1)=N (U (N (x1),N (y1))), voor alle (x1, y1) ∈ [0,1]2\{(0,1),
(1,0)}. Bijgevolg bekomen we, voor x, y ∈ L∗ \ {0L∗ ,1L∗},
U (x, y)= (U (x1, y1),1−U (1−x2,1− y2)).

Gevolg 7.19 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ L∗ \
{0L∗ ,1L∗} die voldoet aan (7.2) en U (D,D)⊆D. Dan,
U (0L∗ , y)= 0L∗ ,
voor alle y ∈ L∗ waarvoor y2 > 0, en
U (1L∗ , y)= 1L∗ ,
voor alle y ∈ L∗ waarvoor y1 > 0.
Bewijs. Zij y ∈ L∗ \ {0L∗} waarvoor y2 > 0. Vermits U stijgend is, is U (0L∗ , y) ÉL∗ U (x, y),
voor alle x ∈D \{0L∗ ,1L∗}. Bijgevolg is pr2U (0L∗ , y)Ê 1−U (1−x2,1− y2), voor alle x2 ∈ ]0,1[.
Aangezien y2 > 0 en x2 > 0, hebben we dat U (1− x2,1− y2) = h−1(h(1− x2)+ h(1− y2)).
Vermits lim
x2→1
h−1(h(1− x2)+h(1− y2)) = 0 en dus lim
x2→1
1−U (1− x2,1− y2) = 1, bekomen we
dat pr2U (0L∗ , y)= 1. Bijgevolg is U (0L∗ , y)= 0L∗ , voor alle y ∈ L∗ waarvoor y2 > 0.
Aangezien U representeerbaar is, volgt uit het voorgaande dat U (1L∗ , y) =NU (U (0L∗ ,
NU (y)))=NU (0L∗)= 1L∗ , voor alle y ∈ L∗ waarvoor y1 > 0. 
We onderzoeken nu of de residuele implicator geı¨nduceerd door U contrapositief is
t.o.v. een willekeurige negator N op L∗.
Gevolg 7.20 [33] Zij U een representeerbare uninorm op L∗ met neutraal element e ∈ L∗ \
{0L∗ ,1L∗} die voldoet aan (7.2) en U (D,D) ⊆ D. Dan is de residuele implicator IU geı¨ndu-
ceerd door U niet contrapositief t.o.v. een willekeurige involutieve negator N op L∗.
Bewijs. Zij x, y,z ∈ L∗ waarvoor x1 > 0, x2 > 0, z2 > 0 en x ÉL∗ z. Dan is U (x,0L∗) ÉL∗
U (x,e) ÉL∗ z. Uit Gevolg 7.19 volgt dat U (x,1L∗) = 1L∗ >L∗ z. Zodoende bekomen we ach-
tereenvolgens, voor y 6∈ {0L∗ ,1L∗} :
U (x, y)ÉL∗ z ⇔U (x1, y1)É z1 en 1−U (1−x2,1− y2)Ê z2
⇔U (x1, y1)É z1 enU (1−x2,1− y2)É 1− z2
⇔ y1 É IU (x1,z1) en 1− y2 É IU (1−x2,1− z2)
⇔ y1 É IU (x1,z1) en y2 Ê 1− IU (1−x2,1− z2),
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waarbij IU het residuum vanU voorstelt, gedefinieerd als IU (x1, y1)= sup{γ1 | γ1 ∈ [0,1] en
U (x1,γ1) É y1}, voor alle x1, y1 ∈ [0,1] (zie [17, 37]). Bijgevolg bekomen we dat IU (x,z) =
(min(IU (x1,z1), IU (1−x2,1−z2)),1− IU (1−x2,1−z2)). Veronderstel datIU contrapositief is
t.o.v. N . Dan,




IU (N (1− z2),N (1−x2)), IU (N (z1),N (x1))
)
,
1− IU (N (z1),N (x1))
)
= IU (x,z)
= (min(IU (x1,z1), IU (1−x2,1− z2)),1− IU (1−x2,1− z2)),
waarbij N de negator op [0,1] corresponderend met N voorstelt (zie Stelling 4.6). Zij nu
x = (x1,1− e1) ∈ L∗ waarvoor x1 > 0 en z = (x1,z2) met z2 ∈ ]0,1− e1], dan is pr2IU (x,z) =
1−IU (e1,1−z2)= z2. Dus uitIU (x,z)=IU (N (z),N (x)) volgt dat z2 = 1−IU (N (x1),N (x1)),
voor alle x1 ∈ ]0,e1] en z2 ∈ ]0,1− e1], wat een strijdigheid is. Bijgevolg is IU niet contrapo-
sitief t.o.v. N . 
Voor conjunctieve representeerbare uninormen U op [0,1] geldt er dat IU = IU∗,NU ,
waarbij U∗ gedefinieerd is als U∗(a,b) = NU (U (NU (a),NU (b))), voor alle a,b ∈ [0,1] [17].
Voor uninormen op L∗ geldt deze eigenschap niet meer. Als voor een conjunctieve repre-
senteerbare uninorm U op L∗ die voldoet aan (7.2) en U (D,D) ⊆ D zou gelden dat IU =
IU ∗,NU , waarbijU
∗(x, y)=NU (U (NU (x),NU (y))), voor alle x, y ∈ L∗ (merk op datU ∗ een
uninorm op L∗ met neutraal element NU (e) is), dan zouden we bekomen dat IU (x, y) =
IU ∗,NU (x, y) = U ∗(NU (x), y) = NU (U (x,NU (y))), voor alle x, y ∈ L∗. Hieruit volgt dan
IU (NU (y),NU (x)) = NU (U (NU (y),NU (NU (x)))) = NU (U (x,NU (y))) = IU (x, y), voor




Zeg niet weinig dingen in vele woorden, maar vele dingen in weinig woorden.
— PYTHAGORAS (569 - 475 v. Chr.)
8.1 Inleidende begrippen
In [3] worden een aantal cartesiaanse producten van intuı¨tionistische vaagverzamelingen
gedefinieerd, waaronder de volgende twee. Zij A en B intuı¨tionistische vaagverzamelingen
inU en V respectievelijk. Dan worden de volgende cartesiaanse producten gedefinieerd :
A×3B = {((u,v),µA(u)µB (v),νA(u)+νB (v)−νA(u)νB (v)) | u ∈U en v ∈V },
A×4B = {((u,v),min(µA(u),µB (v)),max(νA(u),νB (v))) | u ∈U en v ∈V }.
We zien dat voor ×3 de t-norm Tp op L∗ gedefinieerd in Voorbeeld 3.1 gebruikt wordt,
terwijl voor ×4 de t-norm inf gebruikt wordt. We kunnen dus deze cartesiaanse producten
als volgt veralgemenen (zie [24, 27] voor de definitie aan de hand van t-representeerbare
t-normen).
Definitie 8.1 Zij A en B intuı¨tionistische vaagverzamelingen inU en V respectievelijk, en zij
T een t-norm op L∗. Dan is het cartesiaans product A×T B van A en B de intuı¨tionistische
vaagverzameling inU ×V gedefinieerd als volgt, voor alle (u,v) ∈U ×V :
A×T B(u,v)=T (A(u),B(v)).
Het is duidelijk dat ×3 =×Tp en ×4 =×inf. Voor een willekeurig universumU definie¨ren
we∅U = {(u,0,1) | u ∈U }.
In de volgende secties bestuderenwe een aantal eigenschappen van het cartesiaans pro-
duct van intuı¨tionistische vaagverzamelingen. In het geval datT t-representeerbaar is, wer-
den deze eigenschappen bewezen in [27].
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8.2 De ledigheid van het cartesiaans product
Stelling 8.1 Zij A ∈IFS (U ), B ∈IFS (U ) en T een t-norm op L∗. Dan geldt :
(A =∅U of B =∅V )⇒ A×T B =∅U×V ,
en
((∃u0 ∈ A1¯)(∀v ∈B 1¯)(T (A(u0),B(v)) 6= 0L∗) of
((∃v0 ∈B 1¯)(∀u ∈ A1¯)(T (A(u),B(v0)) 6= 0L∗)
⇒ (A×T B =∅U×V ⇒ (A =∅U of B =∅V )).
Bewijs. Veronderstel dat A =∅U (het geval B =∅V is analoog). Dan is A(u)= 0L∗ , voor alle
u ∈U . Aangezien voor elke t-normT op L∗ geldtT (0L∗ ,x)= 0L∗ , voor alle x ∈ L∗, bekomen
we, voor alle (u,v) ∈U ×V ,
T (A(u),B(v))=T (0L∗ ,B(v))= 0L∗ ,
i.e. A×T B(u,v)= 0L∗ .
Veronderstel voor de tweede implicatie dat er eenu0 ∈U bestaat zodanig dat A(u0) 6= 0L∗
en
(∀v ∈V )(B(v) 6= 0L∗ ⇒T (A(u0),B(v)) 6= 0L∗). (8.1)
Dan is
T (A(u),B(v))= 0L∗ , ∀(u,v) ∈U ×V
⇒ T (A(u0),B(v))= 0L∗ , ∀v ∈V
⇒ B(v)= 0L∗ , ∀v ∈V (wegens (8.1))
⇒ B =∅V .
Analoog, als er een v0 ∈V bestaat zodanig dat B(v0) 6= 0L∗ en
(∀u ∈U )(A(u) 6= 0L∗ ⇒T (A(u),B(v0)) 6= 0L∗),
dan volgt uit A×T B =∅U×V dat A =∅U . 
8.3 De commutativiteit van het cartesiaans product
Stelling 8.2 Zij A ∈IFS (U ), B ∈IFS (U ) en T een t-norm op L∗. Dan geldt :
A =B⇒ A×T B =B ×T A.
8.4. DE DISTRIBUTIVITEIT T.O.V. UNIE EN DOORSNEDE 131
Bewijs. Stel A =B en u,v ∈U . Dan is
A×T B(u,v)=T (A(u),B(v))=T (B(u),A(v))=B ×T A(u,v).

In de klassieke verzamelingenleer geldt eveneens de omgekeerde implicatie : als het
cartesiaans product van twee verzamelingen commutatief is, dan zijn de twee verzamelin-
gen gelijk. In de intuı¨tionistische vaagverzamelingenleer is dit niet het geval. Beschouw,
bijvoorbeeld, de intuı¨tionistische vaagverzamelingen A en B inU = {u1,u2} gedefinieerd als
A = {(u1,a,b), (u2,a,b)},
B = {(u1,c,d), (u2,c,d)},
waarbij a,b,c,d ∈ [0,1] voldoen aan a+b É 1 en c+d É 1. Zij T een willekeurige t-norm op
L∗. Dan is, voor alle (i , j ) ∈ {1,2}2 :
T (A(ui ),B(u j ))=T ((a,b), (c,d))=T (B(ui ),A(u j )).
We bekomen dus A×T B =B ×T A, maar A 6=B van zodra a 6= c of b 6= d .
8.4 De distributiviteit van het cartesiaans product
t.o.v. de unie en de doorsnede
Stelling 8.3 Zij A ∈IFS (U ), B ,C ∈IFS (V ) en T een t-norm op L∗. Als T t-represen-
tabel is, dan geldt :
A×T (B ∩C ) = (A×T B)∩ (A×T C ), (8.2)
A×T (B ∪C ) = (A×T B)∪ (A×T C ). (8.3)
AlsT aan het residu-principe voldoetmaar niet noodzakelijk t-representeerbaar is, dan geldt
(8.3).
Bewijs. Voor de tweede gelijkheid moeten we bewijzen dat, voor alle (u,v) ∈U ×V ,
T (A(u),sup(B(v),C (v)))= sup(T (A(u),B(v)),T (A(u),C (v))). (8.4)
Als T t-representeerbaar is, i.e. er bestaat een t-norm T en een t-conorm S op [0,1]
zodanig dat T = (T,S), dan is (8.4) equivalent met
T (µA(u), max(µB (v), µC (v))) =max(T (µA(u), µB (v)), T (µA(u), µC (v))), (8.5)
S (νA(u), min(νB (v), νC (v))) = min(S (νA(u), νB (v)), S (νA(u), νC (v))). (8.6)
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Zij eerst µB (v) É µC (v), dan is het linkerlid van (8.5) gelijk aan T (µA(u),µC (v)). Aangezien
T stijgend is, hebben we T (µA(u),µB (v)) É T (µA(u),µC (v)), dus het rechterlid van (8.5) is
eveneens gelijk aan T (µA(u),µC (v)). Als µB (v) > µC (v), dan kan (8.5) op analoge wijze be-
wezen worden. De gelijkheid (8.6) wordt op gelijkaardige wijze bewezen. Hieruit volgt dat
(8.3) geldt voor t-representeerbare t-normen. Analoog bewijst men dat (8.2) geldt voor t-
representeerbare t-normen.
Als T aan het residu-principe voldoet en niet noodzakelijk t-representeerbaar is, dan
geldt (8.3) wegens Stelling 5.7. 
8.5 De interactie van het cartesiaans product met de
veralgemeende unie en doorsnede
Zij A ∈IFS (U ) en B ,C ∈IFS (V ). Zij T en T ′ t-normen op L∗ en S een t-conorm op
L∗. In het algemeen kunnen we geen van de volgende inclusies bewijzen :
A×T (B ∩T ′ C ) ⊆ (A×T B) ∩T ′ (A×T C ),
A×T (B ∩T ′ C ) ⊇ (A×T B) ∩T ′ (A×T C ),
A×T (B ∪S C ) ⊆ (A×T B) ∪S (A×T C ),
A×T (B ∪S C ) ⊇ (A×T B) ∪S (A×T C ).
Beschouwvoor de derde en vierde inclusie het geval waarbijT = (Z ,Z∗) enS = (Z∗,Z ).
Ziju ∈U zodanig dat 0<µA(u)< 1 enµB (u)=µC (u)= 1. DanbekomenweT (A(u),S (B(u),
C (u))) = T (A(u),1L∗) = A(u) en pr1S (T (A(u),B(u)), T (A(u),C (u))) = Z∗(Z (µA(u),1),
Z (µA(u),1))= Z∗(µA(u),µA(u))= 1>µA(u).
Zij nu u ∈U zodanig dat 0< µA(u)< µB (u)< µC (u)< 1. Zij T = (Z ,Z∗) en S = (Z∗,Z ).
We vinden pr1T (A(u),S (B(u),C (u))) = Z (µA(u),Z∗(µB (u),µC (u))) = Z (µA(u),1) = µA(u)
en pr1S (T (A(u),B(u)),T (A(u),C (u)))= Z∗(Z (µA(u),µB (u)),Z (µA(u),µC (u)))= Z∗(0,0)=
0< µA(u). Dit sluit de derde en de vierde inclusie uit in het algemene geval. Analoge voor-
beelden tonen aan dat de andere inclusies eveneens niet gelden in het algemeen, ook niet
wanneer we ons beperken tot t-representeerbare t-normen en t-conormen.
8.6 De distributiviteit van het cartesiaans product
t.o.v. het verschil
Stelling 8.4 Zij A ∈IFS (U ), B ,C ∈IFS (V ) en T een t-norm op L∗. Dan geldt :
A×T (B \C )⊆ (A×T B) \ (A×T C ).
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AlsU =V , B = {(u,1,0) | u ∈U }, C ⊆ A en T = inf, dan geldt de gelijkheid.
Bewijs. Wemoeten bewijzen dat
A×T (B ∩coC )⊆ (A×T B)∩co(A×T C ),
of, equivalent, voor alle (u,v) ∈U ×V ,
T (A(u), inf(B(v),Ns(C (v))))ÉL∗ inf(T (A(u),B(v)),Ns(T (A(u),C (v)))). (8.7)
Aangezien T stijgend is, geldt T (A(u), inf(B(v),Ns(C (v)))) ÉL∗ T (A(u),B(v)). Anderzijds
is
T (A(u), inf(B(v),Ns(C (v)))) ÉL∗ T (A(u),Ns(C (v)))
ÉL∗ Ns(C (v))
ÉL∗ Ns(T (A(u),C (v))),
steunend op het feit dat T stijgend is, T (x, y) ÉL∗ x, voor alle x, y ∈ L∗, en het feit dat Ns
dalend is. Uit dit alles volgt gemakkelijk dat (8.7) geldt.
Veronderstel nu datU =V , B = {(u,1,0) | u ∈U },C ⊆ A en T = inf, dan is
T (A(u), inf(B(u),Ns(C (u)))) = inf(A(u), inf(1L∗ ,Ns(C (u))))
= inf(A(u),Ns(C (u)))
= inf(inf(A(u),1L∗),Ns(inf(A(u),C (u))))
= inf(T (A(u),B(u)),Ns(T (A(u),C (u)))),
m.a.w. de gelijkheid geldt. 
8.7 De monotoniteit van het cartesiaans product
Stelling 8.5 Zij A ∈IFS (U ), B ,C ∈IFS (V ) en T een t-norm op L∗. Dan geldt :
B ⊆C ⇒ A×T B ⊆ A×T C .
De omgekeerde implicatie geldt onder één van de volgende voorwaarden :
(i) A = {(u,1,0) | u ∈U },
(ii) T is t-representeerbaar en (∀(u,v) ∈U ×V )(T (A(u),B(v))≪L∗ T (A(u),C (v))).
Bewijs. Zij B ⊆C , dan is, voor alle (u,v) ∈U ×V ,
T (A(u),B(v))ÉL∗ T (A(u),C (v)),
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m.a.w. A×T B ⊆ A×T C .
We controleren onder welke voorwaarden de omgekeerde implicatie geldt. Zij x, y,z ∈
L∗. Dan volgt uit T (x, y) ÉL∗ T (x,z) niet noodzakelijk dat y ÉL∗ z, tenzij x = 1L∗ . Zij T =
(T,S), met T een t-norm en S een t-conorm op [0,1]. Uit T (x1, y1)< T (x1,z1) volgt dat y1 É
z1, aangezien uit y1 > z1 zou volgen dat T (x1, y1) Ê T (x1,z1). Analoog volgt uit S(x2, y2) >
S(x2,z2) dat y2 Ê z2. Dus als T t-representeerbaar is, dan volgt uit T (x, y)≪L∗ T (x,z) dat
y ÉL∗ z. Merk op dat als T niet t-representeerbaar is, uit T (x, y)≪L∗ T (x,z) enkel volgt
y 6ÊL∗ z, dus y ÉL∗ z of y‖L∗z. We besluiten dat de omgekeerde implicatie geldt als aan
minstens één van de twee vermelde voorwaarden voldaan is. 
8.8 Niveauverzamelingen van het cartesiaans
product
Zij α ∈ L∗. We definie¨ren Uα als de klasse van omgevingen rond α in (L∗,τd ), met d ∈
{dH ,dE ,dHL∗ ,d
E
L∗} (zie Sectie 2.3).
Stelling 8.6 Zij A ∈IFS (U ), B ∈IFS (V ) en T een t-norm op L∗. Dan geldt :
(A×T B)α1 ⊆ Aα1 ×Bα1 , ∀α1 ∈ ]0,1], (8.8)
(A×T B)α¯1 ⊆ Aα¯1 ×Bα¯1 , ∀α1 ∈ [0,1[, (8.9)
(A×T B)α2 ⊆ Aα2 ×Bα2 , ∀α2 ∈ [0,1[, (8.10)
(A×T B)α¯2 ⊆ Aα¯2 ×Bα¯2 , ∀α2 ∈ ]0,1], (8.11)
(A×T B)α2α1 ⊆ Aα2α1 ×Bα2α1 , ∀α1 ∈ ]0,1], ∀α2 ∈ [0,1[, (8.12)
(A×T B)α¯2α¯1 ⊆ A
α¯2
α¯1
×B α¯2α¯1 , ∀α1 ∈ [0,1[, ∀α2 ∈ ]0,1]. (8.13)
In (8.8) geldt de gelijkheid als
pr1T ((α1,1−α1), (α1,1−α1))=α1, ∀α1 ∈ ]0,1]. (8.14)
In (8.9) geldt de gelijkheid als
(∃G ∈U(α1,1−α1))(∀(x, y) ∈G2)
(x1 >α1 en y1 >α1⇒ pr1T ((x1,x2), (y1, y2))>α1).
(8.15)
In (8.10) geldt de gelijkheid als
pr2T ((0,α2), (0,α2))=α2, ∀α2 ∈ [0,1[. (8.16)
In (8.11) geldt de gelijkheid als
(∃G ∈U(0,α2))(∀(x, y) ∈G2)
(x2 <α2 en y2 <α2⇒ pr2T ((x1,x2), (y1, y2))<α2).
(8.17)
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In (8.12) geldt de gelijkheid als (8.14) en (8.15) beide gelden. In (8.13) geldt de gelijkheid als
(8.16) en (8.17) beide gelden.
Bewijs. We bewijzen eerst (8.8). Zij α1 ∈ ]0,1] willekeurig. Het linkerlid is gelijk aan
{(u,v) | (u,v) ∈U ×V en µA×T B (u,v)Êα1}
= {(u,v) | (u,v) ∈U ×V en pr1T (A(u),B(v))Êα1}.
Het rechterlid is gelijk aan
{(u,v) | (u,v) ∈U ×V en u ∈ Aα1 en v ∈Bα1}
= {(u,v) | (u,v) ∈U ×V en µA(u)Êα1 en µB (v)Êα1}.
Aangezien voor alle x, y ∈ L∗ geldt dat T (x, y)É inf(x, y), bekomen we, voor u ∈U en v ∈V ,
dat µA(u)Êα1 en µB (v)Êα1 van zodra pr1T (A(u),B(v))Êα1. Hieruit volgt dat (8.8) geldt.
Om gelijkheid te bekomen in (8.8), moeten we voor u ∈U en v ∈V hebben dat
(µA(u)Êα1 en µB (v)Êα1)⇒ pr1T (A(u),B(v))Êα1.
Dit is voldaan van zodra pr1T ((α1,1−α1), (α1,1−α1))=α1, aangezien T stijgend is.
De ongelijkheid (8.9) wordt op analoge wijze bewezen. Om gelijkheid te bekomen in
(8.9), moeten we voor u ∈U en v ∈V hebben dat
(µA(u)>α1 en µB (v)>α1)⇒ pr1T (A(u),B(v))>α1.
Dit is voldaan van zodra, voor x, y ∈ L∗,
(x1 >α1 en y1 >α1)⇒ pr1T (x, y)>α1.
Wegens (8.15) bestaat er in L∗ een omgeving G van (α1,1−α1) zodanig dat deze implicatie
geldt voor alle x, y ∈G . Zij willekeurig x, y ∈ L∗ zodanig dat x1 > α1 en y1 > α1, dan bestaat
er een x ′ ∈G en y ′ ∈G zodanig dat x ′1 > α1, y ′1 > α1, x ′ ÉL∗ x en y ′ ÉL∗ y . Wegens (8.15) en
het stijgend zijn van T , is dan pr1T (x, y)Ê pr1T (x ′, y ′)>α1.
De andere eigenschappen worden op analoge wijze bewezen. 
9Intuı¨tionistische
vaagrelaties
Il n'existe pas une catégorie de sciences auxquelles on puisse donner
le nom de sciences appliquées. Il y a la science et les applications
de la science, liées entre elles comme le fruit à l'arbre qui l'a porté.
— LOUIS PASTEUR (1822 - 1895)
Relaties vormen een geschikt hulpmiddel om verbanden tussen objecten te beschrijven.
Het gebruik van vaagrelaties is ontstaan uit de observatie dat objecten uit het dagelijkse
leven in verband kunnen gebracht wordenmet elkaar tot een zekere graad. In het dagelijkse
leven is het echter mogelijk dat een persoon veronderstelt dat een zeker object A in relatie
R staat met een ander object B tot een zekere graad, maar dat hij niet zo zeker is over die
graad. Met andere woorden, er kan een onzekerheid of twijfel zijn over de graad in dewelke
A en B in relatie staan met elkaar. In de vaagverzamelingenleer is het onmogelijk om de
twijfel uit te drukken met behulp van de lidmaatschapsgraad. Een mogelijke oplossing is
om intuı¨tionistische vaagverzamelingenleer te gebruiken.
In dit hoofdstuk besprekenwe de intuı¨tionistische vaagrelaties. Eén van de belangrijkste
concepten is de samenstelling van relaties. De samenstelling van intuı¨tionistische vaagrela-
ties kan op diverse manieren gedefinieerd worden. We onderzoeken hier de eigenschappen
van de verschillende samenstellingen [13, 28, 29, 32].
9.1 De samenstelling van relaties
We onderzoeken eerst het scherpe geval. Een (scherpe) relatie R van een universumU naar
een universum V is een deelverzameling vanU ×V . Als (u,v) ∈ R, dan zeggen we dat u in
relatie R met v staat en we schrijven kort uRv . De klassieke samenstelling of compositie
R ◦S van een relatie R vanU naar V en een relatie S van V naarW is gedefinieerd als
R ◦S = {(u,w) | (u,w) ∈U ×W en (∃v ∈V )(uRv en vSw)}
= {(u,w) | (u,w) ∈U ×W en uR∩Sw 6=∅},
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waarbij, voor u ∈U , de naverzameling uR van u t.o.v. R gedefinieerd is als uR = {v | v ∈
V en (u,v) ∈ R} en, voor w ∈W , de voorverzameling Sw van w t.o.v. S gedefinieerd is als
Sw = {v | v ∈ V en (v,w) ∈ S}. De relatie R kan geı¨dentificeerd worden met haar karakteris-
tieke afbeelding, namelijk
R : U ×V → {0,1} :
(u,v) 7→ 1, als (u,v) ∈R,
(u,v) 7→ 0, anders.
Dan kan de samenstelling R ◦S van R en S ook geschreven worden als
R ◦S : U ×W → [0,1] :
(u,w) 7→ sup
v∈V
(R(u,v)∧B S(v,w)), ∀(u,w) ∈U ×W,
waarbij ∧B de Booleaanse conjunctie voorstelt.
Noteer als R t de omgekeerde relatie van R gedefinieerd als R t = {(v,u) | (v,u) ∈ V ×U
en (u,v) ∈ R}. De samenstelling R ◦ S is een relatie van U to W , bestaande uit de koppels
(u,w) waarvoor er ten minste één element van V bestaat dat in relatie R t met u en in relatie
S met w staat.
Voorbeeld 9.1 [20, 28] Zij U een verzameling patie¨nten, V een verzameling symptomen
en W een verzameling ziektes. Definieer de relatie R ⊆U ×V als R(u,v) = 1 als patie¨nt u
symptoom v vertoont, en R(u,v) = 0 als patie¨nt u symptoom v niet vertoont. Definieer
S ⊆ V ×W als S(v,w) = 1 als symptoom v een symptoom is van ziekte w , en S(v,w) = 0
anders. Dan is R ◦S(u,w)= 1 als patie¨nt u tenminste één symptoom van ziekte w vertoont.
Echter het is soms interessant te weten of alle symptomen die de patie¨ntu vertoont behoren
tot ziekte w , en of alle symptomen van ziekte w vertoond worden door patie¨nt u.
Bandler en Kohout hebben de triangulaire samenstellingen gedefinieerd om situaties
zoals beschreven in het voorbeeld te kunnen modelleren. De subcompositie van R en S is
gedefinieerd als [7]
R ⊳bk S = {(u,w) | (u,w) ∈U ×W en uR ⊆ Sw},
en de supercompositie van R en S als
R ⊲bk S = {(u,w) | (u,w) ∈U ×W en Sw ⊆ uR}.
In termen van de karakteristieke afbeeldingen kunnen deze composities ook geschreven
worden als volgt, voor (u,w) ∈U ×W :
R ⊳bk S(u,w)= inf
v∈V
(R(u,v)⇒B S(v,w)),
R ⊲bk S(u,w)= inf
v∈V
(S(v,w)⇒B R(u,v)),
waarbij⇒B de Booleaanse implicatie voorstelt.
9.2. DE SAMENSTELLING VAN VAAGRELATIES 139
Voorbeeld 9.2 In het vorige voorbeeld behoort het paar (u,w) totR⊳bkS als alle symptomen
vertoond door patie¨nt u symptomen van ziektew zijn, en het behoort tot R⊲bkS als patie¨nt
u alle symptomen van ziekte w vertoont.
Het domein van een (scherpe) relatie R is gedefinieerd als dom(R)= {u | u ∈U en uR 6=
∅}, en de waardeverzameling van R is gedefinieerd als wd(R) = {v | v ∈ V en Rv 6= ∅}. Ge-
bruik makend van deze definities is het duidelijk dat
co(dom(R))×W ⊆ R ⊳bk S,
U ×co(wd(S)) ⊆ R ⊲bk S.
De eerste uitdrukking betekent dat als u ∈U niet tot het domein van R behoort, dan u in
relatie R ⊳bk S staat met alle elementen van Z , zelfs al is er geen element van V dat in re-
latie R t met u staat. Een gelijkaardige beschouwing geldt voor de tweede uitdrukking. De
Baets en Kerre [18, 19, 20] hebben daarom de volgende aangepaste definities ingevoerd : de
subcompositie
R ⊳S = {(u,w) | (u,w) ∈U ×W en∅⊂ uR ⊆ Sw},
en de supercompositie
R ⊲S = {(u,w) | (u,w) ∈U ×W en∅⊂ Sw ⊆ uR}.
Ze toonden eveneens aan dat de sub- en de supercompositie kunnen geschreven worden
op de volgende equivalente manier :
R ⊳S = (R ⊳bk S)∩ (dom(R)×wd(S))
= (R ⊳bk S)∩ (R ◦S)
voor de subcompositie, en
R ⊲S = (R ⊲bk S)∩ (dom(R)×wd(S))
= (R ⊲bk S)∩ (R ◦S)
voor de supercompositie.
9.2 De samenstelling van vaagrelaties
We herhalen kort de corresponderende begrippen voor vaagrelaties.
Een vaagrelatie R van U naar V is een vaagverzameling in U ×V . Voor u ∈ U , is de
naverzameling uR de vaagverzameling in V gedefinieerd door uR(v) = R(u,v), voor alle
v ∈ V . Voor v ∈ V , is de voorverzameling Rv de vaagverzameling in U gedefinieerd als
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Rv(u) = R(u,v), voor alle u ∈U . Het domein van R is de vaagverzameling in U gedefini-
eerd als dom(R)(u)= hgt(uR)= sup
v∈V
R(u,v), voor alle u ∈U . De waardeverzameling van R is
de vaagverzameling in V gedefinieerd als wd(R)(v)= hgt(Rv)= sup
u∈U
R(u,v), voor alle v ∈V .
De klassieke compositie van relaties is uitgebreid naar vaagrelaties door Zadeh [65]. Zij
T een t-norm op [0,1], dan is de sup−T compositie R ◦T S van een vaagrelatie R vanU naar
V en een vaagrelatie S vanV naarW de vaagrelatie vanU naarW gedefinieerd als, voor alle
(u,w) ∈U ×W ,
R ◦T S(u,w)= sup
v∈V
T (R(u,v),S(v,w))= hgtT (uR,Sw).
Bandler en Kohout hebben hun triangulaire composities uitgebreid naar vaagrelaties als
volgt, voor alle (u,w) ∈U ×W (zie [7]) :
R ⊳Ibk S(u,w) = infv∈V I (R(u,v),S(v,w))= plt I (uR,Sw),
R ⊲Ibk S(u,w) = infv∈V I (S(v,w),R(u,v))= plt I (Sw,uR),
waarbij I een implicator op [0,1] voorstelt.
De Baets en Kerre hebben twee klassen van verbeterde definities gegeven gebaseerd op
de verbeterde versies in het scherpe geval [18], voor alle (u,w) ∈U ×W :
R ⊳Ib S(u,w) =min(plt I (uR,Sw),hgt(uR),hgt(Sw)),
R ⊲Ib S(u,w) =min(plt I (Sw,uR),hgt(uR),hgt(Sw)),
en
R ⊳T,Ik S(u,w) =min(plt I (uR,Sw),hgtT (uR,Sw)),
R ⊲T,Ik S(u,w) =min(plt I (Sw,uR),hgtT (uR,Sw)).
9.3 De samenstelling van intuı¨tionistische vaagrela-
ties
Definitie 9.1 [3, 9] Een intuı¨tionistische vaagrelatie R van een universumU naar een uni-
versum V is een intuı¨tionistische vaagverzameling inU ×V , i.e. een verzameling
R = {((u,v),µR (u,v),νR (u,v)) | u ∈U en v ∈V },
waarbij µR :U ×V → [0,1] en νR :U ×V → [0,1] voldoen aan de volgende voorwaarde :
(∀(u,v) ∈U ×V )(µR (u,v)+νR (u,v)É 1).
De klasse van intuı¨tionistische vaagrelaties van een universum U naar een universum V
wordt genoteerd als IFR(U ×V ).
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In het vervolg beschouwen we een intuı¨tionistische vaagrelatie R eveneens als een af-
beelding
R : U ×V → L∗ :
(u,v) 7→ R(u,v)= (µR (u,v),νR (u,v)), ∀(u,v) ∈U ×V.
(9.1)
Voor u ∈U , is de naverzameling uR van een intuı¨tionistische vaagrelatie R de intuı¨ti-
onistische vaagverzameling in V gedefinieerd als uR = {(v,µR (u,v),νR (u,v)) | v ∈ V }, of
equivalent, uR(v) = R(u,v), voor alle v ∈ V . Voor v ∈ V , is de voorverzameling Rv van
een intuı¨tionistische vaagrelatie R de intuı¨tionistische vaagverzameling in U gedefinieerd
als Rv = {(u,µR (u,v),νR (u,v)) | u ∈U }. Het domein (resp. de waardeverzameling) van een
intuı¨tionistische vaagrelatie R is de intuı¨tionistische vaagverzameling dom(R) inU (resp. de
intuı¨tionistische vaagverzameling wd(R) in V ) gedefinieerd als, voor u ∈U en v ∈V ,










De omgekeerde relatieR t vanR is de intuı¨tionistische vaagrelatie vanV naarU gedefinieerd
als R t = {((v,u),µR (u,v),νR (u,v)) | v ∈V ,u ∈U }.
Bustince en Burillo hebben de sup−T compositie uitgebreid naar een compositie van
intuı¨tionistische vaagrelaties, in het geval datU , V enW eindig zijn, als volgt :
Definitie 9.2 [9, 10] Zij α,β,λ,ρ t-normen of t-conormen op [0,1], R ∈ IFR(U ×V ) en















































(u,w)É 1, ∀(u,w) ∈U ×W.
De eigenschappen van deze compositie en de keuze van α,β,λ en ρ voor dewelke deze sa-
menstelling aan een maximaal aantal eigenschappen voldoet, worden onderzocht in [9].
We zullen hier een alternatieve uitbreiding van de sup−T compositie beschouwen.
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Definitie 9.3 Zij T een t-norm op L∗, R ∈ IFR(U ×V ) en S ∈ IFR(V ×W ), dan is de
sup−T compositie van R en S de intuı¨tionistische vaagrelatie R ◦T S vanU naar W gedefi-
nieerd als, voor alle (u,w) ∈U ×W ,
R ◦T S(u,w)= sup
v∈V
T (R(u,v),S(v,w))= hgtT (uR,Sw).
Het voordeel van de sup−T -compositie is dat ook niet t-representeerbare t-normen T
kunnen gebruikt worden, terwijl bij de αλ◦
β
ρ-compositie enkel t-representeerbare t-normen
mogelijk zijn.
We breiden nu de triangulaire composities uit naar composities van intuı¨tionistische
vaagrelaties als volgt.
Definitie 9.4 [28] Zij R een intuı¨tionistische vaagrelatie van U naar V , S een intuı¨tionisti-
sche vaagrelatie van V naarW , I een implicator op L∗ en T een t-norm op L∗, dan worden
de triangulaire sub- en supercompositie en hun verbeterde versies gedefinieerd als intuı¨tio-
nistische vaagrelaties vanU naarW gedefinieerd als, voor alle (u,w) ∈U ×W :
R ⊳Ibk S(u,w) = infv∈V I (R(u,v),S(v,w))= pltI (uR,Sw),
R ⊲Ibk S(u,w) = infv∈V I (S(v,w),R(u,v))= pltI (Sw,uR),





R ⊲Ib S(u,w) = inf(pltI (Sw,uR),hgt(uR),hgt(Sw)),
R ⊳T ,Ik S(u,w) = inf( infv∈V I (R(u,v),S(v,w)),supv∈V
(T (R(u,v),S(v,w))))
= inf(pltI (uR,Sw),hgt(uR∩T Sw)),
R ⊲T ,Ik S(u,w) = inf(pltI (Sw,uR),hgt(uR∩T Sw)).
Voorbeeld 9.3 [28] Beschouw een verzameling patie¨ntenU , een verzameling symptomen
V en een verzameling ziektesW . Zij R de intuı¨tionistische vaagrelatie vanU naar V gedefi-
nieerd als, voor (u,v) ∈U ×V :
µR (u,v) = de graad in dewelke patie¨nt u symptoom v vertoont,
νR (u,v) = de graad in dewelke patie¨nt u symptoom v niet vertoont,
en S de intuı¨tionistische vaagrelatie van V naarW gedefinieerd als, voor (v,w) ∈V ×W ,
µS(v,w) = de graad in dewelke v een symptoom van ziekte w is,
νS(v,w) = de graad in dewelke v niet een symptoom van ziekte w is.
Zij u ∈U een patie¨nt, V = {v1, . . . ,v5} een verzameling symptomen, en w ∈W een ziekte.
Veronderstel verder dat
uR = {(v1,0,1), (v2,0,1), (v3,0,1), (v4,0.1,0.85), (v5,0,1)},
Sw = {(v1,1,0), (v2,0.7,0.2), (v3,0.6,0.2), (v4,0.7,0.1), (v5,0.3,0.6)}.
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Beschouw bijvoorbeeld de implicator ISw ,Ns op L
∗ gedefinieerd in Voorbeeld 3.4. Dan
is R ⊳Ibk S(u,w) = (1,0). Dit betekent dat de graad in dewelke alle symptomen vertoond
door patie¨nt u symptomen behorend tot ziekte w zijn, gelijk is aan 1, alhoewel patie¨nt u
enkel symptoom v4 tot graad 0.1 vertoont met een onzekerheid van slechts 0.05. Dergelij-
ke verrassende resultaten zijn het gevolg van het feit dat de Bandler en Kohout composi-
ties geen rekening houden met de graad van leeg-zijn van de gebruikte voor- en naverza-
melingen. Voor de verbeterde versies krijgen we R ⊳Ib S(u,w)= inf((1,0), (0.1,0.85), (1,0))=
(0.1,0.85) en, als we bijvoorbeeld de t-norm Tw op L∗ gedefinieerd in Voorbeeld 3.1 gebrui-
ken, R ⊳Tw ,Ik S(u,w) = inf((1,0), (0,0.95)) = (0,0.95). Deze resultaten komen beter overeen
met de intuı¨tie.
Voorbeeld 9.4 [28] ZijU , V , W , R en S zoals in het vorig voorbeeld. Veronderstel dat een
geneesheer de graad in dewelke een patie¨nt u lijdt aan een ziekte w wenst uit te zoeken. De
geneesheer bepaalt in welke graad de patie¨nt de symptomen v1, . . . ,v5 vertoont en voor elk
symptoom geeft hij een graad die aangeeft hoe zeker hij is over die graad. Veronderstel dat
hij de volgende tabel bekomt (in de eerste rij staat in welke graad patie¨nt u elk symptoom
vertoont, in de tweede rij staat de graad die aangeeft hoe zeker de geneesheer is wanneer hij
de graad in de eerste rij en in dezelfde kolom toekent) :
v1 v2 v3 v4 v5
Graad in dewelke symp-
toom vertoond wordt
0.9 0.5 0.4 0.7 0.5
Graad van zekerheid 1.0 0.8 0.9 0.9 0.6
De eerste rij bevat de lidmaatschapsgraden van (u,vi ) tot R, voor alle i ∈ {1, . . . ,5}, terwijl, als
we de negatie van elk element in de tweede rij nemen t.o.v.Ns , dan bekomenwe de onzeker-
heidsgraad in dewelke (u,vi ) ∈ R, voor alle i ∈ {1, . . . ,5}. Bijvoorbeeld, voor v2 wordt de lid-
maatschapsgraad van (u,v2) totR gegeven doorµR (u,v2)= 0.5 en de graad van onzekerheid
is gelijk aan piR (u,v2)= 1−0.8= 0.2. We bekomen onmiddellijk de niet-lidmaatschapsgraad
als νR (u,v2) = 1−µR (u,v2)−piR (u,v2) = 0.3. Als we dezelfde werkwijze toepassen voor de
andere symptomen v1, v3, . . . ,v5, dan bekomen we de volgende intuı¨tionistische vaagverza-
meling die de graad in dewelke patie¨nt u de symptomen in V vertoont, modelleert :
uR = {(v1,0.9,0.1), (v2,0.5,0.3), (v3,0.4,0.5), (v4,0.7,0.2), (v5,0.5,0.1)}.
Analoog kan een intuı¨tionistische vaagverzameling Sw geconstrueerd worden die de
graad in dewelke de symptomen in V karakteristiek zijn voor ziekte w , modelleert :
Sw = {(v1,1,0), (v2,0.7,0.2), (v3,0.2,0.6), (v4,0.7,0.1), (v5,0.3,0.6)}.
Zij bijvoorbeeld T = inf en I = Isup,Ns (zie Voorbeeld 3.3), dan bekomen we R ◦inf
S(u,w) = (0.9,0.1), R ⊳Isup,Nsb S(u,w)= (0.3,0.5) en R ⊲
Isup,Ns
b S(u,w)= (0.4,0.5). Dit betekent
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dat de graad in dewelke patie¨nt u ten minste één symptoom van ziekte w vertoont gelijk is
aan 0.9 zonder enige twijfel, de graad in dewelke alle symptomen vertoond door u sympto-
men van ziekte w zijn gelijk is aan 0.3 met onzekerheidsgraad 1−0.3−0.5= 0.2, en de graad
in dewelke u alle symptomen van ziekte w vertoont gelijk is aan 0.4 met onzekerheidsgraad
0.1. Als we enkel de ◦inf compositie beschouwen om te beslissen of een patie¨nt lijdt aan een
zekere ziekte, dan bekomen we een hoge graad, namelijk 0.9, zonder enige twijfel. Als we
eveneens de sub- en supercompositie beschouwen, dan krijgen we een meer genuanceerd
beeld.
9.4 Eigenschappen van de triangulaire composities
We onderzoeken de volgende eigenschappen van de triangulaire composities van intuı¨tio-
nistische vaagrelaties : het verbandmet de sup−T compositie, de omkeerbaarheid, demo-
notoniteit en de interactie met de unie en doorsnede. In [28] werden deze eigenschappen
onderzocht in het geval dat de gebruikte t-normen t-representeerbaar zijn, hier zullen we
willekeurige t-normen gebruiken. De resultaten in deze sectie breiden analoge resultaten
voor vaagrelaties uit die bewezen werden door De Baets en Kerre [18, 20].
9.4.1 H et verband met de sup−T compositie
Stelling 9.1 Zij R ∈ IFR(U ×V ), S ∈ IFR(V ×W ), I een implicator op L∗ en T een
t-norm op L∗. Dan geldt :
R ⊳T ,Ik S ⊆ R ◦T S, R ⊲
T ,I
k S ⊆ R ◦T S,
R ⊳T ,Ik S ⊆ R ⊳Ib S, R ⊲
T ,I
k S ⊆ R ⊲Ib S.
Bewijs. Zij u ∈U , w ∈W , dan is





= R ◦T S(u,w).
De tweede inclusie wordt op analoge wijze bewezen.
Om de laatste twee inclusies te bewijzen, merken we op dat uR ∩T Sw ⊆ uR, en dus
hgt(uR ∩T Sw) ÉL∗ hgt(uR). Analoog vinden we hgt(uR ∩T Sw) ÉL∗ hgt(Sw). Bijgevolg
is hgt(uR ∩T Sw) ÉL∗ inf(hgt(uR),hgt(Sw)). Hieruit volgt gemakkelijk dat de laatste twee
inclusies geldig zijn. 
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Een algemene regel voor de inclusie van R ⊳Ib S in R ◦T S of omgekeerd, bestaat niet.
Beschouw bijvoorbeeld de intuı¨tionistische vaagrelaties
R = {((u1,v1),0.1,0.9), ((u1,v2),0.5,0.5), ((u2,v1),0.9,0.1), ((u2,v2),0.9,0.1)},
S = {((v1,w),0.2,0.8), ((v2,w),0.1,0.9)}
vanU = {u1,u2} naar V = {v1,v2} en van V naarW = {w} respectievelijk. Zij I =Isup,Ns (zie
Voorbeeld 3.3) en T = inf. Dan bekomen we
R ⊳
Isup,Ns















= inf((0.5,0.5), (0.5,0.5), (0.2,0.8))= (0.2,0.8)






















= inf((0.1,0.9), (0.9,0.1), (0.2,0.8))= (0.1,0.9)




Analoog bestaat er geen algemene regel voor de inclusie van R ⊳Ibk S in R ◦T S, aan-
gezien R ⊳
Isup,Ns
bk S(u1,w) = (0.5,0.5) >L∗ R ◦inf S(u1,w) en R ⊲
Isup,Ns
bk S(u2,w) = (0.1,0.9) <L∗
R ◦inf S(u1,w).
In het scherpe geval hebben we, gebruik makend van ⊳ als compositie, dat het aantal
koppels (u,w) ∈U ×W voor dewelke alle v ∈ V die in relatie R t met u staan, eveneens in
relatie S met w staan, kleiner is dan het aantal koppels (u,w) voor dewelke er ten minste
één v bestaat die in relatie R t met u en in relatie S met w staat. De stelling toont dat deze
intuı¨tieve eigenschap geldig blijft voor intuı¨tionistische vaagrelaties, maar enkel voor ⊳T ,Ik .
We hebben dan dat voor alle (u,w) ∈U ×W , de graad in dewelke alle v ∈ V die in relatie
R t met u staan eveneens in relatie S met w staan, kleiner is dan de graad in dewelke er ten
minste één v bestaat die in relatie R t met u en in relatie S met w staat.
9.4.2 D e omkeerbaarheid van de triangulaire composities
De formules in de volgende stelling laten ons toe om de omgekeerde van de triangulaire
composities te schrijven in termen van de omgekeerde relaties van de samenstellende intu-
itionistische vaagrelaties.
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Stelling 9.2 Zij R ∈ IFR(U ×V ), S ∈ IFR(V ×W ), I een implicator op L∗ en T een
t-norm op L∗. Dan is
(R ⊳Ibk S)
t = S t ⊲IbkR t , (R ⊲Ibk S)t = S t ⊳IbkR t ,
(R ⊳Ib S)
t = S t ⊲Ib R t , (R ⊲Ib S)t = S t ⊳Ib R t ,
(R ⊳T ,Ik S)
t = S t ⊲T ,Ik R t , (R ⊲
T ,I
k S)
t = S t ⊳T ,Ik R t .
Bewijs. Merk op dat (R ⊳T ,Ik S)
t ∈IFR(W ×U ). We berekenen, voor u ∈U en w ∈W :
(R ⊳T ,Ik S)








I (R t (v,u),S t (w,v)),sup
v∈V
T (S t (w,v),R t (v,u)))
= S t ⊲T ,Ik R t (w,u).
De andere ongelijkheden worden op gelijkaardige manier bewezen. 
9.4.3 D e monotoniteit van de triangulaire composities
We veronderstellen in deze subsectie dat R,R1,R2 ∈IFR(U ×V ), S,S1,S2 ∈IFR(V ×W ),
I is een implicator op L∗ en T is een t-norm op L∗.
Lemma 9.3 Als R1 ⊆R2, dan, voor alle (u,w) ∈U ×W ,
hgt(uR1) ÉL∗ hgt(uR2),
hgt(uR1∩T Sw) ÉL∗ hgt(uR2∩T Sw).
Bewijs. We bewijzen de tweede ongelijkheid. Zij u ∈ U , w ∈ W . Uit R1 ⊆ R2 volgt dat
R1(u,v) ÉL∗ R2(u,v), voor alle v ∈ V , en dus T (R1(u,v),S(v,w)) ÉL∗ T (R2(u,v),S(v,w)),







Stelling 9.4 Er geldt :
(dom(R1)= dom(R2) en R1 ⊆R2)⇒ R1⊳Ib S ⊇R2⊳Ib S,
R1 ⊆R2 ⇒ R1⊲Ib S ⊆R2⊲Ib S,
R1 ⊆R2 ⇒ R1⊲T ,Ik S ⊆R2⊲
T ,I
k S.
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Bewijs. Zij u ∈U en w ∈W . Uit dom(R1) = dom(R2) volgt dat hgt(uR1) = hgt(uR2), dus,
wegens R1 ⊆R2 en het dalend zijn van I in de eerste component, bekomen we :
R1(u,v)ÉL∗ R2(u,v),∀v ∈V






⇒ R1⊳Ib S ⊇R2⊳Ib S.
Gebruik makend van Lemma 9.3 worden de andere implicaties bewezen. 
In het geval van ⊳T ,Ik , kan uit dom(R1) = dom(R2) geen algemene regel voor de mo-
notoniteit van ⊳T ,Ik afgeleid worden. Beschouw, bijvoorbeeld, de implicator I = Isup,Ns
uit Voorbeeld 3.3, de relaties R1 en R2 vanU = {u1} naar V = {v1,v2} en S van V naarW =
{w1,w2} gedefinieerd als volgt :
R1 = {((u1,v1),0.1,0.9), ((u1,v2),0.6,0.4)},
R2 = {((u1,v1),0.5,0.5), ((u1,v2),0.6,0.4)},


















= inf(inf((0.5,0.5), (0.9,0.1)), sup((0.2,0.8), (0.6,0.4)))= (0.5,0.5).










De reden hiervoor is dat uit dom(R1) = dom(R2) niet volgt dat hgt(uR1 ∩T Sw) =
hgt(uR2 ∩T Sw), voor alle (u,w) ∈ U ×W . In het voorgaande voorbeeld hebben we dat
dom(R1)= dom(R2), maar hgt(u1R1∩Sw1)= (0.1,0.9)<L∗ (0.2,0.8)= hgt(u1R2∩Sw1).
Analoog bestaat er eenmonotoniteitseigenschap voor de tweede component van de ver-
schillende samenstellingen.
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Stelling 9.5 Er geldt :
(dom(S1)= dom(S2) en S1 ⊆ S2)⇒ R ⊲Ib S1 ⊇R ⊲Ib S2,
S1 ⊆ S2 ⇒ R ⊳Ib S1 ⊆R ⊳Ib S2,
S1 ⊆ S2 ⇒ R ⊳T ,Ik S1 ⊆R ⊳
T ,I
k S2.
9.4.4 D e interactie van de triangulaire composities m et de unie
We veronderstellen opnieuw dat R,R1,R2 ∈IFR(U×V ), S,S1,S2 ∈IFR(V ×W ),I is een
implicator op L∗ en T is een t-norm op L∗. We starten met enkele lemma’s.
Lemma 9.6 Er geldt :
dom(R1∪R2)= dom(R1)∪dom(R2).


























































Als een gevolg van dit lemmahebbenwe dat, als dom(R1)= dom(R2) dan dom(R1∪R2)=
dom(R1)= dom(R2).
We zullen verder soms eisen dat de implicator I op L∗ voldoet aan de gelijkheid
I (sup(x, y),z)= inf(I (x,z),I (y,z)), ∀x, y,z ∈ L∗. (9.2)
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Merk op dat (9.2) geldt voor elke implicator op [0,1]. Voor implicatoren op L∗ is dit niet
het geval. Zij, bijvoorbeeld, I de implicator op L∗ gedefinieerd als, voor alle x, y ∈ L∗ :
I (x, y) =

Tp (Sp (Ns(x), y), y), als x1 Ê x2,
Sp (Ns(x), y), anders
=

 ((x2+ y1−x2y1)y1,x1y2+ y2−x1y2y2), als x1 Ê x2,(x2+ y1−x2y1,x1y2), anders,
waarbij Tp gedefinieerd is in Voorbeeld 3.1 en Sp de duale t-conorm is van Tp t.o.v. Ns . Zij
x = (0.3,0.2), y = (0.4,0.5) en z = (0.2,0.8), dan is sup(x, y)= (0.4,0.2) en
I (x,z) = (0.072,0.848),
I (y,z) = (0.6,0.32),
I (sup(x, y),z) = (0.072,0.864).
Bijgevolg is I (sup(x, y),z)<L∗ inf(I (x,z),I (y,z))=I (x,z).
We zullen tevens soms eisen dat een t-norm T , resp. een t-conorm S , op L∗ voldoet
aan de volgende gelijkheid, voor alle x, y,z ∈ L∗ :
T (sup(x, y),z) = sup(T (x,z), T (y,z)), (9.3)
S ( inf (x, y),z) = inf (S (x,z), S (y,z)), (9.4)
respectievelijk. Merk op datwegens Stelling 5.7 een t-normop L∗ die voldoet aan het residu-
principe eveneens voldoet aan (9.3), en dat wegens Stelling 5.17 een t-conorm op L∗ die
voldoet aan het residu-principe eveneens voldoet aan (9.4). Als een t-norm T op L∗
t-representeerbaar is, i.e. T = (T,S) met T een t-norm en S een t-conorm op [0,1], dan
is, voor alle x, y,z ∈ L∗ :
T (sup(x, y),z) = (T (max(x1, y1),z1),S(min(x2, y2),z2))
= (max(T (x1,z1),T (y1,z1)),min(S(x2,z2),S(y2,z2)))
= sup(T (x,z),T (y,z)),
wegens het stijgend zijn van T en S. Analoog voldoet een t-representeerbare t-conorm op
L∗ aan (9.4).
Twee belangrijke klassen van implicatoren op L∗ voldoen aan (9.2) : de S-implicatoren
gegenereerd door een t-conorm die aan (9.4) voldoet en een involutieve negator, en de
R-implicatoren gegenereerd door een t-norm die aan (9.3) voldoet.
Stelling 9.7 Zij S een t-conorm op L∗ die voldoet aan (9.4) en N een involutieve negator op
L∗. Dan voldoet de S-implicator IS ,N aan (9.2).
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Bewijs. Zij x, y,z ∈ L∗. Aangezien per definitie inf(N (x),N (y)) het grootste element in L∗
is dat kleiner is dan zowel N (x) als N (y), hebben we :
(∀z ∈ L∗)((z ÉL∗ N (x) en z ÉL∗ N (y))⇒ z ÉL∗ inf(N (x),N (y))).
Aangezien N dalend en involutief is, is dit equivalent met
(∀z ∈ L∗)((N (z)ÊL∗ x en N (z)ÊL∗ y)⇒N (z)ÊL∗ N (inf(N (x),N (y)))).
Aangezien N involutief (en dus bijectief) is, is dit equivalent met
(∀z ′ ∈ L∗)((z ′ ÊL∗ x en z ′ ÊL∗ y)⇒ z ′ ÊL∗ N (inf(N (x),N (y)))).
Bijgevolg is sup(x, y)=N (inf(N (x),N (y))), of N (sup(x, y))= inf(N (x),N (y)).
Gebruik makend van deze gelijkheid, bekomen we :
IS ,N (sup(x, y),z) = S (N (sup(x, y)),z)
= S (inf(N (x),N (y)),z)
= inf(S (N (x),z),S (N (y),z))
= inf(IS ,N (x,z),IS ,N (y,z)),
aangezien S voldoet aan (9.4). 
Stelling 9.8 Zij T een t-norm op L∗ die voldoet aan (9.3). Dan voldoet de R-implicator IT
aan (9.2).
Bewijs. Zij x, y,z ∈ L∗. Dan is wegens (9.3) :
{γ | γ ∈ L∗ en T (sup(x, y),γ)ÉL∗ z}
= {γ | γ ∈ L∗ en sup(T (x,γ),T (y,γ))ÉL∗ z}
= {γ | γ ∈ L∗ en T (x,γ)ÉL∗ z en T (y,γ)ÉL∗ z}
= {γ | γ ∈ L∗ en T (x,γ)ÉL∗ z}∩ {γ | γ ∈ L∗ en T (y,γ)ÉL∗ z}.
In de laatste formula stelt het symbool ∩ de intersectie van twee scherpe verzamelingen
voor.
Definieer A1 = {γ | γ ∈ L∗ en T (x,γ)ÉL∗ z} en A2 = {γ | γ ∈ L∗ en T (y,γ)ÉL∗ z}, dan is
IT (sup(x, y),z)= sup(A1∩ A2).
We hebben het volgende, voor alle γ,γ′ ∈ L∗ :
(γ ∈ A1 en γ′ ÉL∗ γ)⇒ γ′ ∈ A1; (9.5)
(γ ∈ A1 en γ′ ∈ A1)⇒ sup(γ,γ′) ∈ A1. (9.6)
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De eerste eigenschap volgt uit het stijgend zijn van T , terwijl (9.6) volgt uit het feit dat
T (x, sup(γ,γ′))= sup(T (x,γ), T (x,γ′)), wegens (9.3).
Hieruit volgt dat B = {γ | γ ∈ L∗ en γ1 < pr1 sup(A1) en γ2 > pr2 sup(A1)}⊆ A1 (zie Figuur
9.1). Indien dit niet zo zou zijn, dan zou er een b ∈ B zijn zodanig dat b 6∈ A1. Wegens
b = sup((b1,1−b1), (0,b2)) en (9.6) zou eveneens (b1,1−b1) 6∈ A1 of (0,b2) 6∈ A1. Veronderstel
dat (b1,1−b1) 6∈ A1 (het geval (0,b2) 6∈ A1 is analoog). Dan geldt voor alle x ∈ L∗ zodanig dat
x ÊL∗ (b1,1−b1), dat x 6∈ A1, wegens (9.5). Maar dan geldt voor alle x ∈ A1, dat x1 < b1, dus
pr1 sup(A1)= sup{x1 | x1 ∈ [0,1] en (∃x2 ∈ [0,1− x1])((x1,x2) ∈ A1)}É b1, wat een strijdigheid







Figuur 9.1: De verzameling A1 = {γ | γ ∈ L∗ en T (x,γ)ÉL∗ z}.
Zij α = sup(A1) en β = sup(A2). Men ziet gemakkelijk dat α∧β een bovengrens is voor
A1∩ A2. Vermits {γ | γ ∈ L∗ en γ1 <α1 en γ2 >α2}⊆ A1 en analoog {γ | γ ∈ L∗ en γ1 < β1 en
γ2 > β2} ⊆ A2, vinden we dat A3 = {γ | γ ∈ L∗ en γ1 < min(α1,β1) en γ2 > max(α2,β2)} ⊆
A1∩A2. Bijgevolg is het duidelijk datα∧β de kleinste bovengrens is, i.e. het supremum, van
A1∩ A2.
Uit het voorgaande volgt nu
IT (sup(x, y),z) = sup(A1∩ A2)
= sup(A1)∧ sup(A2)
= inf(IT (x,z),IT (y,z)).

Nu geven we de verschillende interacties tussen de triangulaire composities en de unie.
We zullen zien dat slechts enkele semi-distributiviteitseigenschappen geldig zijn.
Stelling 9.9 Als domR1 = domR2, dan
(R1⊳
I
b S)∩ (R2⊳Ib S)⊇ (R1∪R2)⊳Ib S.
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Als I voldoet aan (9.2) en niet noodzakelijk domR1 = domR2, dan
(R1⊳
I





k S) ⊆ (R1∪R2)⊳
T ,I
k S.
Bewijs. Vermits R1 ⊆R1∪R2 en hetzelfde geldt voor R2, bekomen we wegens het gevolg van
Lemma 9.6 en demonotoniteit van de triangulaire subcompositie (Stelling 9.4) datR1⊳Ib S ⊇
(R1∪R2)⊳Ib S en analoog voor R2. Hieruit volgt gemakkelijk de eerste inclusie.
































Gebruik makend van deze gelijkheid, bekomen we, voor (u,w) ∈U ×W :
(R1⊳
I



























VermitsuR1 ⊆ u(R1∪R2) en de t-normT en sup stijgend zijn, bekomenwe, voor (u,w) ∈
U ×W :
inf(hgt(uR1∩T Sw),hgt(uR2∩T Sw))
ÉL∗ hgt(uR1∩T Sw)ÉL∗ hgt(u(R1∪R2)∩T Sw).
Op analoge wijze als hierboven kan de laatste inclusie nu bewezen worden. 
Gevolg 9.10 Als dom(R1)= dom(R2) en I voldoet aan (9.2), dan
(R1⊳
I
b S)∩ (R2⊳Ib S)= (R1∪R2)⊳Ib S.
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Stelling 9.11 Als domS1 = domS2, dan
(R ⊲Ib S1)∩ (R ⊲Ib S2)⊇R ⊲Ib (S1∪S2).
Als I voldoet aan (9.2) en niet noodzakelijk domS1 = domS2, dan
(R ⊲Ib S1)∩ (R ⊲Ib S2) ⊆ R ⊲Ib (S1∪S2),
(R ⊲T ,Ik S1)∩ (R ⊲
T ,I
k S2) ⊆ R ⊲
T ,I
k (S1∪S2).
Gevolg 9.12 Als dom(S1)= dom(S2) en I voldoet aan (9.2), dan
(R ⊲Ib S1)∩ (R ⊲Ib S2)=R ⊲Ib (S1∪S2).
Lemma 9.13 Als T aan (9.3) voldoet, dan geldt voor alle (u,w) ∈U ×W :
sup(hgt(uR1∩T Sw),hgt(uR2∩T Sw))= hgt(u(R1∪R2)∩T Sw).
Bewijs. Deze eigenschap is equivalent met
(R1 ◦T S)∪ (R2 ◦T S)(u,w)= (R1∪R2)◦T S(u,w),
wat bewezen is in [9], Stelling 7, in het geval T t-representeerbaar is. Hier bewijzen we de

















waarbij we gebruik gemaakt hebben van (9.3). 
Stelling 9.14 Er geldt :
(R1∪R2)⊳Ib S ⊆ (R1⊳Ib S)∪ (R2⊳Ib S).
Als T aan (9.3) voldoet, dan geldt :
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Bewijs. Voor alle x, y,z ∈ L∗ vinden we
sup(inf(x, y), inf(x,z))
= (max(min(x1, y1),min(x1,z1)),min(max(x2, y2),max(x2,z2)))
= (min(x1,max(y1,z1)),max(x2,min(y2,z2)))
= inf(x, sup(y,z)).
We bewijzen nu de eerste ongelijkheid, voor (u,w) ∈U ×W :
(R1⊳
I










































= inf(inf(pltI (u(R1∪R2),Sw),hgt(Sw)), sup(hgt(uR1),hgt(uR2)))
= inf(inf(pltI (u(R1∪R2),Sw),hgt(Sw)),hgt(u(R1∪R2)))
= (R1∪R2)⊳Ib S(u,w).


































= inf(pltI (u(R1∪R2),Sw),hgt(u(R1∪R2)∩T Sw))
= (R1∪R2)⊳T ,Ik S(u,w),
steunend op Lemma 9.13. 
Stelling 9.15 Er geldt :
R ⊲Ib (S1∪S2)⊆ (R ⊲Ib S1)∪ (R ⊲Ib S2).
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Als T aan (9.3) voldoet, dan geldt :
R ⊲T ,Ik (S1∪S2)⊆ (R ⊲
T ,I
k S1)∪ (R ⊲
T ,I
k S2).
Steunend op de voorgaande stellingen, kunnen we tevens het volgende besluiten :
• als I voldoet aan (9.2), dan
(R1⊳
I
b S)∩ (R2⊳Ib S)⊆ (R1∪R2)⊳Ib S ⊆ (R1⊳Ib S)∪ (R2⊳Ib S)
en analoog voor ⊳T ,Ik als T voldoet aan (9.3);
• als I voldoet aan (9.2) en dom(R1)= dom(R2), dan
(R1⊳
I
b S)∩ (R2⊳Ib S)= (R1∪R2)⊳Ib S;
• als I voldoet aan (9.2), dan
(R ⊲Ib S1)∩ (R ⊲Ib S2)⊆R ⊲Ib (S1∪S2)⊆ (R ⊲Ib S1)∪ (R ⊲Ib S2)
en analoog voor ⊲T ,Ik als T voldoet aan (9.3);
• als I voldoet aan (9.2) en dom(S1)= dom(S2), dan
(R ⊲Ib S1)∩ (R ⊲Ib S2)=R ⊲Ib (S1∪S2).
9.4.5 D e interactie van de triangulaire composities m et de doorsne-
de
Ook in deze subsectie zal het duidelijk worden dat de triangulaire composities van intu-
itionistische vaagrelaties enkel aan een zekere semi-distributiviteit t.o.v. de intersectie van
intuı¨tionistische vaagverzamelingen voldoen. We veronderstellen opnieuw dat R,R1,R2 ∈
IFR(U ×V ), S,S1,S2 ∈IFR(V ×W ), I is een implicator op L∗ en T is een t-norm op
L∗.
Stelling 9.16 Er geldt :
(R1∩R2)⊲Ib S ⊆ (R1⊲Ib S)∩ (R2⊲Ib S),
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Bewijs. Merk op dat inf(I (x, y),I (x,z))ÊL∗ I (x, inf(y,z)), voor alle x, y,z ∈ L∗. Zij (u,w) ∈
U ×W . Dan is
(R1⊲
I






























Op analoge wijze kan de tweede ongelijkheid bewezen worden, vermits hgt(u(R1∩R2)∩T
Sw)ÉL∗ inf(hgt(uR1∩T Sw),hgt(uR2∩T Sw)
)
, voor alle (u,w) ∈U ×W . 
Stelling 9.17 Er geldt :
R ⊳Ib (S1∩S2) ⊆ (R ⊳Ib S1)∩ (R ⊳Ib S2),
R ⊳T ,Ik (S1∩S2) ⊆ (R ⊳
T ,I
k S1)∩ (R ⊳
T ,I
k S2).
We zullen verder soms eisen dat de implicator I op L∗ voldoet aan de gelijkheid
I (inf(x, y),z)= sup(I (x,z),I (y,z)), ∀x, y,z ∈ L∗. (9.7)
Op analoge wijze als hierboven kanmen bewijzen dat als een t-conorm S voldoet aan
S (sup(x, y),z)= sup(S (x,z),S (y,z)), ∀x, y,z ∈ L∗,
dan de S-implicator gegenereerd doorS en door een involutieve negator op L∗ voldoet aan
(9.7). Als een t-norm T op L∗ voldoet aan
T (inf(x, y),z)= inf(T (x,z),T (y,z)), ∀x, y,z ∈ L∗,
kan men echter niet besluiten dat de R-implicator gegenereerd door T voldoet aan (9.7).
Beschouw bijvoorbeeld, voor x, y ∈ L∗, Iinf(x, y) = sup{γ | γ ∈ L∗ en inf(x,γ) ÉL∗ y}, en zij
x, y,z ∈ L∗ zodanig dat x1 É z1 < y1 en x2 < z2 É y2. Dan is inf(x, y) = (x1, y2), waaruit
volgt dat Iinf(x,z) = (1− z2,z2), Iinf(y,z) = (z1,0) en Iinf((x1, y2),z) = (1,0). Bijgevolg is
Iinf(inf(x, y),z)>L∗ sup(Iinf(x,z),Iinf(y,z)).
Stelling 9.18 Er geldt :
(R1⊳
I
bk S)∪ (R2⊳Ibk S)⊆ (R1∩R2)⊳Ibk S.
9.4. EIGENSCHAPPEN VAN DE TRIANGULAIRE COMPOSITIES 157
Bewijs. We vinden, voor (u,w) ∈U ×W :
((R1⊳
I
bk S)∪ (R2⊳Ibk S)
)
(u,w)























Zelfs al is dom(R1)= dom(R2) en voldoetI aan (9.7), dan nog bestaat er in het algemeen
geen verband tussen (R1⊳Ib S)∩(R2⊳Ib S), (R1⊳Ib S)∪(R2⊳Ib S) en (R1∩R2)⊳Ib S. Beschouw
immers de intuı¨tionistische vaagrelaties R1 en R2 van U = {u} naar V = {v1,v2,v3} en de
intuı¨tionistische vaagrelatie S van V naarW = {w} gedefinieerd als
R1 = {((u,v1),0.3,0.2), ((u,v2),0.3,0.4), ((u,v3),0.1,0.9)},
R2 = {((u,v1),0.2,0.3), ((u,v2),0.3,0.2), ((u,v3),0.1,0.9)},
R1∩R2 = {((u,v1),0.2,0.3), ((u,v2),0.3,0.4), ((x, y3),0.1,0.9)},
S = {((v1,w),0.2,0.3), ((v2,w),0.2,0.3), ((v3,w),0.9,0.1)},
en de implicatorIsup,Ns gedefinieerd alsIsup,Ns (x, y)= sup(Ns(x), y), voor alle x, y ∈ L∗ (zie
Voorbeeld 3.3). Dan is
R1⊳
I
b S(u,w) = inf((0.2,0.3), (0.3,0.2), (0.9,0.1))= (0.2,0.3),
R2⊳
I
b S(u,w) = inf((0.2,0.3), (0.3,0.2), (0.9,0.1))= (0.2,0.3),




b S)∪ (R2⊳Ib S)(u,w)<L∗ (R1∩R2)⊳Ib S(u,w).
Beschouw nu de intuı¨tionistische vaagrelaties R ′1 en R
′
2 vanU naar V en de intuı¨tionis-
tische vaagrelatie S′ van V naarW gedefinieerd als
R ′1 = {((u,v1),0.2,0.3), ((u,v2),0.4,0.5), ((u,v3),0.4,0.5)},
R ′2 = {((u,v1),0.4,0.6), ((u,v2),0.1,0.3), ((u,v3),0.1,0.3)},
R ′1∩R ′2 = {((u,v1),0.2,0.6), ((u,v2),0.1,0.5), ((u,v3),0.1,0.5)},
S′ = {((v1,w),0.6,0.3), ((v2,w),0.6,0.3), ((v3,w),0.6,0.3)}.









′(u,w) = inf((0.6,0.3), (0.4,0.3), (0.6,0.3))= (0.4,0.3),





′)∩ (R ′2⊳Ib S′)(u,w)>L∗ (R ′1∩R ′2)⊳Ib S′(u,w).
Beschouw tenslotte de intuı¨tionistische vaagrelaties R ′′1 en R
′′
2 vanU naar Y = {v1,v2} en
de intuı¨tionistische vaagrelatie S′′ van V naarW gedefinieerd als
R ′′1 = {((u,v1),0.6,0.2), ((u,v2),0.3,0.6)},
R ′′2 = {((u,v1),0.2,0.5), ((u,v2),0.6,0.2)},
R ′′1 ∩R ′′2 = {((u,v1),0.2,0.5), ((u,v2),0.3,0.6)},









′′(u,w) = inf((0.4,0.5), (0.6,0.2), (0.4,0.5))= (0.4,0.5),





′′)∩ (R ′′2 ⊳Ib S′′)(u,w)<L∗ (R ′′1 ∩R ′′2 )⊳Ib S′′(u,w)<L∗ (R ′′1 ⊳Ib S′′)∪ (R ′2⊳Ib S′′)(u,w).
9.5 Niveauverzamelingen van de triangulaire com-
posities
In deze sectie bespreken we de niveauverzamelingen van de verschillende composities van
intuı¨tionistische vaagrelaties. Eerst onderzoeken we een aantal mogelijke eigenschappen
van implicatoren op L∗ die we nodig zullen hebben in deze bespreking. Daarna zullen we
de niveauverzamelingen van de verschillende composities benaderen door de correspon-
derende compositie van de niveauverzamelingen van de samenstellende intuı¨tionistische
vaagrelaties.
9.5. NIVEAUVERZAMELINGEN VAN DE TRIANGULAIRE COMPOSITIES 159
9.5.1 M ogelijke eigenschappen van implicatoren op L∗
In hun studie van de niveauverzamelingen van de triangulaire composities van vaagrelaties
hebben De Baets en Kerre vier mogelijke eigenschappen van de gebruikte implicator op
[0,1] beschouwd [19]. We breiden deze eigenschappen uit naar implicatoren op L∗ als volgt.
Zij I een implicator op L∗ en α ∈ L∗. De vier eigenschappen worden als volgt gedefinieerd :
P (I ,α) : (∀(x, y) ∈ (L∗)2)(I (x, y)ÊL∗ α⇒ (x ÊL∗ α⇒ y ÊL∗ α)),
Q(I ,α) : (∀(x, y) ∈ (L∗)2)((x ÊL∗ α⇒ y ÊL∗ α)⇒I (x, y)ÊL∗ α),
P¯ (I ,α) : (∀(x, y) ∈ (L∗)2)(I (x, y)≫L∗ α⇒ (x≫L∗ α⇒ y≫L∗ α)),
Q¯(I ,α) : (∀(x, y) ∈ (L∗)2)((x≫L∗ α⇒ y≫L∗ α)⇒I (x, y)≫L∗ α).
Voor elke implicator I op L∗ gelden steeds P (I ,0L∗) en Q(I ,0L∗). De Baets en Kerre
toonden aan dat het niet mogelijk is een implicator op [0,1] te construeren waarvoor de
analoge versies van P (I ,α) enQ(I ,α) voor implicatoren op [0,1] geldig zijn voor meer dan
één waarde van α in ]0,1] [19]. We breiden dit resultaat uit naar implicatoren op L∗, maar
eerst bewijzen we het volgende lemma.
Lemma 9.19 [32] Zij I een implicator op L∗. Dan geldt, voor alle α ∈ L∗ \ {0L∗} :
Q(I ,α)⇒ (∀β ∈Bα)(¬P (I ,β)),
P (I ,α)⇒ (∀β ∈B ′α)(¬Q(I ,β)),
Q¯(I ,α)⇒ (∀β ∈Bα)(¬P¯ (I ,β)),
P¯ (I ,α)⇒ (∀β ∈B ′α)(¬Q¯(I ,β)),
waarbij Bα = {β |β ∈ L∗ en 0L∗ <L∗ β<L∗ α} en B ′α = {β |β ∈ L∗ en α<L∗ β}.
Bewijs. Het bewijs is analoog aan het bewijs gegeven door De Baets and Kerre voor implica-
toren op [0,1] (zie [19]). Zij x, y ∈ L∗,α ∈ L∗\{0L∗} enβ ∈Bα, zodanig dat y <L∗ β<L∗ x <L∗ α.
Dan volgt uitQ(I ,α) dat I (x, y)ÊL∗ α. Veronderstel dat P (I ,β) eveneens geldt, dan beko-
men we uit x >L∗ β en ¬(y ÊL∗ β) dat ¬(I (x, y)ÊL∗ β), wat in strijd is met I (x, y)ÊL∗ α>L∗
β.
Veronderstel voor de tweede implicatie dat P (I ,α) en Q(I ,β) gelden voor een zekere
β ∈B ′α. Dan is α ∈Bβ, Uit het eerste deel volgt nu een contradictie.
Op analoge wijze kunnen de overige implicaties bewezen worden, aangezien uit y <L∗ β
volgt dat y 6≫L∗ β en aangezien, als β <L∗ α dan er een x ∈ L∗ bestaat zodanig dat x≫L∗ β
en x 6≫L∗ α. 
Voor implicatoren I op [0,1] bestaat er ten hoogste één α ∈ ]0,1] zodanig dat P (I ,α) en
Q(I ,α) beide gelden. Voor implicatoren op L∗ is dit niet het geval. We hebben echter de
volgende stelling.
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Stelling 9.20 [32] Zij I een implicator op L∗. De relaties fI en gI gedefinieerd als
fI = {α |α ∈ L∗ \ {0L∗} en Q(I ,α) en P (I ,α)},
gI = {α |α ∈ L∗ \ {0L∗} en Q¯(I ,α) en P¯ (I ,α)},
zijn stijgende, injectieve functies in α1.
Bewijs. Veronderstel dat “Q(I ,α) enP (I ,α)” en “Q(I ,α′) enP (I ,α′)” beide gelden, waar-
bij α,α′ ∈ L∗ \ {0L∗} en α 6=α′. Uit “Q(I ,α) en P (I ,α)” volgt wegens Lemma 9.19 dat
(∀β ∈Bα)(¬P (I ,β)) en (∀β ∈B ′α)(¬Q(I ,β)). (9.8)








Figuur 9.2: De gearceerde gebieden vormen de verzameling van de β’s waarvoor ofwel
¬P (I ,β) ofwel ¬Q(I ,β), van zodra P (I ,α) enQ(I ,α) gelden.
Veronderstel dat α1 =α′1. Uit α2 <α′2 volgt dat α>L∗ α′, dus ¬Q(I ,α), wat een contra-
dictie is. Als α2 >α′2 dan is α<L∗ α′ en ¬P (I ,α), wat opnieuw een contradictie is. Bijgevolg
is fI een functie.
Veronderstel nu dat α2 = α′2 en α1 < α′1 (het geval α1 > α′1 is analoog). Dan is α ∈ Bα′ ,
dus we vinden ¬P (I ,α), wat een strijdigheid is. Bijgevolg is fI injectief.
Veronderstel dat α1 Éα′1 en α2 >α′2. Dan is α ∈Bα′ , dus we bekomen ¬P (I ,α), wat een
contradictie is. Bijgevolg is fI stijgend. 
9.5.2 N iveauverzamelingen van de triangulaire composities
In deze subsectie geven we benaderingen voor de niveauverzamelingen van de verschillen-
de composities van intuı¨tionistische vaagrelaties in termen van de compositie van de ni-
veauverzamelingen van de samenstellende intuı¨tionistische vaagrelaties. Dit kan leiden tot
eenvoudiger en minder berekeningen in sommige toepassingen waar de exacte waarde α,
die het niveau aangeeft onder dewelke de gegevens genegeerd wordt, niet zo belangrijk is.
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Bijvoorbeeld, in informatieverwerking kan een gebruiker geı¨nteresseerd zijn in enkel deze
documenten waarvoor de graad in dewelke ze voldoen aan de selectiecriteria groter is dan
bvb. 0.7 en de graad in dewelke ze er niet aan voldoen kleiner is dan bvb. 0.1. Het maakt
weinig uit voor de gebruiker of hij van tijd tot tijd een document krijgt dat enkel voldoet tot
een graad 0.67 of dat niet voldoet tot een graad 0.12. De gebruiker is enkel geı¨nteresseerd in
de documenten die het best voldoen aan de selectiecriteria, hij is niet geı¨nteresseerd in de
exacte graden. De resultaten in deze subsectie vormen een uitbreiding van analoge resulta-
ten voor vaagrelaties bewezen door De Baets en Kerre [19].
Merk eerst op dat voor een triangulaire norm T op [0,1] en a ∈ [0,1] de volgende eigen-
schappen altijd geldig zijn :
(∀(x, y) ∈ [0,1]2)(T (x, y)Ê a⇒ (x Ê a en y Ê a)),
(∀(x, y) ∈ [0,1]2)(T (x, y)> a⇒ (x > a en y > a)).
De volgende eigenschappen gelden echter niet in het algemeen :
L(T,a) : (∀(x, y) ∈ [0,1]2)((x Ê a en y Ê a)⇒ T (x, y)Ê a),
L¯(T,a) : (∀(x, y) ∈ [0,1]2)((x > a en y > a)⇒ T (x, y)> a).
Deze eigenschappen werden in meer detail besproken door De Baets and Kerre in [19].
Analoog gelden voor t-normen T op L∗, vermits T (x, y) ÉL∗ x, voor alle x, y ∈ L∗, de vol-
gende eigenschappen steeds :
(∀(x, y) ∈ (L∗)2)(T (x, y) ÊL∗ a⇒ (x ÊL∗ a en y ÊL∗ a)),
(∀(x, y) ∈ (L∗)2)(T (x, y)≫L∗ a⇒ (x ≫L∗ a en y ≫L∗ a));
maar de volgende eigenschappen zijn niet algemeen geldig :
L(T ,a) : (∀(x, y) ∈ (L∗)2)((x ÊL∗ a en y ÊL∗ a)⇒T (x, y) ÊL∗ a),
L¯(T ,a) : (∀(x, y) ∈ (L∗)2)((x ≫L∗ a en y ≫L∗ a)⇒T (x, y)≫L∗ a).
Stelling 9.21 [32] Zij R een intuı¨tionistische vaagrelatie van U naar V , S een intuı¨tionisti-
sche vaagrelatie van V naarW en T een t-norm op L∗. Dan geldt :
(R ◦T S)α¯2α¯1 ⊆ (Rα¯1 ◦Sα¯1)∩ (R
α¯2 ◦Sα¯2), ∀α ∈ L∗ \ {1L∗},
L¯(T ,α)⇒ (R ◦T S)α¯2α¯1 ⊇R
α¯2
α¯1
◦Sα¯2α¯1 , ∀α ∈ L
∗ \ {1L∗}.
Als V eindig is, dan geldt eveneens :
(R ◦T S)α2α1 ⊆ (Rα1 ◦Sα1)∩ (Rα2 ◦Sα2), ∀α ∈ L∗ \ {0L∗},
L(T ,α)⇒ (R ◦T S)α2α1 ⊇Rα2α1 ◦Sα2α1 , ∀α ∈ L∗ \ {0L∗}.
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Bewijs. Voor (u,w) ∈U ×W , hebben we








Dus is (u,w) ∈ (R ◦T S)α¯2α¯1 als en slechts als
sup
v∈V
pr1T (R(u,v),S(v,w)) > α1 en (9.9)
inf
v∈V
pr2T (R(u,v),S(v,w)) < α2. (9.10)
Hieruit volgt dat
(∃ v ∈V )(pr1T (R(u, v ),S(v ,w ))>α1) en
(∃v ′∈V )(pr2T (R(u,v ′),S(v ′,w))<α2),
waarbij v niet noodzakelijk gelijk is aan v ′. Vermits T (x, y) ÉL∗ x en T (x, y) ÉL∗ y , voor
alle x, y ∈ L∗, en dus µR (u,v) = pr1R(u,v) Ê pr1T (R(u,v),S(v,w)), νR (u,v) = pr2R(u,v) É
pr2T (R(u,v),S(v,w)) en analoog voor S(v,w), bekomen we
(∃ v ∈V )(µR (u,v) >α1 en µS(v,w) >α1) en
(∃v ′∈V )(νR (u,v ′)<α2 en νS(v ′,w)<α2),
Aangezien v niet noodzakelijk gelijk is aan v ′, bekomen we enkel dat
(∃ v ∈V )((u, v) ∈Rα¯1 en (v ,w) ∈ Sα¯1) en
(∃v ′∈V )((u,v ′) ∈Rα¯2 en (v ′,w) ∈ Sα¯2),
of (u,w) ∈ (Rα¯1 ◦Sα¯1)∩ (Rα¯2 ◦Sα¯2).
Veronderstel anderzijds dat L¯(T ,α) geldt en zij (u,w) ∈Rα¯2α¯1 ◦S
α¯2
α¯1
. Dan bekomen we




⇒ (∃v ∈V )(R(u,v)≫L∗ α en S(v,w)≫L∗ α)




Het tweede deel van de stelling wordt op analoge wijze bewezen. 
Merk op dat indien we de sterke α-niveauverzameling gedefinieerd zouden hebben als
Aα¯ = {u | u ∈U en A(u)>L∗ α}, dan in het bewijs van Stelling 9.21, uit (u,w) ∈ (R◦T S)α¯ enkel
zou volgendat één vande twee ongelijkheden van (9.9) en (9.10) strikt is enniet noodzakelijk
beide. Dus, we zouden enkel bekomen dat
(∃ v ∈V )(pr1T (R(u, v ),S(v ,w ))>α1) of
(∃v ′∈V )(pr2T (R(u,v ′),S(v ′,w))<α2),
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en dus (R ◦T S)α¯ ⊆ (Rα¯1 ◦ Sα¯1)∪ (Rα¯2 ◦ Sα¯2). Zij, bijvoorbeeld, α = (0.5,0.4), R = {((u,v),
0.5,0.3), ((u,v ′),0.5,0.2)} en S = {((v,w),0.5,0.3), ((v ′,w),0.6,0.2)}. Dan is
R0.5 ◦S0.5 = ∅,
R0.4 ◦S0.4 = {(u,w)},
R ◦inf S(u,w) = sup((0.5,0.3), (0.5,0.2))= (0.5,0.2),
(R ◦inf S)(0.5,0.4) = {(u,w)}.
Dus (R ◦inf S)(0.5,0.4) = (R0.5 ◦S0.5)∪ (R0.4 ◦S0.4).




beeld, de intuı¨tionistische vaagrelaties R = {((u,v1),0.6,0.4), ((u,v2),0.2,0.25)} en S = {((v1,
w),0.5,0.4), ((v2,w),0.3,0.2)}. Dan is
(u,v1) ∈ R0.4, (v1,w) ∈ S0.4,
(u,v2) ∈ R0.3, (v2,w) ∈ S0.3,








Stelling 9.22 [32] Zij R een intuı¨tionistische vaagrelatie van U naar V , S een intuı¨tionisti-
sche vaagrelatie van V naarW en I een implicator op L∗. Dan geldt :
P (I ,α)⇒ ((R ⊳Ibk S)
α2
α1 ⊆Rα2α1 ⊳bk Sα2α1 en (R ⊲Ibk S)
α2
α1 ⊆Rα2α1 ⊲bk Sα2α1 ), ∀α ∈ L∗ \ {0L∗},
Q(I ,α)⇒ ((R ⊳Ibk S)
α2
α1 ⊇Rα2α1 ⊳bk Sα2α1 en (R ⊲Ibk S)
α2
α1 ⊇Rα2α1 ⊲bk Sα2α1 ), ∀α ∈ L∗ \ {0L∗},












), ∀α ∈ L∗ \ {1L∗}.
Als V eindig is, dan geldt tevens :












), ∀α ∈ L∗ \ {1L∗}.
Bewijs. We bewijzen de derde implicatie wat betreft de supercompositie. Zij α= (α1,α2) ∈
L∗ zodanig dat P¯ (I ,α) geldt. Zij (u,w) ∈U ×W , dan is




⇒ (∀v ∈V )(I (S(v,w),R(u,v))≫L∗ α)
⇒ (∀v ∈V )(S(v,w)≫L∗ α⇒R(u,v)≫L∗ α)
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Gevolg 9.23 [32]Uit Stelling 9.20 en Stelling 9.22 volgt gemakkelijk dat de relatie
R = {(α1,α2) | (α1,α2) ∈ L∗ \ {0L∗} en (R ⊳Ibk S)α2α1 =Rα2α1 ⊳bk Sα2α1 }
een stijgende, injectieve functie is in α1.
Vooraleer we de niveauverzamelingen van de verbeterde versies van deze composities
onderzoeken, bespreken we de niveauverzamelingen van de intersectie en het cartesisch
product van intuı¨tionistische vaagverzamelingen en van het domein en de waardeverzame-
ling van een intuı¨tionistische vaagrelatie. Zij A en B intuı¨tionistische vaagverzamelingen op
een universumU en α ∈ L∗ \ {0L∗}, dan is
(A∩B)α2α1 = {u | u ∈U en min(µA(u),µB (u))Êα1 en max(νA(u),νB (u))Éα2}
= {u | u ∈U en µA(u)Êα1 en νA(u)Éα2 en µB (u)Êα1 en νB (u)Éα2}
= Aα2α1 ∩Bα2α1 .
Analoog vinden we dat (A×B)α2α1 = Aα2α1 ×Bα2α1 .
Stelling 9.24 [32] Zij R een intuı¨tionistische vaagverzameling vanU naar V . Dan geldt :




en wd(Rα¯2α¯1 )⊆ (wd(R))
α¯2
α¯1
, ∀α ∈ L∗ \ {1L∗}.
Bewijs. Zij u ∈U , dan is




⇔ u ∈ (domR)α2α1 .
De andere ongelijkheden worden op analoge wijze bewezen. 
Uit sup
v∈V
R(u,v) ÊL∗ α volgt niet dat er een v ∈ V bestaat zodanig dat R(u,v) ÊL∗ α. Be-
schouw immers de intuı¨tionistische vaagrelatie R = {((u,v1),0.6,0.4), ((u,v2),0.3,0.2)} van
U = {u} naar V = {v1,v2} en α= (0.5,0.3). Dan is sup
v∈V
R(u,v)= (0.6,0.2)ÊL∗ α, maar R(u,v1)
6ÊL∗ α en R(u,v2) 6ÊL∗ α (zie Figuur 9.3). Dit voorbeeld toont eveneens aan dat uit sup
v∈V
R(u,v)
≫L∗ α niet volgt dat er een v ∈V bestaat zodanig dat R(u,v)≫L∗ α.
Stelling 9.25 [32] Zij R een intuı¨tionistische vaagrelatie vanU naar Y . Dan geldt :
dom(Rα¯1)∩dom(Rα¯2) ⊇ (dom(R))α¯2α¯1 , ∀α ∈ L
∗ \ {1L∗},
wd(Rα¯1)∩wd(Rα¯2) ⊇ (wd(R))α¯2α¯1 , ∀α ∈ L
∗ \ {1L∗}.









Figuur 9.3: Voorbeeld van een intuı¨tionistische vaagrelatie R waarvoor sup
v∈V
R(u,v)ÊL∗ α,
maar R(u,v) 6ÊL∗ α,∀v ∈V .
Als V eindig is, dan geldt tevens :
dom(Rα1)∩dom(Rα2) = (dom(R))α2α1 , ∀α ∈ L∗ \ {0L∗},
wd(Rα1)∩wd(Rα2) = (wd(R))α2α1 , ∀α ∈ L∗ \ {0L∗}.
Bewijs. Zij u ∈U en veronderstel dat V eindig is, dan





µR (u,v)Êα1 en inf
v∈V
νR (u,v)Éα2
⇔ (∃v ∈V )(µR (u,v)Êα1) en (∃v ′ ∈V )(νR (u,v ′)Éα2)
⇔ u ∈ dom(Rα1) en u ∈ dom(Rα2).
Het bewijs van de andere formules is analoog. 
Stelling 9.26 [32] Zij R een intuı¨tionistische vaagrelatie van U naar V , S een intuı¨tionisti-
sche vaagrelatie van V naarW en I een implicator op L∗. Dan geldt :
Q(I ,α)⇒ ((R ⊳Ib S)α2α1 ⊇Rα2α1 ⊳Sα2α1 en (R ⊲Ib S)α2α1 ⊇Rα2α1 ⊲Sα2α1 ), ∀α ∈ L∗ \ {0L∗}.
Als V eindig is, dan geldt tevens :












), ∀α ∈ L∗ \ {1L∗}.
Bewijs. Zij α= (α1,α2) ∈ L∗ \ {0L∗} zodanig datQ(I ,α) geldt. Gebruik makend van Stelling
9.22 en Stelling 9.24 bekomen we :
(R ⊳Ib S)
α2
α1 = (R ⊳Ibk S)α2α1 ∩ (dom(R)×wd(S))α2α1
= (R ⊳Ibk S)α2α1 ∩ ((dom(R))α2α1 × (wd(S))α2α1)
⊇ (Rα2α1 ⊳bk Sα2α1 )∩ (dom(Rα2α1 )×wd(Sα2α1 ))
= (Rα2α1 ⊳Sα2α1 ).
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
Stelling 9.27 [32] Zij R een intuı¨tionistische vaagrelatie van U naar V , S een intuı¨tionisti-
sche vaagrelatie van V naar W , T een t-norm op L∗ en I een implicator op L∗. Dan geldt,
voor alle α ∈ L∗ \ {0L∗} :
(Q(I ,α) en L(T ,α))⇒ ((R ⊳T ,Ik S)
α2
α1 ⊇Rα2α1 ⊳Sα2α1 en (R ⊲T ,Ib S)
α2
α1 ⊇Rα2α1 ⊲Sα2α1 ).
Als V eindig is, dan geldt tevens, voor alle α ∈ L∗ \ {1L∗} :













Bewijs. Men ziet gemakkelijk dat, voor (u,w) ∈ U ×W , hgt(uR ∩T Sw) = R ◦T S(u,w).
Bijgevolg is R ⊳T ,Ib S = (R ⊳Ibk S)∩ (R ◦T S). Gebruik makend van Stelling 9.21, Stelling 9.22
en Stelling 9.24 kan deze stelling op analoge wijze bewezen worden als de voorgaande. 
Merk op dat hoewel de resultaten in Stelling 9.24 zwakker zijn dan de corresponderende
resultaten voor vaagrelaties, de resultaten in Stelling 9.26 en Stelling 9.27 niettemin geldig
blijven voor intuı¨tionistische vaagrelaties.
Stelling 9.28 [32] Zij R een intuı¨tionistische vaagrelatie vanU naar V en S een intuı¨tionis-
























⊇ (Rα¯1 ⊲bk Sα¯1)∩ (Rα¯2 ⊲bk Sα¯2), ∀α ∈ L∗ \ {1L∗}.
Bewijs. Zij (u,w) ∈U ×W en α ∈ L∗ \ {0L∗}. Gebruik makend van het feit dat (v,w) ∈ Sα2α1 ⇔
(µS(v,w) Ê α1 en νS(y,z) É α2)⇔ ((v,w) ∈ Sα1 en (v,w) ∈ Sα2), voor alle (v,w) ∈ V ×W , be-
komen we
(u,w) ∈Rα2α1 ⊳bk Sα2α1
⇔ (∀v ∈V )((u,v) ∈Rα2α1 ⇒ (v,w) ∈ Sα2α1 )
⇔ (∀v ∈V )((v,w) ∈ Sα2α1 of (u,v) 6∈Rα2α1 )
⇔ (∀v ∈V )(((v,w) ∈ Sα1 en (v,w) ∈ Sα2) of (u,v) 6∈Rα2α1 )
⇔ (∀v ∈V )(((v,w) ∈ Sα1 of (u,v) 6∈Rα2α1 ) en ((v,w) ∈ Sα2 of (u,v) 6∈Rα2α1 ))
⇔ (∀v ∈V )((v,w) ∈ Sα1 of (u,v) 6∈Rα2α1 ) en (∀v ∈V )((v,w) ∈ Sα2 of (u,v) 6∈Rα2α1 )
⇐ (∀v ∈V )((v,w) ∈ Sα1 of (u,v) 6∈Rα1) en (∀v ∈V )((v,w) ∈ Sα2 of (u,v) 6∈Rα2
)
⇔ (u,w) ∈Rα1 ⊳bk Sα1 en (u,w) ∈Rα2 ⊳bk Sα2 .

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We geven een mogelijke toepassing van de bovenstaande resultaten. Veronderstel dat
een arts de patie¨ntenwil detecteren in een ziekenhuis die lijden aan een zekere ziektew . De
graden tot dewelke de patie¨nten verschillende symtomen vertonen en de graden tot dewel-
ke ze die symptomen niet tonen, zijn opgeslagen in een databank. In een andere databank
zijn de graden opgeslagen tot dewelke de symptomen horen bij ziekte w en ook de graden
tot dewelke de symptomen niet horen bij ziektew . Zij R de intuı¨tionistische vaagrelatie van
de verzameling van patie¨ntenU naar de verzameling van symptomen V die modelleert in
welke graad een patie¨nt u ∈U een symptoom v ∈ V vertoont, en zij S de intuı¨tionistische
vaagrelatie van de verzameling van symptomen V naar de verzameling van ziektes W die
de graad weergeeft in dewelke een symptoom v ∈ V hoort bij een ziekte w ∈W . Om te
weten te komen welke patie¨nten lijden aan een bepaalde ziekte w , kunnen we voor iedere
patie¨nt u de sup−T compositie R ◦T S(u,w) berekenen die de graad weergeeft in dewelke
u ten minste één symptoom van w vertoont, de subcompositie R ⊳Ibk S(u,w) (of één van
de verbeterde versies) die de graad weergeeft in dewelke alle symptomen die u vertoont
symptomen van ziekte w zijn, en de supercompositie R ⊲Ibk S(u,w) (of één van de verbe-
terde versies) die weergeeft in welke graad u alle symptomen horend bij ziekte w vertoont.
We kunnen dan stellen dat een patie¨nt u lijdt aan ziekte w als de drie graden voldoende
hoog zijn. Dus de (α1,α2)-niveauverzameling t.o.v. een goed gekozen (α1,α2) van deze drie
composities wordt berekend. Deze niveauverzamelingen berekenen vergt echter intensief
rekenwerk. Voor de subcompositie, bijvoorbeeld, moet eerst een implicatie op L∗ berekend
worden voor elk symptoom v ∈V , gevolgd door het infimum in L∗ van de bekomen resulta-
ten (dewelke elementen van L∗ zijn) en dan moet de (α1,α2)-niveauverzameling berekend
worden. Gebruik makend van Stelling 9.22 kan dit evenwel benaderd worden door eerst de
(α1,α2)-niveauverzameling van R en S te berekenen en dan de scherpe subcompositie van
deze twee niveauverzamelingen te bepalen. Deze aanpak vergt minder intensieve bereke-
ningen, aangezien enkel waarden met elkaar vergeleken moeten worden en moet onder-
zocht worden of bepaalde elementen tot bepaalde verzamelingen behoren.
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