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ABSTRACT
This study considers the use o f logarithm ic  number systems in  d ig i ta l  
f i l t e r s .  S p e c if ic a lly  i t  seeks to  determ ine th e  c a p a b ili ty  and lim ita tio n s  
in  implementing f i l t e r s  w ith microcomputers, u sing  th e se  number systems.
A ddition e r ro r  in  logarithm ic number system i s  shown th e o re tic a lly  
and experim en tally  to  be the sum m u ltip lied  by a random v a ria b le  which has 
an approxim ately uniform p ro b a b ility  d is t r ib u t io n .  Formula is  derived fo r  
logarithm ic f i l t e r ' s  accumulated roundoff e r ro rs  fo r  th e  case of s to c h a s tic  
in p u t. I t  i s  shown th e o re tic a lly  th a t  a loga rithm ic  f i l t e r ' s  accumulated 
roundoff e r ro r  i s  sm aller than th a t of a f lo a t in g  po in t f i l t e r ,  given the  
same number o f  b i t s  and equal range fo r  both o f the number systems.
Several f i l t e r s  a re  experim entally  te s te d  fo r  the  comparison between 
the lo g a rith m ic  and the f lo a tin g  po in t f i l t e r  e r ro rs  (c o e ff ic ie n t quantiza­
t io n , in p u t q u a n tiz a tio n , and accumulated roundoff e r ro rs  to g e th e r) . Good 
agreement is  made between the  theory and the  experim ents. A ll the  r e s u l ts  
show th a t  the  logarithm ic  f i l t e r  e r ro rs  a re  sm alle r.
A design procedure i s  given fo r  d ig i t a l  f i l t e r s .  The logarithm ic 
number system i s  sp e c if ie d  which s a t i s f i e s  the  requirem ents of th e  e r ro r  to  
s ig n a l r a t i o ,  the  memory u t i l i z a t io n ,  the  speed and th e  range sp e c if ic a tio n s .
CHAPTER I  
INTRODUCTION
Since th e  in tro d u c tio n  o f a m icro-processor in  1971, i t s  ap p lica tio n  
has grown in to  v a s t f i e ld s .  Some examples a re  games, process c o n tro lle rs ,
and s a le s  te rm in a ls . One o f the  major ap p lica tio n s  i s  to  the  process con­
t r o l l e r s  in which a  d ig i t a l  f i l t e r  plays an im portant ro le .
In  an analog  process c o n tro l, the in p u t-ou tpu t co n tro l re la tio n s  are  
expressed more o r  le s s  by d i f f e r e n t ia l  equations o r Laplace transform  no ta­
t io n s  which are  a lso  th e  analog f i l t e r  n o ta tio n s . At th e  re a l iz a t io n  of 
the analog f i l t e r ,  the mathem atical meaning of the  Laplace transform  i s  
rep laced  by the  combinations o f various c h a ra c te r is t ic s  o f e le c tro n ic  
elements -  r e s is ta n c e , inductance, e tc . While in  the d ig i ta l  process co n tro l, 
those inpu t-o u tp u t co n tro l r e la t io n s  are  expressed in  d iffe re n ce  equations 
and in  z-transfo rm  n o ta tio n s  which are d ig i ta l  f i l t e r  n o ta t io n s . There are  
sev e ra l methods a lready  e s ta b lish e d  to  do th e  transfo rm ation  from analog 
f i l t e r s  to  d ig i t a l  f i l t e r s  and v ice  versa: b i l in e a r  transfo rm ation , impulse
in v a r ia n t tran sfo rm atio n , and mapping of d i f f e r e n t ia l s .  Once the  tra n s fo r­
mation i s  done, the analog f i l t e r  i s  rep laced  by the corresponding d ig i ta l
f i l t e r  which can be re a liz e d  by a d ig i ta l  computer p re fe rab ly  o f low cost
and easy hand ling , a m icro-processor.
A m icro-processor i s  a very small and low co st LSI ch ip . I t  has a l l
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the im portant elem ents o f a conventional computer c e n tra l  p rocessing  u n i t ,  
a r ith m e tic , lo g ic ,  and c o n tro l. The m icro-processor operates on memory in  
which th e  d ig i t a l  f i l t e r  can be programmed. The space u t i l i z a t io n  depends 
on th e  program and th e  data s iz e .  For the logarithm ic a r ith m e tic , the s iz e  
of th e  da ta  becomes q u ite  la rg e  as th e  number of b i t s  i n  th e  f ra c t io n  p a r t  
of a word ge ts  la rg e , as shown in  sec tion  6.2  o f Chapter VI. Note th a t th e  
f ra c tio n  p a r t i s  defined  in  (2 .6) as i p a r t in  sec tion  2 .2 . 1 6 -b it FOCUS [6] 
uses 2305 b y te s ; bu t i t  can be covered by 10 chips (da ta  only, 256 bytes fo r 
one c h ip ) . A ll th i s  means th a t  a d ig i ta l  device o f complex functions i s  
a v a ila b le  w ith  th e  cost comparable to  th a t o f  an analog c o n tro lle r ;  and i t  
has more advantages; f l e x i b i l i t y ,  easy to  change th e  program or f i l t e r  
c h a r a c te r i s t ic s ;  r e l i a b i l i t y ,  almost noise f r e e  transm ission ; e tc .
D espite th e  v a rio u s  advantages o f a m icro-processor, demands always 
exceed i t s  c a p a b ili ty  in  speed, accuracy, c o s t ,  e tc .  As s ig n a ls  are  
processed by a d ig i t a l  machine, i t  i s  a n a tu ra l  tendency to  have more 
so p h is tic a te d  a lgorithm s (higher order f i l t e r  o r s p e c tra l  a n a ly s is )  which 
produce more e r r o r  in  computations and consume more processing  time o r to  
have more dynamic ranges of in p u t and output s ig n a ls . I n s ta l la t io n  o f a 
f lo a tin g  po in t a r ith m e tic  by hardware has been one way to so lve  
the  accuracy and dynamic range problems a t th e  expense of speed and co s t.
As various  advantages o f logarithm ic number system over fixed  or 
f lo a tin g  p o in t number systems are  s ta te d  in  previous s e c tio n s , the in ­
s ta l la t io n  o f th e  loga rithm ic  arith m etic  in  micro-computers should provide 
the b e t te r  s o lu tio n s .  FOCUS system [6] programmed in  a  micro-computer 
which employs loga rith m ic  a rith m etic  can provide tremendous speed and 
accuracy in  th e  b a s ic  a r ith m e tic  operations o f a d d itio n , su b tra c tio n .
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m u ltip lic a tio n  and d iv is io n .
Yet i t  i s  not known how much b e t te r  i t  i s  to  use logarithm ic  a rith m e tic  
i n  d ig i ta l  f i l t e r i n g .  I t  is  the purpose of th is  research  to  in v e s t ig a te  th e  
accuracy questions in  th e  d ig i ta l  f i l t e r  w ith logarithm ic a r ith m e tic .
This d is s e r ta t io n  inc ludes th e  follow ing;
1. A ddition (only one a rith m etic  operation  which produces e r ro r  in  a loga­
rith m ic  number system) e rro r  i s  analyzed in  terms of the p ro b a b il ity  
d is tr ib u t io n .  M u ltip lic a tio n  has no e r ro r .
2 . Logarithmic d ig i t a l  f i l t e r ' s  accumulated roundoff e rro r  i s  analyzed fo r  
th e  case of s to c h a s t ic  in p u t.
a) T heo re tica l e r ro r  to  s ig n a l r a t io  i s  shown in  terras of f i l t e r  
c o e f f ic ie n ts  and th e  in p u t spectrum fo r  both  rounding and tru n c a tio n .
b) Experim ental computation i s  done fo r  some f i l t e r s  fo r  th e  case of 
rounding and i s  compared w ith  the above th e o re tic a l  r e s u l t s .
c) T heo re tica l e r ro r  to s ig n a l  r a t io  of a  logarithm ic f i l t e r  i s  compared 
w ith th a t o f a f lo a tin g  p o in t f i l t e r .
3 . Several f i l t e r s  a re  te s te d  experim entally  fo r d e te rm in is tic  in p u ts  in  
o rder to  compare th e  o v e ra ll e r ro r  to  s ig n a l r a t io s  (inpu t q u a n tiz a tio n , 
c o e ff ic ie n t q u an tiz a tio n , and accumulated rounding e r ro rs  to g e th e r)  
between logarithm ic f i l t e r s  and f lo a tin g  p o in t f i l t e r s .
4 . Comments are  given fo r  the  design of logarithm ic  f i l t e r  considering  the  
speed, the e r ro r  to  s ig n a l r a t i o ,  memory u t i l i z a t io n ,  and th e  range of 
the number system.
CHAPTER I I  
BACKGROUND
2.1 A D ig ita l  F i l t e r
A d ig i ta l  f i l t e r  i s  defined  by th e  com putational algorithm :
where {x^} i s  th e  inpu t sequence, {w^} is  th e  output sequence, and and a^ 
are  some con stan ts . To meet a s p e c if ic  requirem ent such as low p ass , band 
pass, e t c . ,  i s  to  determ ine the  constan ts  a^ and w ith  the co n sid era tio n  o f  
the in te rv a l of the  input sequence [1 ] ,  [2 ] . There are abundant ap p lica ­
tio n s  in  many areas such as speech processing  [1] process c o n tro l, e t c .  An 
example of a very  simple low pass f i l t e r  i s  given below to show th e  r e la t io n
between an analog f i l t e r  and the corresponding d ig i ta l  f i l t e r .
A low pass f i l t e r
.H(s) = l / ( l+ s )
of continuous type i s  d esired  to  be sim ulated  as a d ig i ta l  f i l t e r .  Using the 
b i l in e a r  transfo rm ation , th e  tr a n s f e r  function  o f the d ig i ta l  f i l t e r  w i l l  be
H(z) = [T/(T+2)(1+z" ^ ) ] / [ 1+(T-2)/(T+2)2"^] 
where T i s  th e  sampling period . By H (s), the  cu to ff frequency i s  supposed to  
be 1 ra d /s . Then 1 < - ^  Since H(s) i s  not very sharp , T should be much le s s
than ir. The com putational a lgorithm  o f  H(z) i s  given by
"n = iTz V p  -  M V l
2.2 Error C la s s if ic a tio a  and Number System
Since a d ig i ta l  f i l t e r  can be re a liz e d  in  a d ig i ta l  network, i . e . ,  a 
computer, th e re  a re  two obvious advantages which are  f l e x i b i l i t y  due to  th e  
s im p lic ity  o f changing f i l t e r  c h a ra c te r is t ic s  (c o e f f ic ie n ts  a^  and b^) and 
r e l i a b i l i t y  due to  the com putational a lgorithm . There i s ,  however, an 
inheren t l im ita tio n  on accuracy because of the  f i n i t e  word len g th  of the 
computer. In  th i s  s e c tio n , the  accuracy problem w il l  be c la s s i f ie d .
There a re  th ree  fa c to rs  o f accuracy problems which are a l l  due to  th e  
f in i te  word len g th  of the computer in  some way. F i r s t  i s  c a lle d  common 
sources o f  e r ro r .  Second i s  due to  the form of th e  com putational r e a l i ­
za tion  o f  th e  equation (2 .1 ) . And th i rd  i s  due to  th e  type o f  number 
system used in  th e  com putations.
F i r s t :  There are th re e  common sources which are
1) th e  inpu t q u an tiza tio n  e r ro r  caused by th e  q u an tiza tio n  step  of
inpu t s ig n a l {x^} in to  a f in i t e  number o f b i t s ;
2) the re p re se n ta tio n  o f the c o e f f ic ie n ts  a^ and b^ in to  a  f in i te
number o f b i t s ;
3) Accumulated roundoff e rro rs  committed a t each com putational 
o p e ra tio n .
Second: There a re  fo u r commonly used forms o f equ iva len t r e a l iz a t io n
of the d ig i t a l  f i l t e r  (2 .1) i f  in  an id e a l s i tu a t io n .  They a re  1) d ire c t
form; 2) canonical form; 3) p a r a l le l  form; and 4) cascade form. Those
forms in  some way a ffe c t th e  accuracy of th e  f i l t e r  ou tput [3 ] .
T hird : There are th ree  types o f  number systems to  be considered fo r
the  d ig i t a l  f i l t e r .  They are  a fixed  po in t number system , a f lo a tin g
poin t number system , and a  logarithm ic number system . Although the f i r s t
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two number systems are  well-known and widely used, a l l  of the th ree  w ill  
be defined in  b inary  2 's  complement form fo r  the  comparison and la te r  use.
1) A fix ed  po in t number is  defined by
8q*8 j 8 2~~”8^ (2 .2)
where are  1 o r  0 and ( .)  rep resen t the b inary  p o in t. (See 
Appendix2.1 fo r  represen ted  number)
2̂
2) A f lo a t in g  po in t number i s  defined in  th is  d is s e r ta t io n  by
^0‘®1^2 ®h (^"4)
where g^ and e^ a re  1 o r 0, and g p a r t i s  th e  f ra c t io n a l p art and 
e p a r t  i s  the  exponent. (2.4) has to  be always norm alized, i . e . ,  
gg  ̂ gĵ  so th a t  th e  f ra c tio n a l p a r t  i s  always
Y £  I f ra c t io n a l p a r t  | £  1
Note: When th e  value i s  n eg a tiv e , g^=l and g^=0, because i t  i s  in
2*s complement. The base of the exponent i s  2 and the  exponent i s
an in te g e r  (See Appendix 2 .1  fo r  more rigo rous number re p re se n ta tio n ) .
Range = = 2(1-2 '^)2^^^^^’ ^^= (I-2"^)2^^^^ (2.5)
1
Note: h and f  are  sp ec ified  in  th e  way of (2 .4 ) .
3) A logarithm ic  number i s  defined by
S dgd^ d^. (2 .6)
where S, d^ and are  0 o r  1; S i s  th e  sign  o f the  value and d p a rt and
& p a r t  combined rep resen t the  exponent o f the number; the base i s  assumed
to be a p o s it iv e  constan t a ; ( . )  rep resen t the b inary  po in t o f th e  exponent. 
Therefore, (2 .6 ) rep resen t the number
+ [d p art . l p a rt]
” a
(See Appendix 2J. fo r more rigorous number rep resen ta tio n  fo r (2 .6 ) .  
Some examples are given below fo r the base a = 2, a  = 3, and 3 = 3.
00010.010 = 2^^"^^
01110,100  =  
10001.111  =
11101.001 = _2"(2-» '̂2' '̂S+1/8)
^  a- 2
Note: a  and 6 a re  sp e c if ie d  in  th i s  way in  (2 .6 ) .
A sim ple comparison can be made fo r  the ranges o f the  th ree  number
system s. I t  depends on, however, how many b i t s  are assigned fo r.each  p a rt
o f th e  numbers (2 .2 ) ,  (2.4) and (2 .6 ) . But l e t  us do some assignment: 8
b i t s  are given fo r  each number system. For the  fixed  po in t number t  = 7;
fo r  the  f lo a t in g  p o in t number f  + h = 6 , l e t  f  = 3 and h = 3 ; fo r the
logarithm ic number a  + 3 = 6 , l e t  ct = 3 and 3 = 3 ; and a = 2 .
Range = 2^-1 = 127 fo r  the fixed  p o in t case;
- 3  2^Range = (1-2 )2 = 57344 fo r f lo a t in g  po in t case;
2^-2"^
Range -  2 = 60097 fo r logarithm ic case
The logarithm ic  number can provide the  la rg e s t  range in  the above comparison. 
The usual assignm ent fo r  the f lo a tin g  poin t case i s  th a t  f  i s  th ree  or four
tim es la rg e r  than h; then comparable range o f  the logarithm ic case i s  more
advantageous.
8
2.3 Foundation of Roundoff E rro r A nalysts
In  section  2.2, the e r ro r  of a d ig i ta l  f i l t e r  i s  c la s s i f i e d .  The 
d iffe re n ce  in  the  second category w il l  not be c le a r  u n t i l  the  ana ly sis  
goes deep. So in  th i s  s e c tio n  somewhat c le a r  d iffe re n ces  a t  th e  s ta r t in g  
po in t o f the d ig i ta l  f i l t e r  an a ly sis  w i l l  be shown fo r  th e  roundoff e rro r  
o f  each number system. The o th e r two, i . e . ,  input q u an tiza tio n  e r ro r  and 
th e  f i l t e r  c o e ff ie ie n t q uan tiza tion  e r r o r  can be handled in  a  s im ila r  
fash ion .
Assume th a t x and y a re  quantized in  a  computer according to  th e  
number system in  section  2 .2 and ( .)^  rep resen t quantized r e s u l t  of the 
o pera tio n  ( . ) .
1) Fixed po in t case
(x + y ) j . = x  + y +  e
= xy + e
e  = 0
, - t - l
2) F loating  po in t case 
(xfy)^ = (x fy )(l+ e)
(xy)j. = xy(l+e)
3) Logarithmic case
(x4y)^ = (x+y)(l+e) a
|e |  < 2
fo r rounding
|e |  < 2 - '
fo r  tru n ca tio n
|e |  < 2 -"
fo r  rounding
|e |  < 2-’̂ *  




-2 -3-1 (2 . 11)
2 ~ 3~1 
-1  < e < a  -1
fo r  rounding
2~3
a - l < e < 0
fo r tru n ca tio n  which i s  done so 
th a t magnitude o f represented  
number gets sm alle r.
9
(xy)^ = (x+y) (1+e) e = 0 (2 .12)
D erivation  o f  (2.11) and the d is t r ib u t io n  of e are  d iscussed  in  Chapter 
I I ,  and i t  has been te s te d  experim entally  th a t e has the  uniform p ro b a b ility  
d is tr ib u t io n  (See F ig . 2,1 fo r rounding).
In  comparison between 1), 2) and 3) above, the  e r ro r  magnitude i s  
bounded by a constan t fo r the fixed  p o in t case; w hile fo r  th e  f lo a tin g  po in t 
case and logarithm ic case , i t  i s  d i r e c t ly  p ro p o rtio n a l to  th e  tru e  r e s u l t  of 
th e  o p e ra tio n . One im portant sp e c ia l case i s  th a t  the  e r ro r  o f the  m u lti­
p l ic a t io n  fo r  logarithm ic case i s  zero . The p ro p o r tio n a lity  shown above 
suggests th a t  the  e r ro r  an a ly sis  method which can be app lied  to  f lo a tin g  
po in t case may be applied  to  the loga rithm ic  case . Several e r ro r  a n a ly s is  
[4 ] , [3] have been repo rted  fo r  the f lo a t in g  p o in t case . Next i s  th e  
comparison of the  e r ro r  range of s in g le  a rith m e tic  opera tion  between 2) and
3 ). The fixed  p o in t case cannot be compared d i r e c t ly  because th e  e r ro r  i s  
bounded by a constan t. The same sample value used in  se c tio n  2 .2  w il l  be 
used, i . e . ,  h = 3, 6 = 3 ,  a = 2. Only th e  rounding case is  shown;
I ® I £ 2  ^  = 0.125 fo r  f lo a t in g  po in t case
0-4 0-4
2 -1 < e < 2^ -1
|e |  £  0.045 fo r  log a rith m ic  case
The advantage, of th e  logarithm ic case over f lo a t in g  po in t case was again 
shown.
Next co nsidera tion  has to  be made to  th e  a v a i la b i l i ty  o f the logarithm ic 
a r ith m e tic . I t  i s  immediately obvious th a t  the  m u ltip lic a tio n  of logarithm ic  
numbers i s  ju s t  the  fixed  po in t number a d d itio n . I t  im plies a tremendous 
speed gain . For the logarithm ic a d d itio n , an easy method was suggested [7 ] ,
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though memory usage i s  q u ite  la rg e , depending on the  number of b i t s  used 
fo r i - p a r t .  For a m icro-processor case, two very fa s t  and accurate  
logarithm ic a rith m e tic  o pera tion  programs were rea lized  fo r  8 -b it  and 1 6 -b it 
logarithm ic numbers [6 ] .
2.4 Recent H istory
In  th is  s e c tio n , th e  recen t h is to ry  o f f lo a tin g  po in t number a rith m e tic  
e r ro r  an a ly sis  w ith  a d ig i ta l  f i l t e r  and the  logarithm ic number a rith m e tic  
w il l  be b r ie f ly  o u tlin ed .
1) D ig ita l F i l t e r  e r ro r  a n a ly s is
W ilkinson 's book [5J showed, among many th in g s , th e  e r ro r  an a ly s is  
fo r f lo a tin g  po in t a r ith m e tic  shown in  se c tio n  2 .3  and th a t  of successive 
a rith m etic  o p era tio n s . Sandberg [4J applied  th e  idea  o f th e  book to  the  
d ig i ta l  f i l t e r  and obtained th e  d e te rm in is tic  absolu te  bound o f the  d ig i ta l  
f i l t e r  e r ro r .  Then Liu and Kaneko [ 3 j ,  in  l ig h t  o f the ideas o f  Sandberg, 
pursued the  e r ro r  a n a ly s is  o f th e  same type o f d ig i ta l  f i l t e r  (2 .1 ) ,  as a  
s to c h a s tic  inpu t model. N. G. Kingsbury and P. J .  W. Rayner [7J used a 
d ig i ta l  f i l t e r  to  show th e  e ffe c tiv e n e ss  on accuracy in  logarithm ic a r i th ­
m etic.
2) Logarithmic a rith m e tic  r e a l iz a t io n
M itchell [9 ] and Dean [8 ] computed log^X by approximation methods. 
Kingsbury and Rayner [7] in troduced  the logarithm ic add ition  formula w ith  
the read-only-memory method. Lee and Edgar [6 ]  re a liz e d  the  very e f f ic ie n t  
program of logarithm ic  a r ith m e tic  in  a micro-computer and made general 
e r ro r  an a ly sis  o f the  a r ith m e tic .
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APPENDIX 2.1
1) Fixed poin t case
(2.2) represents th e  number
t
I 2~̂ . when = 0,
i= l 
t  _
-  ( I  2~ g. + 2" ) when g« = 1 
i= l
2) F lo a tin g  po in t case
(2.4) represen ts th e  number
t  . E
( I 2~̂  g ) * 2 when g . = 0
i= l ^
f  . _  f  E.
-  ( I 2 '^  g . + 2 " M  • 2 ^ when gQ = 1 
i= l  ^
where
h
E^ = J  2^"^ e^ when egn = 0
i= l
h




(2.5) represents the number 
/
a (̂ 6 when S = 0
when S = 1
where La$ defined  by
a 6 ,
Z_ag = I 2 d + I 2“" I when dg = 0
i= l ^ i= l  ^
ct 3
Z_ct8 + ^ 2 ^ £ .  + 2 ^ )  when dg = 0
“ P i= l ^ i= l  ^ ^
CHAPTER III.
THEORETICAL DEVELOPMENT
In  th is  ch ap te r, a th e o re tic a l  e r ro r  a n a ly s is  of a  d ig i ta l  f i l t e r  fo r  
the  case of accumulated roundoff e rro rs  committed a t  each computation and 
s to c h a s tic  in p u t w i l l  be given.
Section  3.1 d iscu sses  the  p ro b a b ility  d is tr ib u tio n  of add ition  e r ro r  in  
logarithm ic a r ith m e tic . Several kinds of expected va lues re la te d  to  th e  
ad d itio n  e r ro r ,  e , w i l l  be given;
m = 'E [e] e
= E[(e-m^)^3 
R = E[e+1]
T = E [(e+ l)^ j
In  s e c tio n  3 .2 , th e  e r ro r  sequence {e^} w i l l  be analyzed in  terms of th e  
spectrum . With the  d e f in it io n  o f the computed output sequence {y^} and th e  
e r ro r  sequence fe ^ } , how e r ro rs  are in troduced  and propagated in  th e  d ig i t a l  
f i l t e r  w i l l  be shown. Then under th e  assumption of zero  mean and wide sense 
s ta t io n a ry  inpu t sequence, the sp e c tra l d en sity  function  of (e^) w i l l  be given 
in  terms of the  f i l t e r  s p e c if ic a t io n , the input spectrum , m^, and q . Section
3 .3  uses th e  r e s u l t s  o f th e  sec tio n  3.2 and c a lc u la te s  th e  e r ro r  to  s ig n a l 




and i t s  mazimum bound.
3 .1  Rounding and trunca tion  e r ro r  in  th e  logarithm ic  number system.
We consider a number x which has a  tru e  va lue  rep resen ted  in  in f in i te  
numbers of b i t s  and is  the machine v e rs io n  of x. We define  e^ and e by
Gj = -  X = x (x^/x  -  1)
e = —  -  1X
(3.1)
(3.2)
3 .1 .1  Rounding
Rounding in  the logarithm ic number system in  th is  paper means th a t the 
exponent i s  rounded in  the  usual way. We assume x i s  uniform ly d is tr ib u te d  










- X . '' i s  one s te p  la rg e r  than x and
x' i s  one s te p  sm aller than x
in  th e  machine, v = log x
V - 2 : V +2
F ig . 3.1 Rounding
-3-1V^-2
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Note: Suppose jc i s  a  re s u l t  o f a computation (in  logarithm ic number system,
a d d itio n  only) and i t  f a l l s  between and i s  sm a ll) , then i t  i s
n a tu ra l  to  assume th a t  x  w ill  be uniform ly d is tr ib u te d . Then e w i l l  be d i s t r i ­
c t  \
buted over [——  1 ,   I j .
We d efin e  f ( x ) ,  the p ro b a b ility  d ensity  function of x, by
f(x ) = - - j ; -  ■ X < x l x ,  (3 .5)
2** J.
= 0 otherw ise
Using the  ru le  of transform ation  of v a r ia b le s  [10] in  the p ro b a b ility  den sity  
fu n c tio n , we ob ta in
g(s) = f ( v ( e ) ) |w '( e ) |  "  0 '* )
= 0 (otherw ise)
* twhere x  = w(e) =
That i s
1 1 2 "^ '^
s M  = - Z P T — T T  T &  - «  0  "^2 _ ^-2 (e+1)
= 0 (otherwise)
The case o f x  negative  a lso  gives th e  d ensity  function  (3.7)
Set A = 2 then e is  d is tr ib u te d  over [a ^ -1 , a ^ - l j .  Since a^ i s  very  
close  to  1, i f  B i s  no t too sm all and a i s  not too la rg e , we have
g (a * - l )  = '  1 = 1 « . 8) 
0  9)
a -a
s o ‘ ^-1) = - T T i r  ^  0  -10)
A a - a  a a  - a
fa -1
r  - j -
L - * - l  a*-a ''^
de = 1 (3.11)
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(3.8) ~ (3 .11) t e l l  th a t  e i s  o f approximate uniform ity .
2
We d efin e  and q to  be the mean and ti'.e variance o f e ,  then
a^+a"^-2m = e
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And we a lso  define  R and T by
R = Ele + 1]
T = E [ (e + l)n
Then
R =







3 .1 .2  Truncation
The tru n ca tio n  in  the  logarithm ic number system in  t h i s  paper means th a t 
th e  exponent o f the number i s  f lo o red , i . e .  the  exponent w i l l  be the la rg e s t 
rep resen tab le  number which does no t exceed th e  tru e  exponent of the re su ltin g  
value and th a t  th e  s ign  w i l l  be th e  same as th a t of th e  tru e  value. The four 
cases o f th e  tru n ca tio n  a re  dep icted  in  Figure 3.2.
X  =
V.+2
( 1) X > 0 , V > 0
Figure 3.2 T runcation
X =
V +2
(2) X > 0, V < 0
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In the f ig u re s  the r e la t io n  of Xg and i s  defined as
(4) X < 0 V < 0
(3.18)
and the tru n ca tio n  i s  done so th a t any number between x^ and %2 (o r  Xg and x^)
w il l  be quantized to  be x^. I f  the tru n ca tio n  i s  done in  such a way th a t  the
magnitude o f  the exponent i s  tru n ca ted , then the e r ro r  (e) range w i l l  be
approxim ately twice la rg e r  (see Appendix 3 .1 ) .
F i r s t  assume th a t x i s  uniform ly d is tr ib u te d  over [x , x ,]  x  < x < x_
X t  2 t  2
(the  cases o f Fig 3 .2  CD snd (2 )) . Then e = ( —  — 1) w il l  be d is tr ib u te d




^  X <  X g (.3.19)
= 0 otherw ise
using th e  same procedure as in  the rounding case, we get
g(e) 1
%2-x^ (------- 1 i  e < 0)
~ 0 otherw ise









As in  th e  rounding case, we can assume e i s  uniform over la - 1 ,  0 ] .
The case of x < 0 ( th e  cases of F ig  3.2 (3) and (4)) a lso  g ives the  
equation (3 .2 1 ).
With the same procedure as in  the  rounding case , we have th e  follow ing 
r e s u l t s  in  the  tru n ca tio n  case.
m  ̂ -  E [ej = 2 (3.22)
,3  .  y je ] . (3.23)
, ,  ”2A
R = E [e+1] = ^ ----- (3.24)
T = E[(e+1)^] = R^+qZ (3.25)
—2Ae has the  uniform d is tr ib u tio n  over [a -1 ,0 ] .
Thus, the e rro r  e^ which re s u lts  from rounding or tru n ca tio n  has th e
form
= xe (3.26)
where x  i s  considered to  be the tru e  r e s u l t  of a computation and e has the  
uniform d is tr ib u tio n  over the  range d iscussed  above. Since m u ltip lic a tio n  i s  
exact in  th e  logarithm ic number system, considera tion  has to  be made only to  
a d d itio n . Let x = y^+y^ then  from (3 .1 ) and (3.26)
(7^+72^t  ^ == (y|+y2^ (3.27)
This i s  a w e ll known formula o ften  employed in  the  f lo a t in g  po in t a rith m etic  
e r ro r  a n a ly s is .
3.2 D ig i ta l  f i l t e r  and i t s  e r ro r  spectrum
The form of the d ig i ta l  f i l t e r  i s  defined by 
M L
"n V l  (3 .28)
1=0 i= l
where {x^} i s  the input sequence and {w^}is the output sequence and in  the z 
transform , the  equation (3.28) becomes
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W(z) = H(z) X (z) = f^ fy X  (z) (3.29)
where
M
N(z) = ^ h z" (3.30)
1=0 ^
L
D(z) = I a  z~ (3.31)
1=0 ^  '
and a^ = 1 w ithout lo s s  of g e n e ra lity .
The s to c h a s tic  inpu t e r ro r  a n a ly s is  method which was app lied  fo r th e
f lo a t in g  p o in t case by Liu and Kaneko [3 ] i s  used fo r  th e  logarithm ic  number
case .
The q u a n tit ie s  a^ , b^, a re  machine numbers. Assume th a t  th e  in p u t 
sequence {x^} i s  of zero mean^ and i s  w ide-sense s ta t io n a ry  w ith  a u to c o rre la tio n
fu n c tio n  R (n) and power spectrum $ ( z ) .  We define  e by
^  XX n
(3.32)
where {y^} is  the  machine vers ion  output sequence.
M L
^n ( ^ \  \ - k  ^  \ ^ n - k  ^ t (3.33)
k=0 k=l
Assume the computation i s  made in  th e  fo llow ing fash ion-
( a . o V ' > l V l ) * * ’2 V 2 > + -  •
(3.34)
The e r ro rs  w i l l  be in troduced  as in  the F ig  3.3
The equation  (3 .33) could be w r itte n  in  the form











Fig 3.3 Flow Graph
<’n .l '  *n,2
1-J
(3.37)
where Ç , Ç ri a re  e rro r  v a ria b le s  caused by rounding o r tru n c a tio n  a t each n viy ic
ad d itio n  step  and are  assumed to  be id e n tic a lly  d is tr ib u te d  independent random 
v a r ia b le s  as i s  e .
(P)To so lve (3 .3 5 ), d e fin e  y', y'y y
L M _
L ^ A V k ' J „ V k V ik=0 “ “ k=0
L _  M






♦t ■ \  = :*..&:! (3-4')
P.rom (3 .3 8 ), (3 .3 9 ), (3.40) and (3 .35 )and th e  d e f in it io n  o f <j> = 1 ,
n ,o  ’
y  =  y -  +  y -  + y - - +  • • •  C-3.42)
n •'n •'n n
Since in  (3.39) (0 , -  6 .)  and (ij> ,  -  $ ) are  -very small (see Appendix 3.2) n .̂ic .& n .̂K K
i f  3 i s  not too sm all, the  magnitude o f y^^is expected to  be much sm aller than
(P)th a t  o f y^ and x^. In  g e n e ra l, the-m agnitude o f y^ is  expected to  be much
sm alle r than th a t  of y^^ . T herefore, only the {y^} and {y'O sequencesn n n
a re  s ig n if ic a n t .  The e r ro r  e^ i s  given by
%  = \  “ .43)
= y" + v" - w n ■'n n
Squaring (3.38) and tak ing  th e  expected value o f both s id es  we get '
L 1 _  _  M M _ _
k=
U L _ _ a  a  _  _
I  I  â 4>, a <{> R ,  ^n-i,n+ m -k)=I I  + ^-k) (3.44)
b=o i=o k k 1 1 :r y k=o i=o ^
The r ig h t  s id e  of (3.44) i s  co n s tan t, and (3.44) i s  tru e  fo r  a l l  n . Then 
L L _  _  L L _  _
/  I a Jj) R '  < n - i ,  n-hn-k) =l  I  a, a A R  - -< n - i ,n ^ -k )  (3.45)
fc=o i=o  ̂  ̂ y y fc=o i=o ^  ^  y  y
L L _
I I  av ‘î’k ‘î’-L t V v ' ““^ n+m-k) -  R .  /n - i ,n '+ m -k ) ]  = 0 (3.46)
k=0 i=0 ^ ^ ^ ^ y
Then
^y^ÿ^a“ i»ii'+®“k) = Ry^y(n^- i ,  n^+m-k) (3.47)
holds fo r  any n , n \  Then y n - i ,n -h n -k )  = R^^yXP.mH-k) only depends on 
nri-i-k. Taking the expected value o f (3 .38)» we get
\  -Ici \  = » (3.48)
(3.48) holds fo r  a l l  n . Then
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E = 0 (3 .4?)
The above discussion  t e l l s  th a t yjj i s  wide sense s ta tio n a ry  and zero mean. 
R y ,yx(n -i, n+m-k) could be w ritte n  as Ry^^^Cm+i-k).
We get z transform  of (3.44) :
Î I I \  r . .(m+i-k)2' ”= I  I I
m=-oo it=o i=o ^ ^ m=-m k=0 i=0
(3.50)
Let in + i  -  k = & then - m  = - &  + i - k
00  00
OT/'v-t:) = I  =" = *=x(=) = % O 'S : )y y 2=-oo '  y ^  2=-co ^
L _  , M _
I  = D"(z) ; I  W  = N '(z) (3 .53)
k=0 ^  lc=0 *
Then, (3.51) w il l  be
D"(2 ) D"(2"^) 0 ,  X z) = nX z) nX z"^) $ (z) (3 .54)y y XX
From (3 .39) and (3.43) we have 
r -  L _
j g V k  V k  ' J „ \ \ < y ' n - k - “ „-k> + "n (3 56)
where
“n = J(|6^(® n ,k  -  V V k  - J „ \ ( * n . k - V > ' 'n - k  ( 3 '5 «
The s t a t i s t i c s  o f 8 . and (p , a re  given in  Appendix 3.3. Using those r e s u l t sn ) K TlylC
and (3.57) we ob ta in  the follow ing:






M H M L
L M
■ J „  W  ^ \ c h K - A - A  k = i « „ , k - V
k=0 1=0
(3.59)
Since 3re Independent from and and th e  expected values o f
'®n,k-ÿ<8.,i-V' '8„,k-V«.,i-*i>- »„,k-V<«n,i-\>> Wn.k-V
.-0^ ) a re  zero when n m, then
E[ u u ] = 0  n 5̂  mn m
When n = m, we ob ta in  th e  follow ing equations:
^kL J o  Vk V l
M  J o  Vk V l
"Jo Jo Vi»n,k-V'®n.r''i> Vk V l 
J o  V l«n.k-V »n.rV  Vk V l:
M  J o ' k Y " » . . k Â ) ( ^ . . i - y : V ( k - ü
L L 
M L
■ J o  J o W ^ ^ n .k " ^ k " * n .r * i : : ^ [ V k C i :





Since E jx y**, 3 = R -*(m) only depends on m, which could be proved in  theTl II »TD
s im ila r  procedure th a t the  {y^} i s  s ta t io n a ry  i s  proved, do E[x^ ^y^ ^]= R ^^k -ri). 
2, 2
xy
'  \ l  J o  " “ ‘ l  V t
"IL  i l
,  M L
-2q I Î b a C R , ( k - i )  (3.62)
k=0 i= l ^ ^ ^
where
2
V i  '  (3-63)
* k , i  -  ^ '(♦ n .k ’ V W n . r V ^  <3.64)
V l  ‘  ® '< ® n ,k - V < V i - V ’ / ’ '  <3-«5)
where
2 (a ^ -a " ^ ^q = -------- —  fo r rounding
2 ^_^-2A. 2
q =  j 2—  fo r  tru n ca tio n
B, and C, . A ll depend on th e  s t a t i s t i c s  o f (j) . and .8 ' . given in
, 1 , k , i  k , i  n , i  n , i
k -Appendix 3.3. Using th e  re la t io n  (14x) ~ 1+kx when x i s  sm all, we ob ta in  the
fo llow ing equations.
A, , =s L fo r  k=i=li , k
~ L + 2 -  m ax(i,k) o therw ise
B. , =» M + 1 fo r  k=i=0i , k
~ M + 2 -  m ax(i,k) o therw ise
V k °  3 (3.66)
Thus {u^} i s  w .s. s ta tio n a ry  and zero  mean. R^^(m), the  a u to co rre la tio n  o f
{u } could be w ritten  as: n
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R^^(m) = ■ f o r  0 = 0  ( 3 . 6 7 )
= 0 fo r  m f  0
$  . ( z )  t h e  2 t r a n s f o r m  o f  R  (m) i s  a s  f o l l o w s :  
u u  u u
^ u u ( z )  = Î  I  I  V  R (m +  k  -  i ) z ‘ ®
o=-»k=0 1=0 ^
+  I  I  I  V A
m=-^ k=l 1=1 1 y y
«  M l
- 2 q  I  I  I  b  a  a  ^  . ( m f k - l ) z " ®  ( 3 . 6 8 )
o=-» k=0 1=1
=  q^ {  | B ( z ) | ^  * ^ ( z )  +  1a ( z ) | 2 $ y , y X z )  - 2 C ( z )  $ ^ , ( z )  I  ( 3 . 6 9 )
Then
\ u < ®  °  2 i î f  '  |A ( z ) |4  .  ,(z )  -  2C(Z)* Xz)]'
dz
x x ' " ' ' ' " ' " • ' I  ‘y ' y ' ' " '  ' x y 2
( 3 . 7 0 )
L E  .
w h e r e  |A ( z )  = 1 1  ,-z ~  ( 3 . 7 1 )
k = l  1=1
| B ( z ) | "  = I  I  b  b  B z ^ " ^  ( 3 . 7 2 )
k=0 1=0  1 K , i
C ( z )  = I  I  b v a c ,  ( 3 . 7 3 )
k= 0  1=1 '
F rom  ( 3 . 3 8 )  we o b t a i n
-  0 T  t '-W
P u t t i n g  ( 3 . 7 4 )  a n d  t h e  f o l l o w i n g  e q u a t i o n  ( 3 . 7 6 )  I n t o  ( 3 . 7 0 ) ,  we g e t
<  t '  V ^ > f  » • ” >
F rom  ( 3 . 3 8 )  and  ( 3 . 2 8 )  we o b t a i n




From (3 .5 6 ), {e^} i s  wide sense s ta tio n a ry  and zero mean and using th a t  {u } 
i s  zero mean and w hite, we ob ta in
*ee(==> = *y'y'(==> +  » „ ( . )  -  2
‘  i H i y  ■ " i w  I '  »=oc(^> + (3.78)
(3.78) could be reduced as follow s (see d e ta i ls  in  Appendix 3 .4 ):
(3;79)
a^+a~^-2where m̂   ------ ^  fo r  rounding case
a " ^ - l
-  — 2  fo r  tru n c a tio n  case
L
A '(z) = I (3:80)
k=l
B'(z) = I b g z"^ (3.81)
k=0
\  = L fo r  k = 1 (3.82)
Oĵ  = L + 2 -  k fo r  k  2  2
^k ~ M + 1 fo r  k = 0 (3.83)
= M + 2 -  k fo r  k  > 1
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3.3 E rro r to S ignal R atio
From (3 .7 9 ) , the  expected value of e i s  given by
= é  I r
0,2 t
W  Î p ( %  " è  Î I D W  '
(3.84)2
and the  expected value o f  i s  given by
(3.85)
2 2Then th e  e r ro r  to  s ig n a l r a t io  E[e^ ] /E[^^ ] i s  given by
u
E[e_^2] 2 5 *
dz
| D ( z ) p 2TTjJ D(z)f B '( z ) - D(z) * x x (^ )T
l 5 # l '  :  2 ÏJ4 | d® |




dz . ^  




J -  r̂) N(z)
2Hj ] D(z) f




D(z ) ’ f
Since and 8^ are  very close  to  1, N "(z), and D'(z) can be rep laced  by 
N ( z ) ,  and D(z) re sp e c tiv e ly .
(3.86) w i l l  be









D(z)B w  f (3 .87 )
i m %  M  A
X X  z2irj J |DCz)
To get the  maximum o f (3.87)
' [ ' A  < _ a !  l
9 — 9-ir-i T
dz . max , , D(z)
N f  ' w - l ' l  t i t P  ( | B k ) F + | A ( z ) ^ | : - 2 C ( z ) = ^ ) ,
.N(z),
# 6  f  «L+ m . max [-----------
® |z |= i  |N(z)|'=
(3.88)
This i s  the same formula shown by Liu and Kaneko [3] fo r  the case  o f f lo a t in g  
po in t numbers.
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Appendix 3.1 Truncation o f the  Magnitude o f Exponent
I f  th e  tru n ca tio n  i s  done in  th e  way th a t the  magnitude of the  exponent
i s  tru n ca ted , the  re la tio n sh ip  between x^ and x^ i s  depicted  in  the  f ig u re  
A. 3 .1 .
x= a
V +2





(3) X > 0 V 2  0 (4) X < 0
Fig. A .3.1 Truncation o f  th e  Exponent's Magnitude
V < 0
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For Fig, A. 3.1 (1) and (3) we have
2~^
(^*1)
For Fig, A. 3.1 (2) and (4) we have
0-6
%2 = Xj.*a (A. 2)
For th e  equation (A. 2), i f  x i s  assumed to  be d is tr ib u te d  over [x 2 » x^l %2 <
(Fig. A. 3 .1 (2 ), we have th e  e r ro r  equation as 
x .-x  X
e = —  = - - 1  (A.3)
2" 3
then e. i s  d is tr ib u te d  over [0 , a  -1] and fo r  the equation (A .l) as
_2“ 6
prev iously  shown e i s  d is tr ib u te d  over [ a  -1 ,  0 ]. Then e is .d is t r ib u te d
_2~3 2~̂
over [a  -1 , a  -1]
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max (8^) = a^+a“^.MH 2 ^
min (6^) =
a ^ + a " \2  
2 *
=
. i n =
max ( ^ ) = a ^ + a " \ l  2 ’
min ( ^ ) = a^+a ^v2 2 ’





max (8^) = ( d + a " ^ ) /2 ) ^
min (8^) = ( d + a " ^ ) / 2 ) ^ ^
* n ,k ) = 1
Bin =
max = ( d + a " ^ ^ /2 ) ^
min ( ^ ) = (d + a ‘ ^ / 2 ) ^
Then, s in ce  A == 2 -6 -1 , i f  6 i s  not too sm all
n ,k ^ n , k  V
n ,k  k *̂ n,k V
a lso  very sm all.
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Appendix 3.3 S t a t i s t i c s  o f Accumulated E rrors
Using th e  equa tio n s  of (3.36) and (3 .3 7 ), th e  follow ing r e s u l t s  a re  
ob ta ined .
A. Rounding Case
n .jV k -*
n ,j
= R^+: fo r j  = 0
= R ■* j  > 1
= R^ fo r j  = 1
= R^+2-j j  2  2
= T ^ 1 fo r j  = 0
= T ^ 2 - j
j  2  1
for M 2  j  > k  = 0
= R J -V + 2 - j M > j  > k = 1
= fo r j  = 1
= T^+2-j
3 ^  2
= R j - Y + 2 - j fo r  L > j  > k  = 1
= R j - y Z - j L > j  > k > 2
= TR fo r k  = 1 j  = 0
„„lW-L+l-k= TR fo r k  > 2 j  = 0
= T R ^ - j k  = 1 j  > 1
k  > 2 j  2  1
where R = E[(l+e )J = --■' y - , T = E[ (1+e)^] = R^+
where q^ and A = 2~^"^
B. Truncation case.
n , j  n ,k
n»j n,K
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fo r  j  = a
i l l
fo r  j  = 1
j^L+2j
i l 2
fo r  j  = 0
f I+ 2 - j
j  > 1
^ j - l ^ + 2 - j
fo r  M ^  j  > k = 0
j^ j-y i+ 2 - j
M > j  > k  > 1
fo r  j  = 1
tL+2-3
j  > 2
R3-2iL+2-j
fo r  L > j  > k = 1
R j - V + 2 - j L > j  > k > 2
fo r  k  = 1, j  = 0
k > 2, j  = 0
T ^ m - j
k  = 1, j  > 1
jj^L+M4-2-k-j
k  > 2, j  > 1
1 + a " ^  ^ 
2 ’ ^ = E[ (1-te)^] = R^+q^
0 n _"2A. 2 
where q = ) , A = 2"^"^
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Appendix 3.4 Approximation Procedure o f E rror Spectrum
According to  Appendix 3.3 and 8^ are  very close to  1 then 
D^(z) » D(z)
A. Rounding
9^  .  (1  + ,  1 + fo r  Ï  = 0
\  = = 1 + mg(Mf2-k) fo r  k  > 1
Then we obtain
\  ‘  ^ "c®k 
M
N"(z) = I  b (l+m B, )z"*^ = N+m B " ( z )
_ k=o ^ ^  ®
= 1 fo r  k = 0
A, -A .
\  ~ l+m^L fo r  k = 1
^ k  " (-  y -  « l+m^(L+2-k) fo r  k > 2
Then we obtain
= 1 + \ %
L
D '(z ) = â ijiQ + I a^(l+m^aj^)z = D + m^A^(z) 
k=l
B. Truncation case
For the tru n c a tio n  case , w ith  th e  same procedure we o b ta in  the  same 
r e s u l t  except
. 0 = 4 ^
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N(D4m A") -  D(N+m B") e 6
D(D+m^A")
™e I NA"-DB̂  1̂
|D|
2 1 D+m̂ A 1
m
lor
DB -NA 2 m
ior
NA
where D = D (z), J)' = D "(z), N = N (z), N ' = N"’(z) 
k' = A^(z) , B  ̂ = B^(z)
CHAPTER ly  
EŜ ALUATION OF THE THEORY
In th i s  chapter th e  methods of computing the th e o re tic a l  and experim ental
e r ro r  to  s ig n a l ra tio s  w i l l  be shown under th e  assumption of th e  inpu t sequence
{ x } o f $ (z) = 1 and zero mean, u n less  otherw ise s ta te d . The th e o re tic a l
n XX
com putation i s  given in  s e c tio n  4.1 and th e  experim ental computation i s  given 
in  s e c tio n  4 .2 . The e r ro r  to  s ig n a l r a t io s  are computed only fo r  rounding 
fo r  both  of th e  th e o re tic a l and experim ental values except fo r  one case.
Example 3 o f sec tion  4.1 g ives th e o re tic a l  r a t io  computation fo r  tru n ca tio n  
a ls o . The reason is  th a t  tru n c a tio n  obviously produces more e r ro r  than round­
ing  and i s  consequently of no p r a c t ic a l  use. The th e o re t ic a l  and experim ental 
com putational r e s u l ts  are compared to  each o the r fo r  some number of b i t  assign­
ments fo r  a number of sh o rt words (8 b i t  to  16 b i t  words) and a re  a lso  
compared w ith  a  f lo a tin g  p o in t a r ith m e tic  case. Input sequence w ith 
zero  mean but $ ^ (z) f  1 i s  te s te d  in  se c tio n  4 .3  and some h ig h e r Q f i l t e r s  
a re  te s te d  in  sec tio n  4 .4 .
4.1 T heore tica l e r ro r  to  s ig n a l r a t io  computation
From the  equation (3 .87) given in  Chapter I I I ,  the  e r ro r  to  s ig n a l ra tio  
i s  given by













N (e ^ “ )
IT












$ (e^“ ) dw
XX
Note:
The imaginary p a r t  o f C(e^^) /  i s  odd.
D(r"W)
$ (e^^) does not have to  be a constant one; in  sec tio n s  4 .1 ,  4 .2 'and 4.4 
= l i s  used fo r  computations.
From th e  in e q u a lity  (3.88) given in  Chapter I I I ,  the maximum Hound o f the 
r a t io  i s  given by




m̂  = max ■ 
0 <tü<ir










B 'te^ “ ) - ï f e U A ' ( e i “ ) 
D(e2“ )
S j, s^ , Sg and s^ can be computed by num erical in te g ra tio n  given the c o e ff ic ie n ts
o f th e  d ig i ta l  f i l t e r .  A computer program w ritte n  in  Fortran  which uses Simpson's
ru le  of num erical in te g ra tio n  i s  given in  Appendix 4 .1 .  The program computes the
r a t i o :  , 2 2 **
{ E te /1  /  Etw " ) )  (4.3)
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and I t s  maximum bound fo r a  number o f 3 fo r  each of the logarithm ic bases 2 and 
10. Three sample f i l t e r s :  two second order f i l t e r s  and a s ix th  o rd er f i l t e r  
a re  used fo r  the  co n fu ta tio n .
Example 1.
The f i l t e r  used i s  given by:
+ ^ 2 V 2 >
where a^ = - / 2 p  , ag = p and p = 0 .9 .
(4 .4 )
The r e s u l t s  are  shown in  Table 4.1. The computation was done by the program in  
Appendix 4.1 which uses th e  num erical in te g ra tio n  method. The th e o re t ic a l  
maximums are  a l i t t l e  le s s  than  tw ice the th e o re t ic a l  v a lu es. In  th i s  example, 
th e  fo llow ing a re  also  computed and compared:
RRR =
E ( e / ]
E [ v / ]
E[w J
base=2 QQR = base=2
^ base=10
base=10
The r e s u l t s  a re  shown in  Table ,4 .2 . RRR « QQR =» 0 .3 . This i s  a n tic ip a te d
2
because in  equation (4.1) m^ =» 0. The e r ro r  r a t io  o f base = 2 i s  about 30% 
of th a t  o f base = 10.
Example 2.
The d ig i t a l  f i l t e r  used i s  designed by the follow ing s p e c if ic a t io n s :
1. The f i l t e r  i s  a B utterw orth low pass d ig i t a l  f i l t e r .
2. The passband magnitude i s  constan t to  w ith in  a dB fo r  frequencies below 
flpir.
3. The stopband a tte n u a tio n  i s  g re a te r  than b dB fo r  frequencies between 
flsTf and IT. At Ogtr i t  i s  ex ac tly  b dB.
AO
A. Ose o f b i l in e a r  transfo rm ation  with prew arping.
5. Sampling period  i s  u n ity .
The follow ing i s  th e  design procedure [2 ] fo r  th e  above sp e c if ic a tio n s .
Squared magnitude function  o f a continuous B utterw orth f i l t e r  i s  given by
|H (jn )|Z  = ---------------------------------------------------------------------------------------------- (4 .5 )
According to  th e  s p e c if ic a tio n s  we o b ta in
(L it
20 logjQ |H (j2 tan ( - ^ ) )  | < -  a (4.6)
ÎLtt
20 log^Q|H(j2 tan  ( - ^ ) )  | < -  b
Taking the  e q u a l i t ie s ,  we ob ta in
2 tan  ( %  2N ^




-  = i  (4 .8)
lo g fta n  /  tan  - y j  
In  o rd e r to  meet th e  s p e c if ic a t io n s  N has to  be an in te g e r  g re a te r  than o r equal 
to  th e  above e q u a tio n 's  v a lu e .
At th e  a tten u a tio n  i s  e x a c tly  b dB. Then
0  "IT
= 2 tan  /(10^°-1 )^^  (4.9)
Using th e  above 0^, we can get th e  po les of th e  Butterw orth f i l t e r  of continuous 
type by th e  fo llow ing s e t S^.
Sp = (s(k ) I r e a l  p a r t  o f s(k ) i s  negative}
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. /2k+L
where s(k ) = er 2n k = 0 ,1 ,------2N-1
Consequently, th e re  a re  N elem ents in  S^. Renaming th e  elements of by
Sp = {Sp(i) I i  = 0 , 1 , -----N-1}, (4.10)
we have the Butterw orth f i l t e r  o f continuous type by 
N-1
n s (1)
H (S )  =-------- -------------------  (4 .1 1 )
n (-S (i)-te) 
i=0 ^
By th e  z transform  w ith  s =  ̂ , the r e s u lt in g
N 1+:d ig i t a l  f i l t e r  i s  ^ ^ ^ - i
H(z) = ^ -------------  ; ag = 1 (4.12)
Z a z 
i=0 ^
The above procedure i s  used in  the computer program given in  Appendix 4 .2  to  
o b ta in  the  d ig i ta l  f i l t e r  c o e f f ic ie n ts .  In th i s  example w ith a = 1, b = 15,
Qp = 0 .2 , and = 0 .3 , th e  d ig i t a l  f i l t e r  c o e f f ic ie n ts  become as in  Table 4 .3 . 
With th e  c o e ff ic ie n ts  o f th e  d ig i t a l  f i l t e r ,  the th e o re t ic a l  e r ro r  to  s ig n a l 
r a t io s  a re  computed by th e  program in  Appendix 4 .1 . The re s u lts  are  given a lso  
in  Table 4.3. Since th e  f i l t e r  has a zero a t  ir, th e  maximum values are computed 
fo r  0 £  Ü) < ir/2. The r a t io s  o f  th i s  f i l t e r  a re  much la rg e r  than those o f  a 
sim pler f i l t e r  of Example 1. RRR and QQR fo r th i s  example have almost th e  same 
values as those of Example 1 .
Example 3 .
Two s im ila r  types o f f i l t e r s  o f equation (4 .4) are used in  th is  example. One 
i s  w ith  p = 0.9 which i s  e x a c tly  th e  same as th a t  o f Example 1 and the o th e r i s  
w ith  p = 0.999. There are two purposes in  th i s  example. One i s  to  assure th a t  
the  num erical in te g ra tio n  method program of Appendix 4.1 which i s  used in
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Example 1 and 2 i s  co rrec t by computing the same f i l t e r ’s e rro r  to  s ig n a l r a t io  
by a  d if fe re n t  method. The res id u e  theorem of complex v a riab les  i s  used fo r  
th i s  example. The o th e r purpose i s  to  compare the  e rro r  to  s ig n a l r a t io s  o f  
the  logarithm ic f i l t e r  and those o f th e  f lo a tin g  poin t f i l t e r .
To compute the e r ro r  to  s ig n a l r a t io  o f the equation (3.87) and the  in ­
e q u a lity  (3 .8 8 ), we have to  have th e  follow ing:
N(z) = 1
D(z) = 1 + a^z ^ + a^z ^
|A(z) 1  ̂ = + agZ) + 2a^a2(z+z"l)
|B (z)|Z  = 1
C(z) = a^z + a^z 
B '(z) = 1
A^(z) = 2(aj^z"^+a2Z ^)
With $^ (z) = 1, the equation  (3.87) of Chapter I I I  becomes
, 2  f  . .   ̂j ,
2 .  —1 —2 2 
" a  f  ' V  I dz
M-ll‘ " Z
1 1 dz
'*3  I iD W l 'z
By D(z) = 1 + a^z V a 2Z ^ = 1 -  /Z  pz ^+p^z ^
= 1 ( , . 0 ± i ) £ . )  O z i ) £ )
z n  n















Il "1 —2 |2[ ll-a^ z  -a^z 1 
[ D ( z ) | ^ z
dz
1 , 1 , 1'  ^ ^ d z  = - ^ Q Q
(habc)
where
l = , . 0 ± i ) P ;  ,  = b .  : .  It i  .
Jl / 2  /2 P
c .  z _ ; d = z + ; a = :  +JÜd:3ÔP ;
/2 p / 2 / 2
f 1+ /3 1-/3r = z -  — ----  ; g = z — —— and
/2 p  /2p
By use o f  the residue  theorem we have
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_ (hbc) (defgfzefs+zdfgfzdeg+zdef) -  zdefg 2hbc(bc4-hc4-hb)
(hbc)^
Then we have
E [ e / ]  ,  „
 = q X l-T  -T ) -  QQ/(T p i
Elw 1  ^  ̂ ®
n




IgR y l [ |B (:)  r  + A(z)
N(z)
D(z)
= 1 + + a^a2(z+z ^)
|N(z) 
we have
B 'fe )  -  A '(z)
and
Il "1 —1 1|l - a j z  -agZ I




QQ = max[ l+ a .^+ a ,^+ a .a .(z+ z"^)] 
|z |= l   ̂  ̂ i  ^
QQ = max I----------  ]




The above procedure i s  used in  the computer program given in  Appendix 4 .3 . The 
r e s u l t s  fo r  p = 0.9 and p = 0.999 are given in  Tables 4 .4  and 4 .5  re sp e c tiv e ly .
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The re s u lts  fo r  p = 0.9 agree w ith those o f  Example 1 . The r a t io  of th e  f i l t e r
fo r  p = 0.999 are  shown in  [3 ] fo r  th e  IBM 7094's  f lo a t in g  p o in t case o f 36 b i t
word (1 b i t  of s ig n , 8 b i t s  o f  c h a ra c te r is t ic ,  27 b i t s  o f f r a c t io n ,  and base = 2)
[13]. The th e o re tic a l  r a t io  i s  2.1 x 10~^ and the maximum bound i s  3.3 x 10 ^.
••8
Those o f th e  logarithm ic case of base = 2 and 27 b i t s  o f  f ra c t io n  are 4 .7  x 10 
and 8 .7  X 10
2
This i s  a n tic ip a te d  s in c e  the variance o f  o f th e  logarithm ic case and
2
the corresponding variance o f  of the f lo a tin g  po in t case a re  given by
and th e  m u ltip lic a tio n  of logarithm ic  numbers produces no e r r o r .
Note: m i s  very sm all fo r  the  logarithm ic number system , and can be ignored.
2 2The graph o f q^ and q^ i s  shown in  Fig 4 .1 . 
z 2.89
I
A - 2 - - -  2,Then the error to signal ration of /E[e ]/E[w ] of a floating point filtern n
i s  a t  le a s t  2.89 times the r a t i o  of th e  logarithm ic  f i l t e r s  given the same 
number of b i t  fo r  h and 3* "At le a s t"  means no e r ro r  fo r  logarithm ic m ulti­
p lic a tio n .
Note: I f  the  same number o f b i t s  a re  given fo r  both  of th e  number systems
and th e  f r a c t io n a l  p a rts  have th e  same number of b i t s  (h and 6 a re  eq u a l) , 
then the r a t io s  of each number system are  almost equal.
Note: The computation fo r  th e  convergence takes  q u ite  a b i t  o f computer time
fo r th e  f i l t e r  of p = 0.999 i f  i t  i s  done by the program of num erical in te ­
g ra tio n  method given in  Appendix 4 .1 .
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4 .2  Experimental e r ro r  to  s ig n a l r a t io  compu ta tio g
In  o rder to  t e s t  the  theory  developed in  Chapter I I I  and th e  th e o re tic a l 
e r ro r  to  s ig n a l r a t io s  computed in  sec tio n  4.1 some experim ents are  done. The 
experim ental program w ritte n  in  PL/l i s  given in  Appendix 4 .4 .
4 .2 .1  General view o f the experim ental program
The general flow chart i s  shown in  F ig . 4 .2 . Two f i l t e r s  are operated in  
th e  program. One uses logarithm ic  number system and th e  o th e r  uses long f lo a tin g  
p o in t number system so th a t  th e  e r ro r  o f the logarithm ic f i l t e r  can be computed. 
The symbol explanation fo r F ig . 4 .2  i s  given below:
a^ i  = 0— L: c o e f f ic ie n ts  of th e  long f lo a tin g  po in t f i l t e r
b^ i  = 0— M: c o e f f ic ie n ts  of th e  long f lo a t in g  po in t f i l t e r
% i  = 0— L: c o e f f ic ie n ts  of the  logarithm ic  f i l t e r
^1
^  1 = 0— M: c o e f f ic ie n ts  of th e  logarithm ic  f i l t e r
x^ ^ i  = 0— M: previous inpu ts of th e  long f lo a t in g  p o in t f i l t e r
w^ ^ i  = 0— L: previous outputs o f th e  long f lo a tin g  po in t f i l t e r
% i  = 0— M: previous inpu ts o f the  logarithm ic f i l t e r
^ n - i
i, i  = 0— L: previous outputs o f th e  logarithm ic f i l t e r
^ h - i
x^^ : new in p u t o f the long f lo a tin g  po in t f i l t e r
& " : new in p u t o f the  logarithm ic f i l t e r
* n
e^ : the  e r r o r  o f the logarithm ic f i l t e r
w^ : a l l  most tru e  output (output o f long f lo a tin g  point f i l t e r )
Since the long f lo a t in g  p o in t number system has more accuracy, th e  c o e ffi­
c ie n ts ,  i n i t i a l  f i l t e r  v a lu es , and new inpu ts are i n i t i a l l y  given in  long f lo a tin g  
p o in t number and converted to  th e  logarithm ic numbers fo r  the  logarithm ic f i l t e r  
and those logarithm ic numbers a re  converted back to  th e  long f lo a tin g  point numbers 
fo r  th e  long f lo a tin g  po in t f i l t e r .
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In th e  box number 2 o f F ig . 4 .2 , th e  i n i t i a l  f i l t e r  values o f 0 .5  are
a r b i t r a r i l y  chosen in s tead  of ze ro s , because th e re  i s  no zero in  a logarithm ic
number system and the nearest number to  zero  i s  a so r t  of extreme number in  the  
number system. In  the program given in  Appendix 4 .4 , the follow ing considera tions 
which are  no t in  the Fig. 4.2 a re  given below;
1. Any combination o f b i t  assignm ents a  and 6 can be te s te d .
2. Numbers of overflow and underflow  in  logarithm ic a rith m etic  a re  counted.
3. Underflow of long f lo a t in g  p o in t a rith m e tic  i s  checked.
4. W aiting time fo r s t a t i s t i c s  c o l le c t io n  i s  given; in  th e  s ix th  order 
f i l t e r  given in  example 2, th e  impulse response d ies a f te r  about 100 
in p u ts .
4 .2 .2  Sub-procedures
There a re  sev era l sub-procedures which are  not e sp ec ia lly  c le a r  in  the 
flow chart o f F ig . 4 .2 .
1. F lo a tin g  poin t to  logarithm ic  number conversion: CVBL. The follow ing 
method i s  used fo r th e  conversion
= ROUND(log^x) (4.25)
where x  i s  a f lo a tin g  p o in t number, 2^ i s  the  logarithm ic number and a i s  
the  logarithm ic  base. ROUND(r) converts r  to  th e  fixed po in t number, then 
rounds i t  to  a requ ired  p rec is io n  (see the  d e ta i l  in  the procedure CVBL in  
in  Appendix 4 .4 ).
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2. $ ^ (z )  = 1 and zero  mean pseudo-random number genera tion : UTP
$ (z) = 1 gives th e  follow ing: 
f
"xxW  = i k  t
= 2^  I z”̂ ^dz = 1  Cm =» 0)
= 0 (m 0)
Then, w ith mean = 0 , we have
^ (4-27)
The above means th a t {x^} i s  a sequence of random numbers w ith  zero mean,
variance i s  one, and no a u to c o rre la tio n . In the program in  Appendix 4 .4 ,
uniform random number generation  method i s  used to  meet the  above requirem ent.
Assume U i s  a uniform random number d is tr ib u te d  over I 0 , l ] ,  then by th e
follow ing r e la t io n ,  x has th e  uniform d is tr ib u tio n  over [ - a ,  a ] ,  
rx
2a ~ 2 a~
m-1
Ü = ^  dx = (4.28)
- a
which is
X = a (2 ü -l)
2
s in ce  = y  = 1 , a = / 3
Ü is  generated in  the  program by th e  mixed congruential generation  f l l ] .  
Ü = 2^/m ; z^ = a z^_^ + c (mod m) (4.29)
where m = 2^^, a  = 129, c = 8085 and z^ = 10825
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3. Logarithmic ad d itio n : LADD
Logarithm ic ad d itio n  is  given in  th e  follow ing:
z = X +  y (4.30)
®z ® ®
where z = s a  , x = s a ^ ,  y = s a ^ :  z X y
®z’ ®x’ signs o f z , x ,  and y re sp e c tiv e ly , a i s  th e  base.
Given s^ , e^, s^ and e^ we l ik e  to  a sc e r ta in  s^ and e^ . The equation (4.30)
above can be w ritte n  by
e e e 
®z® ^ = V  +  V  ^ (4.31)
Sg and e^ can be computed in  th e  following way:
1. when s = s , then s = sX y z X
e e e e - e  e e - e
a = a + a ^ = a * ( l  + a ^  5  = a ^  (1 + a ^  ^)
Taking th e  logarithm  of base a
®z "  ®x + a y ^) = 6y + lo g ^ d  + a *
Let e = max(e , e ) and e .  = -  le - e  Im X y f  ' X y ' .
^z = + lo g g d  + a ) (4.32)
2. When s^  f  s^ , the  sign  o f th e  re s u lt  w i l l  be
"z = "  'y  ■= «X
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and (4.31) w il l  he
e e e
a = (a -  a  when e >. eX y
e e e
a  ^ = (a  ^  -  a  when e > ey X
Let e = Tnax(e , e ) and e ,  = - l e  -e  | .  m X y f  ' X y '
Then
e^ = e^  + log^Cl -  a  ) (4.33)
The above procedure has been shown [ 7]. Although th e  FOCUS [ 6] uses 
ta b le s  produced hy
F (e .)  = log (1 + a  ) and 
F(e^) = l o g d  -  a ) ,
the logarithm ic  ad d itio n  procedure in  th is  s im ulation  uses th e  b u i l t - in  
logarithm ic functions o f PL /l (F) supplied by IBM. A sample look-up ta b le  
fo r base = 2, 8 b i t  word o f 3 b i t  f r a c t io n a l p a r t  produced by th e  procedure 
i s  given in  Table 4 .7 . I t  i s  ex ac tly  th e  same as th e  look-up ta b le  used 
by 8 b i t  FOCUS [ 6 ]. For the  overflow and the underflow of the logarithm ic  
ad d itio n  and a lso  m u ltip l ic a t io n , see the  procedures LADD and LMÜL in  
Appendix 4 .4 .
4 .2 .3  Examples
The two f i l t e r s  used in  the  th e o re tic a l  r a t io  computation are used in  th e  
experim ents. Although a ,  defined  in  (2 .6) in  Chapter I I ,  i s  in f in i t e  in  the  
th e o re t ic a l  e r ro r  to  s ig n a l r a t i o  computation, i t  i s  a sm all in te g e r  in  th e  r e a l  
s i tu a t io n .  A number o f combinations o f a  and 8 are te s te d .
Example 1.
This example uses the  same f i l t e r  used in  Example 1 o f  sec tio n  4 .1 . The 
r e s u l t s  are  shown in  Table 4 .8 . Table 4 .9  shows the  comparison between theore­
t i c a l  and experim ental r a t io s  fo r  base = 2 which are  taken from Table 4.1 and
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Table 4 .g .  Both r a t io s  agree fa ir ly .w e ll  under the cond ition  th a t  B has the 
same value and th a t 0, i s  no t too sm all. When a  becomes too sm all in  th e  experi­
m ents, overflow or underflow occurs q u ite  o ften , consequently th e  e r ro r  r a t io  
becomes la rg e . For th e  given f i l t e r ,  base = 2, and th e  given in p u ts , the  b i t  
assignm ents o f sm alles t r a t io s  are  th a t a  = 2 and 3 = 4 fo r  8 b i t  w ords, and 
a  = 3 and B = 11 fo r 16 b i t  words. For base = 10 in  Table 4 .8 ,  those  of 
sm alles t r a t io s  are th a t  a  = 0 and 3 = 6  fo r 8 b i t  words, and a  = 1 and 3 = 13 
fo r  16 b i t  words. The th e o re tic a l  r a t io  of 3 = 7 and base = 2 i s  5.06670 x 10 ^ 
and th e  experim ental r a t i o  of a = 3 = 7 i s  6.08334 x  10 ^ fo r  400-150 = 250 
in p u ts . The d iffe ren ce  i s  about 20%. Table 4 .6 ,  however, shows th e  experi­
m ental r a t io  fo r  the la rg e  number o f inputs (8000-150 = 7850). The d iffe ren ce  
i s  about 0.8%. The b i t  combination of a  = 3 and 3 = 3  equ iva len t o f FOCUS.8 
[6] produced the r a t io  of 9.22432x10 
Example 2 .
This example uses the same f i l t e r  used in  Example 2 o f s e c tio n  4 .1 . The 
r e s u l t s  a re  shown in  Table 4.10. For th i s  h igher o rd er f i l t e r ,  a  and 3 should 
not be too  sm all. O ther than th a t ,  the  experim ental r e s u l t s  agree w ith the 
th e o re t ic a l  re s u lts  in  Table 4 .3 . The b i t  assignments of sm alles t r a t io s  are 
th a t  a  = 4 and 3  = 10 fo r base = 2 and 16 b i t  words, and a  = 2 and 3  = 12 fo r 
base = 10 and 16 b i t  words. 8 b i t  words cannot handle t h i s  h igher o rd er f i l t e r .  
The equ iva len t of FOCUS. 16[ 6J (base = 10, 0 = 5  and 3 = 9 )  produced 4.71781 x 10 ^ 
of th e  r a t i o  and th a t o f FOCUS.10[12](base = 10, o = 4 , and 3 = 10) produced 
3.07841 X 10"^.
4 .3  Test fo r  Input Sequence w ith  Spectrum o th e r than Constant One
An easy way to  ge t a  zero mean wide sense s ta t io n a ry  sequence w ith the 
spectrum o th e r  than constan t one i s  to  get the output sequence o f  a  f i l t e r  
w ith  inp u t sequence of white no ise with zero mean. The follow ing f i l t e r  i s
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used to  get the  input sequence.
\  ‘  K  + *n-a> + 3 V l
where fg^} i s  the input sequence to  th i s  f i l t e r .
The tra n s fe r  function  of the  f i l t e r  i s
Then the s p e c tra l  d ensity  o f th e  sequence {x } i s
a
= |H (z ) |^  S' *(z)
^  gg
where S^^(z) i s  the sp e c tra l  den sity  o f the sequence {g^}.
I f  $gg(z) = 1 then S^C z) i s  [h (z) |^
The sequence of {x^} i s  app lied  to  the  f i l t e r  o f ta b le  4.11 which i s  th e  
same as th a t  o f ta b le  4 .1 . T h eo re tica l e r ro r  to  s ig n a l r a t io s  are shown 
in  ta b le  4.11 and those  of experiments are  in  ta b le  4.12. Like the inpu t 
sequence of zero mean and $^ (z) = 1, th e  th e o re t ic a l  values agree w ith  the 
experim ental values.
Set tg  and t^  to  be
N(e^^)
DCeJ*̂ )
t - W  = + |A(e^“ ) -  r e a l  {c(eJ“ ) }
D(e^“ ) D ( e n
Since m^ in  the equation (4 .1) i s  very sm all, th e  equation (4 .1) can be 
considered as
Then th e  above e r ro r  to  s ig n a l r a t i o  can be changed by changing the spectrum:
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of the  input sequence i f  t^Cw) and t^((ii) have d if f e re n t  shapes. But the 
example o f the f i l t e r  of Table 4.11 and 4.12 does no t have observable d i f f e r ­
ence in  t 2 (w) and t^(w) as shown in  Fig 4 .3 . In  conclusion , th e  e r ro r  to
s ig n a l r a t io  o f
2 2 
Ele J/E fw  1  n n
does no t depend on th e  input sequence unless tgCw) and tg(w) have d iffe re n t 
shapes.
4.4 Test fo r h igh 0 f i l t e r s
The f i l t e r s  of th e  form of equation  (4.4)
= V l ^ ^ 2 V 2 >
2where a^ = -  / 2 p  and a^ = p 
has Q = 39.3 when p = 0.99 and Q = 393 when p = 0 .999 . These two f i l t e r s  a re  
te s te d  w ith  th e  in p u t sequence of zero mean and $ ^ ( z )  = 1. The re s u lts  fo r 
the  case o f p = 0.99 are  shown in  Table 4.13 and 4 .1 4 .
Table 4.5 and Table 4.15 are  the r e s u l t s  fo r  the  case = 0.999. The
th e o re tic a l  and experim ental r e s u l t s  agree w ell f o r  p = 0 .99 . There are 
s l ig h t  disagreem ents between th e  th e o re tic a l and experim ental r e s u l t s  fo r 
P = 0.999.
When Q g e ts  h ig h  lik e  th e  f i l t e r  of Table 4 .1 5 , a s l ig h t  change of the 
f i l t e r  c o e f f ic ie n ts  a f f e c t  th e  f i l t e r  c h a ra c te r i s t ic s .  This s l ig h t  change has 
happened in  the computation o f the  r e s u l ts  o f Table 4 .5  and 4.15. The f i l t e r  
o f p = 0.999 of Table 4.5 i s  th e  same as th a t of Table 4.15 and the  f i l t e r
c o e f f ic ie n ts  a re  g iven in  the  long f lo a tin g  po in t numbers. But th e  c o e ff i­
c ie n ts  o f the f i l t e r  a re  converted to  logarithm ic number c o e f f ic ie n ts  which 
d i f f e r  a  l i t t l e  from th e  o r ig in a l  long f lo a tin g  p o in t c o e f f ic ie n ts .  The 
experim ental r e s u l t s  a re  computed with those logarithm ic  number c o e ff ic ie n ts .
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But th e  th e o re tic a l  r e s u l t s  o f  Table 4.5 a re  computed w ith th e  o r ig in a l  long
f lo a t in g  po in t c o e ff ic ie n ts  which are  s l ig h t ly  d if fe re n t from the long f lo a tin g
p o in t c o e f f ic ie n ts .  The th e o re t ic a l  computation program o f Appendix 4.5
computes the  th e o re tic a l e r r o r  to  s ig n a l r a t io s  w ith the  converted logarithm ic
number c o e f f ic ie n ts .  Since i t  ta k e s  q u ite  a g rea t amount o f computing tim e,
only  one case i s  done. I t  i s  th e  case fo r  a  = 5 , 3 = 9 and base = 2 shown in
—2Table 4 .16. The r e s u l t  o f 1.50198 x  10 i s  very  much c lo s e r  to  th e  experi­
m ental value of 1.80897 fo r  a  = 5, 3 = 9  and base = 2 of Table 4 .15 . A la rg e
number of inpu ts  a re  app lied  fo r  th e  case o f a  = 5 , 3 = 9 ,  and th e  r e s u l t  i s  
_2
1.69132 X 10 which i s  shown in  Table 4 .17.
Note: Q of a d ig i ta l  f i l t e r  in  th i s  d is s e r ta t io n  i s  defined  by
where a i s  th e  d is tance  from th e  pole (a  + b j)  of th e  f i l t e r  to  th e  u n it
c i r c le  in  z p lane; the  po le  (a  + b j)  i s  the  n ea re st pole o f th e  f i l t e r  to  
the  u n it  c i r c le ;  6 i s  defined  by
0 = tan  ^I—I fo r a  > 0•a '
la .= Tr-tan~^|—I fo r a  < 0
TT
2 fo r a  = 0
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- 3 - 1  « -8 -1
- 2 “ ^
12
—16 —
Fig 4.1 Comparison of o f a f lo a t in g  po in t number system and a
logarithm ic number system (base = 2)
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Set X . ,  w . 1  = 1 n- 1  n - j
and j  = 0~L  to  the 




Output th e  e r ro r  to  s ig n a l
ra t io  {Ee /Ew
Accumulate e
Take e r ro r  e = Z -w
Do th e  f i l t e r in g  o f long 
f lo a tin g  poin t f i l t e r  w ith  
new inpu t x ; o u tp u t: w
Read in  the f i l t e r  
c o e f f ic ie n ts :
Do th e  f i l t e r in g  o f th e  
logarithm ic f i l t e r  w ith  the  
new inpu t ^ , o u tp u t: Z
Convert c o e ff ic ie n ts  a 
b . , and i n i t i a l  values'
n- 1
logarithm ic numbers
n - i . n- 1
Convert long f lo a t in g  po in t 
number x"^ to  a logarithm ic
number Z and convert back
to  X
Z to long floating
V i  .
point numbers a , b . ,
Convert back Z
n- 1
















Fig 4 .3  Spectrums
58
ERROR TO SIGNAL RATIO. 
INPUT COEFFICIENTS
L= 2 M* 0
A( 0 ) s  1 « 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  00
A( l ) =  - 1 , 2 7 2 7 9 2 2 0 6 1 3 5 7 8 6 0  00
A( 2 ) =  8 . 1 0  0 0 0 0 0 0 0 0 0 0 0 0 0 0 - 0 1
B( 0 ) =  1 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  00
RESULTS
BASES 2 BASE:= 10
BETA THEORETICAL THEORETICAL MAX THEORETICAL THEORETICAL MAX
3 8 . 1 6 4 6 3 0 - 0 2 1 . 3 9 2 7 4 0 - 0 1 2 . 8 9 9 5 6 0 - 0 1 4 . 8 4 7 2 0 0 - 0 1
4 4 . 0 6  0 5 3 0 - 0 2 6 . 9 3 8 3 3 0 - 0 2 1 . 3 7 2 9 5 0 - 0 1 2 . 3 3 2 9 5 0 - 0 1
5 2 . 0 2  7 5 3 0 - 0 2 3 . 4 6 5 9 9 D - 0 2 6 . 7 6 5 6 3 0 - 0 2 1 . 1 5 4 9 0 0 - 0 1
6 1 . 0 1 3 4 3 0 - 0 2 1 . 7 3 2 6 0 0 - 0 2 3 . 3 7 0 3 2 0 - 0 2 5 . 7 5 9 9 8 0 - 0 2
7 5 . 0 6 6 7 0 0 - 0 3 8 . 6 6 2 4 9 0 - 0 3 1 . 6 8 3 6 0 0 - 0 2 2 . 8 7 8 1 7 0 - 0 2
a 2 . 5 3 3 3 0 0 - 0 3 4 . 3 3 1 1 8 0 - 0 3 8 . 4 1 6 0 2 0 - 0 3 1 . 4 3 8 8 6 0 - 0 2
9 1 . 2 6  6 6 4 0 - 0 3 2 . 1 6 5 5 8 0 - 0 3 4 . 2 0 7 7 7 0 - 0 3 7 . 1 9 4 0 0 0 - 0 3
10 6 . 3 3 3 2 0 0 - 0 4 1 . 0 8 2 7 9 0 - 0 3 2 . 1 0 3 8 5 0 - 0 3 3 . 5 9 6 9 6 0 - 0 3
11 3 . 1 6 6 6 0 0 - 0 4 5 . 4 1 3 9 5 0 - 0 4 1 . 0 5 1 9 2 0 - 0 3 1 . 7 9 8 4 8 0 - 0 3
12 1 . 5 8 3 3 0 0 - 0 4 2 . 7 0 6 9 8 0 - 0 4 5 . 2 5 9 6 1 0 - 0 4 8 . 9 9 2 3 3 0 - 0 4
13 7 . 9 1 6 5 0 0 - 0 5 1 . 3 5 3 4 9 0 - 0 4 2 . 6 2 9 8 0 0 - 0 4 4 . 4 9 6 1 9 0 - 0 4
14 3 . 9 5 8 2 5 0 - 0 5 6 . 7 6 7 4 4 0 - 0 5 1 . 3 1 4 9 0 0 - 0 4 2 . 2 4 8 0 9 0 - 0 4
15 1 . 9 7 9 1 2 0 - 0 5 3 . 3 8 3 7 2 0 - 0 5 6 . 5 7 4 5 1 0 - 0 5 1 . 1 2 4 0 5 0 - 0 4
16 9 . 8 9 5 6 2 0 - 0 6 1 . 6 9 1 8 6 0 - 0 5 3 . 2 8 7 2 5 0 - 0 5 5 . 6 2 0 2 4 0 - 0 5
17 4 . 9 4 7 8 1 0 - 0 6 8 . 4 5 9 3 0 0 - 0 6 1 . 6 4 3 6 3 0 - 0 5 2 . 8 1 0 1 2 0 - 0 5
18 2 . 4 7 3 9 0 0 - 0 6 4 . 2 2 9 6 5 0 - 0 6 8 . 2 1 8 1 3 0 - 0 6 1 . 4 0 5 0 6 0 - 0 5
19 1 . 2 3  6 9 5 0 - 0 6 2 .  1 1 4 8 2 0 - 0 6 4 . 1 9 9 0 7 0 - 0 6 7 . 0 2 5 3 0 0 - 0 6
20 6 . 1 8 4 7 6 0 - 0 7 1 . 0 5 7 4 1 0 - 0 6 2 . 0 5 4 5 3 0 - 0 6 3 . 5 1 2 6 5 0 - 0 6
21 3 . 0 9 2 3 8 0 - 0 7 5 . 2 8 7 0 6 0 - 0 7 1 . 0 2 7 2 7 0 - 0 6 1 . 7 5 6 3 2 0 - 0 6
22 1 . 5 4  6 1 9 0 - 0 7 2 . 6 4 3 5 3 0 - 0 7 5 . 1 3 6 3 3 0 - 0 7 8 . 7 8 1 6 2 0 - 0 7
23 7 . 7 3  0 9 5 0 - 0 8 1 . 3 2 1 7 7 0 - 0 7 2 . 5 6 8 1 7 0 - 0 7 4 . 3 9 0 8 1 0 - 0 7
24 3 . 8 6 5 4 8 0 - 0 8 6 . 6 0 8 8 3 0 - 0 8 1 . 2 8 4 0 8 0 - 0 7 2 . 1 9 5 4 0 0 - 0 7
25 1 . 9 3 2 7 4 0 - 0 8 3 . 3 0 4 4 1 0 - 0 8 6 . 4 2 0 4 2 0 - 0 8 1 . 0 9 7 7 0 0 - 0 7
26 9 . 6 6 3 6 9 0 - 0 9 1 . 6 5 2 2 1 0 - 0 8 3 . 2 1 0 2 1 0 - 0 8 5 . 4 8 8 5 1 0 - 0 8
27 4 . 8 3 1 8 5 0 - 0 9 8 . 2 6 1 0 3 0 - 0 9 1 . 6 0 5 1 0 0 - 0 8 2 . 7 4 4 2 6 0 - 0 8
Table 4.1 T heo re tica l E rro r  to  S ignal Ratios
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RELATION OF BASE=2 AND BASE=IO
BETA RRR QQR
3 2 . 8 1 5 8 2 0 - 0 1 3 . 0 0 0 8 7 0 - 0 1
4 2 . 9 5 7 5 2 0 - 0 1 3 . 0 0 7 9 4 0 - 0 1
5 2 . 9 9 6 8 1 0 - 0 1 3 . 0 0 9 7 1 0 - 0 1
6 3 . 0 0 6 9 1 0 - 0 1 3 . 0 1 0 1 5 0 - 0 1
7 3 . 0 0 9 4 5 0 - 0 1 3 . 0 1 0 2 6 0 - 0 1
8 3 . 0 1 0 0 9 0 - 0 1 3 . 0 1 0 2 9 0 - 0 1
9 3 . 0 1 0 2 5 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
10 3 . 0 1 0 2 9 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
11 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
12 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
13 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
14 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
15 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
16 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
17 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
18 3 . 0 1 0 3 0 0 - 0 1 3 .  010  3  0 0 -  01
19 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
20 3 .  0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
21 3 .  0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
22 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
23 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
24 3 . 0 1 0 3  00 -0 1 3 . 0 1 0 3 0 0 - 0 1
25 3 .  0 1 0 3 0 0 - 0 1 3 . 0 1 0 3  00 -0 1
26 3 . 0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
2 7 3 .  0 1 0 3 0 0 - 0 1 3 . 0 1 0 3 0 0 - 0 1
RRR =
et» / ] base = 2
base = 10
QQR = base = 2
^ base = 10
Table 4 .2  R elation o f the E rror to  Signal R atios o f 
Base = 2 and Base = 10
ERROR TO SIGNAL RATIO 
INPUT COEFFICIENTS
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L= 6 M= 6
A( 0 )= 1 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  00
A( l ) = - 3 . 1 8 3 5 9 1 7 4 9 5 4 7 2 5 7 0  00
A( 2 )= 4 . 6 2 2 2 3 7 3 1 8 9 0 7 8 9 5 0  00
A( 3 ) = - 3 . 7 7 9 4 7 7 4 1 9 5 2 3 3 4 8 0  00
A( 4)  = 1 . 8 1 3 6 0 4 6 8 7 7 6 8 0 0 2 0  00
A{ 5) = - 4 , 7 9 9 9 7 5 0 0 2 0 9 1 5 7 6 0 - 0 1
A( 6 )= 5 . 4 4 4 5 1 3 8 1 6 1 8 4 8 0 8 0 - 0 2
B( 0 ) = 7 . 3 7 8 1 9 9 3 0 5 9 3 4 7 6 6 0 - 0 4
B( 1 )= 4 . 4 2 6 9 1 9 5 8 3 5 6 0 8 6 0 0 - 0 3
B( 2 ) = 1 . 1 0  6 7 2 9 8 9 5 8 9 0 2 1 5 0 - 0 2
B( 3)  = 1 . 4 7 5 6 3 9 8 6 1 1 8 6 9 5 3 0 - 0 2
B( 4 ) = 1 . 1 0 6 7 2 9 8 9 5 8 9 0 2 1 5 0 - 0 2
B( S) = 4 . 4 2 6 9 1 9 5 8 3 5 6 0 8 6 0 0 - 0 3
B( 6 )= 7 . 3 7 8 1 9 9 3 0 5 9 3 4 7 6 6 0 - 0 4
RESULTS
BASE= 2 BASE;= 10
BETA THEORETICAL THEORETICAL MAX THEORETICAL THEORETICAL MAX
3 1 . 0 7 2 0 9 0  00 3 . 5 0 1 6 3 0  00 3 . 7 6 6 0 8 0  0 0 1 . 1 7 6 6 5 0  01
4 5 . 3 3 6 8 0 0 - 0 1 1 . 7 4 9 3 0 0  00 1 . 7 9 9 0 1 0  0 0 5 , 8 2 7 8 8 0  0 0
5 2 . 6 6 5 4 3 0 - 0 1 8 . 7 4 4 5 9 0 - 0 1 8 . 8 8 7 2 9 0 - 0 1 2 . 9 0 7 0 0 0  0 0
6 1 . 3 3 2 3 5 0 - 0 1 4 . 3 7 2 0 6 0 - 0 1 4 . 4 3 0 0 8 0 - 0 1 1 . 4 5 2 6 3 0  0 0
7 6 . 6 6 1 2 7 0 - 0 2 2 . 1 8 6 0 0 0 - 0 1 2 . 2 1 3 3 4 0 - 0 1 7 . 2 6 2 0 6 0 - 0 1
8 3 . 3 3 0 5 8 0 - 0 2 1 . 0 9 3 0 0 0 - 0 1 1 . 1 0 6 4 6 0 - 0 1 3 . 6 3 0 9 0 0 - 0 1
9 1 . 6 6 5 2 8 0 - 0 2 5 .  4 6 4 9 8 0 -  02 5 . 5 3 2 0 3 0 - 0 2 1 . 8 1 5 4 3 0 - 0 1
10 8 . 3 2 6 4 0 0 - 0 3 2 . 7 3 2 4 9 0 - 0 2 2 . 7 6 5 9 8 0 - 0 2 9 . 0 7 7 1 3 0 - 0 2
11 4 . 1 6 3 2 0 0 - 0 3 1 . 3 6 6 2 4 0 - 0 2 1 , 3 8 2 9 9 0 - 0 2 4 . 5 3 8 5 6 0 - 0 2
12 2 . 0 8 1 6 0 0 - 0 3 6 . 8 3 1 2 2 0 - 0 3 6 , 9 1 4 9 2 0 - 0 3 2 . 2 6 9 2 8 0 - 0 2
13 1 . 0 4  0 8 0 0 - 0 3 3 . 4 1 5 6 1 0 - 0 3 3 . 4 5 7 4 6 0 - 0 3 1 . 1 3 4 6 4 0 - 0 2
14 5 . 2 0 4 0 0 0 - 0 4 1 . 7 0 7 8 0 0 - 0 3 1 , 7 2 8 7 3 0 - 0 3 5 . 6 7 3 2 0 0 - 0 3
15 2 . 6 0 2 0 0 0 - 0 4 8 . 5 3 9 0 2 0 - 0 4 8 . 6 4 3 6 5 0 - 0 4 2 . 8 3 6 6 0 0 - 0 3
16 1 . 3 0 1 0 0 0 - 0 4 4 . 2 6 9 5 1 0 - 0 4 4 , 3 2 1 8 3 0 - 0 4 1 . 4 1 8 3 0 0 - 0 3
17 6 . 5 0 5 0 0 0 - 0 5 2 . 1 3 4 7 6 0 - 0 4 2 .  1 6 0 9 1 0 - 0 4 7 . 0 9 1 5 1 0 - 0 4
18 3 . 2 5 2 5 0 0 - 0 5 1 . 0 6 7 3 8 0 - 0 4 1 . 0 8 0 4 6 0 - 0 4 3 . 5 4 5 7 5 0 - 0 4
19 1 . 6 2 6 2 5 0 - 0 5 5 . 3 3 6 3 9 0 - 0 5 5 . 4 0 2 2 8 0 - 0 5 1 . 7 7 2 8 8 0 - 0 4
20 8 . 1 3 1 2 4 0 - 0 6 2 . 6 6 8 4 4 0 - 0 5 2 . 7 0 1 1 4 0 - 0 5 8 . 8 6 4 3 8 0 - O S
21 4 . 0 6 5 6 2 0 - 0 6 1 . 3 3 4 2 2 0 - 0 5 1 . 3 5 0 5 7 0 - 0 5 4 . 4 3 2 1 9 0 - 0 5
22 2 . 0 3 2 8 1 0 - 0 6 6 . 6 7 1 1 1 0 - 0 6 6 . 7 5 2 8 5 0 - 0 6 2 . 2 1 6 1 0 0 - 0 5
23 1 . 0 1 6 4 1 0 - 0 6 3 . 3 3 5 5 6 0 - 0 6 3 . 3 7 6 4 3 0 - 0 6 1 . 1 0 8 0 5 0 - 0 5
24 5 . 0 8 2 0 3 0 - 0 7 1 . 6 6 7 7 8 0 - 0 6 1 . 6 8 8 2 1 0 - 0 6 5 . 5 4 0 2 4 0 - 0 6
25 2 . 5 4 1 0 1 0 - 0 7 8 , 3 3 8 8 9 0 - 0 7 8 .  44 1 0 7 0 -  07 2 . 7 7 0 1 2 0 - 0 6
26 1 . 2 7 0 5 1 0 - 0 7 4 . 1 6 9 4 4 0 - 0 7 4 . 2 2 0 5 3 0 - 0 7 1 , 3 8 5 0 6 0 - 0 6
27 6 . 3 5 2 5 3 0 - 0 8 2 . 0 8 4 7 2 0 - 0 7 2 . 1 1 0 2 7 0 - 0 7 6 , 9 2 5 3 0 0 - 0 7
♦ THEORETICAL MAX I S  TAKEN FOR 0< = W < = P I /2
Table 4.3 T h eo re tic a l E rro r to  Signal R atios
0*9000  00
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1 . 6 6 7 0 - 0 1  
8 .  1 6 5 0 - 0 2  
4 . 0 6 1 0 - 0 2  
2 . 0 2 8 0 - 0 2  
1 . 0 1 3 0 - 0 2  
5 . 0 6 7 0 —03
2 . 5 3 3 0 - 0 3  
1 . 2 6 7 0 - 0 3  
6 . 3 3 3 0 - 0 4  
3 . 1 6 7 0 - 0 4  
1 . 5 8 3 0 - 0 4
7 . 9 1 6 0 - 0 5  
3 . 9 5 8 0 - 0 5  
1 . 9 7 9 0 - 0 5  
9 . 8 9 6 0 - 0 6  
4 . 9 4 8 0 - 0 6  
2 . 4 7 4 0 - 0 6  
1 . 2 3 7 0 - 0 6
6 . 1 8 5 0 - 0 7  
3 . 0 9 2 0 - 0 7  
1 . 5 4 6 0 - 0 7  
7 . 7 3 1 0 - 0 8  
3 . 8 6 5 0 - 0 8  
1 . 9 3 3 0 - 0 8  
9 . 6 6 4 0 - 0 9  
4 . 8 3 2 0 - 0 9  
2 . 4 1 6 0 - 0 9  
1 . 2 0 8 0 - 0 9
6 . 0 4  0 0 - 1 0
2 . 8 2 6 0 - 0 1
1 . 3 9 3 0 - 0 1  
6 . 9 3 8 0 - 0 2  
3 . 4 6 6 0 - 0 2  
1 . 7 3 3 0 - 0 2  
8 . 6 6 2 0 - 0 3
4 . 3 3 1 0 - 0 3  
2 . 1 6 6 0 - 0 3  
1 . 0 8 3 0 - 0 3  
5 . 4 1 4 0 - 0 4  
2 . 7 0 7 0 - 0 4  
1 . 3 5 3 0 - 0 4  
6 . 7 6 7 0 - 0 5  
3 . 3 8 4 0 - 0 5  
1 . 6 9 2 0 - 0 5  
8 . 4 5 9 0 - 0 6  
4 . 2 3 0 0 - 0 6  
2 . 1 1 5 0 - 0 6  
1 . 0 5 7 0 - 0 6  
5 . 2 8 7 0 - 0 7  
2 . 6 4 4 0 - 0 7  
1 . 3 2 2 0 - 0 7  
6 . 6 0 9 0 - 0 8  
3 . 3 0 4 0 - 0 8  
1 . 6 5 2 0 - 0 8  
8 . 2 6 1 0 - 0 9  
4 . 1 3 1 0 - 0 9
2 . 0 6 5 0 - 0 9  
1 . 0 3 3 0 - 0 9
THEORETICAL ERROR TO SIGNAL RATIOS
8.2000-01 
4 . 2 7 7 0 - 0 1
2 , 1 8 5 0 - 0 1  
1 . 1 0 4 0 - 0 1  
5 . 5 5 1 0 - 0 2  
2 . 7 8 3 0 - 0 2
1 . 3 9 3 0 - 0 2  
6 , 9 7 2 0 - 0 3  
3 . 4 8 7 0 - 0 3  
1 . 7 4 4 0 - 0 3  
8 , 7 2 0 0 - 0 4  
4 , 3 6 0 0 - 0 4  
2 , 1 8 0 0 - 0 4  
1 . 0 9 0 0 - 0 4  
5 . 4 5 1 0 - 0 5  
2 , 7 2 5 0 - 0 5  
1 . 3 6 3 0 - 0 5  
6 , 8 1 3 0 - 0 6  
3 . 4 0 7 0 - 0 6  
1 , 7 0 3 0 - 0 6  
8 , 5 1 7 0 - 0 7  
4 . 2 5 8 0 - 0 7  
2 , 1 2 9 0 - 0 7
1 . 0 6 5 0 - 0 7  
5 , 3 2 3 0 - 0 8  
2 , 6 6 1 0 - 0 8
1 . 3 3 1 0 - 0 8  
6 . 6 5 4 0 - 0 9  
3 . 3 2 7 0 - 0 9
BASE = 2
1 . 1 5 3 0  GO 
6 . 0 1 5 0 - 0 1  
3 . 0 7 3 0 - 0 1  
1 . 5 5 3 0 - 0 1  
7 . 8 0 7 0 - 0 2  
3 . 9 1 4 0 - 0 2  
1 . 9 6 0 0 - 0 2  
9 . 8 0 6 0 - 0 3  
4 . 9 0 4 0 - 0 3  
2 . 4 5 3 0 - 0 3  
1 . 2 2 6 0 - 0 3  
6 . 1 3 2 0 - 0 4  
3 . 0 6 6 0 - 0 4
1 . 5 3 3 0 - 0 4  
7 . 6 6 6 0 - 0 5  
3 . 8 3 3 0 - 0 5
1 . 9 1 6 0 - 0 5  
9 . 5 8 2 0 - 0 6  
4 . 7 9 1 0 - 0 6  
2 . 3 9 6 0 - 0 6  
1 . 1 9 8 0 - 0 6  
5 . 9 8 9 0 - 0  7 
2 . 9 9 4 0 - 0 7  
1 . 4 9 7 0 - 0 7  
7 . 4 8 6 0 - 0 8  
3 . 7 4 3 0 - 0 8  
1 . 8 7 2 0 - 0 8  
9 . 3 5 8 0 - 0 9  
4 . 6 7 9 0 - 0 9
Table 4.4
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ERROR TO SIGNAL RATIO 
EXPERIMENTAL
N= 8 0 0 0  STATISTICS COLLECTED AFTER ISO 
L= 2  M= 0
A( 0 ) =  1 .OOOOOOOOOOOOOOOE+00
A( 1 ) =  - 1 . 2 7 2 7 9 2 2 0 6 1 35786E+ 00
A( 2 ) =  8 . 0 9 9 9 9 9 9 9 9 9 9 9 9 9 8 E - 0 1
B( 0 ) =  1 . 0 0 0 OOOOOOOOOOOOE+00
NO. ALPHA BETA BASE= 2  8 ASE= 10
RATIO OV UN RATIO OV UN
I 7  7  5 . 1 0 7 2 7 E - 0 3  0 2 7  1 . 6 9 8 7 7 E - 0 2  0 66
♦ THE RATIO OF l .OOOOOE+03.  I F  ANY, INDICATES THAT THE 
LOGARITHMIC FILTER PRODUCED TOO MUCH ERROR.
♦ THOSE UNDER OV OR UN INDICATE THE NUMBER OF TIMES THAT 
OVERFLOW OR UNDERFLOW OCCURRED IN THE LOGARITHMIC FILTER.
♦ # .  IF ANY, INDICATES THAT UNDERFLOW OCCURRED IN THE 
LONG FLOATING POINT FILTER,
WITH THE RESULT OF ZERO OPERATION CONTINUED.
Table 4.6 Experim ental Error to  Signal R atios
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LOGARITHMIC ADDITION TABLE
BASE= 2 8 - B I T  WORD 3 - B I T  FRACTIONAL PART
8 8 7 7 6 6 5 5 5 4 4 4 3 3 3 3
3 2 2 2 2 2 2 1 1 I 1 I ‘ I I I t
1 I 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 a 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
127 29 21 17 14 12 10 9 8 7 6 6 5 5 4 4
3 3 3 2 2 2 2 2 2 1 1 1 1 1 1 1
1 1 1 1 1 0 0 0 0 0 0. 0 0 0 0 0
0 0 0 0 0 0 0 0 0 . 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 . 0 0 0 0 0 0 0 0 0
Table 4.7 Sample Look-up Table
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ERROR TO SIGNAL RATIO 
EXPERIMENTAL
N= 4 0 0  STATISTICS COLLECTED AFTER ISO 
L= 2 M= 0 
A( 0 ) =  1 .OOOOOOOGOOOOOOOEfOO 
A( l > =  - I . 2 7 2 7 9 2 2 0 6 1 35786E+0Q 
A{ 2 ) =  8 . 0 9 9 9 9 9 9 9 9 9 9 9 9 9 8 E - 0 1  
B( 0 ) =  1 . 0 0 0 0 0 OOOOOOOOOOE+00
NO. ALPHA BETA BASE= 2 BASE=
RATIO OV UN RATIO 
1 4  2 1 . 6 4 8 0 S E - 0 1  0 24 l .OOOOOE+03





2 3 3 9 . 2 2 4 3 2 E - 0 2 0 12 3 . 3 4 4 3 4 E - 0 1 0 4 5
3  2 4 4 . 6 2 5 8 5 E - 0 2 0 32 2 . 1 9 4 8 3 E - 0 1 0 20
4 1 5 6 . 5 2 9 1 9 E - 0 1 81 88 8 . 4 3 1 3 3 E - 0 2 0 8
5 0 6 8 . 19413E -01 2 5 7 2 3 9 4 . 0 6 9 1 6 E - 0 2 0 2 9
6 3 4 4 .  032 5 OE-02 0 11 2 . 1 9 4 8 3 E - 0 1 0 20
7  4 4 4 . 0 3 0 8 8 E - 0 2 0 9 2 . 1 9 4 8 3 E - 0 1 0 20
8 5 4 4 . 0 3 0 8 8 E - 0 2 0 9 2 . 1 9 4 8 3 E - 0 1  ■ 0 2 0
9 S 5 1 . 8 6 0 5 2 E - 0 2 0 2 8 . 4 7 9 8 5 E - 0 2 0 10
10  5 6 1 . 0 7 0 6 5 E - 0 2 0 1 3 . 7 9 1 OSE-02 0 4
11 5 7 6 . 0 8 3 3 4 E - 0 3 0 0 1 . 6 7 4 9 1 E - 0 2 0 2
12  5 8 2 . 0 8 0 4 3 E - 0 3 0 0 7 . 5 2 6 7 8 E - 0 3 0 2
13 8 6 1 . 0 7 0 6 5 E - 02 0 1 3 . 7 9 1 0 5 E - 0 2 0 4
14 7 7 6 . 0 8 3 3 4 E - 0 3 0 0 1 . 6 7 4 9 1 E - 0 2 0 2
15 6 8 2 . 0 8 0 4 3 E - 0 3 0 0 7 . 5 2 6 7 8 E - 0 3 0 2
16 5 9 1 . 1 8 9 2 4 E - 0 3 0 0 4 . 1 5 9 6 1 E - 0 3 0 0
17 4 10 5 . 1 2 1 0 6 E - 0 4 0 1 2 . 1 8 7 6 0 E - 0 3 0 3
18 3 11 3 . 1 5 6 9 2 E - 0 4 0 0 9 . 4 2 0 2 9 E - 0 4 0 0
19 2 12 5 . 4 3 3  00E -03 0 23 5 . 5 8 4 8 9 E - 0 4 0 0
20  1 13 6 . 8 0 9 4 4 E - 0 1 8 3 9 9 4 . 2 6 4 6 4 E - 0 4 0 3
21 0 14 8 . 1 3 8 1 3 E - 0 1 24 8 2 3 2 1 . 5 8 3 5 4 E - 0 2 0 3 5
2 2  7 23 7 . 6 6 5 4 4 E - 0 8 0 0 2 . 9 4 8 7 0 E - 0 7 0 0
♦ THE RATIO OF l.OOOOOE+03, I F ANY. INDICATES THAT THE
LOGARITHMIC FILTER PRODUCED TOO MUCH ERROR.
♦ THOSE UNDER OV OR UN INDICATE THE NUMBER OF TIMES THAT 
OVERFLOW OR UNDERFLOW OCCURRED IN THE LOGARITHMIC FILTER.
* « .  I F  ANY. INDICATES THAT UNDERFLOW OCCURRED IN THE 
LONG f l o a t i n g  POINT FILTER,
WITH THE RESULT OF ZERO OPERATION CONTINUED*
Table 4 .8  Experimental E rro r to  S ignal R atios
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T heore tica l Experimental
3 ra tio a 3 ra t io 07 UN
3 8.16463 X 10"^ 4 2 1.64805 X 10-^ 0 24
4 4.06053 X 10 '^ 8 b i t 3 3 9.22432 X 10“^ 0 12
5 2.02753 X 10'^ word 2 4 * 4.62585 X 10-2 0 32
6 1.01343 X 10“^ 1 5 6.52919 X 10-^ 81 88
7 5.06670 X 1 0 '^ 0 6 8.19413 X 10"^ 257 239
8 2.53330 X 10"^ 3 4 4.03250 X 10"2 0 11
9 1.26664 X 10"^ 4 4 4.03088 X 10“ 2 0 9
10 6.33320 X 1 0 - ' 5 4 4.03088 X 10-2 0 9
11 3.16660 X 1 0 - ' 5 5 1.86052 X 10-2 0 2
12 1.58330 X 1 0 - ' 5 6 1.07065 X 10-2 0 1
13 7.91650 X 10-^ 5 7 6.08334 X 10-2 0 0
14 3.95825 X 10-5 5 8 2.08043 X 10-2 0 0
23 7.73095 X 10‘ ® "8 6 1.07065 X 10-2 0 1
7 7 6.08334 X 10-2 0 0
16 b i t 6 8 2.08043 X 10"2 0 0
word
5 9 1.18924 X 10-2 0 0
4 10 5.12106 X 1 0 - ' 0 1
3 11 * 3.15692 X 1 0 - ' 0 0
2 12 5.43300 X 10-2 0 23
1 13 6.80944 X 10-^ 83 99
0 14 8.13813 X 10-^ 248 232
7 23 7.66544 X 10-2 0 0
Table 4.9 Comparison between th e o re tic a l  and experim ental r a t i o s  fo r  Base = 2
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ERROR TO SIGNAL RATIO 
EXPERIMENTAL
N= 4 0 0  STATISTICS COLLECTED
L= 6  M= 6
AFTER ISO
A( 0 ) = 1 .OOCOOOOGOOOOOOOE-t'OO
A( 1 ) = - 3 . 1 8 3 5 9 1 7 4 9 5 4 7 2 5 7 E * 0 0
A( 2 ) = 4 . 6 2 2 2 3 7 3 1 8 9 0 7 8 9 S E + 0 0
A( 3 ) = - 3 . 7 7 9 4 7 7 4 1 9 5 2 3 3 4  8E + 0 0
A( 4 )  = 1 . 8 1 3 6 0 4 6 8 7 7 6 8 0 0 2 E + 0 0
A( 5) = - 4 . 7 9 9 9 7 5 0 0 2 0 9 1 5 7 5 E - O I
A( 6 ) = 5 . 4 4 4 5 1 3 8 1 6 1 8 4 8 0 9 E - 0 2
8 ( 0 ) = 7 . 3 7 8 1 9 9 3 0 5 9 3 4 7 6 6 E - 0 4
B( l )  = 4 . 4 2 6 9 1 9 5 8 3 5 6 0 8 5 9 E - 0 3
B( 2 ) = 1 . 1 0 6 7 2 9 8 9 5 8 9 0 2 1 S E - 0 2
B{ 3)  = 1 . 4 7 5 6 3 9 8 6 1 1 8 6 9 5 3 E - 0 2
B( 4)  = 1 . 1 0 6 7 2 9 8 9 5 8 9 0 2 1 S E - 0 2
B( 5 )  = 4 . 4 2 6 9 1 9 5 8 3 S 6 0 8 5 9 E - 0 3
B( 6 ) = 7 . 3 7 8 1 9 9 3 0 5 9 3 4 7 6 6 E - 0 4
NO. ALPHA BETA BASE= 2 BASE= 10
RATIO OV UN RATIO OV UN
I 3 3 l.OOOOOE+03 0 43 1 .OOOOOE+03 0 0
2 4 4 l.OOOOOE+03 0 2 l .OOOOOE+03 0 0
3 4 5 l.OOOOOE+03 0 2 1 .OOOOOE+03 0 2
4 4 6 1 . 9 6 0 5 6 E - 0 1 0 15 l.OOOOOE+03 0 0
5 4 7 7 . 4 8 5 0 2 E - 0 2 0 13 2 . 3 1 8 8 7 E - 0 1  0 11
6 4 8 2 . 9 3 7 8 0 E - 0 2 0 9 I . 2 9 8 7 6 E - 0 1  0 7
7 4 9 1 . 6 7 5 1 7 E - 0 2 0 8 4 . 7 1 7 8 l E - 0 2  0 1
8 a 6 1 . 9 6 0 S 6 E - 0 1 0 7 1 .OOOOOE+03 0 0
9 7 7 7 . 4 8 5 0 2 E - 0 2 0 4 2 . 3 1 8 8 7 E - 0 I  0 11
10 6 8 2 . 9 3 7 8 0 E - 0 2 0 1 1 .2 9 8 7 6 E - 0 1  0 7
11 5 9 1 . 6 7 5 1 7 E - 0 2 0 0 4 . 7 1 7 8 1 E - 0 2  0 1
12 4 10 7 . 5 8 5 9 7 E - 0 3 0 10 3 . 0 7 8 4 l E - 0 2  0 2
13 3 11 1 . 3 0 6 7 1 E - 0 1 0 1 4 6 7 1 . 3 7 9 6 5 E - 0 2  0 0
14 2 12 l .OOOOOE+03 22 79 7 . 1 7 1 3 4 E - 0 3  0 8 2
15 1 13 1 .OOOOOE+03 6 32 3 . 2 0 2 0 1 E - 0 1  0 2 0 2 6
16 0 14 l.OOOOOE+03 5 2 5 l.OOOOOE+03 17 6 0
17 7 23 9 . 2 2 5 1 1 E - 0 7 0 0 3 . 6 2 8 7 6 E - 0 6  0 0
♦ THE RATIO OF 1 .OOOOOE+03, I F ANY, i n d i c a t e s  THAT THE
LOGARITHMIC FILTER PRODUCED TOO MUCH ERROR.
♦ t h o s e  un der  OV OR UN INDICATE THE NUMBER OF TIMES THAT 
OVERFLOW OR UNDERFLOW OCCURRED IN THE LOGARITHMIC FILTER.
»% I F  ANY, INDICATES THAT UNDERFLOW OCCURRED IN THE 
LONG FLOATING POINT F IL T E R ,
WITH THE RESULT OF"ZERO OPERATICN CONTINUED.
Table 4 .10  Experim ental E rro r to  S ignal R atios
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ERROR TO SIGNAL RATIO 
INPUT COEFFICIENTS
L= 2  M= 0
A( 0 ) =  1.0JOOOOOOOOOOJJ3D 03
A( 1 ) =  - I . 2 7 2 7 9 2 2 0 6 1 3 5 7 8 6 D  00
A( 2 J =  8 . 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 - 0 1
B( 0 ) =  1 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0  00
RESULTS
BASE= 2 EASE= 10
BETA THEORETICAL THECRETICAL MAX THEORETICAL THEORETICAL MAX
3 7 . 9 2 5 2 2 0 - 0 2 1 . 0 9 4 2 0 0 - 0 1 2 . 8 1 9 2 1 0 - 0 1 3 . 9 0 5 2 1 0 - 0 1
4 3 . 9 4 0 9 0 0 - 0 2 5 . 4 3 9 4 6 0 - 0 2 1 . 3 3 3 1 2 0 - 0 1 1 . 8 4 1 7 7 0 - 0 1
5 1 . 9 6 7 7 3 0 - 0 2 2 . 7 1 5 7 7 0 - 0 2 6 . 5 6 6 8 5 0 - 0 2 9 . 0 6 5 4 8 0 - 0 2
6 9 . 8 3 5 2 2 0 - 0 3 1 . 3 5 7 3 9 0 - 0 2 3 . 2 7 0 9 7 0 - 0 2 4 . 5 1 4 6 6 0 - 0 2
7 4 , 9 1 7 1 9 0 - 0 3 6 . 7 8 6 3 4 0 - 0 3 1 . 6 3 3 9 3 0 - 0 2 2 . 2 5 5 0 6 0 - 0 2
8 2 . 4 5 8 5 4 0 - 0 3 3 . 3 9 3 0 9 0 - 0 3 8 . 1 6 7 6 8 0 - 0 3 1 . 1 2 7 2 5 0 - 0 2
9 1 . 2 2 9 2 6 0 - 0 3 • 1 . 6 9 6 5 4 0 - 0 3 4 . 0 8 3 6 0 0 - 0 3 5 . 6 3 5 8 8 0 - 0 3
10 6 . 1 4 6 3 1 0 - 0 4 8 . 4 8 2 6 8 0 - 0 4 2 . 0 4 1 7 7 0 - 0 3 2 . 8 1 7 9 0 0 - 0 3
11 3 . 0 7 3 1 5 0 - 0 4 4 . 2 4 1 3 4 0 - 0 4 1 . 0 2 0 8 8 0 - 0 3 1 . 4 0 8 9 4 0 - 0 3
12 1 . 5 3  6 5 8 0 - 0 4 2 .  1 2 0 6 7 0 - 0 4 5 . 1 0 4 4 0 0 - 0 4 7 . 0 4 4 7 1 0 - 0 4
13 7 . 6 8 2 8 8 0 - 0 5 1 . 0 6 0 3 3 0 - 0 4 2 . 5 5 2 2 0 0 - 0 4 ■ 3 . 5 2 2 3 5 0 - 0 4
14 3 . 8 4 1 4 4 0 - 0 5 5 . 3 0 1 6 7 0 - 0 5 1 . 2 7 6 1 0 0 - 0 4 1 . 7 6 1 1 8 0 - 0 4
15 1 . 9 2 0 7 2 0 - 0 5 2 . 6 5 0 8 3 0 - 0 5 6 . 3 3 0 5 0 0 - 0 5 8 . 8 0 5 8 8 0 - 0 5
16 9 . 6 0 3 6 0 0 - 0 6 1 . 3 2 5 4 2 0 - 0 5 3 . 1 9 0 2 5 0 - 0 5 4 . 4 3 2 9 4 0 - 0 5
17 4 . 8 0 1 8 0 0 - 0 6 6 . 6 2 7 0 9 0 - 0 6 1 . 5 9 5 1 2 0 - 0 5 2 . 2 0 1 4 7 0 - 0 5
18 2 . 4 0 0 9 0 0 - 0 6 3 . 3 1 3 5 4 0 - 0 6 7 . 9 7 5 6 2 0 - 0 6 1 . 1 0 0 7 4 0 - 0 5
19 1 . 2 0  0 4 5 0 - 0 6 1 . 6 5 6 7 7 0 —06 3 . 9 8 7 8 1 0 - 0 6 5 , 5 0 3 6 8 0 - 0 6
2 0 6 . 0 0 2 2 5 0 - 0 7 8 . 2 8 3 8 6 0 - 0 7 1 . 9 9 3 9 0 0 - 0 6 2 . 7 5 1 8 4 0 - 0 6
21 3 . 0 0 1 1 3 0 - 0 7 4 . 1 4 1 9 3 0 - 0 7 9 . 9 6 9 5 2 0 - 0 7 1 . 3 7 5 9 2 0 - 0 6
2 2 1 . 5 0 0 5 6 0 - 0 7 2 . 0 7 0 9 6 0 - 0 7 4 . 9 8 4 7 6 0 - 0 7 6 . 8 7 9 6 0 0 - 0  7
23 7 .5 0 2 8 1  0 - 0 8 1 . 0 3 5 4  8 0 - 0  7 2 . 4 9 2 3 8 0 - 0 7 3 . 4 3 9 8 0 0 - 0 7
2 4 3 . 7 5 1 4 1 0 - 0 8 5 .  1 7 7 4 1 0 - 0 8 1 . 2 4 6 1 9 0 - 0 7 1 . 7 1 9 9 0 0 - 0 7
2 5 1 . 8 7 5 7 0 0 - 0 8 . 2 . 5 8 8 7 1 0 - 0 8 6 . 2 3 0 9 5 0 - 0 8 8 , 5 9 9 5 0 0 - 0 8
26 9 . 3 7 8 5 2 0 - 0 9 1 . 2 9 4 3 5 0 - 0 8 3 . 1 1 5 4 8 0 - 0 8 4 . 2 9 9 7 5 0 - 0 8
2 7 4 . 6 8 9 2 6 0 - 0 9 6 . 4 7 1 7 6 0 - 0 9 1 . 5 5 7 7 4 0 - 0 8 2 , 1 4 9 8 7 0 - 0 8
♦ THEORETICAL MAX IS  TAKEN FOR 0 < = * < = P I / 2
Table 4.11 T heo re tica l E rro r to  S ignal Ratios w ith  Input Sequence 
of the Spectrum o th e r than th e  Constant One
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ERROR TO SIGNAL RATIO 
EXPERIMENTAL
N= 4 00 STATISTICS COLLECTED AFTER
L= 2  M= 0
A( 0 )= 1 .OOOOOOOOOOOOOOOE+00
A( l ) =  - 1 . 2 7 2 7 9 2 2 0 6 1 3 5 7 8 6 E + 0 0
A( 2 ) =  8 . a 9 9 S S 9 9 9 5 5 S 9 S 9 S E - 3 l


















2 3 3 7 . 7 0 2 6 8 E - 3 2 3 13 3 . 3  5 8 3 E E - 3 1  0 2 9
3 2 4 4 . 4 3 3 8 2 E - 0 2 0 17 1 . 5 1 6 7 9 E - 0 1  0 19
4 1 5 4 . 6 8 S 7 1 E - 0 1 4 4 102 7 . 2 3 6 2 9 E - 0 2  0 11
5 0 6 7 . 4 3 8 E 5 E - 3 1 2 3 5 261 3 . 6 1 6 4  l E - 0 2  0 3 S
6 3 4 4 . 3 5 6 5 4 E - 0 2 0 4 1 . 5 1 6 7 E E - 0 1  0 19
7 • 4 4 4 . 3 5 6 4 7 E - 3 2 3 4 1 . 5 1 6 7 S E - 3 1  0 19
8 5 4 4 . 3 S 6 4 7 E - 0 2 0 4 1 . 5 1 6 7 E E - 0 1  0 19
9 5  ■ 5 1 . 8 3 3 4 9 E - 0 2 0 1 7 . 6 5 3 0 9 E - 0 2  0 6
13 5 6 1 . 3 3 7 1 5 E - 3 2 3 3 3 . 4 2 8 4 6 E - 0 2  0 7
11 5 7 5 . 5 1 6 3 4 E - 0 3 0 2 1 . 4 8 4 2 1 E - 0 2  0 3
1 2 5 8 2 . 4 0 5 4 2 E - 0 3 0 3 8 . 4  8 9 9 8 E - 3 3  0 6
13 8 6 1 . 0 3 7 1 5 E - 0 2 Q 0 3 . 4 2  84 6 E - 0 2  0 7
14 7 7 5 .  5 1 634  E - 03 0 2 1 . 4 8 4 2 l E - 0 2  0 3
15 6 . 8 2 . 4 3 S 4 2 E - 3 3 3 3 8 . 4 8 9 9 8 E - 3 3  0 6
16 5 9 1 . 4 0 0 9 9 E - 0 3 U 0 4 . 2 7 0 0 3 E - 0 3  0 0
1 7 4 10 6 . 0 7 2 4 5 E - 0 4 0 0 1 . 9 1 9 7 7 E - 3 3  0 3
18 3 11 2 . 7 1 4 7 1 E - 0 4 0 2 9 . 6 5 3 9 9 E - 0 4  0 0
19 2 12 7 . 7 5 5 8 5 E - 0 3 0 2 7 5 . 6 1 9 1 7 E - 0 4  0 0
2 0 1 13 4 . 8 2 8 5 OE -31 4 4 134 2 . 9 6 3 7 5 E - 3 4  3 s
21 0 14 7 . 4 5 1 5 3 E - 0 1 20 7 261 1 . 6 0 8 1 0 E - 0 2  0 44
2 2 7 23 9 . 1 5 1 5 6 E - 0 8 0 0 2 . 2 8 4 0 7 E - 3 7  3 0
♦ THE RATIO OF 1 .OOOOOE+03, I F ANY, INDICATES THAT THE
LCGARITHMIC FILTER PRODUCED TOC MUCH ERROR.
♦ ThCSE UNDEk OV OR UN INDICATE THE NUMBER OF TIMES THAT 
OVERFLOW, CR UNDERFLOW OCCURRED IN THE LOGARITHMIC FILTER.
* «•  IF ANY, INDICATES THAT UNDERFLOW OCCURRED IN THE 
LCNG f l o a t i n g  POINT FILTER,
WITH THE RESULT CF ZERO OPERATION CONTINUED.
Table 4.12 Experim ental E rro r to S ignal R atios w ith Inpu t Sequence 
o f the Snectrum other than  the Constant One
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p=. 0 . 9 9 0 0
•
BETA ROUND ROUND MAX THUNC 1RUNC MAX
2 6 . 2 7 1 0 - 0 1 1 . 3 6 3 0  03 7 . 9 6 9 0  03 1 . 1 2 8 0  01
3 2 . 6 7 8 0 - 0 1 4 . 7 8 9 0 - 0 1 4 . 1 5 7 0  00 5 . 8 8 5 0  00
4 1 . 2 7 6 0 - Cl 2 . 3 2 4 0 - 0 1 2 . 1 2 4 0  03 3 . 3 3 6 0  00
S 6 . 2 9 6 0 - 0 2 l .  1 5 3 0 -  01 1 . 0 7 3 0  00 1 . 5 1 9 0  00
6 3 . 1 3 8 0 - 0 2 5 • 7 5 4 0 - 0 2 S . 3 9 6 0 - 0 1 7 . 6 3 8 0 - 0 1
7 1 . 5 6 8 0 - 3 2 2 . 8 7 6 0 - 0 2 2 . 7 0 5 0 - 3 1 3 . 8 3 3 0 - 3 1
8 7 . 3 3 6 0 - 0 3 1 . 4 3 8 0 - 0 2 1 . 3 5 4 0 - 0 1 1 . 9 1 7 0 - 0 1
9 3 . 9 1 8 0 - 0 3 7 . 1 8 8 0 - 0 3 6 . 7 7 7  0 - 0 2 9 . 5 9 3 0 - 3 2
10 1 . 9 5 9 0 - 0 3 3 . 5 9 4 0 - 0 3 3 . 3 8 9 0 - 0 2 4 . 7 9 8 0 - 0 2
11 9 . 7 9 5 0 - 0 4 1 . 7 9 7 0 - 0 3 1 . 6 9 5 0 - 0 2 2 . 4 0 0 0 - 0 2
12 4 . 8 9 7 0 -  34 8 . 9 8 5 0 - 3 4 8 . 4 7 6 0 - 3 3 1 . 2 3 3 0 - 3 2
13 2 . 4 4 9 0 - 0 4 4 . 4 9 2 0 - 0 4 4 . 2 3 8 0 - 0 3 6 . 0 0 0 0 - 0 3
14 1 . 2 2 4 0 - 0 4 2 . 2 4 6 0 - 0 4 2 . 1 1 9 0 - 3 3 3 . 3 0 3 0 - 3 3
15 6 . 1 2 2 0 - 0 5 1 . 1 2 2 0 - 0 4 1 . 0 6 0 0 - 0 3 1 . 5 0 0 0 - 0 3
16 3 . 0 6 1 0 - 0 5 5 . 6 1 5 0 - 0 5 5 . 2 9 8 0 - 0 4 7 , 5 0 0 0 - 0 4
17 1 . 5 3  30 -3 5 2 . 8 3 8 0 - 3 5 2 . 6 4 9 0 - 3 4 3 . 7 Ç 3 D - 3 4
18 7 . 6 5 2 0 - 0 6 1 . 4 0 4 0 - 0 5 1 . 3 2 4 0 - 0 4 1 . 8 7 5 0 - 0 4
19 3 . 6 2 6 0 - 0 6 7 . 0 1 9 0 - 0 6 6 . 6 2 2 0 - 0 5 9 . 3 7 5 0 - 3 5
20 1 . 9 1 3 0 - 0 6 3 . 5 1 0 0 - 0 6 3 . 3 1 1 0 - 0 5 4 . 6 8 7 0 - 0 5
21 9 . 5 6 5 0 - 0 7 1 . 7 5 5 0 - 0 6 1 . 6 5 6 0 - 0 5 2 . 3 4 4 0 - 0 5
22 4 . 7 8 3 0 - 3 7 6 . 7 7 4 0 - 0 7 8 . 2 7 8 0 - 3 6 1 . 1 7 2 0 - 3 5
23 2 . 3 9 1 0 - 0 7 4 . 3 8  7 0 - 0 7 4 . 1 3 9 0 - 0 6 5 . 8 5 9 0 - 0 6
24 1 . 1 9 6 0 - 0 7 2 . 1 9 4 0 - 0 7 2 . 0 6 9 0 - 0 6 2 . 9 3 3 0 - 3 6
2 5 5 . 9 7 8 0 - 0 8 1 . 0 9 7 0 - 0 7 1 . 0 3 5 0 - 0 6 1 . 4 6 5 0 —06
2 6 2 . 9 8 9 0 - 0 8 5 . 4 8 4 0 - 0 8 5 . 1 7 4  0 - 0 7 7 . 3 2 4 0 - 0 7
27 1 . 4 9 5 0 - 3 3 2 .  7 4 2 0 - 3 8 2 . 5 8 7 0 - 0 7 3 . 6 6 2 0 - 3 7
2 8 7 . 4 7 3 0 - 0 9 1 . 3 7 1 0 - 0 8 1 . 2 9 5 0 - 0 7 1 . 8 3 1 0 - 0 7
29 3 . 7 3 6 0 - 0 9 6 . 8 5 5 0 - 0 9 6 . 4 6 7 0 - 3 8 9 . 1 5 5 0 - 3 8
30 1 . 8 6 8 0 - 0 9 3 . 4 2  7 0 -  09 3 . 2 3 3 0 - 0 8 4 . 5 7 8 0 - 0 8








ERROR TO SIGNAL RATIO 
EXPERIMENTAL
N= 4 0 0 0  STATISTICS COLLECTED AFTER ISO
L= 2 M= 0
A{ 0 ) =  1 . 3 3 0 0 3 3 J 3 3 3 3 J 3 J O E + 0 0
A( 1 ) =  - I . 4 0 0 0 7 1 4 2 Ô 7 4 9 3 O 4 E + 0 0
A( 2 ) =  9 . e 3 3 S9 9 9 9 S«;9999 d E - 3 l














1 . 6 Ô 7 1 6 E - 0 2  0 16
7 . 9 4 7 7 4 E - 0 3  J  6
3 . 5 2 9 2 4 E - 0 3  0 0
2 .  1 7 6 4 2 E - 0 3  0 0
2 . 5 6 1 2 8 2 - 3 7  0 0
BASE= 10 
RATIO CV UN
5 . 0 5 S 6  7 E - 0 2  0 39
2 . 6 1 2 3 7 E - 3 2  3 13
1 . 6 3 0 8 0 E - 0 2  0 8
6 . 2 3 4 9 S E - 0 3  0 3
6 . 9 I 8 7 4 E - 0 7  0 0
♦ THE RATIO CF I .0C O 00E +03»  IF  ANY, INDICATES THAT THE 
LOGARITHMIC FILTER PROCUCEO TOO MUCH ERROR. '
♦ THCSE UNDER CV CP UN INDICATE THE NUMBER OF TIMES THAT 
OVERFLOW OR UNDERFLOW OCCURRED IN THE LCGARITHMIC FILTER.
♦ « ,  IF  ANY, INDICATES THAT UNDERFl CW OCCURRED IN THE 
LCNG FLOATING POINT F ILTER ,
WITH THE RESULT CF ZERO OPERATION CONTINUED.
Table 4.14 Experimental Test fo r a F i l t e r  (Q = 39.3)
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ERROR TO SIGNAL RATIO 
EXPERIMENTAL
N= A3D0 STATISTICS COLLECTED AFTER 153
L= 2  M= 0
A( 0 ) =  I .OOOOOOOOOOOOOOOE-fOO
A( l ) =  - 1 . 4 1 2 7 9 9 3 4 3 8 1 0 7 2 2 E + 3 3
A( 2 ) =  9 .9U O O O S 999999993E -01
B( 0 ) =  I • OOOOOCOOOOOOOOOE-l-00
NO. ALPHA BETA 8 ASE= 2 BASE= 10
RATIO OV UN RATIO OV UN
1 7 7 1 . 330 3 3E+33 3 9 2 . 1 5 8 8 S E - 3 1  3 23
2  6 à 2 . 9 8 4  7 6 E - 0 2 0 B 1 . 5 5 4 7 3 E - 0 1  0 10
3  5 9 1 .B C 8 9 7 E - 0 2 0 1 1 .OOOOOE+03 0 2
4  4 10 S . Ô 3 6 3 3 E - 0 3 0 0 I . B 7 0 1 3 E - 0 2  0 2
5  7 23 6 . 0 2 I 8 1 E - 0 7 0 0 2 . 6 1 4 7 6 E - 0 6  0 0
♦ THE RATIO OF 1 . 0 0 3 3 3 E + 0 3 , IF ANY, I n d i c a t e s  that  t h e
LCGARITHMIC FILTER PRODUCED 
\
Tüü MUCH ERROR. '
♦ THCSE UNDER CV CR UN INDICATE THE NUMBER OF TIMES THAT 
OVERFLOW OR UNDERFLOW OCCURRED IN THE LOGARITHMIC FILTER.
* IF  ANY, INDICATES THAT UNDERFLOW OCCURRED IN THE 
LUNG FLOATING POINT FILTER ,
WITH THE RESULT CF ZERO OPERATION CONTINUED.
Table 4.15 Experim ental Test fo r  a  F i l t e r  (Q = 393)
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ERROR TO SIGNAL RATIO 
INPUT COEFFICIENTS
L= 2 M= 0
A( 0 ) -  1 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  00
A( 1 ) =  - 1  . 4 1  279S3'*HÜ 1 0 7 220  00
A( 2)- 9 . 9 « 0 0 0 9 5 O 9 0 9 y 9 S 3 0 - 0 l
B( 0 ) =  1 . 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  00
RESULTS
BASE= 2
ALPHA BETA THECJRETICAL THEORETICAL MAX 
5  9 1 . 5 0 1 9 8 0 - 0 2  2 . 7 7 2 7 5 0 - 0 2
Table 4.16 T h eo re tic a l-E rro r R atio  w ith  Converted F i l t e r  C o e ffic ie n ts  
w ith  Logarithmic Number
ERROR TO SIGNAL RATIO 
EXPERIMENTAL
N= 12000 STATISTICS CCLLECTED AFTER 3 0 0 0
L= 2  M= 0
A{ 0 ) =  1 . 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 E + 3 0
A( n =  - 1 .  4 1 2 7 9 9 3 4  G8 10 722E+00
A (  2 ) =  9 . S U 0 0 0 9 9 9 9 9 9 9 9 9 B E - 0 1
0{  0}= 1 .OOOOOOODOOOOOOOE+00
NO. ALPHA BETA BASE= 2 OASE= 10
RATIO OV UN RATIU OV UN
I 5 9 1 . 6 9 1 3 2 E - 0 2  0 5 1 . 3 0 4 2 E E - 0 1  0 2 5
♦ THE RATIO OF l .OOOOOE+03.  I F  ANY. INDICATES THAT THE
LOGARITHMIC FILTER PkUOUCEU TOO MUCH ERROR.
♦ THOSE UNDER OV OR UN INDICATE THE NUMUER OH TIMES THAT 
OVERFLOW OR UNDERFLOW OCCURRED IN THE LÜGARITHNIC F IL T E R .
♦ if* I F  ANY, INDICATES THAT UNDERFLOW OCCURRED IN THE 
•LONG FLOATING POINT FILTER,
WITH THE RESULT OF ZERO OPERATICN-CONTINUED.
Table 4.17 Experim ental Test fo r  a F i l t e r  (Q = 393) 




C PROGRAM FOR COMPUTING THE THEORETICAL VALUES AND MAXIMUM BOUNDS 
C OF ERROR TO SIGNAL RATIO OF DIGITAL FILTERS USING THE SIMPSON'S 
C RULE OF NUMERICAL INTEGRATION 
C
C INPUT DATA CARDS 
C CARD 1
C COLUMN I — 5 :  DEGREE OF D ( Z ) ,  L 
C COLUMN 6— 10 :  DEGREE OF N ( Z ) ,  M
C COLUMN I I  — 15 1------MAX IS  COMPUTED FOR 0<=W<=PI
C 2------MAX I S  COMPUTED FOR 0< = W < = PI /2
C CARDS 2 — L+2 COLUMN 1— 2 5 :  COEFFICIENTS, A ( 0 ) — A IL )
C CARDS L + 3— L+M+3 COLUMN 1— 2 5 :  COEFFICIENTS, B I G ) — SIM)
C
c
C L,M :  DEGREES OF DIZ)  AND N tZ )  RESPECTIVELY
C AI I ) ,  b i d : COEFFICIENTS OF THE FILTER
C PRMi:  MAXIMUM VALUE OF FUNCTION R3 
C PRM2: MAXIMUM VALUE OF FUNCTION R4
C S I D , S I 2 ) , S ( 3 )  AND S I 4 J  WILL HAVE THE INTEGRATION VALUES OF 
C FUNCTIONS R Ü R 2 . R 3  AND R4 
C TH( 1 ) :  ERROR TO SIGNAL RATIO FOR BASE=2 
C T H M I l ) :  MAXIMUM VALUE OF T H i l )
C T H ( 2 ) :  ERROR .TO SIGNAL RATIO FOR BASE=10
C TH M I2) :  MAXIMUM VALUE OF T H I2 )
c b e t a :  n u m b e r  o f  b i t s  a f t e r  b i n a r y  p o i n t
C BS: b a s e  OF LOGARITHM 
C OS: VARIANCE OF ERROR 
C MES: SQUARED VALUE OF ERROR MEAN 
C
c
IMPLICIT  R E A L 4 8 I A - H ,0 - Z )
COMMON L ,M ,IT Y P E  
COMMON A I I O ) , B I I O )
COMMON RiMl »PRM1,RM2,PRM2
REALMS S I 1 0 ) , D S I  10 ) , P S  I I 0 ) ,THI 2 } .THMt 2)
REAL48 S S I 2 ) . 0 S I 2 ) , M E S ( 2 ) , O Q R  1 3 0 ) ,R R R I 3 0 )





E P S = 1 . 0 D - 3
P I = 3 , 1 4 1 5 0 2 6 5 3 5 8 9 7 9 3 D 0
C
C READ COEFFICIENTS 
C
R E A D I 5 ,5 0 )  L ,M ,I TY PE 
50 F0RM A TI3I5)
• LP1=L+1
MP1=M+1
0 0  100 1 = 1 , L P l  
R E A D IS . lO . l )  A I D  
100 W R I T E I 6 , 1 0 2 )  A I D
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101 F 0 R H A T ( 0 2 5 . 16)
1 0 2  FORMAT ( I X .  0 2 5 .  1 6 )  
DO 110 1 = 1 ,NP1 
READIS*1 0 1 )  8 ( I )





DO 530  1 = 1 * 4
P S ( I )= O .O D O
N=50
DO 510  J = l « 1 0  
N=N»J*2
I F  ( I . N E . l ) GO TO 511 
S ( I ) = S I M P S { O . O D O . P I » N . R l )
GO TO 5 2 0
511  I F  ( I . N E . 2 )  GO TO 5 1 2
S{ I ) = S I M P S ( 0 . 0 D 0 . P I . N . R 2 )
GO TO 5 2 0
5 1 2  IF  ( I . N E . 3 )  GO TO 5 1 3
S (  n = S I M P S { 0 ' . 0 D 0 . P I , N . R 3 )
GO TO 5 2 0
5 1 3  S ( I ) = S I M P S ( O . O O O . P I « N . R 4 >
5 20  S ( I ) = S { I ) / P I
D S ( I ) = S ( I ) - P S ( I )
W R I T E ( 6 . 2 0 1 ) N . S ( I ) , D S ( I ) « P R M 1 » P R M 2  








I F  ( D A B S ( D S { I ) / S ( I ) ) . L T . E P S )  GO TO 521  
P S ( I ) = S ( I )
5 1 0  CONTINUE 
521  W R I T E ( 6 . 2 0 2 )
2 0 2  FORMAT( '  •♦•CONVERGE*)
5 3 0  CONTINUE
COMPUTES THE RESULTS FOR EACH BETA AND OUTPUTS
WRlTE(6 , a a 8 ) *
888 FORMAT!•1*/////• •)
W R I T E ( 6 . 6 0 1 )
601 FORMAIT 'O * .5X .*E R R O R  TO SIGNAL R A T I 0 * / 6 X * • INPUT C O E F F IC IE N T S » / )  
W R I T E ( 6 , 6 0 2 )  L.M
6 0 2  FORMAT!• 0 * . S X . * L = ' . I 3 . 5 X * » M = * . 1 3 )
DO 6 1 0  1 = 1 . LP l
1 1 = 1—1
6 1 0  V fR IT E (6 .6 0 3 )  I 1 , A ( I )
6 0 3  F0RMAT(1X.5X.*A( • ♦ 1 2 , '  )= » • 1 P D 2 5 . 15)
0 0  6 2 0  1 = 1 ♦MPI
1 1=1-1
6 2 0  W R I T E ( 6 , 6 0 4 )  1 1 , 8 ( 1 )
604 F0RHAT{1X,5X.*B( * , I2 ,* ) = • . I P D Z S . I S )
W R IT E (6 * 6 1 9 )
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6 1 9  FO RM A TC 'O * ,5 X , 'RES U LTS *>
W R 1 T E ( 6 , 6 0 5 )  N2 .N10
605  FORMATCO* .17X . •  8 ASE=* * I 3 »26X.* BASE=* 1 1 3 )
W R I T E ( 6 , 6 0 6 )
6 06  FORMATCO* . 6 X, 'BETA *.2 X, 'TH EOR ETICAL*.2X.* TH EOR ETICAL MAX»* 
1 2 X , • THEORETICAL' .2X*'THEORETICAL MAX')
B S ( l ) = 2 * O D O  
B S { 2 ) = 1 0 . 0 0 0  
DO 160 1 = 3 . 2 7  
BETA=I
AA=2. OD0 * * { - B E T A -1 . 0 0 0 >
DO 1 5 5  K = 1 , 2
T E M P = B S (K )* * A A -B S (K )* $ ( -A A )
Q S ( K ) = T E H P * * 2 / 1 2 . 0 D 0  
TEMP=BS(K)<=*AA+BS(K) * * ( - A A ) - 2 . 0 D 0  
MES( K ) = ( T E M P /2 .O p O }**2
T K ( K ) = Q S ( K ) * S ( 1 ) « S ( 3 ) / S ( 2 ) f M E S (  K ) * S ( 4 ) / S ( 2 )
THM(K)=QS(K )*S(I )*PRM 1+M ES(K )*PRM 2 
T H (K )= D S Q R T (T H (K ) )
155 THM(K)=DSQRT(THM(K) )
Q Q R ( I ) = D S Q R T ( Q S ( l ) / Q S C 2 ) )
R R R ( I ) = T H ( 1 ) / T H ( 2 )
W R I T E ( 6 . 7 0 1 )  ’ I . T H ( 1 ) , T H M { 1 ) , T H ( 2 ) . T H M ( 2 )
701 F O R M A T ( 1 X , I 1 0 . 2 ( 1 P D 1 3 . 5 . 1 P D 1 7 . 5 ) >
160 CONTINUE
IF ( I T Y P E .N E c 2)  GO TO 800  
W R I T E ( 6 . 7 0 9 )
7 09  FORMATCO* . 5 X , » *  THEORETICAL MAX I S  TAKEN FOR 0 < = t f < = P I / 2 ' ) 
800  W R I T E C 6 .901 )
901 FORMAT!» 1 * / / / / / S X , ' R E L A T I O N  OF BASE=2 AND 6ASE=10»)  
W R I T E ( 6 . 9 0 3 )
903 FORMATCO* . 6 X , ' B E T A ' , 1 2 X . ' R R R *  , 1 2 X . 'QQR» )
DO 8 5 0  1 = 3 . 2 7  
8 5 0  W R I T E ( 6 . 9 0 2 )  I .R R R C I) . Q Q R ( I )








FUNCTION S I H P S ( P . Q . N . F )
THIS SUBROUTINE USES N APPLICATIONS OF SIMPSON'S RULE TO COMPUTE THE 
INTEGRAL OF F(  X)*DX BETWEEN P AND Q
IMPLIC IT  REAL*8 ( A - H .O - Z )  
FN=N
TWOH=(Q-P) /FN 
K=TW OH/2 .000  
SUMEND=0.000 
SUMMIO=O.ODO 













C THIS FUNCTION COMPUTES THE FUNCTIONAL VALUE INSIDE THE 
C INTEGRATION OF SI GIVEN IN THE EQUATION ( 4 . 1 )  IN SECTION 4 . 1 
C FOR EACH VALUE OF W 
C
IM P L IC IT  R E A L $ 8 ( A - H ,0 - Z )
COMMON L .M ,IT Y P E  
COMMON A ( 1 0 ) , 8 ( 1 0 )
CQMPLEX«16 Z .D 2  '
LP1=L+1
Z=CDEXP(DC MPLX{ 0 . ODD,W))
DZ=OCHPLX( 0 . 0 0 0 . 0 , 0 0 0 )
DO 1 0 0  K=1 ,L P l  
100 DZ= DZ +A { K ) *Z** ( - (  K - 1 ) )
Rl=CDABS(DZ)«:*2







C t h i s  FUNCTION COMPUTES THE FUNCTIONAL VALUE INSIDE THE INTEGRATION 
C OF S2  GIVEN IN THE EQUATION ( 4 ' . 1 )  IN SECTION 4 . I  FOR EACH VALUE OF tf 
C
IMPLIC IT  R E A L + 8 ( A - H ,0 - Z )
COMMON L .M ,IT Y P E  
COMMON A ( 1 0 ) , 8 ( 1 0 )
C0MPLEX*16 DZ.NZ.Z
L P l = L + l
MPl=M+l
Z=CDEXP( DCMPLX{ 0 . ODO, W) )
DZ=DCMPLX(O.OD0 . 0 . 0 0 0 )
NZ=DZ
DO 1 0 0  K= 1 .L P l  
ICO D Z = D Z + A ( K ) * Z $ * ( - ( K - D )
DO 102  X = l .M Pl  








C THIS FUNCTION COMPUTES THE FUNCTIONAL VALUE INSIDE THE INTEGRATION 
C OF S3  GIVEN IN THE EQUATION ( 4 . 1 )  IN SECTION 4*1  FOR EACH VALUE OF V
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C AND FINDS THE MAXIMUM VALUE Ml GIVEN IN THE INEQUALITY ( 4 . 2 )
C AND STORES IT IN PRMI 
C
IMPLICIT REALMS(A-H.O-Z)
COMMON L .M , I T Y P E  
COMMON A C I O ) .B ( I O )
COMMON RMl«PRM1.RH2.PRM2
C0MPLEX*16 2 , 0 Z . N Z , C Z . B 2 2 , A Z 2









DO ICO K=1,LP1 
100 0 Z = D 2 + A ( K ) * Z * t l - ( K - l ) >
DO 1 0 2  K=1.MP1 
102 N Z = N Z + B ( K ) * Z * * ( - ( K - D )
DO 1 0 4  K=1,MP1 
DO 1 0 4  1 = 2 , L P l  
104 C Z = C Z + B ( K ) * A ( I ) * Z * » ( K - I )
DO 1 1 0  K=1,HP1 
DO 1 1 0  1 = 1 , MPI 
110 8 Z 2 = 8 Z 2 + B ( K ) * 8 ( I ) $ B K I ( K , I ) * Z $ * ( K - I )
DO 11 2  K=2,LP1 
DO 1 1 2  1 = 2 , LPl  
112  A Z 2 = A Z 2 + A ( K ) * A ( I ) * A K I ( K , I ) * Z * * ( K - I )
R31=CDABS(BZ2)
R 3 2 1=CDA BS( NZ/DZ) * * 2  
R32=CDABS(AZ2*R321)
R33=DREAL(CZ4NZ/DZ)
R 3= R 31+R 32-2 .O D 04R 33  
RM1=R3/R321
I F  ( I T Y P E . NE,2 )  -GO TO 115 
I F  ( W ,G T ,P I / 2 ,O D O )  RETURN 







C THIS FUNCTION COMPUTES THE FUNCTIONAL VALUE INSIDE THE INTEGRATION 
C OF S4 GIVEN IN THE EQUATION ( 4 . 1 )  IN SECTION 4 . 1  FOR EACH VALUE OF V 
C AND FINDS THE MAXIMUM VALUE M2 GIVEN IN THE INEQUALITY ( 4 . 2 )
C AND STORE IT IN PRM2 
C
IMPLICIT R E A L * 8 (A -H ,0 -Z )
COMMON L . M . I  TYPE 
COMMON A d o  > . 8 ( 1 0 )
COMMON RMl.PRMI,RM2.PRM2
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COMPLEX*16 Z .OZ.M Z.BPZiA PZ 
P I = 3 . 1 4 1 5 9 2 6 5 3 5 8 9 7 9 3 0 0  







0 0  1 0 0  K=1,LP1 
100 D Z = O Z + A ( K ) * Z * * ( - ( K - l ) )
DO 102  K=1 ,KP1 
102 N Z = N Z + B ( K J * Z * * { - ( K - 1 J )
DO 1 0 6  K=1.MP1 
106 BPZ=BPZ<-8 ( K > * B E T A ( K J * Z * * ( - ( K - I J  ) 
0 0  108  K=2,LP1 
1 08  A P Z = A P Z + A (K )*A L P H (K )*Z **( -{K -1>) 
R40=CDA8S(NZ)**2 
R41=CDABS(DZ)**2 
R42=CDA8S(BPZ-NZ*APZ/DZ)* * 2  
R 4=R 42/R 41  •
RM2=R42/R40
I F  ( I T Y P E .NE.2 )  GO TO 114  
I F  ( t t . G T . P I / 2 . O D O )  RETURN 















FUNCTION 8 K K K . I )
THIS FUNCTION COMPUTES 8 { K , I )  OF EQUATION ( 3 . 6 6 )  IN CHAPTER 3 
GIVEN K AND I
I M P L IC IT  REAL*8 ( A - H . O - Z )
COMMON L .M ,IT Y PE  
COMMON A ( 1 0 ) . B ( 1 0 )
COMMON RMl.PRMI,RM2.PRM2 
I F I K . E Q . I .  AND. I . E O . l  ) GO TO 10 





FUNCTION A K I I K . I )
t h i s  f u n c t i o n  COMPUTES A ( K . I )  OF EQUATION ( 3 . 6 6 )  IN CHAPTER 3 
GIVEN K. AND I
IM PLIC IT  R E A L * 8 ( A - H ,0 - Z )
COMMON L .M .IT Y PE  
COMMON A ( 1 0 ) , 8 ( 1 0 )
80
COMMON RMlfPRM1 , RM2, PRM2 
I F  ( K . E Q . I . A N D . I . E Q . 2 )  GO TO 100 









C THIS FUNCTION COMPUTES BETA(K) OF EQUATION f Z . 8 3 )  IN CHAPTER 3. 
C GIVEN K 
C
IM PLIC IT  REAL*8 ( A - H . O - 2 )
COMMON L .M .IT Y P E  
COMMON A ( I O ) . B f l O )  '
COMMON RMl.PRMI,RM2.PRM2 
I F  ( K . E Q . I )  BETA=M+1 







C T H IS  FUNCTION COMPUTES ALPH(K) IN EQUATION ( 3 . 8 2 )  IN CHAPTERS' 
C GIVEN K 
C
IMPLICIT R E A _ * 8 ( A - H .0 - Z )
COMMON L .M ,IT Y P E  
COMMON A ( 1 0 ) , B ( 1 0 )
COMMON RMl .PRMI.RM2.PRM2
IF  ( K . E Q . 2 )  ALPH=L

































THIS PROGRAM COMPUTES THE DIGITAL F IL T E R  COEFFICIENTS 
FROM GUTTERWORTH LOW PASS FILTER SPECIFIC ATION .
INPUT DATA CARDS 
CARD 1
COLUMN 1 1 0 :  HIGHEST FRECUENCY/PI OF PASS "BAND: CP
COLUMN 1 1  20 : LOWEST FREQUENCY/PI OF STOP BAND: CS
CARD 2
COLUMN i ;  1 0 :  l a r g e s t  p a s s  BAND ATTENUATION IN DECIBEL: A
COLUMN 11------2 0 :  SMALLEST STOP BAND ATTENUATION IN DECIBEL: 8
#
IM P L IC IT  REAL*8 ( A - H .C - Z )
REAL* 8  RZl ( I S ) i R Z 2 (  1 5 ) , R Z 3 { 1 5 J , D ( 1 5 ) # E ( 1 5 ) . R C I  I 5 ) , F T ( 1 5 J  
C0KPLEX«16 PI  1 5 ) . 0 1  I S ) . C C I S J . P L . Z . S P I I S ) , C 0 , D 0  
P I = 3 . 1 4 1 5 9 2 6 5 3 5 6 9 7 9 3 0 0
READ HIGHEST FREQUENCY/PI 'OF PASS BAND: OP 
LOWEST FREGUENCY/PI OF STOP BAND: OS
READIS,  1 0 )  CP ,  OS 
10 FORMAT(2F10 . 0 )
READ PASS BAND ATTENUATION IN  DECIBEL: A 
STOP BAND ATTENUATION IN DECIBEL: B.
R E A 0 ( S , 1 0 )  A, 8  
W R I T E I 6 . 9 4 7 )
947  FORMAT!« 1 • , / / / / / / / / 1 0 X , » D I G I T A L  F I L T E R * / / )
W R I T E { 6 ,8 2 6 )  
t o R I T E ( 6 , 8 2 4 )  OP,OS 
824  FORMAT!* • , lOX, • G P = * , F 1 0 « 5 , 5 X , *0 S = * , F 1 0 . 5 )
W R I T E ( 6 , 8 2 6 )
826 FORMAT!*0*)
W R I T E ( 6 , 8 2 S )  A , 8 
6 2 5  F0R?-1AT! * • , 1 0 X ,*  A=« , F 1 2 . 5 , 5 X . * B = *  , F 1 2 . 5 )
W R 1 T E ( 6 ,8 2 6 )
SET CONSTANTS
T 0 = 0 . 0 0 0
T1=1.0DO
T 1 0 = 1 0 .0 D O
T 2 = 2 . 0 0 0






























R l = T l / F N 2
O C = T 2 * D T A N (O S ) / (T 1 0 * * B -T 1 )$ * R 1
COMPUTE S P ( J I ) :  POLES OF THE FILTER OF CONTINUOUS TYPE* Jl POLES 
WILL BE OBTAINED
J l = 0
DO 2 0  l = l » N 2  
F I 1 = I - 1
2 = 0 C M P L X ( T 0 . ,P I * ( T 2 * F I I + T 1 ) / F N 2 I  
PL=C0£XP IZ ) ♦DCMPLX ( TO . 0 0  
IF  (DREAL(PL) .GE.TO)  60  TO 2 0  
J l = J l + l
S P ( j i j =p l ‘
2 0  CONTINUE
CO=DC«PLX(TO.TOJ 
00  6 0  1 = 1 , 1 5  
P ( I ) = C O  
Q ( l l= C O  
C( I )= C O  
E( I)=0*ODO 
6 0  CONTINUE
COMPUTE COEFFICIENTS CF DENOMINATOR OF TRANSFER FUNCTION OF 
CONTINUOUS TYPE 
LL WILL BE THE DEGREE
NN=2
MM=2
P ( l ) = - S P ( l )
P (2 I= D C H P L X ( T 1 ,T 0 )
DO 40  K I = 2 , J 1  
0 ( 1 ) = - S P ( K 1 )
Q(2J=DCKPLX(T 1,T0)
CALL ZMULT(P,NN,Q,MM,C,LL)
DO 4 5  K 2 = l , L L  
4 5  P ( K 2 I = C ( K 2 )
NN=LL
4.0 CONTINUE
DO 48  K 2 = l , L L  












COMPUTE ThE NUMERATOR OF THE TRANSFER FUNCTION OF CONTINUOUS TYPE: CR
DO-OCMPLX(Tl.TO)
0 0  S3 1 = 1 » J l  
5 3  0 0 = 0 0 * S P < I J  
OR=DREAL(OOJ
0 0  THE 2  TRANSFORM
Et 1 ) 3  WILL HAVE THE OENOMINATCR COEFFICIENTS 
F I t n S  WILL HAVE THE NUMERATOR COEFFICIENTS
DO 2 3 4  K = 1 ,LL
CALL F A C T ( 2 . 0 D 0 . - 2 . 0 D 0 « K - l f R 2 1 i K 3 )
CALL F A C T t 1 . 0 0 0 , 1 . 0 0 0 , L L - K , R 2 2 , K 4 )
CALL RM U L T (H 21♦K 3 .R 22 .K 4 .D tK 5)
0 0  1 3 3  1 = 1 tK5 .
0 ( I ) = R C t K ) * D ( I )
133 E t I ) = E ( I ) + 0 ( I )
2 3 4  CONTINUE
CALL F A C T t 1 , 0 0 0 » 1 , 0 0 0 ; L L - I » F T , K 6 )
DO 182  1 = 1 »K6 
182 F T t I ) = 0 R 4 F T t I )
OUTPUT THE COEFFICIENTS WITH CONSTANT TERM OF DENOMINATOR ONE
DO 195  1 = 1 .LL 
J = I - l
C F = E ( I ) / E (  1 )
195  W R IT E (6»199 )  J . C F
199 F 0 R M A T t lX ,9 X ,« A t  * , 1 3 . « ) = • . 1 P D 2 5 . 1 5 )
0 0  1 9 3  1 = 1 »K6 
J = I - I
C F = F T t t  ) / E t  1)
1 9 3  W R I T E ( 6 , 1 9 4 )  J . C F














SUBROUTINE 2 H U L T t P . N , Q , M , C . L )
THIS SUBROUTINE MULTIPLIES TWO POLYNOMIALS P AND 0  OF COMPLEX 
COEFFICIENTS AND PLACES THE RESULTS IN C 
N: THE DEGREE OF P 
M: THE DEGREE OF Q 
L :  t h e  DEGREE OF C
t h e  COEFFICIENTS ARE PLACED FRCM LOW TO HIGH
C0MPLEX416 C ( l S ) . P l l 5 } . 0 f l S )
C0MPLEX#16 CO 
CO=DCMPLX(0 . 0 0 0 , 0 . ODO)
DO 10 1 = 1 , 1 5  
10 C t I )= C O
84 .
DO 50 1 =  1 , N 
0 0  50  J = 1 , H  
K = I + J - 1  









C THIS SUBROUTINE MULTIPLIES POLYNOMIALS OF REAL COEFFICIENTS P AND Q 
C AND PLACES THE RESULTS IN C 
C N: THE DEGREE OF P
C M: THE DEGREE OF 0  -
C L :  THE DEGREE OF C
C THE COEFFICIENTS ARE PLACED FRCM LOW TO HIGH
C
REALMS P { 1 5 ) . C ( 1 5 ) » Q ( 1 5 )
DO 10 1 = 1 . 1 5  
10 C ( I ) - 0 . 0 0 0  •
DO 5 0  1 = 1 , N 
DO 5 0  J = 1 ,H  
K = I + J - 1  







SUBROUTINE F A C T ( A ,B ,N ,R ,M )
C
C THIS SUBROUTINE COMPUTES BINOMIAL COEFFICIENTS OF (AfB$X)**N 
C AND PLACES THE RERULTS IN R 
C M: ThE DEGREE OF R 
C
IM PLIC IT  R E A L * 8 ( A - H ,0 - Z )
REAL*8  R ( 1 5 )
NP1=N+1 -
M=NP1
DO 100  J = 1 , N P 1  
I = J - I






• FUNCTION B I N ( N , I )
C THIS FUNCTION COMPUTES ThE BINOMIAL COEFFICIENTS: C ( N , I )
C
85
REAL* 8  8 I N . F J
N I=N-1
B1N=1«000
I F ( N . E O . I . O R . I . E O . O j  RETURN 
DO 10  J = 1 , N  
F J = J  
10 B I h = B I N * F J  
00 20 J = l , I  
F J = J  
2 0  B I N - B I N / F J  
DO 3 0  J = I « N 1  
F J = J  

































THIS PROGRAM COMPUTES THE THEORETICAL ERROR TO SIGNAL RATIOS OF 
THE f i l t e r :
A ( 0 1 = 1 . 0
A( 1 ) = - S O R T ( 2 . 0 ) * P
A ( 2 ) = P « P
B (0 ) = 1 .0
WHERE ABSOLUTE VALUE OF INPUT P I S  LESS THAN I *0 
LOGARITHMIC BASE=2
USAGE OF THE RESIDUE THEOREM OF COMPLEX VARIABLES
INPUT DATA CAROS 
CARO 1 N
COLUMN 1------ 1 0 :  VALUE CF P
b e t a ; NUMBER OF BITS OF THE FRACTIONAL PART
•IMPLICIT REALMS(A-H*M-Z*J
N l = l  . 0 0 0
N 2 = 2 . 0 0 0
N 1 2 = 1 2 .0 D 0
S2=DSQRT(N2)
100 R E A D ( 5 .1 0 1 ,E N O = 200)  P
101 FORMAT(F10 ,2)
A 1 = -S 2 * P
A2=P**2
W R I T E I 6 , i 0 5 )  P 
105  F O R M A T ! 1 H I / / / 9 X * * P = ' , 0 1 5 * 3 )
W RITE(6*109J
109 FORMAT!1H0.5X,* BETA » . lOX.«ROUND*t6 X,»ROUNO MAX*#1 O X , • TRUNC»•ÔX, 
1 ‘ TRUNC M AX ' / )
Q Q . T 1 , T 2 , T 3  ARE GIVEN IN EXAMPLE 3  OF SECTION 4 . I
CALL RES(P .QQ)
T 1 = N 2 * S 2 * A I * P / ( ( N 1 - P * P ) * ( P * * 4 + N 1 ) )
T 2 = N 2 * A 2 $ P * P / ( P * * 4 + N 1 )
CALL M A X K P .Q Q l )
CALL MAX2(P.QQ2)
T 3 = ( P * P + N l  ) / ( \ N l - P * P ) * ( P * $ 4 f N l )  )
DO 160 1 = 2 , 3 0  
BETA=I
K=l FOR ROUND, K=2 FOR TRUNC
DO ISO K = l , 2
OS IS  THE VARIANCE 
MES IS THE.SQUARED MEAN
A=N2**(-DETA-N1)










TEM P=N2**A+N2**(-A )-N 2 
M ES=(T£M P/N 2)»*2  
GO TO 3
2  TEM P=N1-N 2**(-N2#A)
0 S = ( T E M P * * 2 ) /N 1 2
MES=(TEM P/N2)**2
3  R T = Q S + (K 1 -T 1 -T 2 ) -M E S * Q Q /(T 3 * P » P )
RTM=QS»T3»Q01+MES*0Q2




RR AND RT ARE THE ROOT SQUARES OF THE RATIOS FOR RCUNGING AND 
TRUNCATION RESPECTIVELY






W R IT E C 6 .1 5 3 )  I,RR«RRM.RT»RTH 
153 FORMAT!IH , 5 X t 1 5 . A ( 1 P D 1 S . 3 ) >
160 CONTINUE
V R I T E ( 6 , 2 0 1 )
201 FORMAT! • 0 ' - .9X. 'THEORETICAL ERROR TO SIGNAL R A T I O S ' )
GO TO 100 












THIS SUBROUTINE COMPUTES QQ GIVEN IN EXAMPLE 3 OF SECTION 4 . 1
BY THE USE OF RESIDUE THEOREM
QQR CORRESPONDS TO QQ OF SQUAT ION{^.  18)
Ql AND Q2 ARE GIVEN IN THE EQUATIONS ( 4 . 1 9 )  AND ( 4 . 2 0 )
IMPLIC IT  COMPLEX*1 6 ( A - H , 0 - Z )
C0MPLEX*15 N I M J . N I P J  
REAL*8  QQR
REAL* 8  N 1 . N 2 , N 3 , S 2 . S 3 , P , 0 1  ,E1 . F l . G l
N1=1.0DO
N 2 = 2 .0 D 0
N 3 = 3 .0 D 0
S2=0SQRT(N2)
S3=0SQRT(N3)
P l = ( N l - S 3 ) * P / S 2  
E 1 = ( N 1 + S 3 ) * P / S 2 
F 1 = ( N I + S 3 ) / ( S 2 * P )
6 l = ( N l ~ S 3 ) / ( S 2 * P )
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NIM J=DCMPL X{Nl , - N l  )
N IPJ= D C H PL X (N 1tN l )
B 1 = N I P J / ( P * S 2 ) .
C 1 = N I M J / ( P * S 2 )
DO 10  1 = 1 . 2  
I F  ( 1 . E Q . 2 )  GO TO 2
1 A 1=N IM J*P/S2  
Z = N I P J * P / S 2  
CO TO 3


















AA=ABC24{R 1+R2+R3+R4+R5 ) -R 6 4 R 7  
. AA=AA/ABC4
I F  { I . E Q . 2 )  GO TO 21 
01=AA 












C THIS SUBROUTINE COMPUTES 001 GIVEN IN THE EQUATION ( 4 . 2 3 )  IN 
C EXAMPLE 3 OF SECTION 4 . 1  
C
IMPLICIT REAL*8 ( A - H , N - Z )  •
N1=1.0D 0 
N2=2.0DO 










C THIS SUBROUTINE COMPUTES 0 0 2  GIVEN IN THE EQUATION ( 4 . 2 3 )  IN 
C EXAMPLE 3  OF SECTION 4 .1  
C
IMPLICIT  REAL*8 (A-H $N -Z)
C0MPLEX*16 I T H .Z
N l = 1 .0 D O
N2=2.0DO
A I= -D S Q R T (N 2 )* P
A2=P*P
W = 3 . 1 4 1 5 9 2 7 0 0 / 4 . ODD 
ITH=DCMPLX{0 . 0 0 0 »W)
Z=CDEXP( ITH)
NU M =COABS(Nl- (A 14Z+A2*Z>*2))**2  
DEN=CDABS(N1+A1*Z+A2*Z4*2)»*2 
QQ=NUM/DEN •




mn:  p r o c  o p t i o n s  ( m a i n ) ;
/ •
PROGRAM TO COMPUTE THE ERRCR TO SIGNAL RATIOS BY SIMULATION. SAME 
INPUT SEQUENCE GOES THROUTH TWO F IL T E R S:  ONE USES LOGARITHMIC 
a r i t h m e t i c  AND THE OTHER USES LONG FLOATING POINT ARITHMETIC.





CARD i :  NUMBER OF FILTERS TO SIMULATE
CARD 2 :  NUMBER CF RANDOM NUMBERS WHICH GO THROUGH FILTERS
AND THE NUMBER AFTÇt WHICH STATISTICS WILL BE COLLECTED
CARD 3 :  DEGREES OF 0 ( Z )  AND N ( Z )  L AND M '
CARD 4 ------L + 4 :  COEFFICIENTS A l l )
CARD L + 5  L+M+S: COEFFICIENTS 8 ( 1 )
CARD L+M+6 :  NUMBER OF COMBINATIONS OF ALPHA AND BETA TO SIMULATE: NAB
CARO L+M+7------L+M+NA8 +6 :  ALPHA AND BETA
♦ /
/ ♦
LA,LB: LOGARITHMIC FILTER COEFFICIENTS
LX.LY: LOGARITHMIC NUMBER INPUTS AND OÜTPUT RESPECTIVELY 
A.B:  LONG FLOATING POINT FILTER COEFFICIENTS 
X,w :  LONG FLOATING POINT INPUTS AND OUTPUTS RESPECTIVELY 
E:  DIFFERENCE BETWEEN THE TWO OUTPUTS
ALP: NUMBER OF BITS BEFORE THE BINARY POINT OF EXPONENT MINUS ONE 
BETA: NUMBER OF B I T S  AFTER THE BINARY POINT FOR LOGARITHMIC NUMBER 
BS: BASE OF LOGARITHM 
* /
DCL 1 L A ( 0 : 10)  ,
2 SA BIN FIXED,
2 EA BIN F I X E D ( 3 1 ) ;
DCL 1 L B ( 0 : 1 0 ) *
2 SB BIN FIXED,
2 EB BIN F I X E D ( 3 1 ) :
DCL 1 L Y ( O r i O ) ,
2 SY w. . :  *=?XED,
2 EY BIN F I X : X 3 1 ) ;
DCL 1 L X ( 0 : 10)  ,
2 SX BIN FIXED,
2 EX BIN F I X E D ( 3 I ) ;
DCL 1 LXO,
2 SXO BIN F IX E D ,’
2 EXO BIN F I X Ê 0 ( 3 l ) î  
DCL 1 T L X ( 0 : i )  ,
2 TSX BIN FIXED,
2 TEX BIN F I X E D ( 3 1 ) :
DCL I  T L Y ( 0 : i )  ,
2 TSY BIN FIXED ,
2 TEY BIN F I X E D ( 3 I ) ;
DCL ( A . B , W , X )  ( 0 : 1 0 )  DIN FLOAT( S 3 ) I 
DCL (AV.BB) ( 0 : 1 0 )  DIN F L 0 A T ( 5 3 ) :
DCL (UT,U S»FU N.F U N2,FU N10)  C H A R ( l ) ;
DCL ( N 0 , N l , N 2 * N 3 . N b , H N l , S 6 , S 3 , S 2 )  BIN F L 0 A T ( S 3 ) ,
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DCL NIO BIN F L 0 A T ( S 3 ) ;
DCL ( B I G .N S O )  BIN F L 0 A T ( 5 3 ) ;
DCL UST BIN FLOAT( 5 3 ) ;
DCL 2 BIN F I X E D ( 3 1 . 0 ) ;
DCL (AA»CC.MH) BIN F I X E D O l  , 0 )  :
DCL (NEX,LN£X) DEC F I X E D ( S . O ) ;
DCL ( I I * J I 1 BIN f i x e d ;
DCL ( K , N )  BIN F I X E D O l t O ) ;
DCL NSTR BIN F I X E D O U O ) ;
DCL ( I » L * H * J )  BIN F I X E D ( 3 I . 0 i ;
DCL {ALBT2.ALBT1) BIN F I X E D ( 3 1 ) :
DCL (TFX.TFW) BIN FLOAT( 5 3 ) ;
DCL (yO.TMW*E*TES*TV<S.FN,REWR2*REVfRlO) BIN F L 0 A T (5 3 )  Î 
DCL TEMP BIN FLOAT( 5 3 ) ;
DCL (A L P ,B E T A ,A L 2 ,8T 2 ,E M A X ,X M IN ,8S )  BIN FLOAT( S 3 ) :
DCL (NABJ.NAB) BIN FLOAT!5 3 ) :
DCL {OV,OV2,OVIO ,UN,UN2,UNIO)  BIN F I X E 0 ( 3 1 ) ;
/ ♦
♦ /




PROCEDURE CONVERTS FLOATING POINT NUMBER X TO LOGARITHMIC NUMBER L
DCL 1 L ,
2  SH BIN FIXED,
2  H BIN F I X E D ( 3 1 ) ;
DCL (X.ABX) BIN FLOAT( 5 3 ) ;
SH =S IG N (X ) ;
ABX=A8S ( X ) ;
I F  ABX>XMIN 
THEN
I F  BS=N2
THEN H = R 0 U N 0 ( F I X E D ( L 0 G 2 ( A B X ) * B T 2 , 3 1 , I ) , 0 ) ;  
ELSE H=ROUND( F IXED(LOGl0 ( ABX) *BT2 • 3 1 , 1 ) , 0 ) ;  
ELSE d o ;
H =-AL8T2;
I F  SH=0 THEN S H = i ;
e n d ;
END c v b l ;
/♦
* /
u t p :  p r o c ( u t . x ) ;
/♦
THIS PROCEDURE GENERATES RANDOM NUMBERS OF SPECTRUM=l IN X 
♦ /
DCL UT C H A R ( l ) ;
DCL ( F U , X )  BIN F L 0 A T ( S 3 ) ;
R z u ;  p R O C ( F u ) ;
DCL FU BIN FLOAT!5 3 ) ;
DCL U BIN F I X E D ( 3 1 , 3 U ;
Z=AA»Z+CC;
Z=M0D(2,MM);




CALL R Z U (F U ) ;
IF  UT='U*
THEN X = S 3 * ( N 2 * F U - N U ;
ELSE
I F  FU<HNI
THEN X = S 6*(S Q R T (N 2*F U )-N 1) ;
ELSE X = S 6 # ( N l - S Q R T ( N 2 - N 2 * F U ) ) ;
END u t p ;
/♦
♦ /
l m u l ; p r o c ( x . y » z j ;
/ ♦
THIS PROCEDURE DOES THE MULTIPLICATION BETWEEN X AND Y IN 
LOGARITHMIC ARITHMETIC AND RETURNS THE RESULT IN Z 
♦ /
DCL I X ,
2 SX BIN FIXED#
2 EX BIN F I X E O O n ;
DCLi l  Y ,
2 SY BIN FIXED#
2 EY BIN F I X E D O l ) ;
DCL I Z .
2 SZ BIN FIXED#
2 EZ BIN F I X E D O l ) ;
IF  SX=SY
THEN S Z = i ;
ELSE s z = - i ;  
e z = e x + e y ;
IF  EZ<-AL8T2  










e n d ;
END l m u l ;
/♦
♦ /
LADD: PR O C (X #Y .Z ) ;
/ ♦
THIS PROCEDURE DOES THE ADDITION BETWEEN X AND Y IN LOGARITHMIC 
ARITHMETIC AND RETURNS THE RESULT IN Z
DCL I X,
2 SX BIN FIXED#
2 EX BIN F I X E D O l ) ;
DCL I Y#
2 SY BIN FIXED#
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2 EY BIN F I X E D O l  ) ;
DCL 1 Z,
2 SZ BIN FIXED,
2 EZ BIN F I X E D O l ) ;
DCL ( P X ,E Z 1 ,F E Z )  BIN F I X E D O l ) :
DCL {TEMP,AT,FYMX> BIN FLQAT153) ;  
p x = E x ;
FYMX=-ABS(FLOAT(EY-EX,5 3 ) / Q T 2 ) ;






I F  BS=N2
THEN AT=L0G2(N1+BS**FYMX):
ELSE AT=L0G10lNl+BS**FYMX):
e n d ;
ELSE
d o ;





p x = e y ;
e n d ;
I F  FYMX-,=NO 
THEN d o ;
I F  8S=N2
THEN AT=L0G2(N1-BS**FYMX):  
ELSE AT=LOG10(N1-BS**FYMX);
e n d ;
ELSE AT=-EMAX;
e n d ;
EZ=PX +R0UNO( F IXED( AT*BT2 , 3 1 » l ) , 0 )  ;
I F  EZ<-ALBT2 
THEN d o ;
EZ=-AL8T2;
I F  K>NSTR
THEN UN=UN+i;
e n d ;





THEN 0 V = 0V + i ;




l c o f f :  p r o c ;
/ ♦
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THIS PROCEDURE DOES THE INITIAL SETTINGS FOR THE TWO FILTERS 
♦ /
0 0  1 = 0 BY I WHILE! K = M ) ;
X ( I ) = H N i :
CALL CV8 L ( X ( I ) . L X ( I ) ) :
X < I )= F L O A T (S X ( I ) , 5 3 } ♦ B S * * ( F L O A T ! E X ( I ) . 5 3 ) / B T 2 ) :
e n d ;
DO 1=0 BY I WHILE ! K = L ) ;
W! I )= H N i  ;
CALL C V 0 L ! W ( I ) * L Y ! I ) 1 ;
W ! I ) = F L O A T ! S Y ! I } , 5 3 ) * B S * * ! F L 0 A T ! E Y ( I ) . S 3 ) / 8 T 2)i
e n d ;
DO 1=1 BY 1 WHILE! K = L ) ;
CALL C V B L l A d )  ,LA! l ) j ;
A! I)=FLOAT!SA ( I ) ,  53 ) ♦BS**!  FLO AT! EA ! I )  ♦ 53  ) / 8 T 2 )  I
e n d ;
DO 1=0 BY 1 WHILE! K = M ) ;
CALL CVBL!B( n . L B d ) )  ;
8 ! I ) = F L 0 A T ( S B ( I ) , 5 3 ) *BS**!  FLOAT! E B ! I ) * 5 3 ) / 8 T 2 ) :
e n d ; 
e n d  LCOFF;
/ *
* /
LSIM :  PROc;
/ ♦
THIS PROCEDURE DOES THE SIMULATION AND COMPUTES THE 










APPLY N INPUTS TO THE FILTERS 
♦ /
DO K=1 BY 1 TO N;
DO I=M BY - 1  WHILE! I > = 1 ) ;
X! i ) = x ! i - n ;  
e n d ;
/♦
GENERATE A RANDOM NUMBER IN X ! 0 )
♦ /





X!0 } =FLOAT!SXO• 5 3 ) «OS** ! FLOÀT! EXO. 5 3 ) / 0 T 2 >;
/ ♦




b e g i n ;
IF  K>NSTR
THEN FUN='Jf*;
e n d ;
DO I = L  BY - 1  W H I L E ! I > = I ) :  
w ( i ) = w ( i - i ) ;  
e n d ;
TFX=NO;
DO 1 = 0 BY I WHILE! K = M ) ;
T F X = T F X + B ! I ) » X ! I ) ;
e n d ;
TFW=NO;
DO 1=1 BY I W H I L E ! K = L ) ;
TFW =TFW +A!I)*W !I) ;
e n d ;
W!0)=TFX-TFW;
ON UNDERFLOW SYSTEM;
DO THE FILTERING OF LOGARITHMIC NUMBERS 
* /
DO I=M BY - 1  W H I L E ! I > = 1 ) ;
L X ! I I = L X ( I - l ) ;
END;
L X !0 ) = L X 0 ;
DO I = L  BY - 1  WHILE! I > = n ;
L Y ! I ) = L Y ! I - 1 ) ;
e n d ;
CALL L M U L ! L B ! 0 ) , L X ( 0 ) , T L X ! 0 ) Ï ;
DO 1=1 BY 1 WHILE! K = M ) ;
CALL LMUL!LB!I ) , L X ! I )  . T L X I D ) ;
CALL L A D D !T L X (0 ) .T L X !1) . T L X ! 0 ) ) ;
e n d ;
CALL L M U L ! L A ! 1 ) , L Y ! 1 ) , T L Y ! 0 ) > ;
DO 1= 2  BY 1 WHILE! K = L ) ;
CALL LMUL!LA!I ) , L Y ! I ) , T L Y ! D ) ;
CALL L A D 0 ( T L Y ( 0 ) . T L Y ! 1 ) , T L Y ! 0 J ) ;
e n d ;
T S Y ! 0 ) = - T S Y ! 0 ) ;




Y O = FL O A T !SY !0 ) .53 )*B S*«!F L O A T !E Y !0  J , 5 3 ) / B T 2 ) ;  
E = Y 0 - W !0 ) ;




u s = * * » ;
e n d ;
ELSE
d o ;




t e s = t e s +e * e ;
TWS=TWS«-V<(0)*W(0) ;
e n d ;
e n d ;
e n d ;
IF  US-i=**«
t h e n
d o ;
IF
/ ♦  END OF LOOP ♦ /









ELSE revjrio= u s t ;





MAIN PROCEDURE OPERATION STARTS HERE 
♦ /
n o = o. o e o b :
n i = i . o e o b ;
N2=10«0£OB;
N 3=11 .0 EO B:
n 6 = i i o « o e o b ;
h n i = o . i e o b ;
n i o = i o i o « o e o b ;
N 5 0 = S O .0 E 0 ;
n 2 0 0 = i o ;






S6 =SQRT(N6 ) ;
S 3 = S Q R 1 (N 3 ) ;
S 2 = S 0 R T ( N 2 ) ;
/ ♦
GET THE NUMBER OF FILTERS TO SIMULATE 
♦ /
GET L I S T ( N E X ) ;
DO LNEX=1 BY I TO NEX;




S K IP !10) ;
E D I K ‘ERROR TO SIGNAL RATIO*) ( X ( t O ) . A ) ;  
SK IP EDIT! 'EXPERIMENTAL')  ( X ( l O ) f A ) ;
/♦
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GET THE NUMBER CF INPUTS FOR EACH SIMULATION 
♦ /
GET SK IP  L I S T ( N . N S T R ) ;
PUT SK IP  E O I T ( • N = « , N . 'S T A T I S T I C S  COLLECTED AFTER « tNSTRl 
( X ( 1 3 ) . A . F ( 6 ) , X ( 3 ) , A , F { 6 ) )  ;
d o :
/♦
GET THE DEGREES OF 0 ( Z > .  L AND N ( Z ) ,  H 
♦ /
GET SKIP L I S T ( L . H ) ;
PUT SK IP E D I T ( ' L = ' , L , ' M = * , M )
( X ( 1 3 ) .  A . F U )  * X ( 5 ) « A , F ( 4 ) ) ;
/ ♦
GET COEFFICIENTS A ( I )  AND 8 ( 1 )
* /
DO 1=0 BY 1 W H I L E ( K = L ) ;
GET SKIP L I S K A V C D ) ;
e n d ;
DO 1=0 BY 1 WHILE!I<=M>;
GET SK IP L I S T ( 8 B ( I ) ) ;
e n d ;
DO 1=0 BY 1 TO L;
PUT S K IP  E O I T ( * A { * . I * ' ) = * , A V ( I ) )
{ X ( I 0 ) > A * F ( 3 ) . A t E ( 2 S * 1 5 ) > ;
e n d ;
DO 1= 0  BY 1 TO M;
PUT S K IP  E O I T ( * B { * . I . * ) = * . B B ( I ) )
( X ( 1 0 ) $ A , F ( 3 ) , A $ E ( 2 5 , I 5 ) ) ;
e n d ;
PUT S K I P ( 2 )  EDlT(*NO.»»*ALPHA'.»BETA* . •B A S E = ‘ *N2t*8ASE=*# 
NIO)
( X ( 5 ) * A . X ( l ) , A , X ( l ) t A . 2  (X( 7 ) . A , F ( 3 ) , X ( 1 3 ) ) ) :
PUT SKIP ED ITCRATIO* t 'OV» , ' U N ' ,  »RATIO* • 'OV* . 'UN* )
( X ( 2 7 ) « A , X ( 4 ) . A , X ( 3 ) . A , X (  8 ) > A , X ( 4 ) . A , X ( 3 ) * A ) ;  
GET SKIP L I S T (N A B ) ;
/♦
DO FOR NAB COMBINATIONS OF ALPHA AND BETA 
♦ /
DO NABJ=NI BY N1 TO NAB;
/ ♦
GET THE ASSIGNED NUMBERS ALPHA AND BETA 
♦ /




ALBT2=FIXED( A L 2 * B T 2 , 3 1 , 0 ) ;
AL8 TI = A L B T 2 - i ;
/ ♦
DO FOR BASE-2 AND BASE=IO '
♦ /
DO B S = N 2 ,N I 0 ;
XMIN=BS**(-AL2);
DO 1=0 BY I WHILE! K = M ) ;
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e ( i )=BB(I) :  
e n d ;
DO 1=0 BY 1 W H IL E ( t< = L ) ;
A ( I ) = A V ( I ) ;
e n d :
CALL l c o f f ;
CALL LSIM;
IF  BS=N2 
THEN d o ;
0V2=0V;
u n 2 = u n ;
f ü n 2= f u n ;
END;
ELSE d o ;
ovio=ov;
u n i o =u n ;
f u n i g =f u n ;
END;
END;.
PUT SK IP  EDIT(NABJ,ALP,BETA.REWR2tFUN2»0V2.UN2«
REWRl0 .FUN10«OV1 0 . U N I 0 )
( F ( 7 ) . F (  7 ) . F ( 5 ) . 2  ( E ( 1 3 . 5 ) . A ( 1 ) > 2  F ( 5 ) ) ) :
e n d ; ■
PUT S K I P ( 2 )  E D I T C *  THE RATIO OF • .UST.
• •  IF  ANY. INDICATES THAT THE*.
•LOGARITHMIC FILTER PRODUCED TOO MUCH ERROR. • )
( X { 5 ) . A . E ( 1 4 . 5 ) . A . S K 1 P « X ( 7 } . A } ;
PUT S K I P ( 2 )  E D I T ! • *  THOSE UNDER OV OR UN INDICATE THE*.
• NUMBER OF TIMES THAT*.
•OVERFLOW OR UNDERFLOW OCCURRED IN  THE • .  
•LOGARITHMIC F I L T E R . * )  
( X ( 5 ) « A . A « S K l P t X ( 7 ) . A . A ) ;
PUT S K I P ( 2 )  E D I T C *  I F  ANY. INDICATES THAT UNDERFLOW • .  
•OCCURRED IN THE*.
•LONG FLOATING POINT F I L T E R .  • .
•WITH THE RESULT OF ZERO OPERATION CONTINUED.*) 
( X ( 5 ) . A , A , S K I P , X ( 7 ) . A , S K I P . X ( 7 ) . A ) ;
e n d ;
e n d ;
END m n ;
99
, - APPENDIX 4.5
C
C PROGRAM FOR COMPUTING THE THEORETICAL VALUES AND MAXIMUM SOUNDS 
C OF ERROR TO SIGNAL RATIO OF DIGITAL FILTERS USING THE SIMPSON'S 
C RULE OF NUMERICAL INTEGRATION 
C
C INPUT DATA CARDS 
C CARD 1
C COLUMN I— 5: DEGREE OF DIZ), L 
C COLUMN 6— ID: DEGREE OF N(Z). M
C COLUMN 11— 15 I--- MAX IS COMPUTED FOR 0<=y<=Pl
C 2--- MAX IS COMPUTED FOR 0<=vK=PI/2
C CAROS 2— L+2 COLUMN 1— 25: COEFFICIENTS, A(OJ— A(L)
C CAROS L+3— L+M+3 COLUMN 1— 25: COEFFICIENTS, B(0)— DIM)
C CARD L+M+A COLUMN 1— 5: NUMBER OF COMBINATIONS OF ALPHA AND BETA
C CAROS L+M+5 COLUMN I— 20: ALPHA
C COLUMN 21— 40: BETA
C
c
C L.M: DEGREES OF DIZ) AND NIZ) RESPECTIVELY 
C A I D . 811): COEFFICIENTS OF THE FILTER
C PRMi: m a x i m u m VALUE OF FUNCTION R3 
C PRM2: MAXIMUM VALUE OF FUNCTION R4
C SI I),SI2),SI3) AND 514) WILL HAVE THE INTEGRATION VALUES OF 
C FUNCTIONS R1,R2,R3 AND R4
C THIl): ERROR TO SIGNAL RATIO FOR 8AS£=2
C THMII): MAXIMUM VALUE OF THil)
C THI2): ERRCR TO SIGNAL RATIO FOR BASE=10
C • THMI2): MAXIMUM VALUE OF THI2)
C b e t a : NUMBER OF BITS AFTER BINARY POINT
C BS: BASE OF LOGARITHM
C os: VARIANCE OF ERROR























c  READ COEFFICIENTS 
C
R E A 0 ( 5 . 5 0 )  L .M .IT Y P E  
5 0  F0RMAT(3I5}
L P l = L + l  
MP 1=M+1
00 100 1 = 1 , L P l  
READ(5,1 01 ) A d )
A L d ) = A (  1)
100  WRITE ( 6 ,  1 0 2 )  A d )
101 F0R M A T (0 2 5 -1 6 )
1 0 2  FORMAT! I X , D 2 5 .  16)
DO 110 1 = 1 ,KP1 
R E A D ( 5 , 1 0 l )  8 ( I )
B L d ) = B ( I )
110  W R I T E ( 6 , 1 0 2 )  8 ( 1 )
C
C COMPUTES THE RESULTS FOR EACH GETA AND OUTPUTS 
C
WRITE(6 , 8 8 8 )
8 8 8  FORMAT!» 1 ' / / / / / «  »)
W R I T E ( 8 . 6 0 I ) •
601 FORMAT!*0 * , S X , 'ERROR TO SIGNAL RAT 1 0 * / 6 X , • INPUT COEFFICIEN TS*/)  
k 'RITE( 6 , 6 0 2 )  L,M
6 0 2  FORMAT! *0* SX, *L=» , I 3 , S X .  *M=* , 1 3 )
DO 6 1 0  1 = 1 , LPl
1 1 = 1 - 1
6 1 0  W R I T E I 6 . 6 0 3 )  I I , A d  )
6 0 3  FORM ATdX.SX, • A(* ,  1 2 , * ) = ' ,  1 P 0 2 5 . 1 5 )
DO 6 2 0  1 = 1 , MPI
1 1 = 1 - 1
6 2 0  W R I T E ! 6 , 6 0 4 )  1 1 , 8 ( 1 )
W R I T £ ! 6 , 6 1 9 )
6 0 4  
6 1 9
W R I T E ( 6 , 6 0 5 )  N2
6 0 5  FORMAT!«O*, 1 7 X ,*8A S E = * , 1 3 )
W R I T E ( 6 , 6 0 6 )
6 0 6  FORMAT!• 0 * , 2 X , * ALPHA*, I X , ' B E T A * , 2 X , 'THEORETICAL*, 2X,  
1 'THEORETICAL MAX»)
8 S d ) = 2 . 0 0 0  .
BS (2 )= 10«O D O  
R E A D ( 5 ,9 7 4 )  NA6
9 7 4  FORMAT d S )
DO 160 IG=1,N A8 
R E A D { 5 ,9 7 5 )  ALP,8 ETA
9 7 5  F 0 R H A T !2D 20 ,5 )
I1=ALP 
Î2=BETA
A A = 2 .0D O **( -B E T A -1 .0D O )
. DO 155 K = l , 1 
DO 9 6 3  3 = 1 , LPl  
9 6 3  CALL C V B L F ( A L ( J ) , A ! J ) , 8 S !K ) ,A L P ,B E T A )







DO 5 3 0  1 = 2 , 4
P S ( I J = 0 , 0 û 0
0 0  5 1 0  J= 1  ,1
I F  ( I . N E . l ) GO TQ 511
S { I ) = S I M P S ( O . D D D , P I , N , R 1 )
GO TC 5 2 0
5 1 1  IF  ( I . N E . 2 )  GO TO 5 1 2  
S A 1 = S 1 H P S ( 0 , O O O . P I 1 , J N I . R 2 )
S A 2 = S I M P S ( P 1 2 , P I , J N 2 , R 2 1  
S A 3 = S i M P S ( P I l , P I 2 , N , R 2 )
S (  I )=SA 1+SA2+SA 3 
CO Tp 5 2 0
5 1 2  I F  { I . N E » 3 )  GO TO 5 1 3  
S A 1 = S I M P S ( 0 . 0 0 0 , P I 1 , J N 1 , R 3 J  
S A 2 = S I K P S ( P I 2 , P I , J N 2 , R 3 )
S A 3 = S I M P S ( P I 1 « P I 2 , N , R 3 )  *
S I I ) = S A 1 + S A 2 + S A 3
GO TO 5 2 0
5 1 3  CONTINUE
S A 1 = S I M P S ( 0 . 0 D 0 . P l l , J N l , R 4 )  
S A 2 = S I M P S ( P I 2 , P I , J N 2 , R 4 )
S A 3 = S I W P S ( P I 1 , P I 2 , N , R 4 )  
S ( I ) = S A I + S A 2 + S A 3  
5 2 0  S ( n = S < I ) / P I












P S { I ) = S I I )
CONTINUE
CONTINUE
5 ( 1 1 = 5 ( 2 )
TEX P= G S (K )$*A A -B S (K )** ( -A A )
0 5 ( K)=T EMP* » 2 / 1 2 . 0 0 0  
T E M P = G S (K )**A A + B S (K 1**( -A A )-2 ,0D 0  
MES (K )= (TEMP/2 .ODO )+«=2
T H ( K ) = Q S ( K 1 * S ( 1 ) t S ( 3 l / S ( 2 )+MES(K1 * 5 ( 4  1 / 5 ( 2 )
T H M ( K ) = G S ( K ) * S ( l ) *PRMl+M£S(K)«PRM2 
T H (K )= D S Q R T(TH (K ))
THM(K)=ÜSQRT(THM(K) )
W f t i r E ( 6 , 7 0 1 1  I I . I 2 , T H ( 1 ) ,THM(11 
F C R M A T ( l X , I 7 , I 5 , 2 ( l P b l 3 « 5 , 1 P D 1 7 . S 1 )
CONTINUE
I F  ( I T Y P E . N E . 2 )  GC TO 800 .
W R I T E ( 6 , 7 0 9 )






FUNCTION S l K P S ( P t Q » N . F )
C
C THIS SUBROUTINE USES N APPLICATIONS OF SIMPSON'S RULE TO COMPUTE THE 
C INTEGRAL OF F(X)*DX BETWEEN P AND Q 
C





SUMMI0 = 0 . 0 0 0  
DO 1 K=1.N 











C THIS FUNCTION COMPUTES THE FUNCTIONAL VALUE INSIDE THE 
C INTEGRATION OF' SI  GIVEN IN THE EQUATION (4 . 1 )  IN SECTION 4 . 1  
C FOR EACH VALUE OF W 
C
IMPLIC IT  R E A L * 8 (A -H ,0 -Z J  
COMMON L . M . I T Y P E . I J U 1 2  
COMMON A ( 1 0 ) , B ( 1 0 )
COMPLEX*16 2 . 0 Z  
LP1=L+1
Z=COEXP(DCMPLX(0 . 0 0 0 , W>)
DZ=OCMPLX{0 . 0 0 0 , 0 , 0 0 0 )
DO 1 0 0  K=1 ,LP1 
100 D Z = D Z + A ( K ) * 2 * * t - t K - l ) )
R1=CDABS(DZ)**2







C THIS FUNCTION COMPUTES THE FUNCTIONAL VALUE INSIDE THE INTEGRATION 
C OF S2 GIVEN IN THE EQUATION ( . 4 . 1 )  IN SECTION 4 . I  FOR EACH VALUE OF W 
C
IMPLICIT R E A L * 8 ( A - H ,0 - Z )
COMMON L ,M , I T Y P E .1 J U 1 2  
COMMON.A{1 0 ) , 8 ( 10)





DZ=DCMPLX(0 . 0 0 0 , 0 . ODO) 
HZ-DZ
DO 1 0 0  K=1,LP1 
1 0 0  O Z = O Z + A ( K ) * Z * * ( - ( K - D )  
DO 1 0 2  K=1 fMPI 
1 0 2  NZ=NZ+8 ( K ) * Z » * ( - ( K - 1 ) )  
R2=CDA8S(NZ/DZ)**2











TH IS  FUNCTION COMPUTES THE FUNCTIONAL VALUE INSIDE THE INTEGRATION 
OF S3 GIVEN IN THE EQUATION ( 4 , 1 )  IN SECTION 4 . .1  FOR EACH VALUE OF U 
AND FINOS THE MAXIMUM VALUE MI GIVEN IN THE INEQUALITY ( 4 . 2 )
AND STÜRES IT IN PRMI
IMPLICIT  REAL*8 ( A - H , 0 - Z 1  
COMMON L , M , I T Y P E , I J U 1 2  
COMMON A ( l O ) , e ( l O )
COMMON RMI,PRM1,RM2,PRM2 
COMPLEX*16 Z , 0 Z , N Z , C Z , 8 Z 2 , A Z 2  
P I = 3 . 1 4 1 5 9 2 6 5 3 5 8 9 7 9 3 0 0  
LP1=L+1 
MPl=Mfl
Z=COEXP{DCKPL X ( 0 . CD0 , W) )





DO 1 0 0  K=1,LP1 
100  O Z = D Z + A ( K ) * Z * * ( - ( K - 1 ) )
DO 1 0 2  K = I ,M P1 
1 0 2  N Z = N Z + B ( K ) * Z * * ( - ( K - 1) )
DO 104  K=I ,MPI  
DO 104 1 = 2 , LPl  
1 0 4  C Z = C Z + 0 ( K ) * A { I J * Z * * ( K - I )
DO 1 1 0  K = i , K P l  
DO 110  1 = 1 , MPT 
110  0 Z 2 = e Z 2 + B ( K ) * 8 ( I ) * B K I I X , I ) * Z * * ( K - I )
DO 112  K=2,LP1 
DO 112  1 = 2 , L P l  
1 1 2  A 2 2 = A Z 2 + A I K ) * A { 1 ) * A K I ( K , I ) * Z * * ( X - I )
R31=CDABS{6Z2)
R 3 21=CDA8S( NZ/OZ) * * 2  
R32=CDABS(A22*R321)
R33=0REALCCZ4NZ/DZ)
R3=R31+ R 3 2 - 2 , 0 0 0 * R 3 3  
• RM1=R3/R32l
IF  ( I T Y P E . N E . 2 )  GO TO 115  
I F  ( W . G T . P I / 2 . 0 0 0 )  RETURN 













THIS FUNCTICN COMPUTES THE FUNCTIONAL VALUE INSIDE THE INTEGRATION 
ÜF SA GIVEN IN THE EQUATION ( 4 , 1 )  i n  SECTION 4 . 1  FOR EACH VALUE OF tf 
AND FINDS THE MAXIMUM VALUE M2 GIVEN IN THE INEQUALITY f 4 . 2 )
AND STORE IT  IN PRM2
IMPLICIT REAL»8 ( A - H , 0 - Z )
COMMON L , M . I T Y P E , I J U 1 2  
COMMON A ( 1 0 ) , 8 { 1 0 )
COMMON fi.Ml .PRMI ,RM2,PRM2 
COMPLEX* ! 6 2 .D 2 .N Z .B P Z .A P Z  
P I = 3 . 1 4 1 5 9 2 6 5 3 5 8 9 7 9 3 0 0  
LPI=L+1 
MP1=M+1
2=CDEXP(DCMPLXC0 . 0 0 0 . W)>- 




DO 100 K = l ,L P 1  
10 0  D Z - D Z + A ( K ) * Z * * ( - ( K - D )
DO 102 K=1.MP1 
1 0 2  NZ=NZ+8 ( K ) . * Z * * ( - ( K - 1 ) )
DO 106 K=1,MP1 
106. BPZ=BPZ+8 ( K ) * B E T A ( K ) * Z * * ( - ( K - 1 ) )
DO 108  K=2.LP1 
108  AP 2=APZ+ACK)*ALPH(K)*Z**{~(K-1JJ  
R40=C0ABS(N Z)**2  
R 4 1 = C 0A 0S (D Z )**2  
R42=C0ABS( BPZ-NZ*APZ/DZ)* * 2  
R4=R42/R 41  
RM2=R42/R40
I F  ( I T Y P E . N E . 2 )  6 0  TO 114 
I F  ( W . G T . P I / 2 . 0 0 0 )  RETURN 









FUNCTION Q K l ( k . I )
THIS FUNCTION COMPUTES B ( K , I )  OF EQUATION ( ^ . 6 6 ) IN CHAPTERS 
GIVEN K AND I
IMPLICIT  REAL*8 ( A - H . O - Z )
COMMON L . M . I T Y P E , I J U 1 2  
. COMMON A ( 1 0 ) , B H 0 )
CCMMCN RMl.PRMI.RM2.PRM2 
I F ( K . E 0 . I .  AND.I . E Q . l )  GO TO 10
105 •
8KI=FL0AT(  M+2 )-AMAXO( I - l  . K - n  
RETURN 





FUNCTION A K K K . I )
C
C THIS FUNCTION COMPUTES A I K . I I  OF EQUATION ( 3 . 6 6 )  IN CHAPTERS'  
C GIVEN K AND I 
C
IMPLICIT RE ^L * 8 ( A - H .O - Z )
COMMON L . M .  ITYPE. I J Ü 1 2  
COMMON A d O J . S d O )
COMMON RMl .PR.M1,KK2,PRM2 
I F  ( K . E G . I . A N O . I . E Q . 2 )  GO TO ICO 
A K I = O F L O A T ( L f 2 ) - A M A X O ( K - l , I - l )
RETURN 







C THIS FUNCTION.COMPUTES BETA(K) CF EQUATION (3 . 8 3 )  IN CHAPTER 3 
C GIVEN K 
C
IMPLICIT REAL*8 ( A - H . C - Z )
COMMON L , M . I T Y P E .  I J U 1 2  
COMMON A ( 1 0 ) , e ( I 0 )
COMMON RMl.PRMI.RM2.PRM2 
I F  ( K . E O . l )  B£TA=Mfl 







C THIS FUNCTION COMPUTES ALPH(K) IN EQUATION ( 3 . 8 2 )  IN CHAPTER 3 
C GIVEN K
C • .
IM PLIC IT  R E A L * 8 ( A - H , 0 - Z )
COMMON L . M . I T Y P E .  I J U 1 2  
COMMON A ( I D ) , 8 ( 1 0 )
COMMON RMl.PRMI.RM2.PRM2 
I F  ( K . E Q . 2 )  ALPH=L 




SUBROUT I NE CVOLF( Xf Y. 8 3 . ALP,BETA)
C THIS SUBROUTINE CONVERTS X TO THE FLOATING POINT NUMBER 
C TO BE TESTED WITH SPECIFICATION OF ALP AND OETA, THEN 
C CONVERTS IT BACK TO A LONG FLOATING POINT NUMBER IN y 
C
C BS:  THE BASE OF THE FLOATING POINT 
C IN THIS  PROGRAM IT I S  2
C
NUMBER TO BE TESTED
IM PLIC IT  R E A L * 8 ( A - H , 0 - Z )
COMMON L , M .  I T Y P E , I J U I 2  
COMMON A ( 1 0 ) , B ( I 0 )
COMMON RMI , PRMI,RM2,PRM2
INTEGER+A I A L B T 2 , l E . I A







I F  (ABX.GT,XMIN) GO TO 10 
IE=-IALB T2 •
GO TO 20 
10 IF  I B S . E Q . T 2 )  GO TO 30
IE =1DINT(0LCG IC IA 8XJ  *BT2*T2)
40 I A = l A e S ( l E )
I F  ( M C D ( I A , 2 3 . N E . O )  IA=IA+1 
I A = I A / 2
IF  ( l E . L T . O )  GO TO 50  
IE = IA  
GO TO 20  
5 0  I E = - I A  
6 0  TO 2 0
30  IE=ID IN T(O LOG 10(A BX )4B T2#T2/OLO G10(T2)  ) 
GO TO 4 0  
20  0 I E = I E
Y = B 5 » * ( D I E / 8 T 2 )




EXPERIMENTAL COMPARISONS BETWEEN LOGARITHMIC FILTERS AND FLOATING POINT FILTERS 
5.1  D irect Form D ig ita l F i l t e r s  
5 .1 .1  Method and R esu lts
Four f i l t e r s ,  each employing the logarithm ic number system and th e  
f lo a t in g  po in t number system , a re  te s te d . The Summary i s  given in  Table 5.1 
and th e  output graphs a re  shown in  figu res 5 .2  to  5 .9 . The number systems used 
a re  as fo llow s:
Logarithm ic number system: a  = 6, g = 8 and base = 2 in  th e  logarithm ic
number system d e f in i t io n  o f  (2 .6) o f Chap. I I  
Note: the  above s p e c if ic a t io n  of a = 6, 8 = 8 and base = 2 is ,b y  th e  equi­
valence re la t io n  o f ( 6 .1 ) ,between FOCUS .16 and FOCUS .10 [1 2 ].
F lo a tin g  p o in t number system: f  = 6, h = 8 and base = 2 in  the  f lo a tin g
po in t number system d e f in i t io n  of (2 .5) of
Chapter I I
The reasons fo r choosing those  s p e c if ic  number systems a re  a s  fo llow s:
1. Both th e  log a rith m ic  number system and th e  f lo a t in g  poin t number 
system use 16 b i t s  which are convenient fo r  m icro-com puters.
2. The range o f th e  number system la rg e ly  a f f e c ts  th e  accuracy. Then 
th e  ranges of both  number systems should be equal. The above speci­
f ic a tio n  o f a  = 6, 8 = 8, f  = 6 and h = 8 g ives alm ost equal ranges
fo r  both number system s. The range of th e  logarithm ic  number system
i s  s lig h t ly  la rg e r  than  th a t of th e  f lo a t in g  p o in t number system .
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Note; the  d e f in i tio n  of a ,  B, f ,  and h are given in  s e c tio n  2 .2 .
The general procedure of th e  experiment i s  suggested in  th e  T ig 5.1 and 
explained below:
The f i l t e r  c o e f f ic ie n ts  a re  o r ig in a lly  given in  th e  long f lo a tin g  p o in t 
numbers and then converted to  each number system. The conversion to  th e  
logarithm ic number i s  explained in  sec tio n  4.2 of Chapter IV, and th e  con­
v ers io n  to  th e  f lo a tin g  p o in t number i s  made by th e  procedure CVBF given in  
Appendix 5 .1 . The a rith m e tic  in  logarithm ic number system i s  a lso  explained  
in  sec tion  4 .2 , and th e  a r ith m e tic  in  the f lo a tin g  po in t number system i s  
made by the procedure FADML given in  Appendix 5 .1 . The conversion and a r i t h ­
m etic use rounding in s te a d  o f tru n c a tio n . Like th e  lo g a rith m ic  f i l t e r  which 
i s  programmed in  th e  PL/I program in  Appendix 4 .4 , the f lo a t in g  po in t f i l t e r  
can be e a s ily  programmed. Examples a re  given below fo r a conversion to  a 
f lo a t in g  number (of f  = 4, h = 4 and base = 2\ and a m u ltip l ic a t io n  and an 
a d d itio n  in  th e  f lo a t in g  number system . The Procedures of CVBF and FADML of 
Appendix 5.1 can operate  on many o the r combinations of f  and h . See Chapter IV 
fo r  the conversion and the  a rith m e tic  operations o f  lo g a rith m ic  case.
a) conversion:
5.0 i s  to  be converted to  th e  form: 
m X 2®
where m i s  a four b i t  f ra c tio n  and e i s  an in te g e r  in . a 5 b i t  
number (the  e n t i r e  number of b i t s  of the  word is- 10, see  the 
f lo a tin g  po in t number d e f in itio n  in  se c tio n  2.2) 
logg 5.0 =2.3219281 
= 3-0.6780719 
Then 5.0 = x  2^
= 0.625 X 2^
109
0.625 i s  0.10100 in  th e  b inary  form 
3 i s  00011 in  th e  b inary  form. ■
Then m = 0.1010 (rounded to  the  4 th  p lace)
e = 00011
b) m u ltip l ic a tio n :
Two numbers a and b given in  th e  b ina ry  form is  to  be m u ltip lie d .
a and b a re  given by
a = 0.1101 js
b = 0.1001 X 
Then a  x  b = 0.01110101 x  2°®^°°
= 0.1110101 X 2^®®^  ̂ (norm alization)
= 0.1111 X 2^^^^^ (rounding)
Then th e  f ra c t io n  i s  0.1111 and th e  exponent i s  00011
c) ad d itio n :
Two numbers a and b given in  th e  b in a ry  form i s  to  be added, 
a and b are
a = 0.1000 X 2°°°^° 
b = 0.1010 X 2°°°°°  
a + b = (0.1000 + 0.001010) x  2°°°^°
= 0.101010 X 2°°°^°
= 0.1011 X 2^^®^® (rounding)
Then th e  f ra c t io n  i s  0.1011 and th e  exponent i s  00010.
According to  the method explained above, the  experim ental e r ro r  a n a ly s is  
fo r  those  o f d e te rm in is tic  in p u ts  involves a l l  o f th e  input q u a n tiz a tio n , the  
c o e f f ic ie n ts  q u an tiza tio n , and th e  accumulated computation roundoff e r ro r s .
The r e s u l t s  a re  a l l  in  favor o f the  logarithm ic  f i l t e r s ,  which give the  
sm a lle r e r ro r  to  s ig n a l r a t io s .  And th e  p ic to r i a l  p re se n ta tio n  of th e  ou tpu ts
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o f F ig . 5.2 to  F ig. 5 .9  a ls o  shows th a t the lo garithm ic  f i l t e r s  produce the 
ou tpu ts which are  c lo se r  to  those of the long f lo a t in g  p o in t f i l t e r s  than the 
f lo a t in g  p o in t f i l t e r s .
As suggested in  s e c tio n  4.4 of CHAPTER IV, given f i l t e r  c o e ff ic ie n ts  and 
th e  f i l t e r  in p u ts  in  long  f lo a t in g  po in t numbers i t  i s  im possib le  to  have the 
same f i l t e r  c o e f f ic ie n ts  and the same f i l t e r  in p u ts  fo r bo th  the  lo g a rith m ic . 
f i l t e r  and th e  f lo a tin g  p o in t f i l t e r  to  be te s te d .  I t  i s  because th e  two 
number systems do not have th e  same rep re sen tab le  numbers. I t  im plies th a t a 
pure comparison on accumulated roundoff e r ro rs  between th e  lo garithm ic  f i l t e r  
and th e  f lo a t in g  po in t f i l t e r  to  be te s te d  i s  d i f f i c u l t .  So th e  o v e ra ll e r ro r  
comparison i s  made between th e  two number system f i l t e r s  in  th i s  CHAPTER.
Note: The second order f i l t e r  o f Table 5 .1  i s
-  V 2 >
where = -  *^p, a .  = p and p = 0,999.
The fo u rth  order f i l t e r  o f Table 5 .1  i s  from the book [14 ]. I t  i s  a Butterw orth 
d ig i t a l  f i l t e r  w ith OMEGA = 0.5750 (OMEGA i s  a n o ta tio n  o f  [14]). I t  i s  re ­
arranged to  be of d ire c t  form to  become th e  f i l t e r  o f  Table 5 .2 . The s ix th  
order f i l t e r  o f Table 5 .1  i s  from example 2 o f s e c tio n  4 .1 .  The e ig h th  order 
f i l t e r  o f Table 5.1 i s  a lso  from th e  book [14]. I t  o r ig in a l ly  comes from the 
cascade of the fo u rth  o rd er Chebyschev lowpass d i g i t a l  f i l t e r  w ith  OMEGA =
1.6501 [14] and the fo u rth  o rder Chebyschev highpass d i g i t a l  f i l t e r  which i s  
made highpass (by the method of [14]) from the Chebyschev lowpass f i l t e r  with 
OMEGA = 1.8297 [14]. Then i t  has the po les as fo llow s:
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r e a l  p a r t imaginary p a r t
0 * 2 3 5 0 4 9 0 5 3 3 1 6 4 9 4 0 00 0 .8 2 3 7 7 0 3 4 4 2 5 7 3 5 5 0 00
0  * 2 3 5 0 4 9 0 5 3 3 1 C494D 00 - 0 .8 2 3 7 7 0 3 4 4 2 5 7 3 5 5 0 00
- 0 . 8 2 2 6 4 4 9 9 9 6  0 1 2 4 3 0 - 0 1 0 .8 4 8 0 7 1 8 7 3 1 8 8 0 1 9 0 00
- 0 .8 2 2 6 4 4 9 9 9 6 0 1 2 4 3 0 - o i - 0 .8 4 8 0 7 1 8 7 3 1 8 8 0 1 9 0 00
0 .2 7 7 2 6 3 0 6 9 4 3 9 0 1 9 0 00 0 .4 0 3 6 7 6 1 5 2 2 2 9 3 0 9 0 00
0 . 2  7  7263 0 6 943 9 0 190 00 - 0 .4 0 3 6 7 6 1 5 2 2 2 9 3 0 9 0 00
- 0 . 1 7 5 2 4 9 6 4 7 3 9 4 3  680 00 0 .4 2 0 7 2 5 8 2 2 4 4 8 7 3 1 0 00
- 0 . 1 7 5 2 4 9 6 4 7 3 9 4 3  6 80 00 - 0 .4 2 0 7 2 5 8 2 2 4 4 8 7 3 1 0 00
The f i r s t  fo u r po les a re  changed to  he









Then th e  c o e f f ic ie n ts  a re  computed again  to  become those of Table 5 .3 .
5 .1 .2  Comments
The p lo ts  o f F ig . 5 .2 , 5 .3 , and 5 .4  are  the. ou tputs of th e  high Q f i l t e r  
(Q = 393). F ig . 5 .1  shows th a t  th e  f i l t e r  has a  long s ta r t in g  tra n s ie n t  
s ta t e .  F ig . 5 .3  and 5 .4  show th a t  th e  f lo a tin g  point: f i l t e r s  -magnitude re s ­
ponse i s  very  much reduced compared to  th a t  o f the  logarithm ic f i l t e r .  This 
may suggest th a t  th e  f lo a t in g  po in t f i l t e r  i s  very much d if f e re n t  from the  
o r ig in a l  long f lo a t in g  po in t f i l t e r  and th a t  the  logarithm ic f i l t e r  i s  between 
the  two. This f i l t e r  i s  fu r th e r  te s te d  and examined in  se c tio n  5 .3 .
F ig . 5 .5  i s  th e  output o f the  4 th  o rder lowpass f i l t e r  and F ig . 5 .6  i s  
fo r  the  6 th  o rder lowpass f i l t e r .  Although some i r r e g u la r i t i e s  are  shown in  
the  logarithm ic  f i l t e r  o u tp u ts , a g re a t deal of i r r e g u la r i t ie s  a re  observed 
in  the  f lo a t in g  po in t f i l t e r  ou tpu ts. The i r r e g u la r i t ie s  observed in  th e  
f lo a t in g  p o in t f i l t e r  ou tput might come from the  fa c t  th a t  a f lo a t in g  po in t 
number system  does not have the  q u an tiza tio n  e r ro r  which i s  p ro p o rtio n a l to  
the  magnitude rep resen ted  [12]. Or they  might be caused by th e  zero which i s
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one of th e  rep resen tab le  numbers in  th e  f lo a t in g  po in t number system. In  th e  
experim ent, zero  can be produced in  th e  conversion to  the f lo a t in g  po in t 
number or in  th e  a rith m etic  i f  zero i s  the  n e a re s t rep resen tab le  number. I t  
means th a t  an underflow in  th e  f lo a t in g  po in t a rith m e tic  or th e  conversion to  
th a t  number g ives zero in  th e  r e s u l t .  F u rther examination i s  no t made fo r  th e
i r r e g u la r i t i e s .  The magnitude of th e  response of th e  logarithm ic f i l t e r  or
th e  f lo a tin g  p o in t f i l t e r  i s  no t changed much except fo r  th a t  o f th e  6th 
order logarithm ic f i l t e r  of F ig . 5 .6 .
F ig . 5.7 and 5 .8  a re  fo r  the  8 th  order bandpass f i l t e r .  I f  the  waves 
are  c lo se ly  examined, the  lo g a rith m ic  f i l t e r  output resembles th a t  of the- long 
f lo a tin g  p o in t f i l t e r  more than th e  f lo a tin g  po in t f i l t e r  o u tpu t. F ig . 5.9 i s  
th e  unit- sample response f o r  the  th re e  f i l t e r s .
5 .1 .3 , F u rth er experim ents o f  a high 0 f i l t e r
The bandpass f i l t e r  of Q = 393 i s  fu r th e r  examined fo r se v e ra l s in g le
frequency in p u ts . Table 5 .4  shows th a t  th e  e r ro r  to  s ig n a l r a t io s  fo r  both 
th e  logarithm ic f i l t e r  and th e  f lc '- t in g  p o in t f i l t e r  and the re fe ren ces  to  
the output p lo ts  of F ig . 5.10 to  5.2,1. The e r ro r  to  s ig n a l r a t io s  o f the  
Table 5 .4  are  a l l  in  favor o f th e  logarithm ic  f i l t e r  over th e  f lo a t in g  p o in t 
f i l t e r  except one case fo r  th e  frequency of a^ . But i f  the F ig . 5.14 i s  
c lo se ly  watched, a phase s h i f t  can be observed. Considering the  phase s h i f t ,  
th e  e rro r  to  s ig n a l r a t io s  can be computed as
/ I ^ F n  -  V l ^ ^
E rro r to  s ig n a l r a t io  = /  --------%----------------- fo r  the  logarithm ic
E rro r to  s ig n a l r a t io  = j --------- ^-------------- fo r  th e  f lo a tin g
I  po in t f i l t e r
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where w^, and fy^ a re  the  outpu t of th e  long f lo a t in g  p o in t ,  th e  f lo a t in g  
p o in t,  and the logarithm ic  f i l t e r s  re sp ec tiv e ly . Then, th e  e r ro r  to  s ig n a l  
r a t io  fo r  the  inp u t frequency o f  a^  becomes as in  th e  p a re n th e s is .
Table 5 ,5  shows th e  very rough magnitude o f responses fo r  those  7 in p u t 
frequencies fo r th e  th re e  f i l t e r s .  Since the  magnitudes fo r  th e  frequencies  
of Sg and a^ a re  roughly equal fo r the th re e  f i l t e r s ,  the d iffe ren ces  o f  
th e  magnitude response fo r  the  inpu t frequencies of a^ , a^ , 0.785, a^ , and 
in d ic a te s  th a t  the f i l t e r  performances are  d if fe re n t  fo r  th e  th re e  f i l ­
te r in g s .  And those  magnitudes o f th e  logarithm ic f i l t e r  a re  c lo se r  to  th o se  
of the long f lo a t in g  p o in t f i l t e r  than those o f the f lo a t in g  po in t f i l t e r .
The logarithm ic  f i l t e r * s  closeness to  the long f lo a t in g  po in t f i l t e r  i s  a lso  
observed in  a l l  th e  f ig u re s  o f 5.10 to  5.21 and a lso  o f 5.2 to  5 .9 .
Since th e  f i l t e r  te s te d  in  th is  sec tion  has very high Q, s l ig h t  changes 
of c o e f f ic ie n ts  which a re  expected to  happen in  the conversion process a re  
supposed to  cause g rea t d iffe ren ces  in  the f i l t e r  performance. Table 5 .6  
shows th e  a c tu a l value o f  the  c o e ff ic ie n ts  of th e  th re e  f i l t e r s  a f t e r  th e  
c o e f f ic ie n ts  conversion. Not very  much d iffe ren ce  i s  made as long as  th e  
numbers a re  concerned. But the squared magnitude frequency responses o f th e  
th re e  f i l t e r s  a re  much d if f e re n t  as shown in  F ig . 5 .22 . The squared magnitude 
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ACi) and B (i) a re  in  Table 5.6 fo r  the  th re e  f i l t e r s
I t  i s  again shown th a t  th e  logarithm ic f i l t e r  i s  c lo se r to  th e  long 
f lo a t in g  po in t f i l t e r  than  th e  f lo a tin g  po in t f i l t e r .  The experim ental 
magnitude responses o f Table 5 .5  roughly agree w ith T ig . 5.22 i f  the  values 
o f Table 5.5 a re  squared.
Although only one example i s  shown, i t  can be s a id  th a t  a f i l t e r  w ith  a
very high Q i s  sev ere ly  a f fe c te d  by th e  c o e ff ic ie n t q u an tiza tio n , i f  th e
number of b i t s  of a word i s  lim ited  l ik e  16.
5 .2 Cascade and P a r a l le l  Form D ig ita l F i l t e r s
Three f i l t e r s :  one i s  o f cascade form; the o th e r two are o f p a r a l le l
form. The method used i s  ex ac tly  th e  same as th a t o f se c tio n  5 .1  except fo r  
th e  f i l t e r  forms. The f i l t e r  forms used in  th is  se c tio n  are  dep icted  in  F ig . 
5.23 where a l l  a r ith m e tic  opera tions from inpu t to  output are  made in  each of 
the  number systems described  in  se c tio n  5 .1 . The summary of th e  experiment 
i s  given in  Table 5 .7  and th e  output graphs are  shown in  Fig 5.24 to  5 .26 .
For a l l  th ree  f i l t e r s ,  th e  e r ro r  to  s ig n a l r a t io  of th e  logarithm ic f i l t e r s  
a re  sm aller than  those of the  f lo a t in g  po in t f i l t e r s .  The output graphs o f 
Fig 5.24 and 5.25 do not show much d iffe re n ce  between those two number system 
f i l t e r s .  But th e  graph o f  F ig 5.26 shows th e  advantage of the  logarithm ic 
f i l t e r s  over the f lo a tin g  po in t f i l t e r ,  although th e re  are observable d i f f e r ­
ences between th e  loga rithm ic  f i l t e r  output and the  id e a l long f lo a t in g  po in t 
f i l t e r  ou tpu t. The f i l t e r  used fo r  the  output of Fig 5.26 has 8 th  o rd er. I t  
has more i r r e g u la r i t i e s  in  the  output than the  d ire c t form s ix th  o rder f i l t e r  
output o f Fig 5 .6 . I t  may suggest th a t the f i l t e r  o rder i s  r e la te d  to  the  
i r r e g u la r i t i e s  in  lowpass f i l t e r s .
Note: The f i l t e r s  of Table 5 .8  and 5.9 are  sample Chebyschev d ig i t a l  f i l t e r s
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[2] on pages 223 and 221 re sp e c tiv e ly . The f i l t e r  of Table 5 .10  i s  a 





I long \  
I f lo a t in g  I 
y po in t I
\number /
conversion to  the  16 
b i t  logarithm ic  number
(rounding)
16 b i t  logarithm ic  
f i l t e r
i f r
c o e f f ic ie n t conversion 
to  16 b i t  logarithm ic  
number (rounding) which 
i s  made b e fo re  
f i l t e r in g
ÿR"
long f lo a t in g  po in t 
f i l t e r  (64 b i t s )
Jl
c o e f f ic ie n t conversion 
to  16 b i t  f lo a tin g  
p o in t number (rounding) 
which i s  made before  
f i l t e r in g
/ converted \  
I to  th e  long \ 
I f lo a tin g  j  
y p o in t number/
conversion to  the 16 16 b i t  f lo a t in g  po in t
b i t  f lo a t in g  po in t f i l t e r
number
%
converted to  
th e  long 
f lo a tin g  
p o in t number
Note: and fy^ are  p lo tte d  in  the same sca le s
&e = ly -  w fo r  the  logarithm ic f i l t e r  e r ro rn n n
fe ^  = fy^ -  w^ fo r  th e  f lo a tin g  point f i l t e r  e r ro r
The e r ro r  to  s ig n a l r a t io s  in  Table 5 .1  are  computed as 
fo r  the logarithm ic f i l t e r
n
/ 2 2Zfe^ /Zw^ fo r  the  f lo a t in g  po in t f i l t e r
F ig  5.1 Experim ental Comparison of Logarithm ic and F lo a tin g  Point 





Logarithmic F i l t e r  Output
100.0 -1
0 -
'  - 100.0













Long F loa ting  Point F i l t e r  Output
666.7 -1




-666.7 Logarithm ic F i l t e r  Output
666.7 1
-666 .7  -*
Long F loa ting  Point F i l t e r  Output
666.7 -1




L ogarithm e F i l t e r  Output
1.0 _
G _
- 1 . 0
A A
Long F loa ting  P o in t F i l t e r  Output












Logarithm ic F i l t e r  Output
1.0 -,
- 1.0  — V V
Long F loa ting  P o in t F i l t e r  Output
1:0 “1
0 -
- 1 .0  —
II
V V 'I l
F lo a tin g  Poin t F i l t e r  Output 
Fig 5 .6
122
-3 .3  J Logarithm ic F i l t e r  Output
3.3
0 _
, -3 .3  -J Long F lo a tin g  P o in t F i l t e r  Output
3.3 —
0 -
- 3 .3  -I F lo a tin g  P o in t F i l t e r  Output
Fig 5 .7
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3 . 3 -
0 -
Logarithm ic F i l t e r  Output
3 .3 - ,
0 -
Long F lo a tin g  P o in t F i l t e r  Output
3 .3 1
0 -
F lo a tin g  P o in t F i l t e r  Output
Fig 5 .8
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0 .3 3 1
0 “
-0 .3 3
Logarithmic F i l t e r  Output
0.33 -1
-0 .3 3  J Long F loating  P o in t F i l t e r  Output
0.33 -,





Logarithm ic (a=6, 3=8) F i l t e r  Output
100.0-1
0-
Long F lo a tin g  Point F i l t e r  Output
100.0-
- l o o . r F lo a tin g  p o in t (f=6, h=8) F i l t e r  Output
Fig 5.10
5 0 0 .0 -r
0 -
Logarithm ic F i l t e r  Output-500.0-»
500.On
Long F lo a tin g  P o in t F i l t e r  Output
500.0-7
0-
F lo a tin g  Point F i l t e r  Output
F ig  5.11
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lOO.Ol
- 100.0 Logarithm ic F i l t e r  Output
100. 0—*
Long F loating  P oin t F i l t e r  Output
100. 0-





-500 .0  —'
i n A
I
Logarithmic F i l t e r  Output
500.0
0 -
-50 0 .0  J
i n I f
Long F loating  P o in t F i l t e r  Output
5 0 0 .0 1
0 “
F loating  P o in t F i l t e r  Output





Logarithm ic F i l t e r  Output
100. 0 -
— 100.0  — Long F lo a tin g  Point f i l t e r  Output
100.0  -
- 100.0 F loating  Point F i l t e r  Output
F ig  5.14
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200.0 -
- 200.0 Logarithm ic F i l t e r  Output
200.0-1
0 -
- 200. 0 • Long F lo a tin g  P o in t F i l t e r  Output
200.0-1
0 _
- 200.0 F lo a tin g  Poin t F i l t e r  Output 
Fig 5.15
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- 1 0 0 .0  -J Logarithm ic F i l t e r  Output
100.0 -I
0
- 100.0 Long F lo a tin g  P o in t F i l t e r  Output
100.0





Logarithmic F i l t e r  Output
200. 0 -
0 “
- 200.0 Long F loa ting  Point F i l t e r  Output
- 200.0





Logarithmic F i l t e r  Output
58.8 - ,
- 5 8 .8 J
Long F loa ting  P o in t F i l t e r  Output
T
5 8 .8 "!
- 5 8 .8 J







Logarithm ic F i l t e r  Output
3 3 .3 _
0 -
-3 3 .3
Long F lo a tin g  P o in t F i l t e r  Output
3 3 .3 -
-3 3 .3 J




—5 8 .8 —
A
Logarithm ic F i l t e r  Output
5 8 .8 1
-5 8 .8 -"




F loating  Po in t F i l t e r  Output 





Logarithmic F i l t e r  Output
33 .3 1
0 -
-3 3 .3 “ '
Long F lo a tin g  P o in t F i l t e r  Output
3 3 .3 1
-3 3 .3 -J




r  : resonant frequency of th e  
® long f lo a tin g  p o in t f i l t e r
r^ : resonant frequency of th e  
logarithm ic f i l t e r
fo r  th e  long f lo a tin g  p o in t 
f i l t e rr^ : resonant frequency of th e  
f lo a tin g  po in t f i l t e r
0.25x10
fo r th e  logarithm ic f i l t e r
fo r th e  f lo a tin g  point 
f i l t e r
0 . 0-
- 0 .02
io ; frequency —?
Fig 5.22 Squared Magnitude frequency response of the  second o rder 
bandpass f i l t e r '( Q  * 393) of Table 5 .6
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I n p u t




F ir s t  F i l t e r
Inpu t O u tp u t
Second F i l t e r
(2) P a r a l le l  Form
Fig 5.23 Cascade and P a r a l le l  Forms
139
I . o n
0 -
- 1 . 0 —'
Logarithmic F i l t e r  Output
1.0-
Long F loa ting  P o in t F i l t e r  Output
1.0 -
0 -
- l . O J V V If V





Logarithm ic F i l t e r  Output
- 1.0
Long F lo a tin g  P o in t F i l t e r  Output
- 1.0





Logarithm ic F i l t e r  Output
1.01
0-
- 1. 0-" Long F lo a tin g  Point F i l t e r  Output
i .o - i
0- ,
- 1 .0-1
F lo a tin g  Point F i l t e r  Output 
Fig 5.26
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F i l t e r
c o e ff ic ie n ts
Order Q C utoff
Frequency
Input Output E rro r to  








s in  0.785n 










Table 5 .2  
Lowpass
2 1 .4 0.58 s in  1.66n 
+sin  0.2n
Fig 5.5 
l<p<400 L: 3.51x10"^ 




6 2.2 0.74 s in  1.66n 
+ s in  0.2a
Fig 5.6 
l<n<399 L: 1.68x10"^ 
F :2 .11x10"!
250






s in  1.66n 





L :5 .54x10"^ 
F: 7.12x10"^
250






Note: L i s  fo r  logarithm ic  f i l t e r  o f a  = 6 , 3 = 8  and base = 2
F i s  fo r  f lo a t in g  p o in t f i l t e r  of f  = 6, h = 8
N i s  th e  number of output used fo r computation of e r r o r  r a t io
Q i s  defined in  se c tio n  4 .4
Table 5 .1  Comparison o f  Logarithmic and F lo a tin g  Point F i l t e r s
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A( 0» = 1.0000000000000000 00
Â( 1 )= -2.5064665409100000 00
A( 2) = 2.5387613339124500 00
A( 3J = -1.1924176783258200 00
A( A)= 2.1709534562567C90-01
B( 0)= 3 .560 7818936999980-03
B< 1)= 1.42431275765 07230-02
8( 2)= 2.1364691363350530-02




A( 0)= 1.0000000000000000 00
A( 1 ) = -4.0402680635452270-01
A( 21= 2.0785207748413090 00
A( 31= -6.2616682052612300-01
A( 41= 1.4136646178100590 00
A( 51 = -2.8846555948257450-01
A( 61 = 3.145390 7489776610-01
A( 71 = -3.6032681587743760-02
A( 01= 4.3292239308357240-02
d( 01 = 8.2425525653165570-03
8{ 11 = 3.7104173900015520-13
B( 21 = -3.2970210261539810-02
B( 31= 3.8739064039949860-13
B( 41= 4.9455315391783530-02
B( 51 = 7.7713009638546990-14
B( 61= , -3.2970210261237170-02
B( 71 = 2.0373459863609610-14




Input Output E rro r to  s ig n a l  
r a t io s
Number of Output 
used in  r a t io  
computation




s in  a^n Fig 5.12 (lSn<200)
Fig 5.13 (3401<n<3600)
L: 0.837 (0.189) 
F: 0.647 (0.530) 3450

















Note: and a^ a re  as follows
h = t t /4 + 0.0011
= i t /4 - 0 . 001/
h = t t /4 + 0.005
= t t /4 - 0.005
^3 = t t /4 + 0.02
^3 = t t /4
- 0.02
‘1 1
p aren th ized  e r ro r  to  s ig n a l r a t io  i s  the s h if te d  v e rs io n ,L : fo r  
logarithm ic  f i l t e r ;  î :  fo r  f lo a tin g  po in t f i l t e r .
Table 5 .4  Test of a high Q (=393) f i l t e r  w ith  




the logarithm ic  
f i l t e r
the  long f lo a t in g  
p o in t f i l t e r
th e  f lo a t in g  
po in t f i l t e r
s in  a^n Ri 33 
from Fig 5.19
w 34 
from F ig  5.19
A, 30 
from F ig  5.19





from F ig  5.15
s in  aj^n % 250 
from Fig 5.11
% 500 
from Fig 5 .11
% 125 
from F ig  5.11
s in  0.785n P» 447
from Fig 5.3
660
from F ig  5 .3
200 
from F ig  5.3
s in  a^n R) 525 
from Fig 5.13
P» 500 
from Fig 5 .13
Pa 250
from F ig  5.13
s in  a^n R, 180
from Fig 5.17
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from Fig 5 .17
w 210 
from F ig  5.17
s in  a^n w 38 
from Fig 5.21
34
from F ig  5.21
Pa 43 
from F ig  5.21
Note: and a '  a re  given in  Table 5 .4
Table 5.5 Experim ental Magnitude Response
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A( 0) = 1 .00000000 00000001) 00
A( 1) = -1.4142135623730950 00
A( 2) = 9.9729605608547000--01
B( 0) = 1.0000000000000000 00
The Logarithm ic F i l t e r  C oeffic ien ts
A( 0) = 1.0000000000000000 00
A( 1) = -1.4127995488107220 00
A( 2) = 9.9800099999999980- 01
B( 0> = 1.0000000000000000 00
The Long F lo a tin g  Point F i l t e r  C o e ffic ien ts
A( 0) = 1.0000)0)00000)000 00
A( 1) = ■1.4140625000000000 00
Al 2) = 9.960937500 00000 00-•01
B( 0) = 1.000000)000000000 00
The F lo a tin g  P o in t F i l t e r  C o effic ien ts
Table 5 .6
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F i l t e r
c o e ff ic ie n ts
Form Cutoff
Frequency
Input Output E rro r to  
s ig n a l r a t io
N
Table 5 .8  
Lowpass
Cascade 0.650 sin(0.05irn) 





Table 5 .9  
Lowpass






Table 5 .10 
Lowpass






Note: L i s  fo r  the logarithm ic  f i l t e r  of a  = 6, 6 = 8 and base = 2 ;
F i s  fo r  th e  f lo a tin g  po in t f i l t e r  o f f  = 6 and h = 8;
N i s  th e  number o f output used fo r  computation o f e r ro r  r a t io ;
The r a t io  i s  computed in  the  same way as in  sec tio n  5 .1 .
Table 5.7 Comparison of Logarithmic and F lo a tin g  Point F i l t e r s
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Al( 0)= 1.0000030300030900 00





FIRST f i l t e r
A2( 01= 1.0000000000000000 00
A2( 1)= -1.5548000000000000 00






All 0)= 1.0000003000000000 00





A2( 0)= 1.0000000000003000 30







A U 01 = 1.0000000000000000 00
Al( 1) = -2.8064379184800000 00
A U 2)= 3.30 01038 725798190 00
A U 31 = -1.8550118662687240 00
Al( 4) = 4.3314445468668630-01
B U 0) = 8.6412423710000000-01
Bl( 11= -2.4017364483117480 00
B U 2) = 2.3467243449889860 00
B U 3)= -9.0388883878750220-01
FIRST FILTER
A2 { 0 )= 1 .ooaooooooooooooo 00
A2( 1)= -2.2504320521100OOD 00
A2( 2)= 1.9467700170463740 00
A2I 3)= -7. 64710177097 83410-01
A2I 4)= 1.14813303998 70 750- 01
821 0}= -8.6411121208862400-01
B2( 11= 1.9214190571808820 00








I .  FADML
AM = *M* means m u ltip lic a tio n  
= 'A* means ad d itio n  
O peration i s  done between X and Y, and the r e s u l t  i s  p laced in  Z.
XFE, YFE, and ZFE a re  the  exponent of X, Y and Z re sp e c tiv e ly .
EFF, YFF, and ZFF a re  the f ra c tio n  p a r ts  of X, Y and Z. The b in a ry  po in t
i s  supposed to  be a f te r  IBETAF b i t s  from the r ig h t  fo r  each o f XFF, YFF and ZFF.
IFBT2F : An in te g e r  which i s  2 ^ ^
IBETAF: An in te g e r  which i s  h
IAL2F : An in te g e r  which i s  2^
IBT2F : An in te g e r  which i s  2^
HBT2F : An in te g e r  which i s  2^"^
IAL21F: An in te g e r  which i s  IAL2F-1
2. CVBF
A long f lo a t in g  po in t number in  X is  converted to  the f lo a t in g  po in t 
number.
HPMNFF: A long f lo a tin g  p o in t number which i s  h2
BT2F : 2^
IBT2F : an in te g e r  which i s  2^
IAL2F' : an in te g e r  which i s  2^
NO : constan t zero  '
N1 : constan t one




f a o m l :  p r g c ( x «y . z . a m j :
/ ♦
t h i s  p r o c e d u r e d u e s  ADDITION AND MULTIPLICATION IN THE 
FLUaTING p o i n t NUMUcR s y s t e m TO BE TESTED 
♦ /
DCL (PfPIfP2) BIN FL0ATIS3);
DCL (Rl.R2«R3.Ra ,RS) BIN FLOAT(S3):
DCL 1 X.
2 (XFE.XFF) BIN FIXED(31):
DCL 1 Y,
2 (YFE.YFF) BIN FIXED(31):
DCL I 2,
2 (ZFE.ZFF) BIN FIXE0(3l);
DCL AM CHAR(1) ;
DCL AO DIN FIXEOOl.S);
DCL (XE.XF.YE.YF.ZE.2F.AF) BIN FIXEDI31.S):
x £=x f e ;
x f=x f f ;
YE=YFE:
y f=y f f ;
IF AM=»H»
THEN d o ;
ze= x f e +y f e ;
ZF=XFF*YFF/IF8T2F:
ZE=ZE-2: .




THEN d o ;
ZE=xe;
zf=x f +y f ;
e n d ;
ELSE
d o ;
ad=a b s ( xe- y e ) ;
IF XE>YE 
THEN 
00 :  











e n d ;
e n d :
152
e n d ;
IF  2F=0

















ELSE z f = - a f ;
e n d ;
z f e =z e ;
2FF=ROUND{ZF.O);
IF  ABS(ZFF)=IBT2F 
THEN
d o ;
Z F F = Z F F /2 :
ZFE=ZFE+i;
e n d ;
IF  ZFE>IAL21F 
THEN
d o ;
z f e = i a l 2 1 f ;
Z F F = I 8 T 2 F - i ;
e n d ;





e n d :
END f a d m l ;
/♦
* /
CVBF; PR O C (X .Y ) ;
THIS PROCEDURE CONVERTS A LONG FLOATING POINT NUMBER TO THE 
PARTICULAR FLOATING POINT NUMBER TO BE TESTED 
♦ /
DCL X B IN  FLOAT ( S 3 ) ;
DCL 1 Y.
2 (YFE.Y FF)  BIN F I X E D ( 3 1 ) ;
DCL ( A X . E . I E . F )  BIN F L 0 A T ( S 3 ) :




a  f- 
tj s  
X w
• •  «*
w ^ 
s  *u. UiUL u.
W U ^  X (\j O * W
u. u. >- ••
z  o UJ UJ o
*  X
CHAPTER 71
COMMENTS TO FILTER DESIGN
6.1 R ela tion  between base and b i t  assignment
A logarithm ic number system of a d ig i ta l  machine i s  com pletely defined 
i f  the follow ing are  determined:
1) base: a
2) word leng th : I
3) b i t  assignment: a  o r  3
For a constan t word leng th , a and B determ ine a l l  th e  numbers in  th e  
system.
2~B g-CB-loggdoĝ â))
 ̂  ̂ (6 . 1)
Then, the number system w ith  base = a and f r a c t io n a l  p a r t  o f g b i t s  i s  equ iva len t 
to  the system w ith  base = b and the  f r a c t io n a l  p a r t  of
6 -  k
where k  = log^dog^a) (6 .2)
In a machine k has to  be an in te g e r . Then, by th e  above equivalence, word leng th
&, f ra c t io n a l  p a r t  B, and the base of a by
1 < /b^ < a  b
completely determ ine the  number system. Or, word leng th  I and th e  base a > 1
completely determine th e  system i f  B i s  fix ed .
154
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6.2 Steps f o r  f i l t e r  design
An approach fo r  the design o f a logarithm ic  f i l t e r  (given c o e f f ic ie n ts )  
concerning e r ro rs  inc ludes th e  co n sid era tio n  o f th e  follow ing:
1) Param eters o f logarithm ic  number system:
base: a
word le n g th : &
f ra c t io n a l  p a r t  len g th : g
2) memory s iz e
3) speed
4) in p u t sequence {x^}
For 1) param eters, th e  system i s  requ ired  to  have
1. I in te rm ed ia te  value of th e  f i l t e r  | < maximum rep resen tab le  number, o r  





Let us assume th a t  the range i s  requ ired  to  be more than constan t Cj. Then 
2^+1 _2~B
Range = a
Assuming g > 0 and having some margin 
2“
Range > a  > c^ (c^ constan t) (6 .3 )
2^The range l in e  a = Cj i s  dep ic ted  in  F ig . 6 .1 .
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a = j+ l
a= j
Range I tn e
F ig . 6 .1  Base and B it Assignment
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Above th e  range l in e  i s  the  acceptab le reg ion . In te rs e c tio n s  o f  a  = an 
in te g e r and the range l in e  give th e  optim al so lu tio n s  fo r  th e  range. The 
th e o re tic a l  e r ro r  to  s ig n a l  r a t io  given by th e  equation  (4 .1) i s  r e s ta te d  
below:
y E [ w / l
~“B“1 .-B-1
^  -a~2
(fo r  rounding) (6.4)
2 / 3  V "2
In  th is  s e c tio n , th e  e r ro r  to  s ig n a l r a t io  means only th a t o f rounding. , 
/s^ s^ /sg  i s  independent o f th e  number system and $ ^ (e^^ ^  i s  not n e c e s s a r i ly  
a constan t one. I f  word leng th  i  = a +  g + 2 i s  f ix e d , as a  o r  a in c re a s e s , 
the  r a t io  in c re a se s . I n  o th e r words, as a in c reases  (a  i s  f ix e d ) , th e  r a t io  
in c re ases . So fo r  a  wide sense s ta tio n a ry  inpu t sequence {x^}, the range Utip 
in  F ig. 6.1 gives th e  sm a lle s t th e o re tic a l  e r ro r  to  s ig n a l r a t i o .  S ince th e  
th e o re tic a l  r a t io s  agreed w ith  experim ental r a t io s  f o r  no t too  sm all base a 
w ith  fix ed  a  and Z, th e re  should be an optim al base a fo r  th e  ra tio  w ith in  a 
range and w ith  f ix e d  a  and i .  The conceptual r e la t io n  o f base a ,  th e  range, 
and th e  r a t i o  i s  i l l u s t r a t e d  in  F ig . 6.2
r a t io  experim ental o r  
a c tu a l  r a t io
V
th e o re tic a l r a t i o
range in c reases
a
region in  which th e o re tic a l  and 
experim ental r a t io s  agree
Fig. 6 .2  R elation of Base a . Range, and the  Ratio w ith  Fixed Word L en g th i 
and f r a c t io n a l  p a r t  B.
158
The problem can be considered to  minimize th e  ra t io  under the  co n d itio n s:
2“a  > c.
( fo r  range)
(fo r  agreement between th e o re t ic a l  and 
experim ental r a tio s )
Memory s iz e  o f look-up ta b le  fo r  logarithm ic add ition  fo r  2 by te  word case i s  
given by
F + G + + G '
where
F = Truncate[-2^.1og ^  + 1]
G = T runcate[-2^‘log (1-a 0-5)2  ̂ ^
F" = T runcate[-2  log^(a -1) +  1]
G" = Truncate[ -2  log^( 1-a
i f  F" < 0 Then F" = 0
) + 1]
Note: & i s  th e  number o f  b i t s  in  a by te : u sually  8.
P a r t i a l  ta b le  fo r  memory s iz e  w ith fix ed  & and 0  i s  given in  Table 6 .1 .
M in  the ta b le  i s  the  speed param eter of logarithm ic a d d itio n  and Q is  |q | in  
th e  equation  (6 .4 ) . % en  M increases th e  speed i s  lowered (see  [S l) ,  and when 
a in c re a se s , th e  memory s iz e  decreases.
An example o f  f in d in g  th e  base a w ith fixed word leng th  & and f ra c tio n a l 
p a r t 3 under some r e s t r i c t io n  i s  given below:
Example: R e s tr ic tio n s  a re
2"® - 2 ” ®
1) q =  ----— ------  < 0.2 X 10"^
2 / 3
( fo r  r a t io )
Note: /s js^ T sg  can be computed fo r  a wide sense s ta t io n a ry  inpu t sequence.
* ^ (e ^ ^ )  i s  no t n e c e s s a r i ly  constant.
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2^ 2^ X2) a Z  2 ( fo r  range)
,7  ,4
3) a 2. 2 ( fo r  th e o re tic a l and experim ental r a t io s
agreement)
4) s to rag e  <. 2000 by tes
5) M £  2 (fo r  speed)
Note: 3 = 7; a  = 7; £ = 16
The r e s t r i c t i o n  2) means a  > 2; the r e s tr ic t io n  3) means a  > 1 .09 . Then by 
the  T able 6»1 a i s  r e s t r ic te d  by
2.146 < a  < 2.405 for M = 1
? < a  < 2.405 for M = 2
To fin d  a  o r  3 w ith  fix ed  a  and £ i s  another way of determ ining th e  number
system . But i t  i s  n o t f le x ib le  because a  and 3 a re  in te g e rs .
As long as  loga rithm ic  number system i s  concerned, th e  e x is t in g  programs 
should be  considered  fo r  th e  f i l t e r  design.' FOCUS.8, FOCUS.16 and FOCUS.10 
[12] correspond to  th e  cases o f:
1) a  = 3, 3 = 3 and base =  2
2) a  = 5, 6 = 9 and base =  10
3) a  = 4 , 3 * 10 and base = 10 re sp e c tiv e ly .
The experim ental program o f Appendix 3.4 can be used to  check i f  th e  e x is t in g  
programs can meet a s p e c if ic  d ig i ta l  f i l t e r  requirem ent. In  case  o f  genera l 
input sequence {x^}which may no t have the zero mean wide sense s ta t io n a r i t y ,  
th e  procedure UTP has to  be changed so th a t  the  input sequence resem bles the  
re a l  s i tu a t io n .
S ince a  logarithm ic  number system has a gap around zero , a very  sm all 
magnitude in p u t causes an accuracy problem. Note th a t  a f lo a t in g  p o in t 
number system  a lso  has the  same so r t  of d is c o n tin u ity  problem around zero
160
although I t  has zero . The above im plies th a t  in  a number system, f lo a t in g  
o r lo g a rith m ic , th e re  a re  lower and upper magnitude bounds so th a t th e  e r r o r  
(qu an tiza tio n ) i s  p ro p o rtio n a l to  th e  magnitude of th e  s ig n a l . The la rg e s t  
and sm alle s t rep re sen tab le  magnitudes in  th e  lo g a rith m ic  number system a re :
L argest magnitude = a
- 2“Sm allest magnitude = a
and
lo g  ( la rg e s t  magnitude ) = 2“  -  2"^ “ 2“
^ a°
o
^°^a  ̂ sm alles t magnitude  ̂ ^
The above im plies th a t  th e re  are  equal ranges and e q u a l number o f rep resen t­
able numbers below one and above one in  magnitude in  th e  logarithm ic number 
system. Then an analog inp u t s ig n a l should be m u ltip l ie d  by a constant 
before d ig i t iz a t io n  so th a t  the  mean o f th e  logarithm s o f the  abso lu te  values 
of th e  s ig n a ls  becomes close  to  zero .
The design scheme so f a r  described only  inc ludes  th e  accumulated round­
o ff  e r ro r s .  S ince inpu t q u an tiza tio n  and c o e f f ic ie n t  q u a n tiz a tio n  e rro rs  
cannot b e  ignored , they should be included in  th e  design  procedure. The 
th e o re t ic a l  a n a ly s is  o f those two e rro rs  a re  no t done in  th i s  d is s e r ta t io n .  
I f ,  however, tho se  two e r ro rs  have th e  same p ro p erty  as  th e  accumulated 
roundoff e r ro r  shown in  F ig  6 .2 , o r i f  o v e ra ll  e r ro r  to  s ig n a l r a t io  (of 
accumulated roundoff, inpu t q u an tiza tio n , and c o e f f ic ie n t  q uan tiza tion  e r ro rs  
to g e th er) has a same so r t  of curve as in  F ig  6 .2 , then th e  e r ro r  to  s ig n a l 
r a t io  s ta te d  in  th i s  chapter can be rep laced  by the o v e ra l l  e r ro r  to  s ig n a l 
r a t io .  The in c lu sio n  of th e  'input q u an tiz a tio n  and c o e f f ic ie n t q u an tiza tio n  




t 2 3 4 S 6 7 8 Q
2 , 0 0 0 2 2 3 8 1833 1644 1 5 2 0 1427 1353 1291 1238 0 . 1 5 6 0 - 0 2
2 . 0 1 9 2 2 0 1 1801 1615 1492 1401 1328 1 2 6 7 1215 0 . 1 5 9 0 - 0 2
2 . 0 3 9 2 1 6 5 1770 1587 14 6 6 1375 1303 1 2 4 3 1192 0 . 1 6 1 0 - 0 2
2 . 0 6 0 2 1 2 9 1739 1558 1 4 3 9 1350 1279 1 2 2 0 1169 0 . 1 6 3 0 - 0 2
2 . 0 0 1 2 0 9 4 1710 1532 1 4 1 4 1326 1256 11 9 8 1148 0 . 1 6 5 0 - 0 2
2 . 1 0 2 2 0 5 9 1601 1505 13 6 9 1302 1233 1 1 7 5 1126 0 . 1 6 8 0 - 0 2
2 . 1 2 4 2 0 2 5 1651 1478 1 3 6 4 1278 1210 1 1 5 3 1104 0 . 1 7 0 0 - 0 2
2 . 1 4 6 1 9 9 2 1624 1452 1 3 4 0 1255 1188 1 132 1084 0 . 1 7 2 0 - 0 2
2 . 1 6 9 1 9 5 9 1595 1426 1315 1232 1166 1111 1063 0 .  1 7 5 0 - 0 2
2 . 1 9 3 1 9 2 7 15 6 8 1402 1 2 9 2 1210 1145 10 9 0 1044 0 .  1 7 7 0 - 0 2
2 . 2 1 7 1894 1541 1377 12 6 9 1188 1123 1 0 6 9 1023 0 . 1 8 0 0 - 0 2
2 . 2 4 2 1 8 6 3 1515 1353 1 2 4 6 1166 1103 1 0 5 0 1004 0 . 1 8 2 0 - 0 2
2 . 2 6 7 1832 1468 1328 12 2 3 1145 1082 1 0 3 0 985 0 . 1 8 5 0 - 0 2
. 2 . 2 9 3 1 8 0 2 1463 1305 1202 1124 1062 1011 9 6 6 0 . 1 8 7 0 - 0 2
2 . 3 2 0 1 7 7 2 1438 1203 1 1 8 0 1104 1043 9 9 2 9 4 8 0 . 1 9 0 0 - 0 2
2 . 3 4 e 1 7 4 3 1413 1260 1 1 5 9 1084 1024 974 931 0 . 1 9 2 0 - 0 2
2 . 3 7 6 1713 1388 1237 '1138 1063 1004 9 5 5 9 : 2 0 . 1 9 5 0 - 0 2
2 . 4 0 5 1685 1365 1216 1117 1044 985 9 3 7 895 0 .  1 9 8 0 - 0 2
2 . 4 3 4 16 5 7 1341 1194 1 0 9 7 1025 967 9 1 9 8 7 8 0 . 2 0 1 0 - 0 2
2 . 4 6 5 16 3 0 1318 1173 1 0 7 8 1006 949 9 0 2 861 0 , 2 0 3 0 - 0 2
2 . 4 9 6 1603 1296 1153 1 0 5 8 988 932 8 8 5 8 4 5 0 . 2 6 6 0 - 0 2
2 . 5 2 6 1 5 7 7 1273 1132 1 0 3 9 970 9 1 5 8 6 8 8 2 9 0 . 2 0 9 0 - 0 2
2 . 5 6 1 1 5 5 0 1251 1112 1021 • 9 5 2 8 9 8 8 5 2 8 1 3 0 . 2 1 2 0 - 0 2
2 . 5 9 5 1 5 2 5 1230 1093 1002 9 3 5 881 836 798 0 . 2 1 5 0 - 0 2
2 . 6 2 9 1 4 9 9 1208 1073 9 8 4 9 1 7 864 8 2 0 7 8 2 0 . 2 1 8 0 - 0 2
2 . 6 6 5 1474 1187 1054 9 6 6 901 8 4 8 804 767 0 . 2 2 1 0 - 0 2
2 . 7 0 2 1451 1168 1026 9 5 0 885 333 7 9 0 7 5 3 0 . 2 2 4 0 - 0 2
2 . 7 4 0 14 2 7 1148 1018 9 3 2 • 868 817 775 739 0 . 2 2 7 0 - 0 2
2 . 7 7 8 1403 1128 lOOO 9 1 5 852 802 7 6 0 724 0 . 2 3 0 0 - 0 2
2 . 8 1 8 1 3 7 9 n o s 982 8 9 8 8 3 6 787 746 710 0 . 2 3 4 0 - 0 2
2 . 8 5 9 1356 1088 964 8 8 2 821 772 731 6 9 6 0 . 2 3 7 0 - 0 2
2 . 9 0 2 1 3 3 4 1070 948 8 6 7 80 6 753 7 1 8 6 8 4 0 . 2 4 0 0 - 0 2
2 . 9 4 5 1 3 1 2 1052 931 851 791 744 7 0 4 6 7 0 0 . 2 4 4 0 - 0 2
2 . 9 9 0 12 9 0 1033 914 8 3 5 776 729 6 9 0 6 5 7 0 . 2 4 7 0 - 0 2
3 . 0 3 6 1 2 6 9 1016 898 821 763 716 6 7 8 6 4 5 0 . 2 5 0 0 - 0 2
3 . 0 8 3 12 4 8 9 9 8 832 80S 748 703 6 6 5 0 3 2 0 . 2 5 4 0 - 0 2
3 . 1 3 2 1 2 2 8 981 867 791 735 690 6 5 2 6 2 0 0 . 2 5 7 0 - 0 2
3 . 1 8 3 1 2 0 7 9 6 4 851 777 721 677 6 4 0 6 0 8 0 . 2 6  1 0 -0 2
3 . 2 3 4 11 8 7 9 4 8 836 7 6 3 708 664 6 2 8 5 9 7 0 . 2 6 5 0 - 0 2
3 .2 6 E 1167 931 821 7 4 9 6 9 5 651 6 1 6 5 8 5 0 . 2 6 8 0 - 0 2
3 . 3 4 3 1147 914 806 7 3 5 681 639 6 0 3 5 7 3 0 . 2 7 2 0 - 0 2
3 . 4 0 0 1129 8 9 9 792 7 2 2 6 6 9 6 2 7 5 9 2 5 6 2 0 . 2 7 6 0 - 0 2
3 . 4 5 8 1111 88 4 779 7 0 9 6 5 7 • 0 1 6 581 5 5 2 0 . 2 8 0 0 - 0 2
3 . 5 1 9 1092 8 6 8 764 6 9 6 6 4 5 6 0 4 5 7 0 541 0 . 2 8 4 0 - 0 2
3 . 5 8 1 1074 8 5 3 751 6 8 3 6 3 3 593 5 5 9 530 0 . 2 8 8 0 - 0 2
3 . 0 4 5 1056 8 3 8 737 6 7 0 621 581 5 4 8 520 0 . 2 9 2 0 - 0 2
3 . 7 1 2 1038 8 2 4 724 6 5 9 6 1 0 570 5 3 8 510 0 . 2 9 6 0 - 0 2
3 . 7 8 0 1022 8 1 0 712 6 4 7 599 5 6 0 5 2 8 5 0 0 0 . 3 0 0 0 - 0 2
3 . 0 5 1 1004 7 9 5 6 9 8 6 3 5 58 7 5 4 9 5 1 7 49 0 0 . 3 0 4 0 - 0 2
3 . 9 2 4 9 8 8 7 8 2 6 8 6 6 2 3 576 53 9 5 0 7 481 0 . 3 0 8 0 - 0 24.000 971 768 6 7 3 611 565 5 2 8 4 9 7 471 0 . 3 1 3 0 - 0 2
Table 6.1 NEQUI RED STURAoE ( Ü Y T E )  FO R 
WORD L E N Ü T h = 1 6  D I T S
f r a c t i o n a l  PA i<T = 7 u i t s
CHAPTER VII 
CONCLUSION AND FUTURE WORK
I t  i s  shown th e o re t ic a l ly  and experim entally  th a t  a logarithm ic addi­
t io n  e r ro r  i s  the sum m u ltip lied  by a random v a r ia b le  which has an approximate 
un ifo rm ity  o f p ro b a b il i ty  d is t r ib u t io n .  Formula i s  derived fo r  logarithm ic 
f i l t e r ' s  accumulated roundoff e r ro r s  (rounding and tru n ca tio n ) fo r  the  case 
o f s to c h a s tic  in p u t. The e r ro r  r a t i o  to  th e  ou tpu t i s  expressed in  term s of 
th e  f i l t e r  c o e f f ic ie n ts  and the  in p u t spectrum . Good agreement i s  made 
between the  th eo ry  and th e  experim ents except th e  extreme cases in  which th e  
logarithm ic number system has too  wide gap around ze ro . I f  the gap i s  w ide, 
underflow occurs o f te n . The accumulated roundoff e r ro r  comparison i s  made 
th e o re t ic a l ly  between f lo a tin g  p o in t f i l t e r s  and logarithm ic  f i l t e r s .  I t  i s  
shown th a t  th e  e r ro rs  of the logarithm ic  f i l t e r s  a re  much sm alle r. Several 
f i l t e r s  are  experim entally  te s te d  fo r  d e te rm in is tic  in p u ts  fo r  o v e ra ll e r ro r  
computations (c o e f f ic ie n ts  q u a n tiz a tio n , inpu t q u a n tiz a tio n , and accumulated 
roundoff e r ro rs  to g e th e r) fo r th e  comparison between logarithm ic f i l t e r s  and 
the  f lo a t in g  p o in t f i l t e r s ,  given th e  same number of b i t s  of a word and 
equal ranges fo r  bo th  of the number system s. The r e s u l ts  a re  a l l  in  favor 
o f th e  logarithm ic f i l t e r s .  A log a rith m ic  f i l t e r  design procedure is  given 
by choosing a  p a r t ic u la r  loga rithm ic  number system w hile i t  s a t i s f i e s  th e  
requirem ents o f th e  accumulated roundoff e r ro r  r a t i o ,  the memory u t i l i z a t io n ,  
the  speed , and th e  range.
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As th e  o v e ra ll f i l t e r  e r ro r  of c o e ff ic ie n t q u an tiza tio n , in p u t quantiza­
t io n ,  and accumulated roundoff e r ro r s  to g e th e r i s  computed in  Chapter V, the  
th e o re t ic a l  an a ly sis  should be made fo r  each o f the  inpu t q u an tiza tio n  and the  
c o e f f ic ie n t q u an tiza tio n  fo r  fu tu re  work. And i t  should be included  in  th e  
f i l t e r  design procedure of Chapter VI.
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