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We consider the solution to a stochastic heat equation. This so-
lution is a random function of time and space. For a fixed point in
space, the resulting random function of time, F (t), has a nontrivial
quartic variation. This process, therefore, has infinite quadratic vari-
ation and is not a semimartingale. It follows that the classical Itoˆ
calculus does not apply. Motivated by heuristic ideas about a possi-
ble new calculus for this process, we are led to study modifications
of the quadratic variation. Namely, we modify each term in the sum
of the squares of the increments so that it has mean zero. We then
show that these sums, as functions of t, converge weakly to Brownian
motion.
1. Introduction. Let u(t, x) denote the solution to the stochastic heat
equation ut =
1
2 uxx + W˙ (t, x), with initial conditions u(0, x)≡ 0, where W˙
is a space-time white noise on [0,∞)×R. That is,
u(t, x) =
∫
[0,t]×R
p(t− r,x− y)W (dr× dy),
where p(t, x) = (2πt)−1/2e−x2/2t is the heat kernel. Let F (t) = u(t, x), where
x ∈ R is fixed. In Section 2 we show that F is a centered Gaussian process
with covariance function
EF (s)F (t) = (2π)−1/2(|t+ s|1/2 − |t− s|1/2),
Received December 2005; revised March 2007.
1Supported in part by the VIGRE grants of both University of Washington and Uni-
versity of Wisconsin–Madison.
AMS 2000 subject classifications. Primary 60F17; secondary 60G15, 60G18, 60H05,
60H15.
Key words and phrases. Quartic variation, quadratic variation, stochastic partial differ-
ential equations, stochastic integration, long-range dependence, iterated Brownian motion,
fractional Brownian motion, self-similar processes.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2007, Vol. 35, No. 6, 2122–2159. This reprint differs from the original in
pagination and typographic detail.
1
2 J. SWANSON
and that F has a nontrivial quartic variation. That is, let Π = {0 = t0 < t1 <
t2 < · · ·}, where tj ↑∞, and suppose that |Π|= sup(tj − tj−1)<∞. If
VΠ(t) =
N(t)∑
j=1
|F (tj)−F (tj−1)|4,
where N(t) =max{j : tj ≤ t}, then
lim
|Π|→0
E
[
sup
0≤t≤T
∣∣∣∣VΠ(t)− 6π t
∣∣∣∣2]= 0.
(See Theorem 2.3.) It follows that F is not a semimartingale, so a stochastic
integral with respect to F cannot be defined in the classical Itoˆ sense. (It
should be remarked that for a large class of parabolic SPDEs, one obtains
better regularity results when the solution u is viewed as a process t 7→ u(t, ·)
taking values in Sobolev space, rather than for each fixed x. Denis [4] has
shown that such processes are in fact Dirichlet processes. Also see Krylov
[12].)
In this paper and its sequel, we wish to construct a stochastic integral with
respect to F which is a limit of discrete Riemann sums. This construction
is based on the heuristic ideas of Chris Burdzy, which were communicated
to me during my time as a graduate student. Before elaborating on this
construction, it is worth mentioning that, for fixed x, the process t 7→ u(t, x)
shares many properties with B1/4, the fractional Brownian motion (fBm)
with Hurst parameter H = 1/4. Several different stochastic integrals with
respect to fBm have been developed, and there is a wide literature on this
topic. See, for example, Decreusefond [3] and the references therein for a
survey of many of these constructions.
We consider discrete Riemann sums over a uniformly spaced time parti-
tion tj = j∆t, where ∆t= n
−1. Let ∆Fj = F (tj)− F (tj−1). Direct compu-
tations with the covariance function demonstrate that
E
⌊nt⌋∑
j=1
F (tj−1)∆Fj and E
⌊nt⌋∑
j=1
F (tj)∆Fj
both diverge, showing that left and right endpoint Riemann sums are unten-
able. We therefore consider Stratonovich-type Riemann sums. There are two
kinds of Stratonovich sums that one might consider. The first corresponds
to the so-called “trapezoid rule” of elementary calculus and is given by
ΦT (∆t) =
⌊nt⌋∑
j=1
1
2 (g
′(F (tj−1)) + g′(F (tj)))∆Fj ,
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where, for now, we take g to be a smooth function. The second corresponds
to the so-called “midpoint rule” and is given by
ΦM (∆t) =
⌊nt/2⌋∑
j=1
g′(F (t2j−1))(F (t2j)−F (t2j−2)).
The midpoint Riemann sum can also be computed using the value of the
integrand at points with even index, in which case we would consider
Φ̂M (∆t) =
⌊nt/2⌋∑
j=1
g′(F (t2j))(F (t2j+1)−F (t2j−1)).
Note that
ΦM(∆t) + Φ̂M(∆t) =
2⌊nt/2⌋+1∑
j=2
g′(F (tj−1))∆Fj +
2⌊nt/2⌋∑
j=1
g′(F (tj))∆Fj ,
so that ΦT (∆t) ≈ 12 (ΦM (∆t) + Φ̂M(∆t)), where “≈” means the difference
goes to zero uniformly on compacts in probability (ucp) as ∆t→ 0.
One approach to studying these Riemann sums is through a regularization
procedure developed by Russo, Vallois and coauthors [7, 8, 14, 15]. For
instance, to regularize the trapezoid sum, we define
ΦT (∆t, ε) =
∆t
2ε
⌊nt⌋−1∑
j=0
(g′(F (tj)) + g′(F (tj + ε)))(F (tj + ε)−F (tj)),
so that ΦT (∆t) = ΦT (∆t,∆t). We then consider
lim
ε→0 lim∆t→0
ΦT (∆t, ε)
(1.1)
= lim
ε→0
1
2ε
∫ t
0
(g′(F (s)) + g′(F (s+ ε)))(F (s+ ε)−F (s))ds.
If this limit exists in probability, it is called the symmetric integral and
is denoted by
∫
g′(F )d◦F . In the case that F = B1/4, Gradinaru, Russo
and Vallois [8] have shown that the symmetric integral exists, and is simply
equal to g(F (t))−g(F (0)). In fact, this result holds for any Hurst parameter
H > 1/6, which was proven independently by Gradinaru, Nourdin, Russo
and Vallois [7] and Cheridito and Nualart [2]. Similarly, we can regularize
the midpoint sum by defining
ΦM(∆t, ε) =
∆t
ε
⌊nt/2⌋∑
j=1
g′(F (t2j−1))(F (t2j−1 + ε)−F ((t2j−1− ε)∨ 0)).
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Again, ΦM(∆t) = ΦM (∆t,∆t), and this time we find that
lim
ε→0
lim
∆t→0
ΦM(∆t, ε)(1.2)
= lim
ε→0
1
2ε
∫ t
0
g′(F (s))(F (s+ ε)−F ((s− ε)∨ 0))ds.
Using a change of variables, we can see that the right-hand sides of equa-
tions (1.1) and (1.2) are equal. In other words, both the trapezoid and the
midpoint Riemann sums have the same limit under the regularization pro-
cedure.
It is natural to suspect that similar results hold when the regularization
procedure is abandoned and we work directly with the discrete Riemann
sums. To investigate this, let us consider the Taylor expansion
g(x+h1)− g(x+h2) =
4∑
j=1
1
j!
g(j)(x)(hj1−hj2)+R(x,h1)−R(x,h2),(1.3)
where
R(x,h) =
1
4!
∫ h
0
(h− t)4g(5)(x+ t)dt.
In particular, if M = sup |g(5)(t)|, where the supremum is taken over all t
between x and x+ h, then
|R(x,h)| ≤M |h|5/5!.(1.4)
Substituting x= F (t2j−1), h1 =∆F 2j , and h2 =−∆F 2j−1 into 1.3, we have
g(F (t2j))− g(F (t2j−2))
=
4∑
j=1
1
j!
g(j)(F (t2j−1))(∆F
j
2j − (−1)j∆F j2j−1)
+R(F (t2j−1),∆F 2j)−R(F (t2j−1),−∆F 2j−1).
Substituting this into the telescoping sum
g(F (t)) = g(F (0)) +
N∑
j=1
{g(F (t2j))− g(F (t2j−2))}
+ g(F (t))− g(F (t2N )),
where N = ⌊nt/2⌋, we have
ΦM (∆t) = g(F (t))− g(F (0))
− 12
N∑
j=1
g′′(F (t2j−1))(∆F 22j −∆F 22j−1)(1.5)
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− 16
N∑
j=1
g′′′(F (t2j−1))(∆F 32j +∆F
3
2j−1)− ε1 − ε2 − ε3,
with
ε1 =
1
24
N∑
j=1
g(4)(F (t2j−1))∆F 42j − 124
N∑
j=1
g(4)(F (t2j−1))∆F 42j−1,
ε2 =
N∑
j=1
R(F (t2j−1),∆F 2j)−
N∑
j=1
R(F (t2j−1),−∆F 2j−1),
ε3 = g(F (t))− g(F (t2N )).
By continuity, ε3→ 0 ucp. Using Theorem 2.3 and (1.4), we can show that,
under suitable assumptions on g, ε2→ 0 ucp. Similarly, using Theorem 2.3,
we can show that both summations in the definition of ε1 converge to
1
8π
∫ t
0
g(4)(F (s))ds,
so that ε1→ 0 ucp. As a result, we have
ΦM(∆t)≈ g(F (t))− g(F (0))− 12
N∑
j=1
g′′(F (t2j−1))(∆F 22j −∆F 22j−1)
(1.6)
− 16
N∑
j=1
g′′′(F (t2j−1))(∆F 32j +∆F
3
2j−1).
By similar reasoning, we also have
Φ̂M(∆t)≈ g(F (t))− g(F (0))− 12
N∑
j=1
g′′(F (t2j))(∆F 22j+1 −∆F 22j)
− 16
N∑
j=1
g′′′(F (t2j))(∆F 32j+1 +∆F
3
2j).
Taking the average of these two gives
ΦT (∆t)≈ g(F (t))− g(F (0)) + 14
⌊nt⌋∑
j=1
(g′′(F (tj))− g′′(F (tj−1)))∆F 2j
− 112
⌊nt⌋∑
j=1
g′′′(F (tj))(∆F 3j+1 +∆F
3
j ).
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Using the Taylor expansion f(b)−f(a) = 12 (f ′(a)+f ′(b))(b−a)+o(|b−a|2)
with f = g′′, we then have
ΦT (∆t)≈ g(F (t))− g(F (0)) + 124
⌊nt⌋∑
j=1
g′′′(F (tj))(∆F 3j+1 +∆F
3
j ),
which is the discrete analog of the expansion used in Gradinaru et al. [8].
In the sequel to this paper, which will be joint work with Chris Burdzy, we
will show that the results of Gradinaru et al. for third-order forward and
backward integrals extend to this discrete setting. That is, we will show that
lim
n→∞
⌊nt⌋∑
j=1
g′′′(F (tj))∆F 3j+1 =− limn→∞
⌊nt⌋∑
j=1
g′′′(F (tj))∆F 3j
=− 3
π
∫ t
0
g(4)(F (s))ds
ucp. Hence, in this discrete setting, we obtain the same result as Gradinaru
et al. That is, ΦT (∆t)→ g(F (t))− g(F (0)) ucp.
However, this is only for the trapezoid sum. In the discrete setting, with-
out regularization, the convergence of ΦT (∆t) no longer implies the conver-
gence of ΦM (∆t), and the results of Gradinaru et al. do not extend to the
discrete midpoint sum. We see from (1.6) that to investigate the convergence
of ΦM(∆t), we must investigate the convergence of
⌊nt/2⌋∑
j=1
g′′(F (t2j−1))(∆F 22j −∆F 22j−1).(1.7)
In Proposition 4.7, we show that, when g′′ ≡ 1, this sum converges in law
to κB, where κ is an explicit positive constant and B is a standard Brow-
nian motion, independent of F . This result suggests that we may define∫ t
0 g
′(F (s))dMF (s) as the limit, in law, of ΦM (∆t), and that this integral
satisfies the change-of-variables formula
g(F (t)) = g(F (0)) +
∫ t
0
g′(F (s))dMF (s) +
κ
2
∫ t
0
g′′(F (s))dB(s).(1.8)
The emergence of a classical Itoˆ integral as a correction term in this for-
mula shows that, unlike the trapezoid sum, the midpoint sum behaves quite
differently in the discrete setting than it does under the regularization pro-
cedure. In the case that g(x) = x2, equation (1.8) immediately follows from
the results in this paper. (See Corollary 4.8.) The extension of (1.8) to a
class of sufficiently smooth functions will be the subject of the sequel.
Note that, when g′′ ≡ 1, each summand in (1.7) is approximately mean
zero and has an approximate variance of ∆t. The convergence of this sum
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to Brownian motion will therefore follow as a special case of the main result
of this paper, Theorem 3.8, which is a Donsker-like invariance principle for
processes of the form
Bn(t) =
⌊nt⌋∑
j=1
σ2jhj(σ
−1
j ∆F j),
where {hj} is a sequence of random functions and σ2j =E∆F 2j . The precise
assumptions imposed on the functions {hj} are given in Assumption 3.1.
Essentially, the functions hj(x) must grow no faster than |x|2 and must be
chosen so that each of the above summands has mean zero. According to
Theorem 3.8, the sequence {Bn} converges in law to a Brownian motion,
independent of F , provided that the variance of the increments of Bn con-
verge. In Section 4 we present several examples where the hypotheses of
Theorem 3.8 can be verified by straightforward calculations. Chief among
these examples is the case hj(x) = (−1)j(x2−1), which gives us Proposition
4.7.
The proof of Theorem 3.8 relies, in part, on the fact that F is a Gaussian
process whose increments have covariances which decay polynomially. It
should be remarked, however, that this decay rate is too slow for existing
mixing results such as those in Herrndorf [9], or existing CLTs such as that
in Bulinski [1], to be applicable. Instead, we shall appeal to the additional
structure that F possesses. Namely, in the proof of Lemma 3.6, we make
significant use of the fact that F has a stochastic integral representation as
the convolution of a deterministic kernel against a space-time white noise.
It should be emphasized that the conjectured convergence of ΦM (∆t) for
general functions g is only in law, so that the stochastic calculus which
would result from (1.8) would be somewhat different from the usual flavors
of stochastic calculus we are used to considering. It is also worth mentioning
that the midpoint Riemann sum is not unique in its ability to generate an
independent Brownian noise term. Such a term appears, for example, in
the study of the asymptotic error for the Euler scheme for SDEs driven by
Brownian motion (see Jacod and Protter [10]). An independent Brownian
noise term is also generated by the trapezoid Riemann sum when it is applied
to fractional Brownian motion B1/6. In [7] and [2], it is shown that the
symmetric integral
∫
(B1/6)
2 d◦B1/6 does not exist. In fact, the variances of
the regularized approximations explode. The same is not true for the discrete
trapezoid sums. In fact, for any continuous process X ,
X(t)3 ≈X(0)3 +
⌊nt⌋∑
j=1
(X(tj)
3 −X(tj−1)3)
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=X(0)3 +
⌊nt⌋∑
j=1
∆Xj(X(tj)
2 +X(tj)X(tj−1) +X(tj−1)2)
=X(0)3 +
⌊nt⌋∑
j=1
∆Xj
(
3
2
(X(tj)
2 +X(tj−1)2)− 1
2
∆X2j
)
=X(0)3 +3
⌊nt⌋∑
j=1
X(tj)
2 +X(tj−1)2
2
∆Xj − 1
2
⌊nt⌋∑
j=1
∆X3j .
Nualart and Ortiz [13] have shown that, for X = B1/6, this last sum con-
verges in law to a Brownian motion. This illustrates yet another way in
which the discrete approach differs from the regularization method.
2. The quartic variation of F . Define the Hilbert space H = L2(R2) and
construct a centered Gaussian process, I(h), indexed by h ∈H , such that
E[I(g)I(h)] =
∫
gh. Recall that p(t, x) = (2πt)−1/2 e−x
2/2t and for a fixed
pair (t, x), let htx(r, y) = 1[0,t](r)p(t− r,x− y) ∈H . Then
F (t) = u(t, x) =
∫
[0,t]×R
p(t− r,x− y)W (dr× dy) = I(htx).(2.1)
Since F is a centered Gaussian process, its law is determined by its covari-
ance function, which is given in the following lemma. We also derive some
needed estimates on the increments of F .
Lemma 2.1. For all s, t∈ [0,∞),
EF (s)F (t) =
1√
2π
(|t+ s|1/2 − |t− s|1/2).(2.2)
If 0≤ s < t, then
∣∣∣∣E|F (t)− F (s)|2 −
√
2(t− s)
π
∣∣∣∣≤ 1t3/2 |t− s|2.(2.3)
For fixed ∆t > 0, define tj = j∆t, and let ∆F j = F (tj)−F (tj−1). If i, j ∈N
with i < j, then
∣∣∣∣E[∆F i∆F j ] +
√
∆t
2π
γj−i
∣∣∣∣≤ 1(ti + tj)3/2 ∆t2,(2.4)
where γj = 2
√
j −√j − 1−√j +1.
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Proof. For (2.2), we may assume s≤ t. By (2.1),
E[F (s)F (t)] =
∫
R
∫ s
0
p(t− r,x− y)p(s− r,x− y)dr dy
=
∫ s
0
(2π)−1√
(t− r)(s− r)
∫
R
exp
{
−(x− y)
2
2(t− r) −
(x− y)2
2(s− r)
}
dy dr
=
∫ s
0
(2π)−1√
(t− r)(s− r)
∫
R
exp
{
−(x− y)
2(t+ s− 2r)
2(t− r)(s− r)
}
dy dr.
Since (2π)−1/2
∫
exp{−(x− y)2/2c}dy =√c, we have
E[F (s)F (t)] =
1√
2π
∫ s
0
1√
t+ s− 2r dr =
1√
2π
(|t+ s|1/2 − |t− s|1/2),
which verifies the formula.
For (2.3), let 0≤ s < t. Then (2.2) implies
E|F (t)− F (s)|2 = 1√
π
(
√
t+
√
s−√2t+2s+√2t− 2s).(2.5)
Thus, ∣∣∣∣E|F (t)−F (s)|2 −
√
2(t− s)
π
∣∣∣∣= 1√π |√t+√s−√2t+ 2s|
=
1√
π
∣∣∣∣ (
√
t−√s)2√
t+
√
s+
√
2t+2s
∣∣∣∣,
which gives∣∣∣∣E|F (t)−F (s)|2 −
√
2(t− s)
π
∣∣∣∣≤ (
√
t−√s)2√
π (1 +
√
2)
√
t
=
|t− s|2√
π (1 +
√
2)
√
t (
√
t+
√
s)2
.
Hence, ∣∣∣∣E|F (t)− F (s)|2 −
√
2(t− s)
π
∣∣∣∣≤ 1√π (1 +√2)t3/2 |t− s|2,(2.6)
which proves (2.3).
Finally, for (2.4), fix i < j. Observe that for any k ≥ i,
E[F (tk)∆F i] = E[F (tk)F (ti)−F (tk)F (ti−1)]
=
1√
2π
(
√
tk + ti −
√
tk − ti−
√
tk + ti−1 +
√
tk − ti−1)
=
√
∆t
2π
(
√
k+ i−
√
k− i−
√
k+ i− 1 +
√
k− i+1).
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Thus,
E[∆F i∆F j] = E[F (tj)∆F i]−E[F (tj−1)∆F i]
=
√
∆t
2π
(
√
j + i−√j − i−√j + i− 1 +√j − i+1
−√j + i− 1 +√j − i− 1 +√j + i− 2−√j − i),
which simplifies to
E[∆F i∆F j ] =−
√
∆t
2π
(γj+i−1 + γj−i).(2.7)
The strict concavity of x 7→ √x implies that γk > 0 for all k ∈ N. Also, if
we write γk = f(k − 1) − f(k), where f(x) =
√
x+1 − √x, then for each
k ≥ 2, the mean value theorem gives γk = |f ′(k − θ)| for some θ ∈ [0,1].
Since |f ′(x)| ≤ x−3/2/4, we can easily verify that for all k ∈N,
0< γk ≤ 1√
2k3/2
.(2.8)
Since j + i− 1≥ (j + i)/2, we have∣∣∣∣E[∆F i∆F j] +
√
∆t
2π
γj−i
∣∣∣∣≤
√
∆t
2π
1√
2 ((j + i)/2)3/2
=
√
2∆t
π
1
(i+ j)3/2
,
and this proves (2.4). 
By (2.2), the law of F (t) = u(t, x) does not depend on x. We will therefore
assume that x= 0. Note that (2.6) implies
π−1/2
√
∆t≤E∆F 2j ≤ 2
√
∆t(2.9)
for all j ≥ 1. In particular, since F is Gaussian, we have E|F (t)−F (s)|4n ≤
Cn|t− s|n for all n. By the Kolmogorov–Cˇentsov theorem (see, e.g. Theo-
rem 2.2.8 in [11]), F has a modification which is locally Ho¨lder continuous
with exponent γ for all γ ∈ (0,1/4). We will henceforth assume that we are
working with such a modification. 
Also note that (2.7) and (2.8) together imply
− 2∆t
2
(tj − ti)3/2
=− 2
√
∆t
(j − i)3/2 ≤E[∆F i∆F j]< 0
for all 1≤ i < j. In other words, the increments of F are negatively correlated
and we have a polynomial bound on the rate of decay of this correlation.
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For future reference, let us combine these results into the following single
inequality: for all i, j ∈N,
|E[∆F i∆F j]| ≤ 2
√
∆t
|i− j|∼3/2 ,(2.10)
where we have adopted the notation x∼r = (x ∨ 1)r. In fact, with a little
more work, we have the following general result.
Lemma 2.2. For all 0≤ s < t≤ u < v,
|E[(F (v)− F (u))(F (t)−F (s))]| ≤
√
2
π
|t− s||v− u|
|u− s|√v− t .(2.11)
Proof. Fix 0≤ s < t. For any r > t, define
f(r) =E[F (r)(F (t)−F (s))] = 1√
2π
(
√
r+ t−√r− t−√r+ s+√r− s).
Then
f ′(r) =
1
2
√
2π
(√
r+ s−√r+ t√
(r+ t)(r+ s)
−
√
r− s−√r− t√
(r− t)(r− s)
)
.
Since ∣∣∣∣
√
r± s−√r± t√
(r± t)(r± s)
∣∣∣∣≤ |t− s|√r− t |r− s| ,
we have
|E[(F (v)−F (u))(F (t)− F (s))]| ≤ 1√
2π
∫ v
u
|t− s|√
r− t |r− s| dr
≤ 1√
2π
|t− s|
|u− s|
∫ v
u
1√
r− t dr
=
√
2
π
|t− s|
|u− s| (
√
v− t−√u− t)
≤
√
2
π
|t− s||v− u|
|u− s|√v− t
whenever 0≤ s < t≤ u < v. 
Theorem 2.3. Let
VΠ(t) =
N(t)∑
j=1
|F (tj)−F (tj−1)|4,
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where Π = {0 = t0 < t1 < t2 < · · ·} is a partition of [0,∞), that is, tj ↑ ∞
and N(t) =max{j : tj ≤ t}. Let |Π|= sup(tj − tj−1)<∞. Then
lim
|Π|→0
E
[
sup
0≤t≤T
∣∣∣∣VΠ(t)− 6π t
∣∣∣∣2]= 0
for all T > 0.
Proof. Since VΠ is monotone, it will suffice to show that VΠ(t)→ 6t/π
in L2 for each fixed t. In what follows, C is a finite, positive constant that
may change value from line to line. Fix t≥ 0 and let N =N(t). For each j,
let ∆F j = F (tj)− F (tj−1), σ2j =E∆F 2j , and ∆tj = tj − tj−1. Note that
VΠ(t) =
N∑
j=1
(∆F 4j − 3σ4j ) +
N∑
j=1
(
3σ4j −
6
π
∆tj
)
+
6
π
(tN − t).
By (2.3),∣∣∣∣3σ4j − 6π∆tj
∣∣∣∣= 3∣∣∣∣σ2j +
√
2∆tj
π
∣∣∣∣∣∣∣∣σ2j −
√
2∆tj
π
∣∣∣∣≤ C
t
3/2
j
∆t
5/2
j ≤
C
t
3/4
j
∆t
7/4
j .
Thus, ∣∣∣∣∣
N∑
j=1
(
3σ4j −
6
π
∆tj
)∣∣∣∣∣≤C|Π|3/4
N∑
j=1
∆tj
t
3/4
j
,(2.12)
which tends to zero as |Π| → 0 since ∫ t0 x−3/4 dx <∞.
To complete the proof, we will need the following fact about Gaussian
random variables. Let X1,X2 be mean zero, jointly normal random variables
with variances σ2j . If ρ= (σ1σ2)
−1E[X1X2], then
E[X41X
4
2 ] = σ
4
1σ
4
2(24ρ
4 + 72ρ2 +9).(2.13)
Applying this in our context, let ρij = (σiσj)
−1E[∆F i∆F j ] and write
E
∣∣∣∣∣
N∑
j=1
(∆F 4j − 3σ4j )
∣∣∣∣∣
2
≤
N∑
i=1
N∑
j=1
|E[(∆F 4i − 3σ4i )(∆F 4j − 3σ4j )]|
=
N∑
i=1
N∑
j=1
|E[∆F 4i∆F 4j ]− 9σ4i σ4j |.
Then by (2.13), we have
E
∣∣∣∣∣
N∑
j=1
(∆F 4j − 3σ4j )
∣∣∣∣∣
2
≤ C
N∑
i=1
N∑
j=1
σ4i σ
4
jρ
2
ij
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= C
N∑
i=1
N∑
j=1
σ2i σ
2
j |E[∆F i∆F j]|2
≤ C
N∑
i=1
N∑
j=1
∆t
1/2
i ∆t
1/2
j |E[∆F i∆F j ]|2.
By Ho¨lder’s inequality, |E[∆F i∆F j]|2 ≤ ∆t1/2i ∆t1/2j , so it will suffice to
show that
N−2∑
i=1
N∑
j=i+2
∆t
1/2
i ∆t
1/2
j |E[∆F i∆F j]|2→ 0
as |Π| → 0. For this, suppose j > i+1. By (2.11),
|E[∆F i∆F j]|2 ≤
C∆t2i∆t
2
j
|tj−1 − ti−1|2|tj − ti|
≤ C∆t
1/2
i ∆t
5/4
j
|tj−1 − ti−1|1/2|tj − ti|1/4
≤ C|Π|3/4 ∆t
1/2
i ∆t
1/2
j
|tj−1− ti|3/4
.
Hence,
N−2∑
i=1
N∑
j=i+2
∆t
1/2
i ∆t
1/2
j |E[∆F i∆F j ]|2
≤C|Π|3/4
N−2∑
i=1
N∑
j=i+2
|tj−1 − ti|−3/4∆ti∆tj,
which tends to zero as |Π| → 0 since ∫ t0 ∫ t0 |x− y|−3/4 dxdy <∞. 
3. Main result. Let us now specialize to the uniform partition. That is,
for fixed n ∈N, let ∆t= n−1, tj = j∆t and ∆F j = F (tj)−F (tj−1). We wish
to consider sums of the form
∑⌊nt⌋
j=1 gj(∆F j), where {gj} is a sequence of ran-
dom functions. We will write these functions in the form gj(x) = σ
2
jhj(σ
−1
j x),
where σ2j =E∆F
2
j .
Assumption 3.1. Let {hj(x) :x ∈ R} be a sequence of independent
stochastic processes which are almost surely continuously differentiable. As-
sume there exists a constant L such that Ehj(0)
2 ≤ L and Eh′j(0)2 ≤ L for
all j. Also assume that for each j,
|h′j(x)− h′j(y)| ≤Lj |x− y|(3.1)
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for all x, y ∈R, where EL2j ≤ L. Finally, assume that
Ehj(X) = 0(3.2)
and
|Ehi(X)hj(Y )| ≤ L|ρ|(3.3)
whenever X and Y which are independent of {hj} and are jointly normal
with mean zero, variance one, and covariance ρ=EXY .
Remark 3.2. We may assume that each Lj is σ(hj)-measurable. In
particular, {Lj} is a sequence of independent random variables. Also, since
Eh′j(0)
2 ≤ L, we may assume that
|h′j(x)| ≤ Lj(1 + |x|)(3.4)
for all j. Similarly, since Ehj(0)
2 ≤ L, we may assume that
|hj(x)| ≤ Lj(1 + |x|2)(3.5)
for all j.
Lemma 3.3. Let {hj} satisfy Assumption 3.1. Let X1, . . . ,X4 be mean
zero, jointly normal random variables, independent of the sequence {hj},
such that EX2j = 1 and ρij =EXiXj . Then there exists a finite constant C,
that depends only on L, such that∣∣∣∣∣E
4∏
j=1
hj(Xj)
∣∣∣∣∣≤C
(
|ρ12ρ34|+ 1√
1− ρ212
max
i≤2<j
|ρij|
)
(3.6)
whenever |ρ12|< 1. Moreover,∣∣∣∣∣E
4∏
j=1
hj(Xj)
∣∣∣∣∣≤C max2≤j≤4 |ρ1j |.(3.7)
Furthermore, there exists ε > 0 such that∣∣∣∣∣E
4∏
j=1
hj(Xj)
∣∣∣∣∣≤CM2(3.8)
whenever M =max{|ρij | : i 6= j}< ε.
Proof. In the proofs in this section, C will denote a finite, positive
constant that depends only on L, which may change value from line to line.
Let us first record some observations. By (3.4), with probability one,
|hj(y)− hj(x)|=
∣∣∣∣∫ 1
0
(y − x)h′j(x+ t(y − x))dt
∣∣∣∣
(3.9)
≤ Lj |y − x|(1 + |x|+ |y− x|).
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Also,
hj(y)− hj(x)− (y− x)h′j(x)
=
∫ 1
0
(y − x)(h′j(x+ t(y − x))− h′j(x))dt,
so by (3.1),
|hj(y)− hj(x)− (y − x)h′j(x)| ≤ |y− x|
∫ 1
0
Ljt|y − x|dt
(3.10)
≤ Lj|y − x|2
for all x, y ∈R. Also, by (3.4) and (3.5), if we define a stochastic process on
R
n by G(x) =
∏n
j=1 hj(xj), then G is almost surely continuously differen-
tiable with |∂jG(x)| ≤C(
∏n
j=1Lj)(1 + |x|2n−1). Hence,
|G(y)−G(x)|=
∣∣∣∣∫ t
0
d
dt
G(x+ t(y − x))dt
∣∣∣∣
=
∣∣∣∣∫ t
0
(y− x) · ∇G(x+ t(y − x))dt
∣∣∣∣(3.11)
≤ C
(
n∏
j=1
Lj
)
n|y− x|(1 + |x|2n−1 + |y − x|2n−1)
for all x, y ∈Rn.
Now let Y1 = (X1,X2)
T and Y2 = (X3,X4)
T . If |ρ12| < 1, then we may
define the matrix A= (EY2Y
T
1 )(EY1Y
T
1 )
−1. Note that
|A| ≤ C√
1− ρ212
max
i≤2<j
|ρij |.(3.12)
Let Y¯2 = Y2 −AY1, so that EY¯2Y T1 = 0, which implies Y¯2 and Y1 are inde-
pendent, and define stochastic processes on R2 by
Fij(x) = hi(x1)hj(x2),
so that
∏4
j=1 hj(Xj) = F12(Y1)F34(Y2).
Also define X¯ = (X2,X3,X4)
T and c= (ρ12, ρ13, ρ14)
T . Note that X1 and
X¯ − cX1 are independent. Define a process on R3 by
F (x) = h2(x1)h3(x2)h4(x3),
so that
∏4
j=1 hj(Xj) = h1(X1)F (X¯).
Let Σ = EX¯X¯T . If M is sufficiently small, then Σ is invertible, we may
define a=Σ−1c, and we have |a| ≤CM and |aT c| ≤CM2 < 3/4. Note that
aT c=E|aT X¯|2 ≥ 0. Let σ = (1− aT c)−1/2 so that 1≤ σ < 2 and
σ− 1 = 1− σ
−1
σ−1
<
2aT c
1 + σ−1
< 2aT c.(3.13)
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Define U = σ(X1 − aT X¯). Note that
E[UX¯T ] = σ(cT − aTΣ) = 0,
so that U and X¯ are independent. Hence,
σ2 =E(σX1)
2 =EU2 + σ2E|aT X¯ |2 =EU2 + σ2aT c,
so that U is normal with mean zero and variance one.
For the proof of (3.6), we have
E
4∏
j=1
hj(Xj) =E[F12(Y1)F34(Y¯2)] +E[F12(Y1)(F34(Y2)− F34(Y¯2))]
(3.14)
=EF12(Y1)EF34(Y¯2) +E[F12(Y1)(F34(Y2)−F34(Y¯2))]
and
EF34(Y¯2) =EF34(Y2)−E[F34(Y2)−F34(Y¯2)].(3.15)
By (3.11),
|F34(Y2)−F34(Y¯2)| ≤CL3L4|AY1|(1 + |Y2|3 + |AY1|3).
Note that EL23L
2
4 = EL
2
3EL
2
4 ≤ L2. Also, since E|Y2|2 = E|Y¯2|2 + E|AY1|2,
we see that the components of AY1 are jointly normal with mean zero and
a variance which is bounded by a constant independent of {ρij}. Hence,
Ho¨lder’s inequality gives
E|F34(Y2)−F34(Y¯2)|2 ≤ C|A|2(E|Y1|4)1/2(1 +E|Y2|12 +E|AY1|12)1/2
≤ C|A|2.
By (3.12),
(E|F34(Y2)− F34(Y¯2)|2)1/2 ≤ C√
1− ρ212
max
i≤2<j
|ρij |.(3.16)
Hence, by (3.15),
|EF34(Y¯2)| ≤ |EF34(Y2)|+ C√
1− ρ212
max
i≤2<j
|ρij |.(3.17)
Note that (3.5) implies E|F12(Y1)|2 ≤ C. Therefore, using (3.14), (3.15),
(3.16) and Ho¨lder’s inequality, we have∣∣∣∣∣E
4∏
j=1
hj(Xj)
∣∣∣∣∣≤ |EF12(Y1)EF34(Y2)|+ C√1− ρ212 maxi≤2<j |ρij |.
By (3.3), this completes the proof of (3.6).
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For (3.7), we have
E
4∏
j=1
hj(Xj) =Eh1(X1)EF (X¯ − cX1)
+E[h1(X1)(F (X¯)−F (X¯ − cX1))].
Since X1 and X¯ − cX1 are independent, (3.2) gives
E
4∏
j=1
hj(Xj) =E[h1(X1)(F (X¯)−F (X¯ − cX1))].(3.18)
By Ho¨lder’s inequality and (3.5),∣∣∣∣∣E
4∏
j=1
hj(Xj)
∣∣∣∣∣≤C(E|F (X¯)−F (X¯ − cX1)|2)1/2.
By (3.11),
|F (X¯)− F (X¯ − cX1)| ≤C
(
4∏
j=2
Lj
)
|cX1|(1 + |X¯ |5 + |cX1|5).
Hence,
E|F (X¯)− F (X¯ − cX1)|2 ≤C|c|2,
which gives ∣∣∣∣∣E
4∏
j=1
hj(Xj)
∣∣∣∣∣≤C|c|,
and proves (3.7).
Finally, for (3.8), we begin with an auxiliary result. Note that
E
[
X2
4∏
j=2
hj(Xj)
]
= E[X2h2(X2)]EF34(Y¯2)
+E[X2h2(X2)(F34(Y2)−F34(Y¯2))].
By Ho¨lder’s inequality and (3.5),∣∣∣∣∣E
[
X2
4∏
j=2
hj(Xj)
]∣∣∣∣∣≤C|EF34(Y¯2)|+C(E|F34(Y2)−F34(Y¯2)|2)1/2.
If M is sufficiently small, then |ρ12| ≤ C < 1. Hence, by (3.16), (3.17), and
(3.3), ∣∣∣∣∣E
[
X2
4∏
j=2
hj(Xj)
]∣∣∣∣∣≤CM.
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It now follows by symmetry that∣∣∣∣∣E
[
vT X¯
4∏
j=2
hj(Xj)
]∣∣∣∣∣≤C|v|M(3.19)
for any v ∈R3.
Returning to the proof of (3.8), since (3.2) implies Eh1(U) = 0 and U and
X¯ are independent, we have
E
4∏
j=1
hj(Xj) = E[(h1(X1)− h1(U)− (X1 −U)h′1(U))F (X¯)]
+E[(X1 −U)h′1(U)F (X¯)].
By (3.10),
|h1(X1)− h1(U)− (X1 −U)h′1(U)| ≤ L1|X1 −U |2.
By (3.13), |1− σ| ≤CaT c≤C|a|M , so that
|X1 −U |= |(1− σ)X1 + aT X¯| ≤C|a|(M |X1|+ |X¯|).
Hence, using Ho¨lder’s inequality and (3.5), we have∣∣∣∣∣E
4∏
j=1
hj(Xj)
∣∣∣∣∣≤ C(E|X1 −U |4)1/2 + |E[(X1 −U)h′1(U)F (X¯)]|
(3.20)
≤ C|a|2 + |E[(X1 −U)h′1(U)F (X¯)]|.
To estimate the second term, note that
E[(X1−U)h′1(U)F (X¯)] = (1−σ)E[X1h′1(U)F (X¯)]+Eh′1(U) ·E[aT X¯F (X¯)].
Therefore, by (3.4), (3.5), (3.13) and (3.19),
|E[(X1 −U)h′1(U)F (X¯)]| ≤C|1− σ|+C|a|M ≤C|a|M.
Combining this with (3.20) and recalling that |a| ≤CM completes the proof
of (3.8). 
Corollary 3.4. Let {hj} be independent of F and satisfy Assumption
3.1. For k ∈N4 with k1 ≤ · · · ≤ k4, define
∆k =
4∏
j=1
σ2kjhkj (σ
−1
kj
∆F kj),(3.21)
where σ2j =E∆F
2
j . Let x
∼r = (x∨ 1)r. Then there exists a finite constant C
such that
|E∆k| ≤ C∆t
2
(k4 − k3)∼3/2
and |E∆k| ≤ C∆t
2
(k2 − k1)∼3/2
.(3.22)
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Moreover,
|E∆k| ≤C
(
1
(k4 − k3)∼3/2(k2 − k1)∼3/2
+
1
(k3 − k2)∼3/2
)
∆t2(3.23)
and
|E∆k| ≤ C∆t
2
m∼3
,(3.24)
where m=min{ki+1 − ki : 1≤ i < 4}.
Proof. Let Xj = σ
−1
kj
∆F kj . By (2.9) and (2.10), we have
|ρij |= |E[XiXj ]|= σ−1ki σ−1kj |E[∆F ki∆F kj ]| ≤
2
√
π
|ki − kj |∼3/2
.
Also,
|E∆k|=
(
4∏
j=1
σ2kj
)∣∣∣∣∣E
[
4∏
j=1
hkj(Xj)
]∣∣∣∣∣.
This, together with (3.7) and symmetry, yields (3.22).
For (3.23), first note that Ho¨lder’s inequality and (3.5) give the trivial
bound |E∆k| ≤C∆t2. Hence, we may assume that at least one of k4−k3 and
k2− k1 is large. Specifically, by symmetry, we may assume that k2− k1 ≥ 4.
In this case, |ρ12| ≤
√
π/4< 1. Hence, (3.6) gives(
4∏
j=1
σ2kj
)∣∣∣∣∣E
[
4∏
j=1
hkj (Xj)
]∣∣∣∣∣≤C
(
4∏
j=1
σ2kj
)(
|ρ12ρ34|+ 1√
1− ρ212
max
i≤2<j
|ρij |
)
and (3.23) is immediate.
As above, we may assume in proving (3.24) that m is large. Therefore,
we can assume that M =max{|ρij | : i 6= j}< ε. Hence, (3.8) implies(
4∏
j=1
σ2kj
)∣∣∣∣∣E
[
4∏
j=1
hkj (Xj)
]∣∣∣∣∣≤C
(
4∏
j=1
σ2kj
)
M2,
which proves (3.24). 
Proposition 3.5. With notation as in Corollary 3.4, let
Bn(t) =
⌊nt⌋∑
j=1
σ2jhj(σ
−1
j ∆F j).(3.25)
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If {hj} is independent of F and satisfies Assumption 3.1, then there exists
a constant C such that
E|Bn(t)−Bn(s)|4 ≤C
(⌊nt⌋ − ⌊ns⌋
n
)2
(3.26)
for all 0 ≤ s < t and all n ∈ N. The sequence {Bn} is therefore relatively
compact in the Skorohod space DR[0,∞).
Proof. To prove (3.26), observe that
E|Bn(t)−Bn(s)|4 =E
∣∣∣∣∣
⌊nt⌋∑
j=ns+1
σ2jhj(σ
−1
j ∆F j)
∣∣∣∣∣
4
.
Let
S = {k ∈N4 : ⌊ns⌋+ 1≤ k1 ≤ · · · ≤ k4 ≤ ⌊nt⌋}.
For k ∈ S, define hi = ki+1 − ki and let
M =M(k) =max(h1, h2, h3),
m=m(k) =min(h1, h2, h3),
c= c(k) =med(h1, h2, h3),
where “med” denotes the median function. For i ∈ {1,2,3}, let Si = {k ∈
S :hi = M}. Define N = ⌊nt⌋ − (⌊ns⌋ + 1) and for j ∈ {0,1, . . . ,N}, let
Sji = {k ∈ Si :M = j}. Further define T ℓi = T j,ℓi = {k ∈ Sji :m= ℓ} and V νi =
V j,ℓ,νi = {k ∈ T ℓi : c= ν}.
Recalling (3.21), we now have
E
∣∣∣∣∣
⌊nt⌋∑
j=⌊ns⌋+1
σ2jhj(σ
−1
j ∆F j)
∣∣∣∣∣
4
≤ 4!
∑
k∈S
|E∆k| ≤ 4!
3∑
i=1
∑
k∈Si
|E∆k|.(3.27)
Observe that ∑
k∈Si
|E∆k|=
N∑
j=0
∑
k∈Sj
i
|E∆k|(3.28)
and ∑
k∈Sj
i
|E∆k|=
⌊√j⌋∑
ℓ=0
∑
k∈T ℓ
i
|E∆k|+
j∑
ℓ=⌊√j⌋+1
∑
k∈T ℓ
i
|E∆k|.(3.29)
Begin by considering the first summation. Suppose 0≤ ℓ≤ ⌊√j⌋ and write
∑
k∈T ℓ
i
|E∆k|=
j∑
ν=ℓ
∑
k∈V ν
i
|E∆k|.
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Fix ν and let k ∈ V νi be arbitrary. If i = 1, then j =M = h1 = k2 − k1. If
i= 3, then j =M = h3 = k4 − k3. In either case, (3.22) gives
|E∆k| ≤C 1
j∼3/2
∆t2 ≤C
(
1
(ℓν)∼3/2
+
1
j∼3/2
)
∆t2.
If i = 2, then j =M = h2 = k3 − k2 and ℓν = h3h1 = (k4 − k3)(k2 − k1).
Hence, by (3.23),
|E∆k| ≤C
(
1
(ℓν)∼3/2
+
1
j∼3/2
)
∆t2.
Now choose i′ 6= i such that hi′ = ℓ. With i′ given, k is determined by ki. Since
there are two possibilities for i′ and N+1 possibilities for ki, |V νi | ≤ 2(N+1).
Therefore,
⌊√j⌋∑
ℓ=0
∑
k∈T ℓ
i
|E∆k| ≤C(N +1)
⌊√j⌋∑
ℓ=0
j∑
ν=ℓ
(
1
(ℓν)∼3/2
+
1
j∼3/2
)
∆t2
≤C(N +1)
⌊√j⌋∑
ℓ=0
(
1
ℓ∼3/2
+
1
j∼1/2
)
∆t2
≤C(N +1)∆t2.
For the second summation, suppose ⌊√j⌋+1≤ ℓ≤ j. (In particular, j ≥ 1.)
In this case, if k ∈ T ℓi , then ℓ =m = min{ki+1 − ki : 1 ≤ i < 4}, so that by
(3.24),
|E∆k| ≤C 1
ℓ∼3
∆t2.
Since |T ℓi |=
∑j
ν=ℓ |V νi | ≤ 2(N + 1)j, we have
j∑
ℓ=
√
j+1
∑
k∈T ℓ
i
|E∆k| ≤C(N +1)j
j∑
ℓ=⌊√j⌋+1
1
ℓ∼3
∆t2
≤C(N +1)j
(∫ ∞
⌊√j⌋
1
x3
dx
)
∆t2
≤C(N +1)∆t2.
We have thus shown that
∑
k∈Sj
i
|E∆k| ≤C(N + 1)∆t2.
Using (3.27)–(3.29), we have
E
∣∣∣∣∣
⌊nt⌋∑
j=⌊ns⌋+1
σ2jhj(σ
−1
j ∆F j)
∣∣∣∣∣
4
≤C
N∑
j=0
(N + 1)∆t2 =C
(⌊nt⌋ − ⌊ns⌋
n
)2
,
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which is (3.26).
To show that a sequence of cadlag processes {Xn} is relatively compact,
it suffices to show that for each T > 1, there exist constants β > 0, C > 0,
and θ > 1 such that
MX(n, t, h) =E[|Xn(t+ h)−Xn(t)|β |Xn(t)−Xn(t− h)|β ]≤Chθ(3.30)
for all n ∈N, all t∈ [0, T ] and all h ∈ [0, t]. (See, e.g., Theorem 3.8.8 in [6].)
Taking β = 2 and using (3.26) together with Ho¨lder’s inequality gives
MB(n, t, h)≤C
(⌊nt+ nh⌋ − ⌊nt⌋
n
)(⌊nt⌋ − ⌊nt− nh⌋
n
)
.
If nh < 1/2, then the right-hand side of this inequality is zero. Assume
nh≥ 1/2. Then
⌊nt+ nh⌋ − ⌊nt⌋
n
≤ nh+ 1
n
≤ 3h.
The other factor is similarly bounded, so that MB(n, t, h)≤Ch2. 
Let us now introduce the filtration
Ft = σ{W (A) :A⊂R× [0, t],m(A)<∞},
where m denotes Lebesgue measure on R2. Recall that
F (t) =
∫
[0,t]×R
p(t− r, y)W (dr× dy)(3.31)
so that F is adapted to {Ft}. Also, given constants 0≤ τ ≤ s≤ t, we have
E[F (t)|Fτ ] =
∫
[0,τ ]×R
p(t− r, y)W (dr× dy)
and
E|E[F (t)− F (s)|Fτ ]|2 =
∫ τ
0
∫
R
|p(t− r, y)− p(s− r, y)|2 dy dr.
As in the proof of Lemma 2.1,∫ τ
0
∫
R
p(t− r, y)p(s− r, y)dy dr= 1√
2π
(|t+ s|1/2 − |(t− u) + (s− u)|1/2).
Therefore, using (2.5), we can verify that
E|E[F (t)−F (s)|Fτ ]|2 =E|F (t)−F (s)|2 −E|F (t− τ)− F (s− τ)|2.
Combined with (2.3), this gives
E|E[F (t)−F (s)|Fτ ]|2 ≤ 2|t− s|
2
|t− τ |3/2 .
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In particular,
E|E[∆F j |Fτ ]|2 ≤ 2∆t
2
(tj − τ)3/2
(3.32)
whenever τ ≤ tj−1.
Lemma 3.6. Let Bn be given by (3.25) and assume {hj} is independent
of F∞ and satisfies Assumption 3.1. Fix 0≤ s < t and a constant κ. If
lim
n→∞E|Bn(t)−Bn(s)|
2 = κ2(t− s),
then
Bn(t)−Bn(s)⇒ κ|t− s|1/2χ
as n→∞, where χ is a standard normal random variable.
Proof. We will prove the lemma by showing that every subsequence
has a subsequence converging in law to the given random variable.
Let {nj} be any sequence. For each n ∈ N, choose m =mn ∈ {nj} such
thatmn >mn−1 andmn ≥ n4(t−s)−1. Now fix n ∈N and let µ=m(t−s)/n.
For 0≤ k < n, define uk =ms+ kµ, and let un =mt, so that
Bm(t)−Bm(s) =
mt∑
j=⌊ms⌋+1
σ2jhj(σ
−1
j ∆F j)
=
n∑
k=1
uk∑
j=uk−1+1
σ2jhj(σ
−1
j ∆F j).
For each pair (j, k) such that uk−1 < j ≤ uk, let
∆F j,k =∆F j −E[∆F j |Fuk−1∆t].
Note that ∆F j,k is Fuk∆t-measurable and independent of Fuk−1∆t. We also
make the following observation about ∆F j,k. If we define
Gk(t) = F (t+ τk)−E[F (t+ τk)|Fτk ],
where τk = uk−1∆t, then by (3.31),
Gk(t) =
∫
(τk ,t+τk]×R
p(t+ τk − r, y)W (dr× dy).
Hence, Gk and Fτk are independent, and Gk and F have the same law. Since
∆F j,k =∆F j −E[∆F j |Fτk ] =Gk(tj − τk)−Gk(tj−1 − τk),
it follows that {∆F j,k} has the same law as {∆F j−uk−1}.
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Now define σ¯2j,k =E∆F
2
j,k = σ
2
j−uk−1 and
Zn,k =
uk∑
j=uk−1+1
σ¯2j,khj(σ¯
−1
j,k∆F j,k)
so that Zn,k, 1≤ k ≤ n, are independent and
Bm(t)−Bm(s) =
n∑
k=1
Zn,k + εm,(3.33)
where
εm =
n∑
k=1
uk∑
j=uk−1+1
{σ2jhj(σ−1j ∆F j)− σ¯2j,khj(σ¯−1j,k∆F j,k)}.
Since ∆F j,k and ∆F j −∆F j,k =E[∆F j |Fuk−1∆t] are independent, we have
σ2j = E∆F
2
j =E∆F
2
j,k +E|∆F j −∆F j,k|2
(3.34)
= σ¯2j,k +E|∆F j −∆F j,k|2,
which implies that σ¯2j,k ≤ σ2j ≤C∆t1/2. In general, if 0< a≤ b and x, y ∈R,
then by (3.5) and (3.9),
|b2hj(b−1y)− a2hj(b−1y)| ≤ (b2 − a2)Lj(1 + |b−1y|2),
|a2hj(b−1y)− a2hj(a−1x)| ≤ |a|2CLj|b−1y− a−1x|(1 + |b−1y|+ |a−1x|).
Note that |b−1y − a−1x| ≤ |b−1 − a−1||y|+ |a−1||y − x| and
|b−1 − a−1|= b
2 − a2
ab(b+ a)
≤ b
2 − a2
a3
.
Hence, if δ = b2 − a2, then
|b2hj(b−1y)− a2hj(a−1x)|
≤CLj(1 + |b−1y|2 + |a−1x|)(δ + δ|a−1y|+ |a||y − x|).
Using (2.9), Ho¨lder’s inequality and (3.34), this gives
E|σ2jhj(σ−1j ∆F j)− σ¯2j,khj(σ¯−1j,k∆F j,k)|
≤CE|∆F j −∆F j,k|2 +C∆t1/4(E|∆F j −∆F j,k|2)1/2.
By (3.32),
E|∆F j −∆F j,k|2 ≤ 2∆t
2
(tj − uk−1∆t)3/2
=
2∆t1/2
(j − uk−1)3/2
.
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Therefore,
E|εm| ≤
n∑
k=1
uk∑
j=uk−1+1
C∆t1/2
(j − uk−1)3/4
=Cm−1/2
n∑
k=1
uk−uk−1∑
j=1
j−3/4.
Since uk − uk−1 ≤Cµ, this gives
E|εm| ≤Cm−1/2nµ1/4 =Cn3/4m−1/4(t− s)1/4.
But since m =mn was chosen so that m ≥ n4(t − s)−1, we have E|εm| ≤
Cn−1/4|t− s|1/2 and εm→ 0 in L1 and in probability. Therefore, by (3.33),
we need only to show that
n∑
k=1
Zn,k⇒ κ|t− s|1/2χ
in order to complete the proof.
For this, we will use the Lindeberg–Feller theorem (see, e.g. Theorem
2.4.5 in [5]), which states the following: for each n, let Zn,k, 1≤ k ≤ n, be
independent random variables with EZn,k = 0. Suppose:
(a)
∑n
k=1EZ
2
n,k→ σ2, and
(b) for all ε > 0, limn→∞
∑n
k=1E[|Zn,k|21{|Zn,k|>ε}] = 0.
Then
∑n
k=1Zn,k⇒ σχ as n→∞.
To verify these conditions, recall that {∆F j,k} and {∆F j−uk−1} have the
same law, so that
E|Zn,k|4 = E
∣∣∣∣∣
uk∑
j=uk−1+1
σ¯2j,khj(σ¯
−1
j,k∆F j,k)
∣∣∣∣∣
4
= E
∣∣∣∣∣
uk−uk−1∑
j=1
σ2jhj+uk−1(σ
−1
j ∆F j)
∣∣∣∣∣
4
= E|B¯m,k((uk − uk−1)∆t)|4,
where
B¯m,k(t) =
⌊mt⌋∑
j=1
σ2jhj+uk−1(σ
−1
j ∆F j).
Hence, by Proposition 3.5,
E|Zn,k|4 ≤C(uk − uk−1)2∆t2.
Jensen’s inequality now gives
∑n
k=1E|Zn,k|2 ≤ Cnµ∆t = C(t− s), so that
by passing to a subsequence, we may assume that (a) holds for some σ ≥ 0.
26 J. SWANSON
For (b), let ε > 0 be arbitrary. Then
n∑
k=1
E[|Zn,k|21{|Zn,k|>ε}]≤ ε−2
n∑
k=1
E|Zn,k|4
≤ Cε−2nµ2∆t2
= Cε−2n−1(t− s)2,
which tends to zero as n→∞.
It therefore follows that
∑n
k=1Zn,k⇒ σχ as n→∞ and it remains only to
show that σ = κ|t−s|1/2. For this, observe that the continuous mapping the-
orem implies that |Bm(t)−Bm(s)|2⇒ σ2χ2. By the Skorohod representation
theorem, we may assume that the convergence is a.s. By Proposition 3.5, the
family |Bm(t)−Bm(s)|2 is uniformly integrable. Hence, |Bm(t)−Bm(s)|2→
σ2χ2 in L1, which implies E|Bm(t) − Bm(s)|2 → σ2. But by assumption,
E|Bm(t)−Bm(s)|2→ κ2(t− s), so σ = κ|t− s|1/2 and the proof is complete.

Lemma 3.7. Let Bn be given by (3.25) and assume {hj} is independent
of F∞ and satisfies Assumption 3.1, so that by Proposition 3.5, the sequence
{Bn} is relatively compact. If X is any weak limit point of this sequence, then
X has independent increments.
Proof. Suppose that Bn(j) ⇒ X . Fix 0 < t1 < t2 < · · · < td < s < t. It
will be shown that X(t) − X(s) and (X(t1), . . . ,X(td)) are independent.
With notation as in Lemma 3.6, let
Zn =
⌊nt⌋∑
j=⌊ns⌋+2
σ¯2j,khj(σ¯
−1
j,k∆F j,k),
and define
Yn =Bn(t)−Bn(s)−Zn.
As in the proof of Lemma 3.6, Yn → 0 in probability. It therefore follows
that
(Bn(j)(t1), . . . ,Bn(j)(td),Zn(j))⇒ (X(t1), . . . ,X(td),X(t)−X(s)).
Note that F(⌊ns⌋+1)∆t and Zn are independent. Hence, (Bn(t1), . . . ,Bn(td))
and Zn are independent, which implies X(t)−X(s) and (X(t1), . . . ,X(td))
are independent. 
Theorem 3.8. Let
Bn(t) =
⌊nt⌋∑
j=1
σ2jhj(σ
−1
j ∆F j)(3.35)
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and assume {hj} is independent of F∞ and satisfies Assumption 3.1. If there
exists a constant κ such that
lim
n→∞E|Bn(t)−Bn(s)|
2 = κ2(t− s)
for all 0≤ s < t, then (F,Bn)⇒ (F,κB), where B is a standard Brownian
motion independent of F .
Proof. Let {n(j)}∞j=1 be any sequence of natural numbers. By Proposi-
tion 3.5, the sequence {(F,Bn(j))} is relatively compact. Therefore, there ex-
ists a subsequencem(k) = n(jk) and a cadlag processX such that (F,Bm(k))⇒
(F,X). By Lemma 3.7, the process X has independent increments. By
Lemma 3.6, the increment X(t)−X(s) is normally distributed with mean
zero and variance κ2|t− s|. Also, X(0) = 0 since Bn(0) = 0 for all n. Hence,
X is equal in law to κB, where B is a standard Brownian motion. It remains
only to show that F and B are independent.
Fix 0 < r1 < · · ·< rℓ and define ξ = (F (r1), . . . , F (rℓ))T . It is easy to see
that Σ = EξξT is invertible. Hence, we may define the vectors vj ∈ Rℓ by
vj =E[ξ∆F j], and aj =Σ
−1vj . Let ∆∗Fj =∆F j − aTj ξ, so that ∆∗Fj and ξ
are independent.
Define
B∗n(t) =
⌊nt⌋∑
j=1
σ2jhj(σ
−1
j ∆
∗Fj).
As in the proof of Lemma 3.6,
E
[
sup
0≤t≤T
|Bn(t)−B∗n(t)|
]
≤C
⌊nT ⌋∑
j=1
|aj |∆t1/4 +C
⌊nT ⌋∑
j=1
|aj |2,
where C is a constant that depends only on (r1, . . . , rℓ). Also note that
|aj| ≤C|vj| ≤C
ℓ∑
i=1
|E[F (ri)∆F j]|.
Hence,
E
[
sup
0≤t≤T
|Bn(t)−B∗n(t)|
]
≤ C∆t1/4
ℓ∑
i=1
⌊nT ⌋∑
j=1
|E[F (ri)∆F j]|
+C
ℓ∑
i=1
⌊nT ⌋∑
j=1
|E[F (ri)∆F j ]|2.
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Using estimates similar to those in the proof of (2.11), it can be verified that
lim sup
n→∞
⌊nt⌋∑
j=1
|E[F (ri)∆F j]| ≤C
∫ t
0
1
|u− ri|1/2
du <∞
and
lim
n→∞
⌊nt⌋∑
j=1
|E[F (ri)∆F j ]|2 = 0.
Thus, (ξ,B∗n(r1), . . . ,B∗n(rℓ))⇒ (ξ, κB(r1), . . . , κB(rℓ)). Since ξ and B∗n are
independent, this finishes the proof. 
4. Examples.
4.1. Independent mean zero sign changes.
Proposition 4.1. Let {ξj} be a sequence of independent mean zero ran-
dom variables with Eξ2j = 1. Suppose that the sequence {ξj} is independent
of F∞. Let
Bn(t) =
⌊nt⌋∑
j=1
∆F 2jξj.
Then (F,Bn)⇒ (F,6π−1B), where B is a standard Brownian motion inde-
pendent of F .
Proof. Let hj(x) = ξjx
2. Then {hj} satisfies Assumption 3.1 with Lj =
2|ξj | and L= 4, and Bn has the form (3.35). Moreover,
E|Bn(t)−Bn(s)|2 =E
∣∣∣∣∣
⌊nt⌋∑
j=⌊ns⌋+1
∆F 2jξj
∣∣∣∣∣
2
=
⌊nt⌋∑
j=⌊ns⌋+1
E∆F 4j .
By (2.12),
lim
n→∞E|Bn(t)−Bn(s)|
2 = 6π−1(t− s).
The result now follows from Theorem 3.8. 
4.2. The signed variations of F . In this subsection, we adopt the nota-
tion xr± = |x|r sgn(r). We begin by showing that the “signed cubic variation”
of F is zero.
Proposition 4.2. If Zn(t) =
∑⌊nt⌋
j=1 ∆F
3
j , then Zn(t)→ 0 uniformly on
compacts in probability.
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Proof. Note that xn→ 0 in DR[0,∞) if and only if xn→ 0 uniformly
on compacts. Hence, we must show that Zn→ 0 in probability in DR[0,∞),
for which it will suffice to show that Zn⇒ 0.
Note that
E|Zn(t)−Zn(s)|2 = E
∣∣∣∣∣
⌊nt⌋∑
j=⌊ns⌋+1
∆F 3j
∣∣∣∣∣
2
≤
⌊nt⌋∑
i=⌊ns⌋+1
⌊nt⌋∑
j=⌊ns⌋+1
|E[∆F 3i∆F 3j ]|.
To estimate this sum, we use the following fact about Gaussian random
variables. Let X1,X2 be mean zero, jointly normal random variables with
variances σ2j . If ρ= (σ1σ2)
−1E[X1X2], then
E[X31X
3
2 ] = σ
3
1σ
3
2ρ(6ρ
2 +9).
Applying this in our context, let ρij = (σiσj)
−1E[∆F i∆F j ], so that
E|Zn(t)−Zn(s)|2 ≤ C
⌊nt⌋∑
i=ns+1
⌊nt⌋∑
j=⌊ns⌋+1
σ3i σ
3
j |ρij|
= C
⌊nt⌋∑
i=ns+1
⌊nt⌋∑
j=⌊ns⌋+1
σ2i σ
2
j |E[∆F i∆F j ]|.
Using (2.10), this gives
E|Zn(t)−Zn(s)|2 ≤C
⌊nt⌋∑
i=⌊ns⌋+1
⌊nt⌋∑
j=⌊ns⌋+1
√
∆t
√
∆t
( √
∆t
|i− j|∼3/2
)
≤ C
(⌊nt⌋− ⌊ns⌋
n
)√
∆t.
Hence, Zn(t)→ 0 in probability for each fixed t. Moreover, taking β = 1 in
(3.30), this shows that MZ(n, t, h) = 0 when nh < 1/2, and MZ(n, t, h) ≤
Ch
√
∆t≤Ch3/2 when nh≥ 1/2. Therefore, {Zn} is relatively compact and
Zn⇒ 0. 
Lemma 4.3. Let X1,X2 be mean zero, jointly normal random variables
with EX2j = 1 and ρ=E[X1X2]. Let
K(x) =
6
π
x
√
1− x2 + 2
π
(1 + 2x2) sin−1(x),
where sin−1(x) ∈ [−π/2, π/2]. Then E[X2±1 X2±2 ] =K(ρ). Moreover, for all
x ∈ [−1,1], we have |K(x)− 8x/π| ≤ 2|x|3, so that |E[X2±1 X2±2 ]| ≤ 5|ρ|.
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Proof. Define U =X1 and V = (1− ρ2)−1/2(X2− ρX1), so that U and
V are independent standard normals. Then X1 = U and X2 = ηV + ρU ,
where η =
√
1− ρ2, and
E[X2±1 X
2±
2 ] =
1
2π
∫ ∫
[u(ηv + ρu)]2±e−(u
2+v2)/2 dudv
=
1
2π
∫ 2π
0
∫ ∞
0
[cos θ(η sinθ+ ρ cos θ)]2±r5e−r
2/2 dr dθ
=
4
π
∫ 2π
0
[cos2 θ(η tan θ+ ρ)]2± dθ.
If a= tan−1(−ρ/η), then we can write
E[X2±1 X
2±
2 ] =
8
π
∫ π/2
a
[cos2 θ(η tan θ+ ρ)]2 dθ
− 8
π
∫ a
−π/2
[cos2 θ(η tan θ+ ρ)]2 dθ
=
8
π
∫ −a
−π/2
[cos2 θ(η tan θ− ρ)]2 dθ
− 8
π
∫ a
−π/2
[cos2 θ(η tan θ+ ρ)]2 dθ.
By symmetry, we can assume that ρ≤ 0, so that a≥ 0. Then
E[X2±1 X
2±
2 ] =−
32
π
ρη
∫ −a
−π/2
cos4 θ tan θ dθ− 8
π
∫ a
−a
[cos2 θ(η tan θ+ ρ)]2 dθ
=−32
π
ρη
(
−1
4
cos4 a
)
− 16
π
∫ a
0
cos4 θ dθ
+
16
π
η2
∫ a
0
cos4 θ(1− tan2 θ)dθ.
Using a= sin−1(−ρ) and the formulas∫
cos4 θ(1− tan2 θ)dθ = (θ+ sinθ cos θ+2sin θ cos3 θ)/4,∫
cos4 θ dθ = (3θ +3sinθ cos θ+ 2sinθ cos3 θ)/8,
we can directly verify that E[X2±1 X
2±
2 ] =K(ρ).
To estimate K, note that K ∈C∞(−1,1) with
K ′(x) =
8
π
(
√
1− x2 + x sin−1(x)),
K ′′(x) =
8
π
sin−1(x).
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Since K ′′ is increasing, ∣∣∣∣K(x)− 8πx
∣∣∣∣≤ 12x2K ′′(|x|).
But for y ∈ [0, π/2], we have siny ≥ 2y/π. Letting y = πx/2 gives sin−1(x)≤
πx/2 for x ∈ [0,1]. We therefore have K ′′(|x|)≤ 4|x|, so that |K(x)−8x/π| ≤
2|x|3. 
Proposition 4.4. Let K be defined as in Lemma 4.3, and γi as in
Lemma 2.1. If
Bn(t) =
⌊nt⌋∑
j=1
∆F 2j sgn(∆F j),
then (F,Bn)⇒ (F,κB), where κ2 = 6π−1− 4π−1
∑∞
i=0K(γi/2)> 0 and B is
a standard Brownian motion independent of F .
Proof. Let hj(x) = h(x) = x
2±, so that
Bn(t) =
⌊nt⌋∑
j=1
σ2jhj(σ
−1
j ∆F j).
Since h is continuously differentiable and h′(x) = 2|x| is Lipschitz, {hj} satis-
fies (3.1). Moreover, if X and Y are jointly normal with mean zero, variance
one, and covariance ρ=EXY , then Eh(X) = 0 and |Eh(X)h(Y )| ≤ 5|ρ| by
Lemma 4.3. Hence, {hj} satisfies Assumption 3.1. By Proposition 3.5,
E|Bn(t)−Bn(s)|4 ≤C
(⌊nt⌋ − ⌊ns⌋
n
)2
(4.1)
for all 0≤ s < t and all n ∈N.
By Theorem 3.8, the proof will be complete once we establish that κ is
well-defined, strictly positive and
lim
n→∞E|Bn(t)−Bn(s)|
2 = κ2(t− s)(4.2)
for all 0≤ s < t.
By (2.8), γi/2 ∈ (0,1] for all i. Thus, by Lemma 4.3,
0<
∞∑
i=1
K(γi/2)≤ 8
π
∞∑
i=1
1
2
γi +2
∞∑
i=1
(
1
2
γi
)3
=
4
π
∞∑
i=1
γi +
1
4
∞∑
i=1
γ3i .
Since γi = f(i−1)−f(i), where f(x) =
√
x+1−√x, we have that∑∞i=1 γi =
f(0) = 1. Moreover, by (2.8),
∞∑
i=1
γ3i ≤
∞∑
i=1
1
(
√
2 i3/2)3
=
1
2
√
2
∞∑
i=1
1
i9/2
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≤ 1
2
√
2
(
1 +
∫ ∞
1
1
x9/2
dx
)
=
9
√
2
28
.
Thus,
∞∑
i=1
K(γi/2)≤ 4
π
+
9
√
2
112
<
3
2
,
which gives 6π−1 − 4π−1∑∞i=0K(γi/2) > 0, so that κ is well-defined and
strictly positive.
Now fix 0≤ s < t. First assume that s > 0. Then
E|Bn(t)−Bn(s)|2 = E
∣∣∣∣∣
⌊nt⌋∑
j=⌊ns⌋+1
∆F 2±j
∣∣∣∣∣
2
=
⌊nt⌋∑
j=⌊ns⌋+1
E∆F 4j + 2
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
E[∆F 2±i ∆F
2±
j ]
=
⌊nt⌋∑
j=⌊ns⌋+1
6
π
∆t− 4
π
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
K(γj−i/2)∆t+Rn,
where
Rn =
⌊nt⌋∑
j=⌊ns⌋+1
(
E∆F 4j −
6
π
∆t
)
+2
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
(
E[∆F 2±i ∆F
2±
j ] +
2
π
K(γj−i/2)∆t
)
.
Observe that
⌊nt⌋∑
j=⌊ns⌋+1
6
π
∆t=
6
π
(⌊nt⌋ − ⌊ns⌋
n
)
→ 6
π
(t− s)
and
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
K(γj−i/2)∆t=
⌊nt⌋∑
j=⌊ns⌋+2
j−⌊ns⌋−1∑
i=1
K(γi/2)∆t
(4.3)
=
N∑
j=1
j∑
i=1
1
n
K(γi/2),
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where N = ⌊nt⌋− ⌊ns⌋− 1. Thus,
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
K(γj−i/2)∆t=
N∑
i=1
N∑
j=i
1
n
K(γi/2)
(4.4)
=
N∑
i=1
(
N
n
− i
n
)
K(γi/2).
We claim that n−1
∑N
i=1 iK(γi/2)→ 0 as n→∞. To see this, fix m∈N and
note that
1
n
N∑
i=1
iK(γi/2)≤ m
n
m∑
i=1
K(γi/2) +
N
n
N∑
i=m+1
K(γi/2).
Since N/n→ (t− s) as n→∞, this gives
lim sup
n→∞
1
n
N∑
i=1
iK(γi/2)≤ (t− s)
∞∑
i=m+1
K(γi/2).
Letting m→∞ proves the claim. It now follows that
⌊nt⌋∑
j=⌊ns⌋+1
6
π
∆t− 4
π
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
K(γj−i/2)∆t→ κ2(t− s)
and it suffices to show that Rn→ 0 as n→∞.
Now, by Lemma 4.3,
E[∆F 2±i ∆F
2±
j ] = σ
2
i σ
2
jE
[(
∆F i
σi
)2±(∆F j
σj
)2±]
= σ2i σ
2
jK(ρij)
where σ2i =E∆F
2
i and
ρij =E
[(
∆F i
σi
)(
∆F j
σj
)]
= (σiσj)
−1E[∆F i∆F j ].
Define a= σ2i σ
2
j , b=K(ρij), c= 2∆t/π, and d=K(−γj−i/2). By (2.10), we
have |a| ≤C∆t. By (2.10) and (2.3),
|a− c|=
∣∣∣∣σ2i (σ2j −
√
2∆t
π
)
+
√
2∆t
π
(
σ2i −
√
2∆t
π
)∣∣∣∣≤C 1
t
3/2
i
∆t5/2.
By Lemma 4.3, |K(x)−K(y)| ≤C|x−y|, so that |d| ≤C and |b−d| ≤C|ρij+
γj−i/2|. Rewriting this latter inequality, we have that |b − d| is bounded
above by
C
∣∣∣∣ 1σiσj
(
E[∆F i∆F j ] +
√
∆t
2π
γj−i
)
−
√
∆t
2π
γj−i
(
1
σiσj
−
√
π
2∆t
)∣∣∣∣.
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Observe that
σiσj
(
1
σiσj
−
√
π
2∆t
)
=
√
π
2∆t
[
σj
σi + σj
(√
2∆t
π
− σ2i
)
+
σi
σi + σj
(√
2∆t
π
− σ2j
)]
so that by (2.10) and (2.3)∣∣∣∣σ2i σ2j( 1σiσj −
√
π
2∆t
)∣∣∣∣≤C 1
t
3/2
i
∆t2.
Hence, by (2.4), |a||b− d| ≤Ct−3/2i ∆t5/2. We therefore have∣∣∣∣E[∆F 2±i ∆F 2±j ] + 2πK(γj−i/2)∆t
∣∣∣∣= |ab− cd|
≤ |a||b− d|+ |d||a− c|
≤Ct−3/2i ∆t5/2.
Since ti > s > 0, this shows that
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
(
E[∆F 2±i ∆F
2±
j ] +
2
π
K(γj−i/2)∆t
)
→ 0.
Combined with (2.12), this shows that Rn→ 0.
We have now proved (4.2) under the assumption that s > 0. Now assume
s= 0. Let ε ∈ (0, t) be arbitrary. Then by Ho¨lder’s inequality and (4.1),
|E|Bn(t)|2 − κ2t|= |E|Bn(t)−Bn(ε)|2 − κ2(t− ε)
+ 2E[Bn(t)Bn(ε)]−E|Bn(ε)|2 − κ2ε|
≤ |E|Bn(t)−Bn(ε)|2 − κ2(t− ε)|+C(
√
tε+ ε).
First let n→∞, then let ε→ 0, and the proof is complete. 
4.3. Centering the squared increments.
Proposition 4.5. Let γi be defined as in Lemma 2.1. If
Bn(t) =
⌊nt⌋∑
j=1
(∆F 2j − σ2j ),
then (F,Bn)⇒ (F,κB), where κ2 = 4π−1+2π−1
∑∞
i=0 γ
2
i and B is a standard
Brownian motion independent of F .
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Proof. Let hj(x) = x
2 − 1. Then {hj} clearly satisfies (3.1) and (3.2).
For jointly normal X and Y with mean zero and variance one, E(X2 −
1)(Y 2 − 1) = 2ρ2, so {hj} also satisfies (3.3). Since
Bn(t) =
⌊nt⌋∑
j=1
σ2jhj(σ
−1
j ∆F j),
it will suffice, by Theorem 3.8, to show that
lim
n→∞E|Bn(t)−Bn(s)|
2 = κ2(t− s).(4.5)
By Proposition 3.5,
E|Bn(t)−Bn(s)|4 ≤C
(⌊nt⌋ − ⌊ns⌋
n
)2
for all 0≤ s < t and all n ∈N. Hence, as in the proof of Proposition 4.4, it
will suffice to prove (4.5) for s > 0.
Assume s > 0. Then
E|Bn(t)−Bn(s)|2 = E
∣∣∣∣∣
⌊nt⌋∑
j=⌊ns⌋+1
(∆F 2j − σ2j )
∣∣∣∣∣
2
=
⌊nt⌋∑
j=⌊ns⌋+1
2σ4j +2
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
2|E∆F i∆F j |2
=
4
π
(⌊nt⌋ − ⌊ns⌋
n
)
+
2
π
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
γ2j−i∆t+Rn,
where
Rn =
⌊nt⌋∑
j=⌊ns⌋+1
(
2σ4j −
4
π
∆t
)
+4
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
(
|E∆F i∆F j |2 − ∆t
2π
γ2j−i
)
.
By (2.4), (2.8) and (2.10),∣∣∣∣|E∆F i∆F j |2 − ∆t2π γ2j−i
∣∣∣∣≤ C∆t5/2s3/2(j − i)3/2 .
As in (4.3) and (4.4),
⌊nt⌋∑
j=⌊ns⌋+2
j−1∑
i=⌊ns⌋+1
∆t
(j − i)3/2 → (t− s)
∞∑
i=1
1
i3/2
.
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Together with (2.12), this shows that Rn→ 0. Hence,
E|Bn(t)−Bn(s)|2→ 4
π
(t− s) + 2
π
(t− s)
∞∑
i=1
γ2i ,
and the proof is complete. 
Corollary 4.6. If
Bn(t) =
(⌊nt⌋∑
j=1
∆F 2j
)
−
√
2n
π
t
then (F,Bn)⇒ (F,κB), where κ2 = 4π−1+2π−1
∑∞
i=0 γ
2
i and B is a standard
Brownian motion independent of F .
Proof. Note that
Bn(t) =
√
2
πn
(⌊nt⌋ − nt) +
⌊nt⌋∑
j=1
(
∆F 2j −
√
2∆t
π
)
,
and by (2.3),
sup
0≤s≤t
∣∣∣∣∣
⌊ns⌋∑
j=1
(
∆F 2j −
√
2∆t
π
)
−
⌊ns⌋∑
j=1
(∆F 2j − σ2j )
∣∣∣∣∣≤
⌊nt⌋∑
j=1
∣∣∣∣σ2j −
√
2∆t
π
∣∣∣∣
≤
√
∆t
⌊nt⌋∑
j=1
1
j3/2
.
The result now follows from Proposition 4.5. 
4.4. Alternating sign changes.
Proposition 4.7. Let γi be defined as in Lemma 2.1. If
Bn(t) =
⌊nt⌋∑
j=1
∆F 2j(−1)j ,
then (F,Bn)⇒ (F,κB), where κ2 = 4π−1 + 2π−1
∑∞
i=0(−1)iγ2i > 0 and B is
a standard Brownian motion independent of F .
Proof. Let
Yn(t) =
⌊nt⌋∑
j=1
(−1)j(∆F 2j − σ2j )
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and
An(t) =
⌊nt⌋∑
j=1
(−1)jσ2j ,
so that Bn = Yn + An. Note that Yn is of the form (3.35) with hj(x) =
(−1)j(x2 − 1). As in the proof of Proposition 4.4, κ is well-defined and
strictly positive. Using the methods in the proof of Proposition 4.5, we have
that (F,Yn)⇒ (F,κB). To complete the proof, observe that
sup
0≤s≤t
|An(s)| ≤ σ2⌊nt⌋ +
⌊nt/2⌋∑
j=1
|σ22j − σ22j−1|,
and by (2.3),
|σ22j − σ22j−1| ≤
∆t
(2j − 1)3/2 .
Hence, An→ 0 uniformly on compacts. 
Corollary 4.8. Let κ be as in Proposition 4.7. Define
Bn(t) = κ
−1
⌊nt/2⌋∑
j=1
(∆F 22j −∆F 22j−1)
and
In(t) =
⌊nt/2⌋∑
j=1
F (t2j−1)(F (t2j)−F (t2j−2)).
Let B be a standard Brownian motion independent of F , and define
I =
1
2
F 2 − κ
2
B.
Then (F,Bn, In)⇒ (F,B, I).
Proof. Note that∣∣∣∣∣κBn(t)−
⌊nt⌋∑
j=1
∆F 2j(−1)j
∣∣∣∣∣≤∆F 2⌊nt⌋,
so that by Proposition 4.7, (F,Bn)⇒ (F,B). Also note that by (1.5),
F (t)2 = 2In(t) + κBn(t) + εn(t),
where εn(t) = F (t)
2−F (t2N )2 and N = ⌊nt/2⌋. The conclusion of the corol-
lary is now immediate since εn(t)→ 0 uniformly on compacts. 
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