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Abst rac t - -A  numerical method is developed for static and periodic bifurcation problems. The 
procedure is based on an associated vector field which offers us a geometric insight and leads to 
some relative numerical techniques. The approach provides a new way to treat bifurcation problems 
computationally. (~ 2002 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
We consider parameter dependent nonlinear dynamic systems 
dx 
d-t : F(x, t), (1.1) 
where F : ~n x ~ --* A n is a continuously differentiable (or more briefly, "smooth") function. 
It is well known that when the parameter l varies, the solution of (1.1) may exhibit qualitative 
changes, such as the phenomena of bifurcation, catastrophe, limit cycles, chaos, etc. Singularity 
and bifurcation problems often exist in the practical world. Numerical methods for solving 
nonlinear and bifurcation problems have attracted great interest [1,2]. 
In this paper, we investigate the nonlinear static systems 
F(x, A) = 0, (1.2) 
and a special dynamic system--nonlinear iteration 
zk+l = F(xk,A), k = 0 ,1 , . . . ,  (1.3) 
where F is defined the same as in (1.1). 
Generally, the solution set of (1.2) defines a one-dimensionM manifold in space ~n+l. To 
provide a numerical method for (1.2) and its possible bifurcation, three major problems are often 
taken into account. 
(1) How to track the solution manifold numerically. 
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(2) How to identify and locate a bifurcation point. 
(3) How to compute bifurcation directions at a bifurcation point and continue to track the 
selected bifilrcation branches. 
The common numerical techniques [1] for solving static bifurcation problems are the continuation 
method and algebraic bifurcation equations. However, Ji et al. [3] develop a quite different 
approach from a geometric insight. The method is based on a reduction of finding bifurcation 
points to that of finding singular points of an associated vector field that vanishes precisely at 
the point. The topological degree of the vector field is used to identify the potential bifurcation 
points. Once a bifurcation point is found, the bifurcation directions are determined by looking 
at the limit directions of a reduced vector field. 
This paper, first of all, offers a review of [3] on static bifurcation, and then deals with periodic 
bifurcation problems of (1.3). The results of Ji et al. [3] can be extended to nonlinear dynamic 
systems (1.3). We obtain a criterion for finding periodic bifllrcation points, and provide a way of 
tracking the manifold of persistent periodic bifurcation processes. 
2. STAT IC  B IFURCATION 
Let y = (x, A). By neglecting the difference between x and A, system (1.2) can be rewritten as 
F(y)  = 0, (2.1) 
where F = (F t , . . .  ,/Tn)T E R n, y = (yl . . . ,  yn+l)T E R n+l. 
Due to the smoothness of F ,  the solution of (2.1) is generally smooth too (implicit function 
theorem), which we call solution manifold. The Fr~chet derivative DF(y) OF' = (~) of F ,  an 
n x (n + 1) matrix, is still smooth as F.  
Now, define a smooth vector field 
70 = (v l , . . . ,  vn+l) T , (2.2a) 
in which every component vJ is composed of the cofactors of j -colunm of DF, i.e., 
v j = ( -1 )  5det OF OF OF OF OF (2.2b) 
6qy l ' " "  Oy j - l '  6qyJ' ~)yj+l . . . .  ' 0~1 ' 
where the sign ~ means the omission of the indicated terms, and j = 1 , . . . ,  n + 1. 
The vector field v corresponds to a dynamic system 
dy 
d-t = v(y), (2.3) 
and it possesses the following property: 
DF.  v(y) = 0, gy  E R T~+I, (2.4) 
which can be obtained from the equality 
OF ~ ) :o ,  i :  (2.5) det DF 
\ Oy 1 . . . .  Oy,~+l •. 
by expanding the determinant along the last row. 
Here we give some definitions related to the vector field v. A point y is said to be a singular 
point if v(y) = 0 C IR~+I; otherwise y is a regular point. A manifold M c IR ~+l is called an 
invariant manifold of the vector field v if every y E M is kept on M under the flow defined 
by (2.3). 
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The main reasons of constructing the vector field are the equivalence [3] between the solution 
manifold of F(y) = const, and the invariant manifold of the associated vector field v(y), and the 
fact that  the bifurcation point of (2.1) is the singular point of the vector field v(y). The vector 
field description reveals to us a geometric insight, and makes it possible for us to utilize more 
mathematical  tools on the associated vector field. 
In order to get the solution manifold numerically, we present a continuation method with 
predictor-corrector procedure (in vector field formulation) as 
v(yk_ l )  . /xsk_~, k = 1,2 . . . .  (2.6a) y~o~ = yk-1 + Ifv(yk-1)lf 
( ) (I) _ (/-1) ) F(y(I-1) ) l 1,2 . . . .  (2.6b) Yk = Yk -- " , = , 
where Ask_ l  is the step length, and II" II is the Euclidean norm. 
Note that  the above continuation procedure has direct geometric senses--the predictor (2.6a) 
gives prediction along the tangent direction (i.e., v (Yk-1)) of the underlying solution manifold, and 
the iterative direction of the corrector (2.6b) is perpendicular to the vector v(y~°)). If v(yk) ¢ 0 
is not too small, and y(k °) is close to the solution curve, it can be expected that the sequence 
(1)  ~ (2) vk , Yk ," • • converges to a point Yk on the solution manifold; i.e., F(yk) = O. I terative value y~O 
at step 1 is called a correction of y(k °). It is worth remarking that the continuation algorithm 
requires an initial point Y0. In many cases, the initial point on the solution manifold is known 
beforehand; otherwise, a homotopy algorithm can be set up to compute the initial point. 
In the computing process of the continuation algorithm, we need to search the possible singular 
points on the solution manifold. For a simple bifurcation point, one can deduce that a bifurcation 
point exists by checking the sign change of vector field v(y) between two neighboring points along 
the solution manifold. A more general way to identify and locate a singular point is by means 
of topological degree. The topological degree of a vector field on a surface S in R n+l can be 
expressed as 
degsv=l fs  1 ( Ov Ov)  det V, ul , . . . ,  Ou n du 1.. .du '~, (2.7) 
where 7n = 2~(n+l~/2/r ((n + 1)/2) is the volume of n-dimensional unit sphere surface, in which 
P(.) is the Gamma function. 
The degree degsv is always an integer. One of its fundamental properties is that  one can 
conclude the existence of singular points inside S if the degree degsv is nonzero. The direct 
evaluation of degsv by (2.7) is not convenient. An efficient degree computation method proposed 
by Kearfott  [4] makes it possible to numerically determine a singular point by using the approach 
of topological degree. 
Now suppose that a singular point y* has been evaluated already; the next task is to determine 
the bifurcation directions (tangential directions of bifurcation branches at bifurcation point) 
through y*. Due to the equivalent relation between the solution manifold and the invariant 
manifold of the associated vector field, a reasonable way to find bifurcation directions is to 
investigate the tendency of trajectories of the vector field near the singular point y*. Since 
v(y*) = 0, the Jacobi matr ix DF(y*) ~ DF* is a degenerate n x (n + 1) matrix, and the null 
space of DF* can be expressed as 
N" (DF*) = span{C1, . . . ,  ~Sm} c R n+l, (2.s) 
where the dimension m = dim{H(DF*)},  and ¢1,..., (~m are mutually orthogonal unit vectors. 
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It is easy to verify that any bifurcation direction d at y* is in N'(DF*),  so we can reduce the 
range of finding bifurcation direction to the subspace N'(DF*) with lower dimension, i.e., 
d = ~ ¢~e,: ~ e¢, (2.9) 
i=1 
where ~ = (~)1 . . . .  ,¢rn) is an (n + 1) x m matrix, and { = (~1,...  ,{re)q- E R m. 
Consequently, we introduce a reduced vector field near y* 
p(¢) = eT .~ (y. + ~() C R m. (2.10) 
In the case of a simple bifurcation (rn = 2), the problem of how to find the bifllrcation directions 
can be converted into a linear eigenvalue problem (via the linearization of the vector field p(~) at 
= 0). When a multiple bifurcation (m > 2) is encountered, the linearization method no longer 
works. At this time, the bifurcation directions can be obtained by computing the limit directions 
ofp(~) at ( = 0. A simplex algorithm based on the Schmidt-Lyapunov method was developed by 
Ji et al. [3], which can realize the procedure systematically. If several bifurcation directions are 
obtained, one can choose any branch of them to continue the tracking of the solution manifold. 
3. PER IODIC  B IFURCATION 
We begin to study periodic bifurcation problems of nonlinear iterative mapping, which may 
represent a class of self-organized or self-similar phenomena in the natural  world. 
Consider a series of self-compound functions 
f ( l )  (:c, .,~) = f (cc ,  .X) . . . .  , f(k)(.% )~) = f ( f (k - t ) (X ,  )~), A) ,  (3.1) 
where f : I1{ n x R --+ R n is smooth, and for the simplicity of notation, let f(°)(z, A) = x. 
In general, the solution of the equation 
f(~')(x, A) = z (3.2) 
defines a one-dimensional manifold in R '~+1, which we may call a period-k manifold. 
It is clear that a period-1 manifold is a static solution manifold that we have treated before, 
and a period-k manifold is also a per iod-k/manifo ld for any positive integer 1. Henceforth, when 
we mention period-k, it means that the minimal period is k. For any point (x0, A0) on a period-k 
manifold, xo, f(xo, Ao) . . . . .  f(k-n(Xo, A0) are distinct (minimal period), and the set that consists 
of those k points is said to be a per iod& orbit of f at A0. 
Periodic solution manifold can be considered, to some extent, as the evolution of static solution 
manifold (period-I) ,  and conversely a period-k manifold of f is also a static manifold of 
F(k)(X,/~) d~---efx -- f (k ) (X ,A)  = O. (3.3) 
In this way, one may still be able to employ the relevant results of static bifurcation in the pe- 
riodic bifurcation case. When a periodic manifold bifurcates from another periodic manifold with 
the period unchanged, the situation can be treated merely as the static bifurcation. However, the 
most interesting case is that  the period changes while the bifurcation occurs, and the correspond- 
ing stabi l i ty often changes too. It is easy to show that if a period-/ manifold bifurcates from a 
period-k manifold, and if I > k, then k divides l; this is usually referred to as period-mult iplying 
or period-doubling bifurcation. 
We now discuss the period-multiplying bifurcation and the related stability. The Jacobi matr ix 
of (3.3) is 
Dr(k)(x, A) : (I - Dxf(A')(m, A), -D;~f(k)(m,/k)), (3.4a) 
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where I is the n x n identity matrix; and from the chain rule for Frdchet derivative of f(k)(x, ~), 
we get the recursive formula for the compound functions of higher orders 
Dxf('+')(x, ,k) = Dxf  ( f (0 ,  ~) Dxf(O(x, )~ ), (3.4b) 
aAf(iq-1)<x,.~> : Oxf ( f ( i>, /~)  a)~f(i>(x,~)-~- D)~f (f(i) ~) , (a.4c) 
where f(0 = f(0(x,A),  and i = 1, 2 , . . . .  
For any positive integer k, a vector field can be induced from the aacobi matrix DF (k) (x, ~) 
by the preceding method. The invariant manifold of the vector field corresponds to the period-k 
manifold of (3.2). 
Suppose point (x, A) E IR ~+1 is on a period-k manifold, and p[Dxf (k)] is the spectral radius of 
Dxf(k); then the stability criteria are 
p [Dxf  (k)] < 1 => (x,)~) is stable on period-k manifold, (3.5a) 
p [Dxf (k)] > 1 ~ (x ,k ) i s  unstable on period-k manifold, (3.5b) 
p [Dxf  (k)] = 1 => nothing can be inferred (critical case). (3.5c) 
In the stable (or unstable) region on a period-k manifold, since p[Dxf(k) 1 ~ 1, thus I - Dxf  (k) 
is invertible. So if the critical points (p[Dzf (k)] = 1) are isolated on the period& manifold, the 
~sociated vector field is nonsingular almost everywhere xcept those critical points. Therefore, 
it is possible to track the period-k manifold numerically via the continuation method. The 
developing process of periodic solution manifold can be tracked step by step ~ parameter A 
varies, and in each step the stability condition may be checked to ensure that the tracking is on 
the stable periodic solution manifold. 
The remaining problem is how to detect and to compute period-multiplying bifurcation. For a 
point (x, ~) on a period-k manifold, obviously, if I is congruent o r modulo k, i.e., l -= r (mod k), 
then f(z) (x, A) = f(~) (x, ~). Because of this fact, it is not difficult to prove that, for any positive 
number m, the following equations hold: 
' .m- l \  
in which all the derivatives are evaluated at (x, A) of period-k. 
Formula (3.6) is useful for computing period-nmltiplying bifurcation. In the process of tracking 
a periodic manifold, if one detects the changes of stability by using (3.5), then, by the smoothness 
of f ,  there is a point (x*, k*) of period-k satisfying 
p [D , f  (k) (x*,k*)] = 1. (a.r) 
Such a point (x*, k*) will be a potential bifurcation point, which may be computed by bisection 
or interpolation. 
Denote D~I! k) = Dxf(k)(x *, ~*), Dxf! k) = D),f(k)(x *, k*). When matrix I - D~f: k) is singu- 
lar, there possibly exists another period-k manifold bifurcated from the original one at (x*, k*) 
(similar to the static bifurcation), and the further computation can be carried on according to 
the method described in Section 2. Otherwise, when matrix I - Dxf(. k) is nonsingular, dynamic 
bifurcation may occur; and for simplicity, we suppose it is a period-multiplying bifurcation. Now 
we need to find a positive nmnber m, so that the new Jacobi matrix 
DF(-~k) (x*, l*)  : ( I -  Dzf~ ink), -D~f!  ink)] (3.S) \ / 
is degenerated. 
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From (3.6), one can show that 
j~Af(ink) [j)-_ L)xf,(mk)] [7__ n ~'(k)]-i n ,¢(/c) 
--__ l j  x J .  J L"A J ,  
that is, 
where T~(.) denotes rank space. 
F) t :(ink) Therefore, instead of using (3.8), we require only that I - ~ j ,  is singular, and following 
from (3.6), we finally obtain the condition of period-multiplying bifurcation 
]):0 det ( I  - (k) "~ 
The equivalent representation of (3.9) is that there exists a eigenvalue it (complex in general) 
of D,:f! ~) such that pm= 1, and in the form of modulus and argument, that is 
q (3.10) I~1-- 1, arg(~) = -~,  
P 
where integers p, q are relatively prime. 
Recalling that (x*, A*) is a dynamic bifurcation point, there certainly exists a eigenvalue p* 
~(k) 
of / )x  J, with IP*l = 1 as required. The argument condition of (3.10) concludes that if arg(p*) 
is a rational multiple (let it be q/p as (3.10)) of 7F, then there is a period-ink malfifold (m = p 
or m = 2p) bifurcated from the original period-k manifold at (x*, A*). Conversely, if the condi- 
tion (3.10) fails to be satisfied, the invariant sets after the bifurcation may be so complicated 
that we cannot solve it numerically at present. 
4. CONCLUSIONS 
We have provided a systematic numerical method for both static and periodic bifurcation, based 
on a geometric description and the tools of vector field. The computation can be accomplished 
from static bifurcation to the first periodic bifurcation (Hopf style) and then to the persistent 
period-multiplying bifurcations. Our procedure includes the tracking of solution manifold, de- 
tecting and locating the bifurcation point, checking the stability, determining the bifurcation 
direction, and tracking the paths of postbifurcation. 
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