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We show how to derive exact boundary S matrices for integrable quantum field theories
in 1+1 dimensions using lattice regularization. We do this calculation explicitly for the
sine-Gordon model with fixed boundary conditions using the Bethe ansatz for an XXZ-
type spin chain in a boundary magnetic field. Our results agree with recent conjectures of
Ghoshal and Zamolodchikov, and indicate that the only solutions to the Bethe equations
which contribute to the scaling limit are the standard strings.
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1. Introduction
Many interesting statistical-mechanical systems can be described by 1+1-dimensional
models with boundaries. These include the Kondo problem and the Anderson model, tun-
neling in quantum wires, dissipative quantum mechanics, and the Callan-Rubakov effect.
At and near a critical point, they can be studied using boundary conformal field theory
[1]. Moreover, many of these models are integrable and many properties can be derived
exactly even away from critical points [2].
There are several approaches to integrable models, with and without a boundary. One
is explicit diagonalization of the (continuum or suitably discretized) Hamiltonian using the
Bethe ansatz. Another bypasses this diagonalization by using maximally the constraints
resulting from integrability: after making some guesses for the particle content one can
find physical quantities like the exact S matrix for particles scattering among themselves
and off the boundary. A crucial ingredient in both cases is the Yang-Baxter equation,
including the boundary part [3]. In the second approach this equation only allows one to
find ratios of S matrix elements and not their overall prefactor. In the bulk such prefactors
are controlled by unitarity and crossing symmetry. For the boundary, constraints of the
same type were found in [4,5], enabling the determination of S matrix elements up to the
usual CDD-type ambiguities. This was done for the Ising model in a boundary magnetic
field [4], the sine-Gordon model with a boundary potential [4,6], affine Toda field theories
[7,8] and the O(n) sigma models with free or fixed boundary conditions [9].
The purpose of this paper is to use the first approach to confirm the second. We extract
boundary S matrices from lattice regularizations of integrable quantum field theories,
generalizing a well-known method in the bulk [10,11,12]. Our explicit example is the
inhomogeneous XXZ model in a boundary magnetic field, which is expected to provide an
integrable regularization of the sine-Gordon model with fixed boundary conditions. Our
results confirm results of [4], in particular their cross-unitarity relation, and remove the
CDD ambiguity. The interest of the computation lies mainly in the fact that boundary
effects are subleading, and a number of subtleties arise in their analysis.
We derive the boundary S matrix elements in the usual manner. We start with
the explicit diagonalization of the appropriate lattice model with integrable boundary
conditions. This results in the “bare” Bethe ansatz equations, which relate the level
densities of the bare particles to the actual filled densities of these particles. Using these
equations, we find the ground state of the system, fill the Fermi sea, and identify physical
excitations. This results in the “physical” Bethe ansatz equations, which involve the
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densities of the actual quasiparticles of the system. On the other hand, physical Bethe-
ansatz equations can also be derived directly from the conjectured S matrix, without
reference to a lattice. We perform such a computation for the S matrix of [4,6]. We
compare the two results, and find that they are indeed the same.
The lattice model of interest is the inhomogeneous 6-vertex model [13,14] on an open
strip, with integrable boundary conditions as in [15]. We take identical boundary conditions
on both sides of the system. In the hamiltonian and homogeneous limit, this model reduces
to the XXZ model with boundary magnetic fields h [16]
H = ǫ
γ
2π sin γ
[
N−1∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 − cos γσ
z
i σ
z
i+1
)
+ hσz1 + hσ
z
N
]
. (1)
In the inhomogeneous 6-vertex model, one gives an alternating imaginary part ±iΛ to the
spectral parameter on alternating vertices [13,14]. The scaling limit is given by taking
Λ → ∞, N → ∞, and the lattice spacing ∆ → 0, such that L ≡ N∆ remains finite. In
the bulk, this provides a regularization of the sine-Gordon model with Lagrangian
LSG =
∫ L
0
dx
[
1
2
(∂φ)2 + µ2 cosβSGφ
]
(2)
where the mass µ ∝ 1∆ exp(−constΛ), and β
2
SG = 8(π − γ) for the antiferromagnetic case
(ǫ = −1), while β2SG = 8γ for the ferromagnetic one (ǫ = 1). The scaling limit of the
gapless hamiltonian (1) is given by the ultraviolet limit of (2).
Free boundary conditions in the lattice model correspond to fixed ones in the sine-
Gordon model. This can easily be seen by recalling that φ is dual to the arrows of the vertex
model; since in the approach of [13,14] the time direction is across the diagonal of a vertex,
the field at the boundary is necessarily constant. Thus we have φ(0) = φ(L) = φ0, where
φ0 depends on the boundary magnetic field h (at h = 0 we have φ0 = 0). These boundary
conditions preserve the topological U(1) symmetry giving conservation of soliton number,
but they break the Z2 charge conjugation symmetry relating soliton and antisoliton (unless
h = 0).
Because we are mainly interested in checking the physical S matrices and paving
the way towards a thermodynamic analysis, we shall discuss the lattice model and the
underlying inverse scattering problem in the presence of boundaries as little as possible.
We refer the reader to [15,17] for details. We shall simply use the resulting bare Bethe
ansatz equations without deriving them.
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2. The bare Bethe ansatz equations
The wave function of the inhomogeneous six-vertex model can be expressed in terms
of a set of “roots” αj, where j = 1 . . . n. They must be solutions of the set of equations
[16,15]
N [f(αj +Λ, γ) + f(αj − Λ, γ)] + 2f(αj, γH) =
2πlj +
n∑
m=1,m 6=j
[f(αj − αm, 2γ) + f(αj + αm, 2γ)] ,
(3)
where lj is an integer. The function f is defined as
f(a, b) = −i ln
(
sinh(ib− a)/2
sinh(ib+ a)/2
)
and
H ≡
1
γ
f(iγ,−i ln(h+ cos γ)). (4)
For h = 0, γH = π− γ. By construction of the Bethe-ansatz wave function, αj > 0. Even
though there is a solution of (3) with one vanishing root for any N and n, we emphasize
that αj = 0 is not allowed because the wave function vanishes identically in this case.
The solutions of these equations are quite intricate for arbitrary γ [18]. For simplicity,
we restrict to the case γ = π/t where t is an integer, and consider both choices ǫ = ±1.
In the sine-Gordon model, these fall in the attractive and repulsive regimes respectively.
We make the standard assumption that all the solutions of interest are collections of “k-
strings” for k = 1, 2 . . . t−1 and antistrings a [18]. A k-string is a group of αj in the pattern
α(k)− iπ(k−1), α(k)− iπ(k−3), . . . , α(k)+ iπ(k−1) where α(k) is real. The antistring has
αj = α
(a) + iπ, where α(a) is real. We shall comment on the validity of this assumption
(which is more crucial when one considers subleading effects) in the conclusion.
The thermodynamic limit is obtained by sending N →∞. In this case, we can define
densities of the different kinds of solutions. The number of allowed solutions of (3) of type
k in the interval (α, α + dα) is (ρk(α) + ρ
h
k(α))2Ndα, where ρk is the density of “filled”
solutions (those which appear in the sum in the right-hand-side of (3) ) and ρhk is the
density of “holes” (unfilled solutions). The densities ρa and ρ
h
a are defined likewise for the
antistring. The “bare” Bethe ansatz equations follow from taking the derivative of (3).
For γ = π/t they can be written in the form:
2π(ρk + ρ
h
k) =
1
2
[ak(α+ Λ) + ak(α− Λ)]− φk,t−1 ∗ ρa +
t−1∑
l=1
φkl ∗ ρl +
1
2N
uk
2π(ρa + ρ
h
a) = 2π(ρt−1 + ρ
h
t−1) +
1
2N
(ua − ut−1)
(5)
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where ∗ denotes convolution:
f ∗ g(α) ≡
∫ ∞
−∞
dα′f(α− α′)g(α′).
These densities are originally defined for α > 0, but the equations allow us to define
ρk(−α) ≡ ρk(α) in order to rewrite the integrals to go from −∞ to ∞. The kernels in
these equations are defined most easily in terms of their Fourier transforms:
φ˜kl(x) =
∫ ∞
−∞
dα
2π
eiαtx/piφkl(α) = δab − 2
coshx sinh(t− k)x sinh lx
sinhx sinh tx
, (6)
for k ≥ l with φlk = φkl, and
a˜k =
sinh(t− k)x
sinh tx
u˜k = 2
sinh(t−H)x sinh kx
sinhx sinh tx
+
sinh(t− 2k)x/2
sinh tx/2
− 1
u˜a = 2
sinhHx
sinh tx
−
sinh(t− 2)x/2
sinh tx/2
− 1.
(7)
The boundary manifests itself in the first term in uk; notice that even for h = 0 it still
modifies the equations. A few technicalities account for the other terms (these are relevant
here because we are interested in subleading boundary effects). The second term in uk
arises from the fact that the sum in (3) does not include the term m = j; the integration
over densities includes such a contribution and so it must be subtracted off by hand. The
third term in uk arises because ρ and ρ
h are defined for allowed solutions, while as already
explained, α = 0 is not allowed because it does not give a valid wavefunction. Since it is
a valid solution of (3) but is not included in the densities, we must subtract an explicit
2pi
2N δ(α) (corresponding to 1/2N in Fourier space). One expects all other corrections to be
suppressed by additional powers of 1/N .
3. The physical Bethe ansatz equations
We now derive the physical Bethe ansatz equations by extending the computation
done in [12] for periodic boundary conditions. The two cases ǫ = ±1 are of course very
different.
Case i: ǫ = 1
In this case the ground state is filled with anti-strings so that ρk = 0 and ρ
h
a = 0. We
can use (3) to find the densities in the ground state, but we will not need these explicitly
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here. Excited states are given by including string solutions (ρk 6= 0) and/or holes in the
antistring distribution (ρha 6= 0). The physical equations are obtained by rewriting the
bare equations (5) so that physical densities (i.e. ρk and ρ
h
a) appear on the right-hand side.
This is done simply in Fourier space by solving for the Fourier transform ρ˜a in the last
equation in (5) and substituting it into the others. The result is
2π(ρk + ρ
h
k) =
1
2
[Ak(α+ Λ) +Ak(α− Λ)] + Φk,t−1 ∗ ρ
h
a +
t−1∑
l=1
Φkl ∗ ρl +
1
2N
Uk
2π(ρa + ρ
h
a) = 2π(ρt−1 + ρ
h
t−1) +
1
2N
(Ua − Ut−1)
(8)
where the kernels this time are
Φ˜kl = δkl − 2
cosh x cosh(t− 1− k)x sinh lx
cosh(t− 1)x sinhx
k, l 6= t− 1; k ≥ l
Φ˜t−1,k = −
coshx sinh kx
cosh(t− 1)x sinhx
k 6= t− 1
Φ˜t−1,t−1 = −
sinh(t− 2)x
2 cosh(t− 1)x sinhx
,
(9)
where Φlk = Φkl, and.
A˜k =
cosh(t− 1− k)x
cosh(t− 1)x
k 6= t− 1
A˜t−1 =
1
2 cosh(t− 1)x
U˜k = 2
cosh(t− 1−H)x sinh kx
cosh(t− 1)x sinhx
−
coshx sinh kx
cosh(t− 1)x sinhx
(
sinh(t− 2)x/2
sinh tx/2
+ 1
)
+
sinh(t− 2k)x/2
sinh tx/2
− 1 k 6= t− 1
U˜t−1 =
sinh(2t− 2−H)x
cosh(t− 1)x sinhx
−
sinh(t− 2)x/2 cosh t2x
cosh(t− 1)x sinhx
−
sinh(t− 2)x
2 cosh(t− 1)x sinhx
− 1
U˜a =
sinhHx
cosh(t− 1)x sinhx
−
sinh(t− 2)x/2 cosh t
2
x
cosh(t− 1)x sinhx
−
sinh(t− 2)x
2 cosh(t− 1)x sinhx
− 1.
(10)
(We did not simplify some of the trigonometric sums to allow further identification of
the various terms.) These are the physical Bethe ansatz equations, governing how the
actual quasiparticle excitations interact with each other. Notice that the kernels are now
symmetric, as opposed to (5). Each density corresponds to a quasiparticle; it is easy to
read off the bulk S matrix elements. In the next section, we will discuss how to do this
and how to find the boundary S matrix.
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Case ii: ǫ = −1
In this case the ground state is made of real solutions. The physical densities are
therefore ρh1 , ρk and ρa. Eliminating ρ1 from the right hand side of the bare equations
gives
2π(ρ1 + ρ
h
1) =
1
2
[s(α− Λ) + s(α+Λ)] + s ∗ a
(t−1)
1 ∗ ρ
h
1
−
t−1∑
k=2
a
(t−1)
k−1 ∗ ρk + a
(t−1)
t−2 ∗ ρa +
1
2N
u0
2π(ρk + ρ
h
k) = a
(t−1)
k−1 ∗ ρ
h
1 +
t−1∑
l=2
φ
(t−1)
k−1,l−1 ∗ ρl − φ
(t−1)
k−1,t−1 ∗ ρa +
1
2N
u
(t−1,H−1)
k−1
2π(ρa + ρ
h
a) = 2π(ρt−1 + ρ
h
t−1) +
1
2N
[
u(t−1,H−1)a − u
(t−1,H−1)
t−2
]
,
(11)
where the quantities a(t−1), φ(t−1) and u
(t−1,H−1)
k−1 are the same as in the bare equation
(6)-(7) with t, k,H there replaced by t− 1, k − 1, H − 1 respectively, and
u˜0 =
sinh(t−H)x
cosh x sinh(t− 1)x
+
cosh tx/2 sinh(t− 2)x/2
coshx sinh(t− 1)x
+
sinh(t− 2)x
2 coshx sinh(t− 1)x
− 1
s˜ =
1
2 coshx
.
It is more difficult to read off the quasiparticle spectrum and the bulk and boundary S
matrices here because the bulk scattering is non-diagonal and most densities correspond
in fact to pseudoparticles. We will discuss this in the next section.
4. The S Matrix
In this section we derive the physical Bethe ansatz equations from the bulk and bound-
ary S matrices by quantizing the momenta of a set of relativistic quasiparticles on a line.
We identify these with the physical equations derived from the lattice model in the cases
ǫ = ±1.
In a relativistic quantum field theory the energy and momentum of a particle of mass
m can be parametrized in terms of the rapidity θ: (E, P ) = (m cosh θ,m sinh θ). Lorentz
invariance requires that S matrix elements depend only on rapidity differences.
First let us discuss the case when the S matrix is diagonal. When there are p different
species of particle, we have the two-particle S-matrix elements Sbc(θ1 − θ2), where b and
c run from 1 to p. These S-matrix elements give the phase shift in the wavefunction
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when two particles are exchanged. We also have the boundary S matrix elements Rb(θ),
which gives the phase shift when a particle of species b bounces off a wall and changes its
rapidity from θ to −θ. (We do not consider the case where a particle changes species when
bouncing off the boundary.) We have a gas of N particles on a line of length L, with the
ith particle of species bi. For the fixed boundary conditions we consider, we demand that
the wavefunction vanish at both ends of the line. This requires making a stationary wave
of states with opposite momenta, with the momenta subject to the constraints
eiLmbi sinh θi
N∏
j=1,j 6=i
Sbibj (θi − θj)Rbi(θi)
= e−iLmbi sinh θi
N∏
j=1,j 6=i
Sbibj (−θi − θj)Rbi(−θi)
(12)
for all i. When the scattering is trivial, this reduces to the familiar P = nπ/L, where n is
a positive integer. Unitarity requires that S−1(θ) = S(−θ) and R−1(θ) = R(−θ), so this
can be rewritten as
e2imbi sinh θiL
N∏
j=1,j 6=i
Sbibj (θi − θj)Sbibj (θi + θj)R
2
bi
(θi) = 1. (13)
Alternatively we can deduce these equations from systematic application of the Zamolod-
chikov-Faddeev algebra together with its boundary counterpart.
As in the lattice model, we define densities of solutions of (13) so that (ρb(θ) +
ρhb (θ))2Ldθ gives the number of allowed rapidities between θ and θ + dθ for species b,
and ρb gives the density of filled states. Taking the logarithm of (13) gives an equation of
the form (3); taking the derivative of this gives an equation for the densities. We again
define the densities at negative rapidity by ρb(−θ) = ρb(θ). We have one equation for
every type of particle:
2π(ρb + ρ
h
b ) = mb cosh θ +
p∑
c=1
ϕbc ∗ ρc +
1
2L
Θb, (14)
where
ϕbc(θ) = −i
d
dθ
lnSbc(θ)
Θb(θ) = −i
d
dθ
2 lnRb(θ) + i
d
dθ
lnSbb(2θ)− 2πδ(θ)
(15)
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The additional terms in Θb result from the same considerations as in the lattice model:
the facts that the product in (13) has no term i = j and that the solution with θ = 0
should not be included. As before, we expect additional corrections to be suppressed by
powers of 1/L.
The equations (14) are the physical Bethe ansatz equations derived directly from
the S matrix description. They enable us to compare a diagonal S matrix to lattice
results. We do this in case i below. If the scattering is not diagonal, the analysis is more
complicated: one must “diagonalize” the multiparticle state, including the boundary S
matrices. Basically, one must find the eigenvalues Λ(θi|{θj}) of the object
T (θi|{θj})bcRc(θ)T
−1(−θi|{θj})cbR
−1
b (−θi) (16)
where T (θi|{θj})bc is the matrix which describes scattering a particle of species b and
rapidity θi through all the other particles and ending up with that particle being of species
c. The generalization of (13) then is
e2imbi sinh θiLΛ(θi|{θj}) = 1. (17)
To diagonalize (16), one uses the Bethe ansatz and the analysis proceeds as before, but the
calculation is a little delicate. It is however simplified by using results of [15]; we discuss
this in case ii below.
Case i: β2 = 8π/t
As discussed in the introduction, the scaling limit of the inhomogeneous XXZ model
with ǫ = 1 is the sine-Gordon model at β2 = 8π/t. The particles and their bulk S
matrix in this case are well known [19]. There are t − 2 breather states with mass ma =
2M sinh pia2(t−1) , along with a soliton and an antisoliton of massM . All of these states scatter
diagonally with each other. The boundary S matrices for the soliton and antisoliton are
conjectured in [4], and those for the breathers in [6].
Using these S matrix elements, we can now compare the physical Bethe ansatz equa-
tions (14) with the lattice ones (8). First we have to extract the scaling limit of the lattice
model. This is easily done by taking the limit Λ→∞ at finite bare rapidity α. The source
term in equations (8) reproduces the expected spectrum with
M ∝
1
∆
e−tΛ/2(t−1)
8
and the physical rapidity
θ =
t
2(t− 1)
α,
provided we identify the breathers with the string solutions k = 1 . . . t−2, the soliton with
the string solution t− 1, and the antisoliton with the antistring a.
It is already known [12] that the kernels Φjk in (9) are the same as the ϕbc that result
from the known Sbc scattering matrix. It is straightforward but rather tedious to check
that the kernels Uk in (10) too are the same as Θb resulting from (15) and the Sbc(θ) and
Rb(θ) of [19,4,6], completing the boundary identification. Let us discuss the case of soliton
and antisoliton only for simplicity, denoting them + and − respectively. Using the integral
representation for the log of a gamma function, the result of [4] can be written
−i lnR±(θ) =
∫
dx
x
sin
2
π
(t− 1)xθ
×
[
sinh(t− 1± 2ξ/π)x
2 cosh(t− 1)x sinhx
−
sinh 32(t− 1)x sinh(
t
2 − 1)x
sinhx/2 sinh 2(t− 1)x
]
,
where ξ depends on φ0. Comparing this with (10) allows us to identify
ξ =
π
2
(t− 1−H).
To identify the remaining terms we recall that
−i lnS++(θ) = −
∫
dx
x
sinh(t− 2)x
2 sinhx cosh(t− 1)x
sin
2
π
(t− 1)xθ.
The identity
sinh 3(t− 1)x/2 sinh(t− 2)x/2
sinhx/2 sinh 2(t− 1)x
−
sinh(t− 2)x/2 cosh tx/2
2 cosh(t− 1)x sinhx
=
sinh(t− 2)x/2
4 sinhx/2 cosh(t− 1)x/2
+
sinh(t− 2)x
4 sinhx cosh(t− 1)x
(18)
completes the desired identification.
This confirms the S matrices conjectured in [4,6] at these values of β. We emphasize
that it is absolutely crucial to have included the correction terms to uk in (7) and Θb in
(15) to get this result.
Case ii: β2 = 8π(t− 1)/t
The continuum limit of the lattice model at γ = π/t is the sine-Gordon model at
β2 = 8π(t−1)/t. The only states in the spectrum are the soliton and antisoliton, and they
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scatter with a nondiagonal S matrix [19]. With our fixed boundary conditions, soliton
number is conserved, so the scattering off the wall is diagonal but only if h = 0 (H = t−1)
is it equal for soliton and antisoliton [4].
To derive the Bethe ansatz equations for this nondiagonal S matrix, we need the eigen-
values of the matrix (16). We now discuss some technical aspects of this computation; the
uninterested reader can jump directly to the next paragraph. The equivalent problem for
periodic boundary conditions, where one diagonalizes Tbb, is well understood. In this case,
a simplifying feature is that S(0) is simply the permutation operator. Hence, instead of Tbb
one can consider the matrix describing the scattering of one particle through all the others
including itself. The unwanted contribution of a particle scattering with itself is trivial
anyway and does not have to be discarded. The advantage is that the new diagonalization
problem fits perfectly in the inverse scattering framework and is easy to solve. In the
presence of a boundary the situation is different. If one tries the same approach there are
now two unwanted contributions, since the particle at rapidity θ can “scatter with itself”
at rapidity ±θ. The process with S(θ − −θ) = S(2θ) leads to non-trivial terms. When
the scattering was diagonal this was easy to discard by hand, but the situation is more
complicated here. On the other hand, the inverse scattering formalism in the presence of
boundaries developed e.g. in [15,17] is treating a slightly different problem: R−1b (−θ) is
replaced there with R−1b (−θ − iπ). Fortunately these two complications essentially cancel
each other; changing the rapidity −θ to −θ − iπ acts as a projector which cancels out
the unwanted processes resulting from the self-scattering term. The final expression for
the eigenvalue Λ(θi|{θj}) turns out to be the same as that of [15], up to some missing
prefactors that produce a phase, as required. The complete proof is rather tedious and
will be provided upon request. The interested reader can also check the final result by
direct calculation in the two-particle case.
The result is that the auxiliary problem determining the eigenvalue Λ is similar to the
bare problem, up to a redefinition of some parameters. Let us define σ(θ), which is the
density of particles (soliton or antisoliton). In this case we have
−i lnR±(θ) =
∫
dx
x
[
sinh(1± 2ξ(t− 1)/π)x
2 coshx sinh(t− 1)x
+
sinh 32x sinh(t− 2)x/2
sinh(t− 1)x/2 sinh 2x
]
sin
2
π
xθ
together with
−i lnS++(θ) = −
∫
dx
x
sinh(t− 2)x
2 coshx sinh(t− 1)x
sin
2
π
xθ.
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The first part of the quantization equation (the derivative of the log of (13)) reads
2π(σ + σh) = m cosh θ −
i
2L
d
dθ
ln Λ, (19)
with
−
i
2L
d
dθ
ln Λ =
(
−i
d
dθ
lnS++(θ)
)
∗ σ −
t−2∑
b=1
a
(t−1)
b ∗ σb + a
(t−1)
t−2 ∗ σa +
1
2L
U,
and
U = −i
d
dθ
2 lnR+(θ) + i
d
dθ
lnS++(2θ)− 2πδ(θ).
For the other densities σb and σ
h
b (b = 1 . . . t−2), we have the bare equations (5) with three
changes. First, t is replaced by t − 1 because there are t − 1 solutions to the new Bethe
equations. There is also a new source term a
(t−1)
b ∗σ because the “vertices” in the problem
of diagonalizing (16) correspond to the real particles, and have fluctuating numbers and
rapidities. These two changes are identical to the case with periodic boundary conditions.
In addition, we have a boundary term which from [15] is the same as the one in the bare
equations with H replaced by H − 1. This shift is of course related to the shift of t. For
instance, if in the original bare equations h = 0 so that H = t − 1, then in the auxiliary
problem we again expect soliton-antisoliton symmetry yielding H = (t− 1)− 1.
We can thus identify (19) and the equations for σb with (11) provided we set
ξ =
π
2
(
1−
H
t− 1
)
by using again the identity (18) with x replaced by (t− 1)x and t − 1 by 1/(t− 1). This
confirms results of [4,6] at values of β where the scattering is non-diagonal.
5. Conclusion
We have verified in both attractive and repulsive regimes that the boundary S matrices
conjectured in [4,6] are in fact correct. We think that the main interest of our computation
lies in the delicate analysis of all the boundary terms, which are crucial to make the
computation consistent. In particular, observe from the example of α = 0 that at order
1/N , the modification of even a single root in the Bethe equations affects the results. This
puts the string hypothesis to a much stronger test than the bulk computations done so far.
If we believe that the picture of [4] is consistent and that the inhomogeneous XXZ model
provides also a regularization of the sine-Gordon model in the presence of boundaries, we
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are forced to conclude that strings are the only solutions of the Bethe equations that
contribute to the scaling limit, i.e. to the low-energy excitations. This does not contradict
the known examples of non-string solutions, which either exist in finite numbers [10,20]
(so we show that the finite number is zero in the scaling limit) or are at very high energy
[21].
The next step is to study the system at finite temperature and to derive the thermo-
dynamic Bethe ansatz equations for the free energy. This should yield the “g-function”,
which measures the number of degrees of freedom on the boundary [22]. At a fixed point,
this can be calculated from conformal field theory [23,22], and was calculated for the free
boson (the critical limit of the sine-Gordon model) in [24]. It is simple to get the bulk
part of the free energy from the physical Bethe ansatz equations, but additional subtleties
appear because the g-function is a subleading term. For example, the usual thermody-
namic Bethe ansatz free energy is the log of the partition function only at leading order
in L; there are system-dependent corrections at lower order. However, when one looks at
massless S matrices to describe a flow between ultraviolet and infrared fixed points, the
ratio gUV /gIR should be independent of these corrections. It is indeed simple to calculate
this ratio from the S matrix, for example, in the Kondo problem [2,25] or in the flows
between the minimal models. We hope to discuss these more physical aspects in the near
future.
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