Dynamical Recurrent Neural Networks (DRNN) (Aussem 1994) are a class of fully recurrent networks obtained by modeling synapses as autoregressive lters. By virtue of their internal dynamic, these networks approximate the underlying law governing the time series by a system of nonlinear di erence equations of internal variables. They therefore provide history-sensitive forecasts without having to be explicitly fed with external memory. The model is trained by a local and recursive error propagation algorithm called temporal-recurrent-backpropagation. The e ciency of the procedure bene ts from the exponential decay of the gradient terms backpropagated through the adjoint network. We assess the predictive ability of the DRNN model with meteorological and astronomical time series recorded around the candidate observation sites for the future VLT telescope. The hope is that reliable environmental forecasts provided with the model will allow the modern telescopes to be preset, a few hours in advance, in the most suited instrumental mode. In this perspective, the model is rst appraised on precipitation measurements with traditional nonlinear AR and ARMA techniques using feedforward networks. Then we tackle a complex problem, namely the prediction of astronomical seeing, known to be a very erratic time series. A fuzzy coding approach is used to reduce the complexity of the underlying laws governing the seeing. Then, a fuzzy correspondence analysis is carried out to explore the internal relationships in the data. Based on a carefully selected set of meteorological variables at the same time-point, a nonlinear multiple regression, termed nowcasting (Murtagh et al. 1993 (Murtagh et al. , 1994 , is carried out on the fuzzily coded seeing records. The DRNN is shown to outperform the fuzzy k-nearest neighbors method.
Introduction
There has been considerable interest in the past few years in exploring the applications of arti cial neural networks for time series identi cation and prediction (Aussem 1994 , Gershenfeld et al. 1993 , Lang et al. 1988 , Lapedes et al. 1987 , Mozer 1993 , Wan 1993 , Weigend et al. 1990 , Williams et al. 1989 . In this paper we present a class of recurrent neural networks called Dynamical Recurrent Neural Networks as very general models for modeling and anticipating the behavior of nonlinear dynamical systems. These networks are obtained by modeling each synapse by an autoregressive (AR) lter. The main attraction of these networks is that they have trainable internal memory and hence can directly model dynamical systems. In addition, the model includes as particular cases most sigmoidal connectionist networks of the type described by Rumelhart (Rumelhart et al. 1986 ) that have been introduced to date for temporal processing (Aussem 1994 , Lang et al. 1988 , Leighton et al. 1991 , Sastry et al. 1994 , Tsoi et al. 1994 , Wan 1993 , Williams et al. 1989 . Predicting the continuation of a time series amounts to picking one of a class of functions so as to approximate the input-output behavior in the most appropriate manner. For deterministic dynamical behaviors, the observation at a current time point can be modeled as a function of a certain number of preceding observations. In such cases, the model being used should have some internal memory to store and update context information. In spite of this, most attempts in the literature at using connectionist models for sequence prediction rely on feedforward networks (Lang et al. 1988 , Lapedes et al. 1987 , Wan 1993 , Weigend et al. 1993 ). This is achieved by feeding the network with a delayed version of the past observations, commonly referred to as a delay vector or tapped delay line. Even if they include delays such as the time delay neural network (Lang et al. 1988) , the autoregressive networks (Leighton et al. 1991) , or more recently the FIR networks (Wan 1993) , feedforward networks have a nite impulse response and cannot store information for an inde nite time. They learn the memoryless transformation that captures the dependence of the current value of the series on the speci ed past observations. But the method may fail when the temporal contingencies span unknown intervals. In addition, we illustrate through a generic example that feedforward networks are inadequate for handling a certain class of time series. Not long ago, several re nements were proposed to circumvent these limitations. In the JordanElman architecture (Jordan 1993) , a limited set of carefully chosen recurrent connections are used. These networks do not try to achieve credit assignment back through time but instead use the previous state as part of the current input. Such a simple approach may be seen as a natural extension to feedforward networks in much a same way that ARMA models generalize autoregressive models (Connor et al. 1994 ). Besides, a generic class of architectures called localrecurrent-global-feedforward has recently been introduced by a number of research groups to bene t from the simplicity of the feedforward training algorithms while using feedbacks either from the activations or from the outputs (Tsoi et al. 1994 , Sastry et al. 1994 . In this case, feedback is allowed from only the output of the neuron itself, and not from other neurons. Unfortunately, all these models have limited storage capabilities and may be inappropriate to deal with confusing time series. More attractive is the Williams-Zipser architecture (Williams et al. 1989 ). It deals with fully interconnected networks with connections of unit delay. The ability of the model to achieve complicated sequence recognition and reproduction tasks has clearly been illustrated through di cult sequence recognition tasks. However, the attractive features displayed by the model are at the detriment of the computational and storage requirements of their forward-like propagation algorithm. Moreover, it has been reported that the architecture typically su ers a lack of stability and appears to be di cult to train optimally (Bengio et al. 1994 , Tsoi et al. 1994 . In light of this, a fully time-and space-recurrent architecture seems to be the ultimate improvement a neural network can be endowed with. Rather then performing a static input-output mapping, the model is described by a system of nonlinear di erence equations, the internal variables of which are the hidden unit activations. Now, an algorithm is needed that can properly train fully recurrent DRNN models to implement dynamical systems. In this paper, we describe a powerful learning procedure for networks of this kind, called the temporal-recurrent-backpropagation (TRBP) algorithm. TRBP is local in time like the forward propagation algorithms and requires computation only proportional to the number of weights. The derivation of this algorithm has been given elsewhere (Aussem 1994) but is repeated in this paper for convenience. The DRNN is used in our studies as a generic dynamical model trained to emulate the behavior of environmental time series recorded on candidate observation sites for the European Southern Observatory (ESO). The framework pursued in this paper attempts to propose reliable observation quality estimates for the ground-based telescope to be set, some time in advance, in the most suited mode to allow an e cient use of the observing time. We experiment with two real-word time series, namely the quarterly precipitation recorded in Namibia, and the fuzzily coded astronomical seeing. These series are typical cases where the attempt to derive physical equations governing their behavior failed. The practical experience and theoretical knowledge of the meteorologists points to the inherent di culty of deriving rules for local forecasting. Therefore prediction is sought without reference to any underlying physical model. Our main goals in the experiments described here were 1) to assess the predictability of these time series, especially the seeing, and 2) to appraise the DRNN models with standard neural-based techniques and state space reconstruction approaches. The precipitation records were used as a toy series to appraise our model whereas seeing, measured in La Silla and in Paranal, is a variable for which the astronomical community shows great concern because it strongly in uences the observation quality (Murtagh et al. 1992 (Murtagh et al. , 1993 (Murtagh et al. , 1994 . In order to lessen the complexity of the task devoted to the neural network, an intuitively plausible and interpretation-friendly form of coding was adopted, consisting of \fuzzifying" the seeing measurements. Such coding is particularly appropriate since seeing categories (\very good", \very poor", etc.) are especially helpful for interpretation. A fuzzy correspondence analysis was used to explore the initial relationships in the data and select the most relevant variables to be used. The paper is organized as follows. In section 2, we brie y review the neural-based techniques that have been employed so far as nonlinear extensions of traditional linear models with a view to highlighting their di erences and ascertaining the problems for which they are best suited. Section 3 presents the architecture of the DRNN model. The complete derivation of the TRBP procedure is carried out in section 4. A thorough discussion of its asymptotic properties is also provided. Various forecasting techniques are appraised and simulation results are presented in section 5 to illustrate the power of the DRNN and assess the predictability of series of interest.
Connectionist Models for Time Series Prediction
The standard approach in time series prediction involves constructing an underlying model which gives rise to the observed sequence denoted by fx t g. Because the explicit equations of the underlying model are usually unknown, the rules that govern the system evolution must be inferred from the regularities of the past observations. In this perspective, connectionist models are legitimate choices for those involved in forecasting techniques without any a priori knowledge of the characteristics of the time series under consideration. Neural networks have recently emerged as a successful tool in the elds of sequence recognition and prediction (Aussem et al. 1994a , 1994b , Connor et al. et al 1994 , Gershenfeld et al.1993 , Lapedes et al. 1987 , Mozer 1993 , Wan 1993 , Weigend et al. 1990 ). This is due to the versatility of a three-layer feedforward neural network in approximating an arbitrary static nonlinearity (Cybenko 1989) , and the computational e ciency of the backpropagation algorithm (Rumelhart et al. 1986 , Werbos 1972 ). In addition, the promise of neural networks comes from the hope that they can emulate unanticipated features of the time series without requiring insight into the underlying mechanism. These arguments provide the basic motivation for the use of neural networks in time series prediction. Though connectionist models have the somewhat mysterious ability to infer rules to perform generalization, this is nothing more than real-valued function interpolation of the input-output mapping. Also, for modeling general nonlinear dynamical systems or complex time series, we discuss some cases for which the representation capability of feedforward networks is inadequate and hence we propose dynamic recurrent neural network models to circumvent their weakness.
A. Nonlinear AR and ARMA models The theory of prediction focuses on optimum prediction of dynamic systems in the minimum mean square sense. Letx t denote the single-step estimate for the desired value x t recorded at time point t. In a stationary stochastic environment, minimizing the expectation of the squared error corresponds to predicting the conditional mean of x t given the in nite past observations x t?1 ; x t?2 ; : : :.x t = E x t j x t?1 ; x t?2 ; : : :]
(1) A general class of models which appear to o er plausible description of a wide range of di erent types of time series is the Nonlinear Autoregressive Moving Average (NARMA) model (Box et al. 1976) . Therefore it seems reasonable to approximate the conditional mean predictor (1) by a more general function f() such thatx t = f(x t?1 ; : : :; x t?p ; e t?1 ; : : :; e t?q ) (2) where e t = x t ?x t (3) The static feedforward network is now driven by a limited version of past known error residuals in addition to the past observations. These errors in turn depend on the past values of its own outputx t , rendering the standard backpropagation algorithm inadequate for adjusting the network parameters properly. The hope is that the predictive ability of feedforward networks is improved, insofar as more information is made available to the network. Such a general NARMA scheme is a natural generalization of optimal linear predictors (Box et al. 1976 , Connor et al. 1994 ) and provides a valuable framework for modeling a wide range of di erent types of nonlinear time series structures. NARMA models have an advantage over NAR models in much the same way that linear ARMA models have advantages over AR models for some types of series (Connor et al. 1994) . Despite this observation, prediction based on NARMA models has not amassed a large literature, owing to the computational burden involved in performing properly credit assignment back through time. Instead, the neural network community has mostly been concerned with NAR models by setting the terms e(t) to zero in (2) so that standard backpropagation could be used at low cost. In addition, the use of NAR models fed with delay coordinate vectors has been recently underpinned by theoretical results in dynamical system theory (Ott 1993) . NAR models based on feedforward networks have shown great promise not only for the prediction of chaotic processes, but also for certain real-world time series (Wan 1993 , Weigend et al. 1990 ). Nonetheless, the length of delayed vector in (2) must be chosen in advance to accommodate the temporal contingencies present in the input sequence often spanning unknown time intervals. Also this technique provides rich but not total information about the past. Finally, we mention that both the AR and ARMA models are extrapolated from rather old methods of linear di erence equations. In order to increase the potential of neural-based approaches to forecasting, we present in this paper a modern approach drawing from control theory.
C. The Need for Fully Interconnected Networks Connor et al. (1994) have clearly demonstrated that a NARMA network, in which the output is fed back to the input, is a special case of the somewhat more general class of fully interconnected networks. For such networks, there is no need to present theê t?j to the input since speci c non-trainable recurrent links from a hidden layer towards itself result in the same functional inputoutput mapping.
On the other hand, it is reasonable to assume the time series to be governed by an underlying system of di erence equations with known but also unknown internal variables, i.e. not available for measurements. This case is very usual in meteorology (e.g. Lorenz equation) but is also observed in many elds of physics (e.g. particle motion, laser uctuations, etc.). In view of the connection between time series and dynamical system analysis, we may regard the time series as a dynamical system driven by its past outputs instead of exogenous signals. When all the states of the system are measurable in addition to its output, it is well known that state-output models (Narendra et al. 1991 , Srinivasan et al. 1994 ) can accurately represent a large class of nonlinear dynamics. Nonetheless, the states underlying a time series, if they exist, are not measurable. Only the past observations can be used for regression. We illustrate through a simple generic example that NARMA models of the type discussed above, are inadequate to forecast the continuations of such types of time series endowed with unknown internal variables. Consider a series fx t g governed by
where t is a sequence of zero mean independent random variables satisfying E(e t jz t?1 ; z t?2 ; : : :) = 0 and z t is the unique internal variable underlying the dynamic of x t . Now it is readily seen that the optimal predictor is given byx t+1 = f 1 (f 2 (f ?1 1 (x t ))) (5) The invertibility of the mapping f 1 () is a condition sine qua non for NARMA models to perform the task. Otherwise, a NARMA model based on a feedforward network will fail to anticipate the continuation of the series. As pointed out by Srinivasan et al. (1994) , NARMA models are not capable of representing the system if the underlying state reconstruction is not possible. This points to the need for more involved models capable of handling these situations. Because there is some potential for dynamic fully-interconnected networks to provide a better approximation compared to feedforward networks with or without external feedbacks, these models o er the promise to tackle complex problems which have not proven amenable with traditional approaches. This is the reason for the appeal of recurrent networks in recent years in the context of temporal processing. 3 The DRNN model
Autoregressive Recurrent Connections
This section describes the connectionist model we used to assess the predictability of environmental time series. To remedy for the weakness of NARMA models, we show that the problem of recurrence has to be explicitly tackled when the dynamic of a general time series has to be learned. Temporal association tasks require a neural network that will store and update context information spanning a priori unknown temporal intervals. And for the network to remember some aspects of the past, the network must hold memory of its internal state. Thus, one has to build into the network as much knowledge of the past as possible. Therefore, a key modi cation of the basic neuron model can be accomplished by replacing each synaptic weight by an AR lter. This basic modi cation of the neuron interactions allows a continuum of memory forms ranging from high resolution and low depth to low depth and high resolution (Mozer 1993) . Using the terminology adopted in signal theory, neuron interactions are treated as Finite Impulse Response (FIR) lters. By this, we mean that for an input excitation of nite duration, the output will also be of nite duration. The model is referred to as a dynamic recurrent neural network (DRNN) since its underlying law governing its evolution is a system of di erence equations. This will be discussed later on. The lter parameters are adjusted continuously so as to select those aspects of the input sequence which are relevant for making temporal associations. This motivates the belief that such an internal dynamic enables the network to nd out an appropriate internal state representation which allows the time series behavior to be captured. In addition, a time-lagged vector is not required anymore, It su ces to present only a single input unit and have the network select the most relevant delayed observations to reconstruct the underlying state of the system. As a result, the DRNN are a class of networks that can handle complex tasks that require the preservation of state over potentially unbounded periods of time (Williams et al. 1989) . Note that this idea is not new and has been used by Wan (1993) with feedforward networks. These models, referred to as FIR networks, have shown considerable promise in the eld of prediction (Gershenfeld et al. 1993) . We emphasize however that there are no feedbacks in this model. The di erence with a static feedforward network is a matter of representation convenience and also a more desirable adaptation scheme for on-line training. The architecture is also known as a time-delay neural network (Lang et al. 1988) or autoregressive network (Leighton et al. 1991) . Finally, the DRNN is nothing more than a fully-interconnected FIR network. But it is crucial to note that learning with standard backpropagation (Rumelhart et al. 1986 ) is ruled out due to recursion. In the rest of the paper, issues encountered in updating the DRNN \parameters amidst recurrence" are addressed.
A Relaxationwise Dynamic
In this section, the ingredients needed to specify the DRNN model are presented. We determine the relevant system parameters at each step k by the relaxation of the following system of coupled di erential equations:
The di erential equations which expresses the weight update scheme are of particular interest for an analog very-large scale implementation. T = 1 ; : : :; N ] is a conveniently chosen positive time constant vector, h k is the unit internal input vector at iteration k and
The composition of an a ne mapping followed by a sigmoidal function is a common choice for the nonlinear activation function. The parameter controls the steepness of the logistic function and is arbitrarily set to 1/2. It is not guaranteed that Eq.(6) always settles down to a stable equilibrium solution, and an oscillatory or chaotic behavior might be possible. We will not discuss this further and assume the existence of at least one stable xed point attractor. Therefore, if such a solution exists for system (6), it is readily seen that it veri es
Note that all N units must keep track of their D past outputs. This involves an overall bookkeeping of (D + 1)N values. As mentioned earlier, rather than using a time-lag vector and performing a global nonlinear approximation of the map underlying the time series, the mutual nonlinear dynamical interactions between neighboring units enable the DRNN to extract, encode and hold information pertaining to the input sequence. The hidden units act as internal states of a complex nonlinear system of recursive equations. Essentially, the DRNN not only makes use of prior observations but it also holds a memory of its previous states to provide context-sensitive forecasts. At this point, it is important to understand that the problem inherent to the training of a dynamical neural network di ers in a signi cant way from that faced with static networks. The DRNN is not only trained to adjust each individual weight matrix element but, moreover, the algorithm has also to nd the most adapted encoded representation of the input sequence within the constraints imposed by the network size and topology. Let x t be again the time series to be predicted, and M < N, the number of non-input units. From the discussion above, the DRNN o ers the hope to approximate the behavior of x t to the degree that the underlying law of the series is reliably approximated by a deterministic system of recursive di erence equations of the form v j Let us return to our initial series (4). The versatile representation capability of DRNN models includes as a particular case the dynamic of this series provided f 1 () are f 2 () are smooth enough mappings. A su cient large number of hidden units will theoretically su ce to emulate the series. The problem we are now faced with is whether the training algorithm will solve the problem in a reasonable amount of time. And this points to the important issue of whether updating the weights along the negative gradient is su cient for convergence to the optimal solution.
Gradient Descent in the DRNN
In purely feedforward networks, the gradient is straightforwardly obtained by standard backpropagation (Rumelhart et al) . But as recurrence is present in the DRNN model, the past parameters a ect the present output. More precisely, due to the present output depending upon the past output, a small change in a parameter value will in uence the future evolution of whole dynamical system. So the gradients with respect to past and present parameters have to be determined for proper parameter adaptation. For the calculation of the \gradient amidst dynamic", we resort to a peculiar chain rule expansion of the partial derivatives. The mathematical concepts underlying this chain rule expansion are developed in Werbos (1972) , and provide a formal technique for calculating gradients in general discrete-time dynamical systems. Readers interested in further insights into these concepts may refer to Piche (1994) . For the calculation of the derivatives to be carried out properly, we express the DRNN in a general framework based upon a standard representation commonly used for the control of dynamical systems (Narendra et al. 1991 , Srinivasan et al. 1994 . (10) where the function f() contains no delays (Narendra et al. 1991 , Piche 1994 . But as the function f() is not analytically de ned for the DRNN model, we are forced to resort to Eq. (8) which is recursive in terms of v k . This takes us a bit further from the framework of standard derivative rule expansions. Due to the recursivity of (10), we shall introduce now another formalism. The DRNN representation is depicted in Fig. 4 .1. For this purpose, consider a set of n variables z 1 ; : : :; z n whose values are determined by a set of n ordered equations z i = f i (z 1 ; : : :; z i?1 ; z i )
where each variable z i is not only a function of z 1 ; : : :; z i?1 but also of itself. Assuming I ?@f j =@z j to be invertible, we have @z j @z i fzi+1;:::;zj?1g
Note that z i may refer to either a scalar or a vector. Without loss of generality, it is assumed that z i is a vector so that @z j =@z i of dimension dim(z j ) dim(z i ) denotes the jacobian of z j with respect to z i . Given (12), the standard chain rule we will use may now may be written as 
Given (13), we are equipped with the mathematical tools to proceed to the derivation of the algorithm.
Backward Recurrent Propagation
Classically, our goal is to nd a procedure to adjust the weight components w d ij so that a given xed initial conditions v 0 and a set of input vectors fi k g taken from the training set result in a set of xed points, whose components along the output units have a desired set of values fd k g. What is important is that W k is a vector containing all adaptive parameters of the system at some iteration k, not its particular structure.
For the purposes of derivation, we de ne the vector W as the rst ordered variable, followed by W 0 ; v 0 ; : : :; W kf ; v kf . Because the error function is computed at the end of the trajectory, E is taken as the last variable. Classically, a new weight vector is generated at iteration k f according to W = ? @E @W (16) where , the learning rate, is a suitably chosen positive constant. Our primary goal in deriving the algorithm is to nd an expression for the term @E=@W. The repeated application of the chain rule (13) for the computation of @E=@W results in a backsweep algorithm also termed backward recurrent propagation algorithm. We stick to the more intuitive terminology \backward propagation" as it refers to the error signal ows through the links (Aussem 1994 , Srinivasan et al. 1994 ). An understanding of the asymptotic behavior of the gradient terms propagated in a reverse fashion will allow us to transform the latter into a very e cient iterative procedure. We begin by noting that W k are the only variables which are direct functions of W. Therefore, applying the rst chain rule expansion (13) 
The components of the vector @W j =@W k are equal to zero since j 6 = k. The term @f(j)=@W k , which represents the partial derivative of f() at time j with respect to W k , is nonzero only when k = j. @f ( j)=@v j can be obtained from (6), this gives @f(k)
where G' k is given by
and G k is the N N diagonal matrix constructed from g(h k (j)) for j = 1; : : :; N. (Recall that g 0 (h) = 2 g(h)(1 ? g(h))). Using these results, we nd @E=@W k to be
Substituting (21) into (17) gives
All components of the matrix @W j =@v k are equal to zero. Thus, using the chain rule once again on the term @E=@v k , we nd
The terms @f(j)=@v k are nonzero for j k +D. Using these results and substituting (19) in (23) 
Substituting (27) in (24), we obtain y k by backward iterating the equation
Transposing (28) (8), we obtain
Given (17), (22) and (30), we may write
(32) Finally, we obtain the vectorial delta rule for the DRNN
where the vector k is given by
The procedure we arrive at includes as particular cases temporal-backpropagation for a feedforward FIR network (Wan 1993) , recurrent-backpropagation for static recurrent networks (Almeida 1987 , Pineda 1987 , and backpropagation-through-time for recurrent networks (Rumelhart et al. 1986 ). It can be viewed as recurrent backpropagation applied to an adjoint (Srinivasan et al. 1994) or transposed network (Hertz et al. 1991 ). The adjoint is constructed using the following rules: 1) reverse all signal ows so that inputs are converted by outputs, 2) rede ne nodes as summing junctions achieved by using the derivative of the nonlinear xed point equation (8), and 3) reverse time such that iteration k is replaced by k f ? k in all time-varying network variables, where k f is the current iteration. A simple DRNN model with its adjoint is depicted in Fig. 2 . As discussed above, the backward algorithm makes necessary the artifact of unfolding the adjoint network in a reverse way in time. This is achieved by replicating the units and the connections backward through time until all delays have been removed. The method produces a time-feedforward and space-recurrent constrained static structure where the time dependencies have been made external to the network itself. Consequently, the generalized @ rule (33) requires the storage of the unit internal inputs h k and activations v k while going forward in time. The backward phase is also backward in time and recursively uses these activations to compute the required gradients. Nonetheless, for the unfolded version to be strictly equivalent to the original network, the manyfold duplication of the adjoint model should be repeated ad in nitum, that is to say, up to the rst iteration. This is inhibitory from an implementation standpoint. We will see however that the cost due to the manyfold duplication of the hardware is maintained within acceptable limits, thanks to the nice properties of the gradient descent in this equivalent network. 
Non-local operations are not required anymore (such as matrix inversion) that go outside the original connectivity of the network. The xed point is readily given by (29). In light of (35), training the DRNN boils down to training each individual space-recurrent network, which composes the layers of the unfolded adjoint network, by using the standard recurrent-backpropagation (Almeida 1987 , Pineda 1987 . Note that the stability of (35) follows from the stability of (8) as we assumed (Almeida 1987 , Aussem 1994 
Eq.(36) is interesting in the sense that it expresses the actual term y k as the sum of two terms: the rst accounts for the present network error e k , while the second corresponds to an additional error term, which is conceptually the equivalent error transposed at the current time step k and due to the in uence of the current state vector on the network future errors. This is interesting in that it shows that y k at time k is a linear combination of the current and the subsequent errors e j for j = k; : : :; k f . So let y k+n 
Therefore, at a given time n, the terms y n k ; k < n are backpropagated through the adjoint network up to time 0. Each gradient term is recombined afterwards to store the overall weight update due to the error e n .
The network unfolding takes place at the end of each time step n in order to calculate the terms n k for k = 0; : : :; n. As discussed before, the storage and memory requirements grow proportionally with the pattern index. To prevent the systematic expansion of the error-propagation network, we investigate in the next section the dynamic of n k with respect to k. This study is also of interest for the stability analysis of the weight updates.
Stability of the Weight Updates
Before we describe the complete algorithm, the asymptotic stability of the weight update rules when k f becomes large must be addressed. Due to the dynamical behavior of the DRNN, the initial conditions of the system at time 0, namely v 0 and W 0 , along with the sequence of input patterns i k completely determine the trajectory of the system. Therefore any change in a weight value at some time will in uence the subsequent behavior of the system. Typically, all the individual weight adjustment resulting from the duplication of the connections in the unfolded adjoint network must be recombined to compute the overall change. This is achieved by summing the individual gradient components over the overall unfolding interval, that is
The question we are now faced with is whether the sum is diverging or remains bounded as k f ! 1.
Answering this question in the general framework is a formidable task since the weight evolution is strongly dependent on the dataset itself. In practice the weights may blow up, only to be limited by their saturation limits. In fact, it seems that no general answers can be formulated. But as we are focusing on a samplewise algorithm, what we are concerned with is not the global stability of the weight updates over the overall trajectory, but instead the convergence at each time step of the recursive backward propagation through the adjoint network. And the convergence is a priori not ensured insofar as the number of layers in the unfolded adjoint is increasing with k f . So we limit ourselves to the issue of nding conditions assuring the existence of the weight update at each time step. For this purpose, let us introduce the following de nition of stability
De nition 1 -The weight update procedure in the DRNN is said to be stable when
Not only shall n k?j tend to zero with respect to j but the decay rate must be exhibited to conclude on the convergence of the above sum. For this purpose, we introduce the following theorem Theorem 1 -Consider a discrete-time relaxation-wise dynamical recurrent neural network represented at each time step k by the xed point recurrent equations (8) . Let 
as the weights remain xed along the trajectory. Typically, when the network is stable, the residual backpropagated errors drop o exponentially through the past time slices, rapidly becoming negligible. Numerical simulations conducted by the authors strongly suggest that in practice the gradient descent is stable for most con gurations even if conditions (43) are not satis ed (Aussem 1994 ).
Unfolding Stopping Criteria
Though the overall exponential decay of ky k k?n k is established, Theorem 1 doesn't say anything about their exact trajectories. The convergence towards the origin is not necessarily monotonic, and may instead oscillate (Aussem 1994) . Therefore, we propose below two useful propositions to de ne a stopping criterion in the adjoint network. 
The term on the left clearly tends to zero with respect to s, completing the proof. Given the propositions above, we propose the following criterion to decide when to stop the unfolding process:
ky k k?s+j k ky k k k for j = 1; : : :; D
where is an arbitrary prede ned value, equal to 10 ?3 in our implementation. Instead of inferring M and from the decay of k k, (49) is an implementation-friendly criterion which avoids any computational burden. Note that s varies with k.
Temporal Recurrent Backpropagation
In light of the previous discussion, we describe an algorithm which takes advantage of the exponential decay of the n k as n ! 1. We call this algorithm working in incremental fashion the temporal recurrent backpropagation (TRBP) training algorithm. The epochwise backsweep algorithm was derived on the assumption that the weights remained xed along the trajectory. Since the calculation of the gradient at each iteration depends only upon the current and past states of the network, we may deviate from this assumption and adjust the weights while the network is running in order to avoid any array storage requirements depending on the current iteration value. The snag is that the calculation of the true error derivative @E=@w is not possible because of the weight adjustments at each iteration, resulting in that the proper gradient can only be approximated. From proposition 3, we know however that a limited number of past states su ce to calculate what is required to follow as closely as desired the true gradient in the epochwise scheme. Given the stopping criteria (49) and the gradient exponential decay, the number s of past values, to keep track of is of order D, the lter order of the connections. Thus, we may choose conveniently so as to bound k W d k over a trajectory of length D into decent limits. This guarantees to keep the gradient alteration, with respect to its true value, under control. The on-line version of the epochwise backsweep algorithm is based on the concept of introducing arti cial epochs into the system and then using the epochwise algorithm to update the weights. An arti cial epoch is created by assuming that the current iteration is the nal iteration k = k f . The rst iteration is not 0 anymore but instead an iteration k ? s determined from (49).
Therefore, the complete algorithm is implemented by performing the following at each time increment k: Relax the DRNN once until a xed point solution is obtained, using the current input vector 
Calculate an approximation for y k k?n , denoted byŷ k k?n , for n = 1; : : : by unfolding the adjoint network backward in time. Note that y k k?n cannot be calculated precisely because of the weight changes at each iteration and the weight matrix W j k?n+j is approximated by W j k , which is the current weight matrix. Obviously, the smaller the di erence between the weights at iteration k and those at iteration k ? n + j the more accurate this approximation will be and thus the more accurate the calculation of the termsŷ k?n . Locally in the adjoint, the connections are reversed, that is, the coupling w d ij from i to j is replaced by g 0 (h j )w d ji from j to i. The network errors are now taken as inputs and the cells now perform a linear transformation of their input.ŷ k k?n is given for n > 0 by the xed equilibrium state of T dŷ 
We emphasize that s depends on k and is therefore monitored during the course of training. The weight adjustments using the generalized delta rule are stored at each backward iteration until the iterative process terminates. The overall weight variation -de ned as the sum of individual updates -is then applied (Aussem 1994) . Moreover, a matrix inversion is required to compute the gradient resulting in that locality is lost. Under these circumstances, the computational and storage requirements clearly support use of the TRBP algorithm. Given these low resource requirements along with the observation that the DRNN structure encompasses most of the recurrent networks proposed to date, one can conclude that TRBP is preferable for training any space-and time-recurrent networks with gradient descent. In view of its straightforward implementation, it is our hope that the algorithm will prove useful to those involved in neural-based temporal processing approaches.
Experimental Results
In this section, we report on some preliminary investigation on the performance of the DRNN model. We experiment with two real-word time series, namely the quarterly precipitation recorded in Namibia, and the astronomical seeing recorded at La Silla and at Paranal in Chile. These series, of interest at ESO, are typical cases where the initial attempt to understand the underlying features of the series failed either because of too small an amount of data, or because the data exhibited very erratic and confusing variations. Besides, the practical experience and theoretical knowledge of the meteorologists points to the inherent di culty of deriving rules for local forecasting. Therefore prediction is sought without reference to any underlying physical model. Our main goals in the experiments described here were 1) to assess the predictability of these time series, especially the seeing, and 2) to appraise the DRNN models with standard neural techniques and a state space reconstruction approach.
Experimental Set-up and Performance Measure
Before we turn to the experiments, we detour to review well-known techniques we found to be useful for networks to run optimally. In an attempt to optimize the learning rate automatically, we allow the to vary in the course of training since the best values at the outset of training may not be so good later on. Our approach is to check whether the weight updates at each iteration actually decrease the cost function. If not then the process is overshooting and should be reduced. On the other hand, if several steps in a row have actually decreased the cost function, then is increased. It appears best in the literature (Hertz et al. 1991 ) to increase by a constant and to decrease it geometrically to allow rapid decay when necessary. This gives the overall scheme
where and are appropriate time constants. In this paper, we took = 10 ?3 and = 0:9. In order to preempt data over tting, a topological reduction approach was adopted in these studies. The approach consists in pruning appropriately non-useful connections during training. This is achieved by giving each connection a tendency to decay to zero, such that w new ij = (1 ? )w old ij (57) so that the connections disappear unless reinforced (Hertz 1991 , Weigend et al. 1990 ). For small w ij 's to decay more rapidly than larger ones, we made dependent on w ij by ij = (1 + w 2 ij ) 2 ( 58) where was varied in the course of training. We found out that to it is useful to begin with = 10 ?3 until performance reaches a minimum and then to decrease the value up to 10 ?4 so the error continues to decrease at a slow rate. Finally, a standard measure of t is given by the normalized mean squared error (Gershenfeld et al. 1993 ):
where x(k) is the true value of the sequence,x(k) is the prediction, and 2 is the variance of the true sequence over the prediction duration N. A value of the NMSE = 1 thus corresponds to predicting the unconditional mean.
Precipitation Forecasts
In this section we report some preliminary simulation results using the NAR, NARMA, and DRNN predictive approaches described earlier. They are intended to show: 1) that dynamic and recurrent architectures behave di erently than nonlinear AR and ARMA based on feedforward models, 2) to evaluate the predictability of a time series of interest at ESO with various connectionist techniques. We have chosen to experiment on the particular series of precipitation measurement records around the site of Gamsberg in Namibia because the precipitation is an indicator of the astronomical site quality. Gamsberg mountain is at present a candidate site for the European telescopes. In the absence of meteorological stations around the site, a reliable anticipative model for the precipitation would permit to assess the predictability of the overall environmental conditions which are crucial for the determination of the observing site quality. Besides, this series is interesting in that it is periodic with amplitudes displaying apparently very irregular variations. Given this observation, along with the limited amount of data, these aspects a ord an interesting opportunity to assess di erent neural-based methods. Because of the di erences in the architectures, it is quite di cult however to nd a basis for comparison. Both the complexity of the architectures and the cost function have to be prescribed to allow proper assessments. In light of the small amount of data and the di culty of the task, we have chosen to compare the one-step ahead forecast of the predictive models on the training dataset. In fact, the prediction set was taken as the training set and a large weight decay rate was imposed on each network to avoid over tting. Not to favor any approach against the other, we chose to take approximatively the same number of adjustable parameters in each network at the outset of training. The length of the timelagged vector for both the NAR and NARMA models was chosen to be 5 after some preliminary experiments on the data. 5 previous outputs of the NARMA network were fed back in addition to the external time-lagged vector. The number of adjustable coe cients was moderate for all networks, that is around 40 (a little less for the DRNN). The three models used for assessment were: a 5 5 1 NAR network. a 10 5 1 NARMA network. a 1 2 1 DRNN with D = 3. The model is depicted in Fig. 5 . For training purposes, the data was scaled to zero mean. Initial weight values of the networks were chosen randomly until the variance of the activation of the unit output was found to be non-negligible. For the DRNN, the weights afterwards scaled to satisfy conditions (43). Table 1 summarizes various NMSE values for single-step predictions on the data set. The neural outputs are displayed in Fig. 3 for all these schemes. In summary, although we took extreme care not to gain any unfair advantage over feedforward-based approaches, the DRNN was found to perform signi cantly better within the constraints we imposed on the number of units. Due to the poor results achieved on multi-step prediction, the iterated performance could not be used to evaluate the candidate networks. In addition, we collapsed DRNN to a very small network having 19 parameters while the others eliminated only one connection. It was clear from the nature of the data that predicting the magnitudes in the oscillations would be the most important and di cult aspect of the series to be learnt. Also instructive in this regard is the following. Though the closed-loop iterations of the NAR model produced damped oscillations rapidly decaying towards the origin, stable sine-like oscillations of constant amplitude were observed with the DRNN. The multi-step prediction error shown in Fig. 4 remains uctuating around 0.45. Very curiously, the average network output was about twice the data mean. We speculate that the model is more sensitive towards high peaks present in the data than low values.
Fuzzy Nowcasts of Seeing
This experiment is in the context of an envisaged Astronomical Weather Station, a future interface between the observer and the terrestrial environment of the VLT observatory. Its function is to improve the quality of observations and to guarantee e cient use of the telecope time. If a reliable astronomical seeing estimate is proposed, some time in advance, then the ground-based telescope can be set in the most suited mode and allow an e cient use of the observing time. Several experiments have been carried out so far (Aussem et al. 1994b , Murtagh et al. 1993 , seeking to forecast quantitative-valued seeing measurements 24 hours in advance. However, nonlinear multiple regression, including the k-nearest neighbor method and connectionist networks, were found to perform poorly on the seeing time series. In fact, seeing is not easy to predict; Jorgenson et al. (1991) discuss its somewhat chaotic behavior. Therefore, a somewhat di erent tack is taken in this study with a view to improving our seeing prediction abilities. We split the problem into two parts: i) the prediction of meteorological conditions one day in advance, and ii) the nowcasting of seeing according to these predicted parameters. This paper focuses on the latter, namely seeing nowcasting. From the statistics viewpoint, nowcasting is multiple regression, i.e. we attempt to regress a set a meteorological variables on a seeing variable. We assume that good estimates can be provided by an ad hoc meteorological model.
Meteorological Variables Used
The meteorological variables used were: wind direction and velocity, at 10m and 2.5m above ground; seeing at 5m; temperature, humidity and pressure at 2m; and ground temperature at ?0:1m. Very high correlation among some of these variables led us retaining the following: wind velocity in ms ?1 at 10m above ground; standard deviation of the wind speed over 20 min. using 2-second samples; relative humidity, in percent; air temperature, in degrees at 2m above ground; pressure in mB; and seeing, measured at 5m above ground. Seeing is de ned as the full width at half-maximum of a stellar image with a perfect large telescope at 0.5 m wavelength and at zenith. Nightly median values are considered for these variables instead of hourly averages. This was done with the aim of giving an indication of the quality of the observing night. The data between spring 1989 and autumn 1991 were from Cerro Paranal. Construction then started at this site and the data for the four nal seasons, summer 1992 to spring 1992 were collected from the nearby Cerro NTT. These data were collected and gathered to form a 605-tuples dataset.
Seasonally-Referenced Fuzzy Coding
A major lesson from time series analysis is that the representation problem plays an important role. A relevant representation can make information explicit and strip away obscuring clutter. Murtagh et al. (1993) adopted an intuitively plausible and interpretation-friendly form of coding. Each variable was categorized into three categories: low-valued (= 0), a linearly varying moderatevalue, and high-valued (= 1). The boundaries between these categories was set at the 33rd and 67th percentiles. In a practical scenario, we believe it would be relatively easy to obtain high quality estimates of such variables all the more so as we require only minimal information, i.e. high, low, or moderate. The coding of seeing was referenced to the season. A season is a set of about 90 nights which are batched together in time. In fact, around 50 nights remained when missing values were removed. The seasonal referencing which required a relevant set of 33rd and 67th percentiles was provided by the immediately preceding \season" of 49 cases. This is a robust approach: extreme values are not allowed to play a disproportionate role. When we recode seeing in this way, we can refer to low values as good seeing, and high values as bad seeing, again referenced to the season or other subset of the data on which we base our de nitions of the 33rd and 67th percentiles. The Euclidean distance may be more easily used between vectors which have been recoded in this way since normalization of the very di erently-valued variables has been taken care of. We can go further, however, making use of the notions of \high" and \low" which are used in this recoding approach. In order to be consistent with these notions, we have taken them as fuzzy values. The usual de nitions of relatedness and dependence generalized for use in such a fuzzy framework are described in what follows.
De nitions of Possibility
\High" and \low" and the linearly interpolated intermediate values are fuzzy quantities. When dealing with such data, we therefore use fuzzy generalizations of traditional notions such as con-ditional probability. The fuzzy version of this is termed conditional possibility. Consider three variables, A i , B i , and C i , where index i corresponds to a case or record. Therefore A i could be the temperature measured at the time-point i; B i could be the seeing measured at the same time-point; etc. As discussed in Murtagh et al. (1994) See Murtagh et al. (1994) for further discussion and references.
Fuzzy Correspondence Analysis
Correspondence analysis is a dimensionality-reduction method for the analysis and display of data. It is approximate insofar as we generally consider only two-dimensional projections of a multivariate space. In presenting projections in such a planar display, we may look for proximities (indicating high correlatedness, or perhaps even causal relationships), oppositions (for example, between good and bad seeing), and various other interrelationships. Input to correspondence analysis was, in all cases, based on the fuzzily coded data, as described in the previous section. In addition, the input data was \doubled" in the following way: each variable was not only fuzzily coded, but its complement (1? the fuzzy value) was also used. Thus, values for both low humidity and high humidity were entered for each case. Given the complementary between each such pair of values, there is considerably redundancy in the input data. The reasons for using this form of input coding were two-fold. Firstly, we make reference to a technical aspect of correspondence analysis, discussed in Murtagh et al. (1993) . Correspondence analysis uses the chi-squared metric, as opposed to the use of the Euclidean metric in principal components analysis. The Euclidean metric is often more convenient for visualization and interpretation. A side-e ect of the \doubling" used in coding is that the total of values of all variables associated with each case is constant. When this happens, the chi-squared distance is reduced to a weighted Euclidean distance. Furthermore, each case is now identically weighted in the correspondence analysis, which would be naturally the case in a principal components analysis. The second reason for using the \doubled" form of coding is that we are led to a particular form of interpretation. Having projections on the planar maps produced by correspondence analysis which are associated with good seeing and bad seeing is advantageous for our purposes. Having, additionally, projections associated with low and high humidity (for example) means that we will more easily draw conclusions with respect to such fuzzy variables. This \doubled" form of fuzzy coding is therefore helpful for interpretation purposes. Complementary couples of variables (e.g. low humidity and high humidity) are symmetrically positioned vis-a-vis the origin in the space of full dimensionality. The origin itself represents an average pro le, so that the nearer a complementary couple of variables are positioned to the origin, the less discriminating they are. \High" and \low" were speci ed with respect to the 33rd and 67th percentile values within a season. Each case referred to a median of night-time recorded values, and was therefore associated with an observing night. The maximum of about 90 nights in each season was lessened because of missing data. The de nition of conditional possibility of good seeing (let us call this A i for case i) given low wind speed and low wind speed standard deviation (let us call these, respectively, B i and C i ) has been discussed in Section 5.3.3. The \possibility of variables happening" is \ i (A i ; B i ; C i ) ; 1 i n where n is the number of cases. Though we omit the details of the analysis, we can describe the overall conclusions. By seasonallyreferencing our data, an appealing list of useful ndings could be exhibited (Aussem et al. 1994a) , indicating that a few variables often co-occur with good seeing. But there are nonetheless di erences between the same season in di erent years, which limits the usefulness of these ndings. Our problem is to make these relationships useful in a practical and consistent framework. Within a season, we found thus that there is information available which would allow good forecasts. The most relevant meteorological variables are di cult to specify, though, because we nd that they di er in di erent seasons.
Nearest Neighbor Nowcasts
The nearest neighbor approach is extended to deal with the fuzzy coding. Given a set of meteorological variables, we seek among all those stored in our database, the fuzzy seeing value associated with the nearest neighbor vector as the estimate of the desired value. In order to be consistent with the coding used, a fuzzy Jaccard measure (Miyamoto 1990 , Murtagh et al. 1993 ) is used to nd the best match. The Jaccard measure is well-known in information retrieval, and in some tests we carried out, it outperformed a fuzzy Euclidean distance. The de nition, for vectors fA i g and fB i g is: 
When equivalued similarities were found, we averaged the seeing values in an ad-hoc way, using the ordinary de nition of mean. The experimental \leave one out" strategy consists in searching for the most similar set of meteorological variables in the entire database which also contains data collected at time beyond the case currently investigated. The seeing associated with the most similar set of meteorological variables provided the estimate. The bigger our database, the more chance we have of capturing every meteorological combination of interest.
The results obtained are presented in Table 2 and may be summarized as follows:
Conditional probability of good and bad seeing, given that good seeing was estimated, is 48.2 % and 22.0 % respectively. Actual and estimated seeing in the same category: 40.2 % of cases. Actual and estimated seeing in the opposite category (good-bad or bad-good): 9.6 % of cases.
Here, one may remark that an uninformed policy based on the de nition of good seeing would lead to 33% of cases.
A Cost-Adaptive Connectionist Approach
In this section, we report some preliminary simulation results obtained with a connectionist network. We note that an interest in this paper, beyond the quest for reliable forecasts, is in optimizing the scheduling observation time assignment procedure at ESO. A preliminary cost analysis has been carried out given that the queue policy amounts to selecting the observation that best ts the estimated seeing value, see Table 6 . While the fuzzy nearest neighbor method provides unequivocal estimates of seeing, the neural net output interpretation is dependent on this particular performance objective. Since the network output o(t), at any time t, fell mostly inside the interval 0,1] , two thresholds (s 1 ; s 2 ) were required to interpret the output value. The prediction was assumed to be low whenever o(t) < s 1 , a moderate value when s 1 o(t) s 2 and a high value when o(t) > s 2 . These thresholds were optimally estimated from the performance achieved on the training set and then applied to the prediction set to appraise the predictive performance of the model. The thresholds could be adjusted on-line in a practical implementation as time progresses, among the chronologically most recent tuples. Consequently, the results presented are a lower bound of the expected performance. We emphasize that the choice of the cost function can be tailored in a convenient way to meet the changing requirements of the observatory engineers and astronomers. With a view to presenting the performance of the connectionist model with the above objective in mind, three pairs of thresholds were used, related to the following performance measures (or policies) of interest: P1 -maximum hit rate, when actual and estimated seeing are in the same category. P2 -maximum conditional probability to have good seeing when good seeing was predicted. P3 -minimum cost function given by Table 6 .
The results obtained on the prediction set are cross-tabulated in Tables 3 to 5 . Various measures of interest can be derived from these contingency tables. They are described in the next section in a convenient way if one wishes to diminish the number of \false alarms", i.e. bad seeing when good seeing is expected, minimize a given cost function, etc.
Neural-Based Nowcast Results
In view of the ACF plotted in Fig. 6 , short-term correlations are present in the coded seeing sequence despite a few sequence disruptions. We use a DRNN to capture the dynamical dependencies between local meteorological conditions and the fuzzily coded seeing. In view of rapid decay of the autocorrelation function plotted in Fig. 6 , very moderate connection orders were used. The model depicted in Fig. 7 had 126 links including bias. Over tting was prevented by a weight elimination method (Aussem 1994 , Weigend et al. 1990 ). In performing these simulations, we used a rigorous technique discussed in Aussem (1994) to nd an acceptable solution while substantially reducing the computational e ort. In addition, similar investigations have been conducted previously with various non-optimized network con gurations and are reported in Aussem et al. (1994a Aussem et al. ( , 1994b . Prediction cumulative histograms are plotted in Fig. 8 and neural network outputs in Fig. 9 .
For policy P1, the conditional probability of good and bad seeing, given that good seeing was predicted, is 71.0 % and 7.9 % respectively. The possibility that good seeing is nowcast, that is, the number of good nowcasts / the total number of nowcasts, is 36.2 %. For policy P2, the conditional probability of good and bad seeing, given that good seeing was predicted, is 81.5 % and 3.7 % respectively. The possibility that good seeing is nowcast is 25.7 %. For policy P3, the conditional probability of good and bad seeing, given that good seeing was predicted, is 100 % and 0 % respectively. The possibility that good seeing is nowcast is 2.9 %.
These results clearly outperform all the previous simulations we have been carried out sor far with larger standard networks. Ultimately, Fig. 10 clearly illustrates the exponential decay of the terms y n n?j when backpropagated through the corresponding adjoint. This con rms the theoretical analysis carried out in this paper. Because not all the details of our experiments are covered in this paper, a reader interested in further insights should refer to the references.
Conclusion
In this paper, we have shown that for modeling confusing time series with unknown temporal contingencies, the use of dynamical recurrent neural networks is useful and for some cases inevitable. This model encompasses most of the architectures proposed in the current literature. To calculate the proper \gradient amidst dynamic", it was illustrated that it is su cient to backpropagate the errors a limited number of time steps through an adjoint model easily constructed from the original network. Though the resulting backward recurrent propagation network performs as many settling operations as the number of layers in the unfolded adjoint, the computational and storage complexity is shown to be very attractive. This stems from the exponential decay of the error terms when propagated backward in time. The predictive ability of the DRNN model was illustrated with two time series. The model was rst appraised with standard feedforward-based techniques on precipitation measurements recorded in Namibia. Then a exible neuronal methodology is discussed for fuzzily coded astronomical seeing nowcasts. The framework pursued in the long term is to enable the astronomer and the observatory engineer to select appropriately the performance objective function most suited to their requirements. Remarkably reliable estimates were obtained by the model in regard to fuzzy astronomical seeing. Such an approach was found to outperform a k-nearest neighbors method. The adequacy of the nowcasting approach for seeing prediction is con rmed and further studies conducted at present aim to obtain con dent forecasts of these fuzzy seeing values one hour in advance. The assessment gures for nowcasting of seeing which are quoted in this article, and the connectionist model which has been prototyped, are a contribution to a future telescope decision support system. The DRNN used was a four layer 5 5 5 1 network. The model is depicted in Fig. 7 .
Model

