Consider a finite directed graph G = (V, E) and place an urn with balls of two colours: white and black, at each node at time t = 0. The urns evolve, in discrete time, depending upon a common replacement matrix R and the underlying graph structure. At each timestep, urns reinforce their neighbours according to a fixed replacement matrix R. We study asymptotic properties of the fraction of balls of either colour and obtain limit theorems for general replacement matrices. In particular, we show that if the reinforcement is not of what we call Pólya-type, there is always a consensus, almost surely, with Gaussian fluctuations in some regimes. We also prove that for Pólya-type replacements, the fraction of balls of either colour, in each urn, converges almost surely and that this limit is same for every urn. One of the motivations behind studying this model and choosing the replacement matrices comes from opinion dynamics on networks, where opinions are rigid and change slowly with influence from the neighbours.
Introduction
Systems with multiple components, that evolve randomly through self-reinforcement or reinforcement via interactions with other components of the system, have been of great interest for a long time. Interacting Urn Model are a special class of such problems. Recently, there has been a lot of activity in the area of interacting urns [1, 10, 12] . In simplest terms, an urn model or an urn process refers to a discrete time random process that involves updating the configuration of an urn, consisting of balls of different colours at time t = 0, at every time-step, according to some fixed reinforcement rule. This reinforcement process is Markovian, as the reinforcement at any time depends only on the present urn configuration. The most commonly studied process of selfreinforcement is to draw a ball uniformly at random from the urn at time t and then depending on the colour of drawn ball, add or subtract certain number of balls of some colours to/from the urn. Such an urn model can be fully described by the initial configuration of balls in the urn and the associated replacement matrix R, whose (i, j) th element denotes the number of balls of colour j added to the urn when the ball drawn is of colour i. Note that the entries of the replacement matrix can be negative. We restrict our discussion to non-negative reinforcement, that is, the case when all the entries of the replacement matrix are non-negative. In addition, we only discuss two-colour urn models, i.e., problems where each urn consists of balls of at most two colour, say, black and white. In this case, the replacement matrix is 2 × 2. These two-colour models of urn processes have a natural extension to the case where urns consist of balls of finitely many colours and the results can be generalized. Traditionally, the study of urn models is classified based on the types of reinforcement matrices. For instance, the classical Pólya urn has the following reinforcement or replacement matrix:
That is, if a white ball is drawn, it is replaced in the urn along with another ball of the same colour. The asymptotic properties of this model have been studied extensively. The well-known result on Pólya urns says that the fraction of balls of either colour approaches a random limit (distributed according to a beta distribution with parameters as initial number of balls of each colour) as t → ∞. In fact, it is straightforward to see that the fraction of balls of white colour, is a bounded martingale. An immediate generalization of this is the Friedman model [8] , where the chosen ball is replaced with α balls of same colour and β balls of the other colour, for α ≥ 0 and β > 0. In this case, the fraction of balls of either colour approaches the deterministic limit of 1/2 with probability 1.
We define a general two colour interacting urn model as follows: Suppose there are N urns with configurations U t i = (W t i , B t i ) for 1 ≤ i ≤ N and t ≥ 0, where W t i and B t i denote the number of white balls and black balls respectively, at time t, in the i th urn. The reinforcement scheme of each urn depends on all urns or on a non-trivial subset of the given set of N urns. Suppose I t i be the number of white balls added to the i th urn at time t. We write:
. Let
be the proportion of white balls in the i th urn at time t, and {i 1 , . . . i k i } ⊆ {1, . . . , N } be the dependency neighbourhood for the i th urn, then the random process I t = (I t 1 , . . . , I t N ), that defines the reinforcement scheme, evolves as follows:
where α t i ∈ Z + , for t > 0 and
, for every i ∈ {1, 2, . . . , N }. In general, when negative reinforcement is also taken into account we take α t i ∈ Z.
Several special cases of this set-up have been studied recently. In [7] , [6] and [12] , Pólya urns and Friedman urns were studied for the case where f i was a linear function. More precisely, in [7] , [6] , authors consider
Thus, the reinforcement of each urn depended on the configurations of all the urns at time t. Another way of looking at this, is that the underlying graph of interaction was complete. In [5] , this was extended in a more nuanced way to studying reinforced random walks on networks. Graph based interactions have been studied before in [1, 13] .
In this paper, we consider a general N interacting two colour urns (as defined above), which are placed at the nodes of a finite directed graph. Thus, the function f = (f 1 , . . . , f N ) defined above depends explicitly on the adjacency matrix of the graph. The reinforcement in each urn is done according to a reinforcement scheme, such that the total number of balls in each urn remains deterministic (and grows linearly with time), that is we only consider balanced replacement matrices. We use the terms replacement scheme/matrix and reinforcement scheme/matrix interchangeably.
Note that, we use the term "Replacement matrix" in a slightly different sense here than the usual. By replacement matrix R, we refer to the matrix according to which each urn reinforces its neighbours. More precisely, if R = α β γ δ , is the replacement matrix, then for every fixed i, if a white ball is drawn from urn i, all its neighbours are reinforced with α white and β black balls. If the ball drawn is black, the neighbours are reinforced with γ white and δ black balls. As mentioned earlier, we only consider balanced matrices, i.e., matrices such that α + β = γ + δ. An extension of this model, when the replacement matrix for each urn need not be same is discussed in section 7.
Based on the reinforcement matrix, we divide the discussion into two parts, namely, Pólya-type (as given in equation (1)) and non-Pólya type reinforcement. This classification is essential, since the asymptotic properties of these two systems are very different. For non-Pólya reinforcement, we obtain a common deterministic limit or consensus for the fraction of white balls for every urn. This phenomenon is also referred to as synchronization of urns in the literature. The limiting fraction in this case depends only on the reinforcement matrix and not on the initial conditions. Results for Friedman-type reinforcement are obtained as a special case of the non-Pólya type reinforcement model. We also prove some explicit scaling limit theorems for non-Pólya type reinforcement. For Pólya type reinforcement, we show that the fraction of balls of white colour converges to a random limit, which is common in distribution for every urn. However, unlike the classical Pólya urn model, the limiting distribution here is not known. Although the reinforcement matrix is of Pólya-type, we observe that each urn is almost surely getting reinforced with non-zero number of white and black balls at each time-step. Thus, the reinforcement behaviour of individual urns is not of classical Pólya type.
Very recently, a similar problem has been considered in [9] , where the function f = (f 1 , . . . , f N ) depends on the weighted adjacency matrix of a graph with N nodes, such that each node is thought of as an urn. However, the techniques used in [9] are completely different from the one we used in this paper. We would refer the reader to [11] , where the author discusses several techniques used to study problems on random processes with reinforcement and in particular for urn models. We use some of these techniques, namely, the stochastic approximation method and the martingale method to study the interacting urn model proposed in this paper. These methods have been used before to obtain interesting results for random processes with self or interactive reinforcement. In [14] and [10] , stochastic approximation was used to study urn processes. We use stochastic approximation results and tools from [14] to prove the fluctuation results stated in section 4. For a detailed discussion of stochastic approximation techniques and theory, we refer the reader to [3] .
The rest of the paper is organized as follows: In section 2 and 3, we describe the model and have some preliminary discussion on the model and the corresponding stochastic approximation scheme. In sections 4 and 5, we state the main results for the non-Pólya and the Pólya case respectively. In section 6, we present the proofs of all the results stated in sections 4 and 5. In section 7, we discuss an application of our results to studying opinion dynamics on finite networks.
Throughout the paper, we use the following notation: for random variables, X and Y , X =⇒ Y means that X converges to Y in distribution. N(µ, Σ) denotes the normal random variable with mean µ and variance matrix Σ. For sequences a t , b t , we write a t ∼ b t if lim sup t→∞ |a t /b t | = 1.
Model Dynamics and Notations
Consider a directed graph G = (V, E), with V = {1, 2, · · · , N } and E ⊂ V × V . Let d in i = |{j ∈ V : (j, i) ∈ E}| be the in-degree of vertex i in V and d out i = |{j ∈ V : (i, j) ∈ E}| be the out-degree of vertex i. A vertex j is a neighbour of i, if there is directed edge from i to j.
Throughout this paper, we make the following assumption on the underlying graph:
For an undirected graph, the above assumption means that every vertex has non-zero degree. Note that, if there are vertices in the graph with 0 in-degree, then the urn composition in those urns does not change at all and thus in the limit t → ∞, proportion of balls of either colour remains same. Now suppose there is an urn at every vertex which contains balls of two colours, white and black. Let U t i = (W t i , B t i ) be the configuration of the urn at vertex i, at time t, where W t i denotes the number of white balls and B t i denotes the number of black balls in the urn. Now given U t i = (W t i , B t i ) for every i ∈ V , we update the configuration at time t + 1 as follows:
A ball is selected uniformly at random from every urn, their colours are noted and they are replaced into their respective urns. For every i ∈ V , if the colour of the chosen ball from the i th urn is white, a white and (m − a) black balls are added to all its neighbouring urns, and if the colour of chosen ball from the i th urn is black then (m − b) white balls and b black balls are added to all its neighbouring urns.
That is, the reinforcement is done at every neighbour of i according to the following replacement matrix:
for a, b ∈ {0, 1, · · · , m}. We call this a Pólya type reinforcement if a = b = m, and a Friedman type reinforcement if a = b = m. A general case where the replacement matrix at each vertex is not same, is discussed in section 7.
Let Y t i denote the number of white balls reinforced from the i th urn at time t, then given F t = σ U 0 , U 1 , . . . , U t , the distribution of Y t i is given by:
is the proportion of white balls in the i th urn at time t. Let V (i) = {j : (i, j) ∈ E}, denote the neighbourhood of vertex i ∈ V . Then the i th urn is updated at time t + 1 according to the following process:
and
Note that, every time a total of m d in i many balls are added to the urn at vertex i. For i ∈ V , let N t i = W t i + B t i be the total number of balls in the i th urn at time t andN t = i∈V N t i be the total number of balls across all the urns at time t. Then,
where |E| is the number of edges in the graph. In particular, for a d-regular graph
Stochastic Approximation Scheme
Stochastic approximation scheme refers to a k-dimensional recursion of following type:
where, h : R k → R k is a Lipschitz function, ∆M t is a bounded square-integrable Martingale difference sequence and γ t > 0 are step-sizes satisfying conditions that ensure that t≥0 γ t diverges, but slowly. More precisely, the theory of stochastic approximation says that under certain boundedness conditions on the trajectories of x t , the solutions of the above recursion converges almost surely to the solutions of the ODE:ẋ t = h(x t ) provided:
(ii) For t ≥ 0 and some constant
For explicit bounds on the errors and other extensions of the above scheme, we refer the readers to [3] .
We now write the evolution of Z t i , the fraction of balls of white colour in i th urn, as a stochastic approximation scheme.
Without loss of generality, we can assume that m = 1, and under assumption (A), d in i > 0 for all i ∈ V and thus D −1 is well defined. We now write the recursion in vector form as follows:
where A is the adjacency matrix, with (i, j) th element equal to 1 if i → j in the graph. We now defineÃ := D −1 A, as a weighted adjacency matrix whose (i, j) th entry is equal to
Observe that, each column ofÃ has sum equal to 1, that is 1Ã = 1. Now, since each entry of the matrix N t is of the order O(t), the above recursion can be written as
(5) which can be written as:
Since h is linear function, it is Lipschitz and ∆M t is a bounded martingale difference. Therefore, the solutions of the stochastic approximation scheme remain "close" to the corresponding ODE is given by:
Asymptotically, the solutions of the stochastic approximation scheme and the corresponding ODE converge to the same limit almost surely. Therefore, we can now analyse the stable equilibria of the given urn system by analysing the above ODE.
We now state our main results for non-Pólya and for Pólya type replacement separately in the next two sections.
Main Results: Non-Pólya type reinforcement
In this section, we consider the general setup excluding the case a = b = 1. We first show that under assumption (A) on the underlying graph, all the urns synchronize, that is, the fraction of balls of either colour converges to a common deterministic limit. Moreover, the limit is independent of the initial configuration of these urns.
Theorem 4.1 (Synchronization in non-Pólya case).
Suppose the reinforcement scheme is not of Pólya type, that is R = I then under assumption (A), we get
In particular, for a Friedman-type reinforcement, that is when a = b ( = 1), we have
The proof of the above result (given in section 6) illustrates the role of the weighted adjacency matrixÃ. Further, we prove the fluctuation theorems for the fraction of white balls in each urn around the limit obtained above. Let λ min (M ) and λ max (M ) be the eigenvalues of a matrix M with minimum and maximal real part respectively. Define
where
. The scaling results are divided into following three subsections, depending upon the range of ρ.
ρ > 1/2
Note that, ρ > 1/2 when either (a + b) ∈ 1, 3 2 , or when (a + b) ∈ [0, 1) and
, 1 , and in this case the following asymptotic normality holds.
Theorem 4.2. Suppose the reinforcement scheme is not of Pólya type, that is R = I and ρ > 1/2. Then under assumption (A) we have:
where Σ = C(a, b)S, and S satisfies the Sylvester's equation :
Corollary 4.3. For an undirected d-regular graph with no isolated vertices, the above result holds with
Recall that for an undirected graph assumption (A) just means that every vertex has non-zero degree. In other words, there are no isolated vertices, and therefore, there is reinforcement at every vertex.
ρ = 1/2
Note that ρ = 1/2, when either (a + b) = 3/2 or when (a + b) ∈ [0, 1) and Re(λ min (Ã)) = 1 2(a + b − 1)
, and in this case the following asymptotic normality holds.
Theorem 4.4. Suppose the reinforcement scheme is not of Pólya type, that is R = I and ρ = 1/2. Then under assumption (A) we have: 
ρ < 1/2
In this case there is a non-Gaussian limiting distribution as follows.
Theorem 4.7. Suppose the reinforcement scheme is not of Pólya type, that is R = I and ρ < 1/2. Then, there exist random variables ξ 1 , · · · , ξ s such that
where e a is the vector of length N with ν th a element of its block a is equal to 1, and other elements are 0 and e a T −1 = r a ν a is a right eigenvector of − ∂h ∂z with respect to the eigenvalue λ a .
Main Results: Póyla type reinforcement on a regular graph
In this section, we only consider an undirected regular graph on N vertices with Pólya type reinforcement. The replacement matrix of the classical Póyla urn is given by the identity matrix, and we consider the same replacement matrix for our model of interacting urns. Note that, in our case, when R = I, we have a = b = 1 and then from equation (5) we get:
Therefore, the associated ODE is given by:ż
which is a linear ODE and the equilibrium points are the left eigenvectors of the weighted adjacency matrixÃ. Note that, for an undirected d-regular graph,Ã is a symmetric doubly-stochastic matrix and for every i, N t i = N 0 i + dt. Without any loss of generality, we assume that the total number of balls in each urn at time 0 is same. Let
We first show thatZ t and Z t i converge to same L 2 -limit, that is V ar(Z t i −Z t ) → 0, as t → ∞. More precisely, we have the following L 2 -convergence rate.
Theorem 5.1. Suppose the reinforcement scheme is of Pólya type, that is R = I, and G is an undirected d-regular graph on N vertices with no isolated vertices. Then for Z t andZ t as above we have
Corollary 5.2. LetẐ t = Z tÃ be the vector of neighbourhood averages of the fraction of white balls in every urn. Then, V ar(Ẑ t −Z t 1) → 0 as t → ∞.
We also show that Z t converges to an almost sure limit.
Theorem 5.3. Suppose the reinforcement scheme is of Pólya type, that is R = I, and G is an undirected d-regular graph on N vertices with no isolated vertices, then there exist a random variable
As mentioned earlier, while the reinforcement is called "Póyla type" because of the form of the replacement matrix, each urn is getting reinforced with balls of both colours most of the time. Thus, the limiting distribution is not expected to be in any way similar to the classical Póyla urn model. In fact, in this case, the sequence of colours observed (a vector in {0, 1} N ) is not exchangeable.
The above model, can be seen as a generalized version of the model considered in [4] . The only distributional findings about of the limiting variable, obtained in [4] , are the first few moments. We observe that the first moment calculation for Z ∞ in our case is too cumbersome to obtain, as it involves many more factors compared to the one in [4] . Therefore, in this paper, we do not touch upon the distributional properties of the limiting variable Z ∞ .
Proofs of Main results
In this section, we prove all the results from sections 4 and 5. For proving results of section 4, we use stochastic approximation, that was discussed briefly in section 3. We begin by proving the synchronization result of Theorem 4.1. For this purpose, we will need the following lemma.
Lemma 6.1. Let G = (V, E) be a finite directed graph with weighted adjacency matrixÃ, then under assumption (A), the matrix (rÃ − I) is invertible, for any r ∈ R such that |r| < 1.
Proof. Suppose the matrix (rÃ − I) is not invertible for some r, then there exists a vector w = (w 1 , . . . , w N ) such that w(rÃ − I) = 0, that is wÃ = 1 r w, which further implies that for every j ∈ {1, 2, . . . , N }
The last step follows since, the column sums of weighted adjacency matrixÃ are all 1. Now if j = argmax{ w k ; k = 1, 2, . . . , N }, then we must have 1/|r| ≤ 1, which contradicts our assumption of |r| < 1. Thus, the matrix (rÃ − I) invertible, whenever |r| < 1.
Proof of Theorem 4.1. Note that a point z * ∈ [0, 1] N is an equilibrium point of the associated ODĖ
Since for a non-Pólya type reinforcement we have a+b−1 < 1, by Lemma 6.1, matrix I − (a + b − 1)Ã is invertible under assumption (A). Therefore, the unique equilibrium is given by
. Now instead of finding the inverse of this matrix, we observe that z = c1 is an equilibrium point for c ∈ R, such that 
Evidently, the invertibility of (a + b − 1)Ã − I is crucial. Lemma 6.1 says that when the graph satisfies assumption (A), the matrix (a + b − 1)Ã − I is invertible and there is consensus. It should be clear that if there is reinforcement at each vertex (this happens if and only if assumption (A) holds), we should have consensus. Therefore, the assumption is reasonable and covers the cases we are interested in. If there are vertices with zero in-degree, there is no reinforcement and the urns at those vertices stay at the initial configuration. However, the matrix (a + b − 1)Ã − I could still be invertible for a graph with some vertices having zero in-degree. We discuss two simple example below to illustrate the above result. .
Observe that the labelling of the graph does not affect the eigenvalues of the matrix in question, since, the matrices obtained by re-labelling are row-equivalent.
We now give an example, showing that the matrix (rÃ − I) can be invertible even when the graph does not satisfy assumption (A). and the unique equilibrium is given by:
that is, As expected, the colour proportions do not synchronize at every vertex. In fact, the vertex with in-degree 4, converges to the limit (1 − b)(a + b), while the configuration of rest of the urns at vertex with in-degree 0, remains unchanged.
As mentioned earlier, Assumption (A) implies that there is reinforcement at every vertex and therefore there is consensus or synchronization. For graphs like in above example, this can be remedied by adding a self-loop at every vertex.
We now prove the limit theorems using tools and results from [14] . The asymptotic properties of the system depend on how the corresponding ODE behaves, which in turn depends on the h function. To understand the stability and the fluctuation of the random fraction Z t about the limit, we need to look at the eigenvalues of ∂h/∂z. We have:
and let
The scaling for the Central Limit Theorems is given by the regimes of ρ (as defined in (7)). To find the underlying conditions on the entries of the replacement matrix that result in the three regimes of ρ given by ρ > 1/2, = 1/2 or < 1/2, we consider the following two cases:
In this case,
which is equal to 2 − a − b. Therefore ρ > 1/2 if
Case 2: a + b − 1 < 0 In this case,
, 1 and
.
We are now ready to prove the limit theorems. 
We now compute the matrix Γ defined above:
where Λ t is a diagonal matrix such that:
That is, Λ t → C(a, b)I and therefore we get Using the spectral decomposition forÃ, we write:
where U is a N × N real orthogonal matrix and Λ is a diagonal matrix with entries equal to the eigenvalue of matrixÃ. Therefore,
Proof of Theorem 4.4. In the case when ρ = 1/2, the asymptotic normality holds with scaling √ t log t with the limiting variance matrix given by :
where Γ is as given in equation (16).
Proof of Corollary 4.5. For a d-regular graph in the case of ρ = 1/2, the limiting variance matrix is given by:Σ
since one of the eigenvalue ofÃ has 1, we can write
and for i = 1, . . . , N − 1 the following integral is defined since
Since the normalized eigenvector corresponding to the maximal eigenvalue 1 ofÃ is
where J = 1 T 1, is a matrix with all elements equal to 1.
Proof of Theorem 4.7. Proof of this theorem follows from [14] for ρ < 1/2 case.
Proof of Theorem 5.1. For fixed i, let Φ t i = Z t i −Z t , then in the vector notations we have
where Φ t = Φ t 1 , . . . , Φ t N and J is the N × N matrix of all entries equal to 1. From equation (3) we get:
Thus,
Then,
Combining the expressions from equations (20) and (21), we get :
Since N k+1 = N k + dI, we can write
A is the weighted adjacency matrix. Now since for a regular graph,Ã is a symmetric matrix, (with column sum and row sums equal to 1), there exists an orthogonal matrix T such that the following spectral decomposition holds
where 1, λ 1 , · · · , λ N −1 are the N eigenvalues ofÃ. Thus,
Using the Euler's approximation, we get:
From equation (22) we get:
This implies:
Proof of Corollary 5.2. This follows from the same argument as above by taking
To prove almost sure convergence for Z t , we need the following lemma:
Lemma 6.4. Z t converges to a limit almost surely.
Proof. From equation (18) we have
Therefore, the N -dimensional process {Z t } t≥1 is a Martingale if and only ifÃ = I, that is, each node is isolated and has a self-loop. Now,
<∞ since the first two terms of the above expression are bounded by Theorem 5.1 and corollary 5.2, and we now show that the last term in equation (24) is also finite. From equation (19) we get:
Thus, we have:
where λ 2 is the second largest eigenvalue ofÃ. Indeed, by spectral decomposition ofÃ we get :
and M t (1, 1) = 0, where λ 1 , · · · , λ N −1 are the eigenvalues ofÃ. This proves the order obtained in equation (25), and therefore the third terms in (24) is also finite. Thus, Z t is a bounded Quasi-martingale with respect to F t , and therefore, admits an almost sure limit.
Proof of Theorem 5.3. From equation (18) we have Thus, we have proved the almost sure convergence and obtained the rate of L 2 -convergence for Pólya type reinforcement. These results were obtained under more relaxed conditions of regularity of the graph. This was done to obtain explicit expression by using the symmetry of the adjacency matrix. We believe that the above proofs can be extended to obtain similar results for undirected graphs with all vertices having the same in-degree.
In the next section, we generalize the replacement matrix and discuss the application of these models to studying opinion dynamics on graphs.
Opinion Dynamics on a Finite Directed Graph
We briefly demonstrate how these models can be used for understanding opinion dynamics. Suppose that an urn represents an individual with positive (say number of white balls) or negative (number of black balls resp.) opinions about a fixed subject. Consider a directed network with nodes as individuals and directed edges represent the direction of influence. That is, if there is an edge from node i to node j, individual/urn at node i can influence individual/urn j via a chosen reinforcement matrix. Note that, this process of evolution of opinions is very different from the traditional voter model or its extensions. The final view or the net opinion of an individual, O t i = Sign (W t i − B t i ), evolves very slowly. The configuration of an urn at any given time can be thought of as the positive or negative inclination of an individual depending on the number of white or black balls in the urn.
Suppose i th individual/urn reinforces its neighbours according to the matrix
be the total number of balls in i th urn at time t + 1. Then,
Observe that, Then from the recursion we have:
We use the following notations:
where A is the adjacency matrix i.e., the (i, j) th entry is equal to 1, if i → j. Note that each column of A has sum equal to d in i . Note that, since each entry of the matrixM (N t ) −1 ∼ O(1/t), the recursion
can be written as:
for h(z, A) = (zC + (m − b)) AM −1 − z. Thus, the process Z t converges to the limit of the solution of the ODEż = h(z).
Hence, as t → ∞, we have:
provided I − CAM −1 is invertible.
In particular, if the i th urn reinforces its neighbours according to the matrix
Then, as t → ∞, Z t = (Z t 1 , . . . , Z t N ) T converges to:
where,Ã is the weighted adjacency matrix.
Example 7.1. Consider the following graph:
The almost sure limit of Z t = (Z t 1 , Z t 2 ) is given by:
In general, for a d-regular graph, as t → ∞,
for every i ∈ V .
The results obtained above can be used to understand consensus on connected components of a large network, where each component is being reinforced differently. These results could also be used to answer some interesting questions about spread of infection or opinion on a network. Consider a vertex v with in-degree d. Suppose that d 1 incoming edges are reinforcing using matrices 
Thus given d 1 , d 2 , we can determine how large or small should a be compared to r such that Z ∞ 1 > α or < β for some thresholds α, β. Similarly, given the reinforcement matrices, we can determine how many incoming edges of either type are needed to achieve the given thresholds for Z ∞ 1 .
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