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The asymptotic, near-equilibrium neural response of the sensory periphery can be derived theo-
retically using information theory, asymptotic Bayesian statistics and a theory of complex systems.
Almost no biological knowledge is required. The theoretical approach is reminiscent of statistical
physics.
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Sensory transduction is the process whereby sensory
stimuli are converted to neural responses. The sensory
system is the gateway to the brain and transmitting in-
formation is its most important task. The precise mathe-
matical relationship between information and the periph-
eral sensory response is a topic of current interest.
This paper attempts to show that the asymptotic,
near-equilibrium response of a peripheral sensory neuron
can be characterized by a single equation of information
using no detailed knowledge of the underlying physiology.
The basis of this approach is that the sensory system un-
dergoes a measurement process involving the estimation
of a sensory signal. The entropy of this estimate is then
attributed to the response of the neuron. This is all that
is required to understand the behaviour of a sensory neu-
ron at its most elementary and basic level.
The theory presented here concerns the problem of in-
tensity coding. However, the methodology is general so
that it can be applied to other types of biological infor-
mation acquisition as well. Intensity coding is the process
by which neurons encode information about the sensory
stimulus strength. Increasing magnitudes of stimuli typ-
ically induce higher rates of response (in terms of action
potentials per unit time). Also, the response of a neu-
ron to a steady signal drops monotonically over time, a
process known as adaptation.
This paper is a continuation of a series of papers de-
tailing an information or entropy approach to sensory
processing [1, 2]. From this theory, over 150 years of
sensory science can be unified by a Boltzmann or Shan-
non measure of uncertainty together with a few auxiliary
assumptions. This work was later extended to neuro-
physiology [3, 4]. Despite the use of entropy, the ex-
act connection of this approach to physics has not been
thoroughly explored. This is the topic of the current pa-
per where I seek to demonstrate that the asymptotic,
near-equilibrium sensory response can be derived using
a combination of ideas from information theory, asymp-
totic Bayesian estimation and complexity theory.
A number of other studies have probed the principles
underlying sensory and neural response to both simple
and complex stimuli (e.g. [5–8]). By contrast the ap-
proach presented here is much more limited in its scope.
The aim of the work is not necessarily to make com-
prehensive predictions, but rather to explore the generic
principles of sensation and its relationship to physics.
Let θ denote the parameter estimated by the sensory
system. In the case of intensity coding, θ refers to the
magnitude of sensory stimulation. The sensory recep-
tor draws repeated, independent samples X from an un-
known distribution, i.e. X1, X2, ..., Xm ∼ p(x|θ). Given
a prior distribution pi0(θ) (representing the uncertainty
in θ before any measurements), after m samples the pos-
terior distribution takes the form
pi(θ) = p(θ|X1, ..., Xm) ∝ p(X1, ..., Xm|θ)pi0(θ) (1)
In the limit of large m, the posterior distribution is
asymptotically normally distributed with mean param-
eter equal to the maximum likelihood estimate θˆ and
variance proportional to the inverse Fisher information
I(θˆ) [9],
pi(θ)
d−→ N
(
θˆ,
[
mI(θˆ)
]−1)
(2)
The form of the asymptotic distribution is independent
of the choice of the prior.
The distribution of the sensory signal X is generally
unknown and will depend on the modality being con-
sidered (e.g. for low intensity vision, photon counts are
Poisson distributed [10]). However, many naturally oc-
curring phenomena follow distributions which belong to
the exponential family [11]. For the exponential fam-
ily, there exists an efficient estimator of θ which achieves
the Crame´r-Rao lower bound such that I(θˆ) = 1/ var(X)
where var(X) is the variance of the sensory signal. In
that case, the asymptotic posterior distribution is a nor-
mal density with variance equal to var(X)/m.
Samples are drawn with finite resolution. We assume
that the errors are normally distributed with zero mean
and variance R. Entropy is obtained from the mutual
information calculated from the posterior and the error
distributions [12]. Taking the entropy of the convolution
of the two distributions and subtracting the equivocation
gives
H =
1
2
log
(
1 +
var(X)
mR
)
(3)
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2This is simply the Shannon-Hartley law for an additive
Gaussian channel with signal-to-noise ratio var(X)/mR.
It was first derived in the context of sensory processing
nearly forty years ago [1].
We pause to give consideration to Eq. (3). This equa-
tion has already much of the characteristics required to
describe mathematically the process of sensory transduc-
tion. Given a stationary sensory signal, an increase in the
number of samples or measurements results in a mono-
tonic reduction of uncertainty. Recall that during adap-
tation the sensory response to a steady input also falls
monotonically. This suggests that entropy H can be re-
lated to the sensory response through the equation
F = kH (4)
where F is the firing rate or spike response of a neuron
and k is a constant with units of spikes per second, e.g.
[3]. The fall in neural response during adaptation can
now be interpreted as a gain in certainty in the sensory
signal. When uncertainty vanishes, there is no response.
For extensive discussion and the origins of this equation
see [2].
Equation (3) together with (4) introduces the addi-
tional requirement that the response of a peripheral sen-
sory neuron F increases monotonically with signal vari-
ability. Is this prediction supported by experimental ob-
servation? For example, the phenomenon of brightness
enhancement (aka the Bru¨cke-Bartley effect, e.g. [13])
shows that the apparent brightness of a flickering light
can change depending on the frequency of flicker. The
time-average luminance remains constant. However flick-
ering contributes to temporal variations in the signal re-
sulting in the enhancement in apparent brightness. Other
experiments involving the stabilization of an image on
the retina show that prolonged exposure to a fixed im-
age leads to the fading of the visual percept, e.g. [14]. In
each case, we observe that the sensory response is coupled
to variations in the signal. There have been other the-
oretical approaches that have similarly postulated that
sensation is coupled to variation or changes in the signal,
e.g. [15, 16].
However, neither of the above experiments probe the
exact relationship between variance and firing rate. In-
stead a new experimental test can be proposed to test this
assumption directly. Light exhibits very different statis-
tical behaviour depending on whether it is in the classical
or quantum limit. Photon bunching is the phenomenon
whereby the statistics of the photon count deviates from
a Poisson distribution (e.g. [17]). If a photoreceptor is
stimulated with such a signal, the resulting neural re-
sponse can be recorded to test the dependency of firing
rate on variance with mean held constant.
Yet it is clear that the neural response is linked to the
mean of the signal. An increase in the mean results in an
increased neural response. As such, we expect the depen-
dency of F to be on E(X) and not var(X). How could
this dependency arise? Some recent work has shown that
many complex systems exhibit a power-law relationship
between mean and variance. The fluctuation scaling law
was first discovered in ecology through animal population
studies and is known also as Taylor’s law [18]. A com-
pelling explanation for the fluctuation scaling law was
recently proposed [19]. The family of probability distri-
butions known as the Tweedie distributions exhibits a
power law relationship between the mean and the vari-
ance. A convergence theorem has been established sug-
gesting a reason for the ubiquity of the power law in
complex systems [20].
Assuming for now the applicability of the fluctua-
tion scaling law to sensory signal statistics, we introduce
var(X) = µp, where  and p are positive constants and
µ = E(X). Defining a new constant β = /R, we obtain
[1]
H =
1
2
log
(
1 +
βµp
m
)
(5)
The response is now a monotonic increasing function of
the mean. We will discuss the implications of the fluctu-
ation scaling law in greater detail later.
The signal mean consists of both external and inter-
nal sources. The external source is the sensory sig-
nal itself and any other environmental signals. Internal
sources may include other signals generated internally
which elicit a sensory or neural response including ther-
mal noise, self-generated signals (e.g. otoacoustic emis-
sions in the ear), etc. We model the signal mean as a
sum of the two components µ = I + δI where I is the
total magnitude of external sources and δI the sum of
internal sources.
Next we consider the role of time in the sensory re-
sponse. Sample size increases with the number of mea-
surements taken. Hence m is a function of time and
dm/dt refers to the sampling rate. It is reasonable to as-
sume that sampling does not occur ad infinitum: when
the number of samples attains the optimal value, sam-
pling stops. Sampling is thus a function of the difference
between the current sample size m and the optimal value
meq. That is,
dm
dt
= g(m−meq) (6)
where g is an unknown function with g(0) = 0 (sam-
pling stops when m = meq). Near equilibrium, we take
a Taylor expansion around m = meq to obtain
dm
dt
' g(0) + g˙(0)(m−meq) (7)
= −a(m−meq) (8)
Since m ≤ meq and dm/dt ≥ 0, a = −g˙(0) is a positive
time constant. Solutions of m are used to calculate F
from Eq. (5) given a choice of meq.
3One final step required to complete the derivation.
Given a finite sample size m, it is more proper to think
of H in Eq. (3) as a function of the sample variance s2.
As such, a distribution for F can be calculated from the
distribution of sample variance. In the limit of large m,
we observe from Eq. (3) that
H ' 1
2
s2
mR
(9)
where var(X) has been replaced by the sample variance
s2. Moreover, if the distribution for X has kurtotis κ,
the sample variance can be shown to have a mean and
variance equal to
E(s2) = var(X) (10)
var(s2) =
var(X)2
m
(
κ− 1 + 2
m− 1
)
(11)
From this, the mean and variance of F can be calculated
using the expectation and variance operators acting on
Eq. (9) together with F = kH. Thus in the limit of large
m,
E(F ) =
k
2mR
var(X) (12)
var(F ) =
k2 (κ− 1)
4m3R2
var(X)2 (13)
Equations (12) and (13) demonstrate that both the
mean and variance of the neural response increase with
increasing signal variability. As the signal mean is in-
creased, not only is the neural response driven higher but
the variance in the response increases as well. Assuming
that the precise value of the neural response is crucial
for the nervous system to decode the intensity of the sig-
nal, the variation in F should be as small as possible. In
statistics, the dispersion ratio is a normalized measure of
variation defined as the ratio between the variance and
the mean, i.e. a noise-to-signal ratio. Setting a constant
dispersion ratio would allow for the decoding of intensity
from the neural response to be independent of the mag-
nitude of the signal. The dispersion ratio is similar to
the Fano factor which has been observed to be constant
for various sensory modalities (e.g. [21, 22]).
From the mean and variance of the response, with
var(X) = µp, the dispersion ratio can be calculated to
be
var(F )
E(F )
=
k (κ− 1)
2R
var(X)
m2
(14)
∝ (I + δI)
p
m2
(15)
At equilibrium (m = meq), we impose the condition that
this ratio is constant with respect to the signal mean
µ = I + δI. Therefore,
meq = c(I + δI)
p/2 (16)
where c is a constant. The optimal sample size must grow
as a function of the signal mean for the dispersion index
to remain constant. For simplicity, we set c = 1 as this
constant can always be incorporated into β in Eq. (3).
Summarizing, we have
F = kH (17)
H =
1
2
log
(
1 +
β (I + δI)
p
m
)
(18)
dm
dt
= −a(m−meq) (19)
meq = (I + δI)
p/2 (20)
These equations can be shown to give a good descrip-
tion of the neural response to most simple time-varying
sensory input for many sensory modalities and animal
species up to physiological saturation levels (e.g. [3, 4]).
Before solving these equations and examining their
predictive capability, we return to an outstanding issue
related to the fluctuation scaling law. Given the mean-
variance relationship var(X) = E(X)p, it has been
shown that a Tweedie exponential dispersion model ex-
ists for all real values of p except for 0 < p < 1 [20]. This
turns out to have important consequences for the growth
of the neural function. Compression is an essential prop-
erty of sensory neurons since sensory signals can range
over several orders of magnitude (e.g. for sound pres-
sure the ratio is approximately 106:1) while the dynamic
range of a peripheral neuron is far more limited.
In the asymptotic limit (large m), one can easily derive
from Eqs. (17-20) the result
F =
kβ
2
(I + δI)p/2 (21)
A compressive response involves a power exponent less
than one. Since p itself is positive, and no such Tweedie
model exists for 0 < p < 1, this implies that the only
possible range of exponents lies within p ∈ [1, 2). Such
Tweedie models are known as compound Poisson-gamma
models. A compound Poisson-gamma model can be gen-
erated via a sum of gamma-distributed random variables,
with the number of summed terms itself Poisson dis-
tributed [23].
If the fluctuation scaling law is indeed applicable to
the problem of sensory transduction, this implies that
the compound Poisson-gamma model gives a good de-
scription of the interaction between the signal and the
receptive field of the sensory organ. In the olfactory sys-
tem, for example, odourant molecules bind with receptor
sites on the cilia in the epithelial layer [24]. The number
of cilia on each nerve cell in contact with the molecules is
likely Poisson distributed. The number of receptor sites
activated on each cilium is a cluster and sizes of cluster
are often modelled by gamma distributions. It would ap-
pear that the Poisson-gamma model provides not only
4a reasonable model for olfaction, but for other sensory
modalities as well.
The equations governing sensory entropy can be solved
for different inputs or experimental configurations. An
example involving adaptation and recovery is shown
next. A constant signal that is turned on and later turned
off (i.e. a rectangular input) is given by I(t) = I0 for
0 ≤ t < t0 and I = 0 otherwise. We assume that the
neuron is fully equilibrated (i.e. fully adapted) prior to
t = 0. The solution is divided into three distinctive re-
gions: Region I (t < 0), II (0 ≤ t < t0) and III (t ≥ t0).
The sample size can be solved to be
mI = meq1 (22)
mII = mII(0)e
−at +meq2(1− e−at) (23)
mIII = mIII(t0)e
−a(t−t0) +meq3
[
1− e−a(t−t0)
]
(24)
where meq1 = meq3 = δI
p/2 and meq2 = (I0 + δI)
p/2
are obtained from Eq. (20). Continuity ensures that
mII(0) = mI(0) and mIII(t0) = mII(t0). Substituting m
and I into Eqs. (17)-(18) gives the response of the neuron
F in all three regions. The equations show a pattern
typical of what is observed during a neural adaptation
experiment (initial rapid rise followed by slow decay of
spike frequency). At the cessation of input, a recovery is
observed as the neuron returns to equilibrium (t → ∞).
When there is no external input, spontaneous activity is
present (F 6= 0).
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FIG. 1. Experimental data recorded from the auditory fiber
of a Mongolian gerbil [25]. Data from both figures obtained
from the same fiber. Smooth curves show the predictions of
Eq. (25) using a common set of parameters for both figures.
(a) Firing rate measured as a function of sound duration for
a 39 dB tone (jagged line). (b) Peak firing rate measured as
a function of sound intensity in decibels (open circles).
Comparison can be made with real data from an audi-
tory experiment. The challenge is to find an experiment
setup that allows for the determination of five unknown
parameters. One example is shown in Figure 1 with data
from an adaptation experiment (constant I, duration t
is varied) and an intensity-rate experiment (constant t,
I is varied) [25]. Data was recorded from the auditory
fiber of an anesthetized Mongolian gerbil. In the adapta-
tion experiment, the number of spikes counted in a 960
ms interval was converted to a firing rate and observed
as a function of time. An averaged firing rate was ob-
tained over 91 trials. Figure 1a (jagged line) shows the
response to a 39 dB SPL tone presented at the character-
istic frequency of the fiber (2.44 kHz). In the intensity-
rate experiment, the maximal firing rate during a one
millisecond interval was recorded as a function of differ-
ent sound intensities. Figure 1b shows the intensity-rate
response curve (open circles). After 40 dB, the response
saturates.
The expression for F used to fit the data was derived
from Eq. (23) and can be written as
F =
1
2
k log
[
1 +
β (I0 + δI)
p
δIp/2e−at + (I0 + δI)
p/2
(1− e−at)
]
(25)
Since both experiments were conducted on the same au-
ditory fiber, a common set of five parameters was used
in the fit (k = 4× 102 Hz, β = 4× 10−2, δI = 2× 10−2,
p = 1.3 and a = 5 × 10 Hz). Stimulus magnitude I0
was calculated from rms pressure relative to 20 µPa. An
additional fitting parameter was required for the rate-
intensity experiment (t′ = 1 × 10−1ms) representing the
average recording duration. Thus a total of six param-
eters was used to fit the results of two separate ex-
periments. Figure 1 shows good compatibility between
theory and data. More generally, the theory can pro-
vide good qualitative and quantitative predictions over
a wide range of common experimental conditions includ-
ing adaptation, recovery, double step inputs as well as
time-varying functions like a sinusoidal input [4].
The theory developed in this paper has a particu-
lar mathematical simplicity because we have restricted
our analysis to the asymptotic, near-equilibrium limit.
The situation is more difficult if we considered the non-
equilibrium case (small m, far from meq). In such situ-
ations, the response may depend strongly on the initial
prior distribution pi0(θ) from Eq. (1) or on the precise
mathematical form of the sampling rate function dm/dt
in Eq. (6). There is however one fundamental result that
can be derived even when far from equilibrium. Using a
basic theorem of information theory [12], we can write
for the entropy of the posterior distribution
H(θ|X1, ..., Xm) ≤ H(θ) (26)
where H(θ) is the entropy of the prior distribution and
H(θ|X1, ..., Xm) the entropy over the posterior distribu-
tion. That is, entropy decreases or remains constant
with additional samples or measurements. Moreover with
F = kH and dm/dt ≥ 0,
dF/dt ≤ 0 (27)
The sensory response must be a non-increasing func-
tion of time. This inequality, together with the use of
Boltzmann-Shannon entropy and F = kH suggests a
deep connection between sensory processing and statisti-
cal physics which should be explored in the future.
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