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Abstract
This paper introduces the fixed-time distributed convex optimization problem for
continuous time multi-agent systems under time-invariant topology. A novel non-
linear protocol coupled with tools from Lyapunov theory is proposed to minimize
the sum of convex objective functions of each agent in fixed-time. Each agent in
the network can access only its private objective function, while exchange of local
information is permitted between the neighbors. While distributed optimization
protocols for multi-agent systems in finite-time have been proposed in the literature,
to the best of our knowledge, this study investigates first such protocol for achiev-
ing distributed optimization in fixed-time. We propose an algorithm that achieves
consensus of neighbors’ information and convergence to a global optimum of the
cumulative objective function in fixed-time. Numerical examples corroborate our
theoretical analysis.
1 Introduction
Over the past decade, distributed optimization problems for multi-agent systems have received
considerable attention resulting primarily from the evergrowing size and complexity of datasets,
privacy concerns and communication constraints among multiple agents [1, 2, 3, 4, 5]. These
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distributed convex optimization problems take the following form:
min
x∈Rd
F (x) =
N∑
i=1
fi(x), (1)
where F (.) is the team objective function and fi : Rd → R represents the local objective function of
the ith agent. Functions fi(.) are assumed to be convex and twice differentiable. It is further assumed
that the agents are only aware of their local objective functions, i.e., each function fi(.) is known
only to the ith agent, while agents can exchange relevant information with their neighbors.
Distributed optimization problems find applications in several domains including but not limited to
sensor networks [6], formation control [7], satellite tracking [8], and large-scale machine learning
[9]. Another class of distributed optimization problems, primarily referred as distributed constraint
optimization (DCOP) in the literature, deal with discrete variables and combinatorial constraints
[10, 11, 12, 13] and find relevance in scheduling and planning tasks. Most prior works on distributed
convex optimization is primarily concerned with discrete-time algorithms [14, 1, 15]. In recent
years, use of dynamical systems for continuous-time optimization has emerged a viable alternative
[16, 2, 17, 18, 4, 5, 19]. This viewpoint allows tools from Lyapunov theory and differential equations
to be employed for analysis and design of optimization procedures.
In [2], a continuous-time zero-gradient-sum (ZGS) with exponential convergence rate was proposed,
which, combined with a finite-time consensus protocol, achieves finite-time convergence in [18].
A drawback of ZGS-type algorithms is the requirement of strong convexity of the local objective
functions and the choice of specific initial conditions xi(0) for the agents such that
N∑
i=1
∇fi(xi(0)) =
0. In [4], a novel continuous-time distributed optimization algorithm with private (nonuniform)
gradient gains is proposed that achieves convergence in finite-time. A finite-time tracking and
consensus based algorithm is recently proposed in [19], which again achieves convergence in finite-
time.
The notion of finite-time optimization [20] is closely related to finite-time stability (FTS) in control
theory. In contrast to asymptotic stability (AS), finite-time stability (FTS) is a concept that guarantees
convergence of solutions in a finite time. In [21], the authors introduce necessary and sufficient
conditions in terms of a Lyapunov function for continuous, autonomous systems to exhibit FTS.
Fixed-time stability (FxTS) [22] is a stronger notion than FTS, where the time of convergence does
not depend upon the initial condition.
To the best of our knowledge, distributed optimization procedures with fixed-time convergence have
not been addressed in the literature. Many practical applications, such as, time critical classification,
autonomous distributed systems and economic dispatch in power systems, often undergo frequent
and severe changes in operating conditions, and thus require fast solutions irrespective of the initial
conditions. This paper proposes a novel nonlinear distributed convex optimization algorithm with
provable fixed-time convergence characteristics. The proposed procedure is a distributed tracking and
consensus based algorithm, where both average consensus and tracking are achieved in fixed-time
by leveraging tools from FxTS theory. Assumptions on strong convexity are also relaxed and thus
the proposed algorithm generalizes to a broader class of convex objective functions. Moreover, the
stability and optimality of the proposed algorithm is guaranteed using Lyapunov theory.
The rest of the paper is organized as follows: Section 2 describes some definitions and lemmas that
are useful for designing the fixed-time distributed optimization protocol described in Section 3. The
protocol is then validated on relevant example scenarios in Section 4, including distributed training
of support vector machines. We then conclude our discussion with interesting directions for future
work.
A note on mathematical notations: We use R to denote the set of real numbers and R+ to denote
non-negative reals. Given a function f : Rd → R, the gradient and the Hessian of f at x are denoted
by ∇f(x) and ∇2f(x), respectively. Number of agents or nodes is denoted by N . Given x ∈ Rd,
‖x‖ denotes the 2-norm of x. Symbol G = (A,V) represents an undirected graph with the adjacency
matrix A = [aij ] ∈ RN×N and the set of nodes V = {1, 2, · · · , N}. The set of 1-hop neighbors of
node i is represented by Ni. The second smallest eigenvalue of a matrix is denoted by λ2(·). Finally,
we define function signµ : Rd → Rd as
signµ(x) = x‖x‖µ−1, µ > 0, (2)
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and sign(x) , sign0(x).
2 Problem Formulation and Preliminaries
We focus on distributed optimization of a sum of convex functions {fi : 1 ≤ i ≤ N}, as described in
(1) under a fixed time constraint. Functions fi’s are assumed to be convex and twice-differentiable.
Let xi ∈ Rd represent the state of agent i. For simplicity, we model agent i as a first-order integrator
system, given by:
x˙i = φi(xi, xj1 , xj2 , · · · , xjl), (3)
where φi depends upon the states of the agent i, and the states of the neighboring agents
j1, j2, · · · , jl ∈ Ni. For sake of brevity, we denote the dynamical equation (3) as:
x˙i = ui, (4)
where ui ∈ Rd can be regarded as a control input. Our objective is to design a control algorithm,
such that x1 = x2 = · · · = xN = x∗ is achieved in fixed time for any initial condition xi(0), where
x∗ optimizes the team objective function in (1), i.e., xi(t) = x∗, for all i ∈ V , for t ≥ T , where
T <∞ is fixed by the designer.
2.1 Overview of FxTS
In this section, we present relevant definitions and results on FxTS. Consider the system:
x˙(t) = f(x(t)), (5)
where x ∈ Rd, f : Rd → Rd and f(0) = 0. As defined in [21], the origin is said to be an FTS
equilibrium of (5) if it is Lyapunov stable and finite-time convergent, i.e., for all x(0) ∈ D \ {0},
where D is some open neighborhood of the origin, limt→T x(t) = 0, where T = T (x(0)) < ∞
depends upon the initial condition x(0). The authors in [22] presented the following result for
fixed-time stability, where the time of convergence does not depend upon the initial condition.
Lemma 1 ([22]). Suppose there exists a positive definite function V for system (5) such that
V˙ (x(t)) ≤ −(aV (x(t))p + bV (x(t))q)k, (6)
with a, b, p, q, k > 0, pk < 1 and qk > 1. Then, the origin of (5) is FxTS, i.e., x(t) = 0 for all t ≥ T ,
where the settling time T satisfies
T ≤ 1
ak(1− pk) +
1
bk(qk − 1) . (7)
In this paper, we will only need to manifest a Lyapunov function V for the case k = 1.
3 FxTS Distributed Optimization
Consider the system consisting of N nodes with graph structure G = (A,V) defining the communi-
cation links between the nodes. The objective is to find x∗ that solves
min
x1,x2.··· ,xN
N∑
i=1
fi(xi),
s.t. x1 = x2 = · · · = xN .
(8)
In this work, we assume that the minimizer x∗ for (8) exists (i.e., the optimal point is attained) and
is unique. Unlike previous work (e.g. [17, 18]), we do not require the objective functions fi to be
strongly convex, or of a particular functional form. Furthermore, in contrast with [18], where the
initial conditions xi(0) are required to satisfy some conditions, e.g.,
∑
i∇fi(xi) = 0, we do not need
any such conditions. In other words, we show fixed-time convergence for arbitrary initial conditions.
We make the following assumption on the inter-node communications.
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Assumption 1. The communication topology between the agents is connected and undirected, i.e.,
the underlying graph G = (A,V) is connected and A is a symmetric matrix.
Assumption 2. Functions fi are convex, twice differentiable and the Hessian ∇2F (x) =∑N
i=1∇2fi(x) is invertible for all x ∈ Rd.
Assumption 3. Each node i receives xj ,∇fj(xj),∇2fj(xj) from each of its neighboring nodes
j ∈ Ni.
Our approach to fixed-time multi-agent distributed optimization is based on first prescribing a
centralized fixed-time protocol that relies upon global information. Then, the quantities in the
centralized protocol are estimated in a distributed manner. In summary, the algorithm proceeds by
first estimating global quantities (g∗ as defined in (10)) in the centralized protocol, then driving the
agents to reach average consensus (xi(t) = x¯(t) for all i ∈ V), and finally driving the common
trajectory x¯(t) to the optimal point x∗, all in a fixed time. Recall that agents are said to have reached
consensus on states xi if xi = xj for all i, j ∈ V . To this end, we define first a novel centralized
fixed-time protocol in the following theorem:
Theorem 1 (Centralized fixed-time protocol). Suppose the dynamics of each agent i ∈ V in the
network is given by:
x˙i = g
∗, and xi(0) = xj(0) for all i, j ∈ V, (9)
where g∗ is based on global (centralized) information as described below:
g∗(t) = −
(
N∑
i=1
∇2fi(x)
)−1( N∑
i=1
∇fi+signl1
(
N∑
i=1
∇fi(x)
)
+ signl2
(
N∑
i=1
∇fi(x)
))
(10)
and xi(t) = x(t) for each i ∈ V , for all t ≥ 0. Then the trajectories of all agents converge to the
optimal point x∗, i.e., the minimizer of the team objective function (8) in a fixed time T¯ > 0.
Note that states of all the agents are driven by the same input g∗ and are initialized to same starting
point. In a distributed setting, this behavior translates to agents having reached consensus and are
subsequently being driven by a common input.
Remark 1. Theorem 1 represents a centralized protocol for convex optimization of team objec-
tive functions. Here, the agents are always in consensus and have access to global information
N∑
i=1
∇2fi(x) and
N∑
i=1
∇fi(x). In the distributed setting, agents only have access to their local infor-
mation
N∑
i=1
∇2fi(xi),
N∑
i=1
∇fi(xi), and will not always be in consensus. Below we propose fixed-time
schemes for estimation of global quantities that reach consensus in fixed-time.
Proof. The proof is based on choosing an appropriate candidate V for the Lyapunov function (6),
such that its time-derivative satisfies the conditions for fixed-time convergence in Lemma 1. We
consider a candidate Lyapunov function as V = 12 (
∑N
i=1∇fi(x))T (
∑N
i=1∇fi(x)). Observe that V
is 0 at the minimizer of the team objective function (1). By taking its time-derivative along (9), we
obtain:
V˙ =
(
N∑
i=1
∇fi(x)
)T ( N∑
i=1
∇2fi(x)x˙
)
=
(
N∑
i=1
∇fi
)T ( N∑
i=1
∇2fig∗
)
= −
(
N∑
i=1
∇fi
)T ( N∑
i=1
∇fi + signl1
(
N∑
i=1
∇fi
)
+ signl2
(
N∑
i=1
∇fi
))
,
= −2V − ‖
N∑
i=1
∇fi‖l1+1 − ‖
N∑
i=1
∇fi‖l2+1 ≤ −2
1+l1
2 V
1+l1
2 − 2 1+l22 V 1+l22 ,
where signµ(x) is defined in (2). With l1 > 1, l2 < 1, we have that 1+l12 > 1 and
1+l2
2 < 1. Hence,
using Lemma 1, it follows that there exists T¯ > 0 such that V (x(t)) = 0 for all t ≥ T¯ , where
T¯ ≤ 2
2
1+l1
2 (l1 − 1)
+
2
2
1+l2
2 (1− l2)
.
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Now, V = 0 implies
∑N
i=1∇fi(x) = 0, which implies x(t) = x∗ for all t ≥ T¯ . Hence, the
trajectories of (9) reach the optimal point x∗ in a fixed time T¯ , starting from any initial condition.
Now, for each agent i ∈ V , let us define the (vectorized) estimates of the global (centralized)
quantities, θi : R+ → Rd2+d, by
θi(t) , ωi(t) +

∇fi(xi(t))
∇2fTi1(xi(t))
∇2fTi2(xi(t))
...
∇2fTid(xi(t))
 , (11)
where∇2fij(xi(t)) denotes the j-th column of the matrix∇2fi(xi), for some ω : R+ → Rd2+d. Let
θi(t) = [θi0(t), θi1(t), . . . , θid(t)]
T , and define gi(t) as:
gi(t) = −
N
θ
T
i1(t)
...
θTid(t)


−1 (
Nθi0(t) + sign
l1(Nθi0(t)) + sign
l2(Nθi0(t))
)
, (12)
where l1 > 1 and 0 < l2 < 1 as defined in (10). We consider the following continuous-time update
rule for ωi in (11) given by:
ω˙i = p
∑
j∈Ni
(
sign(θj − θi) + γsignν1(θj − θi) + δsign(θj − θi)ν2
)
, (13)
where p, γ, δ > 0, ν1 > 1 and 0 < ν2 < 1. Note that the quantity ωi is updated in a distributed
manner. Finally, denote the time-derivative of the last quantity in (11) by hi : R+ → Rd2+d, i.e.,
hi =
d
dt

∇fi(xi(t))
∇2fTi1(xi(t))
∇2fTi2(xi(t))
...
∇2fTid(xi(t))
 . (14)
Assume that ‖hi − hj‖ ≤ ρ for all t ≥ 0, for some ρ > 0. Under this assumption, we have the
following result on fixed-time distributed parameter estimation.
Theorem 2 (Fixed-time parameter estimation). Let ωi(0) = 0d2+d for each i ∈ V , i.e., agents
initialize their local states at origin, and the control gain p in (13) is sufficiently large, more precisely,
p > N−12 ρ. Then there exists a fixed-time 0 < T1 <∞ such that gi(t) = gj(t) for all i, j ∈ V and
t ≥ T1.
Proof. We refer the reader to Section B in the supplementary material for detailed derivation.
Remark 2. Theorem 2 states that if the control gain p is sufficiently large, then the agents estimate the
global information
N∑
i=1
∇2fi(xi) and
N∑
i=1
∇fi(xi) in a distributed manner. Theorem 2 only guarantees
that gi(t) = gj(t) for all i, j ∈ V and t ≥ T1. However, in order to employ the centralized fixed-time
protocol, agents must additionally reach consensus in their states {xi}, so that gi(t) maps to g∗ for
each agent i ∈ V .
In order to achieve consensus and optimal tracking, we propose the following update rule for each
agent i ∈ V in the network:
ui = u˜i + gi, (15)
where gi is as described in (12), and u˜i is defined as locally averaged signed differences:
u˜i = q
∑
j∈Ni
(
sign(xj − xi) + αsignµ1(xj − xi) + βsignµ2(xj − xi)
)
, (16)
where q, α, β > 0, µ1 > 1 and 0 < µ2 < 1. The following results establish that the state update
rule for each agent proposed in (15) ensures that the agents reach global consensus and optimality in
fixed-time.
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Theorem 3 (Fixed-time consensus). Under the effect of update law ui (15) with u˜i defined as in
(16), and gi(t) = gj(t) for all t ≥ T1 and i, j ∈, the closed-loop trajectories of (4) converge to a
common point x¯ for all i ∈ V in a fixed time T2, i.e., xi(t) = x¯(t) for all t ≥ T1 + T2.
Proof. We refer the reader to Section C in the supplementary material for detailed derivation.
Finally, the following corollary establishes that the agents track optimal point in a fixed-time.
Corollary 1 (Fixed-time distributed optimization). Let each agent i ∈ V in the network be
driven by the control input ui (15). If the agents operate under consensus, i.e., xi(t) = xj(t), and
additionally, gi(t) = gj(t) for all i, j ∈ V and t ≥ T1 + T2, where T1 and T2 are described in
Theorems 2 and 3, respectively. Then the agents track the minimizer of the team objective function in
a fixed time.
Proof. The proof follows directly from previous results. From Theorems 2 and 3, it follows that
gi(t) = g
∗(t) and u˜i(t) = 0 for all i ∈ V , t ≥ T1 + T2. Thus, the conditions of the centralized fixed-
time protocol in Theorem 1 are satisfied, and therefore, there exists T3 <∞, such that xi(t) = x∗ for
all i ∈ V , t ≥ T1 + T2 + T3. Here x∗ is an optimal solution to the distributed optimization problem
(8).
The overall fixed-time distributed optimization protocol is described in Algorithm 1.
Algorithm 1 Fixed-time distributed optimization algorithm.
1: procedure FXTS DISTRIBUTED OPTIMIZATION((A,V), f(·))
2: Initialize parameters: p, q, l1, l2, ν1, ν2, µ1, µ2 as described in (12), (13) and (16)
3: For each agent i ∈ V:
4: FxTS Parameter Estimation
5: while t < T1, (i.e., gi(t) 6= gj(t) for all j ∈ Ni) do
6: Simulate (11) using control law (13)
7: end while
8: FxTS Consensus
9: while t < T1 + T2, (i.e., xi(t) 6= xj(t) for all j ∈ Ni) do
10: Simulate (4) using control law (15)
11: end while
12: FxTS Optimal Tracking
13: while t < T1 + T2 + T3, (i.e., x¯(t) 6= x∗) do
14: Continue simulating (4) using control law (15)
15: end whilereturn x∗
16: end procedure
4 Numerical Examples
In this section, we present numerical examples demonstrating the efficacy of our proposed method. In
each of the following examples, the graph topology is such that node i is connected to node i+ 1 for
i ≤ N − 1. We use semilog-scale to clearly show the variation near 0, while we show the linear-scale
plot in the inset of each figure. Simulation parameters in Theorems 1-3 can be chosen arbitrarily as
long as the respective conditions are satisfied.
4.1 Example 1: Distributed Optimization with Heterogeneous Convex Functions
We present a case study, where multiple agents aim to minimize the sum of heterogeneous private
functions in fixed-time. A graph consisting of 11 nodes is considered with the local and private
objective functions fi(xi) described by:
fi(xi) =
1
2
(xi − i)2 + 0.25(xi − i)4, (17)
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Figure 1: Example 1 - The gradient of the objec-
tive function
∑
i∇fi(xi) with time for various
initial conditions xi(0) and θi(0).
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0
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Figure 2: Example 1 - Individual states xi(t)
with time. The states converge to the optimal
point x∗.
so that each fi is convex for i ∈ {1, 2, · · · , 11}. It can be easily shown that x∗ = N+12 . For simplicity,
we use µ1 = l1 = ν1 = 1.1, µ2 = l2 = ν2 = 0.9, q = p = 110, α = γ = 1 and β = δ = 1 in (16),
(10) and (13). With these parameters, we obtain that T1 ≤ 2.57, T2 ≤ 2.57 and T3 = T¯ ≤ 20.01,
which implies final time of convergence is Tc ≤ T1 + T2 + T3 = 25.15.
Figure 1 shows the variation of
∑
i∇fi(xi) with time for various initial conditions xi(0) and θi(0).
For various initial conditions, ∇F (x) drops to the value of 1e−6 within Tc units. Figure 2 plots
the maximum maxi(|xi(t)− x∗|) with time and shows the convergence of the individual xi to the
optimal point x∗ = 6 well within Tc units.
4.2 Example 2: Distributed Support Vector Machine
Required data sharing (gradients, parameter updates) raises issues in data-parallel learning due to
the increased computational and communication overhead. In distributed (data-parallel) learning,
minibatches are split across multiple nodes, where each node (agent) computes necessary gradients
at the local level and then all the agents aggregate their gradients to perform parameter updates.
Interestingly, the distributed optimization algorithm proposed in this paper can be employed to
perform data-parallel learning with limited communication among the agents. Note that the proposed
algorithm assumes only a connected communication graph, i.e., agents only need to exchange
information with their neighbors and not with every other agent. For illustration, consider the
following linear SVM example, where functions fi are given as:
fi(xi) =
1
2
‖xi‖2 +
m∑
j=1
max{1− lijxTi zij , 0}. (18)
Here xi, zij ∈ R2, lij ∈ {−1, 1} represent separating hyperplane parameters of the ith agent, data
points allocated to ith agent and corresponding labels, respectively.1 The vectors zij are chosen from
a random distribution around the line x = y, so that the solution, i.e., the separating hyperplane, to
the minimization problem min
∑
i fi(xi) is the vector [1, −1]. In this case, we consider a network
consisting of 5 nodes and we consider the case when m = 100. Figure 3a shows the distribution of
zij symmetrically around the line x = y.
For this case, the parameters were set to µ1 = l1 = ν1 = 1.2, µ2 = l2 = ν2 = 0.8, q = p = 50, α =
γ = β = 1, δ = 10. With these parameter values, we obtain that T1, T2 ≤ 0.3 and T3 = T¯ ≤ 10.02,
which implies final time of convergence satisfies Tc ≤ T1 + T2 + T3 = 10.62 units.
Figure 3b illustrates the variation of ∇F (x) = ∑i∇fi(x). The maximum of differences between
states of any two agents, max(‖xi− xj‖), is illustrated in Figure 3c. Figure 3d plots the convergence
behavior of the state error xi − x∗.
1Since the proposed method assumes that the functions fi are twice differentiable, we use function g(0, a) =
1
µ
log(1 + eµa) with large values of µ to smoothly approximate max{0, a}.
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Figure 3: Example 2 - (a) Distribution of points zij around the line x = y (red dotted line). Blue and red stars
denote the points corresponding to lij = −1 and lij = 1, respectively. (b) The gradient of the objective function
∇F (x) =∑i∇fi(xi) with time. (c) Maximum difference between the states max(xi − xj) with time. (d)
Individual states xi(t) with time. The states converge to the optimal point x∗.
5 Discussions
For Example 1, we performed a sensitivity analysis by varying the parameters µ1, µ2 to observe
the effect of the exponents on the convergence time. We keep µ1 = l1 = ν1 and µ2 = l2 = ν2.
Figures 4 and 5 illustrate the variation of∇F (x) and xi − x∗ for 11 sets of µ1, µ2 varying between
[1.00, 1.4] and [0.6, 0.1]. As expected, the convergence time goes down, and the rate of convergence
(the slope of the curve) goes up, as µ1 increases and µ2 decreases. Observe that in Figures 4 and
5, for µ1 = µ2 = 1, the convergence is linear on the log−scale, which translates to exponential
convergence, while those for µ1 >,µ2 < 1 are super-linear.
3 4 5 6 7 8 9 10
100
105
Figure 4: Example 1: The gradient of the objec-
tive function ∇F (x) = ∑i∇fi(xi) with time
for various exponents µ1, µ2.
3 4 5 6 7 8 9 10
10-5
100
Figure 5: Example 1: Max. difference between
the states and the optimal point, max(|xi−x∗|),
with time for various exponents µ1, µ2.
8
While optimization methods in continuous-time are important and have major theoretical relevance,
sampling constraints may preclude continuous-time acquisition and updating. In [23], the authors
study a particular class of homogeneous systems to design a consistent discretization scheme that
preserves the property of finite-time convergence. They extend their results to practically FxTS
systems in [24], where they show that the trajectories of the discretized system reach an arbitrary
small neighborhood of the equilibrium point in fixed time, independent of the initial condition. One
of the research avenues is to expand these results to more general class of FTS and FxTS systems, so
that these results can be applied to the optimization schemes to obtain the solution in finite number of
steps.
6 Conclusions
In this paper, we presented a scheme to solve distributed convex optimization problem for continuous
time multi-agent systems with fixed-time convergence guarantees. We showed that when the topology
of the information sharing network is fixed, consensus on the state values as well as the gradient and
the hessian of the function values can be achieved in a fixed time. We then utilized this knowledge to
find the optimum of the objective function. It is shown that each aspect of the algorithm, the consensus
on the crucial information and convergence on the optimal value, are achieved in fixed time. In this
paper, we considered unconstrained distributed optimization. Future work involves investigating
methods of distributed optimization with fixed-time convergence guarantees with constraints, and
incorporating private (non-uniform) gains between agents in the distributed protocol.
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A Some useful lemmas
We first present some Lemmas that will be useful in deriving our claims on fixed-time parameter
estimation and consensus protocols 2.
Lemma 2 ([26, 27]). Let ti ≥ 0 for i ∈ {1, 2, · · · , N}, N ∈ Z+. Then the following hold:
N∑
i=1
tpi ≥
( N∑
i=1
ti
)p
, 0 < p ≤ 1, (19a)
N∑
i=1
tpi ≥ N1−p
( N∑
i=1
ti
)p
, p > 1. (19b)
Lemma 3. Let G = (A,V) be the graph consisting of N nodes located at xi ∈ Rd for i ∈
{1, 2, · · · , N} and Ni denotes the in-neighbors of node i. Then,
N∑
i=1
∑
j∈Ni
sign(xi − xj) = 0. (20)
Lemma 4. Let w : Rd → Rd be an odd function, i.e., w(x) = −w(−x) for all x ∈ Rd and the
graph G = (A,V) is undirected, {xi} and {ei} be set of vectors with i ∈ V and xij = xi − xj and
eij = ei − ej . Then, the following holds
N∑
i,j=1
aijwx
T
ijei =
1
2
N∑
i,j=1
aijwx
T
ijeij . (21)
Lemma 5. Let G = (A,V) be an undirected, connected graph. Let LA , [lij ] ∈ RN×N be its
Laplacian matrix given by:
lij =

N∑
k=1,k 6=i
aik, i = j
−aij , i 6= j
Laplacian LA has following properties:
1) LA is positive semi-definite and λ2(LA) > 0.
2) LA1N = ON .
3) xTLAx =
1
2
N∑
i,j=1
aij(xj − xi)2.
B Proof of Theorem 2:
Our proof of Theorem 2 is based on the following key lemma:
Lemma 6. Consider a network of N agents, with {θi}, {ω˙i}, and {hi} as defined in (11), (13), and
(14), respectively. Let ‖hi(t) − hj(t)‖ ≤ ρ for some ρ > 0 and all t > 0, and the control gain
p in (13) is sufficiently large, more precisely, p > N−12 ρ; then there exists a fixed-time T1 > 0,
independent of the initial states {θi(0)}, such that for each agent i ∈ V , θi(t) = 1
N
N∑
j=1
θj(t) for all
t ≥ T1.
Proof. The time derivative of θi is given by:
θ˙i = ω˙i + hi
= p
∑
j∈Ni
(
sign(θj − θi) + γsignν1(θj − θi) + δsign(θj − θi)ν2
)
+ hi.
2We refer the readers to [25] for an overview of graph theory for multiagent systems.
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Let us define θji , θj − θi, and the mean of θi’s by θc , 1
N
N∑
j=1
θj . The difference between an agent
i’s state θi and the mean θc of all agents’ states is denote by θ˜i , θi − θc. Similarly, θ˜ji represents
the difference
(
θ˜j − θ˜i
)
. Then the time-derivate of θ˜i is given by:
˙˜
θi =
1
N
N∑
j=1
(ω˙i − ω˙j) + 1
N
N∑
j=1
(hi − hj) (22)
We consider the candidate Lyapunov function, V =
1
2
N∑
i=1
θ˜Ti θ˜. Taking its time-derivative along the
trajectories of (22) gives:
V˙ =
N∑
i=1
θ˜Ti
˙˜
θi
=
1
N
N∑
i,j=1
θ˜Ti (ω˙i − ω˙j)︸ ︷︷ ︸
V˙1
+
1
N
N∑
i,j=1
θ˜Ti (hi − hj)︸ ︷︷ ︸
V˙2
. (23)
From (13), the first term V˙1 is rewritten as:
V˙1 =
1
N
N∑
i=1
θ˜Ti
N∑
j=1
ω˙i − p ∑
k∈Nj
(
sign(θk − θj) + γsignν1(θk − θj) + δsign(θk − θj)ν2
)
=
1
N
N∑
i=1
θ˜Ti
N∑
j=1
ω˙i [from Lemma 3]
=
N∑
i=1
θ˜Ti ω˙i = p
N∑
i=1
θ˜Ti
∑
j∈Ni
(sign(θji) + γsign
ν1(θji) + δsign(θji)
ν2)
=
p
2
N∑
i=1
∑
j∈Ni
θ˜Tij (sign(θji) + γsign
ν1(θji) + δsign(θji)
ν2) [from Lemma 4]
= −p
2
N∑
i=1
∑
j∈Ni
(
‖θ˜ij‖+ γ‖θ˜ij‖ν1+1 + δ‖θ˜ij‖ν2+1
)
, (24)
where the last equality follows from θ˜ij = (θi − θc)− (θj − θc) = θij . Similarly, the second term in
(23) is rewritten as:
V˙2 =
1
2N
N∑
i,j=1
θ˜Tij (hi − hj)
≤ 1
2N
N∑
i,j=1
‖θ˜ij‖‖hi − hj‖
≤ ρ
2N
N∑
i,j=1
‖θ˜ij‖
≤ ρ
2N
N max
i
N∑
j=1,j 6=i
‖θ˜ij‖

≤ ρ
2
(N − 1)
2
N∑
i=1
∑
j∈Ni
‖θ˜ij‖. (25)
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Thus, from (24) and (25), it follows that
V˙ ≤ −1
2
(
p− ρ (N − 1)
2
) N∑
i=1
∑
j∈Ni
‖θ˜ij‖ − 1
2
pγ
N∑
i=1
∑
j∈Ni
‖θ˜ij‖ν1+1 − 1
2
pδ
N∑
i=1
∑
j∈Ni
‖θ˜ij‖ν2+1
≤ −1
2
pγ
N∑
i=1
∑
j∈Ni
‖θ˜ij‖ν1+1 − 1
2
pδ
N∑
i=1
∑
j∈Ni
‖θ˜ij‖ν2+1, since p > ρ (N − 1)
2
,
≤ −pγ
2
N∑
i=1
N∑
j=1
(
a
1/κ1
ij ‖θ˜ij‖2
)κ1 − pδ
2
N∑
i=1
N∑
j=1
(
a
1/κ2
ij ‖θ˜ij‖2
)κ2
, (26)
where κ1 = 1+ν12 , κ2 =
1+ν2
2 , and {aij} are the elements of the adjacency matrix A. Define
ηij = a
1/κ1
ij ‖θ˜ij‖2 and ζij = a1/κ2ij ‖θ˜ij‖2. With this, and using the fact that ν1 > 1 and ν2 < 1, we
obtain:
V˙ ≤ −pγ
2
N∑
i=1
N∑
j=1
ηκ1ij −
pδ
2
N∑
i=1
N∑
j=1
ζκ2ij
≤ −pγ
2
N2(1−κ1)
 N∑
i,j=1
ηij
κ1 − pδ
2
 N∑
i,j=1
ζij
κ2 , [From Lemma 2]. (27)
Define matrices B,C ∈ RN×N such that Bij = a1/µ1ij and Cij = a1/µ2ij and define the error vector
θ˜ =
[
θ˜1 θ˜2 · · · θ˜N
]T
Using this, we obtain
N∑
i,j=1
ηij =
N∑
i,j=1
a
1/κ1
ij ‖θ˜ij‖2 = 2θ˜TBθ˜ ≥ 2λ2(B)θ˜T θ˜ = c1V,
where c1 = 4λ2(B). Similarly, we obtain
N∑
i,j=1
ζij =
N∑
i,j=1
a
1/κ2
ij ‖θ˜ij‖2 = 2θ˜TCθ˜ ≥ 2λ2(C)θ˜T θ˜ = c2V,
where c2 = 4λ2(C). With this, we obtain that
V˙ ≤ −pγ
2
N2(1−κ1)cκ11 V
κ1 − pδ
2
cκ22 V
κ2 .
With ν1 > 1, we have κ1 > 1, and with ν2 < 1, we have κ2 < 1. Hence, using Theorem 1, we obtain
that V = 0 for all t ≥ T1, where
T1 ≤ 2
pγN2(1−κ1)cκ11 (κ1 − 1)
+
2
pδcκ22 (1− κ2)
.
Proof of Theorem 2. The proof follows directly from Lemma 6. Since, the quantities {gi} are
derived from {θi}, it must be that gi(t) = gj(t) for all t ≥ T1 and for each i, j ∈ V .
C Proof of Theorem 3:
Proof. The proof follows from Lemma 6 and the fact that gi(t) = gj(t) for all t ≥ T1, i, j ∈ V .
Thus, for t ≥ T1, dynamics of an agent i in the network is described by:
x˙i = u˜i + gi, (28)
with ‖gi − gj‖ = 0 for all i, j ∈ V . Moreover, u˜i has a form similar to ω˙i. Thus, from Lemma 6,
it follows that there exists a T2 > 0 such that xi(t) =
1
N
∑N
j=1 xj(t) for t ≥ T1 + T2, where T2
satisfies:
T2 ≤ 2
qαN2(1−τ1)cτ11 (τ1 − 1)
+
2
qβcτ22 (1− τ2)
,
where τ1 ,
1 + µ1
2
, τ2 ,
1 + µ2
2
, and c˜1, c˜2 > 0 are appropriate constants.
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Figure 6: Performance analysis of centralized and proposed distributed SGD on Mendez data. As
the training proceeds, both centralized and distributed training procedures converge to similar final
errors.
D Additional Example: Distributed Stochastic Gradient Descent
The proposed algorithm consists of two parts – (a) fixed-time gradient and Hessian consensus, (b)
fixed-time distributed optimization. While the main scope of this study is to demonstrate fixed-time
distributed optimization on a connected topology, the consensus protocol can be utilized for perform-
ing gradient aggregation in neural networks (NNs) from multiple agents in a distributed manner. An
application to distributed optimization of a neural network using stochastic gradient descent (SGD)
[28] is considered. We modified the two layer NN code in [29] to perform backpropagation and
updated the gradient in minibatches using incremental gradient. Specifically, the NN is trained under
two scenarios – (a) centralized implementation, where gradients from minibatches are aggregated
with the standard gradient descent algorithm for backpropagation for performing parameter updates,
(b) distributed implementation using SGD for backpropagation, where we consider a network of 5
agents connected in a line graph. Training performances for both the scenarios are shown in Figure
6. As the training proceeds, both centralized and distributed training procedures converge to similar
final errors.
E Example code
We refer the reader to the anonymized link below for implementation of example 1 in MATLAB.
The code is modular and can be modified appropriately to address different objective functions and
communication topology.
www.dropbox.com/s/4qg05f8uakgkgkf/Example1_code.m?dl=0
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