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Abstract
Dynamic Information Aggregation in Asset Prices
Luca Bernardinelli
This thesis investigates how the information dispersed among market participants dyn-
amically aggregates in asset prices, the extent to which prices reflect available informa-
tion, and how such information affects investors’ decisions. The main model considers
a population of investors with different absolute risk aversions and time-varying, di-
verse signals on the growth rate of an asset’s dividends. Each investor bids the asset
based on the information in his private signal and in the asset price itself, which is
determined in equilibrium by the market-clearing condition and partially reflects the
signals of other market participants. The dividend stream is driven by a latent variable,
which investors strive to estimate based on their individual, private information, and
on the common knowledge revealed by prices. We find in closed form equilibrium prices
and the optimal behaviour of the agents. Price volatility depends on the volatility of
dividends and on the volatility of the estimate of the latent variable, which is revealed
to all agents through prices. Equilibrium prices do not reveal all the private signals of
market participants, but the same estimate of the state of the economy that an agent
with all private signals would be able to obtain. Put differently, prices reveal not all
information but all relevant information. The first chapter presents a baseline model,
where the only noise in the market is on the stochastic dividend process. In the second
chapter dividends become mean reverting to a state variable observed by all agents -
the state of the economy - which fluctuates over time. The state of the economy is
unobservable in the last chapter, but market participants have individual information,
which jointly with asset prices, helps them to estimate the latent variable.
ix
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Introduction
Any version of the efficient market hypothesis [14], weak, semi-strong or strong, im-
plies that asset prices reveal part of the information available to market participants.
This thesis investigates how the investors’ heterogeneous information aggregates in as-
set prices and to which extent such knowledge spreads to the economy. How good is
the information revealed from asset prices? Our models are inspired from the work of
Hayek [17], who realises that agents are only aware of their surroundings and not of
every change in the economy, and that “knowledge never exists in concentrated or inte-
grated form, but solely as the dispersed bits of incomplete and frequently contradictory
knowledge which all the separate individuals possess” [17]. The presence of many dis-
cordant investors contrasts the classic concept of a central planner, the fully informed
rational authority analysing data and making decision on behalf of society.
The main model considers a population of investors with different absolute risk
aversions and time-varying, diverse signals on the growth rate of an asset’s dividends.
Each investor bids the asset based on his private signal and on the asset price itself,
which is determined in equilibrium by the market-clearing condition. The dividend
stream is driven by a latent variable, which investors strive to estimate based on their
individual, private information, and on the common knowledge revealed by prices. Asset
prices do not only broadcast the present value of future dividends as in the classic
theory, but they become a channel streaming not all the knowledge in the economy,
but an aggregate flow of what is important. We prove the existence of an equilibrium
and its uniqueness in the family of linear equilibria, we derive in closed form the unique
optimal behaviour of the agents and the price of the risky asset, assuming that each
investor has constant absolute risk aversion. Price volatility depends on the volatility of
dividends and on the volatility of the estimate of the latent variable, which is revealed
to all agents through prices.
Methods
While the market models of this thesis become more general and complex as the chapters
flow, the proofs of existence and uniqueness of the equilibrium follow a common pattern.
Assuming a parametric form of the linear price, we calculate the dynamics of a self-
financing portfolio and we find heuristically the Hamilton-Jacobi-Bellman equation.
xi
One of its solutions is our guess for the value function and we use it to conjecture optimal
behaviours of the agents and stochastic discount factors. Once we get heuristics for the
optimal policies, we verify admissibility and optimality of the consumption-investment
processes and we use the market clearing condition, stating the presence of only one
risky asset at each point in time, to conclude existence and uniqueness of the linear
equilibrium.
Literature
The theory of heterogeneous information, formulated by Hayek [17] in 1945, has been
extensively studied in one period models in which agents trade at time 0 and consume
at time 1. In 1976 Grossman [15] proposes a model with a “fully revealing equilibrium”
in which the price “reveals information to each trader which is of “higher quality”
than his own information”. Hellwig [19] shows the existence of an equilibrium price
dependent on the agents’ preferences claiming that the less risk averse investors are,
the more they act on new information. Diamond and Verrecchia [13] develop a non fully
revealing equilibrium and Admati [1] generalizes the findings to more than one risky
asset assuming a large number of investors. Vayanos and Wang [34] show heterogeneous
information to raise expected returns and to affect several measures of liquidity. All
these models analysing the cross-section reveal how prices aggregate knowledge on short
terms risks but they do not explain how prices combine information on expectation of
future cash flows.
As soon as agents are allowed to trade for more than one period, the price of risky
assets becomes a signal from which investors wish to extract information. Prices depend
on private and public information of market participants, which, in turn, depend on pri-
ces. Such endogenous information structure leads to an infinite regression described by
Keynes in [23] and called “Forecasting the forecasts of others” by Townsend [33]. “An
understanding of financial markets requires an understanding not just of market parti-
cipants’ beliefs about assets’ future payoffs, but also an understanding of market partici-
pants’ beliefs about other market participants’ beliefs, and higher-order beliefs” [3]. Many
authors have been tackling the issue of higher-order beliefs in multi-period discrete mo-
dels because such beliefs complicate the search for closed-form solutions. Higher-order
beliefs are linear functions of first order beliefs in [18] while Allen, Morris and Shin [3]
focus their interest on the failure of the law of iterated expectations when dealing with
second order beliefs. Bacchetta and Wincoop [6] show that the presence of higher-order
beliefs reduces price volatility and the impact of expected changes in future dividends,
thus moving the price away from present value of expected cash flow.
The models of our paper are inspired from those of Wang [36], who focuses on the
effects of noise trading on price volatility in continuous time. The presence of noise tra-
ders introduces asymmetry of information among two families of agents: those who see
xii
the process of noise traders and those who do not. Separating the agents in two classes
with homogeneous knowledge, avoids the infinite regression of information because the
uninformed traders are the only ones wishing to learn from the price. Veronesi [35]
studies a continuous time model with heterogeneous agents, where the dividends’ drift
is driven by a Markov chain with discrete state space. He shows that lower noise in
the private signals increases the risk premium and that the equity premium is boun-
ded from above by a constant not depending on the investors’ risk aversion. Market
participants, with heterogeneous information and thus endogenous filtrations, trade in
continuous time in Qiu and Wang [30]. They argue that “information heterogeneity
tends to lower the level of asset prices, increase price volatility and return variability,
and reduce trading volume”.
Outline of the dissertation
The first chapter presents the simplest model of the thesis, where the only noise in
the market is on the stochastic dividend process. We give sufficient conditions for the
agents’ optimal consumption-investment problem to be well-posed and ill-posed. In
case of a well-posed problem, we solve it showing the agents’ optimal strategies and the
unique linear equilibrium in closed form. For the ill-posed optimal consumption problem
we construct a maximizing sequence that yields in the limit zero expected utility, which
cannot be attained by any strategy as the utility function is strictly negative.
In the second chapter dividends become mean reverting to a state variable, called
state of the economy, stochastic but known by all agents. In the light of the findings in
Chapter 1, we show a region in which the investors’ optimization problem is well-posed
and we find in closed form the unique linear equilibrium for a small noise of the state
variable.
The full-blown model appears in Chapter 3, where the stochastic state of the eco-
nomy is not adapted to the filtrations of the agents. Investors filter such a latent variable
with public prices and private signals. We show the existence of an equilibrium and its
uniqueness in the family of linear equilibria.
All chapters share a common structure: the formulation of the problem appears in
the first section, the main result in the second one, while the third section contains
the heuristics for the consumption-investment problem of the agents. The verification
starts in the last section of each chapter and culminates with the results of existence of
the equilibrium and its uniqueness in the class of linear equilibria.
xiii
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Chapter 1
Baseline model
1.1 Model and main definitions
The economy has one risky asset in unit supply, which pays a dividend stream (Dt)t≥0
described as
dDt = (p¯i − kDt)dt+ σDdWDt . (1.1.1)
There is a continuously compounded risk-free asset (P 0t )t≥0 with rate of return r > 0,
at which investors can both lend and borrow. There are n ∈ N investors competing for
the risky asset, with price (Pt)t≥0. The i−th investor has constant absolute risk aversion
αi ≥ 1 and initial wealth xi0 ∈ R. WD = (WDt )t≥0 is a Brownian motion and D0 is a
normal random variable, with mean µD and variance Σ2D, independent of the Brownian
motion previously defined. The probability space is (Ω,G, (Gt)t≥0,P), where Gt is the
augmented natural filtration of D0, (Wu)0≤u≤t and G is the augmented sigma algebra
generated by ⋃t≥0 Gt1.
In such economy assume k, σD > 0 and p¯i ∈ R. All equalities and inequalities between
random variables are understood P−almost surely.
Definition 1.1.1 (Admissibile strategies). (ct, θt)t≥0 is an admissible (consumption-investment)
strategy for the i−th investor if:
(i) (ct)t≥0 and (θt)t≥0 are (Gt)t≥0−progressively measurable processes;
(ii) for every s ≥ 0
lim sup
t→+∞
E
[∫ t
s
Nucudu
∣∣∣∣Gs] ≤ NsXs, (1.1.2)
where (Xt)t≥0 is the self-financing wealth process
dXt = −ctdt+ θtDtdt+ r(Xt − θtPt)dt+ θtdPt, X0 = xi0, (1.1.3)
1Note that all filtrations are augmented with the null sets of the sigma algebra G.
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1.1. MODEL AND MAIN DEFINITIONS
(Nt)t≥0 is the process
Nt = exp
(
−rt+
∫ t
0
(∆DDu + ∆0)dWDu −
1
2
∫ t
0
(∆DDu + ∆0)2du
)
(1.1.4)
and ∆D and ∆0 are given in Definition 1.4.1 below.
The set of admissible strategies for the i−th investor is U i.
Definition 1.1.2 (Optimality). A (consumption-investment) strategy (cit, θit)t≥0 is opti-
mal for the i−th investor if it is admissible and if
sup
(c,θ)∈U i
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣G0] = E [∫ +∞0 e−βuU i(ciu)du
∣∣∣∣G0] , (1.1.5)
where
U i(c) := −e
−αic
αi
, i ∈ {1, . . . , n}.
The time impatience parameter β > 0 is common to all agents. The consumption-
investment problem of each agent is well-posed if an optimal strategy exists, otherwise
the problem is ill-posed.
Remark 1.1.1. The process (Dt)t≥0 starting with a random variable is not a fundamental
feature of the model in this chapter but it will be important in the third chapter, for a
stationary filter in Lemma 3.4.1. D0 being a random variable implies that the σ−algebra
G0 is different from the trivial σ−algebra, so a conditional expectation appears in (1.1.5).
Definition 1.1.3. (cit, θit)t≥0 is the unique optimal (consumption-investment) strategy for
the i−th investor if it is optimal for the i−th investor and if
(cit, θit)t≥0 = (c¯t, θ¯t)t≥0 λ|[0,+∞[ ⊗ P− a.s.
for every other optimal strategy (c¯t, θ¯t)t≥0.
Definition 1.1.4. A linear equilibrium is an (n + 2)−tuple (D, C, (Si)1≤i≤n), where
D ∈ R \ {2/r}, C ∈ R and Si = (cit, θit)t≥0 is an optimal strategy for the i−th investor
for every i ∈ {1, . . . , n} such that for every t ≥ 0
(i) the price of the risky asset is
Pt = C + DDt; (1.1.6)
(ii) the market clearing condition
n∑
i=1
θit = 1 (1.1.7)
holds.
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1.2. EXISTENCE AND UNIQUENESS OF THE EQUILIBRIUM
1.2 Existence and uniqueness of the equilibrium
Theorem 1.2.1. There exists a unique linear equilibrium (D, C, (Si)1≤i≤n), for which
the price is
Pt = C∗ + ∗DDt, where C∗ =
p¯i
r(k + r) −
α¯σ2D
(k + r)2 , 
∗
D =
1
k + r and α¯ =
(
n∑
i=1
1
αi
)−1
.
The unique optimal consumption-investment strategy for the i−th agent is
ci∗t = rX i∗t +
β − r
rαi
+ α¯
2
2αi
rσ2D
(k + r)2 , θ
i∗
t =
α¯
αi
. (1.2.1)
For every D ≤ 0 or D > 2/r the consumption-investment problem of the agents is
ill-posed and in particular no linear equilibrium exists.
Preliminaries and outline of the proof
Remark 1.2.1. If D = 0, then (1.1.6) implies Pt = C for every t ≥ 0. If the assets are
two deterministic processes with different interest rates (0 for Pt and r > 0 for P 0t ),
then the model admits arbitrage, therefore the consumption-investment problem of the
agents is ill-posed and in particular no linear equilibrium exists.
Remark 1.2.2. Theorem 1.2.1 specifies that the consumption-investment problem of
the agents is ill-posed for every D ≤ 0 and D > 2/r. Furthermore the consumption-
investment problem of the agents is well-posed for every D ∈ B+ and a unique equili-
brium exists for D ∈ R \ {2/r}. If D = 2/r the solution of the HJB equation (1.4.3)
is not exponential affine any more. We conjecture the consumption-investment pro-
blem of the agents to be ill-posed and the existence of a portfolio (X iTt , ciTt , θiTt )t≥0,T∈N∗
satisfying (1.3.5).
Definition 1.2.1. A value function for the i−th investor is a function
V i : R2 → [−∞, 0)
(x¯, D¯)→ V i(x¯, D¯)
such that for every (x¯, D¯) ∈ R2
V i(x¯, D¯) = sup
(c,θ)∈U i
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣xi0 = x¯, D0 = D¯] . (1.2.2)
It follows from this definition that if there exists a value function V i(·) and a strategy
(ci∗t , θi∗t )t≥0 optimal for the i−th investor, then
V i(xi0, D0) = E
[∫ +∞
0
e−βsU i(ci∗s )ds
∣∣∣∣G0] .
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1.2. EXISTENCE AND UNIQUENESS OF THE EQUILIBRIUM
Definition 1.2.2. A stochastic discount factor (SDF) is a positive, continuous, (Gt)t≥0−adapted
process (Mt)t≥0 such that for every 0 ≤ s ≤ t
MsP
0
s = E[MtP 0t |Gs] (1.2.3)
and
MsPs +
∫ s
0
MuDudu = E
[
MtPt +
∫ t
0
MuDudu
∣∣∣∣Gs] . (1.2.4)
A stochastic discount factor is normalized if M0 = 1.
We find the (unique) equilibrium in the market in two steps: first we solve the
optimal consumption problem of the agents for a generic price with the form of (1.1.6)
or, when this is not possible, we show that such problem is ill-posed; then we clear
the market with condition (1.1.7) and we deduce that the price of the unique linear
equilibrium has parameters
C∗ = p¯i
r(k + r) −
α¯σ2D
(k + r)2 and 
∗
D =
1
k + r .
• Section 1.3 contains the formal derivation of the results, divided in two subsecti-
ons;
– for D ∈ B+ := (0, 2/r) , Subsection 1.3.1 formulates the Hamilton Jacobi
Bellman (HJB) equation, which leads to a guess of the value function and
the optimal strategies.
– for D < 0 and for D > 2/r, Subsection 1.3.2 formulates the HJB equation
for the finite horizon, which leads to a sequence of admissible strategies whose
total utility tends to 0 as the horizon approaches +∞.
• Section 1.4 formalizes the heuristics of the previous section.
– Subsection 1.4.1 proves the existence and uniqueness of the optimal port-
folio for a generic price function for D ∈ B+.
– Subsection 1.4.2 proves the consumption-investment problem of the agents
to be ill-posed for D < 0 and for D > 2/r, finding a sequence of admissible
strategy whose total utility converges to 0 as the horizon approaches +∞.
– Subsection 1.4.3 finds the unique linear equilibrium in the market through
the market clearing condition.
• Appendixes A and B recall some well known results that are used along the
chapter.
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1.3. HEURISTICS
1.3 Heuristics
1.3.1 Well posed problem
Guess a value function V i which depends on the dividend rate and on the wealth;
because of the infinite time horizon we guess that V i does not depend on the initial
time t > 0, i.e.
V i(X it , Dt) = sup
(ci,θi)∈Ui
E
[∫ +∞
t
e−β(s−t)U i(cis)ds
∣∣∣∣Gt] .
Splitting the integral at time t+ h and using the tower property, the value function is
V i(X it , Dt) = sup
(ci,θi)
E
[∫ t+h
t
e−β(s−t)U i(cis)ds+ e−βhE
[∫ +∞
t+h
e−β[s−(t+h)]U i(cis)ds
∣∣∣∣Gt+h] ∣∣∣∣Gt
]
.
Multiplying both sides by e−βt and sinceE
[∫+∞
t+h e
−β[s−(t+h)]U i(cis)ds|Gt+h
]
= V i(X it+h, Dt+h)
we get
E
[
e−β(t+h)V i(X it+h, Dt+h)− e−βtV i(X it , Dt)
∣∣∣∣Gt] = −e−βt sup
(ci,θi)
E
[∫ t+h
t
e−β(s−t)U i(cis)ds
∣∣∣∣Gt
]
.
(1.3.1)
Applying Itô’s formula to the function e−βtV i(X it , Dt) yields
e−β(t+h)V i(X it+h, Dt+h) = e−βtV i(X it , Dt) + sup
(ci,θi)
∫ t+h
t
e−βs
{
− βV i + V ix
[
− cis + rX is+
θis(Dp¯i − rC) + θisDs(1− rD − Dk)
]
+ V iD(p¯i − kDs) +
1
2
[
V ixx(θis)22Dσ2D+
V iDDσ
2
D + 2V ixDθisDσ2D
]}
ds+
∫ t+h
t
e−βs
(
V ixθ
i
sDσD + V iDσD
)
dWDs .
Assuming sufficient regularity for the value function V i and for the investment strategy
θi, the Brownian term is a martingale and therefore taking expectation of both sides
and using (1.3.1), we get
−e−βt sup
(ci,θi)
E
[∫ t+h
t
e−β(s−t)U i(cis)ds
∣∣∣∣Gt
]
= sup
(ci,θi)
E
[ ∫ t+h
t
e−βs
{
−βV i+V ix
[
−cis+rX is+
+ θis(Dp¯i − rC) + θisDs(1− rD − Dk)
]
+ V iD(p¯i − kDs)+
+ 12
[
V ixx(θis)22Dσ2D + V iDDσ2D + 2V ixDθisDσ2D
]}
ds
∣∣∣∣Gt].
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Dividing both sides by h yields
0 = sup
(ci,θi)
{
− e
−αici
αi
− βV i + V ix
[
− ci + rx+ θi(Dp¯i − rC) + θiD(1− rD − Dk)
]
+
+ V iD(p¯i − kD) +
1
2
[
V ixx(θi)22Dσ2D + V iDDσ2D + 2V ixDθiDσ2D
]}
. (1.3.2)
Differentiating with respect to ci and θi, we find the candidate optimal consumption-
investment policy
ci∗ = − log(V
i
x)
αi
, θi∗ = −
V ix
[
(Dp¯i − rC) +D(1− rD − Dk)
]
+ V ixDDσ2D
V ixx
2
Dσ
2
D
. (1.3.3)
The HJB equation for the i−th investor follows by substituting the candidate optimal
policies into (1.3.2)
0 = −V
i
x
αi
− βV i + V ix
[ log(V ix)
αi
+ rx+ θi∗(Dp¯i − rC) + θi∗D(1− rD − Dk)
]
+
+ V iD(p¯i − kD) +
1
2
[
V ixx(θi∗)22Dσ2D + V iDDσ2D + 2V ixDθi∗Dσ2D
]
. (1.3.4)
Using the Ansatz V i(x,D) = − 1
rαi
exp(−rαix+ δDDD2 + δDD + δ0), where δDD, δD, δ0
are in Theorem 1.4.1, (1.3.3) leads to the optimal consumption investment strategy
ci∗t = rX i∗t −
δDD
αi
− δD
αi
− δ0
αi
, θi∗t =
MDDt +M0
Mαi
,
where MD and M0 are in Definition 1.4.1.
1.3.2 Ill-posed problem
We construct a sequence (ciTt , θiTt )t≥0,T∈N,i∈{1,...,n} of admissible strategies such that
sup
T∈N
E
[∫ +∞
0
e−β(s−t)U i(ciTs )ds
∣∣∣∣G0] = 0 (1.3.5)
for every D < 0 or D > 2/r. Equality (1.3.5) shows the consumption-investment
problem of the agents to be ill-posed because utility 0 is not attainable since the utility
function is strictly negative.
Guess a value function V i = V i(t, T, x,D) for the problem with finite horizon T > 0,
i.e. suppose that
V i(t, T,X it , Dt) = sup
(ci,θi)∈U i
E
[∫ T
t
e−β(s−t)U i(cis)ds
∣∣∣∣Gt
]
.
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1.3. HEURISTICS
Splitting the integral at time t+ h and using the tower property, the value function is
V i(t, T,X it , Dt) = sup
(ci,θi)
E
[∫ t+h
t
e−β(s−t)U i(cis)ds+ e−βhE
[∫ T
t+h
e−β[s−(t+h)]U i(cis)ds
∣∣∣∣Gt+h
] ∣∣∣∣Gt
]
.
Multiplying both sides by e−βt and since E
[∫ T
t+h e
−β[s−(t+h)]U i(cis)ds|Gt+h
]
= V i(t, T,X it+h, Dt+h), we get
E
[
e−β(t+h)V i(t+ h, T,X it+h, Dt+h)− e−βtV i(t, T,X it , Dt)
∣∣∣∣Gt] =
− e−βt sup
(ci,θi)
E
[∫ t+h
t
e−β(s−t)U i(cis)ds
∣∣∣∣Gt
]
. (1.3.6)
Itô’s formula, applied to the function e−βtV i(t, T,X it , Dt), yields
e−β(t+h)V i(t+ h, T,X it+h, Dt+h) = e−βtV i(t, T,X it , Dt) + sup
(ci,θi)
∫ t+h
t
e−βs
{
V it − βV i+
+V ix
[
−cis+rX is+θis(Dp¯i−rC)+θisDs(1−rD−Dk)
]
+V iD(p¯i−kDs)+
1
2
[
V ixx(θis)22Dσ2D+
+ V iDDσ2D + 2V ixDθisDσ2D
]}
ds+
∫ t+h
t
e−βs
(
V ixθ
i
sDσD + V iDσD
)
dWDs .
Assuming sufficient regularity for the value function V i and for the investment strategy
θi, the Brownian term is a martingale and therefore taking expectations of both sides
and using (1.3.6), we get
−e−βt sup
(ci,θi)
E
[∫ t+h
t
e−β(s−t)U i(cis)ds
∣∣∣∣Gt
]
= sup
(ci,θi)
E
[ ∫ t+h
t
e−βs
{
V it −βV i+V ix
[
−cis+rX is+
+θis(Dp¯i−rC)+θisDs(1−rD−Dk)
]
+V iD(p¯i−kDs)+
1
2
[
V ixx(θis)22Dσ2D+V iDDσ2D+2V ixDθisDσ2D
]}
ds
∣∣∣∣Gt].
Dividing both sides by h yields
0 = sup
(ci,θi)
{
− e
−αici
αi
−βV i+V it +V ix
[
− cis+ rx+θi(Dp¯i− rC)+θiD(1− rD− Dk)
]
+
+ V iD(p¯i − kD) +
1
2
[
V ixx(θi)22Dσ2D + V iDDσ2D + 2V ixDθiDσ2D
]}
. (1.3.7)
Differentiating with respect to ci and θi we find the candidate optimal consumption-
investment policy
ci∗ = − log(V
i
x)
αi
, θi∗ = −
V ix
[
(Dp¯i − rC) +D(1− rD − Dk)
]
+ V ixDDσ2D
V ixx
2
Dσ
2
D
. (1.3.8)
The HJB equation for the i−th investor follows substituting the candidate optimal
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policies into (1.3.7)
0 = −V
i
x
αi
− βV i + V it + V ix
[ log(V ix)
αi
+ rx+ θi∗(Dp¯i − rC) + θi∗D(1− rD − Dk)
]
+
+ V iD(p¯i − kD) +
1
2
[
V ixx(θi∗)22Dσ2D + V iDDσ2D + 2V ixDθi∗Dσ2D
]
. (1.3.9)
Using the Ansatz
V i(t, T, x,D) = (1− e
r(T−t))
rαi
exp
(
− e
r(T−t)
er(T−t) − 1rαix+ δDD(T − t)D
2 + δD(T − t)D + δ0(T − t)
)
,
(1.3.8) leads to the optimal consumption investment policies
ciTt =
er(T−t)
er(T−t) − 1rX
iT
t −
δDD(T − t)
αi
− δD(T − t)
αi
− δ0(T − t)
αi
− (T − t)r
αi
, (1.3.10)
θiTt =
MD(T − t)Dt +M0(T − t)
Mαi
,
where the constant M and the functions δDD, δD, δ0,MD,M0 are those of Definition
B.0.1. We show (in Theorems 1.4.7 and 1.4.8 below) that an obvious extension of
the policies (1.3.10) gives a sequence of admissible strategies (ciTt , θiTt )t≥0,T∈N,i∈{1,...,n}
satisfying (1.3.5). As a consequence the optimal consumption problem is ill-posed
whenever D < 0 or D > 2/r.
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1.4 Verification
1.4.1 Well-posed problem
Theorem 1.2.1 identifies the unique linear equilibrium in the market. The first step of
the proof is to solve the consumption investment problem of the agents for a generic
price with form (1.1.6), when D ∈ B+ := (0, 2/r).
Direct calculations show that the self-financing condition (1.1.3) for an investor with
consumption-investment strategy (cit, θit)t≥0 is equivalent to
dX it =
[
− cit + rX it + θit(Dp¯i − rC) + θitDt (1− D(k + r))
]
dt+ θitDσDdWDt . (1.4.1)
The following theorem proves the existence of a solution of the HJB equation, and thus
a candidate value function.
Theorem 1.4.1. Fix D ∈ B+ and define
δDD =
(−1 + D(k + r))2
2σ2DD(Dr − 2)
, δD =
(
− 1 + (k + r)D
)
σ2DD(rD − 2)
[
Dp¯i(rD − 2) + Cr(1 + kD)
]
,
δ0 =
r − β
r
− (Dp¯i − rC)
2
2r2Dσ2D
+
C
(
− 1 + (k + r)D
)
σ2D
2
D(rD − 2)
[
Dp¯i(rD − 2) + Cr(1 + kD)
]
+
+
(
− 1 + (k + r)D
)2
2rD(rD − 2) .
Then for every i ∈ {1, . . . , n} the function
V i(x,D) = − 1
rαi
exp
(
−rαix+ δDDD2 + δDD + δ0
)
, (1.4.2)
solves the Hamilton Jacobi Bellman equation
0 = −V
i
x
αi
− βV i + V ix
[ log(V ix)
αi
+ rx+ θi∗(Dp¯i − rC) + θi∗D(1− rD − Dk)
]
+
+ V iD(p¯i − kD) +
1
2
[
V ixx(θi∗)22Dσ2D + V iDDσ2D + 2V ixDθi∗Dσ2D
]
, (1.4.3)
where
θi∗ = −
V ix
[
(Dp¯i − rC) +D(1− rD − Dk)
]
+ V ixDDσ2D
V ixx
2
Dσ
2
D
.
Proof. Inserting (1.4.2) into (1.4.3) and comparing coefficients reveals that V i(x,D)
indeed solves the HJB equation.
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The following are technical results for the solution of the consumption-investment
problem.
Lemma 1.4.1. There exist constants µ¯, σ¯ > 0 independent by t such that, for every
t ≥ 0,
|E[Dt]| ≤ µ¯, Var[Dt] ≤ σ¯2.
Proof. Apply Itô’s formula to ektDt to get
Dt = e−k(t−s)Ds +
p¯i
k
(
1− e−k(t−s)
)
+ σDe−kt
∫ t
s
ekudWDu .
Since D0 is normal with mean µD and variance Σ2D, then |E[Dt]| ≤ |µD| + 2 |p¯i|k and
Var[Dt] ≤ Σ2D + σ
2
D
k
.
The value of the constants ∆D,∆0 will be set later in Definition 1.4.1
Lemma 1.4.2. For every ∆D,∆0 ∈ R, the process
Ht = exp
(∫ t
0
(∆DDu + ∆0)dWDu −
1
2
∫ t
0
(∆DDu + ∆0)2du
)
is a P−martingale.
Proof. Define Yt = ∆DDu + ∆0 and recall Novikov’s condition [22, Corollary 5.13],
which ensures that Ht is a martingale:
(A) P
[∫ t
0 Y
2
u du < +∞
]
= 1;
(B) there exists a sequence (tm)m∈N ⊂ R increasing to +∞, such that, for every m ∈ N,
E
[
exp
(∫ tm
tm−1
1
2Y
2
u du
)]
< +∞.
The process (Yt)t≥0 is P−a.s. continuous, hence (A) is true. By Jensen’s inequality [28,
Theorem 1.8.1], for every t,  ≥ 0,
exp
(∫ t+
t
1
2Y
2
u du
)
≤ 1

∫ t+
t
exp
(

2Y
2
u
)
du
In addition, by Fubini’s Theorem [4, Theorem 1.1.7] it follows that
E
[
exp
(∫ t+
t
1
2Y
2
u du
)]
≤ 1

∫ t+
t
E
[
exp
(
Y 2u
)]
du.
If ∆D 6= 0, define µu = E[Yu] and σ2u = Var[Yu]. In view of Lemma 1.4.1, there exist
constants µ¯ and σ¯2 such that
|µu| ≤ µ¯, σ2u ≤ σ¯2, (1.4.4)
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for every u ≥ 0. For every u ≥ 0, Yu is a normally distributed random variable, and in
particular
E
[
exp
(
Y 2u
)]
=
exp
(
µ2u
1−2σ2u
)
√
1− 2σ2u
, if 2σ2u ≤ 1.
Since σ2u ≤ σ¯2, then any  < 12 σ¯−2 satisfies 2σ2u < 1 because
2σ2u ≤ 2σ¯2 < 1. (1.4.5)
Fix  < 12 σ¯
−2; if we prove that E
[
exp
(
Y 2u
)]
is a continuous function, uniformly
bounded in t on the interval [t, t + ], for the  chosen above, then its integral is finite
and it is enough to define the sequence tm = m. Equation (1.4.5) implies 1 − 2σ2u ≥
1− 2σ¯2, and both terms are between 0 and 1 because of the choice of . Thus, defining
κ = 11−2σ¯2 , it follows that
1
1− 2σ2u
≤ κ and 1√
1− 2σ2u
≤ κ,
for every u ≥ 0. As a consequence
E
[
exp
(
Y 2u
)]
≤ κ exp
(
κµ¯
2
)
< +∞.
E
[
exp
(
Y 2u
)]
is a continuous and bounded function on the interval [t, t+ ] and so for
every  > 0 and every t ≥ 0
E
[1

∫ t+
t
exp
(
Y 2u
)
du
]
= 1

∫ t+
t
E
[
exp
(
Y 2u
)]
du < +∞.
Definition 1.4.1. We introduce the following constants
M := r2Dσ2D,
MD := 1− D(k + r) + 2δDDDσ2D = 1− D(k + r) +
(1− (k + r)D)2
rD − 2 ,
M0 := Dp¯i − rC + δDDσ2D = Dp¯i − rC +
(−1 + (k + r)D)(rC(1 + kD) + Dp¯i(rD − 2))
rD − 2 ,
and
∆D := −1− D(k + r)
DσD
, ∆0 :=
1
DσD
(rC − p¯iD). (1.4.6)
Corollary 1.4.1. The process (Et)t≥0 = (ertNt)t≥0, in (1.1.4), is a P−martingale.
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Since (Et)t≥0 is a P−martingale, Girsanov’s Theorem [22, Theorem 5.1 ] holds. In
particular, (Et)t≥0 defines a probability measure P¯ := P¯∆, such that E = dP¯/dP. Any
equality or inequality between random variables is understood P and P¯−almost su-
rely. We denote by E¯[·] and V¯ar[·] the conditional expectation and variance under the
measure P¯. The process
W¯Dt = WDt −
∫ t
0
(∆DDu + ∆0)du (1.4.7)
is a P¯−Brownian motion and furthermore Bayes’ formula [22, Lemma 5.3 ] applies:
for every Gt−measurable random variable X satisfying E¯[|X|] < +∞ and for every
0 ≤ s ≤ t
E¯[X|Gs] = 1EsE[XEt|Gs].
The next lemma describes the process (Dt)t≥0 under the new measure P¯.
Lemma 1.4.3. For every D 6= 0, the process (Dt)t≥0 satisfies the stochastic differential
equation
dDt = (ADt + b)dt+ σDdW¯Dt ; (1.4.8)
where
A =
(
r − 1
D
)
= rD − 1
D
and b = rC
D
.
The unique solution of (1.4.8) is
Dt = eA(t−s)Ds +
b
A
(
eA(t−s) − 1
)
+ σDeAt
∫ t
s
e−AudW¯Du (D 6= 1/r) (1.4.9)
Dt = Ds + b(t− s) + σD(W¯Dt − W¯Ds ) (D = 1/r).
For every 0 ≤ s ≤ t there exists a Gs−measurable random variable ηs ≥ 0 and a positive
constant η such that
D 6= 1/r D= 1/r (1.4.10)∣∣∣E¯ [Dt|Gs]∣∣∣ ≤ ηse|A|t + η, ∣∣∣E¯ [Dt|Gs]∣∣∣ ≤ ηs + bt, (i)
V¯ar [Dt|Gs] ≤ ηe2|A|t + η, V¯ar [Dt|Gs] ≤ ηt, (ii)(
E¯[Dt|Gs]
)2 ≤ ηse2|A|t + η, (E¯[Dt|Gs])2 ≤ ηs + ηst2, (iii)
E¯
[
D2t |Gs
]
≤ ηse2|A|t + η, E¯
[
D2t |Gs
]
≤ ηs + ηst2. (iv)
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D 6= 1/r D= 1/r (1.4.11)∣∣∣E¯ [Dt]∣∣∣ ≤ ηe|A|t + η, ∣∣∣E¯ [Dt]∣∣∣ ≤ η + ηt, (i)
V¯ar [Dt] ≤ ηe2|A|t + η, V¯ar [Dt] ≤ η + ηt, (ii)(
E¯[Dt]
)2 ≤ ηe2|A|t + η, (E¯[Dt])2 ≤ η + ηt2, (iii)
E¯
[
D2t
]
≤ ηe2|A|t + η, E¯
[
D2t
]
≤ η + ηt2. (iv)
For every s ≥ 0, for every η0, η1, η2 ∈ R and for every Gs−measurable random variables
ηs,0, ηs,1, ηs,2
(a)
E
[∫ t
s
e−ruEuDudu
∣∣∣∣Gs] = EsE¯ [∫ t
s
e−ruDudu
∣∣∣∣Gs] ;
(b)
−∞ < E¯
[∫ t
s
η2D
2
u + η1Du + η0du
]
< +∞;
(c) ∫ t
s
(η1Du + η0)dW¯Du is P¯−martingale;
(d) for every D ∈ B+
lim
t→+∞ e
−rtE¯
[
(ηs,2D2t + ηs,1Dt + ηs,0)|Gs
]
= lim
t→+∞ e
−rtE¯
[∫ t
s
(ηs,2D2u + ηs,1Du + ηs,0)du
∣∣∣∣Gs] = 0;
(e) for every D ∈ B+ and for every s ≥ 0
1
2 limt→+∞ E¯
[ ∫ t
s
e−r(u−s)(∆DDu + ∆0)2du
∣∣∣∣Gs] = −δDDD2s − δDDs − δ0 − β − rr .
Proof. The following proofs are for D 6= 1/r; the steps verifying the claims for D = 1/r
are analogous. (1.4.8) is a direct consequence of (1.4.7). Apply the product rule to
f(Dt) = e−AtDt to get (1.4.9).
Proof of inequalities (1.4.10) and (1.4.11).
Equation (1.4.9) and the triangle inequality imply that
∣∣∣E¯ [Dt|Gs]∣∣∣ ≤ ηse|A|t+η, ∣∣∣V¯ar [Dt|Gs]∣∣∣ ≤
ηe2|A|t+η and that
(
E¯[Dt|Gs]
)2 ≤ ηse2|A|t+η. The definition of the conditional variance
yields E¯ [D2t |Gs] ≤ ηse2|A|t + η. The unconditional inequalities follow similarly.
Proof of (a): E
[∫ t
s e
−ruEuDudu
∣∣∣∣Gs] = EsE¯ [∫ ts e−ruDudu∣∣∣∣Gs]
Since E¯[|Du|] ≤ E¯[D2u] + 1 and because of (1.4.11) (iv),∫ t
s
e−ruE¯[|Du|]du < +∞. (1.4.12)
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(a) is true thanks to Bayes’ formula and to Fubini’s Theorem .
Proof of (b) and (c):
Since |x| ≤ x2 + 1 for every x ∈ R, then for every u ∈ [s, t], |η1Du| ≤ η21D2u + 1. Thus∫ t
s
E¯
[
|η2D2u + η1Du + η0|
]
du ≤ (|ηs,2|+ η21)
∫ t
s
E¯[D2u]du+ (|η0|+ 1)(t− s) < +∞
thanks to (1.4.11) (iv). Fubini’s Theorem concludes the proof of (b) from which it
follows that
∫ t
s (η1Du + η0)dW¯Du is P¯−martingale.
Proof of (d)
The proof of (d) is made of several steps.
Claim: lim
t→+∞ e
−rtE¯
[∫ t
s
Dudu
∣∣∣∣Gs] = 0⇐⇒ limt→+∞ e−rtE¯ [Dt|Gs] = 0
Write the explicit dynamics for (1.4.8) and multiply by e−rt to get
e−rtE¯ [Dt|Gs] = e−rtDs + Ae−rtE¯
[∫ t
s
Dudu
∣∣∣∣Gs]+ e−rtb(t− s).
Taking limt→+∞ of both sides, proves the claim.
Claim: lim
t→+∞ e
−rtE¯ [Dt|Gs] = 0
Applying the conditional expectation to (1.4.9) and multiplying by e−rt it follows that
e−rtE¯ [Dt|Gs] = e−rteA(t−s)Ds + b
A
(
e−rt+A(t−s) − e−rt
)
.
The result of taking the limt→+∞ of both sides is 0 because −r + A = −1/D < 0.
Claim: lim
t→+∞ e
−rtE¯
[∫ t
s
D2udu
∣∣∣∣Gs] = 0 ⇐⇒ limt→+∞ e−rtE¯ [D2t |Gs] du = 0
Apply Itô’s formula to the function f(Dt) = D2t , take the conditional expectation of
both sides and multiply by e−rt to get
e−rtE¯[D2t |Gs] = e−rtD2s + 2Ae−rtE¯
[∫ t
s
D2udu
∣∣∣∣Gs]+ σDe−rt(t− s) + e−rtE¯ [∫ t
s
DudW¯
D
u
∣∣∣∣Gs] .
(1.4.13)
Because of (c) it follows that E¯
[∫ t
s DudW¯
D
u |Gs
]
= 0, so taking limt→+∞ of both sides of
(1.4.13) proves the claim.
Claim: lim
t→+∞ e
−rtE¯
[
D2t |Gs
]
du = 0
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Thanks to the definition of the conditional variance and to (1.4.9) it follows that
e−rtE¯
[
D2u|Gs
]
= e−rtV¯ar [Du|Gs] + e−rt
(
E¯[Du|Gs]
)2
= σ
2
D
2A
(
e2A(t−s)−rt − e−rt
)
+e−rt
e2A(t−s) (Ds + b
A
)2
+ b
2
A2
− 2b
A
eA(t−s)
(
Ds +
b
A
) .
limt→+∞ e−rtE¯ [D2u|Gs] = 0 because 2A− r = r − 2/D < 0 and A− r = −1/D < 0.
Claim:
lim
t→+∞ e
−rtE¯
[
(η2D2t + η1Dt + η0)|Gs
]
= lim
t→+∞ e
−rtE¯
[∫ t
s
(η2D2u + η1Du + η0)du
∣∣∣∣Gs] = 0.
This is a consequence of
lim
t→+∞ e
−rtE¯
[
D2t |Gs
]
= lim
t→+∞ e
−rtE¯ [Dt|Gs]
= lim
t→+∞ e
−rtE¯
[∫ t
s
D2udu
∣∣∣∣Gs] = limt→+∞ e−rtE¯
[∫ t
s
Dudu
∣∣∣∣Gs] = 0.
Proof of (e):
1
2 limt→+∞ E¯
[ ∫ t
s
e−r(u−s)(∆DDu + ∆0)2du
∣∣∣∣Gs] = −δDDD2s − δDDs − δ0 − β − rr .
Let 0 ≤ s ≤ t; the function W : [0, t]× R→ R
W (s,D) = −δDDD2 − δDD − δ0 − β − r
r
,
is the solution of the Cauchy problem in [0, t]
0 = Ws +WD(AD + b) +
1
2WDDσ
2
D − rW +
1
2(∆DD + ∆0)
2;
W (t,D) = −δDDD2 − δDD − δ0 − β − r
r
.
In view of [22, Theorem 7.6],
W (s,Ds) = E¯
[ ∫ t
s
e−r(u−s)
1
2(∆DDu + ∆0)
2du+
+ e−r(t−s)
(
− δDDD2t − δDDt − δ0 −
β − r
r
)∣∣∣∣Gs].
Since W does not depend by t, it follows that for every t > 0
E¯
[∫ t
s
e−r(u−s)
1
2(∆DDu + ∆0)
2du|G0
]
+
+ e−r(t−s)E¯
[(
− δDDD2t − δDDt − δ0 −
β − r
r
)∣∣∣∣Gs
]
= −δDDD2s − δDDs− δ0−
β − r
r
.
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Take limt→+∞ of both sides and apply (d) to conclude.
With the properties of (Dt)t≥0 shown in Lemma 2.4.3, we prove that (Nt)t≥0 of
(1.1.4) is a stochastic discount factor.
Theorem 1.4.2. The process (Nt)t≥0 of (1.1.4) is a normalized stochastic discount
factor. The dynamics of the process (log Et)t≥0 can be written as
log Et = log Es − 12
∫ t
s
(∆DDu + ∆0)2du+
∫ t
s
(∆DDu + ∆0)dWDu ,
= log Es + 12
∫ t
s
(∆DDu + ∆0)2du+
∫ t
s
(∆DDu + ∆0)dW¯Du .
(1.4.14)
For every t ≥ 0
E¯[|log Et|] ≤ η
(
e2|A|t + t+ 1
)
(D 6= 1/r) (1.4.15)
E¯[|log Et|] ≤ η(t+ t3) (D = 1/r).
Proof. The process (Nt)t≥0 needs to satisfy conditions (1.2.3) and (1.2.4) of Definition
1.2.2 to be a stochastic discount factor. Property (1.2.3) is a direct calculation. The
definition of Et = ertNt implies that
E
[
NtPt +
∫ t
0
NuDudu
∣∣∣∣Gs] = ∫ s0 NuDudu+ E[e−rtEt(C + DDt)|Gs] + E
[∫ t
s
e−ruEuDudu
∣∣∣∣Gs] .
Because of Lemma 1.4.3 (a)
E
[
NtPt +
∫ t
0
NuDudu
∣∣∣∣Gs] = ∫ s0 NuDudu+
NsE¯
[
e−r(t−s)(C + DDt) +
∫ t
s
e−r(u−s)Dudu
∣∣∣∣Gs] . (1.4.16)
The function W (s,D) = C + DD solves the Cauchy problem on [0, t]
0 = Ws +WD · (AD + b) + 12σ
2
DWDD − rW +D;
W (t,D) = C + DD;
where A and b are in Lemma 1.4.3. By [22, Theorem 7.6 ], for every 0 ≤ s ≤ t
W (s,Ds) = E¯
[ ∫ t
s
e−r(u−s)Dudu+ e−r(t−s)(C + DDt)
∣∣∣∣Gs] = C + DDs.
Plugging W into (1.4.16) proves (1.2.4), hence (Nt)t≥0 is a stochastic discount factor.
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The stochastic process (Nt)t≥0 of (1.1.4) solves the initial value problem
dNt
Nt
= −rdt+ (∆DDt + ∆0)dWDt , N0 = 1,
thus the process (Et)t≥0 solves the initial value problem
dEt
Et = (∆DDt + ∆0)dW
D
t , E0 = 1.
Applying Itô’s formula to f(Et) = log Et we get the first equality of (1.4.14) and because
of (1.4.7) we get the second one. Thanks to (1.4.14) and to the triangle inequality it
follows that
E¯[|log Eu|] ≤ 12E¯
[∫ u
0
(∆DDh + ∆0)2dh
]
+ E¯
[∣∣∣∣∫ u0 (∆DDh + ∆0)dW¯Dh
∣∣∣∣] .
∫ u
0 (∆DDh + ∆0)dW¯Dh is a P¯−normal random variable with mean µu = 0 and variance
σ2u =
∫ u
0
E¯[(∆DDh + ∆0)2]dh ≤ η
(
e2|A|t + t+ 1
)
(D 6= 1/r) (1.4.17)
≤ η(t+ t3) (D = 1/r)
where η is a positive constant. In view of Lemma A.0.1 (IX) we get
E¯
[∣∣∣∣∫ u0 (∆DDh + ∆0)dW¯Dh
∣∣∣∣] ≤ σu
√
2
pi
≤ η
(
e2|A|t + t+ 1
)
(D 6= 1/r)
≤ η(t+ t3) (D = 1/r).
Because of (1.4.17), the right side of the inequalities above bound also
∫ u
0 E¯[(∆DDh +
∆0)2]dh, and (1.4.15) follows.
The next theorem proves the admissibility of the candidate optimal policies.
Theorem 1.4.3 (Admissibility and utility). Define yi∗ = e−rαiXi∗0 +δDDD20+δDD0+δ0 , the
processes (ci∗t , θi∗t )t≥0 as
ci∗t = rX i∗t −
δDD
αi
D2t −
δD
αi
Dt − δ0
αi
, θi∗t =
MDDt +M0
Mαi
,
and the process X i∗t as
X i∗t = xi0 +
1
Mαi
{[
MδDD +MD
(
1− D(k + r)
)] ∫ t
0
D2udu+
+
[
MδD +MD(Dp¯i − rC) +M0
(
1− D(k + r)
)] ∫ t
0
Dudu+[
Mδ0 +M0(Dp¯i − rC)
]
t+ DσDMD
∫ t
0
DudW
D
u + DσDM0(WDt )
}
. (1.4.18)
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For every D ∈ B+ the following hold.
(A) (First order condition)
−αici∗t = log(yi∗) + (β − r)t+ log(Et); (1.4.19)
(B) (Budget equation) NtX i∗t +
∫ t
0 Nuc
i∗
u du is a P−martingale;
(C) (Saturation) for every s ≥ 0, limt→+∞E[NtX i∗t |Gs] = 0;
(D) (Admissibility) for every i ∈ {1, . . . , n}, (ci∗t , θi∗t )t≥0 is an admissible strategy with
wealth process (X i∗t )t≥0. The utility of the strategy is
E
[∫ +∞
0
e−βuU(ci∗u )du
∣∣∣∣G0] = − 1rαi e−rαiXi∗0 +δDDD20+δDD0+δ0 .
Proof. We proceed in several steps.
Proof of (A): First order condition
The equality −αici∗0 = −rαixi0 + δDDD20 + δDD0 + δ0 holds. Apply Itô’s formula to
both sides of (1.4.19) and check that they are equal.
Proof of the equality EsE¯
[∫ t
s e
−ruci∗u du
∣∣∣Gs] = E [∫ ts e−ruEuci∗u du∣∣∣∣Gs]
Due to (1.4.19) and to the triangle inequality, there exists η > 0 such that
|ci∗u | ≤ η|−rαixi0 + δDDD20 + δDD0 + δ0|+ ηu+ η|log Eu|. (1.4.20)
Applying the conditional expectation to both sides of (1.4.20), the properties of normal
random variables and (1.4.15) imply that
E¯[|ci∗u |] ≤ η(e2|A|t + t+ 1) D 6= 1/r,
≤ η(t3 + t+ 1) D = 1/r.
Fubini’s Theorem [4, Theorem 1.1.7] yields to
∫ t
s
e−ruE¯
[
ci∗u
]
du = E¯
[∫ t
s
e−ru|ci∗u |du
]
< +∞
and by the conditional version of Fubini’s Theorem we get
EsE¯
[∫ t
s
e−ruci∗u du
∣∣∣Gs] = E [∫ t
s
e−ruEuci∗u du
∣∣∣∣Gs] . (1.4.21)
Proof of (B): NtX i∗t +
∫ t
0 Nuc
i∗
u is a martingale
Direct calculations show that (X i∗t )t≥0 is the wealth process of the strategy (ci∗t , θi∗t )t≥0
32
1.4. VERIFICATION
and they satisfy equality (1.4.1), equivalent to the self-financing condition. As a conse-
quence applying Itô’s formula to the function f(t,X i∗t ) = e−rtX i∗t we get
e−rtX i∗t = e−rsX i∗s +
∫ t
s
−e−ruci∗u du+ (Dp¯i − rC)
∫ t
s
e−ruθi∗u du+
+ (1− D(k + r))
∫ t
s
e−ruθi∗u Dudu+ DσD
∫ t
s
e−ruθi∗u dW
D
u .
Since the equalities
DσD∆D = −1 + D(k + r), DσD∆0 = rC − Dp¯i,
and (1.4.7) hold, it follows that
e−rtX i∗t = e−rsX i∗s +
∫ t
s
−e−ruci∗u du+ DσD
∫ t
s
e−ruθi∗u dW¯
D
u .
Multiply both sides by Et, add ∫ t0 Nuci∗u du, take the conditional expectation and use
Bayes’ formula to get
E
[
NtX
i∗
t +
∫ t
0
Nuc
i∗
u du
∣∣∣∣Gs] = NsX i∗s + ∫ s0 Nuci∗u du+ EsDσDE¯
[∫ t
s
e−ruθi∗u dW¯
D
u
∣∣∣∣Gs]+
EsE¯
[∫ t
s
−e−ruci∗u du
∣∣∣∣Gs]+ E [∫ t
s
Nuc
i∗
u du
∣∣∣∣Gs] .
The Brownian term is a martingale by virtue of Lemma 1.4.3 (c) and since (1.4.21)
holds, then
E
[
NtX
i∗
t +
∫ t
0
Nuc
i∗
u du
∣∣∣∣Gs] = ∫ s0 Nuci∗u du+NsX i∗s . (1.4.22)
Proof of (C): limt→+∞E[NtX i∗t |Gs] = 0
For the process X i∗t of (1.4.18), there exist η1, . . . , η5 ∈ R such that
NtX
i∗
t = e−rtEtX i∗s + η1e−rtEt
∫ t
s
D2udu+ η2e−rtEt
∫ t
s
Dudu+ η3e−rtEt(t− s)+
+ η4e−rtEt
∫ t
s
(Du + η5)dWDu .
Taking the conditional expectation and using Bayes’ formula yields
E[NtX i∗t |Gs] = e−rtEsX i∗s + η1Ese−rtE¯
[∫ t
s
D2udu
∣∣∣∣Gs]+ η2Ese−rtE¯ [∫ t
s
Dudu
∣∣∣∣Gs]+
+ η3e−rtEs(t− s) + η4e−rtEsE¯
[∫ t
s
(Du + η5)dW¯Du
∣∣∣∣Gs] .
∫ t
s (Du + η5)dW¯Du is a P¯− martingale because of Lemma 1.4.3 (c); thanks to Lemma
1.4.3 (d), limt→+∞E[NtX i∗t |Gs] = 0.
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Proof of (D): Admissibility and utility
Property (i) of Definition 1.1.1 is clear and proving that (X i∗t )t≥0 is the wealth pro-
cess of the strategy (ci∗t , θi∗t )t≥0 is a direct calculation. Take limt→+∞ to both sides of
(1.4.22) and use (C) to prove property (1.1.2) and thus the admissibility of the strategy
(ci∗t , θi∗t )t≥0. (1.4.19) implies
E
[∫ +∞
0
e−βuU i(ci∗u )du
∣∣∣∣G0] = − 1αiE
[∫ +∞
0
e−βuelog y
i∗−ru+log Eudu
∣∣∣∣G0] = − yi∗rαi .
Theorem 1.4.4 (Duality Theorem). Let (ct, θt)t≥0 be an admissible strategy for the
i−th investor and let (Nt)t≥0 be the process of (1.1.4); then
lim
t→+∞E
[∫ t
0
e−βuU i(cu)du
∣∣∣∣G0] = E [∫ +∞0 e−βuU i(cu)du
∣∣∣∣G0] ,
lim
t→+∞E
[∫ t
0
e−βuU˜ i(yeβuNu)du
∣∣∣∣G0] = E [∫ +∞0 e−βuU˜ i(yeβuNu)du
∣∣∣∣G0] . (1.4.23)
Furthermore
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣G0] ≤ infy>0
{
E
[∫ +∞
0
e−βuU˜ i(yeβuNu)du
∣∣∣∣G0]+ xi0y} , (1.4.24)
where
U˜ i(y) =

y
αi
(log y − 1) y > 0
0 y = 0.
(1.4.25)
If there exist yi∗ > 0 and an admissible strategy (c∗t , θ∗t )t≥0 for which
E
[∫ +∞
0
e−βuU i(c∗u)du
∣∣∣∣G0] = E [∫ +∞0 e−βuU˜ i(yi∗eβuNu)du
∣∣∣∣G0]+ xi0yi∗, (1.4.26)
then (c∗t , θ∗t )t≥0 is optimal.
Proof. Define the random variables
λm =
∫ m
0
e−βu−αicudu, λ =
∫ +∞
0
e−βu−αicudu,
on the probability space (Ω,G, (Gt)t≥0,P). Then λm ≥ 0 for everym ∈ N and (λm)m∈N is
an increasing sequence of random variables such that limm→+∞ λm = λ. The Conditional
Monotone Convergence Theorem yields to
lim
m→+∞E[λ
m|G0] = E[λ|G0],
which implies the first equality in (1.4.23). The function U˜ i defined in (1.4.25) has a
global minimum at y = 1; apply the Conditional Monotone Convergence Theorem to
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the random variables
λm =
∫ m
0
e−βu
(
U˜ i(yeβuNu) +
1
αi
)
du, λ =
∫ +∞
0
e−βu
(
U˜ i(yeβuNu) +
1
αi
)
du,
to conclude the second equality in (1.4.23). For the proof of (1.4.24) apply (A.0.1) to
the random variables cu and Yu = yeβuNu; then for every y > 0 we get
U i(cu) ≤ U˜ i(yeβuNu) + cuyeβuNu.
Multiply both sides by e−βu, integrate in [0, t] and take conditional expectations; it
follows that for every y > 0
E
[∫ t
0
e−βuU i(cu)du
∣∣∣∣G0] ≤ E [∫ t0 e−βuU˜ i(yeβuNu)du
∣∣∣∣G0]+ yE [∫ t0 cuNudu
∣∣∣∣G0] .
Take lim supt→+∞ of both sides and use (1.4.23) and (1.1.2); for every y > 0
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣G0] ≤ E [∫ +∞0 e−βuU˜ i(yeβuNu)du
∣∣∣∣G0]+ xi0y.
Take infy>0 to obtain (1.4.24). If there exist yi∗ > 0 and an admissible strategy
(c∗t , θ∗t )t≥0 for which (1.4.26) holds, then
E
[∫ +∞
0
e−βuU i(c∗u)du
∣∣∣∣G0] ≤ infy>0
{
E
[∫ +∞
0
e−βuU˜ i(yeβuNu)du
∣∣∣∣G0]+ xi0y}
≤ E
[∫ +∞
0
e−βuU˜ i(yi∗eβuNu)du
∣∣∣∣G0]+ xi0yi∗ = E [∫ +∞0 e−βuU i(c∗u)du
∣∣∣∣G0] .
Theorem 1.4.5 (Existence). For every D ∈ B+, the strategy (ci∗t , θi∗t )t≥0 in Theorem
1.4.3 is optimal for the i−th investor for every i ∈ {1, . . . , n}. The function V i of
Theorem 1.4.1 is the value function of the i−th investor.
Proof. Fixing 0 ≤ s ≤ t, y > 0 and using the definition of U˜(·) in (1.4.25) we get
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yαi
{
(log y − 1)E
[∫ t
s
Nudu
∣∣∣∣Gs]+
+ βE
[∫ t
s
uNudu
∣∣∣∣Gs]+ E [∫ t
s
Nu logNudu
∣∣∣∣Gs] }.
The following integrability conditions hold:
∫ t
s
E [|Nu|] du =
∫ t
s
E [Nu] du =
∫ t
s
e−rudu = (e
−rs − e−rt)
r
< +∞,∫ t
s
E [|uNu|] du =
∫ t
s
uE [Nu] du =
∫ t
s
ue−rudu = e
−rs(1 + rs)− e−rt(1 + rt)
r2
< +∞.
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The conditional version of Fubini’s Theorem [4, Theorem 1.1.8] applies and yields
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yαi
{
(log y − 1) Es
∫ t
s
e−rudu+
+ (β − r)Es
∫ t
s
ue−rudu+ E
[∫ t
s
e−ruEu log Eudu
∣∣∣∣Gs] }.
(1.4.15) implies that
∫ t
s
e−ruE¯ [| log Eu|] du ≤ η(t− s)
(
e2|A|t + t+ 1
)
< +∞ (D 6= 1/r)
≤ η(t2 + t4) < +∞. (D = 1/r)
Fubini’s Theorem and Bayes’ formula yield to
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yαi
{
(log y − 1) Es
∫ t
s
e−rudu+
+ (β − r)Es
∫ t
s
ue−rudu+ Es
∫ t
s
e−ruE¯ [log Eu|Gs] du
}
and computing the integrals we get
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yrαiEs
{
(log y − 1) (e−rs − e−rt)+
+ (β − r)e
−rs(1 + rs)− e−rt(1 + rt)
r
+ r
∫ t
s
e−ruE¯ [log Eu|Gs] du
}
.
By virtue of (1.4.14) and Lemma 1.4.3 (c), E¯ [log Eu|Gs] = log Es + 12E¯
[ ∫ u
s (∆DDu +
∆0)2du
∣∣∣∣Gs]. Defining Yt = ∫ ts (∆DDu + ∆0)2du it follows that
r
∫ t
s
e−ruE¯ [log Eu|Gs] du = r log Es
∫ t
s
e−rudu+ r2
∫ t
s
e−ruE¯[Yu|Gs]du
and thanks to Lemma 1.4.3 (b) and to Fubini’s Theorem we get
r
∫ t
s
e−ruE¯ [log Eu|Gs] du = r log Es
∫ t
s
e−rudu+ r2E¯
[∫ t
s
e−ruYudu
∣∣∣∣Gs] .
As a consequence,
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yrαiEs
{
(log y − 1) (e−rs − e−rt)+
+ (β − r)e
−rs(1 + rs)− e−rt(1 + rt)
r
+ r log Es
∫ t
s
e−rudu+ r2E¯
[∫ t
s
e−ruYudu
∣∣∣∣Gs] }.
Applying the Itô formula to the function e−rtYt and taking the conditional expectation
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yields
rE¯
[∫ t
s
e−ruYudu
∣∣∣∣Gs] = e−rsYs − e−rtE¯[ ∫ t
s
(∆DDu + ∆0)2du
∣∣∣∣Gs]+
+ E¯
[ ∫ t
s
e−ru(∆DDu + ∆0)2du
∣∣∣∣Gs].
Fix s = 0 and take limt→+∞ of both sides to get
lim
t→+∞E
[∫ t
0
e−βuU˜(yeβuNu)du
∣∣∣∣G0]+ xi0y = yrαi
{
(log y − 1) + β − r
r
+
−12 limt→+∞ e
−rtE¯
[∫ t
0
(∆DDu + ∆0)2du
∣∣∣∣G0]+12 limt→+∞ E¯
[∫ t
0
e−ru(∆DDu + ∆0)2du
∣∣∣∣G0] }+xi0y.
Choosing y = yi∗ = exp(−rαixi∗0 + δDDD20 + δDD0 + δ0) and using Lemma 1.4.3 (d) it
follows that
lim
t→+∞E
[∫ t
0
e−βuU˜(yeβuNu)du
∣∣∣∣G0]+ xi0yi∗ = yi∗rαi
{
(−rαixi∗0 + δDDD20 + δDD0 + δ0+
− 1) + β − r
r
+ 12 limt→+∞ E¯
[ ∫ t
0
e−ru(∆DDu + ∆0)2du
∣∣∣∣G0]}+ xi0yi∗.
Lemma 1.4.3 (e) and (1.4.23) imply that
E
[∫ +∞
0
e−βuU˜(yeβuNu)du
∣∣∣∣G0] = − yi∗rαi .
The conclusion follows from Theorems 1.4.3 and 1.4.4.
Uniqueness of the optimal strategy
Lemma 1.4.4. Let i ∈ {1, . . . , n} and let (ct, θt)t≥0 be an optimal strategy for the i−th
agent, then for every s ≥ 0
lim sup
t→+∞
E
[∫ t
s
Nucudu
∣∣∣∣Gs] = NsXs. (1.4.27)
Proof. Suppose, for a contradiction, that there exist i ∈ {1, . . . , n}, s ≥ 0, S ∈ Gs with
P(S) > 0 and an optimal strategy such that
lim sup
t→+∞
E
[∫ t
s
N iucudu
∣∣∣∣Gs] < NsXs on S.
Let ηs be a Gs−adapted random variable and define the new strategy (c¯t, θt)t≥0 as
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(c¯t)t≥0 = (ct)t≥0 + ηs1t≥s and its wealth process
X¯t = Xt1t<s + 1t≥s
{
Xs +
∫ t
s
[
− c¯t + rX¯u + θiu(Dp¯i − rC)+
+ θiuDu
(
1− D(k + r)
)]
du+ DσD
∫ t
s
θiudW
D
u .
If lim supt→+∞E
[∫ t
s Nucudu|Gs
]
= −∞ the claim follows because ηs = 1 makes (c¯t)t≥0
a better strategy, still admissible. Otherwise, if lim supt→+∞E
[∫ t
s Nucudu|Gs
]
> −∞,
define  = XsNs−lim supt→+∞E
[∫ t
s Nucudu
∣∣∣∣Gs] > 0. Choose ηs = r(Es)−1ers to obtain
a better strategy, which is still admissible because
XsNs − lim sup
t→+∞
E
[∫ t
s
Nu(cu + ηs)du
∣∣∣∣Gs] = − ηsEsr e−rs = 0.
Theorem 1.4.6 (Uniqueness). For every D ∈ B+ and for all i ∈ {1, . . . , n}, (ci∗t , θi∗t )t≥0
in Theorem 1.4.3 is the unique optimal strategy for the i−th investor.
Proof. Claim: The consumption process is unique.
Suppose there exist optimal strategies for the i−th investor (cAt , θAt )t≥0 and (cBt , θBt )t≥0
and suppose, for a contradiction, that there exists S ∈ B ⊗ F i such that (λ|[0,+∞[ ⊗
P)(S) > 0 and cAt 1S 6= cBt 1S. The wealth process of the strategy 12(cAt + cBt , θAt + θBt )t≥0
is the process 12(X
A
t +XBt )t≥0, with dynamics
1
2d(X
A
t +XBt ) =
1
2
[
− cAt − cBt + r(XAt +XBt ) + (θAt + θBt )(Dp¯i − rC)+
+ (θAt + θBt )Dt
(
1− D(k + r)
)]
dt+ 12(θ
A
t + θBt )DσDdWDt .
The new strategy has initial wealth xi0 and is admissible because (cAt , θAt )t≥0 and (cBt , θBt )t≥0
are. Since the utility function is strictly concave, cAt 6= cBt on S implies
U
(
cAt + cBt
2
)
>
1
2U(c
A
t ) +
1
2U(c
B
t ) on S.
Define H :=
{
w ∈ Ω : λ|[0,+∞[ ({t ≥ 0 : (t, w) ∈ S})
}
∈ G, then P(H) > 0,
∫ +∞
0
e−βtU
(
cAt + cBt
2
)
dt ≥ 12
∫ +∞
0
e−βt[U(cAt ) + U(cBt )]dt a.s.
and
∫ +∞
0
e−βtU
(
cAt + cBt
2
)
dt >
1
2
∫ +∞
0
e−βt[U(cAt ) + U(cBt )]dt on H.
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By Lemma A.0.2 (II) it follows that
E
[∫ +∞
0
e−βt
(
cAt + cBt
2
)
dt
∣∣∣∣G0
]
> E
[∫ +∞
0
e−βtU(ci∗t )dt
∣∣∣∣G0]
on a positive probability set, thus contradicting the optimality of the consumption
processes (cAt )t≥0 and (cBt )t≥0.
Claim: Investment and wealth processes are unique.
Thanks to (1.4.27), it follows that
X i∗s = (Ns)−1 lim sup
t→+∞
E
[∫ t
s
Nuc
i∗
u du
∣∣∣∣Gs] ,
which proves the uniqueness of the optimal wealth process. From (1.4.1) it follows that
dX i∗t + ci∗t dt− rX i∗t dt = θit
[
(Dp¯i − rC) +Dt
(
1− D(k + r)
)]
dt+ DσDθitdWDt .
If there exist two strategies with wealth process (X i∗t )t≥0 and consumption (ci∗t )t≥0, then
drifts and volatilities must be the same. This implies the uniqueness of the optimal
investment strategy.
1.4.2 Ill-posed problem
Suppose D < 0 or D > 2/r; the next two theorems show that for such a choice
of the parameter D the agents’ consumption-investment problem is ill-posed and it
is not possible to find an optimal strategy. If there does not exist a solution of the
optimal consumption-investment problem for the agents, no equilibrium is possible
when D < 0 or D > 2/r. The next theorem defines a sequence of strategies and proves
their admissibility.
Theorem 1.4.7 (Admissibility). For every T ∈ N∗, define the process (ciTt , θiTt )0≤t<+∞
as
ciTt = 1{t≤T}
(
er(T−t)
er(T−t) − 1rX
iT
t −
δDD(T − t)
αi
D2t −
δD(T − t)
αi
Dt − δ0(T − t)
αi
− r(T − t)
αi
)
(1.4.28)
θiTt = 1{t≤T}
(
MD(T − t)Dt +M0(T − t)
Mαi
)
, (1.4.29)
where the functions δDD, δD, δ0,MD and M0 are given in Definition B.0.1 and the
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process X iTt is defined as X iT0 = xi0 and
X iTt =
erT − ert
erT − ersX
iT
s +
1
αi
∫ t
s
(
erT − ert
erT − eru
) [
δDD(T − u)D2u + δD(T − u)Du+
+ δ0(T − u) + r(T − u)
]
du+ DσD
∫ t
s
(
erT − ert
erT − eru
)
θiTu dW¯
D
u . (1.4.30)
For every i ∈ {1, . . . , n}, (ciTt , θiTt )t≥0 is an admissible strategy with wealth process
(X iTt )t≥0.
Proof. Property (i) of Definition 1.1.1 is clear; plugging (ciTt , θiTt ) into the self-financing
condition (1.1.3), we realize the process (1.4.30) to be the wealth dynamic for the
strategy (ciTt , θiTt ). By dint of the definition of (ciTt )t≥0 and (X iTt )t≥0, X iTt = 0 and
ciTt = 0 for every t ≥ T. As a consequence also (1.1.2) is true and immediate for s ≥ T.
If s ≤ T, then
lim sup
t→+∞
E
[∫ t
s
Nuc
iT
u du
∣∣∣∣Gs] = E
[∫ T
s
Nuc
iT
u du
∣∣∣∣Gs
]
.
We prove E
[∫ T
s Nuc
iT
u du
∣∣∣∣Gs] to be equal to NsX iTs for every 0 ≤ s ≤ T in several steps.
Claim: for every s ≤ t ≤ T, E¯[e−rt|ciTt |] ≤ η(T )
Plug the wealth process (1.4.30) into (1.4.28) and multiply by e−rt to get
ciTt = 1{t≤T}
{
− 1
αi
[
δDD(T − t)D2t + δD(T − t)Dt + δ0(T − t) + r(T − u)
]
+
+ rX
iT
0
(1− e−r(T−s)) + r
∫ t
0
(
1
αi(1− e−r(T−u))
)(
δDD(T − u)D2u + δD(T − u)Du+
+ δ0(T − u) + r(T − u)
)
du+ DσDr
∫ t
s
1
(1− e−r(T−u))θ
iT
u dW¯
D
u
}
.
Apply the absolute value to both sides, the triangle inequality and Lemma B.0.1 (a)
and (b). There exists a constant η(T ) ≥ 0 such that
|ciTt | ≤ 1{t≤T}
{
η(T )D2t + η(T ) + η(T )|xi0|+
+
∫ t
0
η(T )D2u + η(T )du+ |DσDr|
∣∣∣∣∣
∫ t
s
1
(1− e−r(T−u))θ
iT
u dW¯
D
u
∣∣∣∣∣
}
.
Applying the conditional expectation to both sides, (1.4.11) (iv) and Lemma B.0.1 (e)
we get
E¯
[
e−rt|ciTt |
]
≤ E¯
[
|ciTt |
]
≤ η(T ) for every T > 0 and for every t ≤ T, (1.4.31)
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from which follows that
∫ t
s
E¯
[
e−ru|ciTu |
]
dt ≤
∫ t
s
E¯
[
|ciTu |
]
dt ≤ η(T ) for every T > 0 and for every t ≤ T.
(1.4.32)
Claim:
∫ t
0 e
−ruciTu du+ e−rtX iTt is a martingale for every 0 ≤ t ≤ T.
Plugging (1.4.7) into (1.1.3) and using the equalities
DσD∆D = −1 + D(k + r), DσD∆0 = rC − Dp¯i,
show that the wealth dynamics is
dX iTt = (−ciTt + rX iTt )dt+ DσDθiTt dW¯Dt .
Applying Itô’s rule to Yt :=
∫ t
0 e
−ruciTu du+ e−rtX iTt we get
Yt = Y0 + DσD
∫ t
0
e−ruθiTu dW¯
D
u .
Yt is a martingale because
∫ t
0
e−2ruE¯[(θiTu )2]du ≤
1
M2α2i
∫ t
0
E¯[(MD(T − u)Du +M0(T − u))2]du
≤ 1
M2α2i
∫ t
0
η(T )E[D2u + 1]du ≤ η(T ), (1.4.33)
where η(T ) is a constant dependent only by T. (1.4.29) implies the first inequality in
(1.4.33), Lemma A.0.1 (X) and Lemma B.0.1 (c) imply the second one while (1.4.11)
(iii) implies the third one. Because (Yt)0≤t≤T is a martingale, in particular
X iTs = E¯
[ ∫ T
s
e−r(u−s)ciTu du+ e−r(T−s)X iTT
∣∣∣∣Gs].
(1.4.30) implies that X iTT = 0 and thus for every 0 ≤ s ≤ T
X iTs = E¯
[ ∫ T
s
e−r(u−s)ciTu du
∣∣∣∣Gs]. (1.4.34)
(ciTt , θiTt )t≥0 is admissible since
NsX
iT
s = EsE¯
[ ∫ T
s
e−ruciTu du
∣∣∣∣Gs] = ∫ T
s
Ese−ruE¯[ciTu |Gs]du
=
∫ T
s
e−ruE¯[EuciTu |Gs]du = E
[ ∫ T
s
Nuc
iT
u du
∣∣∣∣Gs].
Multiplying both sides of (1.4.34) by Ns gives the first equality, while the second one
follows from Fubini’s Theorem and (1.4.32). Fubini’s Theorem again and (1.4.31) imply
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the third equality, while the last one is true due to Bayes’ formula and (1.4.31).
After proving (ciTt , θiTt )t≥0,T∈N to be a sequence of admissible strategy, we show the
total utility converging to 0 as T approaches +∞.
Theorem 1.4.8. For every D < 0 or D > 2/r, the optimal consumption problem is
ill-posed. In particular for the strategy defined in Theorem 1.4.7,
sup
T∈N∗
E
[∫ +∞
0
e−βuU
(
ciTu
)
du
∣∣∣∣G0] = 0. (1.4.35)
Proof. For every 0 ≤ t < T, define the function
V i(t, T, x,D) = (1− e
r(T−t))
rαi
exp
(
− e
r(T−t)
er(T−t) − 1rαix+ δDD(T − t)D
2 + δD(T − t)D + δ0(T − t)
)
,
where the functions δDD, δD, δ0 are given in Definition B.0.1 below. This function solves
the finite time HJB equation
0 = −V
i
x
αi
− βV i + V it + V ix
[ log(V ix)
αi
+ rx+ θiT (Dp¯i − rC) + θiTD(1− rD − Dk)
]
+
+ V iD(p¯i − kD) +
1
2
[
V ixx(θiT )22Dσ2D + V iDDσ2D + 2V ixDθiT Dσ2D
]
(1.4.36)
for 0 ≤ t < T, where
θiTt =
MD(T − t)Dt +M0(T − t)
M
.
The definition of the consumption-investment strategy of Theorem 1.4.7 implies that
V i solves also the equivalent equation
0 = U(ciTt )− βV i + V it + Vx
[
− ciTt + rx+ θiTt (Dp¯i − rC) + θiTt D(1− rD − Dk)
]
+
+ V iD(p¯i − kD) +
1
2
[
V ixx(θiTt )22Dσ2D + V iDDσ2D + 2V ixDθiTt Dσ2D
]
(1.4.37)
for 0 ≤ t < T. For every T ∈ N∗ define the process (HTt )0≤t<T as
HTt = e−βtV i(t, T,X iTt , Dt) +
∫ t
0
e−βuU i(ciTu )du.
Since V i solves (1.4.37), the drift of the process HTt is null and this implies HTt to
be a P−local martingale. Since V and U are both non-positive, then −HTt is a non-
negative local martingale, thus a supermartingale [22, Problem 1.5.19 (ii)]. Because of
[22, Problem 1.3.16 (ii)] there exists a random variable −HT such that (−HTt )0≤t≤T is
a continuous supermartingale and E[−HTt |G0] ≤ −HT0 for every 0 ≤ t ≤ T. It follows
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that
E
[
−
∫ T
0
e−βuU i(ciTu )du
∣∣∣∣G0
]
≤ E
[
− lim
t→T
eβtV (t, T,X iTt , Dt)−
∫ T
0
e−βuU i(ciTu )du
∣∣∣∣G0
]
≤ −V (0, T,X iT0 , D0). (1.4.38)
The first inequality in (1.4.38) is true because V i(t, T,X iTt , Dt) < 0 for every 0 ≤ t < T
and the second inequality is the supermartingale property. Thanks to (1.4.38) and since
ciTt = 0 for every t ≥ T we get
E
[∫ +∞
0
e−βuU i(ciTu )du
∣∣∣∣G0] ≥ V i(0, T, xi0, D0)− 1αiβ e−βT .
Apply supT∈N to both sides
sup
T∈N
E
[∫ +∞
0
e−βuU i(ciTu )du
∣∣∣∣G0] ≥ sup
T∈N
V i(0, T, xi0, D0)−
1
αiβ
e−βT
≥ lim
T→+∞
V i(0, T, xi0, D0)−
1
αiβ
e−βT = 0.
In the last equality limT→+∞ V (0, T, xi0, D0) = 0 because for every D0, xi0 ∈ R
− e
rτ
erτ − 1rαix
i
0 + δDD(τ)D20 + δD(τ)D0 + δ0(τ) ∼τ→+∞
− r(−1 + D(k + r))
2
2(rD − 2)(−1 + rD)σ2D
[(
D0 +
rC
rD − 1
)2
+ Dσ
2
D
2(rD − 1)
]
e
(
r− 2
D
)
τ
.
For every D < 0 and D > 2r
− r(−1 + D(k + r))
2
2(rD − 2)(−1 + rD)σ2D
[(
D0 +
rC
rD − 1
)2
+ Dσ
2
D
2(rD − 1)
]
< 0 and
(
r − 2
D
)
> 0.
It follows that (1.4.35) holds and it is not possible to reach total utility 0 since the
utility function is strictly negative.
1.4.3 Market clearing and proof of Theorem 1.2.1
The economy has one risky asset, i.e. for every t ≥ 0
n∑
i=1
θi∗t =
n∑
i=1
MDDt +M0
Mαi
= 1, (1.4.39)
where MD,M0 are given in Definition 1.4.1.
Proof of Theorem 1.2.1. The market clearing condition (1.4.39) implies MD = 0 and
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M0 = Mαi. The unique solution of such system, with D ∈ B, is
D =
1
k + r , C =
p¯i
r(k + r) −
α¯σ2D
(k + r)2 .
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Chapter 2
Perfect Information
2.1 Model and main definitions
The economy has one risky asset in unit supply, which pays a dividend stream (Dt)t≥0
described as
dDt = (pit − kDt)dt+ σDdWDt , (2.1.1)
where the state of the economy (pit)t≥0 is an Ornstein–Uhlenbeck process
dpit = a(p¯i − pit)dt+ σpidW pit . (2.1.2)
There is a continuously compounded risk-free asset (P 0t )t≥0 with rate of return r > 0,
at which investors can both lend and borrow. There are n ∈ N investors competing for
the risky asset, with price (Pt)t≥0. The i−th investor has constant absolute risk aversion
αi ≥ 1 and initial wealth xi0 ∈ R. W = (W pit ,WDt )t≥0 is a Brownian motion and (pi0, D0)
is a normal vector, with mean (µpi, µD)T and variance
Σ2pi 0
0 Σ2D
 , independent of the
Brownian motion previously defined. The probability space is (Ω,G, (Gt)t≥0,P), where
Gt is the augmented natural filtration ofD0, pi0, (Wu)0≤u≤t and G is the augmented sigma
algebra generated by ⋃t≥0 Gt1. In the light of Chapter 1, we focus for the whole chapter
on the following
Assumption 2.1.1. The parameters of the economy are a, k, σD > 0, σpi ≥ 0 and p¯i ∈ R.
Furthermore assume
D ∈ B := (0, 2/r) \ {1/r}, pi 6= 0, a 6= k.
All equalities and inequalities between random variables are understood P−almost
surely.
1Note that all filtrations are augmented with the null sets of the sigma algebra G.
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Definition 2.1.1 (Admissibile strategies). (ct, θt)t≥0 is an admissible (consumption-investment)
strategy for the i−th investor if:
(i) (ct)t≥0 and (θt)t≥0 are (Gt)t≥0−progressively measurable processes;
(ii) for every s ≥ 0
lim sup
t→+∞
E
[∫ t
s
Nucudu
∣∣∣∣Gs] ≤ NsXs, (2.1.3)
where (Xt)t≥0 is the self-financing wealth process
dXt = −ctdt+ θtDtdt+ r(Xt − θtPt)dt+ θtdPt, X0 = xi0, (2.1.4)
(Nt)t≥0 is the process
Nt = exp
(
−rt+
∫ t
0
(∆ · vu)dWDu +
∫ t
0
(ι · vu)dW piu −
1
2
∫ t
0
[
(∆ · vu)2 + (ι · vu)2
]
du
)
,
(2.1.5)
vt = (Dt, pit, 1)T and ∆, ι are given in Definition 2.4.1 below.
The set of admissible strategies for the i−th investor is U i.
Definition 2.1.2 (Optimality). A (consumption-investment) strategy (cit, θit)t≥0 is opti-
mal for the i−th investor if it is admissible and if
sup
(c,θ)∈U i
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣G0] = E [∫ +∞0 e−βuU i(ciu)du
∣∣∣∣G0] , (2.1.6)
where
U i(c) := −e
−αic
αi
, i ∈ {1, . . . , n}.
The time impatience parameter β > 0 is common to all agents. The consumption-
investment problem of each agent is well-posed if an optimal strategy exists, otherwise
the problem is ill-posed.
Remark 2.1.1. The process (Dt, pit)t≥0 starting with a random variable is not a funda-
mental feature of the model in this chapter but it will be important in the third chapter,
for a stationary filter in Lemma 3.4.1. (D0, pi0) being a random variable implies that
the σ−algebra G0 is different from the trivial σ−algebra, so a conditional expectation
appears in (2.1.6).
Definition 2.1.3. (cit, θit)t≥0 is the unique optimal (consumption-investment) strategy for
the i−th investor if it is optimal for the i−th investor and if
(cit, θit)t≥0 = (c¯t, θ¯t)t≥0 λ|[0,+∞[ ⊗ P− a.s.
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for every other optimal strategy (c¯t, θ¯t)t≥0.
Definition 2.1.4. A linear equilibrium is an (n+ 4)−tuple (σpi, σpiD , σpipi , Cσpi , (Siσpi)1≤i≤n),
where σpi ≥ 0, σpiD ∈ B, σpipi ∈ R∗, Cσpi ∈ R and Siσpi = (cit, θit)t≥0 is an optimal strategy
for the i−th investor for every i ∈ {1, . . . , n} such that for every t ≥ 0
(i) the price of the risky asset is
Pt = Cσpi + σpiD Dt + σpipi pit; (2.1.7)
(ii) the market clearing condition
n∑
i=1
θit = 1 (2.1.8)
holds.
2.2 Existence and uniqueness of the equilibrium
Theorem 2.2.1. Under Assumption 2.1.1 there exists σ¯pi > 0 such that for every
0 ≤ σpi ≤ σ¯pi there exists a unique linear equilibrium (σpi, σpiD , σpipi , Cσpi , (Siσpi)1≤i≤n), for
which the price is
Pt = C∗ + ∗DDt + ∗pipit, where ∗D =
1
k + r , 
∗
pi =
1
(a+ r)(k + r) ,
C∗ = ap¯i
r(a+ r)(k + r) − α¯
(
σ2D
(k + r)2 +
σ2pi
(a+ r)2(k + r)2
)
and α¯ =
(
n∑
i=1
1
αi
)−1
.
The unique optimal consumption-investment strategy for the i−th agent is
ci∗t = rX i∗t +
β − r
rαi
+ rα¯
2
2αi
(
σ2D
(k + r)2 +
σ2pi
(a+ r)2(k + r)2
)
, θi∗t =
α¯
αi
. (2.2.1)
Preliminaries and outline of the proof
Remark 2.2.1. If (D, pi) = (0, 0) then (2.1.7) implies Pt = C for every t ≥ 0. If the
assets are two deterministic processes with different interest rates (0 for Pt and r > 0 for
P 0t ), then the model admits arbitrage, therefore the consumption-investment problem
of the agents is ill-posed and in particular no linear equilibrium exists.
Definition 2.2.1. A value function for the i−th investor is a function
V i : R3 → [−∞, 0[
(x¯, D¯, Π¯)→ V i(x¯, D¯, Π¯)
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such that for every (x¯, D¯, Π¯) ∈ R3
V i(x¯, D¯, Π¯) = sup
(c,θ)∈U i
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣xi0 = x¯, D0 = D¯, pi0 = Π¯] . (2.2.2)
It follows from this definition that if there exists a value function V i(·) and a strategy
(ci∗t , θi∗t )t≥0 which is optimal for the i−th investor, then
V i(xi∗0 , D0, pi0) = E
[∫ +∞
0
e−βsU i(ci∗s )ds
∣∣∣∣G0] .
Definition 2.2.2. A stochastic discount factor (SDF) is a positive, continuous, (Gt)t≥0−adapted
process (Mt)t≥0 such that for every 0 ≤ s ≤ t
MsP
0
s = E[MtP 0t |Gs] (2.2.3)
and
MsPs +
∫ s
0
MuDudu = E
[
MtPt +
∫ t
0
MuDudu
∣∣∣∣Gs] . (2.2.4)
A stochastic discount factor is normalized if M0 = 1.
We find the (unique) equilibrium in the market in two steps: first we solve the
optimal consumption problem of the agents for a generic price with the form of (2.1.7);
then we clear the market with condition (2.1.8) and we deduce that the price of the
unique linear equilibrium has parameters
∗D =
1
k + r , 
∗
pi =
1
(a+ r)(k + r) and
C∗ = ap¯i
r(a+ r)(k + r) − α¯
(
σ2D
(k + r)2 +
σ2pi
(a+ r)2(k + r)2
)
.
• Section 2.3 formulates the Hamilton Jacobi Bellman (HJB) equation, which
leads to a guess of the value function and the optimal strategies.
• Section 2.4 formalizes the heuristics of the previous section proving existence
and uniqueness of the optimal portfolio for a generic price function for D ∈ B.
– Subsection 2.4.1 finds the unique linear equilibrium in the market through
the market clearing condition.
• Appendix C recalls some well known results that are used in this chapter.
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2.3 Heuristics
Guess a value function V i which depends on the dividend rate, on the state of the
economy and on the wealth; because of the infinite time horizon we guess that V i does
not depend on the initial time t > 0, i.e.
V i(X it , Dt, pit) = sup
(ci,θi)
E
[∫ +∞
t
e−β(s−t)U i(cis)ds|Gt
]
.
A similar procedure as in Subsection 1.3.1 leads to
0 = sup
(ci,θi)
{
− e
−αici
αi
− βV i + V ix
[
− ci + rx+ θi(piap¯i − rC) + θiD(1− D(k + r))+
+ θipi(D − pi(a+ r))
]
+ V iD(pi − kD) + aV ipi(p¯i − pi) +
1
2
[
V ixx(θi)2(2Dσ2D + 2piσ2pi)+
+ V iDDσ2D + V ipipiσ2pi + 2V ixDθiDσ2D + 2V ixpiθipiσ2pi
]}
. (2.3.1)
Differentiating with respect to ci and θi, we find the candidate optimal consumption-
investment policy
ci∗ = log(V
i
x)
−αi ,
θi∗ = −
V ix
[
(piap¯i − rC) +D
(
1− D(k + r)
)
+ pi
(
D − pi(a+ r)
)]
+ V ixDDσ2D + V ixpipiσ2pi
V ixx(2Dσ2D + 2piσ2pi)
.
(2.3.2)
The HJB equation for the i−th investor follows by substituting the candidate optimal
policies into (2.3.1)
0 = −Vx
αi
− βV i + V ix
[( log Vx
αi
+ rx
)
+ θi∗(piap¯i − rC) + θi∗D
(
1− D(k + r)
)
+
+θi∗pi
(
D−pi(a+r)
)]
+V iD(pi−kD)+aV ipi(p¯i−pi)+
1
2
[
V ixx(θi∗)2(2Dσ2D+2piσ2pi)+V iDDσ2D+
+ V ipipiσ2pi + 2V ixDθi∗Dσ2D + 2V ixpiθi∗piσ2pi
]
. (2.3.3)
Using the Ansatz
V i(x,D, pi) = − 1
rαi
exp
(
−rαix+ δDDD2 + δDpiDpi + δpipipi2 + δDD + δpipi + δ0
)
,
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where δDD, δpipi, δDpi, δD, δpi, δ0 are in Theorem 2.4.1, (2.3.2) leads to the optimal con-
sumption investment strategy
ci∗t = rX it −
δDD
αi
D2t −
δDpi
αi
Dtpit − δpipi
αi
pi2t −
δD
αi
Dt − δpi
αi
pit − δ0
αi
;
θi∗t =
MDDt +MpipitM0
Mαi
.
and MD,Mpi,M0 are in Definition 2.4.1.
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2.4 Verification
Theorem 2.2.1 identifies the unique linear equilibrium in the market. The first step of
the proof is to solve the consumption-investment problem of the agents for a generic
price with form (2.1.7),
Direct calculations show that the self-financing condition (2.1.4) for an investor with
consumption-investment strategy (cit, θit)t≥0 is equivalent to
dX it =
[
− cit+ rX it +θit(piap¯i− rC)+θitDt (1− D(k + r))+θitpit (D − pi(a+ r))
]
dt+
+ θitDσDdWDt + θitpiσpidW pit . (2.4.1)
The following theorem proves the existence of a solution of the HJB equation, and thus
a candidate value function.
Theorem 2.4.1. Fix 0D ∈ B, 0pi 6= 0, C0 ∈ R, define δ = (δDD, δpipi, δDpi, δD, δpi, δ0) and
let δ¯ be the function in Definition C.0.1; there exist
(i) U(0D, 0pi, C0) ⊆ R4 × R6 open neighbourhood of
(
0, 0D, 0pi, C0, δ¯(0D, 0pi, C0)
)
;
(ii) W (0D, 0pi, C0) ⊆ R4 open neighbourhood of (0, 0D, 0pi, C0);
such that
(I) for every (σpi, D, pi, C) ∈ W (0D, 0pi, C0), there exists a unique δ such that (σpi, D, pi, C, δ) ∈
U(0D, 0pi, C0) and the function
V i(x,D, pi) = − 1
rαi
exp
(
−rαix+ δDDD2 + δDpiDpi + δpipipi2 + δDD + δpipi + δ0
)
(2.4.2)
solves the Hamilton Jacobi Bellman equation of the i−th investor
0 = −V
i
x
αi
− βV i + V ix
[( log V ix
αi
+ rx
)
+ θi∗(piap¯i− rC) + θi∗D
(
1− D(k+ r)
)
+
+θi∗pi
(
D−pi(a+r)
)]
+V iD(pi−kD)+aV ipi(p¯i−pi)+
1
2
[
V ixx(θi∗)2(2Dσ2D+2piσ2pi)+V iDDσ2D+
+ V ipipiσ2pi + 2V ixDθi∗Dσ2D + 2V ixpiθi∗piσ2pi
]
, (2.4.3)
where
θi∗ = −
V ix
[
(piap¯i − rC) +D
(
1− D(k + r)
)
+ pi
(
D − pi(a+ r)
)]
+ V ixDDσ2D + V ixpipiσ2pi
V ixx(2Dσ2D + 2piσ2pi)
.
(II) If this δ is defined to be g(σpi, D, pi, C), then g ∈ C 1(W,U) and g(0, 0D, 0pi, C0) =
δ¯(0D, 0pi, C0).
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Proof. Inserting (2.4.2) into (2.4.3) makes the HJB equation an algebraic equation of
second order. For every i ∈ {1, . . . , n}, the function V i(·) solves the HJB equation if
and only if
f(σpi, δDD, δDpi, δpipi, δD, δpi, δ0) = 0,
where f is defined in (C.0.2). Lemma C.0.1 concludes the proof.
The following are technical results for the solution of the consumption-investment
problem.
Lemma 2.4.1. For every η0, η1, η2 ∈ R, there exist constants µ¯, σ¯ > 0 independent by t
such that, for every t ≥ 0,
|E[η2Dt + η1pit + η0]| ≤ µ¯, Var[η2Dt + η1pit + η0] ≤ σ¯2.
Proof. Apply Itô’s formula to eatpit to get
pit = e−a(t−s)pis + p¯i
(
1− e−a(t−s)
)
+ σpie−at
∫ t
s
eaudW piu . (2.4.4)
Apply Itô’s formula to ektDt and to ektpit to get
Dt = e−k(t−s)Ds+
pis
k − a
(
e−a(t−s) − e−k(t−s)
)
+ p¯i
k − a
[(
1− e−a(t−s)
)
− a
k
(
1− e−k(t−s)
)]
+
+ σD
∫ t
s
e−k(t−u)dWDu +
σpi
k − a
∫ t
s
(
e−a(t−u) − e−k(t−u)
)
dW piu . (2.4.5)
Because of (2.4.4), |E[pit]| ≤ |µpi|+2|p¯i| and because of (2.4.5), |E[Dt]| ≤ |µD|+2| µpik−a |+
| p¯i
k−a |
(
2 + 2|a
k
|
)
; the last two inequalities imply |E[η2Du + η1piu + η0]| ≤ µ¯. Thanks to
(2.4.4) and to (2.4.5) we get
Var[pit] ≤ Σ2pi +
σ2pi
a
, |Cov(pit, Dt)| ≤
∣∣∣∣∣ 2Σ2pia− k
∣∣∣∣∣+ σ2pi(k − a)2
(1
a
+ 2
a+ k
)
,
Var[Dt] ≤ Σ2D +
4
(k − a)2 Σ
2
pi +
σ2D
k
+ σ
2
pi
(k − a)2
(1
a
+ 1
k
+ 2
a+ k
)
,
which imply Var[η2Du + η1piu + η0] ≤ σ¯2.
The value of the constants ∆, ι will be set later in Definition 2.4.1
Lemma 2.4.2. Define (vt)t≥0 = (Dt, pit, 1)Tt≥0 and fix
∆ = (∆D,∆pi,∆0)T ∈ R3, ι = (ιD, ιpi, ι0)T ∈ R3.
The process
Ht : = exp
(∫ t
0
∆ · vudWDu + ι · vudW piu −
1
2
∫ t
0
[
(∆ · vu)2 + (ι · vu)2
]
du
)
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is a P−martingale.
Proof. Define Yt = ∆ · vt, Zt = ι · vt and recall Novikov’s condition [22, Corollary 5.13
and 5.14], which ensures that Ht is a martingale:
(A) P
[∫ t
0 Y
2
u du < +∞
]
= P
[∫ t
0 Z
2
udu < +∞
]
= 1;
(B) there exists a sequence (tm)m∈N ⊂ R increasing to +∞, such that, for every m ∈ N,
E
[
exp
(∫ tm
tm−1
1
2(Y
2
u + Z2u)du
)]
< +∞.
The processes (Yt)t≥0 and (Zt)t≥0 are P−a.s. continuous, hence (A) is true. By Jensen’s
inequality [28, Theorem 1.8.1], for every t,  ≥ 0,
exp
(∫ t+
t
1
2(Y
2
u + Z2u)du
)
≤ 1

∫ t+
t
exp
(

2(Y
2
u + Z2u)
)
du.
In addition, by Fubini’s Theorem
E
[1

∫ t+
t
exp
(

2(Y
2
u + Z2u)
)
du
]
= 1

∫ t+
t
E
[
exp
(

2(Y
2
u + Z2u)
)]
du.
Young’s inequality [24, Lemma 7.17 ] yields to
E
[
exp
(∫ t+
t
1
2(Y
2
u + Z2u)du
)]
≤ 1

∫ t+
t
E
[
exp
(
Y 2u
)]
du+ 1

∫ t+
t
E
[
exp
(
Z2u
)]
du.
(2.4.6)
Suppose (∆D,∆pi) 6= (0, 0) and define µu = E[Yu] and σ2u = Var[Yu]. In view of Lemma
2.4.1, there exist constants µ¯ and σ¯2 such that for every 0 ≤ u ≤ t
|µu| ≤ µ¯, σ2u ≤ σ¯2 (2.4.7)
for every u ≥ 0. For every u ≥ 0, Yu is a normally distributed random variable, and in
particular
E
[
exp
(
Y 2u
)]
=
exp
(
µ2u
1−2σ2u
)
√
1− 2σ2u
, if 2σ2u ≤ 1.
Since σ2u ≤ σ¯2, then any  < 12 σ¯−2 satisfies 2σ2u < 1 because
2σ2u ≤ 2σ¯2 < 1. (2.4.8)
Fix  < 12 σ¯
−2; if we prove that E
[
exp
(
Y 2u
)]
is a continuous function, uniformly
bounded in t on the interval [t, t + ], for the  chosen above, then its integral is finite
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and it is enough to define the sequence tm := m. Equation (2.4.8) implies 1− 2σ2u ≥
1− 2σ¯2, and both terms are between 0 and 1 because of the choice of . Thus, defining
κ = 11−2σ¯2 , it follows that
1
1− 2σ2u
≤ κ and 1√
1− 2σ2u
≤ κ.
As a consequence
E
[
exp
(
Y 2u
)]
≤ κ exp
(
κµ¯
2
)
< +∞.
E
[
exp
(
Y 2u
)]
is a continuous and bounded function on the interval [t, t+ ] and so for
every  > 0 and every t ≥ 0
E
[1

∫ t+
t
exp
(
Y 2u
)
du
]
= 1

∫ t+
t
E
[
exp
(
Y 2u
)]
du < +∞.
The same reasoning shows also that
E
[1

∫ t+
t
exp
(
Z2u
)
du
]
< +∞
and (B) follows from (2.4.6).
Definition 2.4.1. We introduce the following constants,
∆ := (∆D,∆pi,∆0)T , and ι := (ιD, ιpi, ι0)T ,
where
∆D := σD
(
2δDD − rDMD
M
)
, ∆pi := σD
(
δDpi − rDMpi
M
)
, ∆0 := σD
(
δD − rDM0
M
)
,
ιD := σpi
(
δDpi − rpiMD
M
)
, ιpi := σpi
(
2δpipi − rpiMpi
M
)
, ι0 := σpi
(
δpi − rpiM0
M
)
,
and
M := r(2Dσ2D + 2piσ2pi),
MD := 1− D(k + r) + 2δDDDσ2D + δDpipiσ2pi,
Mpi := D − pi(a+ r) + 2δpipipiσ2pi + δDpiDσ2D,
M0 := (ap¯ipi − rC) + δDDσ2D + δpipiσ2pi.
The constants δDD, δpipi, δDpi, δD, δpi, δ0 are those of Theorem 2.4.1
Corollary 2.4.1. The process (Et)t≥0 = (ertNt)t≥0, in (2.1.5), is a P−martingale.
Since (Et)t≥0 is a P−martingale, Girsanov’s Theorem [22, Theorem 5.1 ] holds. In
particular, (Et)t≥0 defines a probability measure P¯ := P¯(∆,ι), such that E = dP¯/dP. We
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denote by E¯[·] and V¯ar[·] the conditional expectation and variance under the measure
P¯. Any equality or inequality between random variables is understood P and P¯−almost
surely. The process
(W¯Dt , W¯ pit )t≥0 =
(
WDt −
∫ t
0
(∆ · vu)du,W pit −
∫ t
0
(ι · vu)du
)
t≥0
(2.4.9)
is a P¯−Brownian motion and furthermore Bayes’ formula [22, Lemma 5.3 ] applies:
for every Gt−measurable random variable X satisfying E¯[|X|] < +∞ and for every
0 ≤ s ≤ t
E¯[X|Gs] = 1EsE[XEt|Gs].
The next lemma describes the processes (Dt)t≥0 and (pit)t≥0 under the new measure P¯.
Lemma 2.4.3 (Joint dynamics). Suppose that Assumption 2.1.1 holds. Then there exists
σ¯pi(D, pi, C) > 0 such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C), all the following hold. The
process χt := (pit, Dt)t≥0 satisfies the stochastic differential equation
dχt = (b+ Aχt)dt+ ΣdW¯t; (2.4.10)
where
A =
σpiιpi − a σpiιD
σD∆pi + 1 σD∆D − k
 , b =
σpiι0 + ap¯i
σD∆0
 , Σ =
σpi 0
0 σD
 , W¯t =
W¯ pit
W¯Dt
 .
The matrix A is invertible, and the unique solution of (2.4.10) is
χt = eA(t−s)χs + A−1(eA(t−s) − I2)b+ eAt
∫ t
s
e−AuΣdW¯u. (2.4.11)
For every 0 ≤ s ≤ t there exists a Gs−measurable random variable ηs ≥ 0 and a positive
constant η such that
‖E¯ [χt|Gs]‖ ≤ ηse‖A‖t + η, (i) (2.4.12)
‖V¯ar [χt|Gs]‖ ≤ ηe(‖A‖+‖AT ‖)t, (ii)
‖E¯[χt|Gs]⊗ E¯t[χt|Gs]‖ ≤ ηse(‖A‖+‖AT ‖)t + η, (iii)
‖E¯ [χt ⊗ χt|Gs]‖ ≤ ηse(‖A‖+‖AT ‖)t + η. (iv)
55
2.4. VERIFICATION
‖E¯ [χt]‖ ≤ ηe‖A‖t + η, (i) (2.4.13)
‖V¯ar [χt]‖ ≤ ηe(‖A‖+‖AT ‖)t + η, (ii)
‖E¯[χt]⊗ E¯[χt]‖ ≤ ηe(‖A‖+‖AT ‖)t + η, (iii)
‖E¯ [χt ⊗ χt]‖ ≤ ηe(‖A‖+‖AT ‖)t + η, (iv)
E¯ [‖χt‖] < +∞. (v)
For every s ≥ 0 and for every η0, . . . , η5 ∈ R
(a)
E
[
Nt(C + DDt + pipit) +
∫ t
s
NuDudu
∣∣∣∣Gs] =
NsE¯
[
e−r(t−s)(C + DDt + pipit) +
∫ t
s
e−r(u−s)Dudu
∣∣∣∣Gs] ; (2.4.14)
(b)
−∞ < E¯
[∫ t
s
η5D
2
u + η4pi2u + η3Dupiu + η2Du + η1piu + η0du
]
< +∞;
(c)
∫ t
s
(η5Du + η4piu + η3)dW¯Du + (η2Du + η1piu + η0)dW¯ piu is P¯−martingale;
(d) for every s ≥ 0
lim
t→+∞ e
−rtE¯ [χt|Gs] = lim
t→+∞ e
−rtE¯ [χt ⊗ χt|Gs] =
= lim
t→+∞ e
−rtE¯
[∫ t
s
χudu
∣∣∣∣Gs] = limt→+∞ e−rtE¯
[∫ t
s
χu ⊗ χudu
∣∣∣∣Gs] = 0;
(e) for every s ≥ 0
1
2 limt→+∞ E¯
[ ∫ t
s
e−r(u−s)
(
(∆ · vu)2 + (ι · vu)2
)
du
∣∣∣∣Gs]
= −δDDD2s − δDpiDspis − δpipipi2s − δDDs − δpipis − δ0 −
β − r
r
.
Remark 2.4.1. All the above are local results for σpi in a right neighbourhood of 0.
Proof. (2.4.10) is a direct consequence of (2.1.1), (2.1.2) and (2.4.9). For σpi = 0, the
matrix A becomes  −a 0
pi(a+r)
D
r − 1
D
 ,
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whose determinant is a(−r + 1/D) 6= 0. Due to the continuity of the determinant,
there exists σ¯pi(D, pi, C) > 0 such that for all 0 ≤ σpi ≤ σ¯pi(D, pi, C), A is invertible.
Because A is invertible, the unique solution of (2.4.10) is (2.4.11).
Proof of inequalities (2.4.12) and (2.4.13).
Equation (2.4.11), Lemma A.0.1 and the triangle inequality imply that ‖E¯ [χu|Gs]‖ ≤
ηse
‖A‖t+η, ‖V¯ar [χu|Gs]‖ ≤ ηe(‖A‖+‖AT ‖)t and that ‖E¯[χu|Gs]⊗E¯[χu|Gs]‖ ≤ ηse(‖A‖+‖AT ‖)t+
η. The definition of the conditional variance yields ‖E¯ [χu ⊗ χu|Gs]‖ ≤ ηse(‖A‖+‖AT ‖)t+η.
The unconditional inequalities follow similarly.
(a) is true thanks to (2.4.13) (v) and to Fubini’s Theorem. Likewise, Fubini’s Theorem
and (2.4.13), yield to equation (b) and hence (c).
Proof of (d)
We proceed in several steps.
Claim: There exists σ¯pi(D, pi, C) > 0 such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C) and
for every s ≥ 0,
lim
t→+∞ e
−rteA(t−s) = 0
If D 6= 1a+r and σpi = 0, then
A =
 −a 0
pi(a+r)
D
r − 1
D

is diagonalizable with two different eigenvalues −a and r− 1
D
. By the continuity of the
eigenvalues [2, Remark 3.4 and 3.6] there exists σ¯pi(D, pi, C) > 0 such that for every
0 ≤ σpi ≤ σ¯pi(D, pi, C), A is diagonalizable with two different eigenvalues and
e−rteA(t−s) = e−rtH
eλ1(t−s) 0
0 eλ2(t−s)
H−1, (2.4.15)
with
max(Re{λ1, λ2, 2λ1, 2λ2, λ1 + λ2}) < r. (2.4.16)
The real parts of all exponentials on every entry are negative, therefore
lim
t→+∞ e
−rteA(t−s) = 0. (2.4.17)
If D = 1a+r and σpi = 0, then A is similar to a Jordan block with eigenvalue −a. The
continuity of the eigenvalues [2, Remark 3.4] and Lemma A.0.4 imply the existence of
σ¯pi(D, pi, C) > 0 such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C) (2.4.16) and (2.4.17) hold.
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Claim: lim
t→+∞ e
−rtE¯ [χt|Gs] = 0
Apply the conditional expectation to (2.4.11) and multiply by e−rt to get
e−rtE¯ [χt|Gs] = e−rteA(t−s)χs + A−1(e−rteA(t−s) − I2e−rt)b.
From (2.4.17) it follows that limt→+∞ e−rtE¯ [χt|Gs] = 0.
Claim: lim
t→+∞ e
−rtE¯
[∫ t
s
χu ⊗ χu
∣∣∣∣Gs] du = 0 and limt→+∞ e−rtE¯
[
χt ⊗ χt
∣∣∣∣Gs] du = 0
Integrating the definition of the conditional variance [5, Definition 11.23], and multi-
plying both sides by e−rt,
e−rt
∫ t
s
E¯ [χu ⊗ χu|Gs] du = e−rt
∫ t
s
V¯art[χu|Gs]du+ e−rt
∫ t
s
E¯[χu|Gs]⊗ E¯[χu|Gs]du.
(2.4.18)
By dint of (2.4.11) we get
V¯ar[χt|Gs] =
∫ t
s
eA(t−u)ΣΣT
(
eA(t−u)
)T
du. (2.4.19)
A is triangularizable in C, therefore there exist an invertible matrix H and a nilpotent
matrix N ( cfr. [20, 3.2.7 and 3.2.8 page 181], [16, Proposition A.6]) such that
eA(t−u)ΣΣT
(
eA(t−u)
)T
= H
eλ1(t−u) 0
0 eλ2(t−u)
H−1 ( 2∑
h=0
Nh
h! (t− u)
h
)
· ΣΣT
·
H
eλ1(t−u) 0
0 eλ2(t−u)
H−1 ( 2∑
h=0
Nh
h! (t− u)
h
)T .
Due to (2.4.16), each entry of eA(t−u)ΣΣT
(
eA(t−u)
)T
is a linear combination of powers
of t smaller than 4, multiplied by exponentials with real part of the coefficients in t
smaller than r. As a consequence, the same holds for
∫ t
s V¯art[χu|Gs]du, and
lim
t→+∞ e
−rt
∫ t
s
V¯ar[χu|Gs]du = 0.
In the same way limt→+∞ e−rt
∫ t
s E¯[χu|Gs]⊗ E¯[χu|Gs]du = 0.
The proof of limt→+∞ e−rtE¯
[
χt ⊗ χt
∣∣∣∣Gs] du = 0 is the same as that of
limt→+∞ e−rtE¯
[∫ t
s χu ⊗ χu
∣∣∣∣Gs] du = 0, skipping the step of integration in (2.4.18). It
follows that (d) holds.
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Proof of (e):
1
2 limt→+∞ E¯
[ ∫ t
s
e−r(u−s)
(
(∆ · vu)2 + (ι · vu)2
)
du
∣∣∣∣Gs]
= −δDDD2s − δDpiDspis − δpipipi2s − δDDs − δpipis − δ0 −
β − r
r
.
Let 0 ≤ s ≤ t and define v = (D, pi)T . The function W : [0, t]× R2 → R
W (s, pi,D) = −δDDD2 − δDpiDpi − δpipipi2 − δDD − δpipi − δ0 − β − r
r
,
is the solution of the Cauchy problem in [0, t]
0 = Ws+
(
∇(pi,D)W
)
·
(
A(pi,D)T + b
)
+12tr
((
He(pi,D) W
)
ΣΣT
)
−rW+12
(
(∆ · v)2 + (ι · v)2
)
,
W (t, pi,D) = −δDDD2s − δDpiDspis − δpipipi2s − δDDs − δpipis − δ0 −
β − r
r
.
In view of [22, Theorem 7.6],
W (s, pis, Ds) = E¯
[ ∫ t
s
e−r(u−s)
1
2
(
(∆ · vu)2 + (ι · vu)2
)
du+
+ e−r(t−s)
(
− δDDD2t − δDpiDtpit − δpipipi2t − δDDt − δpipit − δ0 −
β − r
r
)∣∣∣∣Gs].
Since W does not depend by t, for every t > 0
E¯
[ ∫ t
s
e−r(u−s)
1
2
(
(∆ · vu)2 + (ι · vu)2
)
du+e−r(t−s)
(
−δDDD2t−δDpiDtpit−δpipipi2t−δDDt+
− δpipit− δ0− β − r
r
)∣∣∣∣Gs] = −δDDD2s − δDpiDspis− δpipipi2s − δDDs− δpipis− δ0− β − rr .
Take limt→+∞ of both and apply (d) to conclude.
Remark 2.4.2. If D = 1/r the matrix A is not invertible for σpi = 0 and (2.4.11) no
longer holds. In this case we conjecture the existence of a solution for (2.4.10) but we
would need a different way of proving the result since the direct calculations become
more difficult.
With the properties of (χt)t≥0 shown in Lemma 2.4.3, we prove that (Nt)t≥0 of
(2.1.5) is a stochastic discount factor.
Theorem 2.4.2. Under Assumption 2.1.1 the process (Nt)t≥0 of (2.1.5) is a normalized
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stochastic discount factor. The dynamics of the process (log Et)t≥0 can be written as
log Et = log Es − 12
∫ t
s
[
(∆ · vu)2 + (ι · vu)2
]
du+
∫ t
s
(∆ · vu)dWDu +
∫ t
s
(ι · vu)dW piu ,
= log Es + 12
∫ t
s
[
(∆ · vu)2 + (ι · vu)2
]
du+
∫ t
s
(∆ · vu)dW¯Du +
∫ t
s
(ι · vu)dW¯ piu .
(2.4.20)
For every t ≥ 0
E¯[|log Et|] ≤ η
(
e(‖A‖+‖A
T ‖)t + t+ 1
)
. (2.4.21)
Proof. The process (Nt)t≥0 needs to satisfy conditions (2.2.3) and (2.2.4) of Definition
2.2.2 to be a stochastic discount factor. Property (2.2.3) is a direct calculation. The
definition of Et = ertNt and Lemma 2.4.3 (a) imply that
E
[
NtPt +
∫ t
0
NuDudu
∣∣∣∣Gs] = ∫ s0 NuDudu+ E
[
Nt(C + DDt + pit) +
∫ t
s
NuDudu
∣∣∣∣Gs]
=
∫ s
0
NuDudu+NsE¯
[
e−r(t−s)(C + DDt + pipit) +
∫ t
s
e−r(u−s)Dudu
∣∣∣∣Gs] . (2.4.22)
The function W (s,D, pi) = C + DD + pipi solves the Cauchy problem on [0, t]
0 = Ws +
(
∇(pi,D)W
)
·
(
A(pi,D)T + b
)
+ 12tr
((
He(pi,D) W
)
ΣΣT
)
− rW +D
W (t,D, pi) = C + DD + pipi,
where A, b and Σ are in Lemma 2.4.3. By [22, Theorem 7.6], for every 0 ≤ s ≤ t
W (s,Ds, pis) = E¯
[ ∫ t
s
e−r(u−s)Dudu+ e−r(t−s)(C + DDt + pipit)
∣∣∣∣Gs] = C + DDs + pipis.
Plugging W into (2.4.22) proves (2.2.4), hence (Nt)t≥0 is a stochastic discount factor.
The stochastic process (Nt)t≥0 of (2.1.5) solves the initial value problem
dNt
Nt
= −rdt+ (∆ · vt)dWDt + (ι · vt)dW pit , N0 = 1,
thus the process (Et)t≥0 solves the initial value problem
dEt
Et = (∆ · vt)dW
D
t + (ι · vt)dW pit , E0 = 1,
by virtue of its definition Et = ertNt. Applying Itô’s formula to f(Et) = log Et we get
the first equality of (2.4.20) and because of (2.4.9) we get the second one. Thanks to
(2.4.20) and to the triangle inequality
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E¯[|log Eu|] ≤ 12E¯
[∫ u
0
(
(∆ · vh)2 + (ι · vh)2
)
dh
]
+ E¯
[∣∣∣∣∫ u0 (∆ · vh)dW¯Dh
∣∣∣∣]+ E¯ [∣∣∣∣∫ u0 (ι · vh)dW¯ pih
∣∣∣∣] .
∫ u
0 (∆ · vh)dW¯Dh is a P¯−normal random variable with mean µu = 0 and variance
σ2u =
∫ u
0
E¯[(∆ · vh)2]dh ≤ η(e(‖A‖+‖AT ‖)u + u+ 1). (2.4.23)
(2.4.13) (iv) implies the last inequality, where η is a positive constant. In view of Lemma
A.0.1 (IX) and (X),
E¯
[∣∣∣∣∫ u0 (∆ · vh)dW¯Dh
∣∣∣∣] ≤ σu
√
2
pi
≤ σ2u + 1 ≤ η(e(‖A‖+‖A
T ‖)u + u+ 1). (2.4.24)
Because of (2.4.23), the right side of (2.4.24) is a bound also for E¯
[∣∣∣∫ u0 (ι · vh)dW¯ pih ∣∣∣]
and for E¯ [
∫ u
0 ((∆ · vh)2 + (ι · vh)2) dh] , thus (2.4.21) follows.
We are ready to prove the admissibility of the candidate optimal policies.
Theorem 2.4.3 (Admissibility and utility). Define
yi∗ = e−rαixi0+δDDD20+δDpiD0pi0+δpipipi20+δDD0+δpipi0+δ0 ,
the processes (ci∗t , θi∗t )t≥0 as
ci∗t = rX i∗t −
δDD
αi
D2t −
δDpi
αi
Dtpit − δpipi
αi
pi2t −
δD
αi
Dt − δpi
αi
pit − δ0
αi
,
θi∗t =
MDDt +Mpipit +M0
αiM
,
and the process (X i∗t )t≥0 as
X i∗t = xi0 +
1
Mαi
{[
δDDM +
(
1− D(k + r)
)
MD
] ∫ t
0
D2udu+ (2.4.25)
+
[
δDpiM +
(
1− D(k + r)
)
Mpi +
(
D − pi(a+ r)
)
MD
] ∫ t
0
Dupiudu+
+
[
δpipiM +
(
D − pi(a+ r)
)
Mpi
] ∫ t
0
pi2udu+
+
[
δDM + (piap¯i − rC)MD +
(
1− D(k + r)
)
M0
] ∫ t
0
Dudu+
+
[
δpiM + (piap¯i − rC)Mpi +
(
D − pi(a+ r)
)
M0
] ∫ t
0
piudu+
+
[
δ0M + (piap¯i − rC)M0
]
t+
+ DσDMD
∫ t
0
DudW
D
u + DσDMpi
∫ t
0
piudW
D
u + DσDM0(WDt )+
+ piσpiMD
∫ t
0
DudW
pi
u + piσpiMpi
∫ t
0
piudW
pi
u + piσpiM0(W pit )
}
.
Under Assumption 2.1.1 there exists σ¯pi(D, pi, C) > 0 such that for every 0 ≤ σpi ≤
61
2.4. VERIFICATION
σ¯pi(D, pi, C), the following hold.
(A) (First order condition)
−αici∗t = log(yi∗) + (β − r)t+ log(Et); (2.4.26)
(B) (Budget equation) NtX i∗t +
∫ t
0 Nuc
i∗
u du is a P−martingale;
(C) (Saturation) for every s ≥ 0, limt→+∞E[NtX i∗t |Gs] = 0;
(D) (Admissibility) for every i ∈ {1, . . . , n}, (ci∗t , θi∗t )t≥0 is an admissible strategy with
wealth process (X i∗t )t≥0. The utility of the strategy is
E
[∫ +∞
0
e−βuU(ci∗u )du
∣∣∣∣G0] = − 1rαi e−rαixi0+δDDD20+δDpiD0pi0+δpipipi20+δDD0+δpipi0+δ0 .
Proof. Let σ¯pi(D, pi, C) be the minimum between the constants (with the same name)
in Theorem 2.4.1 and Lemma 2.4.3. We proceed in several steps.
Proof of (A): First order condition
The equality −αici∗0 = −rαixi0 + δDDD20 + δDpiD0pi0 + δpipipi20 + δDD0 + δpipi0 + δ0 holds.
Apply Itô’s formula to both sides of (2.4.26) and check that they are equal.
Proof of the equality EsE¯
[∫ t
s e
−ruci∗u du
∣∣∣Gs] = E [∫ ts e−ruEuci∗u du∣∣∣∣Gs]
Due to (2.4.26) and to the triangle inequality, there exists η > 0 such that
|ci∗u | ≤ η|−rαixi0 + δDDD20 + δDpiD0pi0 + δpipipi20 + δDD0 + δpipi0 + δ0|+ ηu+ η|log Eu|.
(2.4.27)
Applying the conditional expectation to both sides of (2.4.27), the properties of normal
random variables and (2.4.21) imply that
E¯[|ci∗u |] ≤ η
(
e(‖A‖+‖A
T ‖)t + t+ 1
)
.
Fubini’s Theorem [4, Theorem 1.1.7] yields to
∫ t
s
e−ruE¯
[
ci∗u
]
du = E¯
[∫ t
s
e−ru|ci∗u |du
]
< +∞
and by the conditional version of Fubini’s Theorem we get
EsE¯
[∫ t
s
e−ruci∗u du
∣∣∣Gs] = E [∫ t
s
e−ruEuci∗u du
∣∣∣∣Gs] . (2.4.28)
Proof of (B): NtX i∗t +
∫ t
0 Nuc
i∗
u is a martingale
Direct calculations show that (X i∗t )t≥0 is the wealth process of the strategy (ci∗t , θi∗t )t≥0
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and they satisfy equality (2.4.1), equivalent to the self-financing condition. The equa-
lities
DσD∆D + piσpiιD = −1 + D(k + r),
DσD∆pi + piσpiιpi = −D + pi(a+ r),
DσD∆0 + piσpiι0 = rC − ap¯ipi,
and (2.4.9) imply that
dX i∗t = (−ci∗t + rX i∗t )dt+ DσDθi∗t dW¯Dt + piσpiθi∗t dW¯ pit .
Applying Itô’s formula to the function f(t,X i∗t ) = e−rtX i∗t we get
e−rtX i∗t = e−rsX i∗s +
∫ t
s
−e−ruci∗u du+ DσD
∫ t
s
e−ruθi∗u dW¯
D
u + piσpi
∫ t
s
e−ruθi∗u dW¯
pi
u .
Multiply both sides by Et, add ∫ t0 Nuci∗u du, take the conditional expectation and use
Bayes’ formula to get
E
[
NtX
i∗
t +
∫ t
0
Nuc
i∗
u du
∣∣∣∣Gs] = NsX i∗s + ∫ s0 Nuci∗u du+ EsDσDE¯
[∫ t
s
e−ruθi∗u dW¯
D
u
∣∣∣∣Gs]+
+ EspiσpiE¯
[∫ t
s
e−ruθi∗u dW¯
pi
u
∣∣∣∣Gs]+ EsE¯ [∫ t
s
−e−ruci∗u du
∣∣∣∣Gs]+ E [∫ t
s
Nuc
i∗
u du
∣∣∣∣Gs] .
The Brownian terms are martingales because of Lemma 2.4.3 (c) and since (2.4.28)
holds, then
E
[
NtX
i∗
t +
∫ t
0
Nuc
i∗
u du
∣∣∣∣Gs] = ∫ s0 Nuci∗u du+NsX i∗s . (2.4.29)
Proof of (C): limt→+∞E[NtX i∗t |Gs] = 0
Because of (2.4.9) for the process X i∗t of (2.4.25), there exist η1, . . . , η12 ∈ R such that
NtX
i∗
t = e−rtEtX i∗s + η1e−rtEt
∫ t
s
D2udu+ η2e−rtEt
∫ t
s
Dupiudu+ η3e−rtEt
∫ t
s
pi2udu+
+ η4e−rtEt
∫ t
s
Dudu+ η5e−rtEt
∫ t
s
piudu+ η6e−rtEt(t− s)+
+ η7e−rtEt
∫ t
s
DudW¯
D
u + η8e−rtEt
∫ t
s
piudW¯
D
u + η9e−rtEt
∫ t
s
dW¯Du +
+ η10e−rtEt
∫ t
s
DudW¯
pi
u + η11e−rtEt
∫ t
s
piudW¯
pi
u + η12e−rtEt
∫ t
s
dW¯ piu .
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Taking the conditional expectation and using Bayes’ formula yields
E[NtX i∗t |Gs] = e−rtEsX i∗s + η1e−rtEsE¯
[∫ t
s
D2udu
∣∣∣∣Gs]+ η2e−rtEsE¯ [∫ t
s
Dupiudu
∣∣∣∣Gs]+
+η3e−rtEsE¯
[∫ t
s
pi2udu
∣∣∣∣Gs]+η4e−rtEsE¯ [∫ t
s
Dudu
∣∣∣∣Gs]+η5e−rtEsE¯ [∫ t
s
piudu
∣∣∣∣Gs]+η6e−rtEs(t−s)+
+ η7e−rtEsE¯
[∫ t
s
DudW¯
D
u
∣∣∣∣Gs]+ η8e−rtEsE¯ [∫ t
s
piudW¯
D
u
∣∣∣∣Gs]+ η9e−rtEsE¯ [∫ t
s
dW¯Du
∣∣∣∣Gs]+
+η10e−rtEsE¯
[∫ t
s
DudW¯
pi
u
∣∣∣∣Gs]+η11e−rtEsE¯ [∫ t
s
piudW¯
pi
u
∣∣∣∣Gs]+η12e−rtEsE¯ [∫ t
s
dW¯ piu
∣∣∣∣Gs] .
All the Brownian terms are P¯−martingales by virtue of Lemma 2.4.3 (c). Thanks to
Lemma 2.4.3 (d), limt→+∞E[NtX i∗t |Gs] = 0.
Proof of (D): Admissibility and utility
Property (i) of Definition 3.1.1 is clear and proving that (X i∗t )t≥0 is the wealth process of
the strategy (ci∗t , θi∗t )t≥0 is a direct calculation. Take limt→+∞ to both sides of (2.4.29)
and use (C) to prove (2.1.3) and thus the admissibility of the strategy (ci∗t , θi∗t )t≥0.
(2.4.26) implies
E
[∫ +∞
0
e−βuU i(ci∗u )du
∣∣∣∣G0] = − 1αiE
[∫ +∞
0
elog y
i∗−ru+log Eudu
∣∣∣∣G0] = − yi∗rαi .
Theorem 2.4.4 (Duality Theorem). Let (ct, θt)t≥0 be an admissible strategy and let
(Nt)t≥0 be the process of (2.1.5); then
lim
t→+∞E
[∫ t
0
e−βuU i(cu)du
∣∣∣∣G0] = E [∫ +∞0 e−βuU i(cu)du
∣∣∣∣G0] ,
lim
t→+∞E
[∫ t
0
e−βuU˜ i(yeβuNu)du
∣∣∣∣G0] = E [∫ +∞0 e−βuU˜ i(yeβuNu)du
∣∣∣∣G0] . (2.4.30)
Furthermore
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣G0] ≤ infy>0
{
E
[∫ +∞
0
e−βuU˜ i(yeβuNu)du
∣∣∣∣G0]+ xi0y} , (2.4.31)
where
U˜ i(y) =

y
αi
(log y − 1) y > 0
0 y = 0.
(2.4.32)
If there exist yi∗ > 0 and an admissible strategy (c∗t , θ∗t )t≥0 for which
E
[∫ +∞
0
e−βuU i(c∗u)du
∣∣∣∣G0] = E [∫ +∞0 e−βuU˜ i(yi∗eβuNu)du
∣∣∣∣G0]+ xi0yi∗, (2.4.33)
then (c∗t , θ∗t )t≥0 is optimal.
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Proof. Define the random variables
λm =
∫ m
0
e−βu−αicudu, λ =
∫ +∞
0
e−βu−αicudu,
on the probability space (Ω,G, (Gt)t≥0,P). Then λm ≥ 0 for everym ∈ N and (λm)m∈N is
an increasing sequence of random variables such that limm→+∞ λm = λ. The Conditional
Monotone Convergence Theorem yields to
lim
m→+∞E[λ
m|G0] = E[λ|G0],
which implies the first equality in (2.4.30). The function U˜ i defined in (2.4.32) has a
global minimum at y = 1; apply the Conditional Monotone Convergence Theorem to
the random variables
λm =
∫ m
0
e−βu
(
U˜ i(yeβuNu) +
1
αi
)
du, λ =
∫ +∞
0
e−βu
(
U˜ i(yeβuNu) +
1
αi
)
du,
to conclude the second equality in (2.4.30). For the proof of (2.4.31) apply (A.0.1) to
the random variables cu and Yu = yeβuNu; for every y > 0
U i(cu) ≤ U˜ i(yeβuNu) + cuyeβuNu.
Multiply both sides by e−βu, integrate in [0, t] and take conditional expectations; for
every y > 0
E
[∫ t
0
e−βuU i(cu)du
∣∣∣∣G0] ≤ E [∫ t0 e−βuU˜ i(yeβuNu)du
∣∣∣∣G0]+ yE [∫ t0 cuNudu
∣∣∣∣G0] .
Take lim supt→+∞ of both sides and use (2.4.30) and (2.1.3); for every y > 0
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣G0] ≤ E [∫ +∞0 e−βuU˜ i(yeβuNu)du
∣∣∣∣G0]+ xi0y.
Take infy>0 to obtain (2.4.31). If there exist yi∗ > 0 and an admissible strategy
(c∗t , θ∗t )t≥0 for which (2.4.33) holds, then
E
[∫ +∞
0
e−βuU i(c∗u)du
∣∣∣∣G0] ≤ infy>0
{
E
[∫ +∞
0
e−βuU˜ i(yeβuNu)du
∣∣∣∣G0]+ xi0y}
≤ E
[∫ +∞
0
e−βuU˜ i(yi∗eβuNu)du
∣∣∣∣G0]+ xi0yi∗ = E [∫ +∞0 e−βuU i(c∗u)du
∣∣∣∣G0] .
All the above are equalities therefore (c∗t , θ∗t )t≥0 is optimal.
Theorem 2.4.5 (Existence). Under Assumption 2.1.1 there exists σ¯pi(D, pi, C) > 0
such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C), the strategy (ci∗t , θi∗t )t≥0 in Theorem 2.4.3
is optimal for the i−th investor for every i ∈ {1, . . . , n}. The function V i of Theorem
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2.4.1 is the value function of the i−th investor.
Proof. Fix 0 ≤ s ≤ t and y > 0; thanks to the definition of U˜(·) in (2.4.32)
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yαi
{
(log y − 1)E
[∫ t
s
Nudu
∣∣∣∣Gs]+
+ βE
[∫ t
s
uNudu
∣∣∣∣Gs]+ E [∫ t
s
Nu logNudu
∣∣∣∣Gs] }.
The following integrability conditions hold:
∫ t
s
E [|Nu|] du =
∫ t
s
E [Nu] du =
∫ t
s
e−rudu = (e
−rs − e−rt)
r
< +∞,∫ t
s
E [|uNu|] du =
∫ t
s
uE [Nu] du =
∫ t
s
ue−rudu = e
−rs(1 + rs)− e−rt(1 + rt)
r2
< +∞.
The conditional version of Fubini’s Theorem [4, Theorem 1.1.8] applies and yields
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yαi
{
(log y − 1) Es
∫ t
s
e−rudu+
+ (β − r)Es
∫ t
s
ue−rudu+ E
[∫ t
s
e−ruEu log Eudu
∣∣∣∣Gs] }.
(2.4.21) implies that
∫ t
s
e−ruE¯ [| log Eu|] du ≤ η(t− s)
(
e(‖A‖+‖A‖1)t + t+ 1
)
< +∞.
Fubini’s Theorem and Bayes’ formula yield to
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yαi
{
(log y − 1) Es
∫ t
s
e−rudu+
+ (β − r)Es
∫ t
s
ue−rudu+ Es
∫ t
s
e−ruE¯ [log Eu|Gs] du
}
and computing the integrals we get
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yrαiEs
{
(log y − 1) (e−rs − e−rt)+
+ (β − r)e
−rs(1 + rs)− e−rt(1 + rt)
r
+ r
∫ t
s
e−ruE¯ [log Eu|Gs] du
}
.
By virtue of (2.4.20) and Lemma 2.4.3 (c),
E¯ [log Eu|Gs] = log Es + 12E¯
[ ∫ u
s
(
(∆ · vu)2 + (ι · vu)2
)
du
∣∣∣∣Gs].
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Defining Yt =
∫ t
s [(∆ · vu)2 + (ι · vu)2] du it follows that
r
∫ t
s
e−ruE¯ [log Eu|Gs] du = r log Es
∫ t
s
e−rudu+ r2
∫ t
s
e−ruE¯[Yu|Gs]du
and thanks to Lemma 2.4.3 (b) and to Fubini’s Theorem we get
r
∫ t
s
e−ruE¯ [log Eu|Gs] du = r log Es
∫ t
s
e−rudu+ r2E¯
[∫ t
s
e−ruYudu
∣∣∣∣Gs] .
As a consequence,
E
[∫ t
s
e−βuU˜(yeβuNu)du
∣∣∣∣Gs] = yrαiEs
{
(log y − 1) (e−rs − e−rt)+
+ (β − r)e
−rs(1 + rs)− e−rt(1 + rt)
r
+ r log Es
∫ t
s
e−rudu+ r2E¯
[∫ t
s
e−ruYudu
∣∣∣∣Gs] }.
(2.4.34)
Applying Itô’s formula to the function e−rtYt and taking the conditional expectation
yields
rE¯
[∫ t
s
e−ruYudu
∣∣∣∣Gs] = e−rsYs − e−rtE¯[ ∫ t
s
(
(∆ · vu)2 + (ι · vu)2
)
du
∣∣∣∣Gs]+
+ E¯
[ ∫ t
s
e−ru
(
(∆ · vu)2 + (ι · vu)2
)
du
∣∣∣∣Gs]. (2.4.35)
Plug (2.4.35) into (2.4.34), fix s = 0, take limt→+∞ of both sides and add xi0y to get
lim
t→+∞E
[∫ t
0
e−βuU˜(yeβuNu)du
∣∣∣∣G0]+ xi0y = yrαi
{
(log y − 1) + β − r
r
+
− 12 limt→+∞ e
−rtE¯
[∫ t
0
(
(∆ · vu)2 + (ι · vu)2
)
du
∣∣∣∣G0]+
+ 12 limt→+∞ E¯
[∫ t
0
e−ru
(
(∆ · vu)2 + (ι · vu)2
)
du
∣∣∣∣G0] }+ xi0y.
Choosing y = yi∗ = exp(−rαixi0 + δDDD20 + δDpiD0pi0 + δpipipi20 + δDD0 + δpipi0 + δ0) and
using Lemma 2.4.3 (d) it follows that
lim
t→+∞E
[∫ t
0
e−βuU˜(yeβuNu)du
∣∣∣∣G0]+xi0yi∗ = yi∗rαi
{
(−rαixi0+δDDD20+δDpiD0pi0+δpipipi20+
+ δDD0 + δpipi0 + δ0 − 1) + β − r
r
+
+ 12 limt→+∞ E¯
[ ∫ t
0
e−ru
(
(∆ · vu)2 + (ι · vu)2
)
du
∣∣∣∣G0]}+ xi0yi∗.
Lemma 2.4.3 (e) and (2.4.30) imply
E
[∫ +∞
0
e−βuU˜(yeβuNu)du
∣∣∣∣G0] = − yi∗rαi .
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The conclusion follows from Theorems 2.4.3 and 2.4.4.
Uniqueness of the optimal strategy
Lemma 2.4.4. Let i ∈ {1, . . . , n} and let (ct, θt)t≥0 be an optimal strategy for the i−th
agent, then for every s ≥ 0
lim sup
t→+∞
E
[∫ t
s
Nucudu
∣∣∣∣Gs] = NsXs. (2.4.36)
Proof. Suppose, for a contradiction, that there exist i ∈ {1, . . . , n}, s ≥ 0, S ∈ Gs with
P(S) > 0 and an optimal strategy such that
lim sup
t→+∞
E
[∫ t
s
N iucudu
∣∣∣∣Gs] < NsXs on S.
Let ηs be a Gs−adapted random variable and define the new strategy (c¯t, θt)t≥0 as
(c¯t)t≥0 = (ct)t≥0 + ηs1t≥s and its wealth process
X¯t = Xt1t<s + 1t≥s
{
Xs +
∫ t
s
[
− c¯u + rX¯u + θiu(piap¯i − rC) + θiuDu
(
1− D(k + r)
)
+
+ θiupiu
(
D − pi(a+ r)
)]
du+ DσD
∫ t
s
θiudW
D
u + piσpi
∫ t
s
θiudW
pi
u
}
.
If lim supt→+∞E
[∫ t
s Nucudu|Gs
]
= −∞ the claim follows because ηs = 1 makes (c¯t)t≥0
a better strategy, still admissible. Otherwise, if lim supt→+∞E
[∫ t
s Nucudu|Gs
]
> −∞,
define  = XsNs−lim supt→+∞E
[∫ t
s Nucudu
∣∣∣∣Gs] > 0. Choose ηs = r(Es)−1ers to obtain
a better strategy, which is still admissible because
XsNs − lim sup
t→+∞
E
[∫ t
s
Nu(cu + ηs)du
∣∣∣∣Gs] = − ηsEsr e−rs = 0.
Theorem 2.4.6 (Uniqueness). Under Assumption 2.1.1 there exists σ¯pi(D, pi, C) > 0
such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C), the strategy (ci∗t , θi∗t )t≥0 in Theorem 2.4.3 is
the unique optimal strategy for the i−th investor for all i ∈ {1, . . . , n}.
Proof. Claim: The consumption process is unique.
Suppose there exist optimal strategies for the i−th investor (cAt , θAt )t≥0 and (cBt , θBt )t≥0
and suppose, for a contradiction, that there exists S ∈ B ⊗ F i such that (λ|[0,+∞[ ⊗
P)(S) > 0 and cAt 1S 6= cBt 1S. The wealth process of the strategy 12(cAt + cBt , θAt + θBt )t≥0
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is the process 12(X
A
t +XBt )t≥0, with dynamics
1
2d(X
A
t +XBt ) =
1
2
[
− cAt − cBt + r(XAt +XBt ) + (θAt + θBt )(piap¯i − rC)+
+ (θAt + θBt )Dt
(
1− D(k + r)
)
+ (θAt + θBt )pit
(
D − pi(a+ r)
)]
dt+
+ 12(θ
A
t + θBt )DσDdWDt +
1
2(θ
A
t + θBt )piσpidW pit .
The new strategy has initial wealth xi0 and is admissible because (cAt , θAt )t≥0 and (cBt , θBt )t≥0
are. Since the utility function is strictly concave, cAt 6= cBt on S implies
U
(
cAt + cBt
2
)
>
1
2U(c
A
t ) +
1
2U(c
B
t ) on S.
Define H :=
{
w ∈ Ω : λ|[0,+∞[ ({t ≥ 0 : (t, w) ∈ S})
}
∈ G, then P(H) > 0,
∫ +∞
0
e−βtU
(
cAt + cBt
2
)
dt ≥ 12
∫ +∞
0
e−βt[U(cAt ) + U(cBt )]dt a.s.
and
∫ +∞
0
e−βtU
(
cAt + cBt
2
)
dt >
1
2
∫ +∞
0
e−βt[U(cAt ) + U(cBt )]dt on H.
By Lemma A.0.2 (II) it follows that
E
[∫ +∞
0
e−βt
(
cAt + cBt
2
)
dt
∣∣∣∣G0
]
> E
[∫ +∞
0
e−βtU(ci∗t )dt
∣∣∣∣G0]
on a positive probability set, thus contradicting the optimality of the consumption
processes (cAt )t≥0 and (cBt )t≥0.
Claim: Investment and wealth processes are unique.
Thanks to (2.4.36), it follows that
X i∗s = (Ns)−1 lim sup
t→+∞
E
[∫ t
s
Nuc
i∗
u du
∣∣∣∣Gs] ,
which proves the uniqueness of the optimal wealth process. From (2.4.1) it follows that
dX i∗t +ci∗t dt−rX i∗t dt = θit
[
(piap¯i − rC) +Dt
(
1− D(k + r)
)
+ pit
(
D − pi(a+ r)
)]
dt+
+ DσDθitdWDt + piσpiθitdW pit .
If there exist two strategies with wealth process (X i∗t )t≥0 and consumption (ci∗t )t≥0, then
drifts and volatilities must be the same. This implies the uniqueness of the optimal
investment strategy.
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2.4.1 Market clearing and proof of Theorem 2.2.1
The economy has one risky asset, i.e. for every t ≥ 0
n∑
i=1
θi∗t =
n∑
i=1
MDDt +Mpipit +M0
Mαi
= 1, (2.4.37)
where MD,Mpi,M0 are given in Definition 2.4.1.
Proof of Theorem 2.2.1. The market clearing condition (2.4.37) implies MD = 0,Mpi =
0 and M0 = Mα¯, where α¯ =
(∑n
i=1
1
αi
)−1
. From MD = 0 and Mpi = 0 it follows that
D = − a+ r − 2δpipiσ
2
pi
δDpiσ2pi(1 + σ2DδDpi)− (k + r − 2δDDσ2D)(a+ r − 2δpipiσ2pi)
,
pi = − 1 + δDpiσ
2
D
−(a+ r)(k + r − 2δDDσ2D) + σ2pi(δDpi + 2(k + r)δpipi + σ2D(δ2Dpi − 4δDDδpipi))
.
(2.4.38)
Because of Theorem 2.4.1, δDD, δpipi, δDpi, δD, δpi, δ0 are the solution of the system
f1 = f2 = f3 = f4 = f5 = f6 = 0 (2.4.39)
where f1, . . . , f6 are given in Lemma C.0.1. Plugging D and pi of (2.4.38) into the
first 5 equation of (2.4.39) we get 4 solutions which may satisfy the market clearing
condition:

D
pi
δDD
δDpi
δpipi
δD
δpi

∈


1
k+r
1
(a+r)(k+r)
0
0
0
0
0
0

,

1
k+r
− 1
a(k+r)
∗
∗
2a+r
2σ2pi
∗
∗
∗

,

− (a−k)2(a+r)σ2D+(a−2k)σ2pi
k(a+r)((a−k)2σ2D+σ2pi)
∗
∗
∗
∗
∗
∗

,

−a(a+k+r)2σ2D+(a+2k+r)σ2pi
ak((a+k+r)2σ2D+σ2pi)
∗
∗
∗
∗
∗
∗


.
Neither of the last two solution is an equilibrium because limσpi→0 D(σpi) = − 1k < 0 and
so D /∈ B in a neighbourhood of σpi = 0, which contradicts Definition 2.1.4. Exclude
also the second solution because limσpi→0 δpipi(σpi) = +∞ 6= δ¯pipi contradicting Theorem
2.4.1. The only solution left is the first one which leads to the unique equilibrium.
The constant C∗ = ap¯i
r(a+r)(k+r) − α¯
(
σ2D
(k+r)2 +
σ2pi
(a+r)2(k+r)2
)
is the solution of the equation
M0 = Mα¯, while δ0 is the solution of f6 = 0.
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Chapter 3
Heterogeneous Information
3.1 Model and main definitions
The economy has one risky asset in unit supply, which pays a dividend stream (Dt)t≥0
described as
dDt = (pit − kDt)dt+ σDdWDt , (3.1.1)
where the state of the economy (pit)t≥0 is an Ornstein–Uhlenbeck process
dpit = a(p¯i − pit)dt+ σpidW pit . (3.1.2)
There is a continuously compounded risk-free asset (P 0t )t≥0 with rate of return r > 0,
at which investors can both lend and borrow. There are n ∈ N investors competing
for the risky asset: the i−th investor has constant absolute risk aversion αi ≥ 1 and
initial wealth xi0 ∈ R. The price (Pt)t≥0 of the risky asset is public information and each
investor observes the private signals (ξit)t≥0, which offers a noisy estimate of the state
of the economy, i.e.,
dξit = pitdt+ σidW it , ξi0 = 0, (3.1.3)
where W = (WDt ,W pit ,W 1t , . . . ,W nt )t≥0 is a (n+ 2)−dimensional Brownian motion and
(D0, pi0) is an independent normally distributed random vector with mean and covari-
ance
E
D0
pi0
 =
p¯i/k
p¯i
 , Var
D0
pi0
 =
σ2D2k + σ2pi(k−a)2 ( 12a + 12k − 2a+k) σ2pi2a(a+k)
σ2pi
2a(a+k)
σ2pi
2a
 .
The probability space is (Ω,G, (Gt)t≥0,P), where Gt is the augmented natural filtration of
D0, pi0, (Wu)0≤u≤t and G is the augmented sigma algebra generated by ⋃t≥0 Gt. Likewise
F it , which represent the information of the i−th investor at time t ≥ 0, is the augmented
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natural filtration of (Du, Pu, ξu)0≤u≤t1. The i−th investor’s estimate of the state of the
economy is (pˆiit)t≥0 = (E[pit|F it ])t≥0. All equalities and inequalities between random
variables are understood P−almost surely.
Definition 3.1.1 (Admissibile strategies). (ct, θt)t≥0 is an admissible (consumption-investment)
strategy for the i−th investor if:
(i) (ct)t≥0 and (θt)t≥0 are (F it )t≥0−progressively measurable processes;
(ii) for every s ≥ 0
lim sup
t→+∞
E
[∫ t
s
N iucudu
∣∣∣∣F is] ≤ N isXs, (3.1.4)
where (Xt)t≥0 is the self-financing wealth process
dXt = −ctdt+ θtDtdt+ r(Xt − θtPt)dt+ θtdPt, X0 = xi0, (3.1.5)
(N it )t≥0 is the process
N it = exp
(
− rt+
∫ t
0
(∆i · viu)dBiDu +
∫ t
0
(ιi · viu)dBiu +
∫ t
0
(ρi · viu)dBi⊥u +
− 12
∫ t
0
[
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
]
du
)
, (3.1.6)
(vit)t≥0 = (Dt, pˆiMt , pˆiit, 1)Tt≥0 and ∆i, ιi, ρi are given in Definition 3.4.1 below.
The set of admissible strategies for the i−th investor is U i.
Definition 3.1.2 (Optimality). A (consumption-investment) strategy (cit, θit)t≥0 is opti-
mal for the i−th investor if it is admissible and if
sup
(c,θ)∈U i
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣F i0] = E [∫ +∞0 e−βuU i(ciu)du
∣∣∣∣F i0] , (3.1.7)
where
U i(c) := −e
−αic
αi
, i ∈ {1, . . . , n}.
The time impatience parameter β > 0 is common to all agents. The consumption-
investment problem of each agent is well-posed if an optimal strategy exists, otherwise
the problem is ill-posed.
Remark 3.1.1. (D0, pi0) being a random variable with the distribution defined above is
fundamental for (Dt, pit)t≥0 to be a stationary process and thus for the stationary filter
of Lemma 3.4.1 to make sense. As a consequence the σ−algebra F i0 is different from
the trivial σ−algebra and a conditional expectation appears in (3.1.7).
1Note that all filtrations are augmented with the null sets of the sigma algebra G.
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Definition 3.1.3. (cit, θit)t≥0 is the unique optimal (consumption-investment) strategy for
the i−th investor if it is optimal for the i−th investor and if
(cit, θit)t≥0 = (c¯t, θ¯t)t≥0 λ|[0,+∞[ ⊗ P− a.s.
for every other optimal strategy (c¯t, θ¯t)t≥0.
Definition 3.1.4. Fix 1, . . . , n > 0. The (consensus) market estimate for the state of
the economy is
pˆiMt := E
pit∣∣∣∣
(
Du,
n∑
i=1
iξ
i
u
)
0≤u≤t
 .
Remark 3.1.2. As the definition of (pˆiMt )t≥0 is invariant with respect to a common scaling
factor of all 1, . . . , n, without loss of generality we suppose that
∑n
i=1 
2
iσ
2
i =
∑n
i=1 i.
Lemma 3.1.1. The (consensus) market estimate for the state of the economy (pˆiMt )t≥0
has dynamics
dpˆiMt =
[
a(p¯i − pˆiMt ) + oMkσ−2D Dt − oM
(
σ−2D +
n∑
i=1
i
)
pˆiMt
]
dt+ oM
(
σ−2D dDt +
n∑
i=1
idξ
i
t
)
,
pˆiM0 = p¯i,
(3.1.8)
where oM =
−a+
√
a2+σ2pi(σ−2D +
∑n
i=1 i)
σ−2D +
∑n
i=1 i
.
Proof. Apply Theorem D.0.1 (cf. [25, Theorem 10.3]), with the processes (Dt,
∑n
i=1 iξ
i
t)t≥0
as signals.
Definition 3.1.5. A linear equilibrium is an (n+ 4)−tuple (σpi, σpiD , σpipi , Cσpi , (Siσpi)1≤i≤n),
where σpi ≥ 0, σpiD ∈ B, σpipi ∈ R∗, Cσpi ∈ R and Siσpi = (cit, θit)t≥0 is an optimal strategy
for the i−th investor for every i ∈ {1, . . . , n} such that for every t ≥ 0
(i) the price of the risky asset is
Pt = Cσpi + σpiD Dt + σpipi pˆiMt ; (3.1.9)
(ii) the market clearing condition
n∑
i=1
θit = 1 (3.1.10)
holds.
In the light of Chapter 1, we focus for the whole chapter on the following
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Assumption 3.1.1. The parameters of the economy are a, k, σ1, . . . σn, σD > 0, σpi ≥ 0
and p¯i, C ∈ R. Furthermore assume
D ∈ B := (0, 2/r) \ {1/r}, pi 6= 0, a 6= k.
Definition 3.1.6. (Eσpi)0≤σpi≤σ¯pi = (σpi, σpiD , σpipi , Cσpi , (Siσpi)1≤i≤n)0≤σpi≤σ¯pi is a continuous
equilibrium if there exists σ¯pi > 0 such that (Eσpi)0≤σpi≤σ¯pi is a linear equilibrium for
every 0 ≤ σpi ≤ σ¯pi, and if
lim
σpi→0+
(σpiD , σpipi , Cσpi) = (0D, 0pi, C0) ∈ B× R∗ × R. (3.1.11)
Definition 3.1.7. The continuous equilibrium (EAσpi)0≤σpi≤σ¯piA is unique if EAσpi = EBσpi for
every 0 ≤ σpi ≤ min{σ¯piA, σ¯piB}, for every (EBσpi)0≤σpi≤σ¯piB continuous equilibrium.
Definition 3.1.8. We introduce the following constants,
i⊥ =
√∑
j 6=i
2jσ
2
j , α¯ =
(
n∑
i=1
1
αi
)−1
σi⊥ =
√∑
j 6=i 2jσ2j∑
j 6=i j
,
ν = σ−2D +
n∑
i=1
i, νi = σ−2D + σ−2i + σ−2i⊥ ,
oM =
−a+
√
a2 + σ2piν
ν
, oi =
−a+
√
a2 + σ2piνi
νi
.
3.2 Existence and uniqueness of the equilibrium
Theorem 3.2.1. Under Assumption 3.1.1 there exists a unique continuous equilibrium
(σpi, C∗, ∗D, ∗pi, (Si∗)1≤i≤n), for which the price is
Pt = C∗ + ∗DDt + ∗pipˆiMt , where pˆiMt = E
pit
∣∣∣∣∣∣
(
Du,
n∑
i=1
σ−2i ξ
i
u
)
0≤u≤t
 ,
∗D =
1
k + r , 
∗
pi =
1
(a+ r)(k + r) and
C∗ = ap¯i
r(a+ r)(k + r)−α¯
 σ2D
(k + r)2 +
σ2pi
(a+ r)2(k + r)2
1 + 2r
a+
√
a2 + σ2pi(σ−2D +
∑n
i=1 σ
−2
i )
 .
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The unique optimal consumption-investment strategy for the i−th agent is
ci∗t = rX i∗t +
β − r
rαi
+ rα¯
2
2αi
 σ2D
(k + r)2 +
σ2pi
(a+ r)2(k + r)2
1 + 2r
a+
√
a2 + σ2pi(σ−2D +
∑n
i=1 σ
−2
i )
 ,
(3.2.1)
θi∗t =
α¯
αi
. (3.2.2)
Preliminaries and outline of the proof
Remark 3.2.1. If (D, pi) = (0, 0) then (3.1.9) implies Pt = C for every t ≥ 0. If the
assets are two deterministic processes with different interest rates (0 for Pt and r > 0 for
P 0t ), then the model admits arbitrage, therefore the consumption-investment problem
of the agents is ill-posed and in particular no linear equilibrium exists.
Definition 3.2.1. A value function for the i−th investor is a function
V i : R4 → [−∞, 0[
(x¯, D¯, p¯iM , p¯ii)→ V i(x¯, D¯, p¯iM , p¯ii)
such that for every (x¯, D¯, p¯iM , p¯ii) ∈ R4
V i(x¯, D¯, p¯iM , p¯ii) = sup
(c,θ)∈U i
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣xi0 = x¯, D0 = D¯, pˆiM0 = p¯iM , pˆii0 = p¯ii] .
(3.2.3)
It follows from this definition that if there exists a value function V i(·) and a strategy
(ci∗t , θi∗t )t≥0 optimal for the i−th investor, then
V i(xi0, D0, pˆiM0 , pˆii0) = E
[∫ +∞
0
e−βsU i(ci∗s )ds
∣∣∣∣F i0] .
Definition 3.2.2. A stochastic discount factor (SDF) for the i−th agent is a positive,
continuous, (F it )t≥0−adapted process (Mt)t≥0 such that for every 0 ≤ s ≤ t
MsP
0
s = E[MtP 0t |F is] (3.2.4)
and
MsPs +
∫ s
0
MuDudu = E
[
MtPt +
∫ t
0
MuDudu
∣∣∣∣F is] . (3.2.5)
A stochastic discount factor is normalized if M0 = 1.
We find the (unique) equilibrium in the market in two steps: first we solve the
optimal consumption problem of the agents for a generic price with the form of (3.1.9);
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then we clear the market with condition (3.1.10) and we deduce that the price of the
unique continuous equilibrium has parameters
∗D =
1
k + r , 
∗
pi =
1
(a+ r)(k + r) and
C∗ = ap¯i
r(a+ r)(k + r)−α¯
 σ2D
(k + r)2 +
σ2pi
(a+ r)2(k + r)2
1 + 2r
a+
√
a2 + σ2pi(σ−2D +
∑n
i=1 σ
−2
i )
 .
• Section 3.3 formulates the Hamilton Jacobi Bellman (HJB) equation, which
leads to a guess of the value function and the optimal strategies.
• Section 3.4 formalizes the heuristics of the previous section proving existence
and uniqueness of the optimal portfolio for a generic price function for D ∈ B.
– Subsection 3.4.1 finds the unique linear equilibrium in the market through
the market clearing condition.
• Appendix D recalls some well known results that are used in this chapter.
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3.3 Heuristics
If the price of the risky asset is linear in D and pˆiM , standard results in filtering theory
[25, Theorem 10.3] imply that the dynamics of the state of the economy for the i−th
investor is
dpˆiit = a(p¯i − pˆiit)dt+ oi
(
σ−1D dB
iD
t + σ−1i dBit + σ−1i⊥ dBi⊥t
)
,
where (Bt)t≥0 = (BiDt , Bit, Bi⊥t )t≥0 is the P−Brownian motion defined in (3.4.1) below.
Guess a value function V i which depends on the dividend rate, on the opinions about
the state of the economy and on the wealth; because of the infinite time horizon we
guess that V i does not depend on the initial time t > 0, i.e.
V i(X it , Dt, pˆiMt , pˆiit) = sup
(ci,θi)
E
[∫ +∞
t
e−β(s−t)U i(cis)ds|F it
]
.
A similar procedure as in Subsection 1.3.1 (replacing Gt with F it ) leads to
0 = sup
(ci,θi)
{
− e
−αici
αi
− βV i + V ix
[
− ci + rx+ θi(piap¯i − rC) + θiD(1− D(k + r))+
+θipˆiM(−pi(a+r)−pioMν)+θipˆii(D+pioMν)
]
+V iD(pˆii−kD)+V ipˆiM (ap¯i−apˆiM+oMνpˆii−oMνpˆiM)+
+V ipˆii(ap¯i−apˆii)+
1
2(θ
i)2V ixx(ν2pio2M+2Dσ2D+2DpioM)+
1
2V
i
DDσ
2
D+
1
2V
i
pˆiM pˆiMo
2
Mν+
1
2V
i
pˆiipˆiio
2
i νi+
+ V ixDθi(Dσ2D + pioM) + V ixpˆiM θioM(D + pioMν) + V ixpˆiiθioi(D + pioMν) + V iDpˆiMoM+
V iDpˆiioi + V ipˆiM pˆiioMoiν
}
. (3.3.1)
Differentiating with respect to ci and θi, we find the candidate optimal consumption-
investment policy
ci∗ = log(V
i
x)
−αi ,
θi∗ = − 1
V ixx(ν2pio2M + 2Dσ2D + 2DpioM)
{
V ix
[
(piap¯i−rC)+D(1−D(k+r))+pˆiM(−pi(a+r)−pioMν)+
+ pˆii(D+pioMν)
]
+V ixD(Dσ2D+pioM)+V ixpˆiMoM(D+pioMν)+V ixpˆiioi(D+pioMν)
}
.
(3.3.2)
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The HJB equation for the i−th investor follows by substituting the candidate optimal
policies into (3.3.1)
0 = −V
i
x
αi
− βV i + V ix
[( log V ix
αi
+ rx
)
+ θi∗(piap¯i − rC) + θi∗D(1− D(k + r))+
+ θi∗pˆiM(−pi(a+ r)− pioMν) + θi∗pˆii(D + pioMν)
]
+ V iD(pˆii − kD) + V ipˆiM (ap¯i − apˆiM+
+oMνpˆii−oMνpˆiM)+V ipˆii(ap¯i−apˆii)+
1
2(θ
i∗)2V ixx(ν2pio2M +2Dσ2D+2DpioM)+
1
2V
i
DDσ
2
D+
+ V ipˆiM pˆiMo2Mν +
1
2V
i
pˆiipˆiio
2
i νi + V ixDθi∗(Dσ2D + pioM) + V ixpˆiM θi∗oM(D + pioMν)+
+ V ixpˆiiθi∗oi(D + pioMν) + V iDpˆiMoM + V iDpˆiioi + V ipˆiM pˆiioMoiν, (3.3.3)
Using the Ansatz
V i(x,D, pˆiM , pˆii) = − 1
rαi
exp
(
− rαix+ δiDDD2 + δiMM(pˆiM)2 + δii(pˆii)2+
+ δiDMDpˆiM + δDiDpˆii + δMipˆiM pˆii + δiDD + δiM pˆiM + δipˆii + δi0
)
,
where δiDD, δiMM , δii, δiDM , δDi, δMi, δiD, δiM , δi, δi0 are in Theorem 3.4.1, (3.3.2) leads to
the optimal consumption investment strategy
ci∗t = rX it −
δiDD
αi
D2t −
δiMM
αi
(pˆiMt )2 −
δii
αi
(pˆiit)2 −
δiDM
αi
Dtpˆi
M
t −
δDi
αi
Dtpˆi
i
t −
δMi
αi
pˆiMt pˆi
i
t+
− δ
i
D
αi
Dt − δ
i
M
αi
pˆiMt −
δi
αi
pˆiit −
δi0
αi
;
θi∗t =
M iDDt +M iM pˆiMt +Mipˆiit +M i0
Mαi
,
where M iD,M iM ,Mi,M i0 are in Definition 3.4.1.
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3.4 Verification
Theorem 3.2.1 identifies a unique continuous equilibrium in the market. The first step
of the proof is to solve the consumption-investment problem of the agents for a generic
price with form (3.1.9). We start by finding the agents’ views about the state of the
economy.
Lemma 3.4.1 (Filtering). Define
ξi⊥t =
1∑
j 6=i j
∑
j 6=i
jξ
j
t , pˆi
i
t = E[pit|F it ],
(Bt)t≥0 = (BiDt , Bit, Bi⊥t )t≥0 =WDt + ∫ t0 piu − pˆi
i
u
σD
du,W it +
∫ t
0
piu − pˆiiu
σi
du,
1
i⊥
∑
j 6=i
jσjW
j
t +
∫ t
0
piu − pˆiiu
σi⊥
du

t≥0
.
(3.4.1)
The following hold
(A) For every t ≥ 0
F it = σ{Du, pˆiMu , ξiu}0≤u≤t = σ
Du,∑
j 6=i
jξ
j
u, ξ
i
u

0≤u≤t
= σ
{
Du, ξ
i⊥
u , ξ
i
u
}
0≤u≤t .
(B) The i−th investor’s (stationary) filter for the state of the economy is
dpˆiit = a(p¯i − pˆiit)dt+ oi
(
σ−1D dB
iD
t + σ−1i dBit + σ−1i⊥ dBi⊥t
)
, pˆii0 = p¯i, (3.4.2)
where B = (BiDt , Bit, Bi⊥t )t≥0 is a P−Brownian motion.
(C) For every i ∈ {1, . . . , n} the processes (pˆiMt )t≥0 and (Dt)t≥0 follow the dynamics
dpˆiMt = [a(p¯i − pˆiMt ) + oMν(pˆiit − pˆiMt )]dt+ oM
(
σ−1D dB
iD
t + iσidBit + i⊥dBi⊥t
)
, pˆiM0 = p¯i,
(3.4.3)
dDt = (pˆiit − kDt)dt+ σDdBiDt .
Proof. Proof of (A)
Define Hit = σ{Du, pˆiMu , ξiu : 0 ≤ u ≤ t} and Lit = σ
{
Du,
∑
j 6=i jξju, ξ
i
u : 0 ≤ u ≤ t
}
.
Equation (3.1.9) implies (F it )t≥0 = (Hit)t≥0. Defining λ = (a+ oMν) and applying Itô’s
79
3.4. VERIFICATION
rule to eλtpˆiMt , eλtDt, and eλtξit, it follows that
pˆiMt = e−λ(t−s)pˆiMs +
ap¯i
λ
(
1− e−λ(t−s)
)
+ oMkσ−2D e−λt
∫ t
s
eλuDudu+ oMσ−2D e−λt
[
eλtDt+
−eλsDs−λ
∫ t
s
eλuDudu
]
+oMie−λt
[
eλtξit − eλsξis − λ
∫ t
s
eλuξiudu
]
+oMe−λt
[
eλt
∑
j 6=i
jξ
j
t+
− eλs∑
j 6=i
jξ
j
s − λ
∫ t
s
eλu
∑
j 6=i
jξ
j
udu
]
,
which implies Hit ⊆ Lit. In view of (3.1.8),
pˆiMt = pˆiM0 + ap¯it− (a+ oMν)
∫ t
0
pˆiMu du+ oMkσ−2D
∫ t
0
Dudu+ oMσ−2D Dt − oMσ−2D D0+
+ oMiξit − oMiξi0 + oM
∑
j 6=i
jξ
j
t
− oM
∑
j 6=i
jξ
j
0
 ,
which implies Lit ⊆ Hit and thus Lit = Hit. The last equality of (A) is true because ξi⊥t
is a multiple of the process ∑j 6=i jξjt .
Applying Theorem D.0.1 (cf. [25, Theorem 10.3]), with the process (Dt, ξit, ξi⊥t )t≥0 as
signal, (B) follows, while (C) is a direct consequence of the definition of (BiDt , Bit, Bi⊥t )t≥0.
The market estimate of the state of the economy expresses a weighted average of the
private information available. The following theorem shows that each agent considers
(pˆiMt )t≥0 their best approximation for (pit)t≥0 if and only if the weight of their private
signal in the process (pˆiMt )t≥0 is the inverse of the square of their signal’s noise, i.e.
i = σ−2i .
Lemma 3.4.2 (Properties of the filters). Let σpi > 0 and i ∈ {1, . . . , n}; the following
are equivalent
1. The (Gt)t≥0−measurable processes (pˆiMt )t≥0 and (pˆiit)t≥0 are indistinguishable;
2. i = σ−2i ;
3. νi = ν;
4. oi = oM ;
5. νioi = oMν;
If σpi = 0, then (pˆiMt )t≥0 = (pˆiit)t≥0 = (pit)t≥0 for every i ∈ {1, . . . , n}.
Proof. (3)⇐⇒ (4)
We defined
oM =
−a+
√
a2 + σ2piν
ν
, oi =
−a+
√
a2 + σ2piνi
νi
,
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in Definition 3.1.8 so (3) implies (4). For the reverse implication observe that the
derivative of the function f(x) = −a+
√
a2+σ2pix
x
is strictly negative for a, σpi, x > 0, then
such function is decreasing and thus injective.
(2)⇐⇒ (3)
Since ∑ni=1 i = ∑ni=1 2iσ2i , ν = νi if and only if ∑ni=1 i = σ−2i + ∑j 6=i j2
i⊥
. Multiplying
both sides by 2i⊥ > 0 and using the equality 2i⊥ =
∑n
i=1 i − 2iσ2i we get an algebraic
equation of second order whose unique solution is i = σ−2i .
(1) =⇒ (2)
Thanks to (3.1.8) it follows that
dpˆiMt = [ap¯i + oMνpit − (a+ oMν)pˆiMt ]dt+ oM
(
σ−1D dW
D
t +
n∑
i=1
iσidW
i
t
)
(3.4.4)
and (3.4.2) yields
dpˆiit =
{
ap¯i + oiνipit − [a+ oiνi] pˆiit
}
dt+ oi
σ−1D dWDt + σ−1i dW it +
(∑
j 6=i j
2i⊥
)∑
j 6=i
jσjdW
j
t
 .
(3.4.5)
For the terms in dWDt of (3.4.4) and (3.4.5) to match we need oi = oM which we proved
to be equivalent to i = σ−2i .
(2) =⇒ (1)
Comparing (3.4.4) and (3.4.5), it is suffices to show that hσh =
(∑
j 6=i j
2
i⊥
)
hσh for
every i ∈ {1, . . . , n} and h 6= i. This is equivalent to 1 =
∑n
i=1 i−σ
−2
i∑n
i=1 i−σ
−2
i
which is always
true. Observe that the denominator is always different from 0 under Assumption 3.1.1
because ∑ni=1 i − σ−2i = ∑j 6=i j > 0.
(1− 4) =⇒ (5)
Multiply the equalities (3) and (4).
(5) =⇒ (1− 4)
Since the derivative of the function f(ν) = −a +
√
a2 + σ2piν is strictly positive for
a, σpi, ν > 0, then f(ν) is increasing and thus injective. It follows that (5) implies
(4).
The dynamics (3.4.3) and direct calculations imply that the self-financing condition
(3.1.5) for an investor with consumption-investment strategy (cit, θit)t≥0 is equivalent to
dX it =
[
−cit+rX it+θit(piap¯i−rC)+θitDt (1− D(k + r))+θitpˆiMt (−pi(a+ r)− pioMν) +
+θitpˆiit (D + pioMν)
]
dt+θit(DσD + pioMσ−1D )dBiDt +θitoMpiiσidBit +θitoMpii⊥dBi⊥t .
(3.4.6)
81
3.4. VERIFICATION
The following theorem proves the existence of a solution of the HJB equation and thus
a candidate value function.
Theorem 3.4.1. Fix 0D ∈ B, 0pi 6= 0, C0 ∈ R, define
δi = (δiDD, δiMM , δii, δiDM , δDi, δMi, δiD, δiM , δi, δi0)
and let δ¯ be the function in Definition D.0.1. For every i ∈ {1, . . . , n}, there exist
(i) U(0D, 0pi, C0) ⊆ R4 × R10 open neighbourhood of
(
0, 0D, 0pi, C0, δ¯(0D, 0pi, C0)
)
;
(ii) W (0D, 0pi, C0) ⊆ R4 open neighbourhood of (0, 0D, 0pi, C0);
such that
(I) for every (σpi, D, pi, C) ∈ W (0D, 0pi, C0), there exists a unique δi such that
(σpi, D, pi, C, δi) ∈ U(0D, 0pi, C0) and the function
V i(x,D, pˆiM , pˆii) = − 1
rαi
exp
(
− rαix+ δiDDD2 + δiMM(pˆiM)2 + δii(pˆii)2+
+ δiDMDpˆiM + δDiDpˆii + δMipˆiM pˆii + δiDD + δiM pˆiM + δipˆii + δi0
)
(3.4.7)
solves the Hamilton Jacobi Bellman equation of the i−th investor
0 = −V
i
x
αi
− βV i + V ix
[( log V ix
αi
+ rx
)
+ θi∗(piap¯i − rC) + θi∗D(1− D(k + r))+
+θi∗pˆiM(−pi(a+r)−pioMν)+θi∗pˆii(D+pioMν)
]
+V iD(pˆii−kD)+V ipˆiM (ap¯i−apˆiM+
+oMνpˆii−oMνpˆiM)+V ipˆii(ap¯i−apˆii)+
1
2(θ
i∗)2V ixx(ν2pio2M+2Dσ2D+2DpioM)+
1
2V
i
DDσ
2
D+
+ V ipˆiM pˆiMo2Mν +
1
2V
i
pˆiipˆiio
2
i νi + V ixDθi∗(Dσ2D + pioM) + V ixpˆiM θi∗oM(D + pioMν)+
+ V ixpˆiiθi∗oi(D + pioMν) + V iDpˆiMoM + V iDpˆiioi + V ipˆiM pˆiioMoiν, (3.4.8)
where
θi∗ = − 1
V ixx(ν2pio2M + 2Dσ2D + 2DpioM)
{
V ix
[
(piap¯i − rC) +D(1− D(k + r))+
+pˆiM(−pi(a+r)−pioMν)+pˆii(D+pioMν)
]
+V ixD(Dσ2D+pioM)+V ixpˆiMoM(D+pioMν)+
+ V ixpˆiioi(D + pioMν)
}
.
(II) If this δi is defined to be gi(σpi, D, pi, C), then gi ∈ C 1(W,U) and gi(0, 0D, 0pi, C0) =
δ¯(0D, 0pi, C0).
Proof. Inserting (3.4.7) into (3.4.8) makes the HJB equation an algebraic equation of
second order. For every i ∈ {1, . . . , n}, the function V i(·) solves the HJB equation if
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and only if
f i(σpi, δiDD, δiMM , δii, δiDM , δDi, δMi, δiD, δiM , δi, δi0) = 0,
where f i is defined in (D.0.2). Lemma D.0.1 concludes the proof.
The following are technical results for the solution of the consumption-investment
problem.
Lemma 3.4.3. For every η0, η1, η2, η3 ∈ R, there exist constants µ¯, σ¯ > 0 independent
by t such that, for every t ≥ 0,
|E[η3Dt + η2pˆiMt + η1pˆiit + η0]| ≤ µ¯, Var[η3Dt + η2pˆiMt + η1pˆiit + η0] ≤ σ¯2.
Proof. In view of the Cauchy-Swartz inequality, it is enough to prove that the mean
and the variance of the processes (Dt)t≥0, (pˆiMt )t≥0, (pˆiit)t≥0 are bounded from above and
from below. Apply Itô’s formula to eatpˆiit, ektDt and to ektpˆiit to get
pˆiit = e−a(t−s)pˆiis + p¯i(1− e−a(t−s)) + oiσ−1D e−at
∫ t
s
eaudBiDu +
+ oiσ−1i e−at
∫ t
s
eaudBiu + oiσ−1i⊥ e−at
∫ t
s
eaudBi⊥u
and
Dt = Dse−k(t−s) +
e−a(t−s) − e−k(t−s)
k − a pˆi
i
s +
p¯i
k − a
[(
1− e−a(t−s)
)
− a
k
(
1− e−k(t−s)
)]
+
+ 1
k − a
∫ t
s
[
oiσ
−1
D e
−a(t−u) − oiσ−1D e−k(t−u) + (k − a)σDe−k(t−u)
]
dBiDu +
+ oiσ
−1
i
k − a
∫ t
s
[
e−a(t−u) − e−k(t−u)
]
dBiu +
oiσ
−1
i⊥
k − a
∫ t
s
[
e−a(t−u) − e−k(t−u)
]
dBi⊥u .
Defining λ = a+ oMν and using the product rule on eλtpˆiMt it follows that
pˆiMt = e−λ(t−s)pˆiMs +
(
e−a(t−s) − e−λ(t−s)
)
pˆiis + p¯i
(
1− e−a(t−s)
)
+
∫ t
s
[
oMσ
−1
D e
−λ(t−u)+
+oiσ−1D
(
e−a(t−u) − e−λ(t−u)
) ]
dBiDu +
∫ t
s
[
oMiσie
−λ(t−u) + oiσ−1i
(
e−a(t−u) − e−λ(t−u)
)]
dBiu+
+
∫ t
s
[
oMi⊥e−λ(t−u) + oiσ−1i⊥
(
e−a(t−u) − e−λ(t−u)
)]
dBi⊥u .
Mean and variance are a direct calculations and are uniformly bounded because all the
exponential functions in the processes above have negative exponent.
The value of the constants ∆i, ιi, ρi will be set later in Definition 3.4.1
Lemma 3.4.4. Define (vit)t≥0 = (Dt, pˆiMt , pˆiit, 1)Tt≥0 and fix
∆i = (∆iD,∆iM ,∆i,∆i0)T ∈ R4, ιi = (ιi, ιiM , ιi, ιi0)T ∈ R4, ρi = (ρiD, ρiM , ρi, ρi0)T ∈ R4.
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The process
Ht := exp
( ∫ t
0
∆i · viudBiDu + ιi · viudBiu + ρi · viudBi⊥u +
− 12
∫ t
0
[
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
]
du
)
is a P−martingale.
Proof. Define Yt = ∆i · vit, Zt = ιi · vit, Kt = ρi · vit and recall Novikov’s condition [22,
Corollary 5.13 and 5.14], which ensures that Ht is a martingale:
(A) P
[∫ t
0 Y
2
u du < +∞
]
= P
[∫ t
0 Z
2
udu < +∞
]
= P
[∫ t
0 K
2
udu < +∞
]
= 1;
(B) there exists a sequence (tm)m∈N ⊂ R increasing to +∞, such that, for every m ∈ N,
E
[
exp
(∫ tm
tm−1
1
2(Y
2
u + Z2u +K2u)du
)]
< +∞.
The processes (Yt)t≥0, (Zt)t≥0 and (Kt)t≥0 are P−a.s. continuous, hence (A) is true. By
Jensen’s inequality [28, Theorem 1.8.1 ], for every t,  ≥ 0,
exp
(∫ t+
t
1
2(Y
2
u + Z2u +K2u)du
)
≤ 1

∫ t+
t
exp
(

2(Y
2
u + Z2u +K2u)
)
du.
In addition, by Fubini’s Theorem
E
[1

∫ t+
t
exp
(

2(Y
2
u + Z2u +K2u)
)
du
]
= 1

∫ t+
t
E
[
exp
(

2(Y
2
u + Z2u +K2u)
)]
du.
Young’s inequality [24, Lemma 7.15 ] yields
E
[
exp
(∫ t+
t
1
2(Y
2
u + Z2u +K2u)du
)]
≤ 1

∫ t+
t
E
[
exp
(
2Y 2u
)]
du+
+ 1

∫ t+
t
E
[
exp
(
2Z2u
)]
du+ 1

∫ t+
t
E
[
exp
(
2K2u
)]
du. (3.4.9)
Suppose (∆iD,∆iM ,∆i) 6= (0, 0, 0) and define µu = E[Yu] and σ2u = Var[Yu]. In view of
Lemma 3.4.3, there exist constants µ¯ and σ¯2 such that for every 0 ≤ u ≤ t
|µu| ≤ µ¯, σ2u ≤ σ¯2, (3.4.10)
for every u ≥ 0. For every u ≥ 0, Yu is a normally distributed random variable, and in
particular
E
[
exp
(
2Y 2u
)]
=
exp
(
2µ2u
1−4σ2u
)
√
1− 4σ2u
, if 4σ2u ≤ 1.
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Since σ2u ≤ σ¯2, then any  < 14 σ¯−2 satisfies 4σ2u < 1 because
4σ2u ≤ 4σ¯2 < 1. (3.4.11)
Fix  < 14 σ¯
−2; if we prove that E
[
exp
(
Y 2u
)]
is a continuous function, uniformly
bounded in t on the interval [t, t + ], for the  chosen above, then its integral is finite
and it is enough to define the sequence tm := m. Equation (3.4.11) implies 1− 4σ2u ≥
1− 4σ¯2, and both terms are between 0 and 1 because of the choice of . Thus, defining
κ = 11−4σ¯2 , it follows that
1
1− 4σ2u
≤ κ and 1√
1− 4σ2u
≤ κ.
As a consequence
E
[
exp
(
2Y 2u
)]
≤ κ exp
(
2κµ¯2
)
< +∞.
E
[
exp
(
2Y 2u
)]
is a continuous and bounded function on the interval [t, t + ] and so
for every  > 0 and every t ≥ 0
E
[1

∫ t+
t
exp
(
2Y 2u
)
du
]
= 1

∫ t+
t
E
[
exp
(
2Y 2u
)]
du < +∞.
The same reasoning shows also that
E
[1

∫ t+
t
exp
(
2Z2u
)
du
]
, E
[1

∫ t+
t
exp
(
2K2u
)
du
]
< +∞
and (B) follows from (3.4.9).
Definition 3.4.1. We introduce the following constants,
AMD = oMσ−1D ∆iD + oMiσiιiD + oMi⊥ρiD, ADD = σD∆iD − k,
AMM = oMσ−1D ∆iM + oMiσiιiM + oMi⊥ρiM − a− oMν, ADM = σD∆iM ,
AMi = oMσ−1D ∆i + oMiσiιi + oMi⊥ρi + oMν, ADi = σD∆i + 1,
bM = oMσ−1D ∆i0 + oMiσiιi0 + oMi⊥ρi0 + ap¯i, bD = σD∆i0,
AiD = oiσ−1D ∆iD + oiσ−1i ιiD + oiσ−1i⊥ ρiD,
AiM = oiσ−1D ∆iM + oiσ−1i ιiM + oiσ−1i⊥ ρiM ,
Aii = oiσ−1D ∆i + oiσ−1i ιi + oiσ−1i⊥ ρi − a,
bi = oiσ−1D ∆i0 + oiσ−1i ιi0 + oiσ−1i⊥ ρi0 + ap¯i,
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where
∆i =

∆iD
∆iM
∆ii
∆i0
 = oi

δDi
δMi
2δii
δi
σ
−1
D +
oM
M

MδiDM −M iDrpi
2MδiMM −M iMrpi
MδMi −Mirpi
MδiM −M i0rpi
σ
−1
D +
1
M

2δiDDM −M iDrD
MδiDM −M iMrD
MδDi −MirD
MδiD −M i0rD
σD,
ιi =

ιiD
ιiM
ιi
ιi0
 = oi

δDi
δMi
2δii
δi
σ
−1
i +
oM
M

MδiDM −M iDrpi
2MδiMM −M iMrpi
MδMi −Mirpi
MδiM −M i0rpi
 iσi,
ρi =

ρiD
ρM
ρi
ρ0
 = oi

δDi
δMi
2δii
δi
σ
−1
i⊥ +
oM
M

MδiDM −M iDrpi
2MδiMM −M iMrpi
MδMi −Mirpi
MδiM −M i0rpi
 i⊥,
and
M = r
[
D(Dσ2D + pioM) + pioM(D + pioMν)
]
,
M iD = 1− D(k + r) + 2δiDD(Dσ2D + pioM) + (δDioi + δiDMoM)(D + pioMν),
M iM = −pi(a+ r + oMν) + δiDM(Dσ2D + pioM) + (oiδMi + 2oMδiMM)(D + pioMν),
Mi = δDi(Dσ2D + pioM) + (oMδMi + 2oiδii + 1)(D + pioMν),
M i0 = (ap¯ipi − rC) + δiD(Dσ2D + pioM) + (δiMoM + δioi)(D + pioMν).
The constants δiDD, δiMM , δii, δiDM , δDi, δMi, δiD, δiM , δi, δi0 are those of Theorem 3.4.1 and
the process (vit)t≥0 = (Dt, pˆiMt , pˆiit, 1)Tt≥0.
Corollary 3.4.1. The process (E it )t≥0 = (ertN it )t≥0, in (3.1.6), is a P−martingale.
As (E it )t≥0 is a P−martingale, Girsanov’s Theorem [22, Theorem 5.1 ] holds. In
particular, (E it )t≥0 defines a probability measure P¯i := P¯(∆i,ιi,ρi), such that E i = dP¯i/dPi.
We denote by E¯i[·] and V¯ari[·] the conditional expectation and variance under the
measure P¯i. Any equality or inequality between random variables is understood P and
P¯i−almost surely. The process
(B¯iDt , B¯it, B¯i⊥t )t≥0 =
(
BiDt −
∫ t
0
∆i · vudu,Bit −
∫ t
0
ιi · vudu,Bi⊥t −
∫ t
0
ρi · vudu
)
t≥0
(3.4.12)
is a P¯i−Brownian motion and furthermore Bayes’ formula [22, Lemma 5.3 ] applies:
for every F it−measurable random variable X satisfying E¯i[|X|] < +∞ and for every
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0 ≤ s ≤ t
E¯i[X|F is] =
1
E is
E[XE it |F is].
The next lemma describes the processes (Dt)t≥0, (pˆiMt )t≥0, and (pˆiit)t≥0 under the new
measure P¯i.
Lemma 3.4.5 (Joint dynamics). Suppose that Assumption 3.1.1 holds. Then there exists
σ¯pi(D, pi, C) > 0 such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C), all the following hold. The
process χt := (Dt, pˆiMt , pˆiit)t≥0 satisfies the stochastic differential equation
dχt = (b+ Aχt)dt+ ΣdB¯t; (3.4.13)
where
A =

ADD ADM ADi
AMD AMM AMi
AiD AiM Aii
 , b =

bD
bM
bi
 , Σ =

σD 0 0
oMσ
−1
D oMiσi oMi⊥
oiσ
−1
D oiσ
−1
i oiσ
−1
i⊥
 , B¯t =

B¯iDt
B¯it
B¯i⊥t
 ,
and the entries of matrix A and of the vector b are described in Definition 3.4.1. The
matrix A is invertible, and the unique solution of (3.4.13) is
χt = eA(t−s)χs + A−1(eA(t−s) − I3)b+ eAt
∫ t
s
e−AuΣdB¯u. (3.4.14)
For every 0 ≤ s ≤ t, there exists an F is−measurable random variable ηs ≥ 0 and a
positive constant η such that
‖E¯i
[
χt|F is
]
‖ ≤ ηse‖A‖t + η, (i) (3.4.15)
‖V¯ari
[
χt|F is
]
‖ ≤ ηe(‖A‖+‖AT ‖)t, (ii)
‖E¯i[χt|F is]⊗ E¯i[χt|F is]‖ ≤ ηse(‖A‖+‖A
T ‖)t + η, (iii)
‖E¯i
[
χt ⊗ χt|F is
]
‖ ≤ ηse(‖A‖+‖AT ‖)t + η. (iv)
‖E¯i [χt]‖ ≤ ηe‖A‖t + η, (i) (3.4.16)
‖V¯ari [χt]‖ ≤ ηe(‖A‖+‖AT ‖)t + η, (ii)
‖E¯i[χt]⊗ E¯it [χt]‖ ≤ ηe(‖A‖+‖A
T ‖)t + η, (iii)
‖E¯i [χt ⊗ χt]‖ ≤ ηe(‖A‖+‖AT ‖)t + η, (iv)
E¯i [‖χt‖] < +∞. (v)
For every s ≥ 0 and for every η0, . . . , η11 ∈ R
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(a)
E
[
N it (C + DDt + pipˆiMt ) +
∫ t
s
N iuDudu
∣∣∣∣F is] =
N isE¯
i
[
e−r(t−s)(C + DDt + pipˆiMt ) +
∫ t
s
e−r(u−s)Dudu
∣∣∣∣F is] ; (3.4.17)
(b)
−∞ < E¯i
[ ∫ t
s
η9D
2
u + η8(pˆiMu )2 + η7(pˆiiu)2 + η6DupˆiMu + η5Dupˆiiu+
+ η4pˆiMu piu + η3Du + η2pˆiMu + η1pˆiiu + η0du
]
< +∞;
(c)
∫ t
s
(η11Du + η10pˆiMu + η9pˆiiu + η8)dB¯iDu +
∫ t
s
(η7Du + η6pˆiMu + η5pˆiiu + η4)dB¯iu+
+
∫ t
s
(η3Du + η2pˆiMu + η1pˆiiu + η0)dB¯i⊥u is P¯i−martingale;
(d) for every s ≥ 0
lim
t→+∞ e
−rtE¯i
[
χt
∣∣∣∣F is] = limt→+∞ e−rtE¯i
[
χt ⊗ χt
∣∣∣∣F is] =
= lim
t→+∞ e
−rtE¯i
[∫ t
s
χudu
∣∣∣∣F is] = limt→+∞ e−rtE¯i
[∫ t
s
χu ⊗ χudu
∣∣∣∣F is] = 0;
(e) for every s ≥ 0
1
2 limt→+∞ E¯
i
[ ∫ t
s
e−r(u−s)
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du
∣∣∣∣F is]
= −δiDDD2s − δiMM(pˆiMs )2 − δii(pˆiis)2 − δiDMDspˆiMs − δDiDspˆiis − δMipˆiMs pˆiis+
− δiDDs − δiM pˆiMs − δipˆiis − δi0 −
β − r
r
.
Remark 3.4.1. All the above are local results for σpi in a right neighbourhood of 0.
Proof. (3.4.13) is a direct consequence of (3.4.2), (3.4.3) and (3.4.12). For σpi = 0, the
matrix A becomes 
r − 1
D
(a+r)pi
D
0
0 −a 0
0 0 −a
 ,
whose determinant is a2(−1+rD)
D
6= 0. Due to the continuity of the determinant, there
exists σ¯pi(D, pi, C) > 0 such that for all 0 ≤ σpi ≤ σ¯pi(D, pi, C), A is invertible. Because
A is invertible, the unique solution of (3.4.13) is (3.4.14). Equation (3.4.14), Lemma
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A.0.1 and the triangle inequality imply that ‖E¯i [χu|Gs]‖ ≤ ηse‖A‖t+η, ‖V¯ari [χu|Gs]‖ ≤
ηe(‖A‖+‖A
T ‖)t and that ‖E¯i[χu|Gs] ⊗ E¯i[χu|Gs]‖ ≤ ηse(‖A‖+‖AT ‖)t + η. The definition of
the conditional variance yields ‖E¯i [χu ⊗ χu|Gs]‖ ≤ ηse(‖A‖+‖AT ‖)t+η. The unconditional
inequalities follow similarly.
(a) is true thanks to (3.4.16) (v) and to Fubini’s Theorem. Likewise, Fubini’s Theorem
and (3.4.16), yields to equation (b) and hence (c).
Proof of (d)
We proceed in several steps.
Claim: There exists σ¯pi(D, pi, C) > 0 such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C) and
for every s ≥ 0,
lim
t→+∞ e
−rteA(t−s) = 0
If D 6= 1a+r and σpi = 0, then
A =

r − 1
D
pi(a+r)
D
0
0 −a 0
0 0 −a

is diagonalizable with two different eigenvalues −a and r − 1
D
. If A is diagonalizable
in a right neighbourhood of σpi = 0, thanks to the continuity of the eigenvalues [2,
Remark 3.4] and Lemma A.0.4, there exists σ¯pi(D, pi, C) > 0 such that for every 0 ≤
σpi ≤ σ¯pi(D, pi, C)
e−rteA(t−s) = e−rtH

eλ1(t−s) 0 0
0 eλ2(t−s) 0
0 0 eλ3(t−s)
H−1, (3.4.18)
with
max(Re{λ1, λ2, λ3, 2λ1, 2λ2, 2λ3, λ1 + λ2, λ1 + λ3, λ2 + λ3}) < r. (3.4.19)
The real parts of all exponentials on every entry are negative, therefore
lim
t→+∞ e
−rteA(t−s) = 0. (3.4.20)
Even if A is not diagonalizable in a right neighbourhood of σpi = 0, Lemma A.0.4
implies that there exists σ¯pi(D, pi, C) > 0 such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C)
(3.4.19) and (3.4.20) hold. If D = 1a+r and σpi = 0, then the only eigenvalue of A is
−a. Lemma A.0.4 implies implies that there exists σ¯pi(D, pi, C) > 0 such that for every
0 ≤ σpi ≤ σ¯pi(D, pi, C) (3.4.19) and (3.4.20) hold.
Claim: limt→+∞ e−rtE¯i
[∫ t
s χudu
∣∣∣∣F is] = 0⇐⇒ limt→+∞ e−rtE¯i [χt|F is] = 0
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Writing the explicit dynamics for (3.4.13), reordering and multiplying by e−rt yields
e−rtE¯it
[∫ t
s
χudu
∣∣∣∣F is] = A−1e−rtE¯it [χt|F is]− e−rtA−1χs − e−rtA−1b(t− s).
Taking limt→+∞ of both sides, we get
lim
t→+∞ e
−rtE¯it
[∫ t
s
χudu
∣∣∣∣F is] = 0 if and only if limt→+∞ e−rtE¯it [χt|F is] = 0.
Claim: lim
t→+∞ e
−rtE¯i
[
χt|F is
]
= 0
Apply the conditional expectation to (3.4.14) and multiply by e−rt to get
e−rtE¯it
[
χt|F is
]
= e−rteA(t−s)χs + A−1(e−rteA(t−s) − I2e−rt)b.
From (3.4.20) it follows that limt→+∞ e−rtE¯it [χt|F is] = 0.
Claim: lim
t→+∞ e
−rtE¯i
[∫ t
s
χu ⊗ χu
∣∣∣∣Gs] du = 0
Integrating the definition of the conditional variance [5, Definition 11.23], and multi-
plying both sides by e−rt,
e−rt
∫ t
s
E¯i
[
χu ⊗ χu|F is
]
du = e−rt
∫ t
s
V¯arit[χu|F is]du+ e−rt
∫ t
s
E¯i[χu|F is]⊗ E¯i[χu|F is]du.
(3.4.21)
By dint of (3.4.14) we get
V¯ari[χt|F is] =
∫ t
s
eA(t−u)ΣΣT
(
eA(t−u)
)T
du. (3.4.22)
A is triangularizable in C, therefore there exist an invertible matrix H and a nilpotent
matrix N ( cfr. [20, 3.2.7 and 3.2.8 page 181], [16, Proposition A.6]) such that
eA(t−u)ΣΣT
(
eA(t−u)
)T
= H

eλ1(t−s) 0 0
0 eλ2(t−s) 0
0 0 eλ3(t−s)
H−1
( 3∑
h=0
Nh
h! (t− u)
h
)
· ΣΣT ·
H

eλ1(t−s) 0 0
0 eλ2(t−s) 0
0 0 eλ3(t−s)
H−1
( 3∑
h=0
Nh
h! (t− u)
h
)
T
.
Due to (3.4.19), each entry of eA(t−u)ΣΣT
(
eA(t−u)
)T
is a linear combination of powers of
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t smaller than 6, multiplied by exponentials with real part of the coefficient in t smaller
than r. As a consequence, the same holds for
∫ t
s V¯ar
i[χu|F is]du, and
lim
t→+∞ e
−rt
∫ t
s
V¯ari[χu|F is]du = 0.
In the same way limt→+∞ e−rt
∫ t
s E¯
i[χu|F is]⊗ E¯i[χu|F is]du = 0.
The proof of limt→+∞ e−rtE¯i
[
χt ⊗ χt
∣∣∣∣F is] du = 0 is the same as that of
limt→+∞ e−rtE¯i
[∫ t
s χu ⊗ χu
∣∣∣∣F is] du = 0, skipping the step of integration in (3.4.21). It
follows that (d) holds.
Proof of (e):
1
2 limt→+∞ E¯
i
[ ∫ t
s
e−r(u−s)
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du
∣∣∣∣F is]
= −δiDDD2s − δiMM(pˆiMs )2 − δii(pˆiis)2 − δiDMDspˆiMs − δDiDspˆiis − δMipˆiMs pˆiis+
− δiDDs − δiM pˆiMs − δipˆiis − δi0 −
β − r
r
.
Let 0 ≤ s ≤ t and define vi = (D, pˆiM , pˆii)T . The function W : [0, t]× R3 → R
W (s,D, pˆiM , pˆii) = −δiDDD2s − δiMM(pˆiMs )2 − δii(pˆiis)2 − δiDMDspˆiMs − δDiDspˆiis+
− δMipˆiMs pˆiis − δiDDs − δiM pˆiMs − δipˆiis − δi0 −
β − r
r
,
is the solution of the Cauchy problem in [0, t]
0 = Ws +
(
∇(D,pˆiM ,pˆii)W
)
·
(
A(D, pˆiM , pˆii)T + b
)
+ 12tr
((
He(D,pˆiM ,pˆii) W
)
ΣΣT
)
− rW+
+ 12
(
(∆i · vi)2 + (ιi · vi)2 + (ρi · vi)2
)
,
(3.4.23)
W (t,D, pˆiM , pˆii) = −δiDD(Ds)2 − δiMM(pˆiMs )2 − δii(pˆiis)2 − δiDMDspˆiMs − δDiDspˆiis+
− δMipˆiMs pˆiis − δiDDs − δiM pˆiMs − δipˆiis − δi0 −
β − r
r
.
In view of [22, Theorem 7.6],
W (s,Ds, pˆiMs , pˆiis) = E¯it
[ ∫ t
s
e−r(u−s)
1
2
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du+
+ e−r(t−s)
(
− δiDDD2t − δiMM(pˆiMt )2 − δii(pˆiit)2 − δiDMDtpˆiMt − δDiDtpˆiit+
− δMipˆiMt pˆiit − δiDDt − δiM pˆiMt − δipˆiit − δi0 −
β − r
r
)∣∣∣∣F is].
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Since W does not depend by t, for every t > 0
E¯it
[ ∫ t
s
e−r(u−s)
1
2
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du+e−r(t−s)
(
−δiDDD2t−δiMM(pˆiMt )2+
− δii(pˆiit)2− δiDMDtpˆiMt − δDiDtpˆiit +−δMipˆiMt pˆiit− δiDDt− δiM pˆiMt − δipˆiit− δi0−
β − r
r
)∣∣∣∣Gs]
= −δiDDD2s − δiMM(pˆiMs )2 − δii(pˆiis)2 − δiDMDspˆiMs − δDiDspˆiis − δMipˆiMs pˆiis+
− δiDDs − δiM pˆiMs − δipˆiis − δi0 −
β − r
r
.
Take limt→+∞ of both sides and apply (d) to conclude.
Remark 3.4.2. If D = 1/r the matrix A is not invertible for σpi = 0 and (3.4.14) no
longer holds. In this case we conjecture the existence of a solution for (3.4.13) but we
would need a different way of proving the result since the direct calculations become
more difficult.
With the properties of (χt)t≥0 shown in Lemma 3.4.5, we prove that (N it )t≥0 of
(3.1.6) is a stochastic discount factor.
Theorem 3.4.2. Under Assumption 3.1.1 the process (N it )t≥0 of (3.1.6) is a normalized
stochastic discount factor. The dynamics of the process (log E it )t≥0 can be written as
log E it = log E is −
1
2
∫ t
s
[
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
]
du+
+
∫ t
s
∆i · viudBiDu +
∫ t
s
ιi · viudBiu +
∫ t
s
ρi · viudBi⊥u , (3.4.24)
or as
log E it = log E is +
1
2
∫ t
s
[
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
]
du+
+
∫ t
s
∆i · viudB¯iDu +
∫ t
s
ιi · viudB¯iu +
∫ t
s
ρi · viudB¯i⊥u . (3.4.25)
For every t ≥ 0
E¯i[|log E it |] ≤ η
(
e(‖A‖+‖A
T ‖)t + t+ 1
)
. (3.4.26)
Proof. The process (N it )t≥0 needs to satisfy conditions (3.2.4) and (3.2.5) of Definition
3.2.2 to be a stochastic discount factor. Property (3.2.4) is a direct calculation. The
definition of E it = ertN it and Lemma 3.4.5 (a) imply that
E
[
N itPt +
∫ t
0
N iuDudu
∣∣∣∣F is] = ∫ s0 N iuDudu+E
[
N it (C + DDt + pˆiMt ) +
∫ t
s
N iuDudu
∣∣∣∣F is]
=
∫ s
0
N iuDudu+N isE¯i
[
e−r(t−s)(C + DDt + pipˆiMt ) +
∫ t
s
e−r(u−s)Dudu
∣∣∣∣F is] . (3.4.27)
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The function W (s,D, pˆiM pˆii) = C + DD + pipˆiM solves the Cauchy problem on [0, t]
0 = Ws +
(
∇(D,pˆiM pˆii)W
)
·
(
A(D, pˆiM pˆii)T + b
)
+ 12tr
((
He(D,pˆiM pˆii) W
)
ΣΣT
)
− rW +D
W (t,D, pˆiM pˆii) = C + DD + pipˆiM ,
where A, b and Σ are in Lemma 3.4.5. By [22, Theorem 7.6], for every 0 ≤ s ≤ t
W (s,D, pˆiM pˆii) = E¯
[ ∫ t
s
e−r(u−s)Dudu+ e−r(t−s)(C + DDt + pipˆiMt )
∣∣∣∣F is] = C + DDs + pipˆiMs .
Plugging W into (3.4.27) proves (3.2.5), hence (N it )t≥0 is a stochastic discount factor.
The stochastic process (N it )t≥0 of (3.1.6) solves the initial value problem
dN it
N it
= −rdt+ (∆i · vit)dBiDt + (ιi · vit)dBit + (ρi · vit)dBi⊥t , N i0 = 1,
thus the process (E it )t≥0 solves the initial value problem
dE it
E it
= (∆i · vit)dBiDt + (ιi · vit)dBit + (ρi · vit)dBi⊥t , E i0 = 1,
by virtue of its definition E it = ertN it . Applying Itô’s formula to f(E it ) = log E it we get
(3.4.24) and because of (3.4.12) we get (3.4.25). Thanks to (3.4.25) and to the triangle
inequality
E¯i[|log E iu|] ≤
1
2E¯
i
[∫ u
0
(
(∆i · vih)2 + (ιi · vih)2 + (ρi · vih)2
)
dh
]
+
+ E¯i
[∣∣∣∣∫ u0 (∆i · vih)dB¯iDh
∣∣∣∣]+ E¯i [∣∣∣∣∫ u0 (ιi · vih)dB¯ih
∣∣∣∣]+ E¯i [∣∣∣∣∫ u0 (ρi · vih)dB¯i⊥h
∣∣∣∣] .
∫ u
0 (∆i · vih)dB¯iDh is a P¯i−normal random variable with mean µu = 0 and variance
σ2u =
∫ u
0
E¯i[(∆i · vih)2]dh ≤ η(e(‖A‖+‖A
T ‖)u + u+ 1). (3.4.28)
(3.4.16) (iv) implies the last inequality, where η is a positive constant. In view of Lemma
A.0.1 (IX) and (X),
E¯i
[∣∣∣∣∫ u0 (∆i · vih)dB¯iDh
∣∣∣∣] ≤ σu
√
2
pi
≤ σ2u + 1 ≤ η(e(‖A‖+‖A
T ‖)u + u+ 1). (3.4.29)
Because of (3.4.28), the right side of (3.4.29) is a bound also for
E¯i
[∣∣∣∣∫ u0 (ιi · vih)dB¯ih
∣∣∣∣] , E¯i [∣∣∣∣∫ u0 (ρi · vih)dB¯i⊥h
∣∣∣∣]
and for E¯i [
∫ u
0 ((∆i · vih)2 + (ιi · vih)2 + (ρi · vih)2) dh] , thus (3.4.26) follows.
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Theorem 3.4.3 (Admissibility and utility). Define
yi∗ = e−rαixi0+δiDD(D0)2+δiMM (pˆiM0 )2+δii(pˆii0)2+δiDMD0pˆiM0 +δDiD0pˆii0+δMipˆiM0 pˆii0+δiDD0+δiM pˆiM0 +δipˆii0+δi0 ,
the processes (ci∗t , θi∗t )t≥0 as
ci∗t = rX i∗t −
δiDD
αi
(Dt)2 − δ
i
MM
αi
(pˆiMt )2 −
δii
αi
(pˆiit)2 −
δiDM
αi
Dtpˆi
M
t −
δDi
αi
Dtpˆi
i
t+
− δMi
αi
pˆiMt pˆi
i
t −
δiD
αi
Dt − δ
i
M
αi
pˆiMt −
δi
αi
pˆiit −
δi0
αi
,
θi∗t =
M iDDt +M iM pˆiMt +Mipˆiit +M i0
αiM
,
and the process (X i∗t )t≥0 as
X i∗t = xi0 +
1
Mαi
{[
MδiDD +M iD
(
1− D(k + r)
)] ∫ t
0
D2udu+
+
[
MδiMM +M iM
(
− pi(a+ r)− pioMν
)] ∫ t
0
(pˆiMu )2du+
+
[
Mδii +Mi(D + pioMν)
] ∫ t
0
(pˆiiu)2du+
+
[
MδiDM +M iM
(
1− D(k + r)
)
+M iD
(
− pi(a+ r)− pioMν
)] ∫ t
0
Dupˆi
M
u du+
+
[
MδDi +Mi
(
1− D(k + r)
)
+M iD(D + pioMν)
] ∫ t
0
Dupˆi
i
udu+
+
[
MδMi +Mi
(
− pi(a+ r)− pioMν
)
+M iM(D + pioMν)
] ∫ t
0
pˆiMu pˆi
i
udu+
+
[
MδiD +M iD(piap¯i − rC) +M i0
(
1− D(k + r)
)] ∫ t
0
Dudu+
+
[
MδiM +M iM(piap¯i − rC) +M i0
(
− pi(a+ r)− pioMν
)] ∫ t
0
pˆiMu du+
+
[
Mδi +Mi(piap¯i − rC) +M i0(D + pioMν)
] ∫ t
0
pˆiiudu+
+
[
Mδi0 +M i0(piap¯i − rC)
]
t+
+ (DσD + pioMσ−1D )
∫ t
0
(M iDDu +M iM pˆiMu +Mipˆiiu +M i0)dBiDu +
+ oMpiiσi
∫ t
0
(M iDDu +M iM pˆiMu +Mipˆiiu +M i0)dBiu+
+ oMpii⊥
∫ t
0
(M iDDu +M iM pˆiMu +Mipˆiiu +M i0)dBi⊥u
}
.
(3.4.30)
Under Assumption 3.1.1, there exists σ¯pi(D, pi, C) > 0 such that for every 0 ≤ σpi ≤
σ¯pi(D, pi, C), the following holds.
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(A) (First order condition)
−αici∗t = log(yi∗) + (β − r)t+ log(E it ); (3.4.31)
(B) (Budget equation) N itX i∗t +
∫ t
0 N
i
uc
i∗
u du is a P−martingale;
(C) (Saturation) for every s ≥ 0, limt→+∞E[N itX i∗t |F is] = 0;
(D) (Admissibility) for every i ∈ {1, . . . , n}, (ci∗t , θi∗t )t≥0 is an admissible strategy with
wealth process (X i∗t )t≥0. The utility of the strategy is
E
[∫ +∞
0
e−βuU(ci∗u )du
∣∣∣∣F i0] = − yi∗rαi
Proof. Let σ¯pi(D, pi, C) be the minimum between the constants (with the same name)
in Theorem 3.4.1 and Lemma 3.4.5. We proceed in several steps.
Proof of (A): First order condition
The equality−αici∗0 = −rαixi0+δiDD(D0)2+δiMM(pˆiM0 )2+δii(pˆii0)2+δiDMD0pˆiM0 +δDiD0pˆii0+
δMipˆi
M
0 pˆi
i
0 +δiDD0 +δiM pˆiM0 +δipˆii0 +δi0 holds. Apply Itô’s formula to both sides of (3.4.31)
and check that they are equal.
Proof of the equality E isE¯i
[∫ t
s e
−ruci∗u du
∣∣∣F is] = E [∫ ts e−ruE iuci∗u du∣∣∣∣F is]
Due to (3.4.31) and to the triangle inequality, there exists η > 0 such that
|ci∗u | ≤ η|−rαixi0+δiDD(D0)2+δiMM(pˆiM0 )2+δii(pˆii0)2+δiDMD0pˆiM0 +δDiD0pˆii0+δMipˆiM0 pˆii0+
+ δiDD0 + δiM pˆiM0 + δipˆii0 + δi0|+ ηu+ η|log E iu|. (3.4.32)
Applying the conditional expectation to both sides of (3.4.32), the properties of normal
random variables and (3.4.26) imply that
E¯i[|ci∗u |] ≤ η
(
e(‖A‖+‖A
T ‖)t + t+ 1
)
.
Fubini’s Theorem [4, Theorem 1.1.7] yields to
∫ t
s
e−ruE¯i
[
ci∗u
]
du = E¯i
[∫ t
s
e−ru|ci∗u |du
]
< +∞
and by Bayes’ formula and the conditional version of Fubini’s Theorem, we get
E isE¯i
[∫ t
s
e−ruci∗u du
∣∣∣F is] = E [∫ t
s
e−ruE iuci∗u du
∣∣∣∣F is] . (3.4.33)
Proof of (B): N itX i∗t +
∫ t
0 N
i
uc
i∗
u is a martingale
Direct calculations show that (X i∗t )t≥0 is the wealth process of the strategy (ci∗t , θi∗t )t≥0
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and they satisfy equality (3.4.6), equivalent to the self-financing condition. The equa-
lities(
DσD + pioMσ−1D
)
∆iD +
(
piioMσi
)
ιiD +
(
pii⊥oM
)
ρiD = −1 + D(k + r),(
DσD + pioMσ−1D
)
∆iM +
(
piioMσi
)
ιiM +
(
pii⊥oM
)
ρiM = pi(a+ r) + pioMν,(
DσD + pioMσ−1D
)
∆i +
(
piioMσi
)
ιi +
(
pii⊥oM
)
ρi = −D − pioMν,(
DσD + pioMσ−1D
)
∆i0 +
(
piioMσi
)
ιi0 +
(
pii⊥oM
)
ρi0 = −piap¯i + rC,
and (3.4.12) imply that
dX i∗t = (−ci∗t + rX i∗t )dt+
(
DσD + pioMσ−1D
)
θi∗t dB¯
iD
t + piioMσiθi∗t dB¯it + pii⊥oMθi∗t dB¯i⊥t .
Applying Itô’s formula to the function f(t,X i∗t ) = e−rtX i∗t we get
e−rtX i∗t = e−rsX i∗s +
∫ t
s
−e−ruci∗u du+
(
DσD + pioMσ−1D
) ∫ t
s
e−ruθi∗u dB¯
iD
u +
+ piioMσi
∫ t
s
e−ruθi∗u dB¯
i
u + pii⊥oM
∫ t
s
e−ruθi∗u dB¯
i⊥
u .
Multiply both sides by E it , add
∫ t
0 N
i
uc
i∗
u du, take the conditional expectation and use
Bayes’ formula to get
E
[
N itX
i∗
t +
∫ t
0
N iuc
i∗
u du
∣∣∣∣F is] = N isX i∗s + ∫ s0 N iuci∗u du+
+ E is
(
DσD + pioMσ−1D
)
E¯i
[∫ t
s
e−ruθi∗u dB¯
iD
u
∣∣∣∣F is]+ E ispiioMσiE¯i [∫ t
s
e−ruθi∗u dB¯
i
u
∣∣∣∣F is]
+ E ispii⊥oM E¯i
[∫ t
s
e−ruθi∗u dB¯
i⊥
u
∣∣∣∣F is]+ E isE¯i [∫ t
s
−e−ruci∗u du
∣∣∣∣F is]+E [∫ t
s
N iuc
i∗
u du
∣∣∣∣F is] .
The Brownian terms are martingales because of Lemma 3.4.5 (c) and since (3.4.33)
holds, then
E
[
N itX
i∗
t +
∫ t
0
N iuc
i∗
u du
∣∣∣∣F is] = ∫ s0 N iuci∗u du+N isX i∗s . (3.4.34)
Proof of (C): limt→+∞E[N itX i∗t |F is] = 0
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Because of (3.4.12), for the process X i∗t of (3.4.30), there exist η1, . . . , η22 ∈ R such that
N itX
i∗
t = e−rtE itX i∗s + η1e−rtE it
∫ t
s
D2udu+ η2e−rtE it
∫ t
s
(pˆiMu )2du+ η3e−rtE it
∫ t
s
(pˆiiu)2du+
+η4e−rtE it
∫ t
s
Dupˆi
M
u du+η5e−rtE it
∫ t
s
Dupˆi
i
udu+η6e−rtE it
∫ t
s
pˆiMu pˆi
i
udu+η7e−rtE it
∫ t
s
Dudu+
+ η8e−rtE it
∫ t
s
pˆiMu du+ η9e−rtE it
∫ t
s
pˆiiudu+ η10e−rtE it (t− s)+
+η11e−rtE it
∫ t
s
DudB¯
iD
u +η12e−rtE it
∫ t
s
pˆiMu dB¯
iD
u +η13e−rtE it
∫ t
s
pˆiiudB¯
iD
u +η14e−rtE it
∫ t
s
dB¯iDu +
+ η15e−rtE it
∫ t
s
DudB¯
i
u + η16e−rtE it
∫ t
s
pˆiMu dB¯
i
u + η17e−rtE it
∫ t
s
pˆiiudB¯
i
u + η18e−rtE it
∫ t
s
dB¯iu+
+η19e−rtE it
∫ t
s
DudB¯
i⊥
u +η20e−rtE it
∫ t
s
pˆiMu dB¯
i⊥
u +η21e−rtE it
∫ t
s
pˆiiudB¯
i⊥
u +η22e−rtE it
∫ t
s
dB¯i⊥u .
Taking the conditional expectation and using Bayes’ formula yields
E[N itX i∗t |F is] = e−rtE isX i∗s + η1e−rtE isE¯i
[∫ t
s
D2udu
∣∣∣∣F is]+ η2e−rtE isE¯i [∫ t
s
(pˆiMu )2du
∣∣∣∣F is]+
+η3e−rtE isE¯i
[∫ t
s
(pˆiiu)2du
∣∣∣∣F is]+η4e−rtE isE¯i [∫ t
s
Dupˆi
M
u du
∣∣∣∣F is]+η5e−rtE isE¯i [∫ t
s
Dupˆi
i
udu
∣∣∣∣F is]+
+ η6e−rtE isE¯i
[∫ t
s
pˆiMu pˆi
i
udu
∣∣∣∣F is]+ η7e−rtE isE¯i [∫ t
s
Dudu
∣∣∣∣F is]+ η8e−rtE isE¯i [∫ t
s
pˆiMu du
∣∣∣∣F is]+
+ η9e−rtE isE¯i
[∫ t
s
pˆiiudu
∣∣∣∣F is]+ η10e−rtE is(t− s) + η11e−rtE isE¯i [∫ t
s
DudB¯
iD
u
∣∣∣∣F is]+
+η12e−rtE isE¯i
[∫ t
s
pˆiMu dB¯
iD
u
∣∣∣∣F is]+η13e−rtE isE¯i [∫ t
s
pˆiiudB¯
iD
u
∣∣∣∣F is]+η14e−rtE isE¯i [∫ t
s
dB¯iDu
∣∣∣∣F is]+
+η15e−rtE isE¯i
[∫ t
s
DudB¯
i
u
∣∣∣∣F is]+η16e−rtE isE¯i [∫ t
s
pˆiMu dB¯
i
u
∣∣∣∣F is]+η17e−rtE isE¯i [∫ t
s
pˆiiudB¯
i
u
∣∣∣∣F is]+
+η18e−rtE isE¯i
[∫ t
s
dB¯iu
∣∣∣∣F is]+η19e−rtE isE¯i [∫ t
s
DudB¯
i⊥
u
∣∣∣∣F is]+η20e−rtE isE¯i [∫ t
s
pˆiMu dB¯
i⊥
u
∣∣∣∣F is]+
+ η21e−rtE isE¯i
[∫ t
s
pˆiiudB¯
i⊥
u
∣∣∣∣F is]+ η22e−rtE isE¯i [∫ t
s
dB¯i⊥u
∣∣∣∣F is] .
All the Brownian terms are P¯i−martingales by virtue of Lemma 3.4.5 (c). Thanks to
Lemma 3.4.5 (d), limt→+∞E[N itX i∗t |F is] = 0.
Proof of (D): Admissibility and utility
Property (i) of Definition 3.1.1 is clear and proving that (X i∗t )t≥0 is the wealth process of
the strategy (ci∗t , θi∗t )t≥0 is a direct calculation. Take limt→+∞ to both sides of (3.4.34)
and use (C) to prove (3.1.4) and thus the admissibility of the strategy (ci∗t , θi∗t )t≥0.
(3.4.31) implies
E
[∫ +∞
0
e−βuU i(ci∗u )du
∣∣∣∣F i0] = − 1αiE
[∫ +∞
0
elog y
i∗−ru+log Eiudu
∣∣∣∣F i0] = − yi∗rαi .
Theorem 3.4.4 (Duality Theorem). Let (ct, θt)t≥0 be an admissible strategy for the
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i−th investor and let (N it )t≥0 be the process of (3.1.6); then
lim
t→+∞E
[∫ t
0
e−βuU i(cu)du
∣∣∣∣F i0] = E [∫ +∞0 e−βuU i(cu)du
∣∣∣∣F i0] ,
lim
t→+∞E
[∫ t
0
e−βuU˜ i(yeβuN iu)du
∣∣∣∣F i0] = E [∫ +∞0 e−βuU˜ i(yeβuN iu)du
∣∣∣∣F i0] . (3.4.35)
Furthermore
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣F i0] ≤ infy>0
{
E
[∫ +∞
0
e−βuU˜ i(yeβuN iu)du
∣∣∣∣F i0]+ xi0y} , (3.4.36)
where
U˜ i(y) =

y
αi
(log y − 1) y > 0
0 y = 0.
(3.4.37)
If there exist yi∗ > 0 and an admissible strategy (c∗t , θ∗t )t≥0 for which
E
[∫ +∞
0
e−βuU i(c∗u)du
∣∣∣∣F i0] = E [∫ +∞0 e−βuU˜ i(yi∗eβuN iu)du
∣∣∣∣F i0]+ xi0yi∗, (3.4.38)
then (c∗t , θ∗t )t≥0 is optimal.
Proof. Define the random variables
λm =
∫ m
0
e−βu−αicudu, λ =
∫ +∞
0
e−βu−αicudu,
on the probability space (Ω,F i, (F it )t≥0,P). Then λm ≥ 0 for every m ∈ N and (λm)m∈N
is an increasing sequence of random variables such that limm→+∞ λm = λ. The Condi-
tional Monotone Convergence Theorem yields to
lim
m→+∞E[λ
m|F i0] = E[λ|F i0],
which implies the first equality in (3.4.35). The function U˜ i defined in (3.4.37) has a
global minimum at y = 1; apply the Conditional Monotone Convergence Theorem to
the random variables
λm =
∫ m
0
e−βu
(
U˜ i(yeβuN iu) +
1
αi
)
du, λ =
∫ +∞
0
e−βu
(
U˜ i(yeβuN iu) +
1
αi
)
du,
to conclude the second equality in (3.4.35). For the proof of (3.4.36) apply (A.0.1) to
the random variables cu and Yu = yeβuN iu; for every y > 0
U i(cu) ≤ U˜ i(yeβuN iu) + cuyeβuN iu.
Multiply both sides by e−βu, integrate in [0, t] and take conditional expectations; for
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every y > 0
E
[∫ t
0
e−βuU i(cu)du
∣∣∣∣F i0] ≤ E [∫ t0 e−βuU˜ i(yeβuN iu)du
∣∣∣∣F i0]+ yE [∫ t0 cuN iudu
∣∣∣∣F i0] .
Take lim supt→+∞ of both sides and use (3.4.35) and (3.1.4); for every y > 0
E
[∫ +∞
0
e−βuU i(cu)du
∣∣∣∣F i0] ≤ E [∫ +∞0 e−βuU˜ i(yeβuN iu)du
∣∣∣∣F i0]+ xi0y.
Take infy>0 to obtain (3.4.36). If there exist yi∗ > 0 and an admissible strategy
(c∗t , θ∗t )t≥0 for which (3.4.38) holds, then
E
[∫ +∞
0
e−βuU i(c∗u)du
∣∣∣∣F i0] ≤ infy>0
{
E
[∫ +∞
0
e−βuU˜ i(yeβuN iu)du
∣∣∣∣F i0]+ xi0y}
≤ E
[∫ +∞
0
e−βuU˜ i(yi∗eβuN iu)du
∣∣∣∣F i0]+ xi0yi∗ = E [∫ +∞0 e−βuU i(c∗u)du
∣∣∣∣F i0] .
All the above are equalities therefore (c∗t , θ∗t )t≥0 is optimal.
Theorem 3.4.5 (Existence). Under Assumption 3.1.1, there exists σ¯pi(D, pi, C) > 0
such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C) the strategy (ci∗t , θi∗t )t≥0 in Theorem 3.4.3
is optimal for the i−th investor for every i ∈ {1, . . . , n}. The function V i of Theorem
3.4.1 is the value function of the i−th investor.
Proof. Fix 0 ≤ s ≤ t and y > 0; thanks to the definition of U˜(·) in (3.4.37)
E
[∫ t
s
e−βuU˜(yeβuN iu)du
∣∣∣∣F is] = yαi
{
(log y − 1)E
[∫ t
s
N iudu
∣∣∣∣F is]+
+ βE
[∫ t
s
uN iudu
∣∣∣∣Gs]+ E [∫ t
s
N iu logN iudu
∣∣∣∣F is] }.
The following integrability conditions hold:
∫ t
s
E
[
|N iu|
]
du =
∫ t
s
E
[
N iu
]
du =
∫ t
s
e−rudu = (e
−rs − e−rt)
r
< +∞,∫ t
s
E
[
|uN iu|
]
du =
∫ t
s
uE
[
N iu
]
du =
∫ t
s
ue−rudu = e
−rs(1 + rs)− e−rt(1 + rt)
r2
< +∞.
The conditional version of Fubini’s Theorem [4, Theorem 1.1.8] applies and yields
E
[∫ t
s
e−βuU˜(yeβuN iu)du
∣∣∣∣F is] = yαi
{
(log y − 1) E is
∫ t
s
e−rudu+
+ (β − r)E is
∫ t
s
ue−rudu+ E
[∫ t
s
e−ruE iu log E iudu
∣∣∣∣F is] }.
(3.4.26) implies that
∫ t
s
e−ruE¯i
[
| log E iu|
]
du ≤ η(t− s)
(
e(‖A‖+‖A
T ‖)t + t+ 1
)
< +∞.
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Fubini’s Theorem and Bayes’ formula yield to
E
[∫ t
s
e−βuU˜(yeβuN iu)du
∣∣∣∣F is] = yαi
{
(log y − 1) E is
∫ t
s
e−rudu+
+ (β − r)E is
∫ t
s
ue−rudu+ E is
∫ t
s
e−ruE¯i
[
log E iu|F is
]
du
}
and computing the integrals we get
E
[∫ t
s
e−βuU˜(yeβuN iu)du
∣∣∣∣F is] = yrαiE is
{
(log y − 1) (e−rs − e−rt)+
+ (β − r)e
−rs(1 + rs)− e−rt(1 + rt)
r
+ r
∫ t
s
e−ruE¯i
[
log E iu|F is
]
du
}
.
By virtue of (3.4.25) and Lemma 3.4.5 (c),
E¯i
[
log E iu|F is
]
= log E is +
1
2E¯
i
[ ∫ u
s
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du
∣∣∣∣F is].
Defining Yt =
∫ t
s [(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2] du it follows that
r
∫ t
s
e−ruE¯i
[
log E iu|F is
]
du = r log E is
∫ t
s
e−rudu+ r2
∫ t
s
e−ruE¯i[Yu|F is]du
and thanks to Lemma 3.4.5 (b) and to Fubini’s Theorem we get
r
∫ t
s
e−ruE¯i
[
log E iu|F is
]
du = r log E is
∫ t
s
e−rudu+ r2E¯
i
[∫ t
s
e−ruYudu
∣∣∣∣F is] .
As a consequence,
E
[∫ t
s
e−βuU˜(yeβuN iu)du
∣∣∣∣F is] = yrαiE is
{
(log y − 1) (e−rs − e−rt)+
+ (β − r)e
−rs(1 + rs)− e−rt(1 + rt)
r
+ r log E is
∫ t
s
e−rudu+ r2E¯
i
[∫ t
s
e−ruYudu
∣∣∣∣F is] }.
(3.4.39)
Applying Itô’s formula to the function e−rtYt and taking the conditional expectation
yields
rE¯i
[∫ t
s
e−ruYudu
∣∣∣∣F is] = e−rsYs−e−rtE¯i[ ∫ t
s
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du
∣∣∣∣F is]+
+ E¯i
[ ∫ t
s
e−ru
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du
∣∣∣∣F is]. (3.4.40)
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Plug (3.4.40) into (3.4.39), fix s = 0, take limt→+∞ of both sides and add xi0y to get
lim
t→+∞E
[∫ t
0
e−βuU˜(yeβuN iu)du
∣∣∣∣F i0]+ xi0y = yrαi
{
(log y − 1) + β − r
r
+
− 12 limt→+∞ e
−rtE¯i
[∫ t
0
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du
∣∣∣∣F i0]+
+ 12 limt→+∞ E¯
i
[∫ t
0
e−ru
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du
∣∣∣∣F i0] }+ xi0y.
Choosing y = yi∗ and using Lemma 3.4.5 (d) it follows that
lim
t→+∞E
[∫ t
0
e−βuU˜(yeβuN iu)du
∣∣∣∣F i0]+xi0yi∗ = yi∗rαi
{
(−rαixi0+δiDD(D0)2+δiMM(pˆiM0 )2+δii(pˆii0)2+
+ δiDMD0pˆiM0 + δDiD0pˆii0 + δMipˆiM0 pˆii0 + δiDD0 + δiM pˆiM0 + δipˆii0 + δi0 − 1) +
β − r
r
+
+ 12 limt→+∞ E¯
i
t
[ ∫ t
0
e−ru
(
(∆i · viu)2 + (ιi · viu)2 + (ρi · viu)2
)
du
∣∣∣∣F i0]}+ xi0yi∗.
Lemma 3.4.5 (e) and (3.4.35) imply
E
[∫ +∞
0
e−βuU˜(yeβuN iu)du
∣∣∣∣F i0] = − yi∗rαi .
The conclusion follows from Theorem 3.4.3 (D) and from Theorem 3.4.4.
Uniqueness of the optimal strategy
Lemma 3.4.6. Let i ∈ {1, . . . , n} and let (ct, θt)t≥0 be an optimal strategy for the i−th
agent with wealth process (Xt)t≥0, then for every s ≥ 0
lim sup
t→+∞
E
[∫ t
s
N iucudu
∣∣∣∣F is] = N isXs. (3.4.41)
Proof. Suppose, for a contradiction, that there exist i ∈ {1, . . . , n}, s ≥ 0, S ∈ F is with
P(S) > 0 and an optimal strategy such that
lim sup
t→+∞
E
[∫ t
s
N iucudu
∣∣∣∣F is] < N isXs on S.
Let ηs be a F is−adapted random variable and define the new strategy (c¯t, θt)t≥0 as
(c¯t)t≥0 = (ct)t≥0 + ηs1t≥s and its wealth process
X¯t = Xt1t≤s + 1t>s
{
Xs +
∫ t
s
[
− c¯u + rX¯u + θiu(piap¯i − rC) + θiuDu
(
1− D(k + r)
)
+
+ θitpˆiMt
(
− pi(a+ r)− pioMν
)
+ θitpˆiit(D + pioMν)
]
du+
∫ t
s
θiu(DσD + pioMσ−1D )dBiDu +
+
∫ t
s
θiuoMpiiσidB
i
u +
∫ t
s
θiuoMpii⊥dB
i⊥
u
}
.
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If lim supt→+∞E
[∫ t
s N
i
ucudu|F is
]
= −∞ the claim follows because ηs = 1 makes (c¯t)t≥0
a better strategy, still admissible. Otherwise, if lim supt→+∞E
[∫ t
s N
i
ucudu|F is
]
> −∞,
define  = XsN is−lim supt→+∞E
[∫ t
s N
i
ucudu
∣∣∣∣F is] > 0. Choose ηs = r(E is)−1ers to obtain
a better strategy, which is still admissible because
XsN
i
s − lim sup
t→+∞
E
[∫ t
s
N iu(cu + ηs)du
∣∣∣∣F is] = − ηsE isr e−rs = 0.
Theorem 3.4.6 (Uniqueness). Under Assumption 3.1.1, there exists σ¯pi(D, pi, C) > 0
such that for every 0 ≤ σpi ≤ σ¯pi(D, pi, C) the strategy (ci∗t , θi∗t )t≥0 in Theorem 3.4.3 is
the unique optimal strategy for the i−th investor for all i ∈ {1, . . . , n}.
Proof. Claim: The consumption process is unique.
Suppose there exist optimal strategies for the i−th investor (cAt , θAt )t≥0 and (cBt , θBt )t≥0
and suppose, for a contradiction, that there exists S ∈ B ⊗ F i such that (λ|[0,+∞[ ⊗
P)(S) > 0 and cAt 1S 6= cBt 1S. The wealth process of the strategy 12(cAt + cBt , θAt + θBt )t≥0
is the process 12(X
A
t +XBt )t≥0, with dynamics
1
2d(X
A
t +XBt ) =
1
2
[
− cAt − cBt + r(XAt +XBt ) + (θAt + θBt )(piap¯i − rC)+
+(θAt +θBt )Dt
(
1−D(k+r)
)
+(θAt +θBt )pˆiMt
(
−pi(a+r)−pioMν
)
+(θAt +θBt )pˆiit
(
D+pioMν
)]
dt+
+12(θ
A
t +θBt )
(
DσD + pioMσ−1D
)
dBiDt +
1
2(θ
A
t +θBt )piioMσidBit+
1
2(θ
A
t +θBt )pii⊥oMdBi⊥t .
The new strategy has initial wealth xi0 and is admissible because (cAt , θAt )t≥0 and (cBt , θBt )t≥0
are. Since the utility function is strictly concave, cAt 6= cBt on S implies
U
(
cAt + cBt
2
)
>
1
2U(c
A
t ) +
1
2U(c
B
t ) on S.
Define H :=
{
w ∈ Ω : λ|[0,+∞[ ({t ≥ 0 : (t, w) ∈ S})
}
∈ G, then P(H) > 0,
∫ +∞
0
e−βtU
(
cAt + cBt
2
)
dt ≥ 12
∫ +∞
0
e−βt[U(cAt ) + U(cBt )]dt a.s.
and
∫ +∞
0
e−βtU
(
cAt + cBt
2
)
dt >
1
2
∫ +∞
0
e−βt[U(cAt ) + U(cBt )]dt on H.
By Lemma A.0.2 (II) it follows that
E
[∫ +∞
0
e−βt
(
cAt + cBt
2
)
dt
∣∣∣∣F i0
]
> E
[∫ +∞
0
e−βtU(ci∗t )dt
∣∣∣∣F i0]
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on a positive probability set, thus contradicting the optimality of the consumption
processes (cAt )t≥0 and (cBt )t≥0.
Claim: Investment and wealth processes are unique.
Thanks to (3.4.41), it follows that
X i∗s = (N is)−1 lim sup
t→+∞
E
[∫ t
s
N iuc
i∗
u du
∣∣∣∣F is] ,
which proves the uniqueness of the optimal wealth process. From (3.4.6) it follows that
dX i∗t +ci∗t dt−rX i∗t dt = θit
[
(piap¯i−rC)+Dt
(
1−D(k+r)
)
+pˆiMt
(
−pi(a+r)−pioMν
)
+
+pˆiit
(
D+pioMν
)]
dt+θi∗t
(
DσD + pioMσ−1D
)
dBiDt +θi∗t piioMσidBit+θi∗t pii⊥oMdBi⊥t .
If there exist two strategies with wealth process (X i∗t )t≥0 and consumption (ci∗t )t≥0, then
drifts and volatilities must be the same. This implies the uniqueness of the optimal
investment strategy.
3.4.1 Market clearing and proof of Theorem 3.2.1
The economy has one risky asset, i.e. for every t ≥ 0
n∑
i=1
θi∗t =
n∑
i=1
M iDDt +M iM pˆiMt +Mipˆiit +M i0
Mαi
= 1, (3.4.42)
where M iD,M iM ,Mi,M i0 are given in Definition 3.4.1.
Definition 3.4.2. We introduce the following constants
¯D
∗ = 1
k + r , ¯pi
∗ = 1(a+ r)(k + r) , C¯
∗ = ap¯i
r(a+ r)(k + r) −
α¯σ2D
(k + r)2 ,
δ¯∗DD = 0, δ¯∗MM = −
1
2(2a+ r)σ2D
, δ¯∗ii = −
1
2(2a+ r)σ2D
,
δ¯∗DM = 0, δ¯∗Di = 0, δ¯∗Mi =
1
(2a+ r)σ2D
,
δ¯∗D = 0, δ¯∗M =
rα¯
(a+ r)(k + r) , δ¯
∗
i = −
rα¯
(a+ r)(k + r) ,
δ¯∗0 =
r − β
r
− rα¯
2σ2D
2(k + r)2
and δ¯∗ = δ¯(¯D∗, ¯pi∗, C¯∗) = (δ¯∗DD, δ¯∗MM , δ¯∗ii, δ¯∗DM , δ¯∗Di, δ¯∗Mi, δ¯∗D, δ¯∗M , δ¯∗i , δ¯∗0). Consider the
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following functions [0,+∞[−→ R
D
∗(σpi) =
1
k + r , 
∗
pi(σpi) =
1
(a+ r)(k + r) ,
C∗(σpi) =
ap¯i
r(a+ r)(k + r)−α¯
 σ2D
(k + r)2 +
σ2pi
(a+ r)2(k + r)2
1 + 2r
a+
√
a2 + σ2pi(σ−2D +
∑n
i=1 σ
−2
i )

δ∗MM(σpi) = δ∗ii(σpi) = −
(a+ r + o∗Mν∗)2
2(2a+ r + 2o∗Mν∗) ((a+ r)2σ2D + o∗M(2(a+ r) + o∗Mν∗))
,
δ∗Mi(σpi) =
(a+ r + o∗Mν∗)2
(2a+ r + 2o∗Mν∗) ((a+ r)2σ2D + o∗M(2(a+ r) + o∗Mν∗))
,
δ∗DD(σpi) = 0, δ∗DM(σpi) = 0, δ∗Di(σpi) = 0,
δ∗D(σpi) = 0, δ∗M(σpi) =
rα¯
(a+ r)(k + r) , δ
∗
i (σpi) = −
rα¯
(a+ r)(k + r) ,
δ∗0(σpi) =
1
2r(a+ r)2(k + r)2
[
a2(2(k + r)2(r − β)− α¯2r2σ2D) + r2
(
− 2α¯2o∗Mr + 2r3+
+ 2k2(r−β) + 4kr(r−β)− α¯2(o∗M)2ν− r2(2β+ α¯2σ2D)
)
+ 2ar(2k2(r−β) + 4kr(r−β)+
+ r(−α¯2o∗M + r(2r − 2β − α¯2σ2D)))
]
,
δ∗(σpi) = (δ∗DD, δ∗MM , δ∗ii, δ∗DM , δ∗Di, δ∗Mi, δ∗D, δ∗M , δ∗i , δ∗0)
T , where o∗M =
−a+
√
a2+σ2pi(σ−2D +
∑n
i=1 σ
−2
i )
σ−2D +
∑n
i=1 σ
−2
i
and ν∗ = σ−2D +
∑n
i=1 σ
−2
i .
Proof of Theorem 3.2.1. We proceed in several steps.
Claim: If there exists J ⊆ {1, . . . , n}, such that J 6= ∅ and i 6= σ−2i for every i ∈ J,
then there is no linear equilibrium.
Because of (3.1.1),(3.4.4),(3.4.5) and using Itô’s rule on e(a+oMν)tpˆiMt , e(a+oiνi)tpˆiit and
ektDt respectively, we get
pˆiMt = e−(a+oMν)(t−s)pˆiMs +
ap¯i
a+ oMν
(
1− e−(a+oMν)(t−s)
)
+ oMν
∫ t
s
e−(a+oMν)(t−u)piudu+
+ oMσ−1D
∫ t
s
e−(a+oMν)(t−u)dWDu + oM
n∑
i=1
iσi
∫ t
s
e−(a+oMν)(t−u)dW iu,
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pˆiit = e−(a+oiνi)(t−s)pˆiis +
ap¯i
a+ oiνi
(
1− e−(a+oiνi)(t−s)
)
+ oiνi
∫ t
s
e−(a+oiνi)(t−u)piudu+
+ oiσ−1D
∫ t
s
e−(a+oiνi)(t−u)dWDu + oiσ−1i
∫ t
s
e−(a+oiνi)(t−u)dW iu+
+ oi(i⊥σi⊥)−1
∑
j 6=i
jσj
∫ t
s
e−(a+oiνi)(t−u)dW ju ,
and
Dt = e−k(t−s)Ds +
∫ t
s
e−k(t−u)piudu+ σD
∫ t
s
e−k(t−u)dWDu .
For the market clearing condition (3.4.42) to be satisfied, in particular, the sum of the
terms in (WDt )t≥0 has to be identically 0. It follows that for every 0 ≤ u ≤ t
σD
(
n∑
i=1
M iD
αi
)
e−k(t−u) + σ−1D oM
(
n∑
i=1
M iM
αi
)
e−(a+oMν)(t−u) + σ−1D
(
n∑
i=1
Mioi
αi
e−(a+oiνi)(t−u)
)
= 0.
(3.4.43)
Since k 6= a, there exists σ¯pi > 0 such that for every 0 ≤ σpi ≤ σ¯pi, a+ oMν and a+ oiνi
are different from k for every i ∈ {1, . . . , n}. By Lemma 3.4.2 and since J 6= ∅, we can
write (3.4.43) as
σD
(
n∑
i=1
M iD
αi
)
e−k(t−u) + σ−1D oM
(
n∑
i=1
M iM
αi
)
e−(a+oMν)(t−u)+
+ σ−1D oM
∑
j /∈J
Mj
αj
 e−(a+oMν)(t−u) + σ−1D
∑
j∈J
Mjoj
αj
e−(a+ojνj)(t−u)
 = 0.
It follows that there exist m ∈ N,m > 0 and a partition H1, . . . , Hm of J such that
n∑
i=1
M iD
αi
= 0 and
∑
i∈H1
Mi
αi
= 0.
By Definition 3.4.1, it follows that
n∑
i=1
1
αi
(
1− D(k + r) + 2δiDD(Dσ2D + pioM) + (δDioi + δiDMoM)(D + pioMν)
)
= 0,
∑
i∈H1
1
αi
(
δDi(Dσ2D + pioM) + (oMδMi + 2oiδii + 1)(D + pioMν)
)
= 0.
(3.4.44)
(0D, 0pi, C0) := limσpi→0+(σpiD , σpipi , Cσpi) exists and it is finite because of (3.1.11); thanks
to Lemma D.0.1, the solution of the system f i(0, 0D, 0pi, C0, δi) is δ¯(0D, 0pi, C0), given in
Definition D.0.1 for every i ∈ {1, . . . , n}. It follows that (0D, 0pi, C0) identifies uniquely
105
3.4. VERIFICATION
δiDD, δ
i
DM , δDi, δMi, δii and taking limσpi→0 of both sides of (3.4.44) we get
1− 0D(k + r) + 2δ¯DD(0D, 0pi, C0)Dσ2D = 0,
δ¯Di(0D, 0pi, C0)Dσ2D + D = 0.
Solving both equation for 0D shows that no solution exists.
Claim: The equilibrium is unique for σpi = 0.
For σpi = 0 and for every i ∈ {1, . . . , n} there exists only one solution of the system
F i(0, 0D, 0pi, C0, δi) given in Lemma D.0.2. Such solution is 0D = ¯D∗, 0pi = ¯pi∗, C0 = C¯∗
and δi = δ¯(0D, 0pi, C0) = δ¯∗ (cf. Definition 3.4.2 and Definition D.0.1).
Claim: If i = σ−2i for every i ∈ {1, . . . , n}, then a continuous equilibrium exists.
i = σ−2i implies oi = oM , νi = ν and (pˆiit)t≥0 = (pˆiMt )t≥0 for every i ∈ {1, . . . , n} thanks to
Lemma 3.4.2. The choice (σpiD , σpipi , Cσpi) = (∗D(σpi), ∗pi(σpi), C∗(σpi)) and δi(σpi) = δ∗(σpi)
(cf. Definition 3.4.2) implies that the system F i(σpi, σpiD , σpipi , Cσpi , δi), (cf. (D.0.3)), is
equal to 0 for every i ∈ {1, . . . , n}. Because of Theorem 3.4.5, there exists σ¯pi > 0
such that the choice of (∗D(σpi), ∗pi(σpi), C∗(σpi)) and of δ∗(σpi) identifies also the optimal
strategy for all the investors for every 0 ≤ σpi ≤ σ¯pi and thus a continuous equilibrium.
Claim: If i = σ−2i for every i ∈ {1, . . . , n}, then the continuous equilibrium is unique.
Due to Lemma D.0.2, for every i ∈ {1, . . . , n}, there exists a unique solution of the
system F i(σpi, D, pi, C, δi) = 0 in U neighbourhood of (0, ¯D∗, ¯pi∗, C¯∗, δ¯∗). Since we
found a solution (σpi, ∗D, ∗pi, C∗, δ∗(σpi)) such that
lim
σpi→0
(σpi, ∗D(σpi), ∗pi(σpi), C∗(σpi), δ∗(σpi)) = (0, ¯D∗, ¯pi∗, C¯∗, δ¯∗),
then such solution has to be unique.
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Appendix A
Auxiliary results
Lemma A.0.1. If A,B ∈Mn(R), x, y ∈ Rn, λ > 0, z ∈ R and f is a Riemann integrable
function, then the following hold:
(I) ‖AB‖ ≤ ‖A‖‖B‖;
(II) ‖Ax‖ ≤ ‖A‖‖x‖;
(III) ‖eA‖ ≤ e‖A‖;
(IV) ‖eAx‖ ≤ e‖A‖‖x‖;
(V) ‖(eA)T‖ ≤ e‖AT ‖;
(VI) ‖∫ ts f(u)du‖ ≤ ∫ ts‖f(u)‖du;
(VII)
∫ t
s e
λ(t−u)du ≤ eλt
λ
;
(VIII) ‖x⊗ y‖ ≤ ‖x‖∞‖y‖1;
(IX) if X ∼ N (µ, σ2), then E[|X|] ≤ 3|µ|+ σ;
(X) |x| ≤ x2 + 1;
(XI) suppose J ⊆ N with |J | < +∞, Fs is a σ−algebra, ηjs are positive Fs−measurable
random variables and αj are positive constants for every j ∈ J. For every 0 ≤
s ≤ t < +∞ there exists a positive Fs−measurable random variable η0s such that∑
j∈J ηjse
αjt ≤ η0semaxj∈J{αj}t.
Proof. (I), and (II) are true because of [12, Lemma 1.7 ] while (III),(IV),(VI),(VII),(VIII),(X)
and (XI) are direct calculations. (IX) is a property of folded normal random variables
and (V) follows from [16, Proposition 2.3 ]
Lemma A.0.2. (Ω,F ,P) is a probability space, F0 ⊆ F , H ∈ F such that P(H) > 0
and X, Y are real valued random variables. If X ≥ Y a.s. and X > Y on H, then
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(I) E[X] > E[Y ];
(II) E[X|F0] > E[Y |F0] on a positive probability set.
Lemma A.0.3. For every x ∈ R, y > 0, i ∈ {1, . . . , n} and for every αi > 0
U i(x) ≤ U˜ i(y) + xy; (A.0.1)
where U i(·) = −e−αi·/αi is the utility function of the i−th agent and U˜ i(·) is
U˜ i(y) =

y
αi
(log y − 1) y > 0
0 y = 0.
(A.0.2)
Proof. Use the definition of Fenchel conjugate in [21, Subsection 4.4.1]. Table 4.1 and
4.2 show that the conjugate of the function f(x) = 1
αi
eαix is the function
g(y) =

y
αi
(log y − 1) y > 0
0 y = 0.
Thanks to Fenchel-Young Inequality [21, Proposition 4.4.1] for every x ∈ R, y > 0
1
αi
eαix ≥ − y
αi
(log y − 1) + xy.
Since U(x) is defined in R, the same inequality is true substituting x for −x. Conclude
multiplying both sides by −1.
Lemma A.0.4. If a real squared matrix A has all (complex) eigenvalues with strictly
negative real part then
lim
t→+∞ e
At = 0 (A.0.3)
Proof. If A is diagonalizable, then there exist an invertible matrix H and λ1, . . . , λn ∈ C
with negative real part such that
eAt = H

eλ1t . . . 0
... . . . ...
0 . . . eλnt
H−1
and (A.0.3) follows. If A is similar to a Jordan block, then there exist an invertible
matrix H, a nilpotent matrix U with only 1 on the upper diagonal and λ ∈ C with
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negative real part such that
eAt = eH(λId+U)H−1t = He(λId)tH−1eNt = H

eλt . . . 0
... . . . ...
0 . . . eλt
H−1
(
n∑
h=0
Nh
h! t
h
)
, (A.0.4)
where N := HUH−1 and H(λId)H−1 commute [20, 3.2.7 and 3.2.8 page 181], [16,
Proposition A.6]. (A.0.3) is true because, in view of (A.0.4), every entry of eAt is a
linear combination of powers of t and exponentials with exponent λ with negative real
part. Every matrix is triangularizable in C and the above reasoning can be done for
every Jordan block.
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Appendix to Baseline Model
Definition B.0.1. Fix T > 0, define M = r2Dσ2D and the following function [0, T ]→ R.
MD(τ) =
(
1− e−rτ
) (
1− D(k + r) + 2Dσ2DδDD(τ)
)
,
M0(τ) =
(
1− e−rτ
) (
Dp¯i − rC + Dσ2DδD(τ)
)
,
where
δDD(τ) =
(−1 + D(k + r))2
2σ2DD(Dr − 2)(erτ − 1)
[2− rD(1 + e2(r− 1D )τ )
2(rD − 1) + e
rτ
]
,
δD(τ) =
1
2σ2D(1− erτ )
{2e(r− 1D )τrD(− 1 + D(k + r))(krC + p¯i(rD − 1))
(rD − 1)2 +
+
e
2(r− 1
D
)τ
r2C
(
− 1 + D(k + r)
)2
(rD − 2)(rD − 1)2 −
2erτ
(
− 1 + D(k + r)
)(
Dp¯i(rD − 2) + rC(1 + kD)
)
D(rD − 2) +
+
(
− 1 + D(k + r)
)(
− 2p¯iD(rD − 1) + rC(−1− kD + rD)
)
D(rD − 1)2
}
,
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δ0(τ) =
1
8σ2D(1− erτ )
{e2(r− 1D )τr(− 1 + D(k + r))2(2r2C2 + Dσ2D(rD − 1))
(rD − 2)(rD − 1)3 +
+
8e(r−
1
D
)τ
r2CD
(
− 1 + D(k + r)
)
(rCk + p¯i(rD − 1)
(−1 + rD)3 +
− 4e
rτ
rD(rD − 2)
[
p¯i2D(2− rD) + 2rCp¯iD(k + r)(rD − 2) + r2C2
(
r + 2kD(k + r)
)
+
+ σ2D
(
1 + k22D + 2kD(rD − 1) + D(rD − 2)(−2β + 3r − 2r2τ)
)]
+
− 2
D(rD − 1)2
[
2C2k2r2Dτ + 4Ckrp¯iD(rD − 1)τ + 2p¯i2D(rD − 1)2τ+
+σ2D(rD−1)
(
τ
(
−1+2D(k+r−2β)−2D((k+r)2−4rβ)
)
+ 12rσ2D(rD − 1)2
(
8p¯iDrC(rD+
−1)(r(rD−1)+k(2rD−1))−2r2C2
(
2k2D+r32D−2r2D(kD+1)+r(1+2kD−5k22D)+
+ (rD − 1)
(
4p¯i2D(rD − 1)2 + σ2D(k22D(2− 3rD)− (rD − 1)2(−2 + 11rD − 8βD)+
− 2kD(2− 5rD + 3r22D)
))))]}
.
Lemma B.0.1. Fix T > 0, for every 0 ≤ t ≤ T, there exists a constant η(T ) such that
(a) |δDD(T − t)|, |δD(T − t)|, |δ0(T − t)| ≤ η(T );
(b)
∣∣∣ 11−e−r(T−t) δDD(T − t)∣∣∣ , ∣∣∣ 11−e−r(T−t) δD(T − t)∣∣∣ , ∣∣∣ 11−e−r(T−t) δ0(T − t)∣∣∣ ≤ η(T );
(c) |MD(T − t)|, |M0(T − t)| ≤ η(T );
(d)
∣∣∣ 11−e−r(T−t)MD(T − t)∣∣∣ , ∣∣∣ 11−e−r(T−t)M0(T − t)∣∣∣ ≤ η(T );
(e) for every i ∈ {1, . . . , n}, E¯
[∣∣∣DσDr ∫ t0 θiTu1−e−r(T−u)dW¯Du ∣∣∣] ≤ η(T ), where (θiTu )u≥0 is in
Theorem 1.4.7.
Proof. Since |δDD(T )| < +∞ and limt→T |δDD(T−t)| < +∞, then the function δDD(T−
·) ∈ C 0[0, T [. The function δDD(T − ·) has finite extremal points and, because of Wei-
erstrass’ Extreme Value Theorem, its absolute value is bounded by a positive constant.
The same proof holds for all the inequalities in (a) and (b). Since
|MD(T − t)| ≤ |1− e−r(T−t)||1− D(k + r) + 2Dσ2DδDD(T − t)|,
|M0(T − t)| ≤ |1− e−r(T−t)||Dp¯i − rC + Dσ2DδD(T − t)|,
and all the terms are bounded by a constant, then (c) follows. Equation (d) follows
from (a) and (c). Lemma A.0.1 (X) leads to
E¯
[∣∣∣∣∣
∫ t
0
θiTu
1− e−r(T−u)dW¯
D
u
∣∣∣∣∣
]
≤ E¯
(∫ t
0
θiTu
1− e−r(T−u)dW¯
D
u
)2
+ 1

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and applying Itô’s isometry it follows that
E¯
[∣∣∣∣∣
∫ t
0
θiTu
1− e−r(T−u)dW¯
D
u
∣∣∣∣∣
]
≤ 1 +
∫ t
0
E¯
( θiTu
1− e−r(T−u)
)2 du.
Thanks to the definition of (θiTu )u≥0 in Theorem 1.4.7 we get∣∣∣∣∣ θiTu1− e−r(T−u)
∣∣∣∣∣ ≤ 1|Mαi|
∣∣∣∣∣MD(T − u)1− e−r(T−u)
∣∣∣∣∣ |Du|+ 1|Mαi|
∣∣∣∣∣M0(T − u)1− e−r(T−u)
∣∣∣∣∣
which implies
E¯
[∣∣∣∣∣
∫ t
0
θiTu
1− e−r(T−u)dW¯
D
u
∣∣∣∣∣
]
≤ 1 +
∫ t
0
η(T )(E¯[D2u] + 1)du ≤ η(T )
because of (1.4.11) (iii).
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Appendix C
Appendix to Perfect Information
Definition C.0.1. Define the function
δ¯ : B× R∗ × R −→ R10
(D, pi, C) −→ (δ¯DD, δ¯pipi, δ¯Dpi, δ¯D, δ¯pi, δ¯0)
(C.0.1)
where
δ¯DD =
(
1− D(k + r)
)2
2D(rD − 2)σ2D
, δ¯Dpi = −
(1− D(k + r)
)
(D(rD − 2) + pi(a+ r)(1 + kD)
)
Dσ2D(1 + aD)(rD − 2)
,
δ¯pipi = − 12Dσ2D(2a+ r)(1 + aD)(rD − 2)
{
D(1 + aD)(rD − 2)+
− 2Dpi(a+ r)(a+ k + r)(rD − 2) + 2pi(a+ r)2(a(rD − 2)− r − 2k(k + r))
}
,
δ¯D =
−
(
1− D(k + r)
)(
rC(1 + aD)(1 + kD) + ap¯i(2D(rD − 2) + pi(1 + kD)(rD − 1))
)
Dσ2D(1 + aD)(rD − 2)
,
δ¯pi =
1
Dσ2D(rD − 2)(1 + aD)(a+ r)(2a+ r)
{
−D(−2+Dr)(−Cr2(k+r)+a2(Dp¯i−2Cr)+
+a(p¯i−Cr(2k+3r)))+ pi(Cr3(r+2Dk(k+r))+2a3(Dp¯i(−2+ Dr)(−1+ D(k+r))+
+Cr(1+2Dk(k+r)))+ar(Dp¯i(−2+Dr)(k+Dr(k+r))+Cr(4r+6Dk(k+r)+2Dkr(k+r)))+
+a2r(Dp¯i(−2+Dr)(−2+3D(k+r))+C(5r+4Dk(k+r)+32Dkr(k+r))))+a2pip¯i(a+r)(a2(−2+Dr)+
+ r2(−1 + D(r + Dk(k + r))) + a(−2Dk2 + r(−3 + 2D(−k + r + Dk(k + r)))))
}
,
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δ¯0 =
1
2rDσ2D(rD − 2)(a+ r)(2a+ r)(1 + aD)
{
a42pip¯i
2r(2−Dr)+C2r4(r+2Dk(k+r))+
+a3(2C2Dr2(r+2Dk(k+r))+4Cp¯ir(2D(k+r)(−2+Dr)+pi(1+Dk)r(−1+D(k+r)))+
+ p¯i2(−22D(−2 + Dr) + 2Dpir(−2 + Dr) + 2pir(2Dk2 + r(3 + 2Dk − Dr)))+
+2Dσ2D(1+D(Dk2+2k(−1+Dr)+(−2+Dr)(3r−2β))))+ar(Cr(Cr(3+Dr)(r+2Dk(k+r))+
+2p¯i(pi(1+Dk)r2(−1+D(k+r))+D(−2+Dr)(k+Dr(k+r))))+(3+Dr)σ2D(1+D(Dk2+
+ 2k(−1 + Dr) + (−2 + Dr)(3r − 2β)))) + a2(C2r2(2 + 3Dr)(r + 2Dk(k + r))+
+ 2Cp¯ir(3pi(1 + Dk)r2(−1 + D(k+ r)) + D(−2 + Dr)(2k+ 3Dr(k+ r))) + p¯i2(2pir3+
+22Dr(−1+pir(k+r))+2D(2+pir(k+r)(−2+pikr)))+(2+3Dr)σ2D(1+D(Dk2+2k(−1+Dr)+
+(−2+Dr)(3r−2β))))+r2σ2D(1+D(Dk2 +2k(−1+Dr)+(−2+Dr)(3r−2β)))
}
.
Lemma C.0.1. Let δ = (δDD, δpipi, δDpi, δD, δpi, δ0) and define the function
f : R+ × B× R∗ × R× R6 −→ R6
(σpi, D, pi, C, δi) −→

f1(σpi, D, pi, C, δ)
...
f6(σpi, D, pi, C, δ)
 , (C.0.2)
where f1(σpi, D, pi, C, δ), . . . , f6(σpi, D, pi, C, δ) are stated at the end of the lemma.
For every 0D ∈ B, 0pi 6= 0 and C0 ∈ R fixed, δ¯(0D, 0pi, C0) (cf. Definition C.0.1) is the
unique solution of the system f(0, 0D, 0pi, C0, δ) = 0 and there exist
• U(0D, 0pi, C0) ⊆ R4 × R6 open neighbourhood of
(
0, 0D, 0pi, C0, δ¯(0D, 0pi, C0)
)
;
• W (0D, 0pi, C0) ⊆ R4 open neighbourhood of (0, 0D, 0pi, C0);
such that
• for every (σpi, D, pi, C) ∈ W (0D, 0pi, C0), there exists a unique δ such that
(σpi, D, pi, C, δ) ∈ U(0D, 0pi, C0) and f(σpi, D, pi, C, δ) = 0.
• If this δ is defined to be g(σpi, D, pi, C), then g ∈ C 1(W,U) and g(0, 0D, 0pi, C0) =
δ¯(0D, 0pi, C0).
f1 = −σ2pi
(
σ2D (DδDpi − 2piδDD)2 + 2pi (D(k + r)δDpi − pi(2k + r)δDD)
)
− 2σ2DDδDD (rD − 2) +
+ 2piσ2piδDpi + D(k + r) (D(k + r)− 2) + 1,
f2 = 2D
(
2δpipiσ2D
(
2a− 2δpipiσ2pi + r
)
+ 1
)
− 2piD
(
σ2DδDpi + 1
) (
a− 2δpipiσ2pi + r
)
+
+ 2pi
(
(a+ r)2 − σ2pi
(
δDpi
(
σ2DδDpi + 2
)
+ 2rδpipi
))
,
118
f3 = 2(D(pi(a+ r)(−2σ2DδDD + k + r) + piσ2pi(σ2D(4δpipiδDD + δ2Dpi) + δDpi − 2δpipi(k + r))+
+ σ2DδDpi + 1) + 2D(−(σ2D(−δDpi)(a− 2δpipiσ2pi) + k + r))− pi(a+ r)+
+ piσ2pi(pi(kδDpi − 2(σ2DδDDδDpi + δDD)) + 2δpipi)),
f4 = 4ap¯ipiσ2DDδDD − 2ap¯iσ2D2DδDpi − 2ap¯ikpiD − 2ap¯irpiD + 2ap¯ipi − 4Crσ2DDδDD+
+ 2CkrD + 2Cr2D − 2Crpiσ2piδDpi − 2Cr − 42piδDσ2Dσ2piδDD + 4piδpiσ2DDσ2piδDD+
+ 2piδpiσ2pi − 2δpiσ2D2Dσ2piδDpi + 2piδDσ2DDσ2piδDpi + 2δDσ2DD + 2k2piδDσ2pi − 2kpiδpiDσ2pi+
+ 2r2piδDσ2pi − 2rpiδpiDσ2pi,
f5 = −2a2p¯i2pi + 2aCrpi + 2aδpiσ2D2D − 2apiδDσ2DD + 2ap¯ipiσ2DDδDpi − 4ap¯iδpipiσ2D2D+
+ 2ap¯ipiD − 2ap¯ir2pi − 2Crσ2DDδDpi − 2CrD + 2Cr2pi − 4Crpiδpipiσ2pi − 4δpiδpipiσ2D2Dσ2pi+
+ 4piδpipiδDσ2DDσ2pi − 22piδDσ2pi − 22piδDσ2Dσ2piδDpi + 2piδpiσ2DDσ2piδDpi + 2piδpiDσ2pi+
+ 2rδpiσ2D2D − 2rpiδDσ2DD,
f6 = a2p¯i22pi − 2Cr
(
ap¯ipi + piδpiσ2pi + δDσ2DD
)
+ 2ap¯iσ2DD (piδD − δpiD) + 2β2piσ2pi + C2r2+
− 22piσ2Dσ2piδDD − 2σ4D2DδDD − 22piδpipiσ4pi + 2βσ2D2D − 2δpipiσ2D2Dσ2pi − δ2piσ2D2Dσ2pi − 2piδ2Dσ2Dσ2pi+
+ 2piδpiδDσ2DDσ2pi + 2δ0rσ2D2D − 2rσ2D2D + 2δ0r2piσ2pi − 2r2piσ2pi.
Proof. f(0, δDD, δDpi, δpipi, δD, δpi, δ0) = 0 is a linear system with 6 unknown and 6 equa-
tion which admits as unique solution (δ¯DD, δ¯Dpi, δ¯pipi, δ¯D, δ¯pi, δ¯0). Direct calculations lead
to
det
(
∇(δDD,δDpi ,δpipi ,δD,δpi ,δ0)f(0, δDD, δDpi, δpipi, δD, δpi, δ0)
)
= 64r(a+ r)(2a+ r)9D(1 + aD)(−2 + rD)σ12D .
The Implicit Function Theorem [32, Theorem 9.28] concludes the proof.
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Appendix D
Appendix to Heterogeneous
information
Since Theorem 10.3 in [25] is fundamental for the solution of the filtering problem of
Lemma 3.4.1, we write it here with a more convenient notation.
Theorem D.0.1. (W pit ,WDt ,WAt ,WBt )T is a 4−dimensional Brownian motion, a0, a1, b ∈
R, A1 ∈ R3 and A2, B ∈ M3(R). The real process (Πt)t≥0 and the process (Ψt)t≥0, with
values in R3, have dynamics
dΠt = (a0 + a1Πt)dt+ bdW pit
dΨt = (A1Πt + A2Ψt)dt+B(dWDt , dWAt , dWBt )T .
The stationary Kalman-Bucy filter for the process (Πt)t≥0, with signal (Ψt)t≥0, is the
process (Πˆt)t≥0, solution of the stochastic differential equation
dΠˆt = (a0 + a1Πˆt)dt+ oAT1 (BBT )−1[dΨt − (A1Πt + A2Ψt)dt],
where o ∈ R is the only positive solution of the quadratic equation
0 = 2a1o+ b2 − o2(AT1B2A1)
and (BBT )−1/2[dΨt− (A1Πt +A2Ψt)dt] is a Brownian motion, adapted to the filtration
generated by (Ψt)t≥0.
Definition D.0.1. Define the function
δ¯ : B× R∗ × R −→ R10
(D, pi, C) −→ (δ¯DD, δ¯MM , δ¯ii, δ¯DM , δ¯Di, δ¯Mi, δ¯D, δ¯M , δ¯i, δ¯0)
(D.0.1)
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where
δ¯MM = −
2
pi(a+ r)2(−r − 2Dk(k + r) + a(−2 + Dr))
2D(1 + aD)(2a+ r)(−2 + Dr)σ2D
, δ¯DD =
(−1 + D(k + r))2
2D(rD − 2)σ2D
,
δ¯ii = − 12(2a+ r)σ2D
, δ¯Mi =
pi(a+ r)(a+ k + r)
(1 + aD)(2a+ r)σ2D
,
δ¯DM =
pi(1 + Dk)(a+ r)(−1 + D(k + r))
D(1 + aD)(−2 + Dr)σ2D
, δ¯Di =
−1 + D(k + r)
(1 + aD)σ2D
,
δ¯D =
(−1 + D(k + r))(C(1 + aD)(1 + Dk)r + ap¯i(2D(−2 + Dr) + pi(1 + Dk)(−1 + Dr)))
D(1 + aD)(−2 + Dr)σ2D
,
δ¯M =
1
D(1 + aD)(2a+ r)(−2 + Dr)σ2D
[
pi(a3pip¯i(−2 + Dr) + Cr2(r + 2Dk(k + r))+
+ a(pi(1 + Dk)p¯ir2(−1 + D(k + r)) + Dp¯i(−2 + Dr)(k + Dr(k + r)) + Cr(3r+
+ 4Dk(k + r) + 2Dkr(k + r))) + a2(Dp¯i(−2 + Dr)(−1 + 2D(k + r)) + 2Cr(1+
+ 2Dk(k + r)) + pip¯i(−2Dk2 + r(−3 + 2D(−k + r + Dk(k + r))))))
]
,
δ¯i =
−a3pip¯i + Cr2(k + r) + a(−p¯i + Cr(2k + 3r)) + a2(2Cr − p¯i(D + pi(k + r)))
(1 + aD)(a+ r)(2a+ r)σ2D
,
δ¯0 =
1
2D(1 + aD)r(a+ r)(2a+ r)(−2 + Dr)σ2D
[
a42pip¯i
2r(2− Dr) + C2r4(r + 2Dk(k + r))+
+ a3(2C2Dr2(r + 2Dk(k + r)) + 4Cp¯ir(2D(k + r)(−2 + Dr) + pi(1 + Dk)r(−1 + D(k + r)))+
+ p¯i2(−22D(−2 + Dr) + 2Dpir(−2 + Dr) + 2pir(2Dk2 + r(3 + 2Dk − Dr)))+
+ 2Dσ2D(1 + D(Dk2 + 2k(−1 + Dr) + (−2 + Dr)(3r − 2β)))) + ar(Cr(Cr(3 + Dr)(r+
+ 2Dk(k + r)) + 2p¯i(pi(1 + Dk)r2(−1 + D(k + r)) + D(−2 + Dr)(k + Dr(k + r))))+
+ (3 + Dr)σ2D(1 + D(Dk2 + 2k(−1 + Dr) + (−2 + Dr)(3r − 2β)))) + a2(C2r2(2 + 3Dr)(r+
+ 2Dk(k + r)) + 2Cp¯ir(3pi(1 + Dk)r2(−1 + D(k + r)) + D(−2 + Dr)(2k + 3Dr(k + r)))+
+ p¯i2(2pir3 + 22Dr(−1 + pir(k + r)) + 2D(2 + pir(k + r)(−2 + pikr))) + (2 + 3Dr)σ2D(1+
+ D(Dk2 + 2k(−1 + Dr) + (−2 + Dr)(3r − 2β)))) + r2σ2D(1 + D(Dk2 + 2k(−1 + Dr)+
+ (−2 + Dr)(3r − 2β)))
]
.
Lemma D.0.1. Let δi = (δiDD, δiMM , δii, δiDM , δDi, δMi, δiD, δiM , δi, δi0) ∈ R10 and for every
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i ∈ {1, . . . , n}, define the function
f i : R+ × B× R∗ × R× R10 −→ R10
(σpi, D, pi, C, δi) −→

f i1(σpi, D, pi, C, δi)
...
f i10(σpi, D, pi, C, δi)
 , (D.0.2)
where f i1(σpi, D, pi, C, δi), . . . , f i10(σpi, D, pi, C, δi) are stated at the end of the lemma.
For every 0D ∈ B, 0pi 6= 0 and C0 ∈ R fixed and for every i ∈ {1, . . . , n}, δ¯(0D, 0pi, C0)
(cf. Definition D.0.1) is the unique solution of the system f i(0, 0D, 0pi, C0, δi) = 0 and
there exist
• U(0D, 0pi, C0) ⊆ R4 × R10 open neighbourhood of
(
0, 0D, 0pi, C0, δ¯(0D, 0pi, C0)
)
;
• W (0D, 0pi, C0) ⊆ R4 open neighbourhood of (0, 0D, 0pi, C0);
such that
• for every (σpi, D, pi, C) ∈ W (0D, 0pi, C0), there exists a unique δi such that
(σpi, D, pi, C, δi) ∈ U(0D, 0pi, C0) and f i(σpi, D, pi, C, δi) = 0.
• If this δi is defined to be gi(σpi, D, pi, C), then gi ∈ C 1(W,U) and gi(0, 0D, 0pi, C0) =
δ¯(0D, 0pi, C0) for every i ∈ {1, . . . , n}.
f i1 = −2kνoMpi (−2oMpiδDD + DoiδDi + DoMδDM)− 2kD(−2oMpiδDD + DoiδDi+
+ DoMδDM − rD + 1)− 4DoioMpiδDDδDi − σ2D
(
2DδDD
(
− 2νoMpi
(
oiδDi + oMδDM
)
+
+ rD − 2
)
+ 4νo2M2piδ2DD + 2D
(
νoMδDM
(
2oiδDi + oMδDM
)
+ νio2i δ2Di
))
+ 4o2M2piδ2DD+
− 4Do2MpiδDDδDM + 4oMpiδDD + 2νro2M2piδDD + ν2o2i o2M2piδ2Di − ννio2i o2M2piδ2Di+
+ 2νoioMpiδDi + 2νDo2i oMpiδ2Di − 2Dνio2i oMpiδ2Di + 22DoioMδDiδDM+
− 2rD
(
νoMpi
(
oiδDi + oMδDM
)
+ 1
)
+ 2Do2i δ2Di + 2DoiδDi − 2r2DoiδDi + k22D+
+ 2νo2MpiδDM + 2Do2Mδ2DM + 2DoMδDM − 2r2DoMδDM + r22D + 1,
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f i2 = −2oiδMi
(
oM
(
22DδMM
(
νσ2D − 1
)
+ pi
(
ν
(
(a+ r)pi + D
)
+ δDM
(
D − νσ2DD
)))
+
+ (a+ r)Dpi + ν2o2M2pi
)
+ 2oM
(
pi
(
2aDδMM − apiδDM + ν(a+ r)pi − rpiδDM
)
+
+ νσ2DD
(
2DδMM − piδDM
))
+ 2σ2DD
(
(2a+ r)DδMM − (a+ r)piδDM
)
+
+ o2i δ2Mi
(
2D
(
ν − νi
)
oMpi + 2D
(
1− σ2Dνi
)
+ ν
(
ν − νi
)
o2M
2
pi
)
+
+ o2M
(
− 42Dδ2MM
(
νσ2D − 1
)
− 2piδMM
(
− 2νσ2DDδDM + 2DδDM − 2νD + νrpi
)
+
+ 2pi
(
(δDM − ν)2 − νσ2Dδ2DM
))
+ (a+ r)22pi,
f i3 = 2DoMpi
(
2δii (2oi (νoiδii − νioiδii + ν) + 2a+ r) + δDi
(
νσ2D − 1
)
(oMδMi + 2oiδii+
+ 1) + ν
)
+ o2M2pi
(
ν (2δii (2oi (νoiδii − νioiδii + ν) + 2a+ r) + ν) + δ2Di
(
1− νσ2D
))
+
+ 2D
(
(oMδMi + 2oiδii + 1)− σ2D
(
−4aδii + νoMδMi (oMδMi + 4oiδii + 2) + 4νio2i δ2ii − 2rδii
) )
,
f i4 = −oi(δDi(oM(22DδMM(νσ2D − 1) + pi(ν((a+ r)pi + D) + δDM(D − νσ2DD)))+
+ (a+ r)Dpi + ν2o2M2pi) + δMi(D(oMpi(δDD(2− 2νσ2D) + ν(k + r))− 1)+
+ 2D(oM(νσ2D − 1)δDM + k + r)− νoMpi)) + oM(pi(−2(a+ r)piδDD + (a+ k)DδDM+
+ ν(D(k + r)− 1) + δDM)− 2DδMM(D(k + r)− 1) + νσ2DD(DδDM − 2piδDD))+
+ σ2DD(−2(a+ r)piδDD + aDδDM + δDM) + o2i δDiδMi(2D(ν − νi)oMpi + 2D(1− σ2Dνi)+
+ ν(ν − νi)o2M2pi) + o2M(δDM(22piδDD + νpi(pi(k − 2σ2DδDD) + D)− 22DδMM(νσ2D − 1))+
− 2pi(νδMM(D(k + r)− 1) + δDD(−2νσ2DDδMM + 2DδMM + νpi)) + Dpi(νσ2D − 1)δ2DM)+
+ (a+ r)pi(D(k + r)− 1),
f i5 = D(oM(pi(δDi(2a− oMδDM + k + r)− 2δDD)− 2oMpiδDDδMi − ν(k + r)pi(oMδMi+
+ 1) + δMi) + oi(oMpiδDi(δDi(νσ2D − 1) + 2ν)− 2δii(oMpi(δDD(2− 2νσ2D) + ν(k + r))+
− 1)) + σ2D(νoMpi(2δDD(oMδMi + 1) + oMδDiδDM) + δDi) + 4(ν − νi)o2i oMpiδiiδDi + 1)+
+ oMpi(δDi(oMpi(ν(oi(2νoiδii − 2νioiδii + ν) + a+ k + r) + δDD(2− 2νσ2D)) + 1)+
+ νoMδMi + 2νoiδii + ν) + 2D(σ2D(−νoM(2oiδiiδDM + oMδDMδMi + oiδDiδMi + δDM)+
− 2νio2i δiiδDi + aδDi)− (oMδMi + 2oiδii + 1)(−oiδDi − oMδDM + k + r)),
f i6 = o2M(δMi(pi(ν(api + D) + D(νσ2D − 1)δDM)− 22DδMM(νσ2D − 1))+
− pi(δDi(νσ2D(piδDM − 2DδMM) + 2DδMM + pi(ν − δDM)) + ν2pi))+
+ oi(−2δii(D(pi(a+ oMδDM + r)− 2DoMδMM) + νoMpi((a+ r)pi + D) + ν2o2M2pi)+
+ δMi(DoMpi(νσ2DδDi − δDi + 2ν) + 2D + ν2o2M2pi) + 2νσ2DDoMδii(piδDM − 2DδMM)+
+ 2DoM(1− νσ2D)δ2Mi) + oM(−pi(−3aDδMi − rDδMi + apiδDi + ν((a+ r)pi + D)+
+ rpiδDi + DδDM) + νσ2DD(DδMi + pi(δDM − δDi))− 22DδMM(νσ2D − 1))+
+ σ2DD((2a+ r)DδMi − (a+ r)piδDi)− 2o2i δiiδMi(2D(νi − ν)oMpi + 2D(σ2Dνi − 1)+
+ ν(νi − ν)o2M2pi)− (a+ r)Dpi,
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f i7 = oi(δi(D(oMpi(2δDD(νσ2D − 1)− ν(k + r)) + 1) + 2D(−(oM(νσ2D − 1)δDM + k + r))+
+ νoMpi) + δDi(oM(aνp¯i2pi − δDDpi + νσ2DD(δDpi − DδM) + 2DδM) + ap¯iDpi))+
+ σ2D(D(ap¯i(2piδDD − D(δDi + δDM)) + δD) + νo2M(δDpi − DδM)(DδDM − 2piδDD))+
+ 2ap¯ioM2piδDD + Cr(−2σ2DDδDD − 2oMpiδDD − νoioMpiδDi − DoiδDi + kD+
− νo2MpiδDM − DoMδDM + rD − 1) + 2δDo2M2piδDD − 2DδMo2MpiδDD − aνp¯io2M2piδDi+
− 2ap¯iDoMpiδDi − akp¯iDpi − ap¯iDoMpiδDM − ap¯irDpi + ap¯ipi + δio2i δDi(2D(ν+
− νi)oMpi + 2D(1− σ2Dνi) + ν(ν − νi)o2M2pi) + kνδDo2M2pi − kνDδMo2Mpi + kδDDoMpi+
− k2DδMoM + δDoMpi − δDDo2MpiδDM + 2DδMo2MδDM + DδMoM + νrδDo2M2pi+
− νrDδMo2Mpi + rδDDoMpi − r2DδMoM + νδMo2Mpi,
f i8 = Cr(−oiδMi(D + νoMpi)− oM(2DδMM + νpi(2oMδMM − 1) + piδDM) + (a+ r)pi+
+ σ2DD(−δDM))− 2ap¯iDoMpiδMi + oi(−νoMpi(δi((a+ r)pi + D)− ap¯ipiδMi)+
+ D(DoM(δMδMi + 2δiδMM)− pi(δMi(δDoM − ap¯i) + δi(a+ oMδDM + r)))+
+ νσ2DDoM(δDpiδMi + D(−δM)δMi − 2DδiδMM + δipiδDM)− ν2δio2M2pi)+
+ σ2D(aD(−p¯iD(δMi + 2δMM)− δDpi + DδM + p¯ipiδDM) + (DδM+
− δDpi)(νoM(−2DoMδMM + oMpiδDM + D) + rD))− 2ap¯iDoMpiδMM − aνp¯io2M2piδMi+
+ δio2i δMi(2D(ν − νi)oMpi + 2D(1− σ2Dνi) + ν(ν − νi)o2M2pi)− 2δDDo2MpiδMM+
+ 22DδMo2MδMM − a2p¯i2pi − aδDoM2pi + aDδMoMpi + ap¯ioM2piδDM − aνp¯ioM2pi − ap¯ir2pi+
− νδDo2M2pi + νDδMo2Mpi + δDo2M2piδDM − DδMo2MpiδDM − rδDoM2pi + rDδMoMpi,
f i9 = oi(2δii(oM(aνp¯i2pi − δDDpi + νσ2DD(δDpi − DδM) + 2DδM) + ap¯iDpi)+
+ δi(2D(−νσ2DoMδMi + oMδMi + 1) + DoMpi(νσ2DδDi − δDi + 2ν) + ν2o2M2pi))+
− 4ap¯iDoMpiδii − ap¯iDoMpiδMi + σ2D(D(aD(δi − p¯i(2δii + δMi)) + ap¯ipiδDi + rDδi)+
− νoM(DδM − δDpi)(DoMδMi − oMpiδDi + D))− 2aνp¯io2M2piδii − Cr(oMpi(νoMδMi+
+ 2νoiδii + δDi + ν) + D(oMδMi + 2oiδii + σ2DδDi + 1)) + 2δio2i δii(2D(ν − νi)oMpi+
+ 2D(1− σ2Dνi) + ν(ν − νi)o2M2pi)− δDDo2MpiδMi + 2DδMo2MδMi + 2aDδioMpi+
+ ap¯ioM2piδDi + ap¯iDpi + aνδio2M2pi + aνp¯ioM2pi + δDo2M2piδDi − DδMo2MpiδDi + 2rDδioMpi+
− δDDoMpi + 2DδMoM + νrδio2M2pi,
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f i10 = −2ν2δMM2pio4M − 2νδDM2pio3M − 4νδMMDpio3M + δ2M2Do2M + δ2D2pio2M − 2rν2pio2M+
+ 2βν2pio2M + 2rνδ02pio2M − 2ap¯iνδi2pio2M − 2δDδMDpio2M − 4δDMDpio2M + 2ap¯iδD2pioM+
− 4rDpioM + 4βDpioM + 4rδ0DpioM − 4ap¯iδiDpioM − 2ap¯iδMDpioM − 2δDD2Dσ4D+
+ C2r2 + a2p¯i22pi + (2D((β + r(δ0 − 1)− ap¯i(δi + δM)− oMδDM)D + (ap¯iδD+
− 2oMδDD)pi)− νo2M((δ2M + 2δMM)2D − 2δDδMpiD + (δ2D + 2δDD)2pi))σ2D+
− 2Cr(δDDσ2D + ap¯ipi + oiδi(D + νoMpi) + oM(δMD + δDpi + νoMδMpi))+
+ 2oi(−ν2δMi2pio3M − νpi(2δMiD + δDipi)o2M + (δiδM2D − ν(δiδMD + δMiD − δDδipi)σ2DD+
− δDδipiD − 2δDipiD + ap¯iνδi2pi)oM + D(ap¯iδipi − δDiDσ2D)) + o2i (δ2i ((1− νiσ2D)2D+
+ 2oMpi(ν − νi)D + νo2M2pi(ν − νi))− 2δiiνi(2Dσ2D + oMpi(2D + νoMpi))).
Proof. For every i ∈ {1, . . . , n}, f i(0, 0D, 0pi, C0, δi) = 0 is a linear system whose unique
solution is δ¯(0D, 0pi, C0). Direct calculations lead to
det
(
∇δif i
(
0, 0D, 0pi, C0, δ¯(0D, 0pi, C0)
) )
=
− 1024r(a+ r)2(2a+ r)316D (1 + aD)2(−2 + rD)σ20D 6= 0
and the Implicit Function Theorem [32, Theorem 9.28] concludes the proof.
Lemma D.0.2. Let δi = (δiDD, δiMM , δii, δiDM , δDi, δMi, δiD, δiM , δi, δi0) ∈ R10 and for every
i ∈ {1, . . . , n}, define the function
F i : R+ × B× R∗ × R× R10 −→ R13
(σpi, D, pi, C, δi) −→

F i1(σpi, D, pi, C, δi)
...
F i13(σpi, D, pi, C, δi)
 ; (D.0.3)
where F ij = f ij of Lemma D.0.1 (with oi = oM and νi = ν) for every i ∈ {1, . . . , n}, j ∈
{1, . . . , 10} and F i11, F i12, F i13 are stated at the end of this lemma.
Under Assumption 3.1.1, for every i ∈ {1, . . . , n}, (¯D∗, ¯pi∗, C¯∗, δ¯∗) (cf. Definition 3.4.2)
is the unique solution of the system F i(0, D, pi, C, δi) = 0 and there exist
• U ⊆ R4 × R10 open neighbourhood of (0, ¯D∗, ¯pi∗, C¯∗, δ¯∗);
• σ¯pi > 0;
such that
• for every 0 ≤ σpi ≤ σ¯pi, there exists a unique (D, pi, C, δi) such that
(σpi, D, pi, C, δi) ∈ U and F i(σpi, D, pi, C, δi) = 0.
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• If this (D, pi, C, δi) is defined to be Gi(σpi), then Gi ∈ C 1([0, σ¯pi], U) and Gi(0) =(
¯D
∗, ¯pi∗, C¯∗, δ¯∗
)
for every i ∈ {1, . . . , n}.
F i11 = 1− D(k + r) + 2δiDD(Dσ2D + pioM) + (δDioi + δiDMoM)(D + pioMν);
F i12 = (ap¯ipi − rC) + δiD(Dσ2D + pioM) + (δiMoM + δioi)(D + pioMν)+
− r
[
D(Dσ2D + pioM) + pioM(D + pioMν)
]
α¯;
F i13 = −pi(a+ r + oMν) + δiDM(Dσ2D + pioM) + (oiδMi + 2oMδiMM)(D + pioMν)+
+ δDi(Dσ2D + pioM) + (oMδMi + 2oiδii + 1)(D + pioMν).
Proof. For every i ∈ {1, . . . , n}, direct calculations show (0, ¯D∗, ¯pi∗, C¯∗, δ¯∗) (cf. Defini-
tion 3.4.2) to be the unique acceptable (D ∈ B ) solution of the system F i(0, D, pi, C, δi) =
0. Direct calculations lead to
det
(
∇(D,pi ,C,δi)F i(0, ¯D∗, ¯pi∗, C¯∗, δ¯∗)
)
= −1024r
2(a+ r)3(2a+ r)3(a+ k + r)2(2k + r)σ20D
(k + r)18 6= 0
and the Implicit Function Theorem [32, Theorem 9.28] concludes the proof.
Lemma D.0.3. The process (Dt, pit) is stationary if and only if
E
D0
pi0
 =
p¯i/k
p¯i
 , Var
D0
pi0
 =
σ2D2k + σ2pi(k−a)2 ( 12a + 12k − 2a+k) σ2pi2a(a+k)
σ2pi
2a(a+k)
σ2pi
2a
 .
(D.0.4)
Proof. Define m = E[(D0, pi0)T ] and V = Var[(D0, pi0)T ]; because of (3.1.1), (3.1.2) and
[22, Problem 5.6.1], m and V are solutions of the equations
−k 1
0 −a
m+
 0
ap¯i
 = 0 and
−k 1
0 −a
V + V
−k 0
1 −a
 = 0. (D.0.5)
Direct calculations show that V and m of (D.0.4) solve (D.0.5); by Sylvester Theorem
[20, Theorem 2.4.4.1] the solution of (D.0.5) is unique.
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