Event-by-event hydrodynamic simulations of AA and pA collisions involve initial energy densities with large spatial gradients. This is associated with the presence of large Knudsen numbers (K n ≈ 1) at early times, which may lead one to question the validity of the hydrodynamic approach in these rapidly evolving, largely inhomogeneous systems. A new procedure to smooth out the initial energy densities is employed to show that the initial spatial eccentricities, ε n , are remarkably robust with respect to variations in the underlying scale of initial energy density spatial gradients, λ. , the robustness of the initial eccentricities with respect to changes in the fluctuation scale suggests that the vn's cannot be used to distinguish between events with large K n from events where K n is in the hydrodynamic regime. We use the 2+1 Lagrangian hydrodynamic code v-USPhydro to show that this is indeed the case: anisotropic flow coefficients computed within event-by-event viscous hydrodynamics are only sensitive to long wavelength scales of order 1 Λ QCD ≈ 1 fm and are incredibly robust with respect to variations in the initial local Knudsen number. This robustness can be used to justify the somewhat unreasonable effectiveness of the nearly perfect fluid paradigm in heavy ion collisions.
Introduction
A lingering question in the field of heavy-ion collisions is what energy scales are probed with different types of experimental observables. As in the the early universe where inhomogeneities led to the formation of large scale structure after expansion [1] , the initial conditions for the Quark Gluon Plasma exhibit energy density fluctuations that originate from different physical scales as shown in Fig. 1 . The largest scale is the macroscale that is defined by the system size itself on the order of about ≈ 7 − 10 fm for a PbPb collision at LHC, which is encapsulated in the eccentricities of the initial collision [2] . The upper limit of the smallest scale is the microscale, which in current viscous hydrodynamic simulations is defined by the relaxation time [3] the smallest value of which is around τ π ≈ 0.25 fm at LHC (the gluon saturation scale is even shorter ≈ 1/Q s < 0.1 fm). Between the microscale and the macroscale lies the mesoscale on the order of the size or a proton ≈ 1 fm, which one would expect to be the defining scale for Glauberian dynamics where the arXiv:1512.07135v1 [nucl-th] 22 Dec 2015 degrees of freedom are only that of the nucleons. It is well-known that initial conditions that include gluon saturation contain non-linear dynamics that produce different initial eccentricities compared to Glauberian initial conditions as seen in Fig. 2 . However, comparing Glauber [4] vs. IP-Glasma [5] initial conditions also produces a very different scale of energy density fluctuations. [6, 7] , Glauber [8] , MCKLN [8] , and IP-Glasma initial conditions [5] at 20 − 30% centrality.
Different types of initial conditions probe different scales in Fig. 1 . Smoothed, single shot initial conditions with no event-by-event fluctuations would have the largest λ at the macroscale level. Event-by-event calculations using Glauberian wounded nucleon dynamics would be at the mesoscale level whereas IPGlasma initial conditions that include sub-nucleonic fluctuations are at the microscale level. In order to explore the difference between these types of initial conditions, a cubic spline smoothing function is employed as discussed in [2] to smooth out the initial conditions to each different scale. With this procedure the eccentricities are found to remain nearly constant when λ 1 fm. Using the cubic spline all fluctuations underneath the scale λ are smoothed out. It is important that with this procedure the eccentricities remain nearly constant because they are the dominant force when it comes to determining the final flow harmonics [9, 10] . In the future it would be interesting to study the effects of the smoothing scale not only on the initial energy density but on the full initial energy-momentum tensor.
All calculations are done using MCKLN initial conditions [8] within the event-by-event relativistic viscous hydrodynamical code v-USPhydro [11, 12] that is based upon the Lagrangian method to solve the equations of motion known as Smoothed Particle Hydrodynamics [13] . Decays are modeled through an adapted version of the AZHYDRO code [14] with masses up to M = 1.7 GeV although it would be interesting to test the influence of heavier resonances [15] , which would likely further obscure effects from initial energy density fluctuations [16, 17, 18] . The lattice based equation of state from [19] is employed. Relativistic hydrodynamics is switched on at τ 0 = 0.6 fm and the freeze-out temperature is varied between T FO = 120 − 130 MeV. The shear viscosity to entropy density ratio is held constant such that the best fitting η/s is used for each individual λ, although a temperature dependent η/s(T ) such as that computed in [20, 21] or bulk viscosity [22] can be explored in the future. In Fig. 3 (left) the results for the spectrum of all charged hadrons is shown for different values of the smoothing scale λ. It is clear that the spectrum is very robust as one smooths out the energy density an entire order of magnitude from λ = 0.1 − 1.0 fm. One should also note that λ = 0.1 fm is below the microscale set by the relaxation time τ π . In [2] when λ < τ π it was shown that the Knudsen number becomes very large, which is an indication that there is not a large enough separation of scales to allow for a hydrodynamical picture. However, as one can see in Fig. 3 the influence from the "bad" Knudsen number is not seen in the spectrum, which is simply too robust.
Results
In Fig. 3 (right) the integrated flow harmonics v 2 − v 5 are shown compared to CMS data [23, 24] . Unlike for the spectrum, the effects of having "bad" Knudsen numbers for λ = 0.1 fm are more obvious in the flow harmonics. For v 2 − v 5 , λ = 0.1 fm is clearly lower than the other λ's. However, as long as λ > τ π then there is very little difference for v 2 − v 5 between the microscale to the mesoscale. Note that all calculations done here are for the best fitting η/s where it was found that η/s increases slight with λ. If one uses ideal hydrodynamics there is a stronger dependence on λ [2] .
Our calculations qualitatively agree with the study in Ref. [25] in that the azimuthal anisotropies are much more sensitive to intermediate length scales (the mesoscopic regime in our notation) than to scales deep in the microscopic, sub-nucleonic scale regime. Once λ is brought to the macroscopic nuclear scale regime, the eccentricities begin to change significantly, the structure in the initial conditions is lost, and nontrivial azimuthal anisotropies such as triangular flow are not produced.
Conclusions
In this paper we showed that the typical low p T experimental observables that describe collective flow are insensitive to the energy density scale between the microscale up to the mesoscale in heavy-ion collisions. Both the particle spectrum and the integrated flow harmonics see essentially no difference as one smooths out the energy density fluctuations. This confirms previous work showing that the eccentricities alone are excellent predictors in determining the final flow harmonics.
It is unlikely that higher temperatures reached such as those achieved at the LHC run2 could help to improve the sensitivity to the energy density scale, especially since the effect to flow harmonics is likely to be less than a 5% change [26] . Rather, the most likely collisions that may provide some indication of the energy density scale would be in small systems such as pPb collisions where the ε n,m are significantly more affected by the smoothing scale such (in this case it was found that the eccentricities can only be smoothed out to about λ = 0.3 − 0.5 fm [2] ).
While the known experimental flow observables do not display a strong sensitivity to sub-nucleonic fluctuations, it is possible that novel observables currently being explored could be more sensitive. In [27] it was found that there is about a 10% non-geometrical contribution on an event-by-event basis that is washed out when one averages over an ensemble of events. However, correlations on an event-by-event basis [28] may preserve some of those effects. Furthermore, in [29] the effect longitudinal fluctuations are found to decorrelate elliptical and triangular flow and it would be interesting to explore the scale of those fluctuations, which is left for a future work.
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