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Chapter1
Introduction
In this chapter a brief introduction is given into the research area of clusters. First,
it is explained what clusters are. Second, it is described why the study of clusters
is interesting and important. For example, it will become clear that research on
clusters is crucial for the next generations of computers, mobile phones, drugs,
industrial catalytic processes etc. Then, some interesting studies on clusters are
described in order to point out the difficulties involved in the cluster research.
For example, that the geometry of a cluster cannot be directly obtained from
experiment and that there are in general many isomers close in energy. Finally,
the goal and the outline of this thesis are given.
1
2 Introduction
1.1 What is a cluster?
Nowadays the regime of the isolated atom and bulk is well established. In both
regimes the physical and chemical properties are well understood [1]. However,
the regime in between these limits, i.e. that of the clusters (see Fig. 1.1) remains
a puzzle in many aspects. Although the exact definition of a cluster is still under
Figure 1.1: A schematic representation of the atromic, cluster and bulk regime.
The arrows indicate two possibilities to theoretically approach the cluster regime (see
Section 1.3): (1) From the atomic like limit, i.e. ab-inito point of view and (2) from
the bulk, i.e. the solid state point of view.
debate [2], in this thesis the following definition is adapted: ’clusters are aggreg-
ates of atoms and molecules intermediate in size between the bulk and the isolated
atoms and molecules’ [3]. With this, clusters can be either homogeneous or het-
erogeneous. In the former case the cluster is composed of one type of atoms or
molecules, while in the latter it can be composed of more than one type. Since the
definition of a cluster is quite broad, classification criteria have been developed [3]:
(1) Nature of the bonding: metallic, covalent, ionic, Van der Waals
(2) The cluster size: ’micro’ < 20, ’small’ < 100 < ’large’
(3) The electronic and magnetic properties: metallic, semi-conducting, isolator,
superconducting, magnetic, superparamagnetic.
Probably the first synthetic metal cluster was calomel (Hg2Cl2), already known in
India in the 12th century. It was used as a laxative and disinfectant. Examples
of clusters which could be encountered in the daily life are clusters of copper,
silver and gold, which are contained in stained glass windows [2]. Further, for film
photography silver clusters are important and water clusters are formed in the
atmosphere. In sooting flames and in space the well known soccer ball shaped C60
clusters might form.
Finally, clusters can be encountered in different environments. Clusters can be
trapped in an (inert) matrix, be stabilized by ligands in a solvent, be adsorbed onto
a surface or be completely isolated in the gas phase. In this thesis only isolated
clusters are studied. The advantage is that the otherwise present interactions
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with the environment can be neglected. Further, only homogeneous clusters are
studied.
1.2 Why are clusters interesting?
According to the defintion of a cluster above, quantum dots and nano-particles
in general can also be considered as examples of clusters. Therefore, there are
many examples of current applications of clusters. For example, quantum dots are
applied in televisions, solar cells, diode lasers, single electron transistors, biological
sensors and optoelectronics [4–6]. Further, various sorts of clusters are or will be
applied in catalysis processes, hydrogen storage, magnetic data recording, targeted
drug delivery and high sensitivity sensors [4–6]. Many more possible potential
applications have been proposed.
The driving force behind the development of cluster applications is the increas-
ing demand for nano-technology. Namely in the nano-technology the focus is on
the continious downscaling of functional devices, e.g. the storage volume of a bit
in computers, transistors and the catalysts in combustion engines (see Ref. [4–6]
for more examples). The next step of miniaturizing devices will naturally include
devices in the cluster regime. There are actually two approaches in downscaling
objects: bottom-up and top-down. The former approach considers atoms and mo-
lecules as building blocks for new materials, while the latter tries to downscale
larger (nano) sized objects. In the former for example molecular self-assembly is
used, while in the latter various types of lithography with subsequent chemical or
physical processing are used. Whether a bottom-up or top-down approach should
be applied, depends on the product. In general the bottom-up approach is ex-
pected to be cheaper, but could become very difficult when the assembly becomes
large and complex. Moreover, we are still far away from the required level of
control in self-assembly processes.
Besides the technological interest, clusters also have very intriguing funda-
mental properties. It is for example well known that clusters possess interesting
properties completely different from that of the atom and the bulk. More pre-
cisely, it is known that the cluster properties depend on the cluster size in a
non-monotonical way (see Fig. 1.2). This means that adding or removing one
atom to the cluster can completely change its properties. It would thus be very
interesting to know how the cluster properties develop as a function of cluster
size and composition. However, besides just knowing how the behavior develops,
it would be extremely valuable to understand the physical principles behind this
behavior. This physical insight can then be used to design clusters with a specific
purpose in mind. Another very fundamental question to answer is: ’At what size
does a cluster behave as its bulk counterpart?’
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Figure 1.2: Schematic representation of the non-monotonical behavior of a cluster
property as a function of its size. Note that in the bulk regime the physical properties
behave usually monotonically.
1.3 How to investigate properties of clusters?
Typically the behavior of clusters is different from the bulk due to its large surface
to volume ratio and/or unique discrete energy levels as a result of quantum con-
finement. The former makes surface physics and chemistry extremely important
in determining the cluster properties. Further, the cluster geometry and compos-
ition influence the discrete energy spectrum, i.e. its physical properties. Thus, in
general one can say that the geometry, electronic and magnetic properties of the
cluster are tightly interrelated. However, a natural and less complicated approach
for a theoretical investigation of clusters would be to first consider the geometry,
second the electronic structure and third the magnetic properties.
1.3.1 Geometry
The determination of the cluster’s geometry is in general very difficult. The reason
is two fold. First, the geometry cannot be determined directly from experiment [7,
8]. Second, for increasing cluster sizes the number of isomers increases rapidly.
Since many isomers can be close in energy, very accurate calculations are required
to determine the ground state geometry. At the moment the best way to determine
the cluster’s geometry is to combine experiment and theory. More precisely, to
compare the measured vibrational spectrum with the calculated one that is derived
for the minimum energy structure [7–9].
Clusters of inert gas atoms are a very convenient model for a first consideration
of the geometry. In such cluster the bonding is simply due to the Coulomb forces,
i.e. Van der Waals bonding. For such clusters, for example Xe clusters, it is
interesting that at particular cluster sizes an enhanced stability is observed [10].
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This particular stability is caused by the formation of shells of atoms of high
coordination. In case of Xe clusters the geometries are that of Mackay icosahedra.
The relation between the number of atoms in the cluster M and the order of the
icosahedron n (i.e. the number of shells) is given by
M = 1 +
n∑
p=1
(10p2 + 2). (1.1)
Thus, for icosahedra of 1 to 6 shells the number of atoms is given by 13, 55, 147,
309, 561 and 923, which are also referred to as the magic numbers.
Although isolated clusters are ideal for studying the intrinsic cluster properties,
for technological applications they should be ultimately deposited on a surface or
embedded in a matrix. It is well known that the interactions with the surface
or matrix can have a large effect on the cluster properties. For example, for
gold clusters in the gas phase a two dimensional structure is predicted up to at
least a size of 12 [11]. On the other hand for gold clusters deposited on a MgO
surface the structure is not strictly two dimensional any more [12]. It has been
shown that this change of geometry influences the catalytic properties of the gold
clusters [12]. Therefore, it is extremely important to understand the relation
between the geometry and the electronic properties. Another interesting example
of the close relation between geometry and electronic structure is that for neutral
and anionic gold clusters the transition from two dimensional to three dimensional
clusters is predicted at a different size [11].
Another example, where besides the influence of the environment, the geometry
might play an important role is that of Co clusters deposited on a Pd surface. It is
observed that the magnetic moment is reduced with respect to the gas phase [13,
14].
1.3.2 Electronic properties
Once the geometry of the cluster is established the electronic structure can be
studied theoretically. For example, the conductivity, spectral properties, dipole
moment, catalytic properties and ionization energies can be investigated.
For Na and K clusters also magic numbers were observed [15, 16]. However,
these magic numbers appeared to be electronic in nature. It was namely observed
that the measured peaks in the ionization energies could be correlated to the
peaks in the abundance [15–17]. From the Jellium model it could be theoretically
shown that the electronic magic numbers are related to the filling up of electronic
shells [18].
Other interesting experiments were performed on rare-earth clusters, where the
electric dipole moment was measured as function of cluster size [7]. It was observed
that for some rare-earhs at particular cluster sizes there is a considerable electric
dipole moment compared to the other sizes. At the moment there is no theory
available that explains this intriguing behavior. The main difficulty in theoretical
considerations is the treatment of the strongly correlated 4f electrons. Further, in
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order to investigate the electronic properties, the geometry must be established.
For the calculation of structural properties of rare-earth bulk systems, it has been
shown that treating the 4f electrons as part of the chemically inert core is a
successful method [19–21]. However, in order to apply this method for rare-earth
clusters the number of 4f electrons is required. Unfortunately, this quantity is
unknown and not clear from the beginning. Namely in general an isolated rare-
earth atom has one 4f electron more than its bulk counterpart. In order to solve
this problem, we present in Chapter 5 a method to calculate the number of 4f
electrons for the rare-earth clusters.
1.3.3 Magnetic properties
For rare-earth clusters Stern-Gerlach deflection experiments have been performed
to measure the magnetic moment as a function of cluster size [7]. In Fig. 1.3 the
results are shown for (a) Tb and TbO clusters and (b) Tm clusters at two different
temperatures. From this figure it is clear that the clusters behave completely
different from the bulk. Namely in the bulk limit there is no size dependence of
the magnetic moment. On the other hand for the Tb and TbO clusters there is
a huge dependence on the cluster size. Further, for most cluster sizes the average
magnetic moment is completely different from the bulk, i.e. 9.72 µB/atom. In
case of Tm clusters, the magnetic moment is almost size independent. Here the
paramagnetic bulk value of 7.56 µB/atom is not depicted, because the magnetic
moment of the clusters is much lower. Further, one can observe that an increase
in temperature for the Tm clusters leads to an increase of the magnetic moment.
From the experiments on the rare-earth clusters the magnetic moment as a
function of cluster size and type is observed. However, what is the driving force or
the physical mechanisms behind this, is still unknown. For example, are the large
magnetic moment fluctuations as a function of size in Tb clusters due changing
antiferromagnetic and ferromagnetic ordening mechanisms? Is the increase in
magnetic moment for increasing temperature in Tm clusters due to a non-collinear
magnetic structure or do spin and orbital quenching play a role? In this thesis we
will try to address these questions by shedding light on the physical mechanisms
behind the magnetic properties of the rare-earth clusters in Chapter 6.
Other very intriguing experiments were performed on transition-metal clusters.
For example, iron, cobalt and nickel show enhanced ferromagnetism in comparison
with the bulk [22–24]. Further, rhodium clusters appeared to become ferromag-
netic, while in the bulk rhodium is a paramagnet [25]. For manganese, a change of
magnetic order from ferromagnetic to antiferromagnetic occurs during the trans-
ition from the cluster to the bulk regime [26].
Additional experiments were performed on iron, nickel and cobalt (see Refs. [13,
27]) clusters to measure the spin and orbital moment separately. These experi-
ments showed large orbital moments with respect to the bulk counterpart. Further,
as already mentioned other experiments showed a substantial reduction in the or-
bital moment by depositing Co clusters on a Pd surface [13, 14]. In this thesis we
will try to investigate in, Chapter 7, where this large orbital moment originates
1.3 How to investigate properties of clusters? 7
Figure 1.3: The measured magnetic moment in µB/atom as function of cluster size
for (a) Tb and TbO clusters, and (b) Tm clusters for two temperatures [7].
from. That this is a very delicate property to calculate is already known from
theoretical studies on transition-metal bulk systems [28].
Another type of cluster investigated in this thesis, is a cluster in which weakly
itinerant electrons are responsible for the magnetic properties. In particular we
will focus in this thesis on what happens to the Curie temperature of such clusters
as a function of size. Also the physical principles behind the behavior of the Curie
temperature as a function of cluster size are addressed. Such information can be
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very useful in the search for new materials for magnetic applications at nanoscale.
Finally, for a brief history on cluster physics we refer the interested reader to
Refs. [2, 4, 29]. Further, much additional cluster research has been performed over
the years. For example, Van der Waals clusters [30, 31], metal clusters [32, 33], car-
bon clusters [34, 35], semiconductor clusters [36–38], superconducting clusters [39]
and doped clusters [40, 41] have been investigated. All these topics are however
outside the scope of this thesis and we therefore refer for more information to the
references cited.
1.4 Outline of this thesis
Thus the main goal of this thesis is to obtain fundamental insight into the electronic
and magnetic properties of rare-earth and transition-metal clusters. Further, the
goal is to investigate how the Curie temperature of clusters, in which (weakly)
itinerant electrons are responsible for the magnetic properties, changes as a func-
tion of cluster size. There are basically two different approaches to theoretically
investigate these problems. One is based on the consideration of ab-initio meth-
ods, while the other approaches the cluster regime from the solid state point of
view, i.e. mostly analytical. Schematically this is represented by the arrows in
Fig. 1.1, where the arrow from the atom to the cluster would correspond to the
ab-initio approach and the arrow from the bulk to the cluster to the solid state
point of view.
In Chapter 2 a detailed description is provided of possible ab-initio methods
with special attention to the density functional theory. Further, natural extensions
of the density functional theory to treat strongly correlated electron systems are
discussed.
In Chapter 3 a brief introduction is given on the subject of magnetism. Here
localized and delocalized (itinerant) electron magnetism will be described. For
localized electron magnetism the focus will be on possible exchange mechanisms.
On the other hand in the discussion on itinerant electron magnetism, the calcula-
tion of the Curie temperature from the solid state point of view will be the central
subject.
In Chapters 4-8, the theory described in Chapters 2 and 3 will be used to
obtain new physical insights in rare-earth, transition-metal and (weakly) itinerant
clusters. However, in order to practice with and test the ab-initio methods, a
theoretically and experimentally well known test case is used. This is TbN bulk, of
which the structural, electronic and magnetic properties are studied in Chapter 4.
With this experience at hand, the rare-earth clusters can be studied. First, the
geometry and valence stability are investigated in Chapter 5. Then, with these
quantities established also the spectral properties are considered. In Chapter 6 the
information obtained in Chapter 5 is used as a foundation for the investigation
of the magnetic properties of the rare-earth clusters. In Chapter 7 we switch
to the study of the spin and orbital moments of transition-metal Co clusters by
employing different levels of theory. Finally, the Curie temperature of clusters in
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which (weakly) itinerant electrons are responsible for the magnetic properties is
considered in Chapter 8. For this purpose purely analytical considerations from
the solid state point of view are used.
10 Introduction
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Chapter2
Theory
In this chapter the necessary theoretical foundations are provided that are used
throughout this thesis. More precisely the theoretical tools required to investigate
rare-earth and transition-metal clusters are discussed. There are two general con-
cepts on which these tools are based. For one the cluster regime is treated from
the ab-initio point of view, while the other approaches the cluster regime from
the solid state theory point, i.e. mostly analytical. In this chapter, the ab-initio
methods are described, where the focus is in particular on density functional theory
(DFT). After a general description of DFT, its shortcomings for treating rare-earth
and transition-metal systems properly are mentioned. Then as a solution to these
shortcomings, the popular extensions of DFT are treated. With all these tools at
hand it is then time to show how to actually use them step by step to reveal the
cluster’s secrets. The first step is the determination of the geometry, the second
that of the electronic structure, and finally magnetic and spectral properties can
be probed.
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2.1 General problem
The main difficulty of giving a theoretical description of a certain physical system
is not writing down the physical problem itself. Actually from the general laws of
quantum mechanics it is well known how to formulate the problem in terms of a
wave equation. However, how to deal with this problem is what complicates the
matter. In case of a system with M nuclei and N electrons the time-independent
and non-relativistic problem, i.e. Schro¨dinger equation, is defined as [1, 2]
HˆΨi(x1,x2, ...,xN ,R1,R2, ...,RM ) = E
tot
i Ψi(x1,x2, ...,xN ,R1,R2, ...,RM ).
(2.1)
Here Ψi is the eigenfunction i belonging to the eigenvalue E
tot
i , which represents
the total energy of the system in state Ψi. This Ψi depends on 3N spatial co-
ordinates {ri} and N spin coordinates {si} of the electrons, which are represented
together as {xi}. There are also 3M spatial coordinates of the nuclei {RI} on
which Ψi depends. Further, Hˆ in Eq. 2.1 is the Hamiltonian operator, which is
defined in absence of magnetic and electric fields as
Hˆ = −1
2
N∑
i=1
∇2i−
1
2
M∑
A=1
1
MA
∇2A−
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>1
1
rij
+
M∑
A=1
M∑
B>1
ZAZB
RAB
. (2.2)
Here the indices A and B run over the M nuclei, while i and j run over the N
electrons. The ZA and ZB correspond to the charge of nucleus A and B respect-
ively, and MA to the mass of nucleus A. More precisely MA is in multiples of the
mass of the electron. The mass and modulus of the charge of the electron itself
are set to unity. The same is done for ~ (Planck’s constant divided by 2pi) and the
permittivity of the vacuum, 4piε0. In other words Eq. 2.2 is expressed in terms of
atomic units. Further, the first two terms of Eq. 2.2 represent the kinetic energy
of respectively the N electrons and M nuclei. Here the Laplacian operator ∇2q is
defined as
∇2q =
∂2
∂x2q
+
∂2
∂y2q
+
∂2
∂z2q
. (2.3)
The third term of Eq. 2.2 is the attractive electrostatic interaction between the
electrons and the nuclei, where riA is the distance between electron i and nucleus
A. The fourth term describes the Coulomb repulsion between the electrons, where
rij is the separation between the electrons i and j. The last term represents
the nuclei-nuclei repulsion due to the Coulomb interaction in which RAB is the
distance between nucleus A and B.
In practice Eq. 2.1 is usually simplified by separating the electronic and ionic
degrees of freedom by using the Born-Oppenheimer approximation. For a detailed
explanation of this approximation see Appendix A. However, the main idea is to
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consider the electrons first. Namely in their frame of reference the ions can be
considered as fixed, since the electrons move much faster than the ions due to
their small mass compared to the ions. Under the assumption that the ions are
fixed, their kinetic energy becomes zero and the ion-ion interaction term of Eq. 2.2
becomes merely a constant. Thus, within this approximation the following purely
electronic problem can be extracted from Eq. 2.2
HˆelΨeli (x1, ...,xN ; {R}) =[
− 1
2
N∑
i=1
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>1
1
rij
]
Ψeli (x1, ...,xN ; {R}) =
Eeli ({R})Ψeli (x1, ...,xN ; {R}).
(2.4)
In this equation the ionic spatial degrees of freedom just enter as parameters,
which is indicated by {R}. This means that Eq. 2.4 is now a purely electronic
problem, where the electronic eigenfunction (wavefunction), Ψeli (x1, ...,xN ; {R}),
and eigenvalue (electronic energy of the system), Eeli ({R}), only depend paramet-
rically on the ionic spatial coordinates. In Eq. 2.4 Eeli ({R}) is the total energy
of the electrons for a certain static configuration of the nuclei. Thus in order to
obtain the total energy of the whole system (electrons and static nuclei), Etoti , the
constant ionic repulsion energy, Eion,
Eion =
M∑
A=1
M∑
B>1
ZAZB
RAB
(2.5)
should be added to Eeli resulting in
Etoti = E
el
i + Eion. (2.6)
Eq. 2.4 gives an approximate description of the electrons only. Therefore, the
Hamiltonian of the ions is considered next within the Born-Oppenheimer approx-
imation (see Appendix A),
HˆionFi(R1, ...,RM ) =[
M∑
A=1
−∇2A
2MA
+ Etoti (R1, ...,RM )
]
Fi(R1, ...,RM ) = EFi(R1, ...,RM ).
(2.7)
Here Etoti is given by Eq. 2.6 and can be interpreted as the potential in which the
ions move. Namely in the frame of reference of the moving ions the electrons adapt
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instantaneously to the new ionic positions. This becomes more clear by rewritting
Etoti as [3]
Etot(R1, ...,RM ) = E
tot
0 (R
0
1, ...,R
0
M ) + V (R1, ...,RM ), where
V (R1, ...,RM ) = E
tot(R1, ...,RM )− Etot0 (R01, ...,R0M ).
(2.8)
Here the subscript i is dropped in the total energy, Etot(R1, ...,RM ), because this
expression holds in principle for every state i. Further, the R0q correspond to the
equilibirum nuclear positions in state i. Therefore the total energy at equilbrium,
Etot0 (R
0
1, ...,R
0
M ), is just a constant in this equation and V (R1, ...,RM ) represents
the potential energy with resprect to equilibrium.
Summarizing, the problem of Eq. 2.1 has been simplified by exploiting the
Born-Oppenheimer approximation, which resulted in the decoupling of the elec-
tronic and ionic degrees of freedom. For the description of many systems and/or
physical properties this decoupling into a purely electronic problem, Eq. 2.4, and
ionic problem, Eq. 2.7, works very well. This means that for these systems Eq. 2.4
gives a good description of the electronic properties and Eq. 2.7 of the ionic prop-
erties. However, there are also systems for which the decoupling does not work. In
such cases, the coupling between the electrons and ions has to be taken into account
explicitly. In case of small ionic displacements with respect to their equilibrium
positions, the most natural way to do this, is by including electron-phonon coup-
ling (for more details on how this is done see Ref. [4]). The inclusion of this term
is required to describe for example superconductors. For the physics discussed in
this thesis the decoupling is assumed to be valid.
In Section 2.2.7 it will be shown how from Eq. 2.7 phonon and vibrational
modes can be derived in case of small ionic displacements with respect to the
equilibirum positions. It will become clear that an accurate calculation of these
vibrational modes is crucial for the determination of the cluster’s geometry. How-
ever, first we focus on the electronic problem, Eq. 2.4.
2.2 Approaches to the electronic problem
In this section the electronic problem given by Eq. 2.4 is considered. First an
overview of possible approaches to this problem is provided. After this a short
description of the wavefunction based ab-initio methods is given. It will then be-
come clear that these wavefunction based methods can only be applied to systems
with a small number of electrons. As a possible way to treat also larger systems a
density based method, DFT, is introduced in detail.
2.2.1 Overview of possible approaches
In general there are two different points of view on how to approach the electronic
problem:
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(1) model Hamiltonians
(2) ab-initio methods
In case of the model Hamiltonian the idea is to extract only the most important
part of Eq. 2.4 for the problem at hand. For example when the magnetic properties
of a 3d metal like Fe should be described, then one can argue that a description of
only the 3d electrons with an effective Hamiltonian is enough. This could then lead
to a (multi-orbital) Hubbard model. For a discussion of the Hubbard model see
Section 2.2.8 and Chapter 3. Another example of a successful model Hamiltonian
is the Anderson impurity model, which describes the behavior of an impurity atom
immersed in an electron gas, see Section 2.2.8.
The other point of view to approach the electronic problem is by ab-initio
methods. A calculation is said to be ab-initio (or ”from first principles”) if it relies
on basic and established laws of nature without additional assumptions or special
models [13]. There are basically two ways to do this
(1) wavefunction
(2) electron density
In the first the electronic wavefunction of Eq. 2.4 is approximated directly. Since
the electronic wavefunction depends on 3N spatial and N spin coordinates, the
wavefunction based method is only manageable for a small number of electrons N .
A possible way to circumvent this problem is to consider the total electron density
instead, that depends on 3 variables only. In the following first a small overview of
some wavefunction based metods is given and after this the density based method
is explained in detail.
2.2.2 Wavefunction based method
Since it is clear that the ionic spatial coordinates enter only parametrically in
Eq. 2.4, its explicit {R} notation can be excluded. Similary the ’el’ superscript
can also be discarded, resulting in the following simplified notation of Eq. 2.4,
HˆΨi(x1, ...,xN ) =
[
Tˆ + VˆNe + Vˆee
]
Ψi(x1, ...,xN ) =
[
− 1
2
N∑
i=1
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
]
Ψi(x1, ...,xN ) =
EiΨi(x1, ...,xN ).
(2.9)
Here Tˆ , VˆNe and Vˆee are respectively the kinetic energy, electron-ion interaction
and electron-electron interaction operator.
From Eq. 2.9 it is clear that once the number of electrons N , ionic charge ZA
and ionic positions RA entering via riA = |ri −RA| with ri the position vector
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of electron i, are known, the electronic problem is defined. When the problem is
defined, the eigenfunctions Ψi and corresponding eigenvalues Ei should be found.
Once this is done all electronic properties can be obtained when applying the cor-
responding operators to the eigenfunctions. Although this seems a straightforward
approach, it is very hard to obtain the eigenfunctions and eigenvalues. However,
there is a way to systematically approach the ground state eigenfunction Ψ0 of the
system. This is done by exploiting the variational principle, which states that the
expectation value of Hˆ of Eq. 2.9 is minimal for the ground state eigenfunction Ψ0.
Thus one has to search over all possible eigenfunctions and the one corresponding
to the lowest eigenvalue is the ground state eigenfunction. Note that ’possible’
here means that the trial eigenfunction should be continious and quadratic integ-
rable. Otherwise it cannot be normalized and thus does not describe an electron
system.
Obviously in practice the search cannot go over all possible eigenfunctions.
Therefore usually the variational principle is applied to a subset of eigenfunctions
for which this can be done analytically. The disadvantage is that the exact ground
state is only obtained in the (rare) case that it is within this subset. Later on
it will be explained how to systematically improve on this, but first the popu-
lar subset of all antisymmetric products (Slater determinants) composed of N
spin-orbitals is discussed. This approximation is called the Hartree-Fock approx-
imation [1, 5]. The idea or assumption behind this is that your system of electrons
can be described to a good approximation as a collection of non-interacting (quasi)
particles. Namely the solution of a system of non-interacting fermions is a Slater
determinant,
ΦSD =
1√
N !
det{χ1(x1)χ2(x2) · · · χN (xN )}. (2.10)
Here ΦSD is the Slater determinant and the χq(xq) are the spin-orbitals defined
as a product of an orbital and spin part,
χ(x) = φ(r)σ(s), with σ = α,β. (2.11)
The best Slater determinant, i.e. the Slater determinant having the lowest
expectation value of Hˆ, is found by minimizing the following expression
EHF = 〈ΦSD|Hˆ|ΦSD〉 =
N∑
i=1
〈χi|−1
2
∇2 −
M∑
A=1
ZA
riA
|χi〉+
1
2
N∑
i=1
N∑
j=1
〈χiχi| 1
rij
|χjχj〉 − 1
2
N∑
i=1
N∑
j=1
〈χiχj | 1
rij
|χjχi〉.
(2.12)
Here EHF is the Hatree-Fock energy and after the last equality sign of Eq. 2.12
everything is expressed explicitly in terms of the spin-orbitals. Further, the last
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two terms after the second equality sign refer respectively the classical Coulomb
energy, i.e. the Hartree term, and the exchange energy, i.e. the Fock term. Note
that the Fock term is only non zero, when electron i and j have parallel spins. From
Eq. 2.12 it is clear that it can be minimized by varying the spin-orbitals. Under
the constraint that they are orthonormal, this variation results in the following set
of single particle equations
fˆiχi = iχi, i = 1, 2, ...,N and with
fˆi = −1
2
∇2 −
M∑
A=1
ZA
riA
+ Vˆ HFi .
(2.13)
Here the first two terms correspond respectively to the kinetic energy and potential
energy comming from the electron-ion interaction. The third term Vˆ HFi is a single
electron operator that contains the average interaction of electron i with all the
other electrons in the system. The following terms are contained in Vˆ HFi ,
Vˆ HF (x1) =
N∑
j=1
(
Jˆj(x1)− Kˆj(x1)
)
, where
Jˆj(x1) =
∫
|χj(x2)|2 1
r12
dx2, and
Kˆj(x1)χi(x1) =
∫
χ∗j (x2)
1
r12
χi(x2)dx2χj(x1).
(2.14)
Here Jˆj(x1) is the potential that an electron at position x1 experiences due to
the average charge distribution of another electron in spin-orbital χj . The inter-
pertation of operator Kˆj(x1) is a little more complicated since it has no classical
analogue. This term originates purely from the antisymmetry of the wavefunction
and works only between equal spins. Thus for equal spins of electron i and j,
operating with Kˆj leads to an exchange of the variables in their spin-orbitals.
It is important to note that Eq. 2.13 is not an ordinary set of linear equations
due to the dependence of Vˆ HFi on the other spin-orbitals χj . Therefore it should be
solved iteratively by using the self-consistent field procedure. This procedure starts
from a guessed set of spin-orbitals. With these spin-orbitals Vˆ HFi and thus also
the whole problem of Eq. 2.13 is defined. Solving this problem (see Section 2.2.3
and 2.2.7) results in a new set of spin-orbitals, which is used in the next iteration
and so on until convergence is reached. Reaching convergence means that the
input and output spin-orbitals are becoming the same within the computational
precision.
As it is clear from the discussion above the method of Hatree-Fock is an approx-
imation based on a single Slater determinant description. Since a Slater determin-
ant describes a collection of non-interacting particles, it can only be a reasonable
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approximation for weakly correlated systems. The remaining part missed in the
single Slater determinant is usually referred to as correlation effects. For weakly
correlated systems it is usually enough to take the remaining part into account
perturbatively, for example by the method of Moller-Plesset, see Ref. [1, 5] for
details.
For (strongly) correlated systems a perturbative approach is not enough or
just computationally undoable. In terms of Slater determinants, this means that
a correlated system requires a multiple determinant description of the wavefunc-
tion. Since from a complete set of spin-orbitals {χq} a complete set of Slater
determinants can be formed, the exact wavefunction can be expressed as [5]
|Ψ〉 = c0|Φ0〉+
∑
ra
cra|Φra〉+
∑
a<b,r<s
crsab|Φrsab〉+
∑
a<b<c,r<s<t
crstabc|Φrstabc〉+ ... (2.15)
Here Dirac’s bracket notation is used. The exact wavefunction corresponds to |Ψ〉.
The Slater determinant corresponding to the lowest configuration of spin-orbitals
is |Φ0〉. Then |Φra〉 refers to the Slater determinant, where in |Φ0〉 an occupied
spin-orbital a is emptied and an unoccupied orbital r is filled. |Φrsab〉 and |Φrstabc〉
are defined equivalently. Thus, |Φra〉, |Φrsab〉 and |Φrstabc〉 correspond respectively to
single, double and triple excitations with respect to |Φ0〉. Since a certain filling of
the spin-orbitals is referred to as a configuration, the methods based on Eq. 2.15
are called configurational interaction (CI) methods.
In Eq. 2.15 the only remaining unknowns are the expansions coefficients C0’s,
Cra’s, C
rs
ab ’s etc., which are found by using the variational principle. In other
words, the expectation value 〈Ψ|Hˆ|Ψ〉 is minimized with respect to the expansion
coefficients under the constraint that |Ψ〉 is normalized. This leads to the following
algebraic problem
(H− EI)C = 0. (2.16)
This is an ordinary set of linear equations that has to be solved. Here H, C and I
are matrices, where the latter two contain respectively the expansion coefficients
and unit matrix. The former contains the matrix elements 〈Ψi|Hˆ|Ψj〉, where Ψi
and Ψj represent two Slater determinants. In principle the procedure described so
far is exact. However the sum of Eq. 2.15 contains infinitely many terms under the
assumption of a complete set of spin-orbitals. This would lead to matrix problem,
Eq. 2.16, of infinite dimensions, which is obviously computationally impossible to
solve. In practice therefore a finite basis set is used to express the spin-orbitals.
This means that there is also a finite set of spin-orbitals and thus a finite number
of Slater determinants. Unfortunately this means that the expansion of the exact
wavefunction in Eq. 2.15 is now only approximate.
It can be shown that the number of Slater determinants grows factorial with
the number of basis states [5]. On its turn the number of basis states has to grow
with the number of electrons to describe in the system. It is therefore only possible
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for very small systems, such as a simple diatomic molecule, to take into account
all the Slater determinants belonging to a certain finite basis. Thus in practice
for small systems even the approximate sum of Eq. 2.15 has to be truncated. For
example, when the sum is truncated after the double excitations in Eq. 2.15 it is
called configurational interaction single double (CISD) method and a truncation
after triple excitations is CISDT. Taking all Slater determinants into account is
referred to as full configurational interaction (FCI) method.
So far the exact nature of |Φ0〉 in Eq. 2.15 was not discussed. This |Φ0〉
or equivalently the finite set of spin-orbitals is the starting point of the whole
procedure, and the better the starting point the better the truncated sum of
Eq. 2.15 approximates the real wavefunction. Therefore a good starting point is
crucial. Two popular sets of spin-orbitals to start from originate from the Hartree-
Fock approximation and Kohn-Sham problem of density functional theory (see
Section 2.2.3 for more details).
For strongly correlated systems the CISD(T) method is usually not sufficient.
This is caused by the presence of many low lying Slater determinants close in
energy. This can be cured by chosing instead of one |Φ0〉 a few of them close in
energy and then consider from each of them all single and double excitations. This
method is called multi reference configurational interaction (MRCI) [5].
From the discussion above it is clear that the wavefunction based methods
can only be used for small systems. In the next section a possible method to
circumvent this problem is discussed.
2.2.3 Density based method: density functional theory
2.2.3.1 General introduction
In this section a method based on the density, which is called density functional
theory (DFT), to approach the electronic problem of Eq. 2.9 is described [1, 2, 6, 7].
First of all the electron density ρ(r) or simply density is defined as
ρ(r) = N
∫
· · ·
∫ ∣∣∣Ψ(x1,x2, ...,xN )∣∣∣2ds1dx2...dxN , (2.17)
where Ψ corresponds to the exact electronic wavefunction of the system, which de-
pends on 3N spatial coordinates {ri} and N spin coordinates {si} of the electrons,
which are represented together as {xi}. Eq. 2.17 shows that the density ρ(r) is
actually a probability density, which describes the probability of finding any of the
N electrons of the system at position r1 with an arbitrary spin, while all the other
N − 1 electrons have arbitrary positions and spins in the state represented by Ψ.
It is however common practice to call this probability just (electron) density.
In the beginning of Section 2.2.2 it is mentioned that once the number of
electrons N , the ionic charges ZA and ionic positions RA are known, the electronic
problem is defined. Then to this problem a set of eigenstates belongs from which
all physical properties of the system can be calculated via the operators belonging
to the observables. Schematically this is
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{N ,ZA,RA} ⇒ Hˆ ⇒ {Ψi} ⇒ Ei, ρi(r) (and all other properties). (2.18)
Here Hˆ corresponds to the Hamiltonian operator of Eq. 2.9. The total energy Ei
belonging to the state Ψi is obtained by calculating the expectation value of the
Hˆ operator and ρ(r) is obtained by using Eq. 2.17.
A density based method is thus an approach, where instead of the wavefunc-
tion Ψ0 depending on 3N spatial and N spin coordinates, the density (depending
on 3 spatial coordinates) is the central quantity. This means that the density
should contain all the information of the system, e.g. on all physical observables
of the electronic system. This is made plausible by providing the following three
arguments:
(1)
∫
ρ(r1)dr1 = N , meaning that the density integrates to the total number of
electrons N ,
(2) ρ(r) has maxima only at the positions of the ions RA, and that
(3) limriA→0
[
∂
∂r + 2ZA
]
ρ¯(r)=0.
Argument (3) means that the density at the ionic positions contains information
on the ionic charge. Here ρ¯(r) is the spherical average of ρ(r).
Assuming that the density indeed contains all information of the system means
that all physical observables can be expressed in terms of the density. How to
exactly express the observables in terms of the density? How to obtain the density
itself? These are questions that are crucial to answer in order to make the density
based method useful. In the next section we first prove that the density indeed
contains all information on the system and second we explain how to obtain the
density.
2.2.3.2 The Hohenberg and Kohn theorems
In this section the work of Hohenberg and Kohn is followed in order to first prove
that the density contains all the information of the system and second to show how
the density itself can be obtained [6]. For this purpose they derived two theorems,
now called the Hohenberg-Kohn theorems, on which the whole density functional
theory is based. In 1998 they were awarded the Nobel Prize in Chemistry for this
work.
In order to derive the two Hohenberg-Kohn theorems, the electronic problem
of Eq. 2.9 is rewritten in the form used by them
HˆΨ = [Tˆ + Vˆee + Vˆext]Ψ = EΨ. (2.19)
Here Vˆext is the external potential operator. It contains for example the electron-
ion interaction, but not the interaction with an external magnetic field. How to
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include an external magnetic field is explained in Section 2.2.5. The first theorem
now states that ’the external potential Vˆext is (to within a constant) a unique func-
tional of the ground state density ρ0(r); since, in turn Vext fixes Hˆ we see that the
full many particle states are a unique functional of ρ0(r)’. We should emphasize
that it is actually the ground state density that fixes Hˆ and thus contains all the
information of the system. They proved this theorem by reductio ad absurdum.
For this one starts with two external potentials Vˆext and Vˆ
′
ext differing by more
than a constant. Since the external potentials differ by more than a constant,
the non-degenerate (for a more general proof for degenerate ground state wave-
functions see Ref. [1, 2]) ground state wavefunctions Ψ0 and Ψ
′
0 associated with
respectively Hˆ = Tˆ + Vˆee + Vˆext and Hˆ ′ = Tˆ + Vˆee + Vˆ ′ext are different. Therefore
also the corresponding ground state energies are different, E0 6= E′0. For the fol-
lowing it is assumed however that Ψ0 and Ψ
′
0 give rise to the same ground state
density ρ0(r), which could be possible from Eq. 2.17. Schematically this can be
expressed as
Vˆext ⇒ Hˆ ⇒ Ψ0 ⇒ ρ0(r) ⇐ Ψ′0 ⇐ Hˆ ′ ⇐ Vˆ ′ext (2.20)
From the variational principle the following can be obtained by using Ψ′0 as trial
ground state wavefunction for Hˆ,
E0 < 〈Ψ′0|Hˆ|Ψ′0〉 = 〈Ψ′0|Hˆ ′|Ψ′0〉+ 〈Ψ′0|Hˆ − Hˆ ′|Ψ′0〉. (2.21)
Since Hˆ and Hˆ ′ only differ in the external potential this becomes
E0 < E
′
0 + 〈Ψ′0|Tˆ + Vˆee + Vˆext − Tˆ − Vˆee − Vˆ ′ext|Ψ′0〉, (2.22)
which can be simplified to
E0 < E
′
0 +
∫
ρ0(r)
[
Vˆext − Vˆ ′ext
]
dr. (2.23)
The same procedure as above can be repeated for the case where Ψ0 is used as
trial ground state wavefunction for Hˆ ′, which results in
E′0 < E0 −
∫
ρ0(r)
[
Vˆext − Vˆ ′ext
]
dr. (2.24)
Thus combining Eq. 2.23 with Eq. 2.24 gives the following clear contradiction
E0 + E
′
0 < E
′
0 + E0 (2.25)
This proves that two external potentials differing more than a constant cannot give
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rise to the same ground state density. In other words the ground state uniquely
determines the external potential. This can be summarized schematically as
ρ0 ⇒ {N ,ZA,RA} ⇒ Hˆ ⇒ {Ψi} ⇒ Ei, (and all other properties). (2.26)
Clearly one consequence of this is that the ground state energy E0 can be exactly
expressed in terms of the ground state density ρ0
E0[ρ0] = T [ρ0] + Eee[ρ0] + ENe[ρ0]. (2.27)
Here T is the kinetic energy, Eee the energy due to the electron-electron interaction
and ENe is the energy due to the electron-ion interaction (for the moment it is
assumed that the external potential only consists of the electron-ion interaction).
As already stated above, Eq. 2.27 only tells that it is possible to express the ground
state energy as functional of the ground state density. How this expression looks
like and how to obtain the ground state density is still unclear. The problem of
finding this expression is dealt with later. For the moment it is assumed that this
exact expression exists. Then the second Hohenberg-Kohn theorem shows how
the ground state density can be obtained from this expression. More precisely the
second Hohenberg-Kohn theorem states that the ground state density is obtained
by minimizing Eq. 2.27. In order to prove this they started with a trial density
ρ˜. To this density a Hamiltonian operator
˜ˆ
H and a ground state wavefunction Ψ˜0
correspond. Then, by using Ψ˜0 as a trial ground state wavefunction for Hˆ and by
exploiting the variational principle, the following can be derived
〈Ψ˜|Hˆ|Ψ˜〉 = T [ρ˜] + Vee[ρ˜] + VNe[ρ˜] = E[ρ˜] ≥ E0[ρ0] = 〈Ψ0|Hˆ|Ψ0〉. (2.28)
This clearly proves that Eq. 2.27 is indeed minimimal for the ground state density.
2.2.3.3 Kohn-Sham equations
From the discussion above it is clear that the two Hohenberg-Kohn theorems only
state that a density based method exists. What is missing, is an exact expression
of the total energy as functional of the density, to make the method practicable.
In order to understand that it is a complicated task to find this expression exactly
or even approximately, Eq. 2.27 in the following form is considered
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E0[ρ0] = T [ρ0] + Eee[ρ0] + ENe[ρ0] =
〈Ψ0|−1
2
N∑
i=1
∇2i |Ψ0〉+ 〈Ψ0|−
N∑
i=1
M∑
A=1
ZA
riA
|Ψ0〉+ 〈Ψ0|
N∑
i=1
N∑
j>i
1
rij
|Ψ0〉 =
min
ρ→N
(
F [ρ] +
∫
ρ(r)VˆNedr
)
.
(2.29)
In the second expression everything is written in terms of the ground state wave-
function explicitly. Since the ground state wavefunction is a functional of the
ground state density via Eq. 2.26, it is clear that T , ENe and Eee are each a
functional of the density. In the last expression ENe is expressed in terms of the
density by making use of Eq. 2.17. Further, minρ→N corresponds to the minim-
ization over all densities that integrate to N . Note that in this expression ENe is
the only term that contains system dependent information, while F [ρ] is system
independent, e.g. it is universal. Thus once the exact expression of F in terms of
the density is found all systems can be solved by performing the relatively easy
remaining step of minimization in Eq. 2.29.
From Eq. 2.29 it is clear that ENe is exactly expressable in terms of the density.
Unfortunately for F [ρ], which contains the kinetic energy and the energy coming
from the electron-electron interaction, this exact expression is unknown. However,
a part of F can be expressed in terms of the density
F [ρ(r)] = T [ρ(r)] + Ecl[ρ(r)] + Encl[ρ(r)], where
Ecl[ρ(r)] =
1
2
∫ ∫
ρ(r1)ρ(r2)
r12
dr1dr2.
(2.30)
Here Ecl is the classical electrostatic energy of a charge distribution with itself
and Encl contains the rest of Eee, i.e. all non-classical effects (for details of the
derivation of Eq. 2.30 see Ref. [1]). These were Kohn and Sham who showed how
to deal with the remaining unknown part of Eq. 2.30. i.e. T and Encl.
They knew that earlier attempts by Thomas and Fermi, and Slater to approx-
imately express T and Encl in terms of the density failed due to the very crude
approximation used for T , T ∼ ∫ ρ5/3(r)dr [1].
Instead of trying to express T in terms of the density, Kohn and Sham had the
ingenious idea to be a bit less ambitious and try to compute as much as possible
of the kinetic energy exactly. At that time they realized that spin-orbital based
methods like the Hartree-Fock method of Eq. 2.13 perform much better in this
respect. Therefore they rewrote Eq. 2.30 as
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F [ρ(r)] = TS [ρ(r)] + Ecl[ρ(r)] + EXC [ρ(r)], where
TS = −1
2
N∑
i=1
〈φi|∇2|φi〉, and
EXC [ρ] = (T [ρ]− TS [ρ]) + (Eee[ρ]− Ecl[ρ]) = TR[ρ] + Encl[ρ].
(2.31)
Here TS is the kinetic energy of a collection of non-interacting particles described
by {φi} and TR is the remaining part of the exact kinetic energy T not described
by TS . The term EXC corresponds to the so called exchange correlation energy
amd contains TR and Encl. Therefore the largest part of Eq. 2.29 can be exactly
taken into account via TS , ENe and Ecl, and an approximation can be used for the
small remaining part EXC . However, there is still a small problem, because TS is
expressed in terms of {φi} in Eq. 2.31 instead of the density. Therefore a direct
minimization of this expression with respect to the density is impossible. Kohn
and Sham used a clever trick to circumvent this problem. They first expressed the
density in terms of {φi}:
ρ(r) =
N∑
i=1
|φi|2. (2.32)
It can be shown mathematically that this expression covers the whole space of
densities integrating to N [2]. In other words the set of single particle densities
|φi|2 forms a complete set. By using expression 2.32 for the density, Eq. 2.29,
Eq. 2.30 and Eq. 2.31 the following can be obtained
E[ρ(r)] = TS [ρ] + Ecl[ρ] + EXC [ρ] + ENe[ρ] =
−1
2
N∑
i=1
〈φi|∇2|φi〉+ 1
2
N∑
i=1
N∑
j=1
∫ ∫
|φi(r1)|2 1
r12
|φj(r2)|2dr1dr2+
EXC [ρ(r)]−
N∑
i=1
∫ M∑
A=1
ZA
r1A
|φi(r1)|2dr1.
(2.33)
The total energy is now exactly expressed in terms of the spin-orbitals φi (under the
assumption EXC is also known). So the exact total energy can now be minimized
with respect to the φi’s, which results under the constraint of orthonormal φi’s in
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(
− 1
2
∇2 + Veff (r1)
)
φi = iφi, with
Veff (r1) =
∫ ∑N
j=1|φj(r2)|
r12
dr2 + VXC(r1)−
M∑
A=1
ZA
r1A
and
VXC =
∂EXC
∂ρ
.
(2.34)
This is again a set of single particle equations, which was also obtained in Eq. 2.13
for the Hatree-Fock approximation. Here Veff also depends on the {φi}, which
means that the self consistent procedure has to be employed. It is started with a
guessed set of φi’s from which Veff can be defined (assuming the explicit form of
VXC is known). Then the linear problem is solved resulting in a new set of φi’s,
which is used in the next iteration and so on until convergence is reached. More
details on this iterative procedure is given in Section 2.2.7. Once convergence is
reached it means that the set of φi’s is found for which the total energy expression
of Eq. 2.33 is minimal. In other words the exact ground state energy is obtained.
Since this set of φi’s that minimizes the total energy is directly related to the
density via Eq. 2.32, the exact ground state density is also obtained.
At this point it is important to note that the procedure of going from the
fully interacting many body problem of Eq. 2.33 to the set of non-interacting
single particle equations of Eq. 2.34 is exact. In other words, in order to obtain
the exact ground state density to plug into the exact total energy expression,
the fully interacting many body problem can be exactly mapped onto a set of
non-interacting single particle equations. The solution to this set of single particle
equations provides then the exact ground state density. However, this procedure is
only exact when VXC =
∂EXC
∂ρ is exactly known. Unfortunately, to the present date
no exact expression of EXC (or VXC) in terms of the density is known. The quest
of density functional theory is now to continuously improve on approximations
of this term. At this moment already a whole zoo of approximations exists, all
with their advantages and disadvantages. In the next section the most popular
approximations will be discussed. From this discussion it will also be clear that
applicability of all these approximations is in principle limited to weakly correlated
systems.
2.2.4 Popular functionals
In this section the most popular functionals describing the term VXC =
∂EXC
∂ρ of
Eq. 2.34 are discussed. There exist many functionals, all with their advantages
and disadvantages. A natural question is ’What functional should I use for my
system?’ Unfortunately there are no clear guidlines for this. However, in order to
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Figure 2.1: Two examples where experimental results are compared with two func-
tionals, LDA and GGA, used for the DFT calculations. In (a) the equilibrium volume
in A˚3 and in (b) the generalized cohesive energy in eV is compared [9].
provide at least something to hold on to, the following can be said: In general the
best functional depends both on the system and property of interest.
In Fig. 2.1(a) the experimental equilibirum volume for the rare-earth series is
compared with local density approximation (LDA) and generalized gradient ap-
proximation (GGA) DFT calculations. In Fig. 2.1(b) this is done for the general-
ized cohesive energy. From Fig. 2.1(a) it is clear that for some rare-earth elements
LDA performs better than GGA with respect to experiment and vice versa. Fur-
ther the rare-earth element Nd is an example where LDA performs better than
GGA for the equilibrium volume, while this is opposite for the generalized cohesive
energy.
2.2.4.1 Local density approximation
The local density approximation (LDA) is derived in the limit of the uniform
electron gas. It can be shown that in this limit EXC can be written as
ELDAXC [ρ] =
∫
ρ(r)XC(ρ(r))dr. (2.35)
Here XC(ρ) is the exchange-correlation energy per particle of a uniform electron
gas with density ρ. This XC can be formaly decomposed in an exchange and
correlation part as
XC = X + C . (2.36)
Here X corresponds to the exchange part and C to the correlation part. This
means that EXC can also be decomposed in terms of the exchange energy EX
and correlation energy EC . For the former, EX , an analytical expression exists in
case of a uniform electron gas. The exchange energy is defined as the last term
after the second equality sign of the total energy expression of the Hartree-Fock
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approximation in Eq. 2.12. In case of a uniform electron gas this term can be
exactly expressed in terms of the density as follows
ELDAX [ρ] = −
3
4
(
3
pi
1/3 ∫
ρ(r)4/3dr
)
. (2.37)
For the derivation of this term see Ref. [2]. The correlation energy EC is now
defined as the difference between the total Hartree-Fock energy EHF (see Eq. 2.12)
and the exact total energy of the electronic problem (see Eq. 2.9), i.e.
EC = E − EHF . (2.38)
Here E is the exact total energy of the electronic problem. Unfortunately the
only exact analytical expressions for EC exist in limits of a low and high uniform
electron gas [2, 5]. However, for some intermediate density values highly accurate
quantum Monte Carlo calculations have been performed on the uniform electron
gas. In order to cover the whole regime between low and high densities, these ac-
curate values are interpolated while reproducing the exactly known low and high
density limits. There are different interpolation schemes corresponding to different
LDA functionals, for example,
- Vosko-Wilk-Nusair (VWN)
- Perdew-Zunger (PZ81)
- Cole-Perdew (CP)
- Perdew-Wang (PW92)
So once the specific functional for EC is chosen, the exact form of the Kohn-Sham
equations (Eq. 2.34) is obtained via
V LDAXC (r) =
∂ELDAXC
∂ρ(r)
= LDAXC (ρ(r)) + ρ(r)
∂LDAXC (ρ)
∂ρ
. (2.39)
The Kohn-Sham equations can then be solved by the self consistent field procedure
from which the density is obtained within the LDA approximation. In its turn the
total energy within the LDA approximation can be obtained by plugging this
density in to Eq. 2.33.
From the discussion above it is clear that the LDA functional is only exact for
a uniform electron gas. In atoms, molecules and bulk the situation is far from
that of a uniform electron gas, since these systems are characterized by rapid
oscillations in the density. However, close to the ions the density is high and near
the middle between two (equivalent) atoms the density is approximately uniform.
So the success of the LDA functional depends on its description of the remaining
part between the ions. Currently it is well known that the LDA method performs
quite well for atoms, molecules and bulk. For examples and more details on why
LDA works well see [1, 8].
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2.2.4.2 Generalized gradient approximation
Testing the LDA approximation on many systems, has shown that LDA leads to
some systematic errors like overbinding resulting in too small bonding distances,
and too large bulk moduli. The generalized gradient approximation (GGA) was
developed in order to try to deal with these systematic errors.
Since real systems like atoms, molecules and bulk are far from the situation
of a uniform electron gas, the idea was to incorporate information on the non-
uniformity into the functional. A logical way to do this, is by considering a slowly
varying almost uniform electron gas instead. It can be shown that the functional
then also depends on the local gradient, second order gradient etc., of the density.
The GGA functional can therefore be written as
EGGAXC [ρ] =
∫
f(ρ,∇ρ)dr. (2.40)
Here EGGAXC is the exchange-correlation functional within the GGA approximation.
There exist many forms of f(ρ,∇ρ) and thus many GGA functionals. Some ex-
ample are
- BP86
- BPW91
- BLYP
For details on their exact forms see Refs. [1, 2]. In general the GGA improves
on LDA, but as shown in the beginning of Section 2.2.4 this is not always the case.
Therefore more functionals were developed and are still being developed in order
to improve the accuracy.
2.2.4.3 Hybrid functionals
Unfortunately, there is no scheme that tells us how to improve on the functional
step by step. Note that for the wavefunction based method such a scheme does
exist, namely by taking more and more terms into account in Eq. 2.15, i.e. perform
a full configurational interaction calculation. Nevertheless, it was realized that the
approximate LDA and GGA functionals have a serious fundamental problem. The
problem is that these functionals contain an unphysical self-interaction. In other
words the electron interacts with itself. This can be best seen by considering a one
electron system with a certain density ρ(r). Substituting this density into Eq. 2.39
(or the expression for ELDAXC ) results in a finite value, which makes no physical
sense. At the same time it was known that the Hartree-Fock approximation is
self interaction free. Namely for one particle, i.e. i = 1 and j = 1, the classical
Coulomb interaction term (second term after the second equality sign of Eq. 2.12)
and exchange energy (third term after the second equality sign in Eq. 2.12) terms
exactly cancel in Eq. 2.12. The idea of the hybrid functionals is to include part of
this exact Hartree-Fock exchange to part of the approximate exchange-correlation
2.2 Approaches to the electronic problem 31
functionals (e.g. LDA or GGA) in order to reduce the self interaction. So the
hybrid functional EHYBXC can be written as
EHYBXC = aE
exact
X + bE
fun
XC , with
EexactX =
1
2
N∑
i=1
N∑
j=1
∫
φ∗iφjφ
∗
jφi
rij
dridrj .
(2.41)
Here EexactXC is the exact exchange energy, and a and b are two real constants.
Further, ’fun’ in EfunXC refers to the exchange-correlation energy expression of a
certain approximate function (e.g. LDA or GGA). The mathematical justification
for combining a fraction of the exact exchange energy with a fraction of the ap-
proximate exchange-correlation energy lies in the adiabatic connection (for details
see Refs. [1, 2]). The coefficients a and b of Eq. 2.41 are determined by fitting to
experimental atomic and molecular data. By varying these data and the approxim-
ate exchange-correlation functional different hybrid functionals are obtained. Even
with some imagination the exact exchange can also be combined with fractions of
two different approximations to the exchange-correlation functionals, which means
that a third coefficient has to obtained by fitting. An example of this is the pop-
ular B3LYP functional. In general it can be concluded from all the calculations
performed so far, that hybrid functionals improve significantly for many systems
and properties over LDA and GGA.
2.2.5 Collinear spin and non-collinear spin density functional theory
From previous discussion it is clear that the total density ρ(r) is the central vari-
able. Even for a spin-polarized system or a system with an odd number of electrons
for which the spin-up density ρα(r) will differ from the spin-down density ρβ(r),
the only decisive variable is ρ(r) = ρα(r) + ρβ(r). Thus no information on the in-
dividual spin densities is required. This is however only the case when the external
potential of Eq. 2.19 is spin independent.
The external potential can be made spin dependent by introducing for example
an external magnetic field. In the following the same steps as in Section 2.2.3
will be taken in order to understand what changes in the presence of an external
magnetic field. In other words the Hohenberg-Kohn theorems and the Kohn-Sham
formalism are reconsidered for the case where the external potential of Eq. 2.19
includes an external magnetic field. We shall see that the total energy functional
now depends on more parameters.
Thus the following expression is considered
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HˆΨ = [Tˆ + Vˆee + Vˆext]Ψ = [Tˆ + VˆNe + Vˆee + VˆB ]Ψ = EΨ, or[
− 1
2
N∑
i=1
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+ 2µB
N∑
i=1
Bext(r) · sˆi
]
Ψ = EΨ.
(2.42)
Here Bext(r) = [Bext,x,Bext,y,Bext,z] is the external magnetic field and sˆi is
the electron spin angular momentum vector, i.e. sˆ = [sˆx, sˆy, sˆz], where each of
the components can be written in terms of the Pauli matrices. By redoing the
derivation of the first Hohenberg-Kohn theorem in Section 2.2.3, the following two
equations can be obtained from Eq. 2.42
E0 < E
′
0 +
∫
ρ′0(r)
[
VNe − V ′Ne
]
dr −
∫
m′(r) ·
[
Bext(r)−B′ext(r)
]
dr, and
E′0 < E0 +
∫
ρ0(r)
[
V ′Ne − VNe
]
dr −
∫
m(r) ·
[
B′ext(r)−Bext(r)
]
dr.
(2.43)
Here m(r) is the electron spin magnetization density defined as
m(r) = −2µB〈Ψ|
N∑
i=1
sˆiδ(r − ri)|Ψ〉. (2.44)
Here δ corresponds to the Dirac delta function. By adding the two equations of
Eq. 2.43 and assuming that ρ(r) = ρ′(r) and m(r) = m′(r), again the absurd
result of Eq. 2.25 is obtained. From this it can be concluded that the total density
ρ(r) and spin magnetization densitym(r) contain all the information of the system
described by Eq. 2.42. Thus the total energy and ground state energy of this system
can be written as a functional of ρ(r) and m(r),
E[ρ(r),m(r)] = T [ρ(r),m(r)]+ENe[ρ(r),m(r)]+Eee[ρ(r),m(r)]+EB [ρ(r),m(r)].
(2.45)
Here EB is the energy due to the interaction of the electrons with the external
magnetic field (Zeeman energy). Redoing the derivation of the second Hohenberg-
Kohn theorem of Section 2.2.3 tells that Eq. 2.45 is minimal for the ground state
density and ground state spin magnetization density. In other words by minimizing
the expression of Eq. 2.45 with respect to ρ(r) and m(r), the ground state density,
ground state magnetization density and ground state total energy are obtained.
Obviously this procedure is of little use without an explicit expression of the total
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energy in terms of ρ(r) and m(r). For this purpose the idea of Kohn and Sham
to calculate as much as possible of the total energy exactly and use for the small
remaining part an approximation is exploited again. This leads to a mapping of
Eq. 2.45 to a set of single particle equations[(
− 1
2
∇2 −
M∑
A=1
ZA
r1A
+
∑
α
∫ ∑N
j=1|φαj (r2)|
r12
dr2
)
I+
2sˆi ·Bext(r) +
(
∂EXC
∂ρ
+
∂EXC
∂m
)](
φαi
φβi
)
= i
(
φαi
φβi
)
.
(2.46)
Here the sum over α runs over spin-up and spin-down, and the wavefunction in
the form
(φαi
φβi
)
is normally called a two-component spinor wavefunction. Note
that in Eq. 2.46 the spin-up (α) and spin-down (β) component are coupled. In
case the exact expression of the exchange-correlation functional is known in terms
of the density and the spin magnetization density, then the exact density and
spin magnetization density can be obtained from the solution of the Kohn-Sham
problem of Eq. 2.46
ρ(r) =
N∑
i=1
|φi|2 and m(r) = −2µB
N∑
i=1
φ∗iσφi. (2.47)
Here φi =
(φαi
φβi
)
. By assuming an external magnetic field B(r) = Bz(r)eˆz with
eˆz the unit vector pointing in the z-direction, leads to the following decoupling of
Eq. 2.46 into a spin-up and spin-down part
(
− 1
2
∇2 −
M∑
A=1
ZA
r1A
+
∑
α
∫ ∑N
j=1|φαj (r2)|
r12
dr2 +Bz(r) + V
α
XC(r)
)
φαi = 
α
i φ
α
i , and
(
− 1
2
∇2 −
M∑
A=1
ZA
r1A
+
∑
α
∫ ∑N
j=1|φαj (r2)|
r12
dr2 +Bz(r) + V
β
XC(r)
)
φβi = 
β
i φ
β
i .
(2.48)
Here V αXC(r) and V
β
XC(r) are defined as
V αXC [ρα, ρβ ] =
∂EXC [ρα, ρβ ]
∂ρα
, andV βXC [ρα, ρβ ] =
∂EXC [ρα, ρβ ]
∂ρβ
. (2.49)
Since for an external magnetic field in one direction only, m(r) becomes m(r)eˆz
with m(r) = ρα(r) − ρβ(r), the exchange functional (and total energy) can be
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equivalently expressed as a functional of ρα and ρβ instead of ρ and m. Before
approximations to EXC [ρα, ρβ ] are discussed, first some remarks should be made.
First of all the external magnetic field Bext introduced in this section only in-
teracts with the spins of the electrons. In reality an external magnetic field also
interacts with the orbital angular moment of the electrons. Including this inter-
action would result in a total energy and VXC that also depend on the orbital
angular momentum magnetization density. In Section 2.2.7 and 2.2.8 an example
of an orbital (and spin) dependent set of single particle equations will be given. In
addition, the dipole-dipole interactions between the electrons was excluded. This
term is practically always neglected in DFT calculations. However it would be
very interesting to include this term in order to study for example the formation
of domain walls or shape anisotropy.
Another important thing that should be mentioned is that the main motiv-
ation of developing approximations for the spin dependent exchange-correlation
potentials is not solely the description of systems in the presence of an external
magnetic field. In fact, also for systems without any external magnetic field more
physics can be introduced into the exchange-correlation functional through its spin
density dependence. Note that in the limit of zero external magnetic field, the spin
compensated EXC [ρ] is equal to EXC [ρα, ρβ ] and that they lead to the same dens-
ity ρ. However, this assumes the exact knowledge of these terms. In practice they
have to be approximated and lead to different results. Usually the spin density
functional approximation provides a better description. This is obviously the case
for spin polarized systems like open shell systems. Remember that in LDA the
local exchange-correlation energy is obtained by considering a uniform spin com-
pensated electron gas. For spin polarized systems it is thus better to consider
a uniform spin polarized electron gas. It can be shown that for a uniform spin
polarized electron gas the exchange correlation energy can be written as [1, 2]
ELSDAXC [ρα, ρβ ] =
∫
ρ(r)LSDAXC (ρα(r), ρβ(r))dr. (2.50)
This approximate form of the exchange-correlation functional is called local spin
density approximation (LSDA), which is referred to as ELSDAXC in this equation.
Further, LSDAXC (ρα(r), ρβ(r)) is the exchange-correlation energy of an electron
in a uniform spin polarized electron gas with spin-up density ρα and spin-down
density ρβ . Again E
LSDA
XC and 
LSDA
XC can be decoupled in an exchange E
LSDA
X
and correlation part ELSDAC . An expression of the exchange energy within the
LSDA approximation can be straightforwardly obtained by rewritting the exact
expression for the exchange energy of Eq. 2.41 as
EexactX =
1
2
N∑
i=1
N∑
j=1
∫
φ∗iφjφ
∗
jφi
rij
dridrj =
1
2
∑
α
N∑
i′=1
N∑
j′=1
∫
φα∗i′ φ
α
j′φ
α∗
j′ φ
α
i′
ri′j′
dri′drj′ .
(2.51)
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Here the labels or quantum numbers i and j have been separated into a spin and
an orbital part. From Eq. 2.51 it is clear that EexactX is the sum of contributions of
the two spin channels. Therefore for the uniform spin polarized electron gas the
following is obtained
ELSDAX [ρα, ρβ ] =
1
2
[
ELDAX [2ρα] + E
LDA
X [2ρβ ]
]
. (2.52)
Here ELDAX is given by Eq. 2.37 and for details of this derivation see Ref. [2]. For
ELSDAC such an expression in terms of its spin compensated counterpart does not
exist. The parametrizations of this term are extracted from quantum Monte Carlo
simulations on the uniform spin polarized electron gas [2, 5]. Just as for LDA there
exist also spin polarized versions of GGA and hybrid functionals [1, 2].
The discussion and derivations from Eq. 2.48 to Eq. 2.52 hold only for an
external magnetic field pointing in a single direction or in other words for col-
linear spin systems. For the discussion of non-collinear spin systems we return
to Eq. 2.46. It can be seen that it is EXC [ρ(r),m(r)] that has to be approxim-
ated. For this the uniform spin polarized electron gas can be exploited again, since
ELSDAXC only depends locally on ρ(r) and m(r). Thus by taking locally the spin
quantization axis in the same direction as m results again in a local ρα and ρα
dependence. Therefore for the non-collinear case the following approximation of
the exchange-correlation functional can be taken
En−LSDAXC [ρ(r),m(r)] =
∫
ρ(r)LSDAXC (ρ(r),m(r))dr. (2.53)
Here LSDAXC is the same as in Eq. 2.50. The difference with respect to collinear
LSDA is caused by the derivative of EXC with respect to m(r) in Eq. 2.46 leading
to a coupled set of single particle equations in spin space. Remember that for
collinear LSDA this derivative could be done separately with respect to ρα and ρβ
resulting in a decoupled set of equations for spin-up and spin-down.
Summarizing, spin density functionals are required for the description of sys-
tems in an external magnetic field. They also provide a better description of spin
polarized systems, since more physics can be introduced in the exchange correl-
ation functional via the spin density dependence in addition to the total density
dependence. Another advantage of spin density functionals is that they provide
the spin density, which is very interesting when magnetic properties of a system
are studied. A similar statement holds for functionals that depend on the orbital
angular momentum density.
2.2.6 Relativistic effects
In all previous considerations the relativistic effects were ignored. However, for
heavy elements like transition-metals and rare-earths it is well known that relativ-
istic effects can play an important role [5]. More precisely, the relativistic effects
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are important for electrons residing close to the ionic core. In this section it is
shown what relativistic corrections are and how to take them into account.
For a proper treatment of relativistic effects the Dirac equation should be
considered [3]. For one particle in a time independent external potential V (r) the
Dirac equation becomes
i~
∂
∂t
|Ψ〉 = Hˆ|Ψ〉 = [cαˆ · pˆ′ + βmc2 + V (r)I]|Ψ〉. (2.54)
Note that the atomic units notation is dropped for the moment. Here m is the
electron mass and c is the speed of light. Further, a boldface notation is used
for |Ψ〉, αˆ, pˆ′, β and I, since they represent matrices now. The former is a
4-component vector (4×1 matrix), and the others are 4×4 matrices. The 4×4
matrices are defined as
αˆ =
[
0 σˆ
σˆ 0
]
, pˆ′ =
[
pˆ1 0
0 pˆ1
]
, β =
[
1 0
0 −1
]
, I =
[
1 0
0 1
]
. (2.55)
Here 1 is the 2×2 indentity matrix, σˆ = [σˆx, σˆy, σˆz] with σˆq the 2×2 Pauli matrices
and pˆ = [pˆx, pˆy, pˆz] is the momentum operator. The relativistic wavefunction |Ψ〉
can be written as
|Ψ〉 =
∣∣∣∣|ψα,βe 〉|ψα,βp 〉
∣∣∣∣ =
∣∣∣∣∣∣∣∣
|ψαe 〉
|ψβe 〉
|ψαp 〉
|ψβp 〉
∣∣∣∣∣∣∣∣ . (2.56)
Here the last expression is normally called 4-component spinor wavefunction of
which the first two components describe a spin-up and spin-down electron, while
the bottom two decribe a spin-up and spin-down positron. Since only electrons
contribute to molecules, clusters and solids, the focus will be on the electronic part
of the wavefunctions.
From Eq. 2.54 and 2.56 it is clear that the eigenfunctions of Hˆ follow from[
(V (r) +mc2)1 cσˆ · pˆ
cσˆ · pˆ (V (r)−mc2)1
] ∣∣∣∣∣|ψα,βe,i 〉|ψα,βp,i 〉
∣∣∣∣∣ = Ei
∣∣∣∣|ψα,βe 〉|ψα,βp 〉
∣∣∣∣ . (2.57)
Here Ei is the eigenvalue corresponding to |Ψi〉. The fully relativistic electronic
problem can be obtained by solving for the two-component (spin-up and spin-
down) electronic eigenfunction |ψα,βe,i 〉, which leads to[
Kˆ(Ei)1− c2(σˆ · pˆ)(Kˆ(Ei) + 2mc2)−1(σˆ · pˆ)
]
|ψα,βe,i 〉 = 0, (2.58)
where Kˆ(Ei) = Ei−mc2−V (r). When the energy of the electron is close to its rest
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mass mc2, the term (Kˆ(Ei)+2mc
2)−1 can be expanded in powers of Kˆ(Ei)/2mc2.
After some algebra the following is obtained in lowest order (see Appendix B)
[(
mc2 +
pˆ2
2m
+ V (r)− pˆ
4
8m3c2
+
~2
8m2c2
∇2V (r)
)
1+
~
4m2c2
σˆ · (∇V (r))× pˆ
]
|ψα,βe,i 〉 = Ei|ψα,βe,i 〉.
(2.59)
In this equation the first term is the electron’s rest mass energy, the second term is
the non-relativistic kinetic energy and the third term the non-relativistic potential
energy. The other three terms are the relativistic corrections. The fourth term
can be interpreted as a relativistic correction to the kinetic energy and is called
mass velocity term. The fifth term is a relativistic correction to the potential and
is called Darwin term. The last term is what consitutes the spin-orbit coupling
interaction. When the mass velocity and Darwin term are the only relativistic
corrections included, such a calculation is called scalar relativistic.
Since the spin-orbit coupling term is proportional to the gradient of the po-
tential, it is only large when the potential changes significantly as a function of
position. This happens close to the ionic nucleus. Furthermore, close to the nuc-
leus the potential V (r) is to a good approximation spherically symmetric. The
spin-orbit coupling term for a spherical symmetric potential is
~
4m2c2
σˆ · (∇V (r))× pˆ = − 1
2m2c2
1
r
dV
dr
(r)lˆ · sˆ. (2.60)
Here lˆ = rˆ × pˆ with rˆ = [rˆx, rˆy, rˆz] , r = |r| and sˆ = ~2 σˆ.
The spin-orbit coupling term can also be derived in an alternative way. The
only assumption within this derivation is that the electron has a spin. Note that
this follows naturally from the Dirac equation, i.e. from the union of special
relativity and quantum mechanics. Further, this electronic spin s has a mag-
netic moment of m = −es/mc, where e is the electronic charge. In the frame
of reference of the electron the positively charged nucleus is orbiting around the
electron with speed −v. The orbiting charged nucleus creates a magnetic field
H = (Ze/cr3)(−v)× r with which the electronic spin interacts. This interaction
gives the following contribition
−m ·H = Ze
2
m2c2r3
l · s, (2.61)
where l = mr×v. In order to go back to the frame of reference where the nucleus
is fixed Eq. 2.61 has to be multiplied by 1/2 [3]. From Eq. 2.61 it is clear that by
substituting V (r) = Ze2/r (the electron-ion interaction) into Eq. 2.60 the same
result is obtained. Further, from the 1/r3 dependence of the spin-orbit coupling
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term, it can be seen that it is only large close to the nucleus (the nucleus is at
r = 0).
The derivations of the relativistic effects above are based on a single electron in
an external potential V (r). However the problem of Eq. 2.1 or 2.9 contains many
interacting electrons. This means that the spin of one electron can interact with
the orbital angular momentum of another electron. For many interacting electrons
the spin-orbit coupling term becomes [3]
Hˆsoc =
Ze2
2m2c2
N∑
i=1
lˆi · sˆi
r3i
−
e2
mc2
N∑
i=1
N∑
j>i
[
(rˆi − rˆj)× (vˆi − vˆj)
r3ij
− 1
2
(rˆi − rˆj)× vˆi
r3ij
]
· sˆi.
(2.62)
In the first term of this equation the factor 1/2 is included, which means that this
expression is in the frame of reference where the nucleus is at rest. The second
term respresents the spin-orbit interactions among the electrons. Additionally
there is a classical dipole-dipole interaction present between the spin and orbital
moments of the electrons. This dipole-dipole interaction is in general not taken
into account in density functional calculations. Also the second term of Eq. 2.62
is usually neglected. This has to do with method how spin-orbit coupling is taken
into account. In most DFT codes the spin-orbit coupling is only taken into ac-
count within a certain sphere around the nucleus, because it is only large close to
the nucleus. Further, since close the nucleus the potential is almost spherical sym-
metric, the spin-orbit coupling interaction is usually considered within a spherical
symmetric treatment. Then the second term of Eq. 2.62 vanishes [3]. This means
that usually only the first term of Eq. 2.62 (or Eq. 2.60 for each electron in the
system) is taken into account. Since it is a sum of single particle operators just like
the kinetic energy term TS and electron-ion interaction energy ENe in Eq. 2.33,
it is straightforward to take it into account within the Kohn-Sham scheme. The
precise implementation of this term however can vary from code to code [9–12].
2.2.7 DFT in practice
In Section 2.2.3 it was shown that the problem of many interacting electrons
can be exactly mapped to a set of single particle equations, i.e. Kohn-Sham
equations. Although this mapping is exact in theory, in practice approximations
to the exchange-correlation energy are required. Here we explain how to solve the
Kohn-Sham equations once an exchange-correlation functional has been chosen.
After this it will be discussed what kind of physical information can be obtained
from the solution of the Kohn-Sham equations or DFT in general.
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2.2.7.1 Solving the Kohn-Sham equations: choice of the basis set
Thus the problem under consideration is how to solve Eq. 2.34 (for the spin po-
larized version of this problem see Section 2.2.5). For the reader’s convenience
Eq. 2.34 is written below
fˆKSφi =
(
− 1
2
∇2 + VKS(r1)
)
φi = iφi, with
VKS(r1) =
∫ ∑N
j=1|φj(r2)|
r12
dr2 + VXC(r1)−
M∑
A=1
ZA
r1A
and
VXC =
∂EXC
∂ρ
.
(2.63)
The discussion that follows on how to solve this set of single particle equations
holds equivalently for the spin polarized version described in Section 2.2.5. From
Eq. 2.63 it can be seen that the Kohn-Sham equations constitute a complicated
set of coupled integro-differential equations. Coupled because the equation of each
φi depends on all the other φj ’s. Further, it contains the integral operator of the
classical Coulomb contribution and the differential operator of the kinetic energy.
In principle such a set of equations can be solved by employing a purely numerical
method. However, this is computationally very expensive and therefore can only
be performed for atoms and small molecules [1].
A method that circumvents this problem is the self consistent field approach,
which is practically used in all DFT codes. The basic idea of this approach is
to first transform the complicated non-linear set of coupled integro-differential
equations to a linear problem by expanding the Kohn-Sham eigenfunctions φi into
a set of basis functions
φi =
L∑
µ=1
cµiηµ. (2.64)
Here the ηµ’s constitute the complete set of basis functions used to express φi.
Substituting Eq. 2.64 into Eq. 2.63 gives
fˆKS(r1)
L∑
ν=1
cνiην(r1) = i
L∑
ν=1
cνiην(r1). (2.65)
Multiplying this equation with ηµ and integrating over space, results in the fol-
lowing L equations
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L∑
ν=1
cνi
∫
ηµ(r1)fˆ
KS(r1)ην(r1)dr1 = i
L∑
ν=1
cνi
∫
ηµ(r1)ην(r1)dr1 for 1 ≤ i ≤ L.
(2.66)
These L equations can be conveniently written in matrix form
FKSC = SC, where
C =

c11 c12 · · · c1L
c21 c22 · · · c2L
...
...
...
cL1 cL2 · · · cLL
 and  =

1 0 · · · 0
0 2 · · · 0
...
...
...
0 0 · · · L
 .
(2.67)
Here FKS is the L× L matrix consisting of the following elements
FKSµν =
∫
ηµ(r1)fˆ
KS(r1)ην(r1)dr1 (2.68)
and S is the L× L overlap matrix containing the elements
Sµν =
∫
ηµ(r1)ην(r1)dr1. (2.69)
Thus by using the expansion of Eq. 2.64 the non-linear problem of Eq. 2.63 is
transformed into the linear problem of Eq. 2.67. However, in order to utilize this
whole procedure the matrix elements of FKS have to be calculated. For this
the operator fˆKS (see Eq. 2.68) is required. As already mentioned this operator
depends on all the φi. Now the second idea of the self consistent field method is
used. Namely, to solve the problem iteratively. This means that one starts with
a guessed set of orbitals φi, e.g. orbitals coming from the solution of the isolated
atom, for which Eq. 2.67 can then be solved. This can efficiently be done by
using linear algebra computer packages like LAPACK or BLAS. The solution to
this problem provides a new set of orbitals φi, which is used in the next iteration
and so on untill convergency is reached. In order to make this self consistent field
procedure stable the new (output) density has to be mixed with the input density
for the next iteration. For more details on mixing procedures see Refs. [9–12].
Summarizing, the complicated non-linear problem of Eq. 2.63 can be trans-
formed into a linear problem by using the expansion of Eq. 2.64. The resulting
linear problem of Eq. 2.67 is then solved iteratively. The final solution to this
problem then provides the expansion coefficients cµi and thus via Eq. 2.64 the
Kohn-Sham orbitals φi, and the eigenvalues i.
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In the following some important details, that are involved in the procedure de-
scribed above, are discussed. First of all the matrix size of Eq. 2.67 is L×L. This
L comes from the expansion of φi into the basis functions ηµ, see Eq. 2.64. This
expansion is only exact when L =∞. Obviously it is impossible to solve a matrix
problem of infinite dimensions. Therefore, in practice L is always finite. In order
to keep the computation of Eq. 2.63 via Eq. 2.67 accurate and feasible a good
choice of the basis functions ηµ is crucial.
In practice, the electrons in a system can be divided into three types: core,
semi-core and valence electrons. The basis functions ηµ of Eq. 2.64 should be in
principle suited to describe all three of these electron types. It is known that for
heavier elements this would quickly lead to huge basis sets (large L) and thus
huge computational times [1, 9, 11]. This problem is solved by treating the core
electrons in a different way. The eigenenergies of the core states are at least a few
Rydberg below that of the semi-core and valence states. Besides this the core elec-
trons reside only very close to the nucleus. This means that their wavefunctions
do not hybridize with electron states of neighboring atoms. Further, the poten-
tial that they experience is to an excellent approximation spherically symmetric.
Therefore, the Kohn-Sham single electron problem for the core electrons can be
hugely simplified to a problem of a single electron in a spherically averaged po-
tential with isolated atom boundary conditions. This resulting problem can then
be solved very efficiently via a numerical shooting method [5]. Actually it is the
full relativistic Dirac equation for a single particle in a spherically averaged po-
tential that is solved with isolated atomic boundary conditions (see Section 2.2.6
and Eq. B12 in Appendix B), since relativistic effects are important for the core
electrons. Note that by treating the core electrons in this way, they are considered
as chemically inert and this is referred to as the frozen core approximation.
The valence electrons on the other hand are extended and overlap with the
electrons of neighboring atoms, and therefore experience no spherically symmetric
potential at all. The semi-core electrons fall in between the core and valence
electrons. It is thus for the description of the semi-core and valence electrons that
the expansion of Eq. 2.64 is used and the problem of Eq. 2.67 has to be solved.
Although the number of basis functions L required for the expansion of Eq. 2.64
is reduced by treating the core electrons within the frozen core approximation, it
is still very important to choose a proper basis set for the semi-core and valence
electrons.
There are two important things to take into account when chosing a basis set.
First the basis should be mathematically as simple as possible in order to simplify
the setup of the matrix elements Fµν of Eq. 2.68 and Sµν of Eq. 2.69. Second
the basis functions should be well suited to describe the system of interest in
order the keep the required number of basis functions in the expansion of Eq. 2.64
small. Obviously when the matrix elements can be easily calculated and when
the dimensions are small, the computational cost is low. Unfortunately these two
criteria seem to be incompatible with each other. Therefore, a trade off has to
made between solving a small number of complicated equations or a large number
of simple equations.
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The basis sets used in most DFT codes can be divided into two groups: the
atomic like basis sets and the plane wave, eik·r, basis sets. An advantage of the
plane waves is that the computation of the matrix elements Fµν and Sµν is relat-
ively easy. Also by increasing the energy cutoff the basis set can be systematically
increased in order to make the computation of Eq. 2.63 more accurate. For the
regions between the atoms, the interstitial region, plane waves are actually a nat-
ural choice, since the wavefunctions are almost flat in this region. This means that
only a very small number of plane waves is required to describe this region. How-
ever, for the regions close to the atomic cores the number of plane waves explodes.
Namely the semi-core and valence electron eigenfunctions heavily oscillate in this
region and to capture these heavy oscillations many plans waves are needed. These
heavy oscillations are a consequence of Pauli’s exclusion principle, which requires
orthogonality between the core and valence states (and semi-core states). There
are two methods to solve this problem. (1) In case the plane wave basis set is ought
to be used, the potential with the 1/r singularity (electron-ion interaction) in the
Kohn-Sham equations is replaced by a smooth pseudopotential without this sin-
gularity. (2) Change to an atomic like basis set, which has these heavy oscillations
around the atomic core (or orthogonality to the core states) already incorporated.
The plane wave basis set in combination with the pseudopotential is called
a pseudopotential method. There are different ways to design a pseudopoten-
tial [5, 10, 12]. The general idea is to replace the original potential with the 1/r
singularity within a certain cutoff radius by a smooth potential (see Fig. 2.2)
and keep the original potential outside this cutoff radius. The wavefunctions
that are solutions to the Kohn-Sham problem with the pseudopotential are called
pseudowavefunctions. The smooth part of the pseudopotential within the cutoff
radius is now designed with two things in mind. First the eigenenergies of the
pseudowavefunctions should be approximately equal to the eigenenergies of the
wavefunctions belonging to the original potential. Second the pseudowavefunc-
tions should be as similar as possible to the original wavefunctions (original wave-
functions means the single particle Kohn-Sham eigenfunctions belonging to the
potential without approximations) outside the cutoff radius. Usually the isolated
atom is used as the reference state to design the pseudopotential. For more de-
tails on how this is exactly done and for pseudopotentials designed with respect to
other reference systems see Refs. [10, 12]. Note that due to the smoothness of the
pseudopotential, the wavefunction will become also smooth (see Fig. 2.2), which
reduces the number of plane waves required to express this function with respect
to the one which does have the heavy oscillations close to the atomic core. The
popular pseudopotential method used in this thesis is the projected augmented
wave (PAW) method. This method first uses the plane wave basis set to solve the
Kohn-Sham problem with the original potential replaced by a pseudopotential.
Then comes the trick what makes this method accurate. It uses a transformation
operator to transform the pseudoeigenfunctions into the original Kohn-Sham ei-
genfunctions. It can be shown that this transformation operator can be obtained
to a very good approximation [10, 12, 13]. Therefore, very similar results are ob-
tained with this method and methods without an approximation for the potential,
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Figure 2.2: Schematic picture of the difference between the original potential with
the 1/r singularity and a smooth pseudopotential. Also the oscillating eigenfunction
of the original potential is compared with the smooth pseudoeigenfunction [13].
e.g. the LMTO and LAPW method (see below).
There are many different atomic like basis sets [1, 9, 11, 14]. In the following
two examples, that are used in this thesis, are discussed shortly: (1) the linear
muffin tin orbitals (LMTO) and (2) the linear augmented plane waves (LAPW).
For the construction of these bases sets, first the system is divided into two regions
by drawing non overlapping spheres around the atoms of the system. Second, the
potential inside these spheres, better known as muffin-tin spheres, is approximated
by the spherical average of the potential. The region outisde the muffin-tin spheres,
the interstitial region, is approximated by a constant potential. Thus inside the
muffin-tin spheres the basis function can be written as a product of a spherical
harmonic Ylm and a radial function φl(r, ), which is obtained from(
d2
dr2
− l(l + 1)
r2
+ VKS(r)− 
)
rφl(r, ) = 0. (2.70)
This is nothing but the radial Schro¨dinger equation, where VKS(r) is the spherical
average of the Kohn-Sham potential (see Eq. 2.63). Outside the muffin-tin sphere
the Helmholtz equation is considered for the LMTO basis set,(
d2
dr2
− l(l + 1)
r2
+ κ2
)
rf(r) = 0, with
κ2 = − V0.
(2.71)
Here V0 is a constant, which is the average of VKS in the interstitial region. The
solutions to this problem are well known [9, 11]. These are the spherical Bessel and
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Hankel (or Neumann) functions. Since the Bessel functions are not very well suited
to construct basis functions, they are discarded and only the Hankel functions
Kl(r,κ) are considered. Namely the Bessel functions are not normalizable at
negative energies [9].
For the LAPW basis the following equation is considered in the interstitial
region, (
d2
dr2
+ κ2
)
rf(r) = 0, also with
κ2 = − V0,
(2.72)
which has the plane waves eik·r as the solution. Note that the difference between
this equation and Eq. 2.71 is just the boundary conditions or shape of the constant
potential V0.
The third important step in the construction of the LMTO and LAPW basis
is to get rid of the energy, , dependence in φl(r, ) and Kl(r,κ). For the latter
the energy dependence comes in via κ (see Eq. 2.71). The reason to get rid of the
energy dependence is to keep the linearity of Eq. 2.67. To do this, the energy 
is fixed to ν and κ is also fixed. For criteria and details on how to chose ν and
κ, see Refs. [5, 9, 11, 14]. In addition, the radial part in the muffin-tin sphere is
taken as a linear combination of φl(r, ν) and φ˙l(r, ν),
Rl(r, ν) = alφl(r, ν) + blφ˙l(r, ν). (2.73)
Here φ˙l(r, ν) is the derivative of φl(r, ν) with respect to . The advantage of
doing this, is that φ and φ˙ are mutually orthogonal, and also orthogonal to the
core states [14]. The two linearization constants al and bl of Eq. 2.73 are used to
impose continuity and differentiability on the boundary of the muffin-tin sphere.
Thus for the LMTO Rl is attached to Kl in such a way that it is continuous
and differentiable at the muffin-tin sphere boundary. Therefore, the LMTO basis
function becomes
χlmtolm (r, ν ,κ) = Ylm(θ,φ)
{
alφl(r, ν) + blφ˙l(r, ν) if r ≤ SMT
Kl(r,κ) if r ≥ SMT .
(2.74)
Here SMT is the muffin-tin radius. For the LAPW basis set also continuity and
differentiability is imposed on the muffin-tin sphere boundary. This can be con-
veniently done by first rewriting the plane wave eik·r as [15]
eik·r = 4pi
∞∑
l=0
l∑
m=−l
Jl(kr)Y
∗
lm(θk,φk)Ylm(θ,φ). (2.75)
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Here Jl is the spherical Bessel function, k = |k| and r = |r|. Now by defining the
LAPW as,
χlapwk (r, ν) =

∑∞
l
∑l
l=−m(alm(k)φl(r, ν) + blm(k)φ˙l(r, ν))Ylm(θ,φ) if r ≤ SMT
eik·r if r ≥ SMT .
(2.76)
the coefficients alm(k) and blm(k) are used to impose continuity and differentiab-
ility via Eq. 2.75. In practice the sum over l in Eq. 2.76 is truncated [15]. For
more details on LAPW see Refs. [15, 16].
2.2.7.2 What physical information can be obtained from a DFT calculation?
Now we know how to perform a DFT calculation. Here we consider what can be
learned from such a calculation or in other words what kind of physical information
is obtained. In general, the expectation value of any observable can be exactly
expressed in terms of the density. Unfortunately, these expressions are in general
not known. Therefore other routes have to be employed.
2.2.7.2.1 Geometry and vibrational modes The usual starting point is to obtain the
correct ground state geometry of the system. In order to find the ground state
geometry, the fact that the total energy is well defined in DFT (see Section 2.2.3)
is exploited. There are two different methods to use the total energy to find the
ground state geometry. (1) By defining a quantum mechanical force acting upon
the nuclei and (2) by using a clever algorithm. In the following both methods are
shortly explained.
The x-component of the quantum mechanical force acting upon the nucleus γ
is defined as
Fxγ = −
∂E
∂xγ
. (2.77)
Here E is the total energy of Eq. 2.6. The goal is now to find the geometry for
which the forces on all the nuclei are zero. This is done by first calculating the
forces of the starting geometry. Then, move each atom with a certain step size in
the direction of the force that acts on it. This process is repeated untill the forces
become zero.
From Eq. 2.77 it is clear that for each nucleus three derivatives have to be
calculated. This could in principle be done via the following numerical approach
to the derivative
∂f
∂x
≈ f(x0 + δx)− f(x0)
x0 + δx− x0 =
f(x0 + δx)− f(x0)
δx
, (2.78)
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where f is just a general function. This would imply that many total energy DFT
calculations are required for slightly different geometries in order to calculate the
forces on each atom. Therefore in general another method is used, the Hellmann-
Feynman theorem, which states that
Fxγ = −
∂E
∂xγ
= −〈ψ| ∂Hˆ
∂xγ
|ψ〉. (2.79)
For a proof of the Hellmann-Feynman theorem see Ref. [13]. From Eq. 2.79 it is
clear that the calculation of the forces now comes down to the calculation of the
derivative of the Hamiltonian operator with respect to the nuclear positions. This
can be straightforwardly done for the electron-ion (Eq. 2.4) and ion-ion interaction
term (Eq. 2.5). However, approximations are made in the evaluation of Eq. 2.63.
It can be shown that due to these approximations made in the calculation of the
Kohn-Sham eigenstates of Eq. 2.63 corrections to the forces of Eq. 2.79 have to be
made. For details on these corrections see Refs. [9–11].
When the ground state geometry is obtained, the first derivative of the total
energy with respect to the atomic positions is zero. The second derivatives however
are not. For the calculation of the second derivatives the Hellmann-Feynman
theorem of Eq. 2.79 cannot be used. There are different methods to calculate
the second derivatives, see Ref. [17]. One way to do it, is by calculating the total
energies for slightly distorted geometries with respect to the ground state geometry.
The second derivatives can then be obtained from a generalization of Eq. 2.78 for
the second derivative. These second derivatives contain very interesting physical
information. In order to understand what this physical information is, we start
with Eq. 2.7
HionFi(R1, ...,RM ) =[
M∑
A=1
−∇2A
2MA
+ Etoti (R1, ...,RM )
]
Fi(R1, ...,RM ) = EFi(R1, ...,RM ).
(2.80)
As mentioned in Section 2.1 Etoti can be interpreted as the potential in which
the ions move. Substituting Eq. 2.8 into Eq. 2.80 and discarding the meaningless
constant total energy of the ground state geometry in Eq. 2.8, leads to
HionFi(R1, ...,RM ) =[
M∑
A=1
−∇2A
2MA
+ V (R1, ...,RM )
]
Fi(R1, ...,RM ) = EFi(R1, ...,RM ).
(2.81)
The following step is to change coordinates to the center of mass, rotational and vi-
2.2 Approaches to the electronic problem 47
brational coordinates. Then, by considering only small displacements with respect
to the ground state geometry, Eq. 2.81 can be approximated as
Hˆion = Hˆcm + Hˆrot + Hˆvib,
Hˆcm =
1
2MA
P 2cm,
Hˆrot =
L2x
2Ωx
+
L2y
2Ωy
+
L2z
2Ωz
,
Hˆvib =
∑
β
∑
γ
cβγQ˙βQ˙γ +
∑
β
∑
γ
dβγQβQγ .
(2.82)
Here Hˆcm, Hˆrot and Hˆvib correspond respectively to the center of mass, rota-
tional and vibrational Hamiltonian operator. The first represents the energy of
the translational motion, the second the rotational energy and the third the vi-
brational energy of the cluster/molecule. The Pcm represents the momentum of
the center of mass of the system, the Lq are the angular momentum components,
the Ωq the principal moments of inertia, the Q˙q = dQq/dt are the vibrational ve-
locities and the Qq the vibrational coordinates. Further, the second derivative (of
the total energy with respect ionic displacements) is required to set up the matrix
dβγ = ∂
2V/∂Qβ∂Qγ . For details of the derivation of Eq. 2.81 and Eq. 2.82, see
Ref. [3]. The last step is to bring the vibrational Hamiltonian of Eq. 2.82 in a
more convenient form by yet another coordinate transformation. By using the so
called normal coordinates (see Ref. [3]), the vibrational Hamiltonian becomes
Hˆvib =
1
2
∑
β
(q˙2β + ω
2
βq
2
β). (2.83)
Here the qq are the normal coordinates and q˙q = dqq/dt. The important phys-
ical information is contained in the ωβ that represent the vibrational frequecies of
the vibrational modes. They can also be obtained experimentally. By comparing
the calculated vibrational frequencies with experimental ones the geometry of the
system of interest can be confirmed, since the vibrational frequencies serve as a fin-
gerprint of the geometry. Note that for isolated clusters in vacuum (see Ref. [18]) it
is impossible to directly probe the geometry. However, it is possible to measure the
vibrational frequencies by indirect infrared spectroscopy (see Ref. [18]). Therefore,
in order to obtain the geometry of a cluster it is crucial to accurately calculate the
vibrational modes and compare them with experiment. Further, electronic and
magnetic properties depend on the geometry and its determination is thus also
absolutely crucial for the investigation of these interesting physical properties.
Up to now it has been explained how the ground state geometry of a system
can be obtained by using the method based on the quantum mechanical forces. As
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mentioned there is also another type of method to obtain the ground state. This
is based on calculating the total energies for different slightly distorted geometries
and to plug these geometries and total energies into a certain algorithm. The
algorithm then spits out new geometries to calculate the total energy for and so on
until the ground state geometry is obtained. In the following a possible algorithm
called wrapped polyhedron method is explained [19]. The wrapped polyhedron
method is an example of a simplex method. A simplex is a geometrical figure. For
example, a polyhedron is a simplex, which in two dimensions is a line, in three
dimensions a triangle, in four dimensions a tetrahedron and so on. The idea is now
that this simplex scans the hyperdimensional (the dimensionallity is determined
by the number of nuclei in the system) total energy surface and finally contracts
to the global minimum, i.e. the ground state geometry. The wrapped polyhedron
algorithm used in this work is schematically depicted in Fig. 2.3. We start with a
certain ’guess’ simplex. For each of its vertices, which represent a geometry, the
total energy (represented by f in Fig. 2.3) is calculated and ordered. The worst
point (vertex corresponding to the highest energy) should now be replaced by a
better point. For this purpose, first the center of gravity of all the points without
the worst is calculated. The first attempt to obtain a better point is done by
reflecting this worst point with a factor a through this center of gravity. When
this reflected point is better than the best point, it means that the direction of this
reflection point is very promising. Therefore, an additional expansion of factor g is
then tried into this direction. If this expansion point is better than the reflection
point, then the worst point is replaced by this expansion point and the routine
is started from the beginning again. Note that starting from the beginning in
this discussion means that for the new simplex, where the worst point has been
replaced by a better point, the new worst point has to be found and replaced. In
case that the expansion point is not lower than the reflection point, the worst point
is replaced by the reflection point and the routine is started from the beginning
again. There is also the possibility that the reflection point is worse than the
worst point. This means that the direction of the reflection point is not at all
promising, because the landscape seems to go upward here. Therefore in this case
a contraction of factor b of the worst point towards the center of gravity is tried. If
this gives a better point, then the worst point is replaced by the contraction point
and the procedure starts again from the beginning. However, when it is worse
than the worst point, a reduction of all points except the best point is made. A
reduction means that all points except the best point are shifted a little bit towards
the best point. After this the routine starts again from the beginning. The last
possibility is that the reflection point is in between the worst and best point. In
this case the worst point is replaced by the reflection point and the routine is
started from the beginning again.
It is instructive to visualize how the wrapped polyhedron method works in
practice. For this purpose the wrapped polyhedron method is applied to the
Rosenbrock (banana) function, f(x1,x2) = (1 − x1)2 + α(x2 − x21)2 with α a
constant. In Fig. 2.4 it can be seen how the simplex, a triangle in this case, adapts
itself each iteration to the landscape of the banana function and finally contracts
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Pick start simplex 
- Calculate and order values at vertices: 
- Calculate centre of gravity x0 of all points except xn+1 
‘Replace xn+1’ 
Reflect: xr=x0+a(x0-xn+1)   
If                                                ,  
then xn+1 xr  
If                               ,  
then expand xe=x0+g(x0-xn+1) 
If                                 , 
then xn+1xe 
else xn+1xr  
If                               ,  
then contract xc=x0+b(x0-xn+1) 
If                                   , 
then xn+1xc 
else reduction xi=x1+s(xi-x1) 
except for x1 (best point) 
Figure 2.3: Schemtical picture of the algorithm contained within the wrapped poly-
hedron method.
to the global minimum. For example, in Fig. 2.4 a contraction takes place from
the initialization step to iteration 1 and a reflection from iteration 1 to iteration 2.
The banana function is a popular function to test (new) algorithms, since it has a
very shallow global minimum.
Before closing this part on the physical observables, the geometry and vibra-
tional modes, it should be mentioned that from total energy considerations around
the ground state geometry more interesting physical observables can be obtained.
For example, the bulk modulus, shear constant and elastic constants can be ob-
tained. See Chapter 4 for more information on how to calculate the shear constant
and bulk modulus.
2.2.7.2.2 The density and magnetic information Though in theory every physical
observable can be expressed in terms of the electron density, these expressions are
in general unknown. This is also the case for the magnetization. Therefore a dif-
ferent approach is used to obtain these magnetic properties. DFT is reformulated
such that the magnetic information can be obtained directly from the solution of
the (reformulated) Kohn-Sham equations.
Historically this was first done for the spin magnetization density. In Sec-
tion 2.2.5 it was shown, that by introducing an external magnetic field that only
acts on the spins of the electrons, the total energy is now a functional of both
the density and spin magnetization density. As further mentioned in Section 2.2.5
it is then possible to obtain the exact density and spin magnetization density of
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Figure 2.4: Schemtical representation of how the simplex evolves per iteration to
finally contract to the global minimum of the Rosenbrock (banana) function [13].
a system (even in absence of the external magnetic field) from the solution of
the Kohn-Sham equations (see Eq. 2.47), when the exchange-correlation energy is
exactly known in terms of these two densities.
For some systems however not only the spin magnetization is important, but
also the orbital magnetization. A good example are rare-earth systems, where
the orbital moment contributes significantly to the total magnetization. Also for
non magnetic systems in large external magnetic fields, which are able to induce
orbital moments, the orbital magnetization is important. It is possible to obtain
also the orbital magnetization from the solution of the Kohn-Sham problem by re-
formulating DFT. For this purpose an external magnetic field is introduced, which
acts now both on the spin and orbital degrees of freedom. Then, by following the
same steps as for the derivation of the spin DFT in Section 2.2.5, it can be shown
that when the exchange-correlation functional is exactly known in terms of the
density, spin magnetization density and orbital magnetization density, these three
densities can be exactly obtained from the solutions of the Kohn-Sham orbitals
in the absence of an external magnetic field (see Appendix C for the details of
this statement and the derivation). The orbital magnetization density is by defin-
ition directly related to the (paramagnetic) current density (see Appendix C) and
therefore this approach is called spin current density functional theory. The orbital
magnetization density is obtained from the solution of the Kohn-Sham equations
as follows
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L = −µB
∑
i
〈φi|rˆ × pˆ|φi〉. (2.84)
Here the φi are the Kohn-Sham eigenfunctions and the sum runs over the N lowest
energy eigenfunctions with N the number of electrons in the system.
In Section 2.2.5 it was shown that for spin DFT an approximation to the
exchange-correlation energy can be conveniently constructed from the non-spin
polarized approximations to the exchange-correlation energy (see Eq. 2.52). Un-
fortunately for the spin current DFT such an approach does not exist [20]. Even
worse, it is well known that some difficulties are involved in constructing a phys-
ically sound spin current density approximation based on the uniform electron
gas [21]. Though some approximations to the spin current exchange-correlation
energy based on the uniform electron gas exist [22–25], it was shown that they
give only small corrections with respect to spin DFT [20]. Due to this and
the difficulties in constructing a good approximation to the exchange-correlation
functional, in practice often only the spin density dependence of the exchange-
correlation functional is considered.
For some systems it is important to take relativistic effects into account for
a proper description of the magnetic properties. Often this is done by including
the spin-orbit coupling term (see Section 2.2.6) in a spin DFT calculation. Note
that the mass velocity and Darwin term are usually already included in a normal
spin DFT calculation. Further, the neglect of orbital dependence of the exchange
correlation with respect to the spin dependence and spin-orbit coupling, makes
sense for some systems. For this the observation has to be made that the orbital
dependence of the functional gives rise to Hund’s second rule (orbital-orbital cor-
relations) effects in the Kohn-Sham problem, while the spin dependence results
in a possible spin splitting (Hund’s first rule) in the Kohn-Sham problem and
spin-orbit coupling accounts for Hund’s third rule. It is known that for some sys-
tems Hund’s second rule effects are indeed smaller than the spin correlation effects
(Hund’s first rule) and spin-orbit coupling effects (Hund’s third rule). Therefore it
makes sense as an approximation to neglect Hund’s second rule effects with respect
to the first and third Hund’s rule effects. Further, a consequence of the inclusion
of the spin-orbit coupling is that a finite orbital angular moment still might be
formed, since the time reversal symmetry is broken by the spin-orbit coupling. In
this respect the important concept of symmetry breaking should be discussed [26].
Here it is just mentioned that in a spin DFT calculation the symmetry is broken by
starting from a spin polarized guess density. Via the spin-orbit coupling this finite
starting spin density then results in a finite starting orbital angular momentum
density. Whether these finite moments are maintained till self consistency depends
on the physical nature of the system.
A problem of spin DFT with the inclusion of spin-orbit coupling is that very
often the orbital moment is underestimated. The reason can be twofold. First,
the approximation to the exchange-correlation functional based on the uniformly
polarized electron gas could be too severe. Second, even when the exact exchange-
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correlation energy would be known in terms of the density and spin density,
Eq. 2.84 can in principle not be used. The reason is that the orbit angular moment
is exactly related to the current density. There is however no guarantee that the
current density is now the same in the Kohn-Sham problem and the fully many
body interacting problem. Therefore, Eq. 2.84 can only be used to give an approx-
imation to the orbital angular momentum. One motivation for the development
of spin current DFT was actually to figure out which of the two reasons above is
dominant in the underestimation of the orbital moment. Namely via spin current
DFT Hund’s second rule effects can be included. As described above the inclusion
of these effects based on a uniform electron gas approximation to the exchange-
correlation functional is difficult and leads to small changes. These small changes
could be a consequence of an underestimation of Hund’s second rule effects due to
the uniform electron gas on which the approximation is based. Therefore, more
ad hoc approaches have become popular to correct for this, for example, the or-
bital polarization method [27]. The idea is to add by hand a term that mimics the
Hund’s second rule (for more details see Ref. [27]). Along this line also the LDA+U
method could be mentioned (see Section 2.2.8 below for details). It was shown
that the spin DFT with spin-orbit coupling and orbital polarization included gave
a significant improvement of the calculated orbital moments in some systems [27].
Before closing this part on the magnetic properties that can be obtained from
DFT, a very important point should be mentioned about the usage of Eq. 2.84
to calculate the orbital moment. Namely this equation can only be used in DFT
codes that work in real space and not in reciprocal space. The problem is caused
by the proportionality on r in the integrand. In real space the Kohn-Sham ei-
genfunctions decay exponentially when going infinitely far from the system, which
means that the integrals of Eq. 2.84 are finite. However, for DFT codes in recip-
rocal space the Kohn-Sham eigenstates are Bloch states which extent to infinity.
Therefore, Eq. 2.84 becomes ill defined. The so called Modern Theory of Polariz-
ation developed in the 90’s solves this problem. Within this theory the following
expression for the orbital angular momentum can be derived (see Ref. [28] and
references herein)
L =
∑
i
∫
BZ
dk
(2pi2)
Im〈∂uik
∂k
|×(Hk + Eik − 2EFermi)|∂uik
∂k
〉. (2.85)
Here uik is the periodic part of the Kohn-Sham Bloch function (φ
ks
ik = e
ik·ruik),
Hk and Eik are defined via Hk|uik〉 = Eik|uik〉, and EFermi is the Fermi energy.
Note that DFT codes working in reciprocal space can be used for cluster/molecule
calculations by putting them in a very large unit cell. Large means large enough
so that the cluster/molecule of one unit cell does not feel the clusters/molecules
of the other unit cells.
Since the Modern Theory of Polarization is quite new it is not implemented
in all DFT codes yet. Therefore, many codes working in reciprocal space use
another approximation to obtain the orbital moment. Non overlapping (muffin-
tin) spheres are centered around the atoms in the system. Within these spheres,
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the orbital moment can be calculated from Eq. 2.84, since the region inside the
spheres is finite. This is often a good approximation, because for most systems the
orbital moment originates from regions near the atomic core. However, it might
be possible that the interstitial region, the region between the non overlapping
spheres, contributes significantly and then Eq. 2.85 should be used.
2.2.7.2.3 Electronic excitation spectrum In this part we will briefly discuss how elec-
tronic excitation spectra can be obtained. From the first Hohenberg-Kohn theorem
follows that the full many body electronic Hamiltonian (Eq. 2.9) is a functional of
the ground state density. Since the diagonalization of this Hamiltonian gives the
complete excitation spectrum, these excited states can also be regarded as func-
tionals of the ground state density. Unfortunately the mathematical form of these
functionals is unknown. However, there are other methods to obtain information
on the excitation spectrum.
One method is based on using the ground state scheme of DFT for the ex-
cited state and the ground state. Here the ground state scheme of DFT refers to
calculating the total energy via the density that is obtained from the solution of
the Kohn-Sham equations. For a detailed explanation on how to use this scheme
for excited states see Refs. [2, 8]. Thus by calculating the total energy differences
between the excited states and the ground state, the excitation spectrum can be
obtained. This is in principle exact when the exact exchange-correlation func-
tional is known. It can be shown, however that when many excitation energies
are of interest, this method becomes impracticable. Therefore other methods are
developed.
One of these is based on calculating the single particle Green’s function, which
contains very naturally the information on the electronic excitation spectrum (see
Appendix D). This Green’s function can be calculated from the Dyson equation
(see Appendix D):
[
−∇2 + VNe(r) + VH(r)
]
ψi(r) +
∫
dr′Σ(r, r′, i)ψi(r′) = iψi(r). (2.86)
Here Σ(r, r′, i) is the self energy operator, which is a non local, complex and
energy dependent operator. Further, ψi and i are the functions and excitation
energies that constitute the Green’s function and they are defined as follows (see
Appendix D)
ψN−1i (r) = 〈ΨN−1i |ψˆ(r)|ΨN0 〉 and ψN+1i (r) = 〈ΨN0 |ψˆ(r)|ΨN+1i 〉,
N−1i = E
N
0 − EN−1i and N+1i = EN+1i − EN0 .
(2.87)
Here ΨN0 refers to the ground state wavefunction of the full many body (Eq. 2.9)
N electron system, ΨN−1i to an eigenstate i of the full manybody N − 1 electron
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system, ΨN+1i to an eigenstate of the ful many body N + 1 electron system and
ψˆ(r) is the field annihilation operator. Further, EN0 is the ground state total
energy corresponding to ΨN0 , E
N−1
i is the total energy of Ψ
N−1
i and E
N+1
i is the
total energy of ΨN+1i . From this definition it is clear that the i correspond to
the excitation energies from either the ground state of the N electron system to
an excited state of the N − 1 electron system or N + 1 electron system, e.g. these
excitation energies can be directly compared with the results of photo-emission
experiments. Note that ψi and i should not be understood as single particle
quantities, because they are related to properties of the full many body problem
via Eq. 2.87. Only in the case of a non-interacting system, i.e. when the Ψ of
Eq. 2.87 correspond to a single Slater determinant, the ψN−1i (r) and ψ
N+1
i (r)
correspond to the occupied and unoccupied single particle wavefunctions. In this
case the N−1i and 
N+1
i are the corresponding single particle eigenenergies.
The problem in solving the Dyson equation (Eq. 2.86) for the ψi and i is the
self energy operator. It is namely very difficult to calculate this operator. There-
fore it is approximated in practice. A very crude approximation is to assume that
the self energy is local and energy independent. It can be shown that under this
assumption, the Dyson equation of Eq. 2.86 coincides with the Kohn-Sham equa-
tions [8]. Therefore, the Kohn-Sham eigenenergies can be directly interpreted as
excitation energies. Usually this approximation works quite well for weakly correl-
ated systems [8]. However, it is also known that when correlation effects become
more important, the agreement between experiment and this type of calculation
becomes worse. Thus, a better approximation to the self energy has to be found.
Before going shortly into this, it should be noted that it is only within this approx-
imation of the self energy that the Kohn-Sham eigenenergies can be interpreted as
excitation energies. They are otherwise just a mathematical construct, i.e. Lag-
range multipliers, coming from the constraint that the Kohn-Sham single particle
eigenfunctions should be orthonormal. Therefore, they have in general no physical
meaning except the highest occupied Kohn-Sham eigenenergy. It can be shown
that this eigenenergy is exactly equal to ionization energy of the system [8].
A popular approximation to the self energy that improves the excitation spec-
trum considerably for weakly correlated systems with respect to the spectrum
obtained from the Kohn-Sham problem is the so called GW approximation (see
Ref. [29]). This approximation is only valid for weakly correlated systems. For
strongly correlated systems the dynamical mean field theory (DMFT) is a popular
method to approximate the self energy (see Section 2.2.8).
Note that in solving the Dyson equation, Eq. 2.86, the Hohenberg and Kohn
theorems and the Kohn-Sham approach is not involved. Therefore, the physical
information obtained from solving the Dyson equation should in principle not
be referred to as obtained from DFT. However, in practice the GW and DMFT
approximations are implemented as an extension of DFT. For example, in the
GW approximation the Kohn-Sham eigenfunctions and eigenenergies can be used
to construct the self energy (within the GW approximation). The Kohn-Sham
eigenenergies can then be interpreted as a kind of zeroth order approximation
to the excitation spectrum to which the GW approximation gives a correction.
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For a discussion of the implementation of DMFT as an extension to DFT see
Section 2.2.8. So in this respect it is possible to say that the excitation spectrum
can be obtained from an extension of DFT.
Another popular method to obtain information on the excitation spectrum and
excitation properties in general is the time dependent density functional theory
(TDDFT). Since it is in practice only suitable for weakly correlated systems, it
will not be discussed here. For more information on TDDFT see Ref. [5].
2.2.8 Extensions of DFT for strongly correlated systems
2.2.8.1 General considerations
In Section 2.2.3 and 2.2.5 the basics of (spin) DFT were explained together with
their popular approximations to the exchange-correlation energy. These approxim-
ations are derived in the limit of a (nearly) uniform electron gas. Due to extensive
testing of these functionals on a large variety of systems, it is well known that these
approximations work well for weakly correlated delocalized electron systems and
fail for strongly correlated localized electron systems [30, 31]. It was attempted to
improve these approximations by including the orbital moment density dependence
in the exchange-correlation functional. However, the early attempts also based on
the uniform electron gas gave little improvement. Intuitively it makes sense that
approximations based on the uniform electron gas fail for strongly correlated loc-
alized electron systems, because they do not resemble a uniform electron gas at
all [8, 30, 31].
In order to treat strongly correlated localized electron systems people started
to abandon the uniform electron gas framework. Instead they tried to add by
hand to DFT the part that is missing in the description of the strongly correlated
electrons. What is thus added is somewhat arbitrary and usualy based on physical
intuition. In Section 2.2.7 the example of the orbital polarization method is given.
For this method one can argue that it is a proper Hund’s second rule description
that is missing. Therefore, a term was proposed that mimics Hund’s second rule.
In the rest of this section the most popular model to treat strongly correlated
systems is described. For this model it is assumed that it is a proper description
of the onsite Coulomb repulsion that is missing in DFT. This model can be in-
terpreted as a generalized Hubbard model. There are basically two methods to
approximately solve this model, namely the static mean field and dynamical mean
field approximation.
The idea that it is the proper treatment of the onsite Coulomb repulsion for the
strongly correlated electrons that is missing, came from the model Hamiltonians.
Namely it was realized that model Hamiltonian approaches such as the Hubbard
model, Anderson impurity model and periodic Anderson model provided a good
description of strongly correlated systems. For a specific set of strongly correlated
localized orbitals {|R, ξ〉}, the onsite Coulomb repulsion operator is given by
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HˆU =
1
2
∑
R
∑
ξ1,ξ2,ξ3,ξ4
Uξ1,ξ2,ξ3,ξ4 cˆ
∗
Rξ1 cˆ
∗
Rξ2 cˆRξ4 cˆRξ3 . (2.88)
Usually the correlated orbitals are derived from atomic like states and ξq is an index
that specifies the atomic quantum numbers l, m and σ. For example, a natural
choice of the orbitals could be the linear muffin tin orbitals (see Section 2.2.7) or
Wannier functions (see Ref. [30]). Further, R refers to the atomic site position
vector, and cˆ∗Rξq and cˆRξq respectively create and annihilate an electron in the
orbital |R, ξ〉 which is specified by the quantum numbers contained in ξq. For
the matrix Uξ1,ξ2,ξ3,ξ4 the site index R has been dropped, though it can be site
dependent. The matrix Uξ1,ξ2,ξ3,ξ4 can be written as
Uξ1,ξ2,ξ3,ξ4 = 〈m,m′′|
1
|r − r′| |m
′,m′′′〉 =
∫ ∫
drdr′ϕ∗lmσ(r)ϕ
∗
lm′′σ(r
′)
1
|r − r′|ϕlm′σ(r)ϕlm′′′σ(r
′).
(2.89)
Here |m′,m′′′〉 corresponds to a two particle state, which consists of the direct
product of two single particle states indicated by the quantum numbers m′ and
m′′′. More precisely quantum number m′ corresponds to electron 1 and quantum
number m′′′ to electron 2. Similarly, 〈m,m′′| corresponds to the Hermitian con-
jugate of the state |m,m′′〉. After the first equality sign in Eq. 2.89 only the m
quantum numbers are written explicity instead of the term ξq (note that the sub-
script numbering is replaced by slightly different superscript primes), because in
practice one set of correlated orbitals is selected. This means that the l quantum
number is fixed and only m varies. Further, when the orbital part of ϕlmσ is inde-
pendent of σ, then only them quantum numbers determine the non zero matrix ele-
ments of Eq. 2.89. In the last expression of this equation the correlated orbitals are
represented by the functions ϕlmσ for which the atomic quantum numbers are ex-
plicitly written for completeness. The function ϕlmσ can be conveniently expressed
as a product of a radial part and a spherical harmonic, ϕlmσ(r) = Rl(r)Ylm(θ,φ).
The Coulomb operator can also be expressed in terms of spherical harmonics,
1
|r − r′| =
∞∑
l=0
l∑
m=−l
rl<
rl+1>
4pi
2l + 1
Y ∗lm(θ>,φ>)Ylm(θ<,φ<), (2.90)
where r<(r>) is smaller (larger) than |r| and |r′|. Then, by using ϕlmσ(r) =
Rl(r)Ylm(θ,φ) and Eq. 2.90, Eq. 2.89 can be written as
〈m,m′′| 1|r − r′| |m
′,m′′′〉 =
∑
k
ak(m,m
′′,m′,m′′′)F k, (2.91)
where
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ak(m,m
′′,m′,m′′′) =
4pi
2k + 1
k∑
q=−k
〈lm|Ykq|lm′〉〈lm′′|Y ∗kq|lm′′′〉 and
F k =
∫ ∞
0
drr2|Rl(r)|2
∫ ∞
0
dr′(r′)2|Rl(r′)|2 r
k
<
rk+1>
.
(2.92)
The F k are called Slater integrals. In Eq. 2.91 the most important terms are the
two index terms, i.e. m = m′ and m′′ = m′′′ (m = m′′′ and m′ = m′′). Namely
the rest of the matrix elements vanishes due to symmetry reasons in the atomic
limit or are unimportant [30]. It is then possible to define the following two index
direct Coulomb matrix elements Umm′ and two index exchange Coulomb matrix
elements Jmm′ ,
Umm′ = 〈m,m′| 1|r − r′| |m,m
′〉 =
2l∑
k=0
ak(m,m,m
′,m′)F k and
Jmm′ = 〈m,m′| 1|r − r′| |m
′,m〉 =
2l∑
k=0
ak(m,m
′,m′,m)F k.
(2.93)
By exploiting group theory the products of spherical harmonics in ak can be ex-
pressed in terms of Clebsch-Gordan coefficients [3]. Using their properties it can
be shown that for d electrons (l = 2) only F 0, F 2 and F 4 are needed and for f
electrons (l = 3) only F 0, F 2, F 4 and F 6. By further using the Clebsch-Gordan
properties the following two quantities can be defined
U = F 0 =
1
(2l + 1)2
∑
m,m′
Umm′ and
U − J = 1
2l(2l + 1)
∑
m 6=m′
(Umm′ − Jmm′)⇒
J =
{
(F 2 + F 4)/14 if l = 2
(286F 2 + 195F 4 + 250F 6)/6435 if l = 3
(2.94)
The quantities U and J can be interpreted respectively as an orbital averaged
direct onsite Coulomb repulsion and onsite exchange interaction. They are more
commonly referred to as Hubbard U and Hund exchange J . In order to under-
stand the reason why they are introduced, we observe that Eq. 2.89 corresponds to
the bare Coulomb interaction (matrix elements) between the correlated orbitals.
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However, in a real system these elements are reduced due to screening effects of
the delocalized electrons, i.e. the other electrons in the system effectively screen
the Coulomb interaction between the correlated electrons. It is quite complicated
to take these screening effects into account. However, there are different methods
to do so (see Appendix E). More precisely these methods provide a screened ap-
proximation of U and J (Appendix E). Therefore, it is important to know how
U and J are connected to the Coulomb matrix elements via Eq. 2.89, 2.91, 2.92
and 2.94. Note that in Eq. 2.94 the number of unknowns, Slater integrals, is lar-
ger than the number of knowns, U and J . This problem is usually circumvented
by noticing that for d electrons the ratio F 4/F 2, and for f electrons the ratios
F 4/F 2 and F 6/F 2 are to a very good appoximation constant [30]. At this point it
might seem a bit inadequate to approximate the Hubbard U and Hund exchange
J , because their magnitudes directly depend on the choice of correlated orbitals
{|R, ξ〉}. Fortunately, it is known that for an appropriately chosen set of correlated
orbitals, the results are quite stable with respect to this ambiguity [32].
Summarizing, the onsite Coulomb interaction for strongly correlated localized
electrons is given by Eq. 2.88. In this equation the Coulomb interaction matrix
Uξ1,ξ2,ξ3,ξ4 is represented by effectively screened interaction matrix elements, which
are solely defined by the Hubbard U and Hund exchange J of Eq. 2.94, and the
constant ratio’s of the Slater integrals (F 4/F 2 and F 6/F 2). There are methods
that provide an approximation to the screened U and J parameters.
As mentioned at the beginning of this section, the most popular approach to
strongly correlated systems is to add an onsite Coulomb repulsion term for the
strongly correlated orbitals to the DFT. There is a small problem involved in
doing this. Namely in the DFT already a part of the onsite Coulomb repulsion
effects of the strongly correlated orbitals has been taken into account. Though less
sophisticated, these effects have been already approximately incorporated in the
exchange-correlation energy functional. Therefore, an additional term is required
to remove these onsite Coulomb repulsion effects in the exchange-correlation en-
ergy functional in order to prevent taking things into account twice. This is the
double counting term. Unfortunately, it is not possible to rigorously do this,
because the exchange-correlation energy is defined in terms of the density (and
spin density), while the onsite Coulomb repulsion is defined in terms of creation
and annihilation operators corresponding to specific correlated orbitals. There-
fore, several approximations to the double counting term have been proposed (see
below).
Thus finally the Hamiltonian that is used to describe strongly correlated sys-
tems can be written as
Hˆ = HˆDFT + HˆU − HˆDC . (2.95)
Here HˆU is the onsite Coulomb interaction for the strongly correlated orbitals
defined in Eq. 2.88, HˆDC is the double counting correction and HˆDFT is defined
as
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HˆDFT =
N∑
i=1
HˆKS(ri). (2.96)
Here HˆKS is the Hamiltonian operator of the Kohn-Sham equations (see Eq. 2.34
and 2.46). It is instructive to rewrite this operator in terms of a basis set of
one particle wavefunctions |R,χ〉 centered at sites R and specified by generic
quantum number χ, which includes also the spin σ. Note that in case the set of
functions |R,χ〉 is complete, it also contains the strongly correlated orbitals that
were specified by |R, ξ〉. By using the basis set |R,χ〉, HˆDFT of Eq. 2.96 can be
written as
HˆDFT =
∑
R1,χ1
∑
R2,χ2
tR1χ1,R2,χ2 cˆ
∗
R1χ1 cˆR2χ2 with
tR1χ1,R2,χ2 = 〈R1,χ1|HˆKS(r)|R2,χ2〉.
(2.97)
From this expression it is clear that Eq. 2.95 represents a generalized Hubbard
model, where the hopping elements are determined by DFT (the Kohn-Sham
problem) and the onsite Coulomb term is specified for a certain set of strongly
correlated orbitals. Note that in this situation the hopping elements contain kin-
etic energy, potential energy (due to the electron-ion interaction), Hartree and
exchange-correlation effects. Thus the electrons not belonging to the strongly cor-
related ones, e.g. the delocalized electrons, are purely described by DFT. This is
justified, since DFT works well for the description of delocalized electrons.
In the following two subsections it is described how the problem of Eq. 2.95
can be approximately solved. The first subsection describes the static mean field
approximation to this problem and the second subsection the dynamical mean field
approximation. It should be observed from Eq. 2.95 that the firm ground of DFT
has been left and that Eq. 2.95 is an extension of DFT. It will be shown that the
static mean field approximation of Eq. 2.95 again results in a set of single particle
equations from which the physical observables are obtained directly, while for the
dynamical mean field approximation they are obtained from the single particle
Green’s function (see Appendix D). The single particle Green’s function contains
all physical information of the many body problem of Eq. 2.95 (see Appendix D).
Finally, although the static and dynamical mean field approximation of Eq. 2.95
are probably the two most popular methods to describe strongly correlated sys-
tems, they are not the only ones. In general the point is that DFT in its conven-
tional LDA or GGA form is not enough to describe strongly correlated systems
and that something extra has to be done with respect to this conventional DFT in
order to describe strongly correlated systems. What this extra is, depends on the
property and system of interest. For example, to find the geometry of a rare-earth
system, this extra can be putting the 4f electrons in the core (see Section 4), while
in case of the valence stability (see Section 5), this extra comes from experiment.
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2.2.8.2 LDA+U method
The simplest approximation to the problem of Eq. 2.95 is the static mean field
approximation. The static mean field approximation is defined as follows, where
the generic quantum number ξq is explicitly expressed in terms of the atomic
quantum numbers l, m and σ
cˆ∗Rlmσ cˆ
∗
Rlm′σ′ cˆRlm′′σ cˆRlm′′′σ′ ⇒
−cˆ∗Rlmσ cˆRlm′′σ〈cˆ∗Rlm′σ′ cˆRlm′′′σ′〉 − 〈cˆ∗Rlmσ cˆRlm′′σ〉cˆ∗Rlm′σ′ cˆRlm′′′σ′+
cˆ∗Rlmσ cˆRlm′′′σ′〈cˆ∗Rlm′σ′ cˆRlm′′σ〉+ 〈cˆ∗Rlmσ cˆRlm′′′σ′〉cˆ∗Rlm′σ′ cˆRlm′′σ.
(2.98)
Here the second line corresponds to the Hartree terms and the third line to the
Fock terms. Since the Coulomb repulsion term is spin independent the expectation
value of two Fermi operators with opposite spin sign is equal to zero,
〈cˆ∗Rlm′σ′ cˆRlm′′σ〉 = δσσ′nσRm′m′′ . (2.99)
Substituting the mean field approximation of Eq. 2.98 into Eq. 2.95, gives
HˆLDA+U = HˆDFT + HˆU − HˆDC with
HˆU =
∑
R
∑
m,m′,σ
V σmm′ cˆ
∗
Rlmσ cˆRlm′σ,
(2.100)
where
V σmm′ =
∑
m′′,m′′′
[
〈m,m′′| 1|r − r′| |m
′,m′′′〉n−σRm′′m′′′+
(
〈m,m′′| 1|r − r′| |m
′,m′′′〉 − 〈m,m′′| 1|r − r′| |m
′′′,m′〉
)
nσRm′′m′′′
]
.
(2.101)
Here the density occupation matrix nσRmm′ = 〈cˆ∗Rlmσ cˆRlm′σ〉. From Eq. 2.100 it is
clear, that the mean field approximation of Eq. 2.95 results in a set of single particle
equations, because the double counting term HˆDC is a single particle operator
also (see below). Further, the exact form of HˆDFT depends on the approximation
chosen for the exchange-correlation energy functional. Whether this is a LDA,
LSDA or GGA approximation, the whole problem of Eq. 2.100 is usually simply
referred to as the LDA+U approximation. Within the LDA+U approximation
the physical observables like the spin and orbital angular moment are obtained
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directly from the single particle equations of Eq. 2.100, while the total energy is
defined below by Eq. 2.102.
It is instructive to look a little bit more in detail to the LDA+U approximation
of Eq. 2.100. For example, how are the properties of the Kohn-Sham problem
(HˆDFT of Eq. 2.100) changed by adding the second and third term of Eq. 2.100 to
it? For this purpose an explicit form of the double counting correction is required.
In order to derive the two most popular double counting corrections, first the
following total energy functional is postulated
ELDA+U [ρ(r), {n}] = EDFT [ρ(r)] + EU [{n}]− EDC [{n}]. (2.102)
Here EDFT is the total energy coming from DFT (see Eq. 2.33 and Eq. 2.45) and
is a functional of the density ρ(r) (and m(r) in case of spin DFT). Further, EDC
is the double counting correction to the total energy and EU is
EU [{n}] = 1
2
∑
R
∑
m,m′,m′′,m′′′,σ
[
〈m,m′′| 1|r − r′| |m
′,m′′′〉nσRmm′n−σRm′′m′′′+
(
〈m,m′′| 1|r − r′| |m
′,m′′′〉 − 〈m,m′′| 1|r − r′| |m
′′′,m′〉
)
nσRmm′n
σ
Rm′′m′′′
]
.
(2.103)
Here EU and EDC are functionals of the orbital occupation matrix {n}, which is,
via the projection of the density ρ(r) on the correlated orbitals also a functional
of the density. By minimizing Eq. 2.102 with respect to the density in the same
way as was done in the derivation of the Kohn-Sham equations in Section 2.2.3
(or Section 2.2.5), Eq. 2.100 is again obtained.
The next step is to rotate to a basis in which the orbital occupation matrix is
diagonal, nσRmm′ = δmm′n
σ
Rm. In this basis it can be shown that the Uξ1,ξ2,ξ3,ξ4
matrix depends only on two indices [30]. Thus the EU part of the total energy
expression of the LDA+U approximation of Eq. 2.102 becomes
EU =
1
2
∑
R
∑
m,m′,σ
[
Umm′nRmσnRm′σ′ +
(
Umm′ − Jmm′
)
nRmσnRm′σ
]
(2.104)
Further, V σmm′ of Eq. 2.100 and 2.101 also becomes diagonal so that HˆU of Eq. 2.100
is written as
HˆU =
∑
R,m
V σmcˆ
∗
Rlmσ cˆRlmσ with
V σm =
∑
m′
Umm′nRm′σ′ +
∑
m′ 6=m
(Umm′ − Jmm′)nRm′σ
(2.105)
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In Eq. 2.104 and 2.105 Umm′ and Jmm′ are defined as in Eq. 2.93.
The reason for introducing the EU expression of Eq. 2.105 is that it is very
convenient for the discussion of the double counting correction. Unfortunately, the
double counting cannot be calculated exactly, because the exchange correlation
functional is defined in terms of the total density, while EU is defined in terms
of pair interactions between electrons in local correlated orbitals. Therefore, an
approximation has to be made of what the energy of the term EU would be in (spin)
DFT (for example LSDA). In Ref. [33] this was formulated in a very insightfull
manner
ELDA+U = EDFT + EU − 〈EU 〉. (2.106)
In this equation it is clear that the double counting term, 〈EU 〉, is represented
by some kind of average over the energy term EU . This average should somehow
represent the EU energy contribution within DFT. There are two popular ways of
estimating this DFT contribution, derived in two opposite limits.
In the first limit it is assumed that the EU contribution within DFT is the
same as it would be in the limit of a weakly correlated system. This is the limit
where the mean field approximation of EU is justified. Therefore, the mean field
approximation is used to estimate the EU contribution in DFT, where the mean
field approximation is defined by
nRmσnRm′σ = (nRmσ − 〈nRmσ〉+ 〈nRmσ〉)(nRm′σ − 〈nRm′σ〉+ 〈nRm′σ〉) =
nRmσ〈nRm′σ〉+ nRm′σ〈nRmσ〉 − 〈nRmσ〉〈nRm′σ〉+
(nRmσ − 〈nRmσ〉)(nRm′σ − 〈nRm′σ〉) ≈
nRmσ〈nRm′σ〉+ nRm′σ〈nRmσ〉 − 〈nRmσ〉〈nRm′σ〉
(2.107)
The last expression after the approximation sign is what represents the mean field
approximation. In an equivalent way the term nRmσnRm′σ′ of Eq. 2.104 can be
approximated. Further, it is assumed that in DFT for each spin channel the elec-
trons are divided equally over the m channels, i.e. nRmσ =
1
2l+1
∑
m nRmσ and
〈nRmσ〉 = 12l+1
∑
m nRmσ. This makes sense, because in DFT the exchange correl-
ation functionals are derived in the limit of a uniform electron gas in which orbital
polarizations are absent. By using the mean field approximation of Eq. 2.107, and
nRmσ =
1
2l+1
∑
m nRmσ and 〈nRmσ〉 = 12l+1
∑
m nRmσ, the following expression
for 〈EU 〉 of Eq. 2.106 can be obtained
〈EU 〉AMF = UN↑N↓ + 1
2
(N2↑ +N
2
↓ )
2l
2l + 1
(U − J). (2.108)
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Here Nσ =
∑
m nRmσ. Further, U and J are defined in terms of Umm′ and Jmm′ ,
see Eq. 2.94,
Note that the assumptions behind the double counting of Eq. 2.108 cannot be
completely correct. For example, in the case of crystal field splitting the electrons
can be inequivalently distributed among the m channels. Further, approximating
the EU like contribution within DFT by a mean field approximation, can only
by approximately correct when the mean field approximation itself as defined by
Eq. 2.106 is reasonable. This means that this double counting is usually applied
to systems with weakly correlated (delocalized) electrons [32, 33]. The name of
this double counting is around mean field (AMF) due to its derivation in the limit
of the mean field approximation.
Another important aspect of this AMF double counting can be seen by rewrit-
ting EU − 〈EU 〉AMF in Eq. 2.106 as follows
EAMFLDA+U = EDFT + EU − 〈EU 〉AMF =
EAMFLDA+U = EDFT +
1
2
∑
R,m,m′,σ
Umm′(nRmσ − n0Rσ)(nRm′σ′ − n0Rσ′)+
1
2
∑
R,m,m′ 6=m,σ
(Umm′ − Jmm′)(nRmσ − n0Rσ)(nRm′σ − n0Rσ).
(2.109)
Here n0Rσ =
1
2l+1
∑
m nRmσ. The important aspect to observe from this equa-
tion is that LDA+U with AMF double counting differs from DFT only when the
occupations nRmσ are different from the DFT occupations, n
0
Rσ.
For completeness and for the discussion of the next double counting it is con-
venient to write down the full set of single particle equations that can be derived
variationally from Eq. 2.109 for the LDA+U method with AMF double counting,
HˆAMFLDA+U = HˆDFT + HˆU − HˆAMFDC with
HˆU + Hˆ
AMF
DC =
∑
R
∑
m,σ
V AMFmσ cˆ
∗
Rlmσ cˆRlm′σ, where
V AMFmσ =
∑
m′
Umm′(nRm′σ′ − n0Rσ′) +
∑
m′ 6=m
(Umm′ − Jmm′)(nRm′σ − n0Rσ).
(2.110)
This is the problem that is solved in practical implementations. Since it is a set of
single particle equations the techniques described in Section 2.2.7 can be employed
again.
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It might seem a little weird that a double counting correction (AMF) is derived
for weakly correlated systems, because it is the strongly correlated systems that
are of interest in this section. The other double counting, the fully localized
limit (FLL) double counting, therefore considers the completely opposite limit
of the mean field approximation. It is based on the observation that the total
energies within DFT are good. Therefore, it is assumed that in DFT the energy of
Eq. 2.104 is well approximated. The next step is to evaluate this energy expression
of Eq. 2.104 in the situation of an isolated atom, which resembles the situation
of a strongly correlated and localized electron system. In other words the EU of
Eq. 2.104 is evaluated by taking nRmσ = 0, 1, i.e. considering integer occupations.
Note that the AMF double counting of Eq. 2.108 can also be derived by directly
substituting the average occupations, nRmσ =
1
2l+1
∑
m nRmσ, into Eq. 2.104.
Thus, from the approximation of nRmσ it is also clear that AMF and FLL double
counting are obtained from two opposite limits. By considering integer occupation
numbers for nRmσ in Eq. 2.104, the following is obtained
〈EU 〉FLL = 1
2
UN(N − 1)− 1
2
JN↑(N↑ − 1)− 1
2
JN↓(N↓ − 1). (2.111)
Here N is the total number of correlated electrons, N = N↑ + N↓ and Nσ =∑
m nRmσ. Since this double counting is derived in the limit of an isolated atom,
it is called fully localized limit (FLL) double counting. By assuming that for a
strongly localized electron system Eq. 2.111 indeed represents the EU contribution
within DFT, then LDA+U only gives an energy correction with respect to DFT
when the occupations nRmσ are non integer. Further, it is interesting to derive
the single particle equations variationally again from Eq. 2.106 with 〈EU 〉 given
by Eq. 2.111. After some algebra they can be written as
HˆFLLLDA+U = HˆDFT + HˆU + Hˆ
FLL
DC with
HˆU + Hˆ
FLL
DC =
∑
R
∑
m,σ
V FLLmσ cˆ
∗
Rlmσ cˆRlm′σ, where
V FLLmσ = V
AMF
mσ − (U − J)(n0Rσ −
1
2
).
(2.112)
Here V AMFmσ is defined in Eq. 2.110. From this equation it can be seen that besides
the spin and/or orbital polarization, the last term adds a shift to the spin up and
down levels. The magnitude of this shift depends on the average occupation of
the spin level. In the limit of a full spin-up shell and completely empty spin-down
shell, this term shifts the occupied (spin-up) states downward by 12 (U − J) and
the unoccupied (spin-down) states upward by 12 (U − J). So this term gives the
possibility for the opening of a gap between spin up and down states. However,
it is known that both LDA+U with AMF double counting and LDA+U with
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FLL double counting, can open a gap between different orbitals m with the same
spin [30, 33]. Therefore, both methods were successfully applied to gap description
in for example Mott insulator systems [30]. Therefore, in the choice of double
counting an ambiguity is involved and this area is still under development [31, 32].
Finally, another interesting aspect of the LDA+U method is its preference for
integer occupations, i.e. nRmσ should be preferably equal to 1 or 0. This effect
is independent of the double counting and comes from the EU term of Eq. 2.104
itself. Since it prefers integer occupations, one can imagine that it is possible to
end up in local minima. This means that a certain set of integer occupations
of nRmσ are picked up during a calculation that do not belong to the global
minimum. The set of integer occupations that is picked up in a self consistent
calculation of Eq. 2.110 or 2.112 depends on the starting density and thus starting
occupations of nRmσ. Therefore, in a LDA+U calculation there should be tested
if the calculation ended up in a local minima. Different methods are proposed in
this respect, see Refs. [34–36]. In Section 4 an example is given of this property
of LDA+U. Further, in Sections 6 and 7 the method of Ref. [34] is used in order
to avoid to get trapped in a local minimum.
In order to understand the preference for integer occupations in LDA+U, we
start with a certain set of occupations {nRmσ}. Further, an integer set of oc-
cupations {nintRmσ} is defined and the fractional part of the occupations γRmσ =
nRmσ − nintRmσ is defined. The simplest scenario is when charge from an integer
occupied orbital b is transferred to an empty orbital a, where both orbitals have
the same spin. In this case nintRb↑ = 1, n
int
Ra↑ = 0 and 0 < γRa↑ = −γRb↑. Thus in
this scenario Nσ and N are unchanged and therefore the double counting is also
unchanged. This means that EU contains the effect of the charge transfer. By
expanding EU for the general occupations set with J = 0, gives
EU [{nRmσ}]− EU [{nintRmσ}] = UγRa↑(1− γRa↑), (2.113)
From this equation it is clear that in case of non integer filling of either orbital a
or b, 0 < γRa↑ < 1, there is a positive energy contribution, which is unfavourable.
For γRa↑ equal to 0 or 1 this energy contribution is zero. In case of J 6= 0 the
expansion of EU for the general occupations gives
EU [{nRmσ}]− EU [{nintRmσ}] =∑
R,m,σ
[
(Uam − Jamδ↑σ)− (Ubm − Jbmδ↑σ)
]
nintRmσγRa↑−
(Uab − Jab)γ2Ra↑.
(2.114)
The largest term in the sum of equation comes from mσ = b ↑ and the contribution
of this term is proportional to UγRm↑. Thus for fractional occupations there is a
penalty which is proportional in U and linear in γRm↑ (for small γRm↑).
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2.2.8.3 LDA+DMFT method
2.2.8.3.1 General considerations In this section a more sophisticated and at the
moment state of the art method is described to solve the problem of Eq. 2.95,
which is for convenience repeated here
Hˆ = Hˆ ′DFT + HˆU =
∑
R1,χ1
∑
R2,χ2
t′R1χ1,R2,χ2 cˆ
∗
R1χ1 cˆR2χ2+
1
2
∑
R
∑
ξ1,ξ2,ξ3,ξ4
Uξ1,ξ2,ξ3,ξ4c
∗
Rξ1c
∗
Rξ2cRξ4cRξ3 .
(2.115)
In this equation the double counting term is absorbed into the DFT part (the
hopping part), which is indicated by the prime in Hˆ ′DFT and t
′
R1χ1,R2,χ2
=
tR1χ1,R2,χ2 − tDCR1χ1,R2,χ2 with tR1χ1,R2,χ2 given by Eq. 2.97 and tDCR1χ1,R2,χ2 de-
pends on the choice of the double counting. This state of the art method is
commonly referred to as LDA+DMFT, even when for example a LSDA or GGA
approximation is used for the DFT part of Eq. 2.115. A better name would
be DFT(X)+DMFT(Y), where X corresponds to the choice of the exchange-
correlation functional and Y to the solver used to employ the DMFT. Later on in
this subsection some examples of solvers are discussed, but first the method itself
should be explained.
In the LDA+U approximation the static mean field approximation (see Eq. 2.98)
for the onsite Coulomb interaction, is used. This means that not all correlation
effects are taken into account. Quantum fluctuations are missing in a static mean
field approximation. The static mean field approximation resulted in a picture
where all the electrons move independently in a static effective potential (see
Eq. 2.100). This picture would be correct if the strongly correlated electrons
would be frozen at their atomic sites. In this situation a strongly correlated elec-
tron experiences a static (effective) potential due to the other electrons. Consider
for example one (strongly correlated) orbital per site and one electron in this or-
bital per site. If the onsite Coulomb repulsion (Hubbard U parameter) is now
increased to infinity (or made very large), then the strongly correlated electrons
cannot move anymore due to the infinitely high energy cost of a hopping process.
The strongly correlated electrons thus become frozen. A similar argument holds for
a larger number of strongly correlated orbitals per site (see Ref. [26]). Therefore,
the LDA+U approximation becomes exact in the limit of infinitely large onsite
Coulomb interaction. Obviously the LDA+U approximation is also exact for zero
onsite Coulomb interaction, because then Eq. 2.115 just becomes the DFT prob-
lem discussed in Section 2.2.3. Note that the statement LDA+U is exact refers to
the problem defined by Eq. 2.115 (or Eq. 2.95) and thus not to the full electronic
problem of Eq. 2.9.
For real materials however the onsite Coulomb repulsion is not zero or infinite.
Therefore, it is important to take quantum fluctuations into account. This is not a
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trivial task at all. The trick of mapping Eq. 2.115 onto a set of (Kohn-Sham) single
particle equations (see Section 2.2.3) cannot be employed, since it is not known
how to express the onsite Coulomb interaction in terms of the density. Only for a
part of this term this is known, which was used to derive the LDA+U equations
alternatively (see Eq. 2.102). Thus another approach has to be used to properly
take into account the onsite Coulomb interaction term.
2.2.8.3.2 DMFT approximation Historically the DMFT method was derived for
the Hubbard model,
HˆHub =
∑
R1,ξ1
∑
R2,ξ2
tR1ξ1,R2,ξ2 cˆ
∗
R1ξ1 cˆR2ξ2+
1
2
∑
R
∑
ξ1,ξ2,ξ3,ξ4
Uξ1,ξ2,ξ3,ξ4 cˆ
∗
Rξ1 cˆ
∗
Rξ2 cˆRξ4 cˆRξ3 .
(2.116)
Note that this equation is slightly different from the generalized Hubbard model of
Eq. 2.115 in the sense that the hopping term of the Hubbard model only contains
the strongly correlated localized orbitals. Further, it is important to know that in
solving the Hubbard model of Eq. 2.116 within DMFT the central physical object
of interest is the single particle Green’s function, which is defined via the Dyson
equation as follows (see Appendix D),
G−1Hub(Rξ1,R
′ξ2,ω) = G−10,Hub(Rξ1,R
′ξ2,ω)− ΣHub(Rξ1,R′ξ2,ω). (2.117)
Here Rξq corresponds to the indices that specify the strongly correlated orbit-
als |R, ξ〉, where R is the position vector of an atomic site and ξ contains the
atomic quantum numbers. In Appendix D it is discussed that the single particle
Green’s function can be defined with respect to an arbitrary set of single particle
states (or creation and annihilation operators), which means that in the time do-
main GHub(Rξ1,R
′ξ2, τ) = 〈Ψ0|T{cˆRξ1(τ)cˆ∗R′ξ2(0)}|Ψ0〉 (see Appendix D). Here
GHub(Rξ1,R
′ξ2, τ) describes the propagation of a strongly correlated particle
(electron or hole) through the full many body system. Further, G0,Hub is defined
with respect to the first term of Eq. 2.116 and can be easily obtained by diag-
onalizing this term (see Ref. [30]). The G0,Hub is thus known and it remains to
determine the self energy ΣHub. The first major step in this direction was made
by Metzner and Vollhardt. They proved that in the limit of infinite dimensions or
equivalently infinite nearest neighbors, the self energy of the single particle Green’s
function corresponding to the Hubbard model becomes local. This means that in
this limit Eq. 2.117 can be written as
G−1Hub(Rξ1,R
′ξ2,ω) = G−10,Hub(Rξ1,R
′ξ2,ω)− δR,R′ΣHub(Rξ1,R′ξ2,ω). (2.118)
68 Theory
Since in the Hubbard model of Eq. 2.116 equivalent atomic sites are assumed (the
Uξ1,ξ2,ξ3,ξ4 matrix is also site independent), the self energy can be rewritten as
ΣHub(Rξ1,Rξ2,ω) =
∑
R
ΣHub(ξ1, ξ2,ω). (2.119)
One year later Georges and Kotliar showed how to obtain this local self energy
and with that they completed the DMFT framework [37]. They realised that
the topology of all the irreducible Feynman diagrams that consitute the local self
energy in Eq. 2.118 is the same as the topology of all the irreducible Feynman dia-
grams of the Anderson impurity model. This paved the way to map the Hubbard
model onto the Anderson impurity model in order to obtain the local self energy.
The huge advantage of doing this, is that for the Anderson impurity model there
are several methods to solve it (some of them are discussed below), while for the
Hubbard model such methods do not exist in general [26, 30, 31]. The Anderson
impurity model is defined as
Hˆimp = Hˆbath + Hˆhyb + Hˆ
imp
t + Hˆ
imp
U =∑
k
kaˆ
∗
kaˆk +
∑
k,ξ
Vk,Rξ(aˆ
∗
kcˆRξ + cˆ
∗
Rξaˆk) +
∑
ξ1,ξ2
tRξ1,Rξ2 cˆ
∗
Rξ1 cˆRξ2+
1
2
∑
ξ1,ξ2,ξ3,ξ4
Uξ1,ξ2,ξ3,ξ4 cˆ
∗
Rξ1 cˆ
∗
Rξ2 cˆRξ4 cˆRξ3 .
(2.120)
Here the first term corresponds to a bath of electrons that do not mutually interact.
The second term couples the bath electrons to the strongly correlated electrons,
where the coupling strength is given by Vk,ξ. The last two terms form essentialy
an atomic Hamiltonian, where the first describes the local ’hoppings’ between the
strongly correlated orbitals and the second is the onsite Coulomb interaction of
the strongly correlated electrons on the impurity site. Further, aˆ∗k and aˆk are
the creation and annihilation operators of a bath electron in a state specified by
the quantum number k. Similary cˆ∗Rξq and cˆRξq correspond to the creation and
annihilation operator of a strongly correlated electron in a state specified by the
quantum number Rξq. Note that in Eq. 2.120 the sum over R is absent, because
there is only one impurity site in the Anderson impurity model.
As mentioned, the topology of the irreducible Feynman diagrams is the same
for the local self energy of the Hubbard model and the self energy of the Anderson
impurity model. However, in order to make besides the topology also the value
of the self energy equal, the elements that constitute the irreducible Feynman
diagrams should be the same too. These elements are ’the dressed propagator
lines’ and ’interaction lines’ (see Ref. [31]), which respectively correspond to the
local Green’s function and onsite Coulomb repulsion interaction (see Ref. [31]).
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Thus, to make the interaction lines the same, the same onsite Coulomb interaction
term should be used in the Anderson impurity and Hubbard model. This means
that the same correlated orbitals and Uξ1,ξ2,ξ3,ξ4 matrix should be taken. For the
dressed propagator lines this is done by requiring that the local Green’s function,
GHub(Rξ1,Rξ2,ω), is the same in the Hubbard and Anderson impurity model,
GHub(Rξ1,Rξ2,ω) = Gimp(Rξ1,Rξ2,ω). (2.121)
Here GHub (see Eq. 2.118) and Gimp correspond to the local Green’s function of the
Hubbard and Anderson impurity model. How to fulfill the condition of Eq. 2.121
is not completely trivial, because GHub is unknown due to the self energy term
(Eq. 2.118). This problem can be circumvented by employing an iterative self
consistency scheme. In order to understand this, first the Dyson equation of Gimp
should be given (see Appendix D),
G−1imp(Rξ1,Rξ2,ω) = G
−1
0,imp(Rξ1,Rξ2,ω)− Σimp(Rξ1,Rξ2,ω). (2.122)
Here R is the position vector of the atomic impurity site. The G0,imp is com-
pletely defined by the first three terms of Eq. 2.120 and is easily obtained from a
straightforward diagonalization of these terms [30, 31]. The Σimp is the self en-
ergy of the Anderson impurity model. Note that this self energy is exactly defined
in terms of G0,imp and Hˆ
imp
U of Eq. 2.120 (see Appendix D), and via Eq. 2.122
Gimp(Rξ1,Rξ2,ω) is also defined in terms of these two quantities. Thus, in terms
of the Anderson impurity model the problem of fulfilling Eq. 2.121 is formulated
as follows: how to choose k and Vk,Rξ in Eq. 2.120 (because the local hopping
elements tRξ1,Rξ2 in Eq. 2.120 are by definition taken the same as in the Hubbard
model of Eq. 2.116) or equivalently G0,imp in Eq. 2.122, such that the condition
of Eq. 2.121 is fulfilled? Remember that when this condition is fulfilled (and the
onsite Coulomb repulsion is also the same in the Hubbard and Anderson impurity
model), then the self energy of the Anderson impurity model is exactly the same
as the local self energy of the Hubbard model. As already mentioned this prob-
lem can be solved by using an iterative self consistent procedure. That can be
formulated as follows:
(1) We start by setting the input function for the self energy (could be zero for
the first iteration).
(2) With the (new) input self energy the local Green’s function of the Hubbard
model, GHub(Rξ1,Rξ2,ω), can be obtained from the Dyson equation given
in Eq. 2.117.
(3) Then, from the condition in Eq. 2.121, the local Green’s function of the
impurity model, Gimp(Rξ1,Rξ2,ω), is obtained.
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(4) This impurity local Green’s function together with setting Σimp equal to the
local part of the input self energy used in step (2), then defines G0,imp via
the Dyson equation of Eq. 2.122.
(5) With this G0,imp (and Hˆ
imp
U ) a new self energy is calculated by solving the
Anderson impurity model with one of the available solvers (discussed below).
(6) The new self energy is substituted in Eq. 2.119 to obtain the new self energy
to start the next iteration from step (2).
This procedure is continued until the output self energy becomes equal to the in-
put self energy of step (6). Note that due to the condition of Eq. 2.121 during the
self consistency cycle (see step (3)), this condition clearly holds after convergence.
Further, after convergence the self energy obtained from the Anderson impurity
model is thus exactly equal to the local self energy of the Hubbard model. Thus
substituting the obtained self energy into Eq. 2.118, we obtain the exact single
particle Green’s function of the Hubbard model defined by Eq. 2.116. These state-
ments only hold in the limit of infinite dimensions, since Eq. 2.118 only holds in this
limit. For finite dimensions the self energy also contains non local contributions
and the DMFT scheme becomes approximate. Since these non local contributions
indirectly influence the local part of the self energy, even the local part of the self
energy is not exactly obtained within DMFT for finite dimensions.
There are extensions of the above described DMFT scheme that take into
account the non local contributions to the self energy approximately (see Ref. [31]).
It is known that these non local contributions can be important in studying some
delicate physical properties (see Ref. [31]). In this work extensions to DMFT have
not been considered. This means that when the DMFT scheme is employed, it is
assumed that the self energy is to a good approximation local. This assumption is
based on the observation that the DMFT approximation converges very fast with
respect to the number of nearest neighbors [30–32]. For example, it is known to be
applicable for solids in three dimensions that contain strongly correlated electrons.
It is clear that the DMFT is exact for infinite dimensions, because then the self
energy becomes local. Note that in this limit the DMFT is exact no matter what
the relative interaction strength is in the Hubbard model of Eq. 2.116, because no
assumption was made on the relative interaction strength during the derivation of
the DMFT. There are also other limits in which the DMFT is exact. For example,
in the atomic limit, where the hopping elements of Eq. 2.116 are zero, the self
energy is also trivially local. The atomic limit is either obtained by considering an
isolated atom or in the limit of infinitely large onsite Coulomb interactions with
respect to the hopping probabilities, i.e. the second term of Eq. 2.116 is much
larger than the first. Also when the Coulomb interactions are zero the DMFT
becomes trivial. Namely in this limit only the first term of Eq. 2.116 survives of
which G0,Hub (see Eq. 2.117) is the trivial solution, i.e. the self energy is zero,
which means the DMFT does not have to be employed.
Summarizing, for infinite dimensions the self energy corresponding to the Hub-
bard model becomes exactly local. It is possible to exactly obtain this local self
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Figure 2.5: Scheme of what method is applicable for which relative interaction
strength U/W . Here U and W refer to the characteristic onsite Coulomb interaction
and hopping probability of a system [31].
energy by mapping the Hubbard model onto the Anderson impurity model un-
der the restrictions that (1) the onsite Coulomb repulsion term and (2) the local
Green’s function is the same in both models. The benefit of this mapping is
that there are methods available to solve the Anderson impurity model. All these
statements hold no matter what the relative interaction strength is. Further, the
DMFT approximation is known to converge very fast with respect to the number
of nearest neighbors. Therefore, in general the scheme presented in Fig. 2.5 can
be made. This scheme indicates for which relative interaction strength U/W a
certain method is applicable, where W is a characteristic hopping probability of a
system.
2.2.8.3.3 LDA+DMFT approximation Before discussing some of the solvers that are
available for the Anderson impurity model, it should be shortly mentioned how
the DMFT described above can be extended to the generalized Hubbard model
of Eq. 2.115. Namely the DMFT described above was discussed with respect to
the Hubbard model of Eq. 2.116. The difference between the generalized Hubbard
model of Eq. 2.115 and the Hubbard model of Eq. 2.116 is that the latter only
contains hopping terms that correspond to the strongly correlated electrons. Also
in the Hubbard model of Eq. 2.116 no double counting is explicitly considered.
Fortunately, the application of the DMFT scheme to Eq. 2.115 is straightforward.
In order to understand this we start with the Dyson equation for the single particle
Green’s function belonging to the generalized Hubbard model of Eq. 2.115,
G−1lda+dmft(Rχ1,R
′χ2,ω) = G−10,lda+dmft(Rχ1,R
′χ2,ω)−Σlda+dmft(Rχ1,R′χ2,ω).
(2.123)
Here Glda+dmft is the single particle Green’s function belonging to Eq. 2.115 and
G0,lda+dmft is the single particle Green’s function belonging to the first term of
Eq. 2.115. Since the first term of Eq. 2.115 is completely known from a DFT
calculation, G0,lda+dmft is a known function. The remaining unknown term to be
determined is the self energy Σlda+dmft. It can be shown that this self energy is
zero unless the χq correspond to strongly correlated orbitals, i.e. when χq = ξq.
Further, the non zero part of the self energy is completely defined in terms of
G0,lda+dmft(Rξ1,R
′ξ2,ω) and the onsite Coulomb repulsion term (second term of
Eq. 2.115). The situation is thus very similar to the Hubbard model of Eq. 2.116.
It can be shown again (see Ref. [30, 31]) that in the limit of infinite dimensions
72 Theory
the self energy becomes local and that it can be exactly obtained from a mapping
of the generalized Hubbard model onto the Anderson impurity model,
Hˆimp = Hˆbath + Hˆhyb + Hˆ
imp
t′ + Hˆ
imp
U =∑
k
kaˆ
∗
kaˆk +
∑
k,ξ
Vk,Rξ(aˆ
∗
kcˆRξ + cˆ
∗
Rξaˆk) +
∑
ξ1,ξ2
t′Rξ1,Rξ2 cˆ
∗
Rξ1 cˆRξ2+
1
2
∑
ξ1,ξ2,ξ3,ξ4
Uξ1,ξ2,ξ3,ξ4 cˆ
∗
Rξ1 cˆ
∗
Rξ2 cˆRξ4 cˆRξ3 .
(2.124)
Here the only difference with Eq. 2.120 is that the Hˆimpt′ also contains the double
counting correction (see Eq. 2.115 and below). The mapping onto the Anderson
impurity model of Eq. 2.124 must be performed under the following two restric-
tions: (1) the onsite Coulomb repulsion term is the same in both models and (2)
Glda+dmft(Rξ1,Rξ2,ω) = Gimp(Rξ1,Rξ2,ω). In order to fulfill the second con-
dition the self consistency procedure described above is again employed. After
convergence the exact local self energy is obtained which can be substituted in
Eq. 2.123 to obtain the exact single particle Green’s function of the generalized
Hubbard model (see Eq. 2.115).
We now understad how to use the DMFT for solving the generalized Hubbard
model of Eq. 2.115. The first term of the generalized Hubbard model comes
from DFT (and the double counting correction), the solution to the Kohn-Sham
equations, and depends on the density. However, the (ground state) density of the
system described by the generalized Hubbard model is not known. In other words
the ground state density obtained from a plain DFT calculation is modified by
the addition of the onsite Coulomb repulsion term, but how it is exactly modified
remains to be determined. This can be done by employing another iterative self
consistency procedure:
(1) Use the new density to calculate the new DFT part of the generalized Hub-
bard model (for the first iteration the DFT part of the generalized Hubbard
mode can be taken from a converged plain DFT calculation).
(2) Solve the generalized Hubbard model by employing the DMFT approxima-
tion.
(3) Calculate the new density from the new single particle Green’s function (see
Appendix D). Start from (1) again with this new density until convergence
is reached.
This scheme is usually referred to as LDA+DMFT. Once the generalized Hub-
bard model of Eq. 2.115 is also solved self consistently in the DFT part, the (self
consistent) single particle Green’s function is obtained. From Appendix D it can
be seen that this quantity contains in principle all the physical information of the
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system. It can be used to calculate the spin and orbital angular momentum for
example (see Appendix D). Also the photo-emission spectrum can be obtained
from it (see Appendix D). The calculation of the total energy is a little bit more
complex. A similar approach as for the total energy in the LDA+U approximation
in Eq. 2.102 can be used. For the LDA+DMFT approximation this is the spectral
density functional theory of Savrasov and Kotliar and for details see Refs. [38, 39].
In Eq. 2.115 the double counting is absorbed in the DFT part. Since the double
counting corrects for the onsite Coulomb interactions between the strongly correl-
ated electrons already taken into account in the DFT, the same double counting
corrections as discussed in Section 2.2.8.2 can be used. As already mentioned in
this section the AMF and FLL double counting are the most popular ones. How-
ever, there are more possibilities to use for the double counting. For details here
about see Refs. [9, 31, 32]. In case the Hubbard-I approximation is employed for
the Anderson impurity model, the double counting described in Section 4 can be
used. Finally, for the interested reader there are currently double-counting-free
approximations under development, for example the GW-DMFT method [31].
2.2.8.3.4 Solvers for the Anderson impurity model From the discussion above on
DMFT (and LDA+DMFT) it is clear that at some point the Anderson impurity
model should be solved. There are several solvers available for the Anderson
impurity model:
(1) Numerical renormalization group [41]
(2) Iterative perturbation theory [42]
(3) Non-crossing approximation [43]
(4) Spin polarized T-matrix fluctuation exchange solver [44]
(5) Continuous time Quantum Monte Carlo algorithms [30]
(6) Hubbard-I approximation [45]
(7) Exact diagonalization [46]
It is important to mention that not all the solvers are exact. Actually only the
continuous time Quantum Monte Carlo techniques are exact in principle for non-
spinpolarized systems. For spinpolarized systems they suffer from the sign problem
(see Refs. [5, 30]). The other solvers can be interpreted as approximations created
for a certain problem. For example, (1) gives a good description of the quasi-
particle peaks around the Fermi level and (2) works for weakly correlated systems.
The solvers used in this work are the Hubbard-I approximation and the exact
diagonalization solver. In order to understand them, the hybridization function
should be introduced. For this purpose the G0,imp(Rξ1,Rξ2,ω) of Eq. 2.122 is
discussed in more detail. As mentioned above it contains all the information on
the bath electrons, on how the strongly correlated electrons couple to it and the
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onsite ’hoppings’ of the strongly correlated electrons. It can therefore be inter-
preted as a dynamical mean field that the strongly correlated electrons experience
as a consequence of its surroundings. This clarifies the name, dynamical mean
field theory. For convenience an Anderson impurity model with only one strongly
correlated orbital is considered (also the possible site dependence R is neglected
for simplicity),
Hˆimp =
∑
k,σ
kaˆ
∗
kσaˆkσ +
∑
k,σ
Vk,ξ(aˆ
∗
kσ cˆξσ + cˆ
∗
ξσaˆkσ) + ξ
∑
σ
cˆ∗ξσ cˆξσ + Unξ↑nξ↓.
(2.125)
Here ξ indicates the quantum numbers that define the strongly correlated state,
and nξ↑ and nξ↓ represent the number of spin up and down electrons in the strongly
correlated state ξ. Further, the summation of the spin quantum number σ has been
explicitly written here and ξ is the atomic eigenvalue of the strongly correlated
orbital. It can be easily shown that G0,imp(Rξ,Rξ,ω) of Eq. 2.125 is given by
G0,imp(Rξ,Rξ,ω) =
[
ω − ξ + µ−
∑
k
|Vk,ξ|2
ω − k + µ
]−1
. (2.126)
Note that in this expression the infinitesimal imaginary part in the denominator is
not written explicitly (see Appendix D). Further, the G0,imp is the solution of the
Anderson impurity model without the onsite Coulomb interaction term present.
The hybridization function is defined as the fourth term in the denominator,
∆(ω) =
∑
k
|Vk,ξ|2
ω − k + µ , (2.127)
and contains all the information of the bath and the coupling of the strongly
correlated orbitals to the bath (first two terms of Eq. 2.125). From this definition
and Eq. 2.126 it is clear that the real part of the hybridization function represents
the shift of the strongly correlated (impurity) level ξ due to the coupling with
the bath and the imaginary part gives the broadening of the impurity level. The
easiest way to see the broadening effect, is by assuming that the imaginary part
is only weakly dependent on k. Then, the imaginary part of the hybridization
function can be approximated as,
Γ = Im(∆(ω)) = pi〈|Vk,ξ|〉ρ(). (2.128)
Here the 〈...〉 is the average over k states with k =  and ρ() =
∑
k δ( − k) is
the density of states of the bath electrons. Thus the hybridization function can be
written as
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∆(ω) =
∑
k
|Vk,ξ|2
ω − k + µ = ∆ξ − iΓ with
∆ξ = P
∑
k
|Vk,ξ|2
ω − k + µ and Γ = pi〈|Vk,ξ|〉ρ().
(2.129)
Here P is the principal part. As already mentioned without the onsite Coulomb
repulsion term, G0,imp, is the solution to the Anderson impurity model. The
density of states of the strongly correlated orbital is then given by (see Ref. [40])
ρξ(ω) =
1
pi
Γ
(ω + µ− ξ −∆ξ)2 + Γ2 . (2.130)
From this equation it can be observed that the density of states of the strongly
correlated orbital has a Lorentzian shape, where the width is determined by the
imaginary part of the hybridization function. From the denominator it is clear that
the real part of the hybridization function shifts the energy level of the strongly
correlated orbital ξ by an amount of ∆ξ.
The imaginary part of the hybridization function also gives valuable inform-
ation in another way. Namely its magnitude is directly related to the coupling
strength of the strongly correlated orbital with the bath. More precisely when
there is at a certain ω a strongly correlated energy level ξ, then the imaginary
part of the hybridization function gives the coupling strength (actually the square
of the norm of the coupling strength) of the strongly correlated orbital (represen-
ted by ξ) with the k state at energy ω = ξ = k (for simplicity µ is considered
to be zero). Note that when ξ lies outside the range of k, then the imaginary
part is zero. The impurity level is then not broadened, however it can be shifted
due to the hybridization. This can be interperted as that the imaginary part of
the hybridization function shows for which energies (ω) the hybridization effects
would be the strongest when ξ would lie there.
For the Anderson impurity model with more than one strongly correlated or-
bital the hybridization function becomes a bit more complicated. For each ω a
matrix with dimensions Ncorr ×Ncorr is considered, where Ncor is the number of
correlated orbitals. The interpretation of the hybridization function also becomes
a little bit more difficult. However, the general observations made above remain
the same. The hybridization function describes the dynamics of the interaction
that the strongly correlated electrons have with the bath and its imaginary part is
a measure of the strength of the coupling between the strongly correlated orbitals
and the bath. For convenience G0,imp is written down for the Anderson impurity
model of Eq. 2.120 with more than one strongly correlated orbital,
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G0,imp(Rξ1,Rξ2,ω) =
[
ω − t′Rξ1,Rξ2 + µ−∆(Rξ1,Rξ2,ω)
]−1
with
∆(Rξ1,Rξ2,ω) =
∞∑
k
V ∗Rξ1,kVk,Rξ2
ω − k + µ .
(2.131)
It is the solution to the first three terms of Eq. 2.124. Here t′Rξ1,Rξ2 = tRξ1,Rξ2 −
tDCRξ1,Rξ2 with tRξ1,Rξ2 given by Eq. 2.97 and t
DC
Rξ1,Rξ2
depends on the choice of the
double counting. Thus, the t′Rξ1,Rξ2 of Eq. 2.131 (and Eq. 2.124) are equal by defin-
ition to the local hopping elements t′Rξ1,Rξ2 in Eq. 2.115. Further, ∆(Rξ1,Rξ2,ω)
is the Ncorr × Ncorr hybridization function, which is exactly defined in terms of
the first two terms of Eq. 2.124.
The Hubbard-I approximation to the Anderson impurity model assumes that
the hybridization function is zero. In this situation the strongly correlated and
bath electrons become decoupled. This method becomes exact in the atomic limit,
because then there is no environment for the strongly correlated electrons to couple
to. The atomic limit is obtained for an isolated atom or in the case when the onsite
Coulomb interaction term is much larger than the typical hopping probability
(U >> W ). It is well established that the Hubbard-I approximation works very
well for the rare-earth bulk systems [30, 31]. Intuitively this is clear, because the
4f electrons are so localized that they remain basically the same as in the isolated
atom. Since without hybridization the strongly correlated electrons are decoupled
from the bath electrons, the local self energy can be obtained from the following
atomic model
HˆatR = Hˆ
at
R0 +
1
2
∑
ξ1,ξ2,ξ3,ξ4
Uξ1ξ2ξ3ξ4 cˆ
∗
Rξ1 cˆ
∗
Rξ2 cˆRξ4 cˆRξ3 − µat
∑
ξ
cˆ∗Rξ cˆRξ (2.132)
Here the first term HˆatR0 =
∑
ξ1,ξ2
tRξ1,Rξ2 cˆ
∗
Rξ1
cˆRξ2 corresponds to the DFT part
of the third term of Eq. 2.124. More precisely it can be obtained from DFT by
projecting the single particle (Kohn-Sham) DFT Hamiltonian onto the strongly
correlated orbitals. It could be noticed that this term contains the crystal field
effects. The second term is the onsite Coulomb repulsion term (the fourth term
of Eq. 2.120). The chemical potential µat in the third term is used to embed the
atom in the system and to serve as double counting correction. Namely the first
term of Eq. 2.132 contains some part that is also contained in the second term of
Eq. 2.132. For example, the third term of Eq. 2.132 can be obtained by employing
the FLL double counting (see Section 2.2.8.2). In Section 4 an alternative method
is given on how the determine this third term.
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Another important ingredient often added to Eq. 2.132 is spin-orbit coupling.
As already mentioned the Hubbard-I approximation works well for rare-earth sys-
tems, for which relativistic effects (see Section 2.2.6) are important. Then, the
following spin-orbit coupling term is added to Eq. 2.132,
HˆatR,soc =
∑
ξ1,ξ2
〈Rξ1|ξ˜Rl · s|Rξ2〉cˆ∗Rξ1 cˆRξ2 , (2.133)
where ξ˜R is the spin-orbit constant. Note that the scalar relativistic corrections
(Darwin and mass velocity term) are usually already included in the DFT part.
The next step in the Hubbard-I approximation is to solve the problem of
Eq. 2.132. This is done by diagonalizing the Hamiltonian of Eq. 2.132 in the com-
plete space of Slater determinants of a given fn configuration. Here n refers to the
number of strongly correlated electrons and the word configuration corresponds to
a certain distribution of the n strongly correlated electrons over the Ncorr strongly
correlated orbitals. Besides the fn configurations which are required to describe
the ground state, also the neighboring fn−1 and fn+1 configurations are included
in order to account for possible excitations. After diagonalization of Eq. 2.132 in
the complete configuration spaces of fn, fn−1 and fn+1, a set of eigenvalues Eν
and eigenvectors |ν〉 is obtained. From these eigenvalues and eigenvectors the local
single particle Green’s function can be constructed,
Gat(Rξ1,Rξ2,ω) =
1
Z
∑
ν,µ
〈µ|cˆRξ1 |ν〉〈ν|cˆ∗Rξ2 |µ〉
ω + Eµ − Eν
(
e−βEµ + e−βEν
)
, (2.134)
where β = 1/kBT with T the temperature and Z is the partition function. The
local self energy is now obtained by employing again the (inverse) Dyson equation,
Σat(Rξ1,Rξ2,ω) =
[
Gat0 (Rξ1,Rξ2,ω)
]−1
−
[
Gat(Rξ1,Rξ2,ω)
]−1
, (2.135)
where the unperturbed Green’s function Gat0 is defined as
Gat0 (Rξ1,Rξ2,ω) = 〈Rξ1|[ω − HˆatR0]−1|Rξ2〉. (2.136)
The self energy obtained from Eq. 2.135 can be substituted into Eq. 2.123 via
Eq. 2.119 in order to obtain the single particle Green’s function of the generalized
Hubbard model. Note that when Gat0 is defined by Eq. 2.136, that the self en-
ergy of Eq. 2.135 contains the double counting correction. Therefore, in this case
G0,lda+dmft of Eq. 2.123 should only correspond to the DFT part of Eq. 2.115 and
not the double counting part. Since the hybridization is assumed to be zero, there
is no reason to perform the iterative self consistency procedure for the self energy.
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However, the DFT part of the generalized Hubbard model should be found via the
iterative self consistency procedure.
A natural extension of the Hubbard-I approximation is to take into account a
certain part of the hybridization. Thus the hybridization function of Eq. 2.131 is
approximated as
∆(Rξ1,Rξ2,ω) =
∞∑
k
V ∗Rξ1,kVk,Rξ2
ω − k + µ ≈
Nb∑
b=1
V ∗Rξ1,bVb,Rξ2
ω − b + µ . (2.137)
Here the b corresponds to the auxilary bath states that should be chosen such that
the most important part of the hybridization function is taken into account. Thus,
VRξ1,b, b and the number of bath states Nb should be chosen in such a way that
the main part of the hybrization is captured. For infinite number of bath states,
the hybridization becomes exact again.
After the number of bath states is specified, the VRξ1,b and b are obtained
from a fitting of the exact hybridization function (see Ref. [47] for more details).
With this established the Anderson impurity model of Eq. 2.124 simplifies to
HˆEDR = Hˆ
′at
R0 +
∑
b,ξ
Vb,Rξ(aˆ
∗
b cˆRξ + cˆ
∗
Rξaˆb) +
1
2
∑
ξ1,ξ2,ξ3,ξ4
Uξ1ξ2ξ3ξ4 cˆ
∗
Rξ1 cˆ
∗
Rξ2 cˆRξ4 cˆRξ3 .
(2.138)
Here Hˆ
′at
R0 =
∑
ξ1,ξ2
t′Rξ1,Rξ2 cˆ
∗
Rξ1
cˆRξ2 and thus contains the double counting cor-
rection besides the local DFT part. This problem is solved by diagonalizing the
Hamiltonian of Eq. 2.138 in the space of all accessible many-body states. The
many-body states are again constructed from Slater determinants. The size of the
space or the total number of Slater determinants is equal to
(
K
N
)
with N the num-
ber of electrons (bath plus strongly correlated electrons) and K the total number
of orbitals (strongly correlated plus bath orbitals). This leads to the computa-
tional cost growing rapidly with the number of bath states Nb. Typically one or
two bath states per strongly correlated orbital is computationally managable (see
Ref. [47]).
Once the Hamiltonian of Eq. 2.138 is diagonalized, a set of eigenenergies Eν
and eigenvectors |ν〉 is obtained. Although the same notation is used for the
eigenenergies and eigenvectors as for the Hubbard-I approximation, they are dif-
ferent in general. From these eigenvectors and eigenenergies the single particle
Green’s function belonging to Eq. 2.138 can be constructed
GED(Rξ1,Rξ2,ω) =
1
Z
∑
ν,µ
〈µ|cˆRξ1 |ν〉〈ν|cˆ∗Rξ2 |µ〉
ω + Eµ − Eν
(
e−βEµ + e−βEν
)
, (2.139)
The local self energy belonging to the simplified Anderson impurity model of
Eq. 2.138 is then obtained from the inverse Dyson equation
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Σimp(Rξ1,Rξ2,ω) =
[
G0,imp(Rξ1,Rξ2,ω)
]−1
−
[
Gimp(Rξ1,Rξ2,ω)
]−1
, (2.140)
where Gimp = GED and G0,imp is defined as (see also Eq. 2.131)
G0,imp(Rξ1,Rξ2,ω) =
[
ω − t′Rξ1,Rξ2 + µ−
Nb∑
b
V ∗Rξ1,bVb,Rξ2
ω − b + µ
]−1
. (2.141)
The self energy obatined from Eq. 2.140 can be substitued into Eq. 2.123 via
Eq. 2.119 in order to obtain the single particle Green’s function of the generalized
Hubbard model. Since the G0,imp of Eq. 2.141 now depends on the hybridization
function, the self energy should be found self consistently via the iterative proced-
ure on page 69. Further, the iterative procedure of page 72 has to be used to solve
self consistently for the DFT part of the generalized Hubbard model.
Before closing this section a few words should be dedicated to LDA+DMFT
from the perspective of small clusters. From the infinite nearest neighbors point
of view in which the DMFT is exact, the small cluster regime seems to be quite
hopeless for the usage of DMFT. Actually the dimer is the worst case scenario for
the DMFT to be used. However, for rare-earth systems it was mentioned that the
atomic limit approach to LDA+DMFT is appropriate, i.e. the hybridization can
be neglected. This means that the dimensionality or number of nearest neigbors is
not important anymore in this limit, because the self energy is local in the atomic
limit no matter what the dimensionality is.
For small (smaller than 10 atoms) transition metal clusters the justification of
the usage of LDA+DMFT becomes more complicated. Certainly the LDA+DMFT
approximation becomes more justified when the cluster size is increased. However,
in Section 7 it will be shown that the regime of small transition-metal clusters is
quite close to the atomic limit, which justifies the local approximation of the self
energy.
2.3 Summary
A description of the wavefunction and density (DFT) based ab-initio methods is
given. Since the computational cost of the wavefunction based methods grows
rapidly with cluster size, only the density based methods are used in this thesis.
The most popular existing forms of the density based methods are derived in the
limit of a (nearly) uniform electron gas. As a consequence, they usually fail in
the description of strongly correlated localized electrons. It was realized that it
is a proper consideration of the onsite Coulomb interaction between the strongly
correlated electrons that is missing. Therefore, the LDA+U and LDA+DMFT
methods were developed as extensions of DFT for the study of strongly correlated
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materials. In Chapters 4, 6 and 7 these methods will be used respectively for the
description of TbN bulk, Tb clusters and Co clusters.
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Chapter3
Magnetism
In this chapter a brief overview of the theory of magnetism is given. Since this sub-
ject is very broad and still partially under development, it is not possible to discuss
all magnetic phenomena here. Therefore, only subjects related to the research in
this thesis are discussed. More precisely, the localized and delocalized (itinerant)
electron magnetism is described. In the discussion of localized electron magnetism
the focus is on exchange mechanisms. For itinerant electron magnetism the band
theory, i.e. Stoner theory, and it is extensions (random phase approximation and
self consistent renormalization theory) in relation to the calculation of the Curie
temperature will be the central subject.
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Figure 3.1: Schematic representation of the magnetization and inverse static mag-
netic susceptibility as a function of temperature predicted by Weiss [2].
3.1 Introduction
Historically the modern theory of magnetism started with the model of Langevin [1,
2]. He introduced the concept of local magnetic moments of the same size and cal-
culated how a non-interacting collection of these moments reacted to an externally
applied magnetic field. This reaction appeared to be described by the Curie law
χ =
C
T
, (3.1)
where χ is the static magnetic susceptibility, T is the temperature and C is a
real constant. It was Weiss who extended this Langevin theory by assuming a
finite interaction between the localized magnetic moments. He approximated this
interaction by a mean molecular field, i.e. Weiss field, which is proportional to the
average magnetization of the system. With this improvement the response of the
system to an externally applied magnetic field at high temperatures was shown to
be described by the Curie-Weiss law
χ =
C
T − TC , (3.2)
where TC is the Curie temperature of the system. He also calculated the spontan-
eous magnetization as function of the temperature. In Fig. 3.1 this spontaneous
magnetization and the inverse of the static magnetic susceptibility (of Eq. 3.2 is
depicted as function of temperature.
Although the Langevin-Weiss theory was quite successful in describing the main
properties of ferromagnetism both below and above the Curie temperature, there
were two problems. The first problem was to explain the existence of localized
magnetic moments. Namely it is the celebrated Bohr van Leeuwen theorem which
states that in classical mechanics even in the presence of an external magnetic
field a (local) magnetic moment cannot exist. The second problem is related to the
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enormous magnitude of the mean molecular field, of the order of 1000 Tesla, that is
required to explain the Curie temperature of for example iron. It was realized that
the dipole-dipole coupling between the localized moments could not be responsible
for this enormous effective field. For typical localized moments and interactomic
distances the dipole-dipole coupling would predict a Curie temperature of the order
of 1 Kelvin. It was with the advent of quantum mechanics that these two problems
could be solved. In the following it will be first explained how the local moment
appears on the isolated atom. Then, it is discussed what happens when the atom
is placed in an environment, i.e. when more atoms come together in a system.
More precisely the problem of an atom in an environment will be approached from
the localized and itinerant electron limits.
3.2 Magnetic moment of an isolated atom
In order to understand that an isolated atom can possess a local magnetic moment,
we start with the non-relativistic Schro¨dinger equation of an isolated atom in
absence of an external magnetic field
HˆatomΨ
n
LMLSMS =
[
N∑
i=1
pˆ2i
2m
−
N∑
i=1
eφ(ri)+
∑
i<j
e2
|ri − rj |
]
ΨnLMLSMS = E
n
LSΨ
n
LMLSMS .
(3.3)
Here the first term describes the kinetic energy of the electrons, the second term the
interaction of the electron with the atomic core and the last term is the Coulomb
interaction between the electrons. The ri refers to the position vector of electron
i, m is the mass of the electron and pˆi = −i~∇ is the momentum operator of
electron i. The next step is to observe that Eq. 3.3 is invariant under simultaneous
rotations of all the electron space coordinates. Further, from a fully relativistic
quantum mechanical treatment it is possible to show that the electron must also
have an intrinsic angular momentum [3–5]. This is called the electron spin, which
can have either a value of ~/2 or −~/2 along a certain quantization axis. Since
Eq. 3.3 is independent of spin coordinates, it is also invariant under simultaneous
rotations of all the electron spin coordinates. Therefore, the eigenstates ΨnLMLSMS
of Eq. 3.3 can be labelled by the L, ML, S and MS quantum numbers. Here L
and ML correspond to the total angular moment and its z-component defined via
Lˆ2ΨnLMLSMS = L(L+ 1)~
2ΨnLMLSMS and
LˆzΨ
n
LMLSMS = ML~Ψ
n
LMLSMS ,
(3.4)
where L can have the values L = 0, 1, 2, ... and for fixed L, ML = −L,−L +
1, ...,L − 1,L. Further, S and MS correspond to the total spin moment and its
z-component, which are defined as
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Sˆ2ΨnLMLSMS = S(S + 1)~
2ΨnLMLSMS and
SˆzΨ
n
LMLSMS = MS~Ψ
n
LMLSMS .
(3.5)
Here S can have the values S = 0, 1/2, 1, ... and for fixed S, MS = −S,−S +
1, ...,S − 1,S. From this discussion it is clear that the isolated atom can be in
an eigenstate with a finite local angular moment, i.e. a finite L and/or S. This
angular moment can be translated into a magnetic moment by using the Lande´
g-factor and the Bohr magneton µB (see Ref. [3]).
From Eq. 3.3 and the discussion above, it follows that the energy of an isol-
ated atom depends on the total orbital angular moment L and total spin angular
moment S. That the energy depends on S might seem strange from an equation
(Eq. 3.3) that is independent of the spin coordinates. Therefore, in the following
a more detailed discussion is given on the total energy of an isolated atom. More
precisely, the Hund’s rules are discussed which provide information on the ground
state of an isolated atom. In order to understand the Hund’s rules, first the concept
of a configuration and electronic shell is shortly introduced. For this purpose the
problem of Eq. 3.3 is approximately solved by the Hartree-Fock approximation.
This results in the following set of single particle equations
Hˆ0ψnlm(ri) =
[ pˆ2i
2m
− Ze
2
ri
+ VˆHF (ri)
]
ψnlm(ri) = nlψnlm(ri) with
VˆHF =
〈∑
j 6=i
∫
drjψ
∗
j (rj)ψj(rj)
e2
rij
〉
av
(3.6)
where Ze is the charge of the nucleus, −e the charge of an electron, ri is the
distance between the electron and the center of the nucleus, and rij is the distance
between electron i and electron j. Further, 〈...〉av is the average over all directions
for fixed ri = |ri|. This average is taken in order to make the single particle
equations of Eq. 3.6 spherically symmetric.
The eigenstates of the set of single particle equations of Eq. 3.6 are single
Slater determinants, which consist of the single particle eigenstates ψnlm(ri). Due
to the spherical symmetry of the single particle equations, these eigenstates can
be written as
ψnlm(r) = Rnl(r)Ylm(θ,ϕ), (3.7)
where n, l and m are the integer quantum numbers. Here the index i, which
refers to the i-th electron, is not explicitly written. Note that these single particle
states are obtained by employing the iterative self consistent procedure (see Sec-
tion 2.2.2). The possible values for these quantum numbers are n = 1, 2, ... and for
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a given n, l = 0, 1, ...,n− 1 and for a given l, m = −l,−l + 1, ..., l − 1, l. Further,
the energy nl of these single particle eigenstates only depends on n and l. An
electronic shell consists now of all degenerate single particle states belonging to a
certain n and l quantum number. This degeneracy is 2(2l + 1) fold, due to the
2l + 1 m quantum numbers and the factor 2 is due to the spin degeneracy.
The ground state eigenstate(s) of Eq. 3.6, i.e. Slater determinant(s), is thus
obtained by filling up the energetically lowest electronic shells. In case of a par-
tially filled shell, i.e. open shell, the ground state becomes degenerate. Namely
the electrons in the open shell can be distributed in an arbitrary (under the con-
straint of the Pauli exclusion principle) way among the m quantum states from
an energetically point of view. All the degenerate Slater determinants that can be
formed in this way correspond to a configuration.
The starting point of the Hund’s rules [3] is the ground state configuration of
Eq. 3.6, i.e. the configuration obtained from filling up the electronic shells lowest
in energy. Then, the Hund’s rules state that within this configuration of single
electron states, the ground state of an isolated atom (or ion) [3]
(1) Has the largest value of the total spin S (Hund’s first rule)
(2) Has the largest value of the total orbital angular momentum L, which is
permitted by the first rule (Hund’s second rule)
(3) Has total angular momentum J = |L− S| for less than half filled shells and
J = L+ S for more than half filled shells (Hund’s third rule)
Hund’s first rule can be understood from the fact that electrons with parallel
spins avoid each other. Namely due to the Pauli exclusion principle two electrons
with parallel spins cannot be on the same position in space at the same time. In
this way the Coulomb repulsion is lowered between parallel spin electrons. It is
instructive to show this, i.e. that the total energy can depend on the total spin, in
a quantitative way for a very simple model. This model consists of two electrons
in an open shell. The single electron states of this open shell are indicated by
φi(r)σ(s), where σ = α,β. The orbital part φi can be one of the two orthogonal
degenerate solutions, φa and φb, of the one electron Hamiltonian hˆ0(r),
hˆ0(r)φa(r) = aφa(r) and hˆ0(r)φb(r) = bφb(r), where
a = b and
∫
drφ∗a(r)φb(r) = 0.
(3.8)
The Hamiltonian hˆ0(r) consists only of a kinetic term and a term that describes the
interaction between the electron and the ionic core. Thus the total Hamiltonian
of this simple model of two electrons can be written as
Hˆ = hˆ0(r1) + hˆ0(r2) +
e2
|r1 − r2| . (3.9)
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Here the last term describes the Coulomb interaction between the two electrons.
For the following, one of the two electrons is put into the state φa and the other
in the state φb, from which 4 different antisymmetric 2-electron states, i.e. Slater
determinants, can be formed due to the spin degree of freedom:
ψ1 =
1√
2
α(s1)α(s2)[φa(r1)φb(r2)− φa(r2)φb(r1)]
ψ2 =
1√
2
[φa(r1)φb(r2)β(s1)α(s2)− φb(r1)φa(r2)α(s1)β(s2)]
ψ3 =
1√
2
[φa(r1)φb(r2)α(s1)β(s2)− φb(r1)φa(r2)β(s1)α(s2)]
ψ4 =
1√
2
β(s1)β(s2)[φa(r1)φb(r2)− φa(r2)φb(r1)].
(3.10)
Then, the question is whether the electron-electron interaction prefers the spins
to be parallel (S = 1) or antiparallel (S = 0). By diagonalizing the problem of
Eq. 3.9 within the space spanned by the functions of Eq. 3.10, the following two
eigenenergies are obtained
tr = a + b + Cab − Jab and s = a + b + Cab + Jab. (3.11)
Here tr and s correspond to the energy of a triplet S = 1 state and a singlet
S = 0 state respectively. Further, Cab and Jab are the Coulomb and exchange
integrals
Cab = e
2
∫ ∫
dr1dr2
|φa(r1)|2|φb(r2)|2
|r1 − r2|
Jab = e
2
∫ ∫
dr1dr2
φ∗a(r1)φb(r1)φ
∗
b(r2)φa(r2)
|r1 − r2|
(3.12)
From this equation it is clear that the Coulomb integral Cab is positive. By express-
ing Jab in terms of a Fourier integral it can be shown that Jab is also positive (see
Ref. [3]). Thus, it can be concluded that the triplet state is lower in energy than
the singlet state. This singlet-triplet splitting or more generally the energy split-
ting between different S states due to the Coulomb repulsion (and Pauli exclusion
principle or antisymmetry of the wavefunction) is called the exchange interaction.
Since here the energy difference is caused by Jab, which is the consequence of direct
overlap between orthogonal orbitals (see Eq. 3.8), this is often referred to as direct
exchange. Another common name is intra-atomic exchange.
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Hund’s second rule can be understood in a qualitative way. If electrons are
orbiting in the same direction and thus result in a large total orbital momentum,
they encounter each other less often than when they orbit in opposite directions
which corresponds to a low orbital momentum situation. Therefore, their Coulomb
repulsion energy is smaller when L is large.
Hund’s third rule has a purely relativistic origin. More precisely, for the de-
rivation of this rule Eq. 3.3 with in addition the spin-orbit coupling has to be
considered (see Ref. [3]).
An important consequence of the spin-orbit coupling is that L and S are not
good quantum numbers anymore. With the inclusion of spin-orbit coupling the
problem of Eq. 3.3 is only invariant under simultaneous rotations of all the electron
space and spin coordinates together. Note that without spin-orbit coupling the
problem is invariant under simultaneous rotations of all electron space and spin
coordinates separately. This means that with spin-orbit coupling, only the total
(spin plus orbital) angular moment J and its z-component MJ are good quantum
numbers.
For light atoms it is however well known (see Ref. [3]) that to a very good
approximation L and S are good quantum numbers. This is due to the small
spin-orbit coupling effect with respect to the splitting between the eigenstates
ΨnLMSSMS with different L and/or S quantum numbers of Eq. 3.3. Therefore,
for such systems the Hund’s rules work very well. The scheme where L and S
are considered as (approximate) good quantum numbers is known as L − S or
Russel-Saunders coupling.
For the heavier elements it is known that the spin-orbit coupling becomes more
important and can result in a considerable mixing between ΨnLMSSMS states with
different L and S. In this respect it would be better to include the spin-orbit
coupling already in the single particle equations of Eq. 3.6 and then treat the
remaining part of the Coulomb repulsion (the part of the Coulomb interaction
not taken into account by the Hartree-Fock approximation fo Eq. 3.6) as a per-
turbation. This scheme is referred to as jj-coupling [3, 6]. Important to note is
that in general the Hund’s rules provide for both light and heavier elements (for
example transition-metals and rare-earths) a good prediction of the ground state
total angular moment. The only exception is Ce due to its two open shells in the
ground state configuration (for more details see Ref. [3]).
Summarizing, from the rotational symmetry of Eq. 3.3 it could be immediately
concluded that the eigenfunctions of the isolated atom can posses a finite localized
spin and orbital angular moment. In its turn the local angular momentum gives
rise to a local magnetic moment [3]. Further, Hund’s rules provide information on
the ground state of the isolated atom.
With the origin of the local magnetic moment in an isolated atom established,
it is now interesting to see what happens when an isolated atom is put into an
environment. More precisely what happens when more atoms are put together like
in a solid, cluster or molecule. Will the local magnetic persist? If not, why is this
so? However, if it does persist, can the local moments couple to form a long range
order? In the following such questions will be addressed from two different point
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of views, i.e. that of a localized and itinerant electron pictures. As the names
already suggest, the former considers a system of well localized in space magnetic
moments. In the latter case the magnetic moments are delocalized in space.
3.3 Localized electron magnetism
3.3.1 A local magnetic moment in an environment
In this section we will discuss how local magnetic moments can couple in a system.
In other words, possible exchange mechanisms will be described. However, what
will the local moment be at an atomic site, when the atom is placed in an envir-
onment? For transition-metal compounds it is well known from experiments that
the orbital moment L is to a very good approximation completely quenched, while
the spin moment S is usually equal to what is expected from Hund’s rules. In the
case of rare-earth systems it is experimentally known that to a very good approx-
imation the local magnetic moment is equal to the total angular moment J that is
predicted from Hund’s rules. On the other hand there are also systems for which
the complete local moment that is predicted from Hund’s rules is quenched. In
order to understand this quenching, first the following energy scales are introduced
(1) Coulomb energy (Hund’s 1) ∝ O(1 eV)
(2) Coulomb energy (Hund’s 2) ∝ O(0.1 eV)
(3) Spin-orbit coupling (Hund’s 3) ∝ O(0.01 eV)
Note that these energy scale estimations are very rough and very element depend-
ent.
The next step is to consider the following problem with group theory
Hˆ = Hˆatom + Vˆcrys. (3.13)
Here Hˆatom is the Hamiltonian of Eq. 3.3 and Vˆcrys is the crystal field potential,
which represents the static effect of the surrounding atoms. This means that in
this model the electrons on the atomic site of interest only see a static average of
the other electrons and ions surrounding it. This implies further that the electrons
cannot hop to the surrounding atoms like in ligand field theory [3]. Since the crystal
field potential has lower symmetry than the spherical symmetry of the isolated
atom, it induces splittings between the degenerate eigenstates of the isolated atom.
These splittings depend on the ground state of the isolated atom and the symmetry
of the crystal field. Group theory can be used to obtain the characteristics, i.e.
irreducible representations, of these split states. By employing group theory for
different combinations of an atomic ground state and a crystal field symmetry,
it can be concluded that in many combinations the local moment is completely
quenched or smaller than expected from Hund’s rules. More precisely in this
way systems are predicted to be non magnetic, while in reality they are strongly
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magnetic. There are also systems for which the presence of a local moment is
predicted correctly, however with a strongly underestimated magnitude.
The reason of this contradiction is that group theory in combination with
the model of Eq. 3.13 (with spin-orbit coupling) is not the complete story. For
example, in the paramagnetic regime one can argue that temperature should be
taken into account. At room temperature kBT exceeds easily some of the crystal
field splittings in for example the rare-earths. Then, thermal averaging over the
crystal field levels can account for the almost full size paramagnetic moments.
It thus depends on the crystal field strength and temperature, which states are
thermally averaged. For the rare-earths it is well known that the energy scale
of the crystal field is smaller than that of Hund’s 3. The thermal averaging is
then done over the MJ states that are split by the crystal field. On the other
hand for transition-metals it is known that the crystal field is able to compete
with the energy scale of Hund’s 2. In this case the thermal averaging is over the
MS states split via the spin-orbit coupling by the crystal field, i.e. the splitting
between the ML states is too large to feel the thermal averaging. Therefore, in the
paramagnetic regime the orbital moment is completely quenched, while the spin
moment is almost equal to the spin moment predicted by Hund’s rules.
The introduction of temperature above explains the contradiction in the para-
magnetic regime only. However, there are systems which have a well defined local
moment in the ground state, i.e. at T = 0K, while group theory in combination
with Eq. 3.13 (with spin-orbit coupling) would predict them in many cases to be
non magnetic or strongly underestimates the local moment. The reason for this is
that in Eq. 3.13 the interactions with the surrounding atoms is purely static. In
reality the interactions with the surrounding atoms (their ionic core and electrons)
are considerably more complicated, e.g. there is the possibility of hopping to other
atoms. Some of these interactions with the surroundings prefer the presence of
a local moment. For more details on this, it is instructive to read the work of
Alexander and Anderson [7, 8], and others [9–11]. They studied the conditions for
the existence of a local moment on an impurity atom disolved in a non magnetic
metal, i.e. uniform electron gas. Later also the situation of two (and more) im-
purity atoms disolved in a uniform electron gas was studied. They showed that
due to the interactions with the surroundings there is also an interatomic effective
exchange interaction, which prefers the presence of local magnetic moments. This
interatomic effective exchange interaction is usually represented by
Hˆex = −
∑
i,j 6=i
JijSi · Sj . (3.14)
This is the isotropic Heisenberg exchange Hamiltonian, where i and j are site
indices. Further, Si is the total spin operator at site i and the Jij are the exchange
constants. Note that when all Jij are positive a ferromagnetic ground state is
obtained from the model of Eq. 3.14. From the mean field approximation of
Eq. 3.14 it can be seen that this term gives rise to an effective local magnetic field.
If it is further assumed that the z-direction is the preferred direction and that there
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is only nearest neighbour coupling in Eq. 3.14, then this effective magnetic field at
site i is −nJ〈Sz〉 with n the number of nearest neighbors, J the nearest neighbour
exchange interaction and 〈Sz〉 the average local spin moment in the z-direction per
site. This local magnetic field prefers the presence of a local magnetic moment.
Thus in reality the crystal field has to compete with the effects that prefer the
presence of a local magnetic moment.
In the following section the origin of the Jij parameters of Eq. 3.14 will be
explained. It will be shown for example what is its sign in certain situations
and what are the physical mechanisms behind this. Further, it is shown that in
some situations indeed an effective model in the form of Eq. 3.14 can be derived.
It will also become clear in this section that Eq. 3.14 is not the only intersite
exchange term that can result from the interactions with the surroundings, i.e.
the antisymmetric Dzyaloshinskii-Moriya interaction and the pseudodipolar term
(anisotropic exchange) are briefly discussed. These effective spin terms and the
effective spin model of Eq. 3.14 describe the effective coupling between the spin
operators Si. However, in case of for example rare-earth systems it is J that is
conserved instead of S. Therefore, in this case S should be expressed in terms of
J via the following two equations
L+ 2S = gJ and L+ S = J . (3.15)
Here g is the Lande´ g-factor. From these equations it follows that S = (g − 1)J .
Besides the effective spin Hamiltonians that describe the intersite couplings,
there are also purely atomic effective spin Hamiltonians. They are usually based
on Eq. 3.13 with spin-orbit coupling and an external magnetic field included:
Hˆ = Hˆatom + Vˆcrys + Hˆsoc + Hˆzeeman. (3.16)
Here Hˆsoc is the spin-orbit coupling term and Hˆzeeman is the Zeeman term coming
from the external magnetic field. Then, under certain appoximations this Hamilto-
nian can be expressed in terms of an effective spin Hamiltonian. For an example
of a derivation see Ref. [6]. In general such an effective spin Hamiltonian has the
following form
Hˆeff = E0 + µBS · g ·H − λ2S · Λ · S − µ2BH · Λ ·H. (3.17)
Here E0 is just a reference energy, λ is the spin-orbit coupling constant and H is
the external magnetic field. Further, g and Λ are tensors, which are related to each
other via gij = 2(δij−λΛij). In general the off diagonal terms of these tensors are
non zero and also their diagonal terms are not equal. Therefore, the third term
of Eq. 3.17 represents the single ion (atom) anisotropy. Since the Λ of this term
depends on the crystal field, it is also referred to as crystal field anisotropy. Note
that this term is second order in spin-orbit coupling due to the λ2. The second
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and fourth term of Eq. 3.17 depend on the external magnetic field and will not be
discussed here (see Ref. [6] for details on this).
3.3.2 Exchange mechanisms
The first very important statement is that various exchange mechanisms discussed
in literature are idealizations of characteristic situations found in real materials.
This means that they are derived within simple Hamiltonians or models and that
they are merely approximations. However, this simplification of the complicated
real description provides a good basis to think about the important physical mech-
anisms in a real material. The next important statement to make about exchange,
is that it always results from a competition between kinetic energy (delocalization)
and Coulomb repulsion. In this section the following exchange mechanims will be
addressed:
(1) Kinetic exchange [3]
(2) Direct exchange (interatomic) [16]
(3) Double exchange [12]
(4) Super exchange [13]
(5) RKKY exchange [3]
In order to keep things short the simplest models are treated, which already provide
the main physical mechanisms behind the exchange mechanisms. After the dis-
cussion of these simple models somewhat more realistic models will be shortly
discussed.
3.3.2.1 Kinetic exchange
The basic mechanism of kinetic exchange can be understood from considering a
very simple two site model with one local orbital per site
Hˆhub = Hˆkin + HˆU = −t
∑
σ
∑
〈i,j〉
aˆ∗iσaˆjσ + U
∑
i
nˆi↑nˆi↓. (3.18)
Here t is the hopping probability and U is the onsite Coulomb repulsion between
two electrons on the same site. Further, aˆ∗iσ creates an electron in a local orbital
with spin σ at site i and aˆjσ annihilates an electron in a local orbital with spin σ
at site j. The sum over 〈i, j〉 indicates that the sum runs over nearest neighbors
(of which there is only one).
Next the situation of two electrons will be considered. This gives rise to the
following two particle states
|↑; ↑〉, |↑; ↓〉, |↓; ↑〉, |↓; ↓〉, |↑↓; 〉, | ; ↑↓〉, (3.19)
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Figure 3.2: Schematic representation of the physical mechanism behind kinetic ex-
change.
where the arrows indicate the spin sign. Further, the space before the ; sign refers
to occupation(s) of the site i and after the ; sign to occupations of the j site. It is
now possible to show that for U >> t, the problem of Eq. 3.18 can be mapped to
an effective spin Hamiltonian
Heff = −JkinSi · Sj = 4t
2
U
Si · Sj . (3.20)
Here Si is the spin operator on site i. From this expression it is clear that kinetic
exchange prefers antiferromagnetic coupling. The physical mechanism behind this
can be understood from Fig. 3.2. For a ferromagnetic (parallel) spin configuration
there is no hopping possibility for the electrons due to the Pauli exclusion prin-
ciple. However, for an antiferromagnetic (antiparallel) spin configuration there is
a possibility to hop for the electrons and thus a possibility to lower the kinetic
energy with respect to the ferromagnetic configuration.
3.3.2.2 Direct exchange
In the discussion of the isolated atom already an example was given of direct ex-
change in order to quantify Hund’s rule 1. This was an example of direct intra
atomic exchange, while in this paragraph direct interatomic exchange is intro-
duced. The easiest way to consider this form of direct exchange is by looking at
the Coulomb interaction in a two site model with one orbital per site. Then, the
Coulomb interaction can be decomposed as
HˆCoulomb =
1
2
∑
i,j,l,m,σ.σ′
〈i, j|e
2
r
|l,m〉aˆ∗iσaˆ∗jσ′ aˆmσ′ aˆlσ = HˆU + HˆV + HˆF + HˆX + HˆY .
(3.21)
Here |l,m〉 is a two particle state, which is the direct product of two single particle
states indicated by quantum numbers l and m. More precisely quantum number
l corresponds to electron 1 and quantum number m to electron 2. Similarly, 〈i, j|
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is defined as the Hermitian conjugate of the two particle state |i, j〉. Further, HˆU
is the onsite Coulomb repulsion term of Eq. 3.18 and the other terms are
HˆV = V
∑
〈i,j〉
∑
σ1
∑
σ2
nˆiσ1 nˆjσ2 ,
HˆF = F
∑
〈i,j〉
∑
σ1
∑
σ2
aˆ∗iσ1 aˆ
∗
jσ2 aˆiσ2 aˆjσ1 = −2F
∑
〈i,j〉
(
Si · Sj + 1
4
nˆinˆj
)
,
HˆX = X
∑
〈i,j〉
∑
σ
(aˆ∗iσaˆjσ +H.c.)(nˆi−σ − nˆj−σ) and
HˆY = Y
∑
〈i,j〉
(aˆ∗i↑aˆ
∗
i↓aˆj↓aˆj↑ +H.c.).
(3.22)
Here the first term is a density-density interaction term, the second term is the
direct exchange term, the third term is a Coulomb assisted hopping process and
the fourth term represents the simultaneous hopping of two electrons. The V ,
F , X and Y constants can be conveniently expressed in terms of C(i, j, l,m) =
〈i, j| e2r |l,m〉. Then, V = C(i, j, i, j), F = C(i, j, j, i), X = C(i, i, i, j) and Y =
C(i, i, j, j).
The direct exchange is thus defined via the HˆF = −2F
∑
〈i,j〉
(
Si ·Sj + 14 nˆinˆj
)
term of Eq. 3.22. It is the result of the overlap of two orbitals on two different
sites and the Coulomb repulsion. It can be shown by Fourier transforming F
that it is positive, which means that the direct exchange prefers ferromagnetic
coupling. The physical principle behind this is the same as for the direct intra
atomic exchange.
Finally, it is instructive to consider the following model
Hˆ = Hˆkin + HˆCoulomb, (3.23)
where Hˆkin is defined in Eq. 3.18 and HˆCoulomb in Eq. 3.21. Then, it can be shown
that the exchange interaction for U >> t is given in good approximation by
J ≈ JD + Jkin, (3.24)
where JD = 2F and Jkin = − 4t2U . From this expression it is clear that in reality
there is a competition between direct and kinetic exchange. It depends on the
details of the system, which of the two dominates.
98 Magnetism
3.3.2.3 Double exchange
For the discussion of the double exchange also a simple two site model is considered
Hˆdouble = −Jonsite
∑
i
Si · si − t
∑
σ
(aˆ∗1σaˆ2σ + aˆ
∗
2σaˆ1σ). (3.25)
This model consists of two fixed localized moments that interact via an onsite
(intra atomic) direct exchange interaction with an almost localized electron state
that can hop to the other site with probability t. Note that there is again one
orbital per site. Further, Si is the spin operator of the fixed local moment and si
is the spin operator of the electron that can hop
szi =
1
2
(aˆ∗i↑aˆi↑ − aˆ∗i↓aˆi↓) s+i = aˆ∗i↑aˆi↓ s−i = aˆ∗i↓aˆi↑. (3.26)
Then, the physical mechanism of double exchange can be understood by consider-
ing one electron interacting with the localized moments. It can be shown that the
energy difference between a feromagnetic (parallel) and antiferromagnetic (anti-
parallel) configuration of the localized moments is given by
Jdouble = −t for Jonsite >> t and
Jdouble = −Jonsite for t >> Jonsite.
(3.27)
From this expression it is clear that double exchange prefers ferromagnetically
aligned local moments. The physical mechanism behind this can be understood
from Fig. 3.3. For antiferromagnetically aligned moments the movement (hopping)
of the hopping electron is opposed by the onsite direct exchange interaction. This
opposing effect is however absent, when the local moments are ferromagnetically
aligned. Therefore, a ferromagnetic alignment is energetically favourable.
The name double exchange is given due to the collaborative effect of hopping
and direct (onsite) exchange.
3.3.2.4 Super exchange
In the derivation of kinetic exchange above it is crucial that there is a hopping
probability between the two sites that carry the local moments. Similar for direct
exchange to work there should be overlap between the local orbitals constitut-
ing the local moments. However, it was realized that in many magnetic mater-
ials the local moment carrying atoms are too far apart for kinetic and/or direct
exchange to be effective. For example, in transition-metal oxides the moment
carrying transition-metal cations are separated by large oxygen anions. On the
other hand it was known that these materials were antiferromagnets with high
Neel temperature. It is super exchange that describes the mechanism behind the
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Figure 3.3: Schematic representation of the physical mechanism behind double ex-
change. The red arrows represent the fixed localized moments. The single electron
that can hop is indicated by the small arrow in purple. Further, the wiggling line
between the local moment and the local electron state indicates the onsite (intra
atomic) direct exchange interaction. The curved arrow between the local sites indic-
ates the hopping probability.
strong coupling between two local moments via an intermediate anion. The basics
of super exchange can be understood from the following simple three site model
Hˆsuper =
∑
σ
(
d
∑
i
nˆiσ+pnˆpσ−tpd
∑
i
(aˆ∗iσaˆpσ+aˆ
∗
pσaˆiσ)
)
+Ud
∑
i
nˆi↑nˆi↓. (3.28)
Here the index d refers to the orbitals that carry the moment and strongly interact
via the onsite Coulomb repulsion (third term), where Ud is the energy cost to
occupy the d orbital with two electrons. Further, the d electron can only hop
with probability tpd to a p state on the anion. The d and p are respectively the
energy of an electron in the d orbital and p orbital. There are now thus three sites,
i.e. two cation sites separated by an anion site. In this model there is again only
one orbital per site, i.e. one d orbital per cation and one p orbital for the anion.
Schematically the problem is given by the left figure of Fig. 3.4.
The principle of super exchange follows from a consideration of the situation
of one electron in the d orbital on each cation and two (antiparallel) electrons in
the p orbitals. The question is then whether it is favourable to have the electrons
on the cations aligned ferromagnetically or antiferromagnetically. It can be shown
that for Ud >> tpd, the problem of Eq. 3.28 can be written as an effective spin
Hamiltonian [14]
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Figure 3.4: Schematic representation of two possible super exchange models. The
left figure describes the model of Eq. 3.29, while the right figure describes the model
of Eq. 3.30 [14].
Figure 3.5: This figure shows schematically the physical mechanism behind super
exchange for the model of Eq. 3.28. The first two columns show the possible hopping
processes for antiparallel aligned cation moments and the third column for parallel
aligned cation moments. For each column the state in the middle represents the
anion state (O is taken as an example) and the two outer states the cation states (Mn
is taken as an example) [14].
Hˆeff = −Jsuper
∑
〈i,j〉
Si · Sj with
Jsuper =
4t4pd
(Ud + ∆pd)2
(
1
Ud
+
1
Ud + ∆pd
)
.
(3.29)
Here ∆pd = d − p. From this expression it is clear that super exchange prefers
antiferromagnetically coupled moments. In order to understand the physical mech-
anism Fig. 3.5 can be considered.
From this figure it is clear that for antiferromagnetically aligned moments (first
two colums of Fig. 3.28) there are more hopping possibilities to reduce the kin-
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etic energy than for ferromagnetically aligned moments (third column of Fig. 3.5).
Therefore, it is energetically more favourable to have an antiferromagnetic align-
ment.
The name super exchange is given due to the large distance covered by the
exchange mechanism between the two local moments. The situation described by
Eq. 3.29 is however not the only way super exchange can occur. More precisely it
depends for example on the details of the d orbitals and p orbitals involved. Also
the filling, i.e. the number of electrons in the d orbitals are important. One way
of changing the orbitals involved is by considering a 90o angle in the cation-anion-
cation complex. Schematically this is represented by the right part of Fig. 3.4 and
the Hamiltonian reads [14]
Hˆsuper =
∑
σ
(
d
∑
i
nˆiσ + p(nˆpxσ + nˆpyσ)− tpxd(aˆ∗dσaˆpxσ + aˆ∗pxσaˆdσ)
−tpyd(aˆ∗dσaˆpyσ + aˆ∗pyσaˆdσ)
)
+ Ud
∑
i
nˆi↑nˆi↓ − Jxy
∑
σ
nˆpxσnˆpyσ.
(3.30)
There are now thus two p orbitals (x and y) at the anion. The Jxy represents the
direct intra atomic exchange between two p electrons. Due to the 90o configuration
one d electron can only hop to a px orbital with probability tpxd, while the other
d electron can only hop to a py orbital with probability tpyd. In this model tpd =
tpxd = tpyd. Further, the situation of four electrons in the p orbitals and one
electron in each d orbital is considered. Then, assuming again that Ud >> tpd, it
can be shown that the exchange interaction is given by
Jsuper = −
4t4pd
(Ud + ∆pd)2
2Jxy
4(Ud + ∆pd)2 − J2xy
. (3.31)
From this expression it is clear that super exchange in this sitiuation provides a
ferromagnetic coupling between the moments. Note that in this situation hopping
and direct exchange (Jxy) work together. Therefore, this particular type of super
exchange is often also called double exchange. So the use of the name double
exchange is often ambiguous. Often also the name super exchange itself is used
ambiguously. Namely the kinetic exchange mechanism described above is often
called super exchange.
The physical mechanism behind this coupling can be understood by observing
that for parallel aligned moments the Coulomb repulsion between the p electrons
can be reduced during the hopping due to the direct onsite exchange between the
p electrons. However, for antiparallel moments there is no possibility to have two
parallel p electrons on the anion.
Finally, the Goodenough-Kanomari rules should be mentioned. These rules
basically describe for all possible forms of super exchange, i.e. for all possible d
orbitals and p orbitals involved and all possible fillings, what is the sign of the
exchange coupling [3].
102 Magnetism
3.3.2.5 RKKY exchange
The starting point for the discussion of the RKKY exchange is the periodic An-
derson model (PAM)
Hˆpam =
∑
k,σ
kcˆ
∗
kσ cˆkσ +
∑
i,σ
0aˆ
∗
iσaˆiσ −
∑
k,σ
vk(cˆ
∗
kσaˆkσ + aˆ
∗
kσ cˆkσ) + U
∑
i
nˆai↑nˆ
a
i↓,
(3.32)
where nˆaiσ = aˆ
∗
iσaˆiσ. The cˆ
∗
kσ creates an electron in a conduction state, while aˆ
∗
iσ
creates an electron in a state localized at site i. Then, aˆ∗kσ is the Fourier transform
of aˆ∗iσ Further, the first term describes a wide conduction band of width W , the
second term a narrow band, the third term their hybridization and the fourth term
the onsite Coulomb repulsion between the electrons in the local orbitals.
The purpose in mind is again to obtain an effective spin Hamiltonian from
Eq. 3.32. The first step in this direction is to consider the limit of U >> vk. The
idea is now to employ perturbation theory. Unfortunately the ordinary Schro¨dinger
perturbation theory cannot be used in this situation. The reason has to do with
the high degeneracy of the zeroth order eigenstates of Eq. 3.32 (with vk = 0) [3].
Actually this is a general problem for strongly correlated systems. However, there
are well known techniques to do perturbation theory for strongly correlated sys-
tems. For example, the canonical transformation, Brillouin-Wigner and resolvent
methods can be used [15]. By using the canonical transformation of Schrieffer and
Wolff, Eq. 3.32 can be approximated by
Hˆkl =
∑
k,σ
kcˆ
∗
kσ cˆkσ +
J
2
∑
i
Si · si, with
J = v2
∑
k
(
θ(k − µ)
k − 0 +
θ(µ− k)
0 + U − k
)
.
(3.33)
Here si =
∑
σ,σ′ aˆ
∗
iσσσσ′ aˆiσ′ is the conduction electron spin at site i, where σ is
the vector of Pauli matrices. In this term the creation and annihilation operators
of the conduction electrons are Fourier transformed to real space. Note that the
definition of si is equivalent to Eq. 3.26. For simplicity it is assumed that vk = v.
The model given by Eq. 3.33 is called Kondo lattice model.
The second term of Eq. 3.33 describes the scattering of the conduction electrons
with the fixed local spin moment Si at site i, where the local moment consists of
electrons in the local orbitals. Since the exchange coupling J is positive, there
is an antiferromagnetic coupling between the local moment and the conduction
electron spins.
The Kondo lattice model of Eq. 3.33 thus contains a term that describes the
coupling between the localized spin and conduction electrons. However, the aim
was to derive an effective spin Hamiltonian, which describes the coupling between
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the localized moments. Under the assumption that W >> J , this can be done
by employing again one of the perturbation methods described above, e.g. the
canonical transformation method. Then, it can be shown that Eq. 3.33 becomes
approximately (i.e. to order J2/W )
Hˆrkky =
∑
k,σ
kcˆ
∗
kσ cˆkσ +
1
2
∑
i6=j
Jrkky(Ri −Rj)Si · Sj , (3.34)
where
Jrkky(Ri −Rj) = −
(J
L
)2∑
k,q
cos(k − q)(Ri −Rj)fk − fq
q − k =
−J
2
L
∑
p
χ0(p) cosp(Ri −Rj).
(3.35)
Here L is the number of sites whose position is indicated by Ri. The fk represents
the occupation number, which is for T = 0 equal to 1 for states below the Fermi
level and 0 for states above the Fermi level. For finite temperature it is represented
by the Fermi-Dirac distribution. In the last expression of Eq. 3.35 the free electron
susceptibility χ0 is introduced.
The result of Eq. 3.34 and 3.35 or the RKKY exchange mechanism can be
interpreted as follows: due to the local exchange J of Eq. 3.33 atR1 the conduction
electron spin experiences the following magnetic field
H(r) = −JS1δ(r −R1) = J
L
∑
p
eip·(r−R1)S1. (3.36)
This magnetic field causes the following conduction electron spin polarization at
site R2
s(R2) = −J
L
∑
p
χ0(p)e
ip·(R2−R1)S1. (3.37)
Then, the interaction of S2 with this induced spin polarization via the local ex-
change J of Eq. 3.33 amounts to the RKKY coupling of Eq. 3.35.
From Eq. 3.35 it is clear that the RKKY exchange interaction depends on the
details of the Fermi surface. For a free electron gas dispersion k = ~2k2/2m the
RKKY coupling of Eq. 3.35 becomes
Jrkky(Ri −Rj) = −J
2
pi3
(kFa0
2
)6 sin(2kFRij)− 2kFRij cos(2kFRij)
(2kFRij)4
, (3.38)
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where Rij = |Ri − Rj |, kF is the Fermi wavevector and a0 is the Bohr radius.
The important observation to make is that the RKKY interaction oscillates in sign
and is long ranged, unlike the other exchange mechanims described above. Since
the presence of a Fermi surface is crucial for the RKKY exchange to exist (see
Eq. 3.35), it will not play a role in small clusters.
From the Kondo lattice model of Eq. 3.33 the RKKY exchange interaction
could be derived in the limit W >> J . Here the hybridization between the local
orbitals and the conduction electron states resulted in the limit of U >> v in an
effective spin coupling (second term of Eq. 3.33) between the local moment (of the
localized electrons) and the spin moment of the conduction electrons. Due to the
positive sign of the coupling J , the local spin moment couples antiferromagnetically
with the conduction electron spin. In the discussion of the double exchange another
type of local exchange coupling between a local spin moment and conduction
(hopping) electron spin was encountered. Namely the direct intra atomic exchange
gives also rise to a coupling between the local moment and conduction electron
spin. From the discussion of direct intra atomic exchange above it is clear that this
is a ferromagnetic coupling. Thus, for the discussion of real systems the following
term should be added to Eq. 3.33
− JD,intra
∑
i
Si · si, (3.39)
where JD,intra is the direct intra atomic exchange interaction between the local
moment Si and conduction electron spin si. Here for simplicitly it is assumed that
JD,intra is a constant, i.e. does not depend on the wavevector of the conduction
electron [3, 10]. It is well known that for the rare-earths the direct intra atomic
exchange dominates over the exchange J of Eq. 3.33, which comes from hybrid-
ization. Then, in the expression for the RKKY exchange in Eq. 3.35 J should
be replaced by JD,intra. Note that although JD,intra is opposite in sign to J ,
this difference in sign has no influence on the RKKY exchange. In a real system
there will be a competition between JD,intra and J . For more details on this and
the influence of taking into account the wavevector dependence of the conduction
electron in JD,intra, see Ref. [10].
There is another effect that is competing with the RKKY exchange, when
there is antiferromagnetic coupling (i.e. the J comes from hybridization) between
the local moment and the conduction electron spin. This is the Kondo effect.
The discussion of this competing effect is however out of the scope of this work.
The basic idea is that the Kondo effect prefers to completely screen out the local
moment by the conduction electrons, while in RKKY the existence of a finite local
moment is preferred [3].
3.3.2.6 Beyond 2 or 3 site models
In the description of the exchange mechanisms above 2 or 3 site models were used
except for the discussion on RKKY, where a periodic system was considered. In
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this paragraph first a few more words are dedicated to the Kondo lattice model of
Eq. 3.33. After this the Hubbard model is shortly discussed.
In the discussion above on the Kondo lattice model the W >> J limit is
considered, which leads to the RKKY exchange model of Eq. 3.34. However, it is
also possible to consider the opposite limit, J >> W . For a justification of doing
this, see Refs. [3, 4, 16]. In this limit the Kondo lattice model is usually referred
to as the double exchange model and is given by
Hˆde = −
∑
〈i,j〉,σ
tcˆ∗iσ cˆjσ +
J
2
∑
i
Si · si. (3.40)
Here the i notation instead of the k notation is used for the creation and anni-
hilation operators of the electrons that are allowed to hop (note that the local
moments are fixed in this model and thus the Kondo lattice model). This is
done to emphasize that the electrons that are now allowed to hop in the J >> t
limit are localized instead of delocalized. Further, the J can be either positive
or negative. From the name and the discussion of the double exchange above, it
might be expected that in the double exchange model the coupling between the
local moments is always ferromagnetic. However, the sign of the coupling between
two local moments in the double exchange model depends on the details of the
system. For example, the filling, i.e. the number of electrons that is allowed to
hop, is crucial in determining the sign of the coupling. This can already be seen
from the discussion of double exchange above in the two site model. Namely in
the case of two electrons instead of one in the localized orbitals (see Section 6
for more details), an antiferromagnetic alignment of the local moments would be
preferred. The physical mechanism behind this can be easily traced back to the
kinetic exchange.
Similary it can be shown that for half filling the double exchange model pre-
dicts antiferromagnetically coupled local magnetic moments. The physical mech-
anism is again given by kinetic exchange, i.e. for ferromagnetically aligned local
moments there would be no hopping possibilities, while for antiferromagnetically
ordered local moments the kinetic energy can be reduced due to possible hopping
processes. On the other hand for only one electron moving on the background of
local moments, a ferromagnetic alignment of the local moments is preferred. The
reason is that for antiferromagnetically aligned local moments, hopping is opposed
by the onsite direct exchange, while for ferromagnetic alignment of the local mo-
ments this opposing effect is absent. In other words double exchange is at work
here. Unfortunately for general fillings it is less clear what the alignment of the
local moments will be. Clearly there is a competition between kinetic and double
exchange. However, how to determine which of the two is dominating is not clear
from the beginning. Alexander and Anderson shed some light on this [7, 8]. They
considered a generalization of the kinetic and double exchange mechanism for two
impurities in an electron gas. In Section 6 some details of their considerations are
given. The point is that they showed that the density of states can be used to
determine whether kinetic or double exchange is dominating (see Chapter 6 and
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Refs. [2, 8, 9]).
Another popular model Hamiltonian to start the consideration of magnetic
materials from is the Hubbard model
Hˆhub = Hˆkin + HˆU = −t
∑
σ
∑
〈i,j〉
aˆ∗iσaˆjσ + U
∑
i
nˆi↑nˆi↓. (3.41)
Here t is the nearest neighbour hopping probability and U is the onsite Coulomb
repulsion between two electrons on the same site. Further, aˆ∗iσ creates an electron
in a local orbital with spin σ at site i and aˆjσ annihilates an electron in a local
orbital with spin σ at site j. The sum over 〈i, j〉 indicates that the sum runs over
nearest neighbors. Note that the only difference with Eq. 3.18 is that now more
than 2 sites are considered.
In Section 3.4 the limit of t >> U , i.e. that of itinerant electrons, will be
discussed. Here the focus is on the U >> t limit (that of strongly correlated
localized electrons). By using one of the perturbation techniques mentioned above,
the following effective spin Hamiltonian can be derived from Eq. 3.41 for half filling
Heff = Jeff
∑
〈i,j〉
Si · Sj = 4t
2
U
∑
〈i,j〉
Si · Sj . (3.42)
Note the similarity with Eq. 3.20. From this expression it is clear that there
is an antiferromagnetic coupling between the localized moments. The physical
mechanism behind this is the same as that of the kinetic exchange.
Obviously the simple model of Eq. 3.42 would predict all materials to be an-
tiferromagnetic due to the kinetic exchange mechanism. This obviously cannot
be the whole story. Therefore, some extensions to the Hubbard model were con-
sidered. For example, in the case that the local magnetic moments are separated
by non-magnetic atoms (e.g. in transition-metal oxides), the necessary exten-
sion comes from the super exchange mechanism (see above and Ref. [3] for more
details). Another possible extension is to consider besides the onsite Coulomb
repulsion (second term of Eq. 3.41) also the nearest neighbour intersite Coulomb
repulsion. This can be done by adding Eq. 3.22 to Eq. 3.41. It can be shown that
with this extension the effective exchange coupling of Eq. 3.42 becomes
Jeff ∝ −F + (t−X)
2
U − V . (3.43)
This expression is very similar to Eq. 3.24, where now the first term (F ) cor-
responds to direct exchange and the second to a renormalization of the kinetic
exchange. The reason to extend the Hubbard model in this way was to consider
the possibility of feromagnetism in this model. Another way to consider the pos-
sibility of ferromagnetism is the t− J model, which is obtained from the Hubbard
model in the U >> t limit away from half filling
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Hˆt−j = −t
∑
〈i,j〉
[(1−nˆiσ)cˆ∗iσ cˆjσ(1−nˆj−σ)+H.c.]+
4t2
U
∑
〈i,j〉
[
Si ·Sj− nˆinˆj
4
]
+Hˆ3−site.
(3.44)
Here the last term is the 3 site term which is not explicitly written down here [3].
The first term corresponds to the hopping of an electron from an occupied site to
an unoccupied site. Thus, this model can be interpreted as describing a system of
moving localized moments which are correlated to each other. Whether the system
becomes ferromagnetic or antiferromagnetic depends on the filling and U/t. In this
situation again the work of Alexander and Anderson [7, 8] on a generalization of
kinetic and double exchange can be useful, i.e. the density of states can be helpful
to determine the sign of nearest neighbour exchange coupling (see Section 6 for
more details).
3.3.3 Which particular exchange mechanism is at work?
As already mentioned the exchange mechanisms described above are idealizations
of characteristic situations found in real materials. In this paragraph a rough
guideline is provided on how to determine which exchange mechanism is domin-
ating for the system under consideration.
Experimental information on the composition and structure of the system un-
der investigation can be used to determine whether super exchange is one of the
candidates. In this case the magnetic atoms should be separated by non magnetic
atoms. Further, it should be mentioned that in general the direct (interatomic)
exchange is usually much smaller than the other ecxhange mechanisms [16]. Then,
when from structural considerations super exchange can be excluded, the remain-
ing candidates are kinetic, double and RKKY exchange. For the RKKY exchange
the presence of a Fermi surface is crucial. Therefore, for small finite systems RKKY
exchange is excluded. In case of infinite (or very large) systems the density of states
can be employed to determine whether RKKY exchange is the dominant exchange
mechanism. Namely in the discussion above it was shown that RKKY exchange
results from the Kondo lattice model when t ∝ W >> J . On the other hand
double and kinetic exchange mechanisms are expected to dominate, when J >> t,
in the Kondo lattice model. Thus, from the density of states it could be determ-
ined whether the band that crosses the Fermi level has a width that is smaller or
larger than the effective onsite exchange interaction (see Ref. [17] for an example).
Finally, when from this consideration it is concluded that RKKY exchange is not
at work, one should choose between kinetic or double exchange mechanisms. For
this purpose the density of states can be used to determine whether kinetic or
double exchange dominates [7, 8] (see Chapter 6 for more details).
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3.3.4 Methods to determine the exchange parameters
In the discussion on the exchange mechanisms above, the physical principles be-
hind the sign of the Jij parameters of Eq. 3.14 were described. Obviously the
magnitude is also important for a proper mapping of the system to the effective
spin Hamiltonian of Eq. 3.14. Although some model Hamiltonians can be exactly
mapped onto this effective spin Hamiltonian in a certain limit (for example the
Hubbard model for U >> t), the obtained expressions for the Jij are in practice
not very suitable to obtain accurate values of the exchange parameters. For this
purpose ab-initio calculations can be performed. In this paragraph it is described
how the Jij parameters can be calculated. For details on the usage of the effective
spin Hamiltonian of Eq. 3.14 itself see Refs. [18, 19].
The Jij parameters can be obtained from ab-initio calculations like DFT,
LDA+U or LDA+DMFT. There are basically two different methods to obtain
them. Both rely on the adiabatic approximation. The adiabatic approximation is
valid, when the precession time of the magnetization is large compared to charac-
teristic times of the electronic motion (hopping time between neighboring sites and
precession time of an electron spin in an external magnetic field). Further, both
methods assume that the spin operators of Eq. 3.14 can be approximated by clas-
sical vectors. This assumption is valid for large spin moments (see Refs. [18, 19]).
One method to determine the Jij parameters was introduced by Lichtenstein
et al. [20]. This method is based on multiple scattering theory and uses the
Anderson’s force theorem (see Ref. [21]) to calculate the energy change due to a
constrained infinitesimall small rotation of the local magnetic moments at sites i
and j. This energy change can then be related to the Jij parameters by
Jij =
1
4pi
∫ EF
dEImTrL(∆iTˆ
ij
↑ ∆j Tˆ
ji
↓ ). (3.45)
For a detailed derivation and explanation of all the symbols in the equation see
Ref. [20]. It can be shown that they can be expressed in terms of the eigen-
states and eigenenergies of the set of single particle Kohn-Sham equations (see
Section 2.2.3.3).
The other method is the frozen magnon method. Where the previous method
works in real space, this method works in reciprocal space. It is based on calcu-
lating the total energies of static spin spirals, i.e. frozen magnons. Note that it is
due to the adiabatic approximation that dynamic effects are ignored. For the total
energy calculations the Anderson’s force theorem is empolyed again. Further, in
order to avoid calculations with large super cells, the generalized Bloch theorem
is used Ref. [22]. Then, the total energy of the spin spiral, the wavevector q of the
spin spiral and the exchange parameters J are related via
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EM (q, Θ, Φ) =
−1
2
∑
i,j,R′
MiMjJ(τi, τj −R)
[
sin θi sin θj cos[q · (τij −R) + φi − φj ] + cos θi cos θj
]
.
(3.46)
Here E is the energy, which is a function of the spin spiral vector q, the cone
angles Θ and phase angles Φ. The Θ represents the collection of all cone angles
θi, where the cone angle is the angle between the local magnetic moment and the
rotation angle axis at atom i. The Φ corresponds to the collection of phase angles
φi [22]. Further, the τi specifies the position of atom i within the unit cell and
τij = τi − τj . The R′ notation in the sum means the summation over all lattice
translation vectors R except R = 0. The Mi indicates the fixed local magnetic
moment at atom i. For a detailed derivation of Eq. 3.46 and a detailed explanation
of the frozen magnon calculations itself see Ref. [22]. An important point is that
in Eq. 3.46 the local moments Mi are assumed to be fixed. In general this holds
only for small cone angles or in other words small rotation angles with respect to
the ground state local moment direction.
It can be shown that the Lichtenstein et al. method and frozen magnon ap-
proach are formally equivalent and complementary to each other. For a detailed
discussion on the comparison of both methods see Ref. [23].
There is also another very crude method to calculate the exchange parameters
Jij . This is based on calculating the total energies for different magnetic configura-
tions by flipping local moments by 180 degrees (see Section 6 and Ref. [24]). These
total energies and magnetic moments are then mapped onto a classical Heisenberg
model, i.e. Eq. 3.14 with the spin operators approximated as classical vectors.
Since the local moment magnitude is kept fixed during the 180 degrees rotation,
this method is usually quite crude. Namely it is not at all obvious that the local
moment magnitude remains constant during the rotation.
Finally, some remarks should be made about the (classical) Heisenberg model.
Within this model the Jij parameters are considered as constants. In reality
they depend on the angle between the local moments, on the temperature and
the magnitude of the local moments. Further, in Eq. 3.14 also the length of
the local moments is considered to be constant, while in reality it depends on the
realtive angles with the other moments and on temperature. These approximations
or shortcomings should be kept in mind when using the effective spin model of
Eq. 3.14 [18, 19].
3.3.5 More intersite effective spin Hamiltonian terms
In the section on the isolated atom immersed in a crystal field, a single atom ef-
fective spin Hamiltonian was introduced (Eq. 3.17). Also the Heisenberg exchange
Hamiltonian was introduced (Eq. 3.14), which represents an interatomic exchange
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coupling between the local moments. The origin of the exchange couplings Jij in
the Heisenberg model was also discussed. For example, it was shown how some
model Hamiltonians in a certain limit can be exactly mapped onto the Heisenberg
model. This mapping is in general done by using perturbation theory for strongly
correlated system, i.e. the canonical transformation, Brillouin-Wigner perturba-
tion theory and the resolvent method. The same perturbation methods can also
be employed to derive other interatomic effective spin Hamiltonian terms. In this
paragraph the Dzyaloshinskii-Moriya (DM) interaction and the pseudodipolar in-
teraction will be described.
For this purpose a two site model is considered in which the two sites are
inequivalent. Further, there are two orthogonal states per site (see Fig. 3.6). The
model Hamiltonian can be written as
Hˆ = Hˆlocal + Hˆkin + HˆCoulomb + Hˆsoc =
∑
i,σ
inˆiσ +
∑
i,j,σ
(tij aˆ
∗
iσaˆjσ +H.c.)+
1
2
∑
σ,σ′
∑
i6=j,k
vijklaˆ
∗
iσaˆ
∗
jσ′ aˆlσ′ aˆkσ +
∑
i,j,σ,σ′
λilij aˆ
∗
iσσσσ′ aˆjσ′ .
(3.47)
Here i, j, k and l are the indices referring to the local orbitals, meaning that they
specify both the site and the orbital. The lij = 〈i|lˆ|j〉 and λi = ~2m2c2 〈i|− 1r ∂V∂r |i〉.
The rest of the notation is self explanatory.
In order to derive the DM interaction, a single localized electron per site is con-
sidered (see Fig. 3.6). The situation of localized electrons is obtained by assuming
that the two states on each atom are well separated in energy and that there is
a large onsite Coulomb repulsion between the electrons. These assumptions also
allow a convenient application of the perturbation methods described above. It is
common practice to visualize the processes involved in the perturbation expansion
terms. In case of the kinetic exchange, the left part of Fig. 3.7 shows the process
involved. It is clear that it is a second order energy correction in the hopping prob-
ability. The right part of Fig. 3.7 shows a process that leads to a DM interaction
term (for the derivation see Ref. [25])
Hˆdm = Dkin · S1 × S2, with
Dkin =
−4it12t21′λ1l1′1
(v1212 − U)(1 − 1′) − (1↔ 2).
(3.48)
Here Hˆdm = D ·S1×S2 is the general form of the DM interaction, where Dkin is
a vector comming from the process described in the right part of Fig. 3.7. From
the expression of Dkin it is clear that this vector is only non zero, when site 1 and
2 are inequivalent. Further, it is clear from Eq. 3.48 and the right part of Fig. 3.7
that this DM interaction is first order in spin-orbit coupling and second order in
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Figure 3.6: This figure represents a schematic picture of the model Hamiltonian
considered in order to derive the DM interaction. There are two inequivalent sites,
ion 1 and 2, and two different energy levels per site [25].
the hopping probability. Since the spin-orbit coupling is usually small, the DM
interaction is in general small compared with the kinetic exchange interaction.
Finally, the effect of the DM interaction term on the local spins S1 and S2 is to
cant them. The cross product is the largest when the two local spins S1 and S2
are under an angle of 90 degrees. Note that due to the inner product with the
D vector, this 90 degrees configuration is preferred in a plane orthogonal to the
D vector. It is possible to derive the direction of the D vector from symmetry
considerations [25].
The processes considered in Fig. 3.7 are actually not the only processes that can
lead to an effective interatomic spin coupling. For example, the processes depicted
in Fig. 3.8 also lead to an effective spin coupling. The left part of Fig. 3.8 is
nothing but the visualization of the direct interatomic exchange interaction, while
the right part shows another process leading to a DM interaction (see Ref. [25] for
the derivation),
Hˆdm = DD · S1 × S2, with
Dkin =
−2iλ1l1′1v211′2
1 − 1′ − (1↔ 2).
(3.49)
From this expression it is clear that this form of the DM interaction is a second
order process, i.e. first order in spin-orbit coupling and first order in the (intersite)
Coulomb interaction. Since the spin-orbit coupling is small, this DM interaction
is in general much smaller than the direct exchange interaction. Thus, the total
DM like interaction can be written as HˆDM = (DD +Dkin) · (S1 × S2).
By considering perturbation terms which are second order in spin-orbit coup-
ling the pseudodipolar interaction can be obtained
Hˆpseu = S1 · Λpseu · S2. (3.50)
Here the Λpseu vector depends on the process considered. An example of a process
leading to the pseudodipolar exchange term is given in Fig. 3.9. It is clear that
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Figure 3.7: The left figure shows the process involved in kinetic exchange and the
right figure the process leading to the DM interaction [25].
Figure 3.8: The left figure shows the process involved in direct interatomic exchange
and the right figure another process leading to the DM interaction [25].
it is second order in spin-orbit coupling and second order in hopping. For other
processes leading to the pseudodipolar coupling see Ref. [25]. From Eq. 3.50 it can
be observed that the effect of the pseudodipolar term consists of a renormalization
of the isotropic exchange coupling of Eq. 3.14 and of an anisotropic exchange
term. Since the pseudodipolar term is second order in spin-orbit coupling, it is
very small. Therefore, it is usually neglected in effective spin Hamiltonian models.
A very popular effective spin Hamiltonian model is given by
Hˆeff = −
∑
i,j 6=i
JijSi · Sj −
∑
i,j 6=i
Dij · Si × Sj −
∑
i
ΛiS
2
z′i. (3.51)
Here the first term is the isotropic Heisenberg exchange term, the second term
is a multi site generalization of the (two site) DM interaction discussed above
and the third term is the single atom anisotropy of Eq. 3.17. The single atom
anisotropy term has been written in a more common form, where the preferred
direction of the local moment at site i is taken along the local z′ quantization axis
(easy axis). The effect of the first term is to align the local moments (parallel
or antiparallel depending on the sign of J), while the second term wants them to
be perpendicular. The third term can also give rise to a canting, when there are
inequivalent atoms in the system with different preferred local quantization axes.
The Dij vectors and Λi parameters of Eq. 3.51 can also be obtained from ab-initio
calculations [24].
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Figure 3.9: An example of a process that leads to the pseudodipolar interaction [25].
3.4 Itinerant electron magnetism
In this section the magnetism of itinerant electron systems will be discussed on the
basis of the single orbital Hubbard model of Eq. 3.41. Instead of considering the
limit U >> t, i.e. that of strongly correlated localized electrons, the limit of weakly
itinerant electrons is considered. The focus will be on the Curie temperature of
these weakly correlated electron systems.
For convenience the single orbital Hubbard model is repeated here
H =
∑
j,l
∑
σ
tjlcˆ
∗
jσ cˆlσ + U
∑
j
nˆj↑nˆj↓
=
∑
k
∑
σ
kaˆ
∗
kσaˆkσ + I
∑
q
∑
k
∑
k′
aˆ∗k+q↑aˆ
∗
k′−q↓aˆk′↓aˆk↑.
(3.52)
Here tjl is the transfer integral between the localized (Wannier) orbitals at sites
j and l, k is its Fourier transform, that is, the band energy dependent of the
wave vector k, aˆkσ is the annihilation operator for the Bloch state, cˆlσ is the
annihilation operator for the Wannier state, nˆj↑ is the occupation number operator
for the Wannier state at site j with spin-up, U is the Coulomb interaction energy
between two electrons on the same site and I = UN0 with N0 the total number of
atoms. Thus, the first term of the Hubbard model is the hopping term or tight-
binding model and the second term is the onsite Coulomb interaction term. The
simplest way to approximate the interaction term is by using the Hartree-Fock
approximation, which leads to the familiar Stoner theory:
nˆj↑nˆj↓
HFA−→ nˆj↑〈nˆj↓〉+ nˆj↓〈nˆj↑〉 − 〈nˆj↑〉〈nˆj↓〉. (3.53)
Here the 〈. . .〉 denotes the statistical average of the quantity inside the brackets.
For the case of a ferromagnet, the statistical average of the occupation number is
supposed to be site-independent: 〈nˆj↑〉 = 〈nˆ↑〉 = n↑. Using the approximation of
(3.53) for Eq. (3.52) and by rewriting this expression, leads to
H =
∑
k
∑
σ
Ekσaˆ
∗
kσaˆkσ +
1
4
IN2 − IM2. (3.54)
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Here N is the total number of electrons, M is the magnetization and Ekσ is the
single electron energy given by
Ekσ = k + σ∆,
∆ = IM + µBH˜
(3.55)
with σ equal to 1 for spin-up and to −1 for spin-down, µB the Bohr magneton
and H˜ an external magnetic field. Further, 2∆ is the band splitting between the
spin-up and spin-down bands. This ferromagnetic state is stable at temperature
T = 0 if Iρ(EF ) > 1 (Stoner criterion) with ρ(EF ) the density of states (per
whole system per spin) at the Fermi level. The physical mechanism behind this
can be understood from a competition between the kinetic and Coulomb repulsion
energy. The Coulomb repulsion prefers parallel spin, because parallel spins avoid
each other due Pauli’s exclusion principle. On the other hand by polarizing the
electrons, i.e. transferring electrons from one spin band to the other, the kinetic
energy increases. Therefore, a high ρ(EF ) is favourable, because then relatively
many electrons can be polarized on the expense of a relatively low kinetic energy
increase. Further, a large I or Coulomb repulsion makes it more preferable to
polarize the electrons in order to reduce the relatively large Coulomb repulsion.
From the results of Eqs. (3.54) and (3.55) it is possible to derive the thermody-
namic properties of the system in the Stoner theory [2]. The Curie temperature,
which is of main interest here, can be calculated from the divergence of the static
magnetic susceptibility of the system, which within the Stoner theory is given by
χ(T ) =
χ0(T )
1− Iχ0(T ) . (3.56)
Here χ0 is the static magnetic susceptibility of a non-interacting system (i.e. with
I = 0). For the bulk χ0 is given by
χ0(T ) = ρ(EF )
[
1− pi
2
6
RT 2 + . . .
]
. (3.57)
with R =
(
ρ′
ρ
)2
−
(
ρ′′
ρ
) ∣∣∣
E=EF
and the prime corresponds to the derivative to E.
Thus, from Eq. (3.56) and the divergence of the static magnetic susceptibility
the Curie temperature TC follows from
1− Iχ0(TC) = 0. (3.58)
For the case of weak itinerant ferromagnets when
0 < Iρ(EF )− 1 1. (3.59)
the Stoner Curie temperature (3.58) is estimated as
TSC ∝ EF
√
Iρ(EF )− 1. (3.60)
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It is well known that Curie temperatures predicted from this equation are too
high compared to the experimental data [2, 26]. The reason is a neglect of spin
fluctuations that allow magnetic excitations at lower energy: it is easier to rotate
the spins than to change their length as assumed in the Stoner theory.
The self consistent renormalization (SCR) theory that takes spin fluctuations
into account is formulated in the following way [2] (an alternative approach based
on diagram technique has been developed in Ref. [26]). The transverse dynamic
magnetic susceptibility χ−+(q,ω) can be formally represented as
χ−+(q,ω) =
χ−+0 (q,ω)
1− Iχ−+0 (q,ω) + λMI(q,ω)
. (3.61)
Here the ’−+’ in the superscript indicates that the transverse dynamic magnetic
susceptibility corresponds to a response function for which a spin flip is considered
as a perturbation. Further, χ−+0 (q,ω) is the transverse dynamic magnetic suscept-
ibility for non-interacting electrons with spin split bands, q is the wave-vector and
ω the frequency. In general the problem is to find λMI(q,ω) of Eq. (3.61) to make
the expression for the dynamic susceptibility exact. For this purpose the total
free energy F of a system is expressed in terms of the exact transverse dynamic
susceptibility using the Hellmann-Feynman theorem:
F = F0 + ∆F
= F0 − 1
2pi
∫ ∞
−∞
dω coth
( ω
2T
)∑
q
∫ I
0
dIIm
[
χ−+(q,ω)
]
.
(3.62)
Here F0 is the free energy of a non-interacting system. Then, one can use the
self consistency condition to find λMI(q,ω). This means that the static magnetic
susceptibility calculated from the free energy of Eq. (3.62) (via ∂
2F
∂2M =
1
χ ) is equal
to the static long wave-length limit of the exact transverse dynamic magnetic
susceptibility of Eq. (3.61).
Of course, this condition is not enough to find the whole function λ. However,
for the weak itinerant systems where the condition (3.59) is fulfilled one can assume
that λ can be considered in Eq. (3.62) as a number independent on M , I, ω and
q; a formal justification has been given in Ref. 15. As a result, λ is given by the
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expression [2]
λ(T , d) =
1
2pi
∫ ∞
−∞
dω coth
( ω
2T
)
Im {G(ω, d)} ,
G(ω, d) = −αχ0
∑
q
fM
(
∂2fM
∂2M
)
d+ 1− fM
+
(d+ 1)
(
∂fM
∂M
)2
(d+ 1− fM )2

M=0
.
(3.63)
Here α = Iχ0, fM = χ
−+
0 (q,ω)/χ0, d is defined as χ0/χ ≡ αd = 1 − α + λ(T , d)
and χ0 ≡ χ−+0 (0, 0). At the Curie temperature d = 0 and M = 0, which makes it
natural to expand fM in terms of small ω and q (ω  EF and q  kF respectively
with kF the Fermi wave-vector) and to approximate the nominators of Eq. (3.63)
by their static and long wavelength limit. Thus, at the Curie temperature fM can
be approximated for the bulk by
f0 = 1−Aq2 + iC ω
q
, (3.64)
where A and C are constants (depending on the shape of the Fermi surface), and
the subscript zero refers to M = 0 [2].
By using the condition of divergence of the static magnetic susceptibility, the
Curie temperature for a weak itinerant system is given by the equation
1− Iχ0(TC) + λ(TC , 0) = 0. (3.65)
Here, it can be noticed that it is actually λ that takes the influence of the spin dens-
ity fluctuations on the Curie temperature into account. For further calculations it
is convenient to separate λ in the following two parts:
λ(T , 0) = λ0 + λ1,
λ0 =
1
2pi
∫ ∞
−∞
dω sign{ω}Im {G(ω, 0)} ,
λ1 =
1
2pi
∫ ∞
−∞
dω sign{ω} 2
e
|ω|
T −1
Im {G(ω, 0)} .
(3.66)
The function λ0 is the temperature independent part, which merely gives rise
to a shift of the Stoner criterion at T = 0. It can be simply considered as a
renormalization of the Stoner parameter I. Strictly speaking, λ0 does depend on
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temperature via χ0, but its temperature dependence can be neglected compared to
that of λ1. Namely, one can show that λ1 ∝ T 4/3 compared to the T 2 dependence
of χ0 [2]. Important is that due to this temperature dependence of λ1 the Curie
temperature is effectively lowered compared to Stoner theory:
TC ∝ EF [Iρ(EF )− 1]3/4 ≈
(
TSC
)3/2
/E
1/2
F . (3.67)
In other words, the dynamics of the spin density fluctuations is crucial for the
correct description of the Curie temperature.
3.5 Summary
The Hund’s rules provide information on the ground state magnetic moment of an
isolated atom. In a real system however, there is a competition between the Hund’s
rules that prefer the presence of a local moment and the crystal field effects trying
to quench the local moment. This competition is studied in more detail for Co
clusters in Chapter 7. Usually the magnetic properties of a system containing local
magnetic moments are discussed using the Heisenberg model. The possible origins
of the exchange interactions in this model are summarized above. In Chapter 6 we
will use the density of electronic states as a fingerprint of the exchange mechanism
in rare-earth clusters. Finally, self consistent renormalization theory can be used
to calculate the Curie temperature for systems in which weakly itinerant electrons
are responsible for the magnetic properties. In Chapter 8 we will employ this
method for clusters.
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Chapter4
Treatment of the 4f states of the
rare-earths; the case study of TbN*
The theory in Chapters 2 and 3 in principle provides the necessary foundation to
start the investigation of rare-earth clusters. However, it is instructive to first gain
experience and insight in the theoretical treatment of 4f electrons by considering
a system that is experimentally and theoretically well studied. In this chapter
terbium nitride (TbN) is chosen for which the lattice constant, bulk modulus
and shear constant are calculated by means of density functional theory (DFT)
in the local density approximation (LDA) and generalized gradient approximation
(GGA) (see Section 2.2.3), with 4f states treated as either valence or core electrons.
In addition, local Coulomb repulsion U is treated statically as in the LDA+U
approach and dynamically as in the dynamical mean-field theory (DMFT) in the
Hubbard-I approximation (see Section 2.2.8). It is shown that all methods, except
DFT-LDA with 4f electrons treated as valence states, produce lattice constants
and bulk moduli in good agreement with experiment. In the LDA+U approach
multiple minima are found, and we focus on the competition between a state with
cubic symmetry and a state obtained from atomic Hund’s rules. We find the state
with cubic symmetry to be 0.59 eV lower in energy than the Hund’s rules state,
while the opposite was obtained in previous literature. The shear constant is shown
to be rather sensitive to the theoretical method used, and the Hund’s rules state
obtained in LDA+U are found to be unstable towards tetragonal shear. As to the
magnetism, we find that the calculation based on the Hubbard-I approximation
reproduces observations with the best accuracy. Finally, the spectral properties of
TbN are discussed, together with the general applicability of the different methods
in describing rare-earth elements and compounds.
*This Chapter is adapted from L. Peters, I. Di Marco, P. Thunstro¨m, M. I. Katsnelson, A.
Kirilyuk and O. Eriksson, ’Treatment of 4f states of the rare-earths: the case study of TbN’,
Phys. Rev. B 89, 205109 (2014)
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4.1 Introduction
In the past decades, it has been shown that calculations based on density functional
theory (DFT) [1, 2] reproduce measured materials properties, e.g. the elastic con-
stants, equation of state, catalytic activity, conductivity, lattice dynamics, surface
tension, work function and the spin- and orbital moments, with good accuracy
for most elements and various compounds [3]. This conclusion holds for those
systems with weak electron-electron correlations, where the exchange correlation
functional can be parametrized using information from the uniform electron gas as
in the local density approximation (LDA) or generalized gradient approximation
(GGA). This, however, is far from the situation of the 4f shell of the rare-earth
elements, where the direct electron-electron repulsion is significant and can not
without further effort be incorporated in ab-initio theory, where no input is ex-
pected from experimental data.
Based on the wealth of experimental information available for the rare-earths [4],
it is by now established that the 4f shell has localized electron states, where band-
dispersion effects are negligible. The electron-electron repulsion within the 4f shell
is found to be minimized by the formation of a Russell-Saunders coupled ground
state, and with the exception of the α-phase of Ce, Eu, and Yb, all rare-earth ele-
ments form a trivalent configuration in the solid. Eu and Yb are divalent, since this
configuration provides a half-filled or filled 4f shell [5]. This understanding of the
4f shell of the rare-earths is the basis of the so called Standard Model of this class
of elements [6]. The Standard Model explains all the essential properties of the
rare-earth elements, like the crystal structure [7, 8], equilibrium volume [8, 9], bulk
modulus [8, 9], valence stability [10], crystal field splittings and the magnetic phase
diagram [11]. The Standard Model applies as well to compounds involving rare-
earth elements, albeit in some cases a mixed valent behaviour is observed [12, 13],
where the electronic configuration of the 4f shell fluctuates between two integer
occupancies, i.e. fn and fn+1.
Any theory on the electronic structure of the rare-earth elements should repro-
duce the behaviour observed in the Standard Model. In the past this was achieved
by treating the 4f electrons as being part of the core-states, so that measured
densities, structural stability and bulk modulus were reproduced with good accur-
acy [7–9]. The inter-atomic exchange interaction, which is in this case given by the
RKKY mechanism, was also reproduced by a theory that treats the 4f electrons
as part of a chemically inert core [11]. Lately, parametrized Hartree-Fock theory
in the form of the LDA+U approximation [14] (see Section 2.2.8) has become pop-
ular for treating the electron-electron repulsion of the 4f shell [15–17]. Although
the chemical inertness of the 4f shell can be achieved in this way, by pushing
occupied states to low energies, and unoccupied states well above the Fermi level,
it is unclear how well the calculated electronic structure agrees with measured
valence band spectra. It is also not clear whether the LDA+U approximation can
reproduce more delicate materials properties of rare earths, like elastic constants,
magnetic moments, or valence stability.
Dynamical mean field theory (DMFT) [18] (see Section 2.2.8) in the form of
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the Hubbard-I approximation (HIA) [19] has recently shown promising results
in describing the spectral properties of several rare-earth systems [20–25]. The
treatment of the 4f shell in this way, holds great promise since it naturally de-
scribes many of the experimentally known facts of the rare-earths, in particular
the Russell-Saunders ground state and the formation of atomic multiplets.
In this work we apply the theories discussed so far for the rare-earths, to the
terbium nitride compound. These theories will be compared for the calculation of
the lattice constant, bulk modulus, shear constant, magnetic moments and one-
particle excitation spectrum. Besides that TbN is experimentally and theoretically
well studied, it was chosen as it is a particularly significant example of the interplay
between atomic-like effects and one-electron crystal field splittings, which provides
a complication for effective one-electron theories. Moreover, TbN, and all other
rare-earth nitrides are very relevant for the scientific community, due to the easily
tunable magnetic properties, which often coexist with a semiconducting character,
making them interesting candidates for spintronics [26].
4.2 Computational details
All the calculations reported in the present paper were carried out using a full po-
tential linear muffin-tin orbital (FP-LMTO) method [27]. We used LDA and GGA
parametrizations of the exchange-correlation functional as formulated by Perdew
and Wang [28] and by Perdew, Burke, and Ernzerhof [29] (see Section 2.2.3).
The Brillouin zone was sampled through a conventional Monkhorst-Pack mesh of
30 × 30 × 30 k-points, leading to a total of 904 vectors in the irreducible wedge.
The basic geometrical and basis setup was the same for all calculations, with the
exception of the 4f states, described below. For the definition of the muffin-tin
sphere of nitrogen we used a radius of 2.056 a.u., and for terbium one of 2.18 a.u.
in case of LDA and 2.41 a.u. for GGA. This smaller radius for LDA was necessary
due to the overbinding tendency of LDA with the 4f electrons in the valence (see
Table 4.1). The main valence basis functions were chosen as 6s, 6p and 5d states,
while 5s and 5p electrons were treated as pseudocore in a second energy set [27].
The 4f states were treated as valence states for some simulations and as core
states for some other simulations. In the latter case 5f states were instead added
to the valence electrons, in order to have basis functions with f angular character.
Three kinetic energy tails were used for 6s and 6p states, corresponding to the
default [27] values 0.3, -2.3 and -0.6 Ry. Only the first two tails were used for all
the other basis functions.
Apart from pure DFT in LDA or GGA, we also performed simulations in com-
bination with DMFT [18]. Details on the implementation used in this work are
given elsewhere [23, 30–33], and we refer the reader to those studies for a complete
description of our methods. In the present paper the effective impurity problem
arising in the DMFT cycle was solved in the Hubbard-I approximation [23] (see
Section 2.2.8). Conforming to existing notation, we will address this method with
the acronym LDA+DMFT[HIA]. Moreover we have performed other calculations,
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where the effective impurity model was solved in the Hartree-Fock approximation,
which corresponds to the LDA/GGA+U approach [14, 15] in the most general fully
rotationally invariant form [18]. In the LDA/GGA+U and LDA+DMFT[HIA]
simulations we used slightly different local orbitals to which we applied the Hub-
bard U correction, respectively ORT and MT orbitals. These orbitals are con-
structed from LMTOs, that have a representation involving structure constants,
spherical harmonics, and a numerical radial representation inside the muffin-tin
spheres. These functions are matched continuously and differentiably at the bor-
der of the muffin-tin spheres to Hankel or Neumann functions in the interstitial.
The ORT basis originates from these native LMTOs after a Lo¨wdin orthonormal-
ization. The MT orbitals, instead, are atomic-like orbitals where the radial part
comes from the solution of the radial Schro¨dinger equation inside the muffin-tin
sphere at an energy corresponding to the ’center of gravity’ of the relevant energy
band. For a more detailed description about the correlated orbital bases we refer
to Ref. [30]. There, it is also shown that they generally lead to very similar res-
ults. Finally the double counting correction [18] was set up in the fully localized
limit (FLL) (see Section 2.2.8.2 and Ref. [15]) for the LDA/GGA+U simulations,
while in LDA+DMFT[HIA] was fixed to adjust [23, 32] the position of the first
multiplet peak below the Fermi level at -0.15 Ry, which is the measured value
for trivalent elemental Tb. This value was kept unchanged for different strains
and lattice constants, analogously to what is done in Ref. [25]. Concerning the
Coulomb interaction parameters, a U of 9.46 eV and a J of 1.246 eV were used, in
agreement with the work of P. Larson et al. [17]. This choice corresponds [15] to
the Slater integrals F0 = 9.46 eV, F2 = 14.97 eV, F4 = 10.00 eV and F6 = 7.40 eV.
In order to obtain the lattice constant and bulk modulus we calculated the
total energy for different atomic volumes. These data were fitted through the
Murnaghan equation of state [34], which gave us the equilibrium volume V0 and
bulk modulus. For a cubic lattice and small strains, it can be shown that the shear
constant, C ′, can be obtained from the expression [35]
∆E
V0
= 6C ′δ2. (4.1)
Here ∆E is the total energy difference with respect to equilibrium volume caused
by the strain δ. This corresponds to a volume conserving strain matrix1 + δ 0 00 1 + δ 0
0 0 1(1+δ)2
 (4.2)
which acts on the unit cell vectors. The muffin-tin radii were kept fixed for all the
calculations for different strains and atomic volumes to minimize numerical errors
in the energetics of the core states.
As stated above we took the U and J values from the work of P. Larson et al.
[17]. We did this in order to make a comparison with their LDA+U calculations.
To verify the accuracy of the values of U and J taken from the work of P. Larson et
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al. [17], we performed constrained random phase approximation (see Appendix E)
calculations using the FP-LAPW code FLEUR and the SPEX routine [41]. Here,
we used for the Tb-atom a lmax = 10, and a 5s and 5p local orbital. For the
N-atom lmax = 6 and no local orbitals were used. Further, kmax = 4 and the
energy window is [-1.8,1] Hartree. This calculation was done for the experimental
lattice constant. The result is a U of 10 eV and a J of 0.5 eV. This means that U
used in our calculations is good, but J may be on the large side.
4.3 Results
4.3.1 Lattice properties
Just like the other rare-earth nitrides, TbN crystallizes in the rocksalt struc-
ture [17, 26]. Equilibrium lattice constants a and bulk moduli B obtained with
the aforementioned computational methods are reported in Table 4.1, together
with the experimental values [36, 37]. All the results presented here were obtained
without spin-orbit coupling. This approximation is motivated by the fact that
spin-orbit coupling effects are small for the delocalized spd states and thus should
not influence much the bonding properties [8]. In the next two subsections we will
discuss the effects of spin-orbit coupling more in detail.
The first column of Table 4.1 specifies the method used for the calculation,
as described in the previous section. The label VALENCE refers to the treatment
of the 4f electrons as valence electrons, while the label CORE indicates that the
4f electrons are treated as non-hybridizing core states. In case of LDA+U and
GGA+U the 4f electrons are treated as valence states, so none of the previous
labels is needed. However, when this method is applied to f electron systems, a
plethora of local minima can be obtained, corresponding to different local density
matrices at convergence. Here we consider two significant electronic configurations,
labelled as HUND and CUBIC. The former corresponds to a Russell-Saunders coupling
of the 4f states, which is consistent with the Standard Model of the rare-earths,
while the latter corresponds to the solution where the 4f configuration respects the
cubic symmetry of the lattice. These two solutions are usually found by converging
from different starting density matrices. In our calculations, instead, we applied
different initial potentials whose symmetries were broken with respect to certain
multipole moments [40]. At convergence these two approaches are supposed to be
equivalent. For GGA+U we report only results for the CUBIC state, since it was
not possible to obtain the solution that corresponds to the HUND state.
From Table 4.1 it is clear that all methods except LDA VALENCE reproduce
the lattice constant very well. The bulk modulus appears to be more sensitive to
the method used. However, all methods except LDA VALENCE and LDA+U HUND
give a value within 20 % of the experimental value. For the shear constant C ′
there are unfortunately no experimental data available and therefore we compared
our calculations with other theoretical analyses [38, 39]. The study from Ref. [38]
is based on a two-body interionic potential theory with modified ionic charge to
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Method a (A˚) B (GPa) C ′ (GPa)
LDA VALENCE 4.77 186 166
GGA VALENCE 4.91 140 115
LDA CORE 4.90 177 160
GGA CORE 4.99 162 146
LDA+U CUBIC 4.87 179 147
LDA+U HUND 4.87 182 < 0
GGA+U CUBIC 4.97 152 114
LDA+DMFT[HIA] 4.89 160 145
Experiment 4.92 150 –
Theory from Ref. [38] – – 115
Theory from Ref. [39] – – 131
Table 4.1: Calculated and experimental values for equilibrium lattice constant, bulk
modulus, and shear constant of TbN-bulk. The theoretical values are obtained by
means of LDA and GGA for 4f electrons treated as core states (CORE) and as valence
states (VALENCE), whereas for LDA+U and GGA+U solutions with cubic symmetry
(CUBIC) and maximal orbital moment (HUND) are reported. LDA+DMFT[HIA] refers
to a LDA+DMFT calculation where the effective impurity problem is solved within the
Hubbard-I approximation. The calculated values are compared with experimental val-
ues for the equilibrium lattice constant and bulk modulus [36, 37], while two previous
computational studies [38, 39] are used as reference for the shear constant.
include the Coulomb screening effect. The study from Ref. [39], instead, is based
on DFT through a projector-augmented-wave (PAW) method in GGA.
All calculations except one lead to a positive shear constant, which indicates
that the cubic structure is stable under the considered deformation. The lack of
a positive shear constant for the LDA+U HUND calculation proves that this calcu-
lation has an inner instability towards a tetragonal strain. We explored different
shears to find the crystal geometry corresponding to the minimal energy in the
LDA+U HUND calculation. We found that a volume conserving strain along the
z-direction resulted in the ground state when the c/a ratio was about 0.985. In
Ref. [17] it was argued that the cubic symmetry breaking of the 4f charge density
would not have major effects on the measured x-ray diffraction spectra, due to the
small contribution to the total charge density. However, our results show that this
symmetry breaking produces a sizeable tetragonal distortion of the lattice, which
is in contradiction with the experimentally observed cubic crystal structure.
A more detailed comparison of the CUBIC and HUND states in our study and
the corresponding states reported by P. Larson et al. [17] is given in Fig. 4.1.
In this figure the full and dashed lines of the ’present study’ part correspond to
respectively a calculation without (NO SOC ) and with (SOC ) spin-orbit coupling.
For the part of this figure corresponding to P. Larson et al. it is important to
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Figure 4.1: Schematic representation of LDA+U total energies, f projected orbital
moment (Lz) and spin moment (2Sz) of CUBIC and HUND states as calculated in the
present paper and by P. Larson et al. [17]. In the ’present study’ part the full and
dashed lines correspond to respectively a calculation without (NO SOC) and with
(SOC) spin-orbit coupling. In the P. Larson et al. part the total energy difference
corresponds to a scalar relativistic calculation. The moments are obtained by doing
one iteration with spin-orbit coupling on top of this fully converged scalar relativistic
calculation.
note that the total energy difference comes from a scalar relativistic calculation
without spin-orbit coupling. However, in their study the f projected orbital and
spin moments, respectively Lz and 2Sz where z is the magnetization direction,
are obtained by turning on spin-orbit coupling for one iteration after converging
this scalar relativistic calculation. Thus, for comparing the total energy difference
between the CUBIC and HUND states of P. Larson et al. and our study, we should use
the results obtained without spin-orbit coupling. We find that the LDA+U CUBIC
state is more favourable in energy than the HUND state of 0.59 eV. P. Larson et
al. find instead the opposite result [17], and with a much larger energy difference,
i.e. about 5 eV. The HUND states in both corresponding studies have the same 4f
spin moment (6 µB) and orbital moment (3 µB). The total moment in this case
becomes 9 µB , which corresponds well to the total magnetic moment obtained
from Russell-Saunders coupling and to what in general is expected for a trivalent
Tb atom in elemental form, or in any compound. For the CUBIC states, when
comparing our results with those by P. Larson et al., only the 4f spin moment
is in good agreement, and has a value of about 3 µB . The orbital moments,
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instead, are different, as reported in Fig. 4.1. This is due to the scheme used in
Ref. [17] to extract the magnetic moments as explained above. This is why the
CUBIC state of P. Larson et al. does not have pure cubic symmetry and has a non-
zero orbital moment. In the next subsection (Spin-orbit coupling and magnetic
properties) we discuss the orbital and spin magnetic moments coming from a fully
self consistent treatment of the spin-orbit coupling. Finally, we would like to
emphasize that for the total energy difference between the CUBIC and HUND states,
the same configurations are used as in the work of P. Larson et al. For the CUBIC
state this means that the minority spin electron occupies the a2u state and for the
HUND state the state with Lz = 3 quantum number is occupied.
To further analyse the disagreement in the ground state, we performed addi-
tional LDA+U calculations with the full-potential linear augmented plane-wave
method (FP-LAPW) FLEUR [41]. Here we found that the CUBIC state is 0.58 eV
lower in energy than the HUND state, in accordance to the FP-LMTO results. Fi-
nally we should mention that we also explored the effects of the inclusion of an
additional term Ud for the local Coulomb interaction between the Tb-5d electrons,
with J = 0 for sake of simplicity. We found that the energy difference between
the CUBIC and HUND states remains basically unchanged.
4.3.2 Spin-orbit coupling and magnetic properties
In this subsection we will analyze the influence of spin-orbit coupling and the
magnetic properties. Before we continue two things must be emphasized. First,
we used the equilibirum structures obtained above (see subsection Lattice prop-
erties) for this investigation. Second, all LDA/GGA as well as LDA+U and
LDA+DMFT[HIA] calculations reported above are done without spin-orbit coup-
ling. However, for the magnetic properties to which the 4f electron contribution
is crucial, the spin-orbit coupling must be included. Note that the orbital mo-
ments discussed in the previous subsection for the LDA+U approach were purely
induced by the local Coulomb interaction, which can favour states obeying the
second Hund’s rule [42]. The inclusion of the spin-orbit coupling, instead, offers
a more complete picture and allows us to also consider the effects associated to
the third Hund’s rule. The results of our calculations, for selected methods, are
summarized in Table 4.2. For DFT simulations in LDA and 4f electrons treated as
valence states, a total moment of 7.3 µB , consisting of a spin moment of 6 µB and
an orbital moment of 1.3 µB , is found. The self-consistent LDA+U simulations
were started from the CUBIC and HUND states discussed previously, and are there-
fore indicated with the same labels, although the cubic symmetry is now broken
due to the presence of spin-orbit coupling and finite magnetization. When starting
from the CUBIC state, we obtain a spin moment of 5.3 µB and an orbital moment
of 2.2 µB , giving a total moment of 7.5 µB . Conversely, when starting from the
HUND state, we obtain a spin moment of 5.0 µB and an orbital moment of 3.4 µB .
These new simulations can also be used to check the previously discussed total
energies of the LDA+U ground state. With the inclusion of relativistic effects,
we find that the CUBIC state is 0.29 eV lower in energy than the HUND state, in
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Method Lz 2Sz Lz + 2Sz
LDA VALENCE 1.3 6.0 7.3
LDA+U CUBIC 2.2 5.3 7.5
LDA+U HUND 3.4 5.0 8.4
LDA+DMFT[HIA] 2.7 5.7 8.4
Experiment – – 8.5
Table 4.2: Calculated and experimental values for the orbital, spin and total magnetic
moments of TbN-bulk. The meaning of the labels is the same as in Table 4.1, but here
we have also included corrections due to the spin-orbit coupling. The experimental
value is taken from the study of Ref. [37], as discussed in the main text.
qualitative agreement with our previous results. These results are also presented
in Fig. 4.1.
Evaluating the magnetic moment with LDA+DMFT[HIA] is a bit more in-
volved, due to problems related to the double counting correction [32] (see Sec-
tion 2.2.8). The Hubbard-I approximation requires as input the projected local
Hamiltonian of the 4f shell, which, for spin-polarized solutions, contains the 4f
shell exchange splitting. This exchange splitting arises from both intra-orbital and
inter-orbital contributions [32]. The former is due to the local Coulomb interac-
tion between the 4f electrons, and should ideally be considered only at the level
of the Hubbard-I approximation. Therefore, one should remove it from the input
local Hamiltonian, but unfortunately it is not possible to disentangle this term
from the inter-orbital contributions. Here we solve this problem by substituting
the entire exchange splitting with an approximate expression for the inter-orbital
contributions, as is explained below.
The exchange energy of rare-earths can be approximated [43, 44] as
EX =
1
4
∑
l,l′
Ill′mlml′ . (4.3)
Here l denotes the angular quantum number, ml = n
↑
l − n↓l are the corresponding
spin-moments and Ill′ are atomic exchange integrals. Since the s and p states do
not create any significant magnetic moment, the main inter-orbital contribution
to the exchange energy of the 4f states comes from the interaction with the Tb 5d
states. Thus, the exchange splitting of the 4f shell caused by the interaction with
the d states can be calculated from the inter-orbital energy EfdX = Ifdmfmd/2 as
follows:
∆EfdX =
∂EfdX
∂n↑f
− ∂E
fd
X
∂n↓f
=
∂EfdX
∂mf
∂mf
∂n↑f
− ∂E
fd
X
∂n↓f
∂mf
∂n↓f
= Ifdmd.
(4.4)
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This exchange-interaction acts as an effective field on the 4f shell, and we have
added it as such, with a strength determined by Eq. (4.4). This was evaluated from
an Ifd integral of 7 mRy, taken from Ref. [44], and a self-consistently calculated
value of md of 0.006 µB . This exchange interaction is then considered as an
effective field, which breaks the 2J+1 degeneracy of the ground state configuration,
so that only the lowest |J ,MJ〉 level is occupied. We find that this level (which
does hybridize slightly with other orbitals) carries a magnetic moment of 8.4 µB ,
of which 2.7 µB comes from the orbital part and 5.7 µB from the spin part. The
calculation of the md moment is associated with some uncertainty, since this value
will depend slightly on details of the calculation, e.g. the choice of muffin-tin
radius. To test the sensitivity of the calculated 4f moment to the value of md, we
increased md by one order of magnitude in Eq. (4.4), and performed a calculation
of the 4f moment as described above. We then obtain a 4f projected moment
of 8.7 µB , of which 2.8 µB comes from the orbital part and 5.9 µB from the spin
part. Hence the sensitivity of the 4f moment to the choice of the parameters in
Eq. (4.4) is not large, and the important aspect is that the 2J + 1 degeneracy is
lifted by the interaction with an inter-orbital exchange field.
From the low temperature experimental work in Ref. [36, 37] it has been re-
ported that the magnetic ordering of TbN, and other rare-earth nitrides, depends
critically on the carrier concentration, which can be controlled by slight modifica-
tions of N concentration. Saturation moments of 6.7-7 µB/Tb atom have been re-
ported for samples where there is still a small antiferromagnetic component [37] to
the essentially dominating ferromagnetic exchange. Samples that have solely ferro-
magnetic inter-atomic exchange have been reported to have moments of 8.5 µB/Tb
atom. [37] This value is close to the value expected from the Standard Model of a
trivalent Tb atom, and is also close to the calculations based on LDA+U HUND and
LDA+DMFT[HIA]. The latter, however, agrees better with the Standard Model
with respect to the balance between spin and orbital contributions to the total
magnetic moment. Namely from the standard model an orbital momentum con-
tribution of 3 µB/atom and a spin moment of 6 µB/atom is expected.
4.3.3 Spectral properties
In Fig. 4.2 we show the total density of states and the projected density of states
for the N-2p, Tb-5d and Tb-4f electrons. We report on all the methods dis-
cussed in the previous subsection, i.e. LDA VALENCE (Fig. 4.2(a)), LDA+U CUBIC
(Fig. 4.2(b)), LDA+U HUND (Fig. 4.2(c)) and LDA+DMFT[HIA] (Fig. 4.2(d)). All
these calculations are spin-polarized and include the effects due to the spin-orbit
coupling. For LDA VALENCE, two sharp peaks are observed in the 4f projected
density of states, one corresponding to the majority spin channel and the other to
the minority spin channel. This minority spin channel is pinned at the Fermi level,
because it is partially filled. At the moment no experimental photoemission spec-
tra of TbN are available to compare with the theoretical spectra. However, due to
the highly localized character of the 4f electrons, it is very unlikely that the dens-
ity of states can have a finite Tb-4f contribution at the Fermi level. In trivalent
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Figure 4.2: Total density of states (full black lines), and projected density of states
of N-2p (dashed blue lines), Tb-5d (dotted green lines) and Tb-4f (dashed-dotted
red lines) electrons. The most relevant methods of this study are reported in the
different quadrants: LDA VALENCE (a), LDA+U CUBIC (b), LDA+U HUND (c) and
LDA+DMFT[HIA] (d). Note that the scale of the y-axis is different in (a) compared
to (b), (c) and (d).
elemental Tb, where several material properties emphasize a smaller degree of
localization, the 4f spectral features are found at higher binding energy [20, 21].
In Fig. 4.2(b) we see that for the LDA+U CUBIC solution, which is our LDA+U
ground state, there is no or little 4f spectral intensity at the Fermi level. We
observe instead different peaks of the 4f projected density of states well below
and well above the Fermi level. Here the peaks at -8 eV and -7 eV come from
respectively the t1u and t2u state, and the peak at -6 eV from the a2u state. These
peaks are not due to the formation of atomic multiplets, but are caused on a single
particle level. Hence, although they have more structure, compared to the LDA
calculation, these structures are not the ones typically found for trivalent Tb, in
elemental form or in compounds.
In Fig. 4.2(c) we report the spectrum of the LDA+U HUND solution. This is not
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Figure 4.3: Total density of states (full black lines), and projected density of states
of N-2p (dashed blue lines), Tb-5d (dotted green lines) and Tb-4f (dashed-dotted
red lines) electrons in LDA+DMFT[HIA] without spin-polarization.
our ground state but it may be useful to look at its spectral properties in order to
check if the observed features resemble or not the atomic-like multiplets. To this
aim we can compare Fig. 4.2(c) and Fig. 4.2(d). In the LDA+DMFT[HIA] calcu-
lations, the 4f projected density of states (dashed-dotted red line) undoubtedly
shows peaks caused by the formation of atomic multiplets [23, 24]. The spectral
structure below the Fermi energy corresponds to f8 to f7 transitions, while the
structure above it to f8 to f9 transitions. The largest differences between the
LDA+U HUND and LDA+DMFT[HIA] calculation can be found in the majority
spin channel. In the LDA+U HUND spectrum the 4f peaks are closer to the Fermi
level, of about 4 eV, and also the shape and relative positions of the peaks seem
to differ. For example, LDA+U HUND has two 4f peaks at -5 and -4 eV, which
are absent in the LDA+DMFT[HIA] spectrum. Also LDA+DMFT[HIA] has 4f
peaks with multiplet features below -10 eV, while LDA+U HUND does not have
this.
Due to that some majority 4f states overlap with the N-2p states, a (small) hy-
bridization with them can also influence the binding properties (see again Table 4.1).
One could speculate that these differences are caused by an artificial increase of
the exchange splitting due to the method illustrated in the previous subsection. To
verify this point, we have computed the spectral properties also in the paramag-
netic phase, shown in Fig. 4.3. The Hubbard-I approximation is a proper many-
body theory, and takes into account several Slater determinants in the ground
state and excited states. Therefore the paramagnetic spectrum is expected to
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be very similar to the spin-integrated ferromagnetic spectrum. However, in the
paramagnetic phase no approximation on the exchange has been made, and there-
fore eventual differences with the magnetic case could be traced to that. The
total densities of states DOS in Fig. 4.2(d) and Fig. 4.3 are very similar, con-
firming that, in TbN, the differences between LDA+U and LDA+DMFT[HIA] are
indeed fundamental. The qualitative differences outlined in this paragraph are
in good agreement with a previous study on ErAs, where similar methods were
employed [24]. However, in the latter study the largest discrepancies between
LDA+DMFT[HIA] and LDA+U HUND were found in the minority spin channel.
Finally in Fig. 4.3 the major excitation peaks were also labelled in the cor-
responding atomic notation. The first peak below the Fermi level, at around
-4 eV, corresponds to a transition to the 8S7/2 state. The first peak above the
Fermi level, at around 3 eV, corresponds to a transition to 6H15/2. Overall, the
spectra of Fig. 4.2(d) and Fig. 4.3 are consistent with a typical spectrum of a
trivalent Tb atom, either in elemental form or in compounds [20, 21, 45]. Be-
sides the obvious advantage that multiplet-configurations are taken into account
in the LDA+DMFT[HIA] scheme, we also expect from previous calculations on
heavy rare-earth elements that the LDA+DMFT[HIA] calculation will resemble
the measured spectral properties of TbN bulk best (see e.g. [20, 21, 45]). In these
works an excellent comparison is found between LDA+DMFT[HIA] calculated and
experimental (XPS and BIS) spectra, also including elemental, trivalent Tb.
4.4 Conclusion
In this chapter, we have investigated the applicability of several theoretical meth-
ods to describe the 4f states of an archetypical rare-earth compound, TbN. These
treatments included LDA/GGA (with the 4f electrons as valence and core), LDA/
GGA+U, and LDA+DMFT in the Hubbard-I approximation. We have focused
our investigation on structural properties, equilibrium lattice constant, bulk mod-
ulus, magnetism and spectra. We have studied two significant local minima of the
LDA+U method. One is characterized by a 4f density matrix close to that given
by Hund’s rules, and labelled as HUND. The other one, labelled as CUBIC, originates
from the one-particle levels of a cubic crystal field, and retains the cubic symmetry
when spin-orbit coupling is neglected. This CUBIC solution has been found to have
lower energy compared to the HUND solution in all cases, i.e. with and without
spin-orbit coupling, with and without considering a Ud term for the Tb-5d states,
and also with a different electronic structure code.
When focusing on the equilibrium lattice constant, all methods reproduce the
measured data with good accuracy, except for LDA with 4f electrons in the
valence. The bulk modulus and shear constant appear to be rather sensitive to the
method used, and we find that the LDA+U method with a HUND solution results
in a negative C ′ constant, which is the signature of a sizeable tetragonal distortion
of the NaCl-structure. This result is, however, in contradiction to experiments. In
case of the magnetic properties only LDA+DMFT in the Hubbard-I approxima-
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tion is consistent with the Standard Model of the rare-earths, and gives a total,
as well as spin and orbital, magnetic moment in good agreement with experiment,
while all other methods have major or minor deficiencies. For the spectral prop-
erties only LDA+DMFT in the Hubbard-I approximation was able to capture the
expected atomic multiplets, but our assessment cannot be complete due to the
lack of experimental photoemission data.
Thus, our overall conclusion is that of all the theoretical methods used for the
calculation of the different physical properties of TbN, it is only LDA+DMFT
that is consistent with the Standard Model and available experimental data. This
conclusion is expected to hold for rare-earth systems in general, and it is suggested
here that for theoretical studies of rare-earth systems, the LDA+DMFT in the
Hubbard-I approximation should be considered as the primary theoretical tool.
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Chapter5
Valence stability and spectral
properties of rare-earth clusters*
In the previous chapter on TbN bulk experience has been gained on how to treat
4f electrons. This experience can be used to investigate the physical properties
of rare-earth clusters. However, before physical properties like the magnetic and
spectral properties can be studied, it is crucial to know the geometry and number of
4f electrons (valence stability) of the clusters. Namely the magnetic and spectral
properties strongly depend on the geometry and valence stability. In this chapter,
the Born-Haber cycle [1–3] is used to investigate the valence stability of rare-earth
clusters (Sm, Tb and Tm). Pure divalent and trivalent, but also mixed valence
configuration are considered. From total energy considerations we conclude that
Tm clusters show an abrupt change from pure divalent to pure trivalent at a size
of 6 atoms, while Sm and Tb clusters are respectively pure divalent and trivalent
up to a size of 8 atoms. In principle the valence stability of all rare-earth clusters
can be predicted from the calculations on clusters of just these three elements by
assuming that the generalized cohesive energy only changes gradually through the
whole rare-earth serie. With the valence stability at hand and a generalization of
the Born-Haber cycle, the Hubbard U parameter (see Appendix E) and the first
4f peak below the Fermi level is calculated. Finally, these quantities are used as
an input for a LDA+DMFT calculation within the Hubbard-I approximation (see
Section 2.2.8) in order to obtain the spectral properties.
*This Chapter is adapted from L. Peters, I. Di Marco, M. S. Litsarev, A. Delin, M. I.
Katsnelson, A. Kirilyuk, B. Johansson, B. Sanyal and O. Eriksson, ’Valence stability and spectral
properties of rare-earth clusters’, (submitted)
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5.1 Introduction
In order to study magnetic properties of rare-earth systems, knowledge of the num-
ber of 4f electrons consituting the local magnetic moments and the number of spd
electrons mediating the coupling between them is required. Hence we address in
this chapter the electronic structure and the total energy of such clusters, using
density functional theory (DFT) [4, 5]. In this way we can make specific state-
ments on the valence stability. We focus here on three elements Sm, Tb and Tm.
Sm and Tm were selected since they are known to have the smallest energy differ-
ence between a trivalent and divalent configuration in the bulk, whereas Tb was
selected due to its recent experimental interest. Since the valence stability is best
verified experimentally by use of spectroscopy, we have also calculated photoemis-
sion spectra, using the Hubbard-I approximation in combination with electronic
structure theory.
For our purpose ab-initio calculations can be used, i.e. DFT (see Section 2.2.3).
However, it is well known for rare-earth bulk systems that DFT in it its conven-
tional localized density approximation (LDA) or generalized gradient approxima-
tion (GGA) form is inadequate [6–8] (see also Section 2.2.8 and Chapter 4). This
failure is caused by the localized and strongly correlated 4f electrons, which can-
not be described properly by these functionals derived in the limit of a nearly
uniform electron gas. In practice this means that for the study of strongly correl-
ated systems one has to do something more than just DFT. What this ’more’ is,
depends on the physical property of interest. Two well known extensions of DFT
are LDA+U [9] and DFT plus dynamical mean field theory (LDA+DMFT) [10].
Both are based on a generalized Hubbard model, where the former uses a static
mean field approach and the latter a dynamical mean field approximation to solve
this model.
In this chapter the LDA+DMFT approach in the limit of zero hybridization,
usually referred to as Hubbard-I approximation (HIA) [11], is used to calculate
the spectral properties of the rare-earth clusters, e.g. Sm, Tb and Tm. Before a
Hubbard-I approximation calculation can be performed the geometry, the valence
stability, Hubbard U parameter and the first 4f peak position below the Fermi
level of the cluster must be known. As mentioned above for strongly correlated
systems something more than DFT has to be done. For the geometry calculations
this ’more’ refers to making the 4f electrons chemically inert by treating them as
part of the core. While in case of the valence stability, Hubbard U parameter and
first 4f peak position below the Fermi level this ’more’ is provided by experimental
information. More precisely this experimental information is required in the Born-
Haber cycle [1–3].
The Born-Haber cycle has already been used with great success and accuracy to
calculate the valence stability and first 4f peak below the Fermi level for the whole
elemental rare-earth bulk serie [2, 12]. From experiment and these calculations it
is now well established that with the exception of the α-phase of Ce, Eu, and Yb,
all rare-earth elements form a trivalent configuration in the solid [13]. Eu and Yb
are divalent, since this configuration provides a half-filled or filled 4f shell [13]. On
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the contrary the isolated rare-earth atoms are all divalent with the exception of
La, Ce, Gd and Lu, which form a trivalent configuration. It is thus very interesting
to know what happens in the regime in between the atomic and bulk limit, e.g.
the cluster regime. Is the cluster divalent, trivalent or mixed valent? Based on
the Born-Haber cycle it will be shown that Sm and Tb clusters are respectively
purely divalent and trivalent up to a size of 8, while Tm clusters change abruptly
from purely divalent to purely trivalent at a cluster size of 6. This abrupt change
appears rather unexpected, because for Tm bulk the surface is divalent for rough
surfaces [14, 15]. From this a mixed valence and thus gradual change in the valence
is more naturally expected. On the other hand experiments on rare-earth clusters
in an Ar matrix also showed an abrupt valence change [16].
Below, the usage of the Born-Haber cycle for the calculation of the valence
stability is explained first. Then we describe how, once the valence stability is
known, the Hubbard U parameter and the first 4f peak position below the Fermi
level can be easily determined. Finally the results of the valence stability and
spectral properties are shown and discussed. Note that up to the present date there
is experimentally no way to access directly the geometry or electronic structure of
isolated clusters and that theory is the only option at the moment.
5.2 Theory
5.2.1 Valence stability
In case of the valence stability the aim is to calculate the total energy difference
between a divalent, fn+1[spd]2, trivalent, fn[spd]3 and mixed valence configura-
tion. Unfortunately, these total energies (differences) are not directly accessible
for rare-earth systems in conventional DFT (LDA or GGA) [2, 3]. However, for
localized and thus strongly correlated systems the Born-Haber cycle can be used
for this purpose. The idea is to exploit the fact that the 4f shell is so localized
that it is essentially the same in the atom as in the isovalent cluster. This gives the
opportunity to combine DFT calculations, in which intra and inter 4f couplings
are neglected, with atomic experimental information to include these couplings.
In Fig. 5.1 the Born-Haber cycle is schematically depicted for the computation
of the energy difference E between a pure divalent and trivalent configuration.
From this figure it is immediately clear that E cannot be computed directly in
conventional DFT due to the lack of a proper description of the localized 4f
shell. Fortunately it is known that to a good approximation the difference between
the inter 4f couplings, EC,f→[spd](III)cluster and EC,f→[spd](II)cluster, can be
neglected [2, 3]. Thus it remains to compute the energy difference between the
intra 4f couplings, EC,f→f (III)cluster and EC,f→f (II)cluster. This problem can
be circumvented by going around the cycle via the atomic energies, since these intra
4f couplings then cancel with their isovalent atomic counterparts. However, by
going around the cycle in this way, three new quantities have to be introduced, i.e.
Efd, EC,f→d(III)atom, and EC,f→d(II)atom. The former is the energy required
to promote a 4f electron to the 5d shell in the atom and the latter two represent
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Figure 5.1: Schematical picture of the Born-Haber cycle. The dotted lines represent
total energies without intra and inter 4f coupling, while the full lines corresponds to
full total energy. Further, Efd is the atomic f to d promotion energy, EC,f→d(II)atom
and EC,f→d(III)atom refer to the coupling between the 4f and 5d shell of respectively
the divalent and trivalent atom, EC,f→[spd](II)cluster and EC,f→[spd](III)cluster
correspond to the coupling between the 4f shell and spd states of respectively the
divalent and trivalent cluster, and EC,f→f terms refer to intra 4f shell couplings.
the coupling energy between the 4f shell and the 5d shell. Since there is no 5d
electron in the divalent atom, EC,f→d(II)atom is zero, while the other two are
known experimentally [1, 2, 18].
Besides the introduction of these experimentally known atomic quantities, the
energy difference between the decoupled (intra and inter 4f coupling neglected)
isovalent atom and cluster should now be accuratly computed. This energy dif-
ference is often referred to as generalized cohesive energy and is known to be
reproduced very well by DFT [2, 3].
The concept above can be easily extended to more general configurations, e.g.
mixed valence configurations. The expression for the energy difference E between
a pure trivalent and mixed valence configuration thus becomes,
E =
[
E(III)atom − E(III)cluster
]−
[ndiv
ntot
E(II)atom +
ntriv
ntot
E(III)atom − E(mix)cluster
]−
ndiv
ntot
[
Efd − EC,f→d(III)atom
]
.
(5.1)
Here ntot is the total number of atoms in the pure trivalent and mixed valence
5.2 Theory 143
cluster, and ndiv and ntriv correspond respectively to the number of divalent
and trivalent atoms in the mixed valence cluster. Further, E(III)cluster and
E(mix)cluster correspond to the total energy per atom with intra and inter 4f
coupling neglected for a trivalent and mixed valence configuration of a cluster. Sim-
ilarly E(III)atom and E(II)atom are the total energy with intra and inter 4f coup-
ling neglected of a trivalent and divalent atom. Finally, Efd and EC,f→d(III)atom
are the atomic correction energies that are obtained from experiment. Note that
the first term between square brackets in Eq. 5.1 is the generalized cohesive energy
of a trivalent configuration. Furthermore, when E(mix)cluster would correspond
to a purely divalent configuration (ndiv = ntot and ntriv = 0 in Eq. 5.1), then the
second term between square brackets in Eq. 5.1 refers to the divalent generalized
cohesive energy.
5.2.2 Hubbard U parameter
The Born-Haber cycle and the calculation of the Hubbard U parameter among
the 4f electrons are closely related. This can be seen by looking at the following
definition [9] (see also Appendix E),
U = E(N + 1)− 2E(N) + E(N − 1), (5.2)
for the Hubbard U parameter. Here N is the total number of 4f electrons, E(N)
the ground state total energy, E(N + 1) the total energy of the configuration
with one atom having one more 4f electron with respect to the ground state and
E(N −1) is the total energy of the configuration with one atom having one less 4f
electron than in the ground state. From Eq. 5.2 it is immediately clear that the
Hubbard U calculation comes down to a consideration of total energies similar as
in the Born-Haber cycle. However, depending on the ground state other atomic
information than discussed so far is required. For example for a pure divalent
ground state, the promotion energy from the s to the f shell, Efs, and the coupling
energy between the 4f and 6s shell, EC,f→s, is needed for the evaluation of the
energy difference between E(N + 1) and E(N). Similar, for the evaluation of the
energy difference between E(N − 1) and a pure trivalent ground state this would
mean, that the knowledge of 4f to 5d shell (occupied with one electron) promotion
energy Efd2 and inter 4f and 5d shell (with now 2 5d electrons) coupling energy
EC,f→d2 is needed. All these quantities can be obtained either by experiment or
theoretical calculations [1–3, 12].
5.2.3 First 4f peak position
For the explanation of the calculation of the first 4f peak below the Fermi level,
Ref. [12] is followed. In this work the first 4f peak below the Fermi level is
calculated for all elemental bulk rare-earth systems. The first thing to consider
is that the time scale on which a photo-emission process takes place is too short
for the geometry to follow. Second, consider a bulk system from which in one
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unit cell a 4f electron is removed. This process can be artifically divided into two
steps: (1) a 4f electron is promoted to the valence band and (2) an electron is
adiabatically taken out of the valence band. In bulk the ionization energy of the
ground state and the state with one 4f electron promoted to the valence band are
virtually the same due to the screening of this 4f hole by the valence electrons.
This means that with respect to this ionization energy the first 4f peak position
corresponds to the total energy difference between the ground state and the state
in which one atom is replaced with one 4f electron less and one valence electron
more. Thus again the Born-Haber cycle can be exploited here.
For clusters however it is not clear whether the valence electrons are able to
fully screen the 4f hole. In other words there could be a difference in ionization
energy between the ground state and a state in which one 4f electron is promoted
to the valence states with respect to the ground state. This difference is estimated
by the difference in the eigenvalues of the highest occupied Kohn-Sham orbital of
these states.
5.3 Details of the calculations
All the calculations in this report are performed with a full potential linear muffin-
tin orbital (FP-LMTO) method [19]. A GGA parametrization of the exchange-
correlation functional as formulated by Perdew, Burke, and Ernzerhof is used [20].
Since the used FP-LMTO program is originally designed for periodic bulk systems,
a large cubic unit cell of 16 A˚ dimension is used to prevent the interaction between
clusters of different unit cells. Further, a calculation for the gamma point only
is done. The basic geometrical and basis setup is the same for all calculations
described above. A muffin-tin radius of 2.6 a.u. is used. The main valence basis
functions are chosen as 6s, 6p and 5d states, while 5s and 5p electrons are treated
as pseudocore in a second energy set [19]. The 4f states are treated as valence
states for the Hubbard-I calculations, while for all the other calculations they are
treated as core states. In the latter case 5f states are instead added to the valence
electrons, in order to have basis functions with f angular character. Three kinetic
energy tails were used for 6s and 6p states [19], with values -0.3, -2.8 and -1.6 Ry.
Details on the implementation of the Hubbard-I routine, that is used in this
work, are given elsewhere [21–25], and we refer the reader to those studies for a
complete description of our methods. The double counting is fixed by adjusting
the first 4f peak below the Fermi level to the one calculated (see Fig. 5.3) and by
the required number of 4f electrons (see Fig. 5.2).
For the calculation of the valence stability different starting geometries have
been considered and optimized for each valence configuration separately. The
wrapped polyhedron method was used to optimize the structures [26] (see also
Section 2.2.7).
For the other calculations the geometry is kept fixed to the ground state geo-
metry found in the valence stability calculations.
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5.4 Results
5.4.1 Valence stability
In Fig. 5.2 the results of the valence stability calculations of Sm, Tb and Tm for a
size range of 2-8 atoms are presented. The symbols connected by the dashed lines
correspond to the difference in the generalized cohesive energy between a pure
trivalent and divalent configuration in eV for different sized clusters. In this figure
the violet hexagons connected by the solid lines represent the atomic correction
energies in eV (Efd plus EC,f→d as described in Fig. 5.1). From Eq. 5.1 it is
clear that when the generalized cohesive energy difference is larger than the sum
of atomic correction energies a trivalent state is more favourable. Thus Fig. 5.2
shows that Sm and Tb clusters are respectively divalent and trivalent for all clusters
investigated here. We find however that for Sm a transition from divalent to
trivalent clusters should occur for cluster sizes just above 8. A different behaviour
is observed for Tm, since there is a change from divalent to trivalent at a size
of 6 atoms. Also note that for increasing cluster size, Sm, Tb and Tm slowly
approach their bulk generalized cohesive energies values of respectively 2.64, 2.69
and 2.96 eV [3]. From Ref. [1] it is known that these bulk generalized cohesive
energies change only gradually through the whole rare-earth series. With this
assumption the Sm, Tb and Tm data points can be extrapolated (linear dashed
lines in Fig. 5.2) to make predictions for all rare-earth clusters up to a size of 8
atoms. For example, the dimers of Dy, Ho and Er are predicted to be divalent,
while for larger cluster sizes they are trivalent.
So far only pure divalent and trivalent configurations have been compared.
However, Eq. 5.1 is also used to compare the total energy difference between the
pure trivalent configuration and the possible mixed valence configurations. The
results are shown in Table 5.1. Note that all (mixed) valence configurations are
compared with respect to the pure trivalent configuration. Thus a positive energy
difference means that pure trivalent is more favorable and negative means that
some or all atoms will be in the divalent configuration.
From Table 5.1 it can be inferred that for Tm there is an abrupt change from
pure divalent to trivalent, when the cluster size changes from 5 to 6. More pre-
cisly these pure states are favorable over mixed valence states by roughly less than
0.1 eV/atom. For Sm7 and Sm8 also the pure divalent state is preferred over
the mixed valence states by roughly less than 0.1 eV/atom. However, following
Refs. [1–3, 12] the errors involved in these calculations are also of the order of
0.1 eV/atom. Further, at finite temperatures the mixed valence configurations
could become more favorable due to their higher entropy. Thus, the absence of
mixed valence states cannot be rigorously excluded based on these calculations.
However, in experiments on rare-earth clusters incorporated in an Ar matrix, ab-
rupt valence changes were indeed predicted [16, 17]. In Ref. [17] the valence
transition for Sm and Tm clusters is observed at a size of respectively 6 and 10
atoms, which is in excellent agreement with our results. However, the results of
Ref. [16] for Pr, Nd and Sm clusters are in less good agreement with our results.
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Figure 5.2: Results of valence stability calculation for Sm, Tb and Tm clusters from
2-8 atoms. On the left vertical axis the generalized cohesive energy in eV is printed for
the different cluster sizes. The violet hexagons connected by the solid lines correspond
to the atomic correction energy in eV on the right vertical axis. The dashed lines
represent the simple linear extrapolations between the Sm, Tb and Tm data points.
The points where the solid line of the atomic correction energy crosses the dashed
line correspond to the valence transitions. In the cases where the dashed line is below
the solid line the system is divalent and in the opposite cases it is trivalent. Further,
the grey squares correspond to the generalized cohesive energies of the bulk.
This is probably due to the fact that in the experiments of Refs. [16, 17] it is very
hard to accurately estimate the cluster size.
5.4.2 Spectral properties
We now turn our attention to the calculation of spectroscopic information, since
it is a very natural way to experimentally detect the valency. To this end we have
adopted the Hubbard-I approximation (see Section 2.2.8). Before the Hubbard-I
approximation can be used to calculate the spectral properties, the Hubbard U
parameter, the first 4f peak below the Fermi level and the number of 4f electrons
per atom must be known. The results of the calculations for the Hubbard U and
the first 4f peak position below the Fermi level are presented in Fig. 5.3 for Sm,
Tb and Tm clusters of sizes between 2 and 8 atoms. In this figure the same colors
and numbers are used to indicate the equivalent atoms of the cluster. Further, it
is the first number after the rare-earth element specification that corresponds to
the Hubbard U value in eV and the second to the first 4f peak position below the
Fermi level in eV. Note that for the 4 and 6 atom clusters for respectively the blue
atom 2 and the grey atoms 1 only one rare-earth element is specified. This means
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System Configuration x E(III)− E(x)
(ndiv − ntriv) (eV/atom)
Tb3 3-0 1.1
2-1 0.99
1-2 0.57
Tm5 5-0 -0.1
4-1 0.06
3-2 0.06
2-3 0.03
1-4 0.02
Tm6 6-0 0.09
5-1 0.19
4-2 0.16
3-3 0.17
2-4 0.14
1-5 0.07
Sm7 7-0 -0.13
6-1 0.12
5-2 0.16
4-3 0.08
3-4 0.05
2-5 0.11
1-6 0.16
Sm8 8-0 -0.02
7-1 0.07
6-2 0.14
5-3 0.09
4-4 0.24
3-5 -0.01
2-6 0.03
1-7 0.06
Table 5.1: The energy difference between the pure trivalent E(III) and other possible
configurations E(x) is given in column three in eV per atom. In the second column
the first and second number represent respectively the total number of divalent atoms
ndiv and trivalent atoms ntriv of configuration x. The first column contains the
system.
that for the skipped rare-earth elements there are equivalent atoms, i.e. for Tb6
and Tm6 sites 1 and 3 are equivalent, and for Sm7 sites 1, 2 and 4 are equivalent.
For the 8 atom cluster information on Sm is absent, because it has a completely
different geometry.
The calculations presented in Fig. 5.3 are for the ground state. For Sm and Tb
this means respectively a divalent and trivalent configuration up to cluster size of
8. From Fig. 5.3 it can be observed that Tm shows an increase of about 1 eV in
the Hubbard U value right at its valence transition. Further, there seems to be
only a small site dependence of the Hubbard U value for all three elements.
Eq. 5.2 in combination with the Born-Haber cycle is used to obtain the Hubbard
U values of Fig. 5.3. In order to test the performance of this method we also
calculated the Hubbard U for Sm, Tb and Tm bulk resulting in 6.4, 5.2, and
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Figure 5.3: Results of the calculated site dependent Hubbard U and the first 4f
peak position, in eV, below the Fermi level for Sm, Tb and Tm clusters from 2-8
atoms. Equivalent atoms are colored and numbered the same. The first number after
the rare-earth element indication corresponds to the Hubbard U value in eV and the
second to the first 4f peak position below the Fermi level in eV. Note that for the 4
and 6 atom cluster respectively the atom with number 2 and the atoms with number
1 are only inequivalent for the elements indicated. Thus, for Tb6 and Tm6 sites 1 and
3 are equivalent. Further, for Sm7 sites 1, 2 and 4 are equivalent
6.3 eV, and compared it with the values obtained in Ref. [27]. It appears that
our calculated U values are in good agreement. On the other hand, however, a
Hubbard U of about 8 eV is commonly used for the 4f shell of the rare-earths [8,
21, 28, 29]. There is a clear ambiguity here. Since the calculated spectra of
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Refs. [8, 21, 28, 29] are in excellent agreement with experiment, we choose a U
according to what is used in these works, i.e. a U of 8 eV. In addition to the
Hubbard U parameter also the onsite exchange interaction J is needed. For the
J it is well known that it is almost system independent [30, 31] and is therefore
taken to be 1 eV [21, 28, 29].
Besides the Hubbard U values also the calculated first 4f peak position below
the Fermi level is shown in Fig 5.3. It can be observed that this peak position is
much more site dependent than the Hubbard U value. Also for Tm the absolute
value of the first 4f peak below the Fermi level is decreasing (Fermi level is ap-
proached), when the valence transition (a size of 6 atoms) is approached. With
this in mind it is expected that for Sm a valence transition will occur for a cluster
size larger than 8 atoms. Further, it is interesting that Sm in a divalent configur-
ation is non magnetic, while in a trivalent configuration it is magnetic according
to Hund’s rules. For Tb it is clear that the first 4f peak below the Fermi level is
approaching the bulk position, which is at 2.2 eV below the Fermi level. Trivalent
bulk Tm has the first 4f peak at 4.5 eV below the Fermi level, where the first 4f
peak positions of Tm6-Tm8 are already quite close to.
With all this established the Hubbard-I approximation can be used to calculate
the spectral properties. More precisely it is the 4f partial density of states (4f
PDOS) that is considered for Tb3, Tm5 and Tm6, and Sm7. For Tm it is calculated
just below (Tm5) and above (Tm6) the valence transition. This was done in order
to obtain insight in how the spectral properties depend on valency, cluster size
and rare-earth element. In Fig 5.4 the 4f PDOS is presented for (a) trivalent Tb3,
(b) divalent Tm5 and trivalent Tm6 and (c) divalent Sm7. Here the site numbers
between brackets in the legend refer to the numbered atoms in Fig. 5.3 of the
corresponding cluster size. For Tb3 all three atoms are equivalent so in Fig. 5.4(a)
only one site is indicated.
For all plots of Fig. 5.4 the first 4f peak position below the Fermi level (cor-
responding to zero energy) is the same as the calculated peak positions of Fig. 5.3,
since it is fixed to that value by the definition of the double counting [21]. Also
the atomic multiplet structure can be observed clearly in all these plots. For the
reader’s convenience some of the peaks are indicated. Further, from Fig. 5.4(b) it
is clear that the valency strongly affects the spectrum, and this should hence be
a clear possibility to experimentally detect the predicted valence stabilities. Also
the site dependence of the spectrum can be observed here and in Fig. 5.4 (c) for
Sm7.
5.5 Conclusion and discussion
The valence stability calculations show that Sm and Tb clusters are respectively
purely divalent and trivalent up to a size of 8, while Tm shows an abrupt transition
from purely divalent to trivalent at a size of 6. On the other hand at this valence
transition of Tm, the energy difference with respect to the mixed valence configur-
ations is small. The same holds for Sm7 and in particular Sm8. Sm8 actually has
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several electronic configurations that are all within 10-100 meV. Unfortunately the
accuracy of the valence stability calculations is approaching these energy differ-
ences. Therefore a mixed valence situation cannot be completely excluded from
this study. This holds even more at finite temperatures, where mixed valency be-
comes more favorable, due to its larger entropy compared to purely divalent and
trivalent configurations. An experimental investigation of this prediction would
be highly interesting and could potentially also shine light into the finer details
of mixed valency. With the valence stability at hand, the Hubbard U estimated
by 8 eV and the first 4f peak below the Fermi level calculated, the Hubbard-I
approximation is used to calculate the 4f PDOS of trivalent Tb3, divalent Tm5,
trivalent Tm6 and divalent Sm7. From these spectra the atomic multiplet struc-
ture can be clearly observed. Also a clear picture is obtained of how the 4f PDOS
dependens on valency, cluster size and rare-earth element. This then could serve as
a diagnostic to experimentally verify the intricate behavior of the valence stability
of the rare-earth clusters that we predict here.
In this work a Hubbard U of 8 eV is used to calculate the spectral properties,
which is roughly 2-3 eV higher than our calculated Hubbard U values of Fig. 5.3.
The Hubbard U of 8 eV is used, because it is known to give results for the rare-
earths in good agreement with experiment [8, 21, 28, 29]. However, there is a more
fundamental reason to use a larger U for Hubbard-I calculations compared to the
values obtained from Eq. 5.2 in combination with the Born-Haber cycle. Namely
the U values obtained in this way take the screening of a 4f electron by the other
4f electrons into account. On the other hand the Hubbard-I approximation is
a proper many-body method and therefore also describes the screening among
the 4f electrons. Thus, for a Hubbard-I calculation the screening among the 4f
electrons should be excluded, which would result in higher U values compared
to those in Fig. 5.3. Unfortunately it is very hard to estimate this contribution
coming from the screening among the 4f electrons. Note that the Born-Haber
cycle was actually invented in order to circumvent the direct evaluation of the
intra 4f couplings (between two different valence configurations). Therefore we
propose the following approach for the calculation of spectral properties, i.e. 4f
PDOS. That is to calculate in addition to the first 4f peak below the Fermi level
(see Section 5.2.3) also the first 4f peak above the Fermi level. This can be done
in a similar way as described in Section 5.2.3 and in Ref. [12]. With these two peak
postions established, we again perform the Hubbard-I calculations with the double
counting that fixes the first 4f peak position below the Fermi level. However, now
we will tune the Hubbard U value in such a way that the first 4f peak position
above the Fermi level will be on top of the calculated value.
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Figure 5.4: The with Hubbard-I approximation calculated 4f PDOS is plotted for (a)
trivalent Tb3, (b) divalent Tm5 and trivalent Tm6, and (c) divalent Sm7. Site 1, site
2 etc. refer to the numbered atoms in Fig. 5.3.
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Chapter6
Magnetism and exchange
interaction of small rare-earth
clusters; Tb as a representative*
With the theoretical methods and valence stability established in the previous
chapters, it is now possible to start the investigation on the magnetic properties. In
this chapter we will follow, both experimentally and theoretically, the development
of magnetism in Tb clusters from the atomic limit, adding one atom at a time. The
exchange interaction is, surprisingly, observed to drastically increase compared to
that of bulk, and to exhibit irregular oscillations as a function of the interatomic
distance. From electronic structure theory we find that the theoretical magnetic
moments oscillate with cluster size in exact agreement with experimental data.
Unlike the bulk, the oscillation is not caused by the RKKY mechanism. Instead,
the inter-atomic exchange is shown to be driven by a competition between wave-
function overlap of the 5d shell and the onsite exchange interaction, which leads
to a competition between ferromagnetic double exchange and antiferromagnetic
super exchange. This understanding opens up new ways to tune the magnetic
properties of rare-earth based magnets with nano-sized building blocks.
*This Chapter is adapted from L. Peters, S. Ghosh, B. Sanyal, C. van Dijk, J. Bowlan,
W. de Heer, A. Delin, I. Di Marco, O. Eriksson, M. I. Katsnelson, B. Johansson and A. Kir-
ilyuk, ’Magnetism and exchange interaction of small rare-earth clusters; Tb as a representative’,
(submitted)
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6.1 Introduction
Magnetism is a macroscopic phenomenon that at microscopic level occurs due
to exchange interactions, whose typical range, or more simply length scale, is
determined by the spatial extent of the quantum mechanical wavefunctions [1].
Confinement of these wavefunctions by for example the presence of a surface leads
to many unusual magnetic phenomena [2]. A natural question, in light of these
considerations, is what happens in a system smaller than the length scale of the
bulk exchange field? Here we investigate Tb clusters as a representative of magnet-
ism of rare-earth clusters, and we try to draw conclusions which apply in general
to clusters of rare-earth elements.
The rare-earth metals have similar crystal structures, which arise from elec-
tronic structure of the valence shells as the localised 4f shell is being filled [3–6].
In spite of this, their magnetic structures vary significantly [7]. This is directly
related to the mechanism of the exchange interaction in these materials where the
spinpolarized 4f wavefunctions of each atom do not overlap but are responsible
for a large magnetic moment. In contrast, the spd electrons are delocalized and
form bands, leading to rather complicated Fermi surfaces [8]. The exchange inter-
action known as Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [9–11] (see
also Section 3) between the localised 4f moments is mediated by these delocalised
electrons. It is long-ranged and results in the oscillatory behaviour of the magnetic
coupling as a function of the separation between the atoms [12], described by the
electron wavevectors at the Fermi surface. In a periodic lattice this causes certain
frustrations and results in several magnetic phases, from simple ferromagnetism
to helical antiferromagnetism and others [7, 13–15].
The interatomic exchange parameters for the rare-earth metals are relatively
small. For Tb they are of the order of 10-100 µeV [16]. Nevertheless, because of
the rather long range of this interaction, up to 7-8 A˚, a contribution by many sites
(66 within a radius of 8 A˚) must be summed up to account for the total strength
of the effective exchange interaction (the local Weiss field). In the case of bulk Tb,
this Weiss field becomes Hex = 8.3 meV/µ
2
B, resulting in a critical temperature
above 200 K.
When the system size is reduced, electronic wavefunctions mediating the ex-
change are constrained by the boundaries. Because of this, surfaces often show
magnetic properties drastically different from their bulk counterparts [1, 17]. For
example, the magnetocrystalline anisotropy energy (MAE) typically increases in
low-dimensional systems. In bulk Tb, the MAE is around 1 meV per atom, whereas
in the clusters studied here, both experiments and theory give values of MAE of
the order of 10 meV per atom (see Appendix F for details). The situation is ex-
pected to become extreme if the size of the whole system becomes comparable to
or smaller than the length scale of the bulk exchange interaction. Such a situation
is unthinkable in the case of the direct exchange, which by nature is short-ranged,
or even the short-ranged super exchange and double exchange. In fact, the ranges
of these three types of exchange interactions are all limited to the interatomic
distances. It is for materials with RKKY exchange that a unique situation occurs,
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in that the exchange has to be drastically modified for clusters when compared
to bulk. For this purpose we have studied experimentally and theoretically the
magnetic properties of rare-earth clusters, using Tb clusters as a representative.
6.2 Experiment: Stern-Gerlach magnetic deflection
To study the magnetism of small mass-selected Tb clusters we used a standard
laser-ablation cluster source with controllable temperature in combination with
Stern-Gerlach magnetic deflection spectrometer (Fig. 6.1(a) and Appendix G), see
also an early attempt in Ref. 18. The first striking result of these measurements is
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Figure 6.1: Magnetic deflection measurement of the magnetic moments of Tb
clusters: (a) Cluster beam profiles with the deflection magnet (parameters shown
in the inset) on and off. While the deflection towards higher magnetic field indicates
a sizable magnetic moment, the double-sided deflection profile is a clear sign of a large
magnetic anisotropy locking the magnetic moment to the cluster lattice. For the fur-
ther discussion, see Appendix G. (b) Magnetic moments of Tb clusters showing very
large oscillations between ferro- and antiferromagnetic configurations in the clusters.
While the magnetic moment is strongly reduced at higher temperature, the ferro- /
antiferromagnetic variations are preserved.
that the magnetic moment of the clusters oscillates with the number of atoms, from
very large values of about 10 µB/atom (note that bulk Tb has an atomic magnetic
moment of about 9.3 µB/atom [19]) down to 2 µB/atom, as shown in Fig. 6.1(b).
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Keeping in mind the localized nature of the 4f states for this heavy lanthanide, it
is unlikely that the atomic magnetic moments become quenched. Therefore, vari-
ations in the exchange interaction, possibly coupled to the geometrical structure
of the clusters, must be the reason for these oscillations. The resulting magnetic
structure is then expected to be either ferrimagnetic or non-collinear.
At T = 189 K the magnetization is measured to be reduced to 25-30 % of the
low temperature values, but nevertheless the clusters are still magnetic. This is
also confirmed by the similar size-dependent oscillations in the magnetic moment.
Therefore the Curie temperature of the clusters is at least of the same order as in
the bulk, where TC ≈ 230 K [19]. This fact directly indicates that the exchange
interaction is drastically different from that of the bulk, since finite size effects
normally lead to reduced ordering temperatures, and this is further analysed below.
6.3 Electronic structure: valence stability
With the Tb cluster magnetic moments established experimentally, theoretical
calculations and considerations were employed to understand the origin of the ob-
served variations. However, before the magnetic structure can be investigated,
we first need to consider the geometry and electronic structure, since the mag-
netic structure strongly depends on these quantities. The geometry of selected Tb
cluster cations is investigated in Ref. 20, where experimental vibrational spectro-
scopic data are compared with theoretically calculated ones for Tb cation clusters.
In our work, as a starting point, full geometry optimization is performed for neut-
ral Tb clusters up to Tb13. These geometries happen to be very similar to those
obtained for cations [20], though naturally with some differences in the interatomic
distances introduced by the ionization. With this information on the geometry the
next step can be taken, namely a consideration of the electronic structure. In par-
ticular, the valence stability of Tb clusters should be investigated since a-priori it
is unknown whether these clusters are tri- or di-valent. The valence stability refers
to the number of valence electrons in a system and thus indirectly to the number
of 4f electrons. Since, the 4f electrons constitute the local magnetic moment and
the spd electrons (valence electrons) mediate the coupling between them in a rare-
earth system, it is absolutely crucial to know the exact number of the electrons
involved in these two sub-systems.
For this purpose calculations of the valence stability using the Born-Haber
cycle [6, 21] were performed, which evaluates the total energy difference between a
trivalent and divalent configuration (for all details see Chapter 5). Here trivalent
corresponds to the configuration with 3 valence electrons (spd electrons) and
divalent to the situation with 2. For a Tb atom a trivalent configuration cor-
responds to a 4f shell occupied by 8 electrons, giving rise to S = 3, L = 3, J = 6
and g = 3/2 [7], whereas a divalent atom has 9 electrons in the 4f shell, with
S = 5/2, L = 5 and J = 15/2 and g = 4/3. That the preference for either
trivalent or divalent for a Tb cluster is not clear from the beginning, can be under-
stood from the fact that the free Tb atom is divalent (as are most of the rare-earth
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atoms) in contrast to bulk Tb, which forms in a trivalent configuration. Thus it
is unknown where the transition from divalent to trivalent takes place when going
from atom to bulk, via different sizes of the clusters. Calculating the energetics
with the Born-Haber cycle for the valence stability (using density functional the-
ory in generalized general gradient (GGA) limit, for details see Section 2.2.3 and
Chapter 5) we found that all Tb clusters considered in this study are trivalent,
at their equilibrium bond distances. Thus all Tb clusters have 8 4f electrons and
3 spd electrons per atom, and the magnetism of the clusters should be further
investigated using this electronic configuration.
6.4 Magnetic structure I: 4f electrons in the core
In order to understand the magnetic behaviour, we employ a theoretical analysis
based on ab-initio calculations using two complementary theoretical tools. The
first treats the 4f electrons as part of the core states, which means that they are
chemically inert within this treatment. In the past this method was used with
success for rare-earth bulk systems, and constitutes what is referred to as the
Standard Model of the rare-earths. As examples, one may note that the Standard
Model was shown to reproduce with good accuracy measured densities, structural
stability, bulk modulus and even the interatomic RKKY exchange [4–6, 13–15].
The second method, LDA+U, that we have used is discussed in the next paragraph
(Magnetic structure II: LDA+U).
The first method used to calculate the total magnetic moment of Tb clusters
is the 4f electron in the core method. For this type of DFT calculations, the full-
potential linear muffin-tin orbital method (FP-LMTO) developed by Wills et al.
was used [37]. We used a LDA exchange-correlation functional, in the formulation
of Perdew and Wang [40] (see also Section 2.2.3). For the valence states, pseudo-
core 5s and 5p basis functions, and the valence 6s, 6p and 5d basis functions, were
used. Further, the valence states were treated scalar relativistically (spin-orbit
coupling neglected), while the electronic core states including the 4f electrons
were treated fully relativistically. For geometry optimalization the wrapped poly-
hedron relaxation method is used [39] (see also Section 2.2.7).
Comparing for Tb2-Tb7 the calculated total magnetic moments of this first
method (yellow dots) with the experimental values (black squares) in Fig. 6.2, a
few things should be noted: first, the general trend is perfectly reproduced, and
second, the absolute values are also very close to the experimental data.
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Figure 6.2: Calculated geometric structures and magnetic moments of Tb clusters.
The experimental magnetic moments in µB/atom (filled black squares) are compared
with the results of calculations. The green filled squares and the open red circles both
correspond to LDA+U calculations, while the filled yellow circles correspond to the 4f
electron in the core calculations. More precisely the green filled squares correspond
to the spin moment of a collinear calculation without spin-orbit coupling and the red
open circles to spin plus orbital moment of a non-collinear calculation with spin-orbit
coupling. In addition, the details of the cluster structure and magnetic configuration
are shown for the non-collinear LDA+U calculation with spin-orbit coupling, where
blue (red) coloured atoms indicate spin up (down) states.
6.5 Magnetic structure II: LDA+U
In order to analyse the influence of non-collinearity on the same footing as the
possibility of a quenching of the 4f moment (see Section 3), we performed calcu-
lations with the LDA+U method (see Section 2.2.8)) [22, 23]). This method also
makes use of an effective single electron approximation. However, the 4f electrons
are now allowed to hybridize with the spd electrons. Further, the onsite Coulomb
interaction between the 4f electrons is treated on a mean field level. It is import-
ant to note that non-collinearity may originate from geometrical frustration as
well as the Dzyalochinskii-Moriya interaction and single-ion magnetic anisotropy
(see Section 3). Therefore, in order to capture all mechanisms on equal footing,
we also introduced spin-orbit coupling within the LDA+U calculations.
For the LDA+U calculations, the Vienna ab-initio simulation package (VASP)
was used [41], which is also based on DFT. The LDA+U method is used, because
plain DFT (with 4f electrons in the valence) in its LDA/GGA form is derived
from the (nearly) homogeneous electron gas. This usually works well for itin-
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erant electrons in solids. When the (valence) electrons acquire a more localized
character, e.g. in atoms, molecules or clusters, the strong electron-electron inter-
action cannot be properly described through LDA or GGA. The errors generated
by an approximated exchange-correlation functional are often repaired through
methods that go beyond DFT. One of the most successful of these methods is the
LDA+U approach. First, an explicit two-particle Hubbard-like term is introduced
in the Kohn-Sham Hamiltonian to describe the strong Coulomb repulsion between
a given set of localized electrons (see Section 2.2.8). This term is fully specified
by the Hubbard parameter U and the Hund exchange J . Then, the resulting
Hamiltonian is solved in the mean-field (static) Hartree-Fock approximation. The
LDA+U approach is effectively a one-particle theory, but has been proved to be a
good compromise between accuracy and computational effort for atomic-like elec-
trons, like the 4f states of Tb. Here, we used LDA+U in the rotationally invariant
formulation of Dudarev et al. [42] (see also [41] and Section 2.2.8).
VASP is a DFT implementation based on a pseudopotential plane wave method
(see Section 2.2.7) and uses periodic boundary conditions. To calculate the elec-
tronic structure of an isolated cluster a large cell in a periodic cubic lattice was
considered. The size of the unit cell was varied, with edges of 16 A˚, 18 A˚ and
20 A˚. The k-mesh was set to contain uniquely the Γ-point. Finally, the cutoff of
the plane waves was equal to 400 eV.
The calculations were considered converged for changes of the total energy
smaller than 10−6 eV between two consecutive iterations. The geometry was
instead considered converged, when the forces on all atoms were smaller than
5 meV/A˚. The exchange-correlation functional was described in the GGA by
Perdew-Burke-Ernzerhof in combination with a projector augmented wave method
[38]. As mentioned above, LDA+U (note that this is the usual nomenclature and
that it is in our case corresponding to GGA+U) calculations were performed in
the rotationally invariant formulation of Dudarev et al. [42]. This means that only
the difference U − J enters in the total energy functional. The effective U − J
value used for the magnetic structure calculations was 3 eV, but values up to 5 eV
were checked to verify that the magnetic structure does not change significantly
for a small change of parameters.
Finally we should mention that for the magnetic structure of Fig. 6.2 we per-
formed two types of calculations: (1) A spin polarized calculation without spin-
orbit coupling and non-collinearity, which means that the spin degrees of freedom
are decoupled from the lattice and can only be up or down. (2) A non-collinear
spin polarized calculation with spin-orbit coupling, meaning that the spins are
now coupled to the lattice and are allowed to point in an arbitrary direction. Fur-
thermore, the calculation of the exchange parameters of Fig. 6.5 was a type (1)
calculation and the magnetic anisotropy calculation (see Appendix F) was of type
(2).
Comparing the total calculated magnetic moments (red open circles) with the
experimental values (black squares) in Fig. 6.2, a few things should be noted: first,
the general trend is also on this level of approximation perfectly reproduced, and
the absolute values of the LDA+U calculations are very close to the experimental
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data. Second, the orbital part of the magnetic moments is somewhat underes-
timated, which occurs often in calculations based on density functional theory
employing LDA, GGA and LDA+U approximations [24–26]. This underestima-
tion can be seen from Fig. 6.2 by comparing the magnetic moment of a collinear
cluster (e.g. Tb3, Tb5 and Tb6) from a calculation where the spin-orbit coupling
is neglected (green squares) with the moments obtained from a calculation which
includes spin-orbit coupling (red open circles). In this way an orbital moment of
approximately 2 µB/atom may be deduced, while from Hunds rules a value of 3 µB
is expected. Although a small quenching of the orbital moment might be expec-
ted, a value of 2 µB/atom is a reduction larger than observed experimentally for
most Tb systems, and reflects most likely the approximate nature of the LDA+U
method when applied to rare-earths [25]. Third, the calculated atomic moments,
in particular the 4f projected moments, are independent of the particular cluster
structure and the spin component of the 4f moments is close to 6 µB/atom.
Hence, we conclude that the observed non-monotonic trend of the cluster mag-
netism (Fig. 6.2) is due to the varying degree of antiferromagnetic/ferromagnetic
couplings in addition to a certain degree of non-collinear couplings among essen-
tially unquenched Tb moments. In Fig. 6.2 we note that several of the clusters are
ferrimagnetic with essentially collinear ordering and some clusters are ferromag-
netic, also with essentially collinear couplings (Tb3, Tb5, Tb6, Tb12 and Tb13).
One cluster stands out in this regard, namely Tb13 which has all moments essen-
tially ferromagnetic, except that of the center atom which has a large degree of
non-collinearity. We will return to the reason for such behaviour of the exchange
couplings below. As noted, the spin configuration of the Tb13 cluster is practic-
ally collinear (except the center atom). This is confirmed by the experiments,
but is in strong contrast with an earlier prediction of a fan-like spin structure
for a 13-atom Gd rare-earth cluster [27, 28], where bulk-like behaviour of the ex-
change was simply projected onto the cluster structure using a simple Heisenberg
exchange model [28]. On the other hand, recent DFT calculations of Gd13 [29]
showed ferromagnetic structure somewhat similar to our results.
Although the calculated magnetic moments of the LDA+U method match the
experimental ones very well, there is a problem involved in these calculations.
Namely, the 4f occupation is non-integer (with a deviation of about 0.2 elec-
trons), while we tested, using the valence stability calculations, that it should be
integer (see Chapter 5). In order to analyse this further, we calculate the exchange
interaction in the clusters starting with a dimer, and compare the results of the
calculations with the 4f electrons in the core with the LDA+U calculations.
6.6 Exchange mechanism
The calculated total magnetic moments of both the 4f electron in the core and
LDA+U method are in excellent agreement with experiment, indicating the cor-
rect guess of the internal magnetic structure of each of the investigated clusters.
However, the physical mechanisms that determine the couplings between these
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moments have to be elucidated. In order to obtain an understanding of these coup-
lings we study in more detail the exchange interaction of a Tb dimer as function
of interatomic distance. More precisely we calculate the total energy difference
between a ferromagnetic and an antiferromagnetic Tb dimer. In Table 6.1 the
first column contains the interatomic distance in A˚ngstro¨m, the second and third
columns show the energy difference between a ferromagnetic and antiferromagnetic
configuration, ∆E, obtained by, respectively, localizing the 4f electron in the core
and localizing the 4f electrons via the LDA+U method. Here a positive ∆E means
that the ferromagnetic configuration is favoured. Thus from Table 6.1 it is clear
that the results of the two methods differ drastically. The former method pre-
dicts a ferromagnetic configuration to be favourable for all interatomic distances,
whereas the latter predicts a behaviour where the coupling fluctuates between
antiferromagnetism and ferromagnetism, depending on distance.
Interatomic ∆E (eV) ∆E (eV) 4f occupation
distance (A˚) 4f electrons LDA+U LDA+U
in core AFM FM
2.5 1.05 -0.82 8.2 8.3
3.0 1.11 0.97 8.6 8.4
3.5 0.54 -0.29 8.8 8.5
4.0 0.49 -0.04 8.6 8.0
4.5 0.32 -0.35 8.7 8.1
Table 6.1: The first column contains the interatomic distance in A˚ of the Tb di-
mer. The second and third column correspond to the total energy difference ∆E
(in eV) between a ferromagnetic and antiferromagnetic configuration for respectively
the 4f electron in the core and the LDA+U method. The fourth and fifth columns
contain the 4f occupation in the LDA+U calculation, the first corresponding to an
antiferromagnetic configuration and the second to the ferromagnetic one.
The calculated 4f occupation is listed in column 4 of Table 6.1 for the LDA+U
method, where the first number in this column corresponds to the 4f occupation
of the antiferromagnetic configuration and the second to the ferromagnetic config-
uration. Clearly the 4f occupancy is non-integer, which is surprising in light of the
integer occupation expected for fully localized electron systems and the Standard
Model of the rare-earths. By using the Born-Haber cycle (for details see Chapter 5)
we find that for 2.5, 3.0 and 3.5 A˚ bonding distance the 4f occupation should be 8
(trivalent), while for 4.0 and 4.5 A˚ it should be 9 (divalent). This shows that the
transition from divalency to trivalency occurs within the diatomic molecule at a
bond distance larger than the equilibrium distance. Potential experimental ways
to control the interatomic distance to investigate this predicted valence change
would be to place Tb atoms on a substrate, where the interatomic distances can
be varied by direct placement of the Tb atoms. Nevertheless, these considerations
show that the occupations given by the LDA+U method in Table 6.1 are some-
what inaccurate, with a resulting uncertainty in the calculated electronic structure
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properties (magnetic moments, exchange coupling etc.), and we conclude that the
4f as core results are more accurate than the results of the LDA+U method in
Table 6.1. In light of this it is surprising that the trend in the magnetism of the
experimentally investigated Tb clusters (Fig. 6.2) is reproduced quite accurately
with this level of theory. We will discuss this point further in the concluding
section.
We now move on to discuss possible exchange mechanisms that can explain
the results of Fig. 6.2 and Table 6.1. We start by noting that the radial extent
of the atomic 4f wavefunctions prohibits a direct coupling to be responsible for
the exchange, since the overlap is too small. Instead, an indirect coupling via
the spd valence states must be responsible. However, in the case of clusters it is
rather inappropriate to talk directly about RKKY exchange, since a Fermi surface
and Bloch states are not present. Therefore, it is better to speak more generally
of indirect exchange. This indirect coupling could be mediated either by a local
(intra-atomic) exchange interaction, or by mixing (hybridization) between the 4f
and spd valence states [14, 15]. For rare-earth bulk systems it is well known that
the former effect dominates [7]. From our calculations we find that the 5d states
give the largest contribution to the exchange. Thus, to understand the microscopic
origin of the exchange one has to determine when a localized 5d state prefers to
hop to a site with a local 4f moment parallel or antiparallel to the local 4f moment
at its own site.
One may speculate that the exchange mechanism described by Alexander and
Anderson [30] (see also Section 3.3) could take place in these clusters. Accord-
ing to this theory, ferromagnetic coupling in a bulk material is favoured when the
Fermi level is at a peak in the 5d partial density of states and for antiferromagnetic
coupling the Fermi level is between two peaks. These pictures exactly correspond
to ferromagnetic double-exchange and antiferromagnetic super-exchange (see Sec-
tion 3.3) and note that Alexander and Anderson used the name super exchange to
refer to the kinetic exchange discussed in this section), respectively. Note that this
picture concerns a general physical picture and is not limited to some model ap-
proximations, e.g. mean-field treatment of the single band Hubbard model [31, 32].
In Ref. 30 the situation of two impurities in an electron gas is considered. The
interaction of the impurity with the electron gas leads to a broadening of the im-
purity peak. Therefore one could consider the 5d peak positions with respect to
the Fermi level as a fingerprint for the exchange mechanism, e.g. double or super
exchange. However, in case of a cluster we are dealing with discrete energy levels
rather than broadened peaks. Therefore we should reinterpret the considered pic-
ture in the following way: when the spin sign of the 5d partial density of states is
the same below and above the chemical potential, ferromagnetic double exchange
is preferred, while for opposite spin sign antiferromagnetic super exchange is fa-
voured. Note that this interpretation is equivalent to the original one of Alexander
and Anderson [30].
For convenience a schematic picture of the double exchange and super ex-
change mechanism together with their corresponding 5d partial density of states
is depicted in Fig. 6.3. From this picture it is clear that for the double exchange
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Figure 6.3: A schematic picture of the double and super exchange mechanisms to-
gether with their corresponding 5d partial density of states (5d-PDOS). The red arrows
correspond to the localized magnetic moments constituted by the 4f electrons, while
the small purple arrow corresponds to an spd electron.
situation an antiferromagnetic configuration is unfavourable due to the onsite ex-
change interaction, e.g. the onsite exchange between the 4f and 5d electrons,
which opposes the hopping. In case of super exchange the ferromagnetic configur-
ation is unfavoured due to the absence of hopping possibilities with respect to the
antiferromagnetic configuration.
Thus for the double exchange situation we would have, without hopping, two
degenerate spin up levels at the Fermi level (EFermi in Fig. 6.3). With hopping
these two levels split up, which results in the typical 5d partial density of states
depicted in Fig. 6.3. For the super exchange situation (without hopping) a spin
up and down level separated by the onsite Coulomb repulsion (indicated by U in
Fig. 6.3) is obtained in the 5d partial density of states. Since this onsite Coulomb
repulsion is much larger than the hopping, the hopping will only result in a small
shift of these levels. This means that the overall picture of a spin up and down
level separated by the onsite Coulomb repulsion in the 5d partial density of states
remains the same.
In order to test if the mechanism of Ref. 30 can be applied to the clusters
investigated here, we used the method of treating the 4f electrons as core states
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to calculate the 5d partial density of states as function of inter atomic distance
for Ce2, Pr2 and Tb2, and compared it with the total energy difference between a
ferromagnetic and antiferromagnetic calculation. Note that for Ce2 and Pr2 this
means that respectively 1 and 2 4f electrons are treated as core states of each atom,
whereas for Tb 8 4f electrons were treated as core. For Tb dimers we found that
a ferromagnetic configuration is favoured for all interatomic distances (Table 6.1).
Therefore in the 5d partial density of states the same spin sign is expected below
and above the chemical potential. This is confirmed by Fig. 6.4(a). Note that the
discrete peaks are broadened, which is done for clarity only. For Ce2 we found that
for an interatomic distance of 2.5 and 3.0 A˚ the antiferromagnetic configuration
is favoured, while for 3.5 A˚ ferromagnetism is stable. Thus for 2.5 and 3.0 A˚ an
opposite spin sign above and below the chemical potential is expected in the 5d
partial density of states, while for 3.5 A˚ it should be of the same sign. Fig. 6.4(b)
confirms this picture. For Pr2 an antiferromagnetic configuration is preferred for
an interatomic distance of 2.5 A˚, while for 3.0 and 3.5 A˚ it is ferromagnetic.
Again this is also what would be predicted from the 5d partial density of states of
Fig. 6.4(c).
Thus when treating the 4f electron as part of the core, the 5d partial density
of states is consistent with the calculation of the sign of the exchange coupling,
e.g. it explains the exchange mechanism. Hence, treating the 4f electron as part
of the core seems to correctly predict the total magnetic moment, the sign of
the exchange coupling, and enables an interpretation of the mechanisms behind
the exchange interaction. More precisely the exchange of these clusters appears
to be determined by a competition between ferromagnetic double exchange and
antiferromagnetic super exchange. As a fingerprint of these exchange mechanisms
the 5d partial density of states can be used. An opposite spin sign in the 5d partial
density of states above and below the chemical potential signals a super exchange
situation whereas in the case of an equivalent spin sign it is double exchange.
In principle the same method as described above can be applied to larger
clusters in order to obtain the sign of the coupling (antiferromagnetic or ferro-
magnetic) between two arbitrary sites. However, the features in the 5d partial
density of states in this case happen to be less pronounced, because a site can
have couplings of different sign with different neighbors, and for this reason we
will not pursue this analysis further.
We also calculated the exchange couplings for the Tb4, Tb6, Tb7 and Tb13
clusters with both the 4f electrons treated as part of the core and the LDA+U
method. The exchange couplings were obtained by first calculating the total energy
differences when one of the atomic magnetic moments of the cluster was reversed,
for all sites. Then we mapped the results onto a simple Heisenberg model. The
resulting exchange constants are shown in Fig. 6.5(b) and (c) for respectively the
LDA+U method and the 4f electron in the core method, together with the calcu-
lated geometry of the Tb4, Tb6, Tb7 and Tb13 clusters (Fig. 6.5(a)). In Fig. 6.5(a)
the blue coloured atoms refer to atoms with the local magnetic moments pointing
in the same direction, while the red ones indicate atoms with moments point-
ing in the opposite direction of the blues. Further, the exchange parameters are
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Figure 6.4: The 5d partial density of states (5d-PDOS) for an interatomic distance
of 2.5 A˚ (black line), 3.0 A˚ (red line) and 3.5 A˚ (pink line) of (a) Tb2, (b) Ce2 and
(c) Pr2.
numbered in such a way that an increasing label of the J ′s corresponds to an
increasing Tb-Tb distance. Thus J1 corresponds to a Tb-Tb pair with smaller
interatomic distance than J2. It should be mentioned that for the Tb4 geometry
both the LDA+U and 4f electron in the core method found a distorted tetra-
hedron. However, the distortions differ between these methods. In the LDA+U
method it is an equilateral triangle with one atom placed some distance above ex-
actly the middle of this equilateral triangle, which leads to two different exchange
parameters. While for the 4f electron in the core method an isosceles triangle with
one atom above this triangle is obtained, resulting in four different exchange para-
meters. It is the Tb4 geometry obtained with the 4f electron in the core method
that is depicted in Fig. 6.5(a). For Tb6 and Tb7 the obtained symmetry of the
clusters geometry is the same for both methods. Although the bond distances dif-
fer a little bit. For Tb13 the geometry optimized structure of the LDA+U method
was used for the exchange parameter calculation with the 4f electron in the core
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method. This was done out of computational reasons. The first thing to note from
the exchange constants calculations presented in Fig. 6.5(b) and (c) is that the
clusters exchange constants are considerably larger than those of the bulk. This is
consistent with the relatively high ordering temperature experimentally observed
for these clusters. We also note that the exchange energy is typically at least an
order of magnitude larger than the MAE (see Appendix F). For example, for the
Tb13 cluster, assuming a nearest neighbour exchange interaction parameter J of
1.5 meV and 12 nearest neighbors, the total exchange interaction energy at the
central Tb atom becomes about 0.8 eV, i.e. almost two orders of magnitude larger
than the MAE. By comparing the clusters exchange constants between the two
methods, there can be observed that both the sign and magnitude of the exchange
constants can be different. For example for Tb4 the magnitude is quite different
although the sign is here the same. That the sign is the same means here that the
coupling between blue atom in Fig. 6.5(a) has a positive sign, while the coupling
between a blue and red atom has a negative sign. For Tb7 and Tb13 the two
methods do not predict for all exchange constants the same sign. In the case of
Tb13 this could be caused by the usage of the LDA+U optimized geometry for
the 4f electron in the core method instead of performing an additional geometry
optimization.
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Figure 6.5: Exchange interaction parameters in Tb clusters and in the bulk: (a)
Calculated geometries of Tb4, Tb6, Tb7 and Tb13 clusters. The bond distances and
interatomic exchange interaction parameters J are indicated. The blue colour refers to
sites with moments pointing in the same direction, while the red ones have moments
pointing in the opposite direction of the blue ones. (b) and (c) Calculated exchange
constants as a function of Tb-Tb separation for the clusters shown in (a), where the
results in (b) and (c) are respectively obtained from the 4f electron in the core method
and the LDA+U method.
6.7 Conclusion
To conclude, in this chapter we report on an experimental, non-monotonic beha-
viour of magnetic moments of Tb clusters as a function of size, a variation that
is very well reproduced by ab-initio density functional calculations, in particular
when treating the 4f electrons in the core and from the LDA+U method. How-
ever, we find that the LDA+U results should be interpreted with great care, since
non-integer 4f occupations are involved leading in some cases to erroneous ex-
change couplings, e.g. for the Tb dimer. These non-integer 4f occupations are in
disagreement with the Standard Model and the valence stability calculations with
the Born-Haber cycle. Despite this shortcoming, we find that the observation of
high and low moment clusters is traced back in both the LDA+U method and
the calculation that treats the 4f electrons as part of the core, to the presence of
oscillatory ferromagnetic and antiferromagnetic exchange interaction between Tb
moments as a function of the interatomic distance, an oscillation which originates
not from the bulk-like RKKY interaction, but due to an indirect exchange mech-
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anism sensitive to finite size effects. These exchange interactions have a length
scale shorter than that of the bulk rare-earths and a significantly larger strength,
and are shown to originate from the spatial overlap of the valence band states. The
enhanced strength of the cluster exchange interactions, compared to the weaker
bulk values, is probably a reason for why the trend of the clusters is captured also
by the less accurate LDA+U method. The identification of new exchange mech-
anisms and the potential for significantly larger interatomic exchange interactions,
in combination with unique behaviour of the magnetic anisotropy energy, points
to the possibility of designing new rare-earth based magnets with drastically dif-
ferent properties compared to the bulk by utilizing finite size effects and quantum
confinement.
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Chapter7
Spin and orbital moment of Co
clusters*
In this chapter different theoretical methods will be used to calculate the spin
and orbital moment in Co clusters. These results are then compared with exper-
iment. It will be shown that plain DFT in its convential LDA/GGA or hybrid
form severely underestimates the orbital moment, while the spin moment is in
good agreement with experiment. Since the energy scale involved with the orbital
moment, i.e. Hund’s rule 2 (see Section 3), is approximately an order of magnitude
smaller than the energy scale involved in the spin moment, i.e. Hund’s rule 1, a
higher level of theory is required. Therefore, as a natural extension of DFT the
orbital polarization correction and +U correction, i.e. LDA+U, are considered.
Although the orbital moment improves with respect to plain DFT, it is still thor-
oughly underestimated. This points out that the orbital moment is a very delicate
property to describe. Therefore, also the state of the art LDA+DMFT method is
employed, which finally provides orbital moments in agreement with experiment.
*This Chapter is adapted from L. Peters, I. Di Marco, O. Gr˚ana¨s, E. S¸as¸ıog˘lu, A. Altun, S.
Rossen, C. Friedrich, S. Blu¨gel, M. I. Katsnelson, A. Kirilyuk and O. Eriksson, ’Spin and orbital
moment of Co clusters’, (submitted)
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7.1 Introduction
Besides the fundamental interest of studying transition-metal clusters, an enorm-
ous interest in these systems was triggered by the advent of nanotechnology [1].
The continous downscaling trend in magnetic storage devices naturally enters the
cluster regime. There is particular interest in reducing the sizes of magnetic bits.
In order to store information magnetically, one crucial ingredient is required: to
have a system with a large magnetic anisotropy energy, i.e. a strongly preferred
orientation direction for the magnetic moment. Here large means that at ambient
temperatures the energy barrier between the hard and easy axis is large enough
to prevent reorientations of the magnetic moment.
For a large magnetic anisotropy energy, large spin and orbital moments, and a
strong spin-orbit coupling are required. Stern-Gerlach magnetic deflection meas-
urements [2–5] and XMCD experiments [6, 7] on transition-metal clusters, showed
that Co clusters could be potentially interesting. Large orbital and spin moments
with respect to the bulk are observed in these experiments, which could lead to
a large magnetic anisotropy energy. It should be mentioned however that the
Stern-Gerlach experiments are not very reproducible. Comparing the data of the
references [2–5] shows considerable discrepancies. On the other hand the XMCD
experiments confirm these data, at least qualitatively.
Although the spin and orbital moment can be obtained experimentally, it is
a challenge to probe the geometry of the cluster. This geometry is important to
have in order to start theoretical considerations. Due to the diluteness of the gas
of isolated clusters, bulk like experimental techniques, i.e. x-ray diffraction tech-
niques, cannot be employed. However, by comparing the experimentally obtained
vibrational spectrum with the calculated vibrational spectra, the geometry of the
clusters can be found [5].
There is purely theoretical work that addresses the geometry of the transition-
metal clusters. This is based on the comparison of the total energies of different
geometrical (and magnetic) structures within density functional theory (DFT) [8–
12]. Besides this, there is also theoretical work on the magnetic structure of
transition-metal clusters [8–10, 12–18]. The majority of this work is restricted
to spin moment only calculations, while the works addressing also the orbital
moment are restricted to Co2. In Ref. [7] it is shown that the calculated spin
moment is in general in reasonable agreement with experiment. Further, there are
calculations of the spin and orbital moment of Co13 clusters capped with Pt [19].
These calculations show a smaller orbital moment with respect to that measured
in an isolated Co13 cluster. Finally, there is theoretical and experimental work on
Co cluster alloys [20, 21].
The problem with the calculation of the orbital moment is related to the small
energy scale of Hund’s rule 2 (see Chapter 3). It is Hund’s rule 2 that in general
predicts the presence of a local orbital moment. On the other hand the crystal
field competes against this and prefers a quenching of the orbital moment. It will
be shown that a high level theory is required to properly describe these delicate
competing effects.
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In this work the focus will be on pure Co clusters. More precisely it will be
shown how to calculate the spin and especially the orbital moment of Co clusters.
This information is absolutely crucial for a proper description and understanding
of the magnetic properties of Co clusters, i.e. the magnetic anisotropy energy.
For this purpose different DFT methods and extensions to it will be used to cal-
culate the spin and orbital moment of small Co clusters and their results will be
compared with experiment. The main idea of the calculations is to incorporate
step by step more of the onsite Coulomb repulsion, i.e. treat the onsite Coulomb
correlation effects step by step with increasing accuracy. It is the onsite Cou-
lomb interactions or Hund’s rules (1 and 2) effects that make the presence of a
local spin and orbital moment favourable (see Chapter 3). On the other hand the
crystal field effects compete against this and prefer to quench both moments (see
Chapter 3). Therefore, a proper theory should take these two competing effects
accurately into account. It is well known that the onsite Coulomb interaction
requires a full many body treatment, which makes accurate theoretical consider-
ations tedious. Fortunately, there are two popular extensions to DFT available
that take the onsite Coulomb interaction term into account explicitly. One of
these methods is based on a static mean field approximation of the generalized
Hubbard model 2.2.8, the LDA+U method, and the other on a dynamical mean
field approximation, the LDA+DMFT method. We will shown that all methods
except the LDA+DMFT method fail in reproducing orbital moments, while all
methods provide a reasonably good description of the spin moment.
7.2 Theoretical methods
In this paragraph the theoretical methods and computational details are briefly
described. As mentioned above the idea is to incorporate step by step more of
the onsite Coulomb correlation effects. The first method considered is DFT (see
Section 2.2.3). The LDA functional formulated by Perdew and Wang (PW) [22],
the GGA functional of Perdew, Burke and Ernzerhof (PBE)[23] and the B3LYP
hybrid functional [24] are employed. It can be shown that for DFT in these forms,
Hund’s rule 2 is completely neglected (see Section 2.2.7). Orbital moments are
then induced by the spin moment and spin-orbit coupling. Further, LDA and
GGA are derived in the limit of a (nearly) uniform electron gas, while in the
hybrid functional, some exact exchange is added to this. Therefore, DFT in these
forms only describes onsite Coulomb effects in a very rough approximation.
The situation improves when to the DFT scheme the onsite Coulomb repul-
sion term is explicitly added, which leads to a generalized Hubbard model. The
idea behind this is to combine the successes of DFT and the Hubbard model.
DFT was known to work well for the description of the (weakly correlated) de-
localized electrons in the system. Further, it was realized from considerations
of the Hubbard model that the onsite Coulomb repulsion term is crucial for the
description of (strongly correlated) localized electrons. There are basically two
methods available to approximately solve this generalized Hubbard model. The
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first is the static mean field approximation, i.e. the LDA+U method. Due to the
static mean field approximation of the onsite Coulomb interaction term, part of
the onsite Coulomb effects and thus Hund’s rule 2 are now considered. However,
in order to treat the onsite Coulomb correlations exactly the dynamical mean field
approximation is used (see Section 2.2.8), LDA+DMFT. This DMFT approxim-
ation becomes exact in the limit of infinite number of nearest neighbors. Within
this respect the regime of small clusters is far from this limit. Fortunately it is
known from LDA+DMFT bulk calculations that already for a small number of
nearest neighbors the DMFT approximation works very well [25]. Therefore, it is
interesting to see how LDA+DMFT performs as a function of cluster size.
Due to the inclusion of the onsite Coulomb interaction term, the Hubbard U
and Hund exchange J parameters of Co clusters are required as an input for the
LDA+U and LDA+DMFT calculations. It is not clear from the beginning what
the Hubbard U value in the cluster regime is. Is it close to the bulk value of 3 eV
or the atomic value of about 14 eV [26–28]? Therefore, a constrained random
phase approximation (cRPA) calculation (see Appendix E) has been performed to
obtain the Hubbard U and Hund exchange J of Co clusters. Moreover, in order
to account for possible U depence of the spin and orbital moments, two different
Hubbard U values (3 and 7 eV) are used for the LDA+U calculations.
Further, to avoid getting stuck in a local minimum during a LDA+U calculation
the method of Ref. [29] is used, i.e. starting from a converged DFT calculation the
Hubbard U and Hund exchange J values are step wise increased. For completeness
this type of calculation is compared with a LDA+U calculation starting from a
converged DFT calculation, but without a step wise increase of the Hubbard U
and Hund exchange J value.
Finally as mentioned in Section 2.2.7 most codes evaluate the orbital moments
only within certain spheres around the atomic sites. However, in order to exclude
the possibility of a large orbital moment contribution outside these spheres, i.e. the
interstitial region, the interstitial region contribution is considered via the Modern
Theory of Polarization [30].
Unfortunately there is not a single code available that covers all requirements
above. Therefore, different codes have been used for different purposes:
(1) RSPt [31]: DFT(LDA and GGA), DFT (GGA) with orbital polarization
correction, and LDA+DMFT
(2) VASP [32]: DFT(GGA and hybrid) and LDA+U
(3) FLEUR [33]: cRPA calculations for Hubbard U and Hund exchange J
(4) Quantum ESPRESSO [34]: DFT(GGA) with orbital moment obtained
from the Modern Theory of Polarization.
Below the computational details are given for each of the used methods. Since all
codes are k-space codes, a large unit cell of at least 14 A˚ dimensions is used to pre-
vent the interaction between clusters of different unit cells. Further, a calculation
of the gamma point only is done and all calculations are with spin-orbit coupling
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included.
RSPt
Relativistic Spin Polarised test (RSPt) is a full-potential linear muffin-tin orbital
method (FP-LMTO) developed by Wills et al. [31]. For the calculations a muffin-
tin radius of 1.95 a.u. is used. The main valence basis functions are chosen as 4s, 4p
and 3d states, while 3s and 3p states are treated as pseudocore in a second energy
set [31]. Three kinetic energy tails are used for the 4s and 4p states, with values
-0.3, -2.8 and -1.6 Ry. For the plain DFT calculations a LDA (PW) functional is
used.
Details of the orbital polarization correction (OPC) can be found in Refs. [31,
35]. However, the main idea of this correction is to add a Hund’s rule 2 like term to
the DFT scheme. Further, from a multipolar decomposition it can be shown that
the orbital polarization correction term is contained in the LDA+U method [36].
For the orbital polarization calculations a GGA (PBE) functional is used.
The RSPt code is also used to perform LDA+DMFT calculations with the exact
diagonalization solver (see Section 2.2.8). For details on the implementation of this
routine see [37–39]. In RSPt there are two options for the local orbitals to which
the Hubbard U correction is applied, i.e. ORT and MT orbitals (see Chapter 4).
For the LDA+DMFT the MT orbitals are used. The number of auxilary bath
states per 3d orbital used in the exact diagonalization is one, i.e. there are 10 3d
states and 10 auxilary bath states to consider. The fully localized limit (FLL) is
used as the double counting correction. For the LDA+DMFT calculations a LDA
(PW) functional is used.
Since this code is a collinear spin code with fixed spin quantization axis, dif-
ferent spin quantization axes are considered. Further, the calculations performed
with RSPt are for fixed geometry.
VASP
The Vienna ab-initio simulation package (VASP) is a DFT implementation based
on a pseudopotential plane wave method (see Section 2.2.7) [32]. As a cutoff for
the plane wave basis set a kinetic energy of 400 eV is used. The calculations
were considered converged for changes of the total energy smaller than 10−7 eV
between two consecutive iterations. The geometry was considered converged, when
the forces on all atoms were smaller than 5 meV/A˚. The LDA+U method used is
the rotationally invariant formulation of Lichtenstein et al. [40]. For the LDA+U
calculations a GGA (PBE) functional is used, and for the plain DFT calculations
a GGA (PBE) and hybrid (B3LYP) functional are considered.
Since the geometry of Co clusters has been extensively investigated in Ref. [8],
we used these ground state geometries and magnetic structures as a starting point.
Further, the calculations were spin polarized with non-collinearity (and spin-
orbit coupling). In order to avoid to get trapped in a local minimum of the
magnetic structure, different starting directions of the spin quantization axis are
considered.
180 Spin and orbital moment of Co clusters
FLEUR
The FLEUR code is based on DFT and is an implementation of the full-potential
linearized augmented plane wave (FLAPW) method [33] (see Section 2.2.7). As a
cutoff for the plane waves (maximum absolute value of the k wavevector, i.e. kmax)
3.6 Bohr−1 is taken and lcut = 8 for the angular momentum is used. Further, the
GGA (PBE) functional is used.
For the cRPA calculations of the Hubbard U and Hund exchange J parameters
the FLEUR code is used in combination with the WANNIER90 code and the
SPEX code [33, 41, 42]. A detailed description of the cRPA method can be found
in Appendix E. However, it is important to notice that d-d screening effects are
excluded. The WANNIER90 code is used for the construction of the maximally
localized Wannier functions (MLWF). In the construction of the MLWF’s there
are six states per Co atom included, i.e. five d states and the valence s state. The
effective Coulomb potential itself is calculated within the SPEX code.
The geometry is fixed in these calculations and is taken from a geometry optim-
ized collinear spinpolarized (without spin-orbit coupling), i.e. scalar relativistic,
GGA (PBE) calculation with VASP (i.e. the geometries of ref. [8]).
Quantum ESPRESSO
Quantum ESPRESSO is a DFT implementation based on a pseudopotential plane
wave method [34]. This code is used to evaluate the interstitial region contribution
to the total orbital moment [30]. The interstitial region is defined as the region
outside the spheres of radius 2.0 a.u. around the atomic sites. For the plane wave
basis a kinetic energy cutoff of 90 Ry is used. Further, the GGA (PBE) func-
tional is used. These calculations were performed for fixed geometries, where the
geometries are obtained from scalar relativistic GGA VASP calculations.
7.3 Results
7.3.1 Hubbard U and Hund exchange J parameters
The Hubbard U and Hund exchange J parameters are required as an input for
LDA+U and LDA+DMFT calculations. Therefore, the cRPA method is used to
calculate these parameters as described in Appendix E. In Table 7.1 the Hubbard
U and Hund exchange J parameters calculated within cRPA are shown for Co2 to
Co7 clusters. These Hubbard U and Hund exchange J values are an average over
the inequivalent atomic sites in a cluster.
cRPA Co2 Co3 Co4 Co5 Co6 Co7
U (eV) 9.7 8.8 8.3 7.7 7.3 7.2
J (eV) 0.8 0.7 0.7 0.7 0.7 0.7
Table 7.1: The Hubbard U and Hund exchange J parameters in eV obtained from a
cRPA calculation for Co2 to Co7 clusters.
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From Table 7.1 it can be observed that the Hubbard U value decreases with
increasing size, which indicates that the screening becomes more effective with
increasing cluster size. Comparing these results with the U and J values predicted
for Co bulk, U = 2 − 3 eV and J = 0.7 − 0.9 eV, it appears that for the clusters
sizes considered the U value is much larger [26, 27]. Note that it is well known
that the Hund exchange J is an atomic like quantity which is practically system
independent. Therefore, it is not unexpected to find the Hund exchange J to be
independent of cluster size and almost equal to the bulk value.
Within the considered cRPA method d-d screening effects are excluded. There-
fore, the Hubbard U and Hund exchange J values of Table 7.1 can be directly used
for a LDA+DMFT calculation. The d-d screening effects can be included in the
cRPA method implemented in FLEUR, but this is outside the scope of this work.
However, including this additional screening would lead to a reduction of the values
presented in Table 7.1.
7.3.2 Spin and orbital moments from DFT and LDA+U
The VASP code is used to calculate the spin and orbital moments of Co2 to
Co9 clusters within the GGA (PBE) and LDA+U approximation, where for the
LDA+U method also the GGA (PBE) functional is used. Further, in order to
consider the U dependence of the spin and orbital moment, two LDA+U calcula-
tions are performed. One is with the Hubbard U value of bulk of 3 eV, which is
indicated by LDA+U(1). The other with a U of 7 eV indicated by LDA+U(2),
which represents the U of the cluster regime (see Table 7.1 and discussion be-
low). For both calculations the same J value is taken as in Ref. [26], i.e. a J of
0.9 eV is used. The results of the GGA and two LDA+U calculations are shown
in Table 7.2.
In Table 7.2 the experimental values are obtained from Ref. [6, 7]. From this
table it is clear that both GGA and LDA+U severely underestimate the orbital
moment, while the spin moment is in reasonable agreement with experiment. Fur-
ther, it can be observed that LDA+U provides with respect to GGA an orbital
moment which is roughly a factor 3 larger. This increase can be understood from
the fact that LDA+U takes Hund’s rule 2 effects approximately into account, while
they are completely absent in GGA. On the other hand, the spin moment remains
basically the same in the LDA+U method and in GGA. From the comparison
between LDA+U(1) and LDA+U(2) it can be observed that the spin and orbital
moment do not depend very strongly on the Hubbard U parameter. However, it
is important to mention that for the LDA+U(2) setup for some cluster sizes (i.e.
Co4, Co5, Co8 and Co9) an antiferromagnetic magnetic structure was favoured
with respect to the ferromagnetic structure. Here antiferromagnetic means that
at some atomic site(s) the magnetic moment is pointing in the opposite direction
with respect to the magnetic moments on the other sites. More precisely for Co4 a
magnetic ground state with two moments pointing up and two moments pointing
down was found. For Co5 there were four moments pointing up and one down,
for Co8 six moments were pointing up and two down, and for Co9 eight moments
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Method Co2 Co3 Co4 Co5 Co6 Co7 Co8 Co9
GGA 2.08 2.33 2.50 2.60 2.33 2.14 2.0 2.11
0.34 0.21 0.14 0.15 0.12 0.13 0.12 0.12
LDA+U(1) 1.99 2.32 2.49 2.59 2.32 2.13 1.99 2.10
0.28 0.30 0.31 0.29 0.32 0.30 0.30 0.26
LDA+U(2) 1.98 2.32 1.97* 2.00* 2.32 2.13 1.94* 1.98*
0.27 0.29 0.28 0.27 0.27 0.26 0.27 0.25
Experiment – – – – – – 2.6 2.1
– – – – – – 0.7 0.65
Table 7.2: The spin and orbital moments in µB/atom obtained from GGA, LDA+U
and experiment [6]. For each method the top number represents the spin moment and
the bottom number the orbital moment. Here LDA+U(1) and LDA+U(2) correspond
respectively to a LDA+U calculation with U = 3 eV and J = 0.9 eV, and U = 7 eV
and J = 0.9 eV. The asterics symbol for the LDA+U(2) method indicates that
instead of a fully ferromagnetic structure an antiferromagnetic structure is obtained
as the ground state. Here antiferromagnetic means that at some site(s) the magnetic
moment is pointing in the opposite direction with respect to the other sites.
were pointing up and one moment was pointing down. For these antiferromagnetic
structures the values in Table 7.2 correspond to the site averaged absolute value of
the spin and orbital moment. From Table 7.2 it can be observed that for the anti-
ferromagnetic structures obtained with the LDA+U(2) method, the spin moment
is more reduced with respect to the spin moments obtained with the LDA+U(1)
method.
In experiment only the total spin and orbital moment is measured, integrated
for the whole cluster. Therefore, the total orbital moment and also the spin mo-
ment obtained for the antiferromagnetic ground state structures would have an
even larger discrepancy with experiment than the ferromagnetic structures. In
the next two sections we will address this discrepancy in more detail.
Another important thing to observe from Table 7.2 is that the spin and orbital
moment depend only very weakly on the cluster size, i.e. in the range from Co2
to Co9.
Before closing this section it is good to discuss the GGA Co2 calculation in
more detail. This calculation can be compared with the work of Refs. [16, 17].
Interesting is that for the ground state of Co2 in Ref. [16] an orbital moment of
0.39 µB/atom (and spin of 1.95 µB/atom) is reported, while in Ref. [17] an orbital
moment of 1 µB/atom (and spin of 2.05 µB/atom) is predicted. By starting from
different densities, we obtained one state with an orbital moment of 0.34 µB/atom
and a spin moment of 2.08 µB/atom (see GGA result in Table 7.2) and another
state with an orbital moment of 0.94 µB/atom and a spin moment of 2.11 µB/atom.
The former state was found to be 31 meV lower in energy than the latter state.
In order to exclude the influence of smearing on the orbital moment, the Gaus-
sian smearing was stepwise reduced until the orbital moment stopped changing.
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The orbital moment was converged at a smearing width of 0.1 meV. There is a
small discrepancy between our obtained orbital moments of 0.34 µB/atom and
0.94 µB/atom, and that of 0.39 µB/atom in Ref. [16] and 1 µB/atom in Ref. [17].
This is probably due to small differences in the setup of the calculation. In Ref. [16]
a slightly different GGA functional (PW91) is used, while in Ref. [17] a LDA (PW)
functional is used. Further, the latter uses a fully relativistic (Dirac) calculation.
See the references [16, 17] for more details on the differences in the calculations.
However, we expect that the differences give rise to small effects. Therefore, the
two states with different orbital moments should be interpreted as two different
energy minima.
7.3.3 Co4 as a test case
There could be several reasons for the discrepancy between theory and experiment
in Table 7.2. For example the XMCD experiment is performed on charged clusters,
while the theoretical calculations are for neutral clusters. Another reason could
be the consideration of the wrong geometry. For Co4 it is for example known
from indirect vibrational spectroscopy experiments that the geometry is a planar
rhombus, while theory finds a (distorted) tetrahedron to be lowest in energy [8].
Further, the employment of the wrong functional could also lead to a discrepancy.
In order to test the influence of the ionization of the cluster (i.e. charge), geometry
and functional, Co4 is used as a test case. In Table 7.3 the spin and orbital
moments are presented that are obtained from the different approaches tested on
Co4.
From the results presented in Table 7.2 it can be observed that the orbital
moment does not change much in the range of cluster sizes considered (this can
also be confirmed from experiment, see Refs. [6, 7]). Therefore, from experiment
an orbital moment of at least about 0.7 µB/atom is expected for Co4. From
Table 7.3 it can be immediately observed that all approaches fail to produce an
orbital moment of 0.7 µB/atom.
It is interesting to note that from the results in Table 7.3 the geometry hardly
influences the spin and orbital moments. The same holds for the LDA and GGA
functional, while the hybrid (B3LYP) functional is little bit more effective in in-
fluencing the orbital moment. Further, the influence of the charge of the cluster
on the orbital moment is also small, while for the tetrahedral geometry the charge
has a large influence on the spin moment. The orbital polarization correction
gives a small correction to the LDA and GGA calculations, while it gives very
similar results as the hybrid calculations. The largest values for the orbital mo-
ment are obtained from the LDA+U calculations. However, for the large U setup
(i.e. LDA+U(2)) an unexpected antiferromagnetic ground state is obtained, which
consists for both geometries of a configuration with on two atomic sites the mag-
netic moments in the up direction and on the other two sites in the down direc-
tion. Since for both geometries an antiferromagnetic ground state is obtained with
LDA+U(2), this problem seems to be inherent to the LDA+U method.
Another possible source of error not considered so far could be the contribution
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Method Spin moment Orbital moment
(µB/atom) (µB/atom)
LDA (planar) RSPt 2.44 0.10
LDA (tetra) RSPt 2.44 0.12
GGA (planar) VASP 2.50 0.17
GGA (tetra) VASP 2.50 0.14
B3LYP (planar) VASP 2.50 0.25
B3LYP (tetra) VASP 2.50 0.20
GGA+OPC (planar) RSPt 2.48 0.33
GGA+OPC (tetra) RSPt 2.48 0.21
LDA+U(1) (planar) VASP 2.49 0.31
LDA+U(1) (tetra) VASP 2.49 0.31
LDA+U(2) (planar) VASP* 1.96 0.26
LDA+U(2) (tetra) VASP* 1.97 0.28
GGA charged (planar) VASP 2.25 0.18
GGA charged (tetra) VASP 1.75 0.13
Table 7.3: Here the spin and orbital moment in µB/atom of Co4 obtained from dif-
ferent methods are given. Between brackets the geometry is indicated, where ’planar’
refers to the planar rhombus and ’tetra’ to the (distorted) tetrahedron. Further, OPC
refers to the orbital polarization correction [35]. The asterics indicates that for this
approach an antiferromagnetic ground state is obtained instead of a ferromagnetic
one.
of the interstitial region to the orbital moment. In RSPt and VASP only the
contribution to the orbital moment within a certain sphere around the atomic
sites is considered. Therefore, the Quantum Espresso code is used in order to
evaluate the interstitial region contribution to the orbital moment. For Co3, Co4
and Co5 respectively the interstitial contribution to the total orbital moment was
found to be 1 %, 4 % and 15 %. Taking 15 % of the largest value for the orbital
moment found so far, i.e. 0.3 µB/atom, gives roughly an 0.05 µB/atom orbital
moment contribution of the interstitial region. This is obviously much too small
to cover the difference between experiment and theory.
7.3.4 LDA+DMFT
From the calculations performed on Co4 it can be concluded that the geometry,
functional, charge of the cluster and interstitial region contribution to the total
orbital moment cannot be the main sources of the underestimation of the orbital
moment in theory. Therefore, a higher level of theory should be considered. This
is the LDA+DMFT method. For the LDA+DMFT calculations a Hubbard U and
Hund exchange J value of respectively 8 eV and 0.7 eV is chosen. The reason is
that the final goal is to perform LDA+DMFT calculations from Co2 to Co9. For
a consistent comparison it is then preferable to take the same Hubbard U (and
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Hund exchange J) for all cluster sizes. Thus, from Table 7.1 a Hubbard U of 8 eV
seems a reasonable value to use.
In this thesis only LDA+DMFT results on Co2, Co3 and Co4 will be presented.
These systems were used as a first test case to see how the LDA+DMFT method
performs. The geometries are taken from a scalar relativistic GGA (PBE) VASP
calculation. In Fig. 7.1 the used geometries together with the considered spin axis
directions are depicted.
Figure 7.1: The geometry and spin axes are indicated for (a) Co2, (b) Co3 and
(c) planar rhombus Co4. For Co3 the second spin axis (saxis2) is orthogonal to the
triangular plane.
Note that for Co4 the planar rhombus geometry is considered, because it
is experimentally known to be the ground state instead of the (distorted) tet-
rahedron [5]. In Table 7.4 the spin and orbital moments obtained within the
LDA+DMFT approximation are shown.
As mentioned above for Co4 an orbital moment of approximately 0.7 µB/atom
is expected as extrapolated from the experimental value of Co8 and the observation
that in calculations (and experiment, see Refs. [6, 7]) the orbital moment is almost
size independent, see Table 7.2. Therefore, it seems reasonable to also expect an
orbital moment of roughly 0.7 µB/atom for Co2 and Co3. From Table 7.4 it can be
observed that the calculated orbital moment is in agreement with this expectation.
Further, from Table 7.4 it is clear that a change of Hubbard U from 8 to 9 eV
has a little influence on the spin and orbital moment of Co2. The same holds
for an increase of the inter atomic distance from 2.2 to 2.4 A˚. Thus, although
DMFT is supposed to work better for increasing cluster size due to the increasing
number of nearest neighbors, the orbital moment of Co2 is already in agreement
with our expectation. However, note that according to an exact (many body)
consideration, the sum of the spin and orbital angular moment (we don’t mean
magnetic moments here), along the dimer axis should be integer or half integer.
From an inspection of Table 7.4 it is clear that this is not the case. This could be
due to an overestimation of the spin, since it is subtantially larger than the values
obtained by GGA and LDA+U (see Table 7.2). Further, it is well known that
approximate methods like GGA, LDA+U and LDA+DMFT can violate rigorous
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System Spin moment Orbital moment
(µB/atom) (µB/atom)
Co2 2.97 0.72
Co2 U = 9 eV 2.97 0.71
Co2 IAD = 2.4 A˚ 2.97 0.71
Co3 saxis1 2.98 0.86
Co3 saxis2 2.98 0.76
Co4 saxis1 2.47 0.73
Co4 saxis2 2.48 0.80
Table 7.4: The spin and orbital moment in µB/atom calculated with the LDA+DMFT
method are printed for Co2, Co3 and Co4 clusters. Here IAD stands for interatomic
distance, which is 2.2 A˚ for the Co2 calculations without IAD specification. Further,
saxis refers to spin axis direction. For Co3 saxis1 is in the triangular plane and saxis2
is orthogonal to the triangular plane (see Fig. 7.1). For Co4 both spin axes are in
plane (see Fig. 7.1).
symmetry considerations.
For Co3 two LDA+DMFT calculations have been peformed: one with a spin
axis in the triangular plane and another with a spin axis orthogonal to the trian-
gular plane, see Fig. 7.1. From Table 7.4 it can be seen that for the in-plane spin
axis the orbital moment is 0.1 µB/atom larger than for the out of plane spin axis.
For both spin axes the orbital moment is in excellent agreement with the roughly
expected orbital moment of 0.7 µB/atom. The spin moment is a bit larger than
obtained from GGA and LDA+U in Table 7.2.
For Co4 two different spin axes in the plane of the rhombus are considered, see
Fig. 7.1. As can be observed from Table 7.4, the orbital moment is very similar
for both spin axes. Further, both orbital moments are in excellent agreement with
the 0.7 µB/atom orbital moment, which is roughly expected. The spin moment is
very similar as that obtained for GGA and LDA+U in Table 7.2.
Thus, LDA+DMFT seems to provide accurate values of the orbital and spin
moment of Co2, Co3 and Co4.
7.4 Conclusion
In a real system the presence of a local spin and/or orbital moment is determined
by a competition between the onsite Coulomb interactions (i.e. Hund’s rule 1
and 2) and the crystal field effects. Thus, a good theoretical description of the
spin and orbital moment, requires an accurate treatment of these two competing
effects. Therefore, the development of the spin and orbital moment was followed,
when step by step more of the onsite Coulomb interactions are taken into ac-
count. First, plain DFT in its GGA form was considered. This method provided
a severely underestimated orbital moment with respect to experiment, which can
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be understood from the lack of the description of Hund’s rule 2 effects in this
method. Then, the LDA+U method was considered. Although the orbital mo-
ment increased approximately a factor 3 with respect to the GGA method, it is still
severely underestimated with respect to experiment. The increase with respect to
GGA can be understood, because LDA+U approximately takes Hund’s 2 rule into
account. More precisely, it consideres the onsite Coulomb interactions within a
static mean field approximation. Finally, the LDA+DMFT method was employed
to take the onsite Coulomb interactions exactly into account. This resulted in
orbital moments in agreement with what is expected from experiment. Thus, for
a proper treatment of the orbital moment it is absolutely crucial to take the onsite
Coulomb correlations accurately into account. Finally, the GGA, LDA+U and
LDA+DMFT method all provided a reasonable description of the spin moments.
For future considerations it would be interesting to calculate within LDA+DMFT
the spin and orbital moment of at least Co8, but preferably also larger clusters, in
order to make a more direct comparison with experiment. Also it would be very in-
teresting to use LDA+DMFT to explore other transition-metal or transition-metal
compound clusters for possible large orbital moments. Further, for the investiga-
tion of the magnetic anisotropy energy it would be interesting to use an exact solver
for the LDA+DMFT method, i.e. continuous time Quantum Monte Carlo [43],
since the total energy is not well defined within the exact diagonalization solver.
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Chapter8
Enhancement of the Curie
temperature in clusters of weak
itinerant ferromagnets*
In the previous chapters ab-initio methods were employed for the investigation
of small rare-earth and transition-metal clusters. In this chapter the firm ground
of the ab-initio methods is left. Self consistent renormalization theory of itiner-
ant ferromagnets is used to calculate the Curie temperature of clusters down to
approximately 100 atoms in size. The only input required for this theory is the
dynamical magnetic susceptibility of a non-interacting system. This susceptibility
will be calculated for clusters in which the electrons responsible for the magnetic
properties are (weakly) itinerant. It is shown that the Curie temperature can
be higher than in the bulk. The effect originates from the phenomenon of level
repulsion in chaotic quantum systems, which suppresses spin fluctuations. Since
the latter destroy the magnetic order the resulting Curie temperature increases,
contrary to expectations of the na¨ıve Stoner picture. The calculations are done
assuming that the energy levels of the cluster are described by the Gaussian Or-
thogonal Ensemble of random matrix theory.
*This Chapter is adapted from L. Peters, A. Kirilyuk and M. I. Katsnelson, ’Enhancement
of the Curie temperature in small particles of weak itinerant ferromagnets’, Phys. Rev. B 84,
045422 (2011)
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8.1 Introduction
Studying clusters containing tens to tens of thousands of atoms is a subject of
special interest [3]. Such small particles demonstrate unusual mechanical, optical,
and magnetic properties and chemical activity. The latter is crucial, for example,
for their use in catalysis processes. However, the precise mechanisms behind the
physical and chemical properties of the clusters are not yet fully understood [1].
For new applications and improvements of existing ones it is extremely important
to understand these physical principles.
The study of magnetic properties is one of the methods to gather informa-
tion about the cluster’s behavior. Namely, the magnetic properties are sensitive
to atomic and electronic structure, quantum size effects, surface to volume ratio,
and symmetry. Several experiments demonstrate unusual magnetism of metal-
lic clusters. For example, it was found that the clusters of 3d transition-metals
iron, cobalt and nickel, show enhanced ferromagnetism, i.e. increased magnetic
moments, in comparison with the bulk [4–6]. Further, rhodium clusters appeared
to become ferromagnetic while in the bulk rhodium is a paramagnet [7]. For
manganese, a change of magnetic order from ferro- to antiferromagnetism occurs
during the transition from cluster to the bulk regime [8].
In general it is a complicated matter to understand the physical principles
behind the magnetic properties of metallic clusters. Within the picture of localized
magnetic moments described by the Heisenberg model one could expect that the
smaller the cluster size and, thus, the larger the surface to bulk ratio, the weaker
the magnetism is, due to a lower coordination of surface atoms. For an itinerant
electron system the influence of downscaling is not immediately clear. For certain
small cluster sizes so called shell effects give rise to an increased density of states
near the Fermi level [9] and thus, due to the Stoner criterion [10], an increased
tendency towards ferromagnetism. Besides an influence on the density of states,
the size could also have an effect on the thermal spin fluctuations responsible for
the reduction of magnetic order, whose role is crucial for the understanding of the
magnetic properties at finite temperatures [10].
Note that in ultra thin films finite size effects also cause interesting physical
features such as changes in the Curie temperature [11, 12]. For example in Gd
ultra thin films an increased surface Curie temperature is observed compared to
the bulk [11].
The theory of itinerant electron magnetism is, in general, very complicated
and still controversial (for a review of some modern approaches, see Refs. 13,
14 and references therein). For a special case of weak itinerant ferromagnets
close enough to the point of the Stoner instability a very successful self consistent
renormalization (SCR) theory has been developed [10, 15]. This theory clarifies
the role of spin fluctuations in finite-temperature magnetism and allows us to
calculate the Curie temperature. Here we use this theory to study the size effects
on the Curie temperature for metallic clusters, down to approximately 100 atoms
in size. It appears that suppression of the spin fluctuations leads to an increase of
the Curie temperature when going to smaller cluster sizes.
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8.2 Size dependent energy level distribution
The SCR theory described in Section 3.4 will be used to calculate the Curie tem-
perature of metallic clusters as a function of their size. Note that from this section
it could be concluded that the transverse dynamic magnetic susceptibility of a
non-interacting system is in fact the only input required for this calculation. For
clusters this quantity substantially differs compared to the bulk due to the differing
energy level spectrum. The exact calculation of the energy spectrum of a cluster
with a given (rather large) size is actually impossible due to certain randomness of
its shape. To overcome this problem, the random matrix theory [16–20] is typically
used.
In principle it is possible to calculate the well defined energy levels of an in-
dividual small particle. For the case of a perfect metallic sphere this is actually
quite obvious. One obtains an energy level spectrum consisting of highly degen-
erate energy levels, where the separation between the groups of the energy levels
is proportional to 1L2 with L the diameter of the sphere and the high degeneracy
is due to the high geometric symmetry. It is worthwhile to stress, however, that
although the nonzero level splitting is proportional to 1L2 , the average energy level
separation around the Fermi level follows the well known 1V ∝ 1L3 proportionality
(with V the volume).
Obviously the situation of the perfect sphere is very special. However, there are
examples of clusters with high geometric symmetry [9]. These are quasi-spherical
clusters with so called “magic” numbers N¯ = N¯m, where N¯ is the number of
atoms. For example N¯m = 13, 55 and 147 for the Mackay icosahedra, where each
“magic” number corresponds to the right number of atoms so that a spherically
shaped cluster can be formed by packing the Mackay icosahedrons in the proper
way. Characteristic for the energy level spectrum of these “magic” clusters is the
shell structure. These are highly degenerate or close groups of energy levels, which
causes the energy level separation near the Fermi level to be rather small. The
effects of this shell structure on the electronic pairing in superconductors has been
discussed in Ref. [9]. For the Curie temperature of the magic clusters the smaller
energy level separation around the Fermi level could have important consequences,
too.
Here a generic case will be considered only, meaning that the situation of the
highly geometrically symmetric clusters is excluded. It is assumed that there are
uncontrollable atomic surface irregularities, which are sufficient to split apart this
large degeneracy of the energy levels. Further, it is assumed that the clusters
are large enough to satisfy the proportionality δ = 1/ρ(EF ) ∝ 1/V , where δ is the
average energy level spacing around the Fermi level and V is the volume of the
cluster [17–19]. Thus, considering an ensemble of clusters of the same size, they
will differ in their energy level spectrum due to the uncontrollable surface, but
have the same average energy level spacing around the Fermi level.
Gor’kov and Eliashberg [21] were the first who recognized that this situation is
similar to the interpretation of nuclear energy level spectra discussed by Wigner
and Dyson [20]. The idea was to circumvent the unknown and complex interac-
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tions between the nucleons by using a statistical description leading to an energy
level distribution. To be more specific, it was assumed that the eigenvalues of a
random matrix could be taken as a model for the energy levels of a complex nuclear
system. This means that an ensemble of possible nuclear systems corresponds to
an ensemble of random matrices. Important to remark is that the randomness of
each matrix is restricted, because they must possess certain transformation prop-
erties imposed by the symmetries that each individual Hamiltonian is supposed to
have in common. Then, depending on the imposed symmetry properties different
energy level distributions can be derived [20].
In the same manner as described above the uncontrollable surface irregularities
can be interpreted as giving rise to a random matrix treatment. For metallic
clusters the transformation properties of the random matrix are determined by
the magnitude of the spin-orbit coupling Hso and the magnitude of the Zeeman
splitting in an external magnetic field 2µBH˜ compared to δ. For example for
small Hso and small 2µBH˜ with respect to δ, the matrix must have respectively
rotational and time-reversal invariance [16–20]. This example corresponds to the
so called Orthogonal ensemble, which is used in this work. The other possible
ensembles are given in Table 8.1.
Probability distribution Magnetic field Spin-orbit coupling
Poisson Large Small
Orthogonal Small Small
Small Large (even particles)
Unitary Large Large
Sympletic Small Large (odd particles)
Table 8.1: Overview of different Hamiltonian symmetries relevant for the energy level
distribution.
The Poisson ensemble is typical for systems with a regular classical motion,
there is no level repulsion in this case. In the case of a chaotic system (three other
ensembles in Table 8.1) the probability to find two levels with close energies is sup-
pressed. By taking a proper average over the ensemble of the random Hamiltonian
matrices, one can obtain an energy level distribution satisfactorily for the cluster
system [16, 19, 20]. The result is
PN (E1, . . . ,EN ) = C
γ
Nexp
− κ
2δ2
∑
j
E2j
∏
j<k
|Ej − Ek|γ , (8.1)
where PN is the probability to find a certain energy level spectrum, γ = 1, 3 and 4
correspond, respectively, to orthogonal, unitary and sympletic ensemble, CγN fol-
lows from the normalization condition and κ is an ensemble dependent constant
[16]. From the product in equation (8.1) the level repulsion can be clearly seen.
A very important quantity is R(|E|), which can be derived from the energy level
distribution (8.1) and gives the probability to find two energy levels separated by
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an energy E independent of the number of energy levels in between them [16]. For
the orthogonal ensemble this distribution is given by
R(|E|) =1−
(
sin
(
piE
δ
)
piE
δ
)2
− d
d
(
E
δ
) ( sin (piEδ )
piE
δ
)∫ ∞
E
δ
sin(pix)
pix
dx.
(8.2)
This expression will be used in the following section for the calculation of the
transverse dynamic magnetic susceptibility for a cluster.
Until this point no comments were made about the correctness of the random
matrix theory or the assumption that the energy level distribution in an irregular
cluster is universal and depends only on the symmetry class. At this point one
can say that it is still a hypotheses that needs to be tested more in order to reach
complete understanding of the situation. However, at the moment there are many
experiments that appear to confirm this theory. [17–19]
8.3 Results
In this section the Curie temperature of clusters as a function of their size is
calculated. From Eq. (3.65) it is clear that this size dependence could come from
χ0 and λ. First the size effect on χ0 will be considered, second that on λ and
finally the resulting effect on the Curie temperature.
With the use of the probability distribution (8.1) it is possible to calculate the
static magnetic susceptibility for a cluster system. In Ref. 21 an interpolation
scheme between the regimes T  δ and T  δ (or bulk) has been suggested for
which both well developed approximations exist [18, 22]. The important result
of these calculations [17, 18, 22], which will be used later on, is that already for
T > δ (we do not mean strong inequality here!) the static magnetic susceptibility
of a cluster can be approximated by that of the bulk.
Before λ can be calculated, an expression for the transverse dynamic magnetic
susceptibility of a cluster system has to be found. We will follow analysis originally
proposed in Ref. [21] for the case of optical polarizability (further this result has
been slightly corrected, see for review Ref. [17]). The starting point is the general
expression for the transverse dynamic magnetic susceptibility,
χ−+0 (ω, q) =
∑
µ
∑
ν
n(Eν)− n(Eµ)
Eµ − Eν − ω + i0
∣∣〈ν ∣∣eiq·r∣∣µ〉∣∣2 , (8.3)
where |ν〉 and |µ〉 are eigenstates of the system and n(E) is the Fermi function.
Equation (8.3) accounts for a single particle. Therefore, for the Orthogonal en-
semble under consideration, one has to average over the energy level distribution
given in equation (8.1) (with γ = 1). One can then derive that this comes down
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to multiplying each term in the sum of equation (8.3) by
R(|Eν−Eµ|)
δ2 dEνdEµ. For
later convenience the expression for the transverse dynamic magnetic susceptibility
of an Orthogonal ensemble of clusters χ˜−+0 (ω, q) can be written as
χ˜−+0 (ω, q) =
x
dEdE′
x
dEµdEνδ(E − Eµ)δ(E′ − Eν)
× ∣∣〈ν ∣∣eiq·r∣∣µ〉∣∣2 n(E′)− n(E)
E − E′ − ω + i0
R(|E′ − E|)
δ2
.
(8.4)
For ω  EF , which will occur naturally for the calculation of λ at the Curie
temperature (Section II), it was shown in Ref. [21] that the matrix element is
approximately energy independent leading to a separation of the q and ω depend-
encies:
χ˜−+0 (ω, q) = Aq
x
dEdE′
n(E′)− n(E)
E − E′ − ω + i0
R(|E′ − E|)
δ2
,
Aq =
x
dEµdEνδ(EF − Eµ)δ(EF − Eν)
∣∣〈ν ∣∣eiq·r∣∣µ〉∣∣2 . (8.5)
An accurate computation of this q-dependence or matrix element is difficult.
However, for qcqkF (qc ∝ 1/R is the inverse average radius of the cluster) the
q-dependence can be approximated by that of the bulk, because classical trajector-
ies of electrons in this case are mainly like in the bulk, with rare reflections at the
border. Thus, within this q-regime the real and imaginary part of the dynamic
susceptibility are in highest order proportional to, respectively q2 and 1/q (Eq.
(3.64)). [10]
For the ω-dependent part of equation (8.5) it can be shown that it equals the
complex function
A(ω) = 2
ω2
δ
∫
R(|E|)
E2 − (ω + i0)2 dE. (8.6)
Besides the approximation of the matrix element, the restriction of the q regime
(qcqkF ) has two other important consequences, one for the evaluation of Eq.
(3.63) and the other for Eq. (8.6). Here the former will be discussed first, because
the latter will follow from it.
In this regime (qcqkF ) the sum over q in Eq. (3.63) can be replaced
by an integral, because the integrand is a smooth function with a maximum at
approximately q ∝ ω1/3, and relevant frequencies are of order of temperature (here
we use units ~ = kB = 1). For the remaining part of the sum it is assumed that
no singularities occur. Therefore, it is proportional to 1/R and can be neglected
for large enough cluster sizes.
We will thus restrict ourselves only to the case of not too small clusters, where
ω  δ for relevant ω, otherwise, the discreteness of q-vectors for spin fluctuations
is essential, replacement of sum over q by integral is impossible, and the problem
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should be solved numerically for a given particular shape of the cluster. In this
limit one can show that the ω-dependence of the real part of Eq. (8.6) can be
neglected compared to that of the imaginary part. Then, the following expres-
sion for the transverse dynamic magnetic susceptibility (normalized to the static
susceptibility) of a cluster system can be obtained
f0(ω, q) = 1−Aq2 + iC ω
q
A2(z)
z
. (8.7)
Here A and C are the same constants as for the bulk (equation (3.64)), z =
2piω/δ, the zero in the subscript of the function f corresponds to M = 0 (Curie
temperature is found from divergence of susceptibility in the paramagnetic regime)
and A2 is the imaginary part of the function A(ω) (8.6) given by
A2(z) = 2η − 2 sin
2(η)
η
+ 2η
[∫ η
0
sin(t)
t
dt− pi
2
]
d
dη
(
sin(η)
η
)
, (8.8)
where η = z/2. At z→∞ A2(z)/z→1 giving extrapolation to the bulk (Fig. 8.1).
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Figure 8.1: The function A2/z as a function of z.
At this point it is possible to estimate the cluster sizes for which the above
described approximations are valid. For this purpose our condition ω  δ and
ω ∝ T can be used, where the last proportionality can be easily derived from the
calculation of the temperature dependence of λ1 (equation (3.66)). Then, using an
estimation δ ≈ EF /N with N the total number of electrons for the situation where
EF = 10
4 K and, say, the value Tc = 20 K typical for weak itinerant ferromagnets
[10] results in N > 500. Thus, for five d electrons per atom this would lead to the
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condition that the above described considerations are valid for clusters containing
approximately more than 100 atoms.
As was mentioned, in the case T  δ the static magnetic susceptibility can be
approximated by that of the bulk (Eq. (3.57)) [22]. This means that the important
size dependent contribution to the Curie temperature must come from the λ1 term
only. It can be derived by substitution of Eqs. (3.57) and (8.7) into Eq. (3.63) and
by approximating the numerators of Eq. (3.63) by their static long wave-length
limit, λ1 (here called λcluster), that is,
λcluster ∝ T 4/3
∫ ∞
0
dx
x1/3
ex − 1
(
1−
[
sin
(
pixT
δ
)
pixT
δ
]
+
[∫ pixT
δ
0
sin(t)
t
dt− pi
2
]
·
(
cos
(
pixT
δ
)
pixT
δ
− sin
(
pixT
δ
)(
pixT
δ
)2
))1/3
.
(8.9)
It is justified since for the case of weak itinerant ferromagnets the region of small
q and ω is dominant in the integral (3.63).
The result for λcluster is presented as a function of T/δ in Fig. 8.2.
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Figure 8.2: The function λcluster/T
4/3 as a function of T/δ, indicating the increase
of the influence of spin fluctuations at higher temperatures and particulary larger sizes.
The question mark indicates the applicability limit of our assumptions.
Obviously, for δ→0 the constant bulk value (λbulk
T 4/3
= B) is reached. Further,
it is important to notice that a cluster system for a fixed size (or δ) has a larger
temperature dependence compared to the bulk which leads to an increase of the
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Curie temperature. For smaller clusters the enhancement of the Curie temperature
will be larger.
It is instructive to show the data in a slightly different way, where λ is plotted
as an function of temperature for different sizes (δ = 0, 0.1 and 1.0 in units of K) as
can be seen in Fig. 8.3. To summarize, the results for the Curie temperature of the
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Figure 8.3: The function λbulk (or δ = 0) and λcluster for δ = 0.1 and 1 is plotted
as function of temperature. Here δ is given in units of K and λcr is the critical value
of λ, where the net magnetization becomes zero.
cluster normalized to the Curie temperature of the bulk is plotted in Fig. 8.4 as a
function of the average energy level spacing normalized to the Curie temperature
of the bulk. The increase of the Curie temperature for smaller cluster sizes is
caused by the increasing suppression of spin density fluctuations for smaller sizes.
In Section 3.4 it was shown that the function λ takes into account the influence of
the spin fluctuations on the Curie temperature.
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Figure 8.4: Curie temperature of a cluster system normalized to the Curie temperature
of the bulk as a function of the average energy level spacing also normalized to the
bulk Curie temperature.
8.4 Conclusion and discussion
To conclude, small particles of itinerant magnets show an increase of their Curie
temperature when reducing their size, in a clear contrast to what one would expect
for a localized picture. Such enhancement of magnetic stability originates from
the size induced renormalization of electronic states leading to a suppression of
spin fluctuations, and may open interesting perspectives for application of such
systems in nanotechnology.
To verify this theory quantitatively experiments on weakly itinerant clusters
should be performed. We believe, however, that qualitatively our conclusion
is correct even beyond the limit of formal applicability of the SCR theory (see
Eq. (3.59)). The level repulsion should suppress spectral density of spin fluctu-
ations at small frequencies, and this should be the main effect in the temperature
dependence of magnetic properties, these statements being quite general. The
experiments on Fe, Co and Ni mentioned in the Introduction [4–6] seem to be in
agreement with our conclusion.
It would be interesting to improve this theory further for smaller cluster sizes.
For this purpose the discreteness of the energy spectrum should be explicitly taken
into account and the influence of the static susceptibility will become important.
For clusters even smaller so that δ ∝ 1/V is not applicable anymore random matrix
theory will fail. In this regime probably ab-initio approaches are the only way out.
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Appendix A: Born-Oppenheimer approximation
In this section the Born-Oppenheimer approximation is derived. For this purpose
it is started with Eq. 2.1 and Eq. 2.2, which are repeated here for convenience
HˆΨi(x1,x2, ...,xN ,R1,R2, ...,RM ) = E
tot
i Ψi(x1,x2, ...,xN ,R1,R2, ...,RM ).
(A1)
Here Ψi is the eigenfunction i belonging to the eigenvalue E
tot
i , which represents
the total energy of the system in state Ψi. This Ψi depends on 3N spatial co-
ordinates {ri} and N spin coordinates {si} of the electrons, which are represented
together as {xi}. There are also 3M spatial coordinates of the nuclei {RI} on
which Ψi depends. Further, Hˆ in Eq. A1 is the Hamiltonian differential operator,
which is defined in absence of magnetic and electric fields as
Hˆ = −1
2
N∑
i=1
∇2i−
1
2
M∑
A=1
1
MA
∇2A−
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>1
1
rij
+
M∑
A=1
M∑
B>1
ZAZB
RAB
. (A2)
Here the indices A and B run over the M nuclei, while i and j run over the N
electrons. The ZA and ZB correspond to the charge of nucleus A and B respect-
ively, and MA to the mass of nucleus A. The first term of Eq. A2 is the kinetic
energy of the electrons, the second the kinetic energy of the ions, the third the
electron-ion interaction, the fourth the electron-electron interaction and the fifth
the ion-ion interaction.
The next step is to separate Eq. A2 into two parts
Hˆ = Hˆ0 + Tˆion, where
Hˆ0 = −1
2
N∑
i=1
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>1
1
rij
+
M∑
A=1
M∑
B>1
ZAZB
RAB
and
Tˆion = −1
2
M∑
A=1
1
MA
∇2A.
(A3)
The advantage of doing this is that in Hˆ0 the ionic coordinates now enter only
parameterically. Note that Hˆ0 is actually the electronic problem of Eq. 2.4 with
the ion-ion interaction added to it. Since the ionic degrees of freedom enter only
parameterically, Hˆ0 can be in principle solved for each set of ionic coordinates
{R}. In the following it is assumed that the eigenfunctions ψα(x1, ...,xN ; {R})
and eigenvalues α({R}) of Hˆ0 are known,
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Hˆ0ψα(x1, ...,xN ; {R}) = α({R})ψα(x1, ...,xN ; {R}). (A4)
Since the set of eigenfunctions ψα(x1, ...,xN ; {R}) of Hˆ0 forms a complete set, the
total wavefunction of Eq. A1 can be written as
Ψi(x1, ...,xN ; {R}) =
∞∑
α=1
Fα({R})ψα(x1, ...,xN ; {R}). (A5)
Substituting this expression for the total wavefunction into Eq. A1 and multiplying
both sides of this equation by Ψi(x1, ...,xN ; {R}) results in the following when
there is integrated over all electronic degrees of freedom:
∞∑
α=1
M∑
A=1
∫
dx1...
∫
dxNψ
∗
α(x1, ...,xN ; {R})
−∇2A
2MA
Fα({R})Ψα(x1, ...,xN ; {R}) =
(E − β({R}))Fβ({R}).
(A6)
Note that here α({R}) contains both the electronic energy of Eq. 2.4 and the
ionic term of Eq. 2.5. Eq. A6 can be conveniently rewritten as
(Tˆion + β({R}))Fβ({R}) +
∑
α
Aβ,α({R})Fα({R}) = EFβ({R}), where
Aβ,α({R}) = −
M∑
A=1
1
2MA
∫
dx1...
∫
dxN
[
ψ∗β({x}; {R})
∂2
∂R2A
ψα({x}; {R})+
2ψ∗β({x}; {R})
(
∂
∂RA
ψα({x}; {R})
)
∂
∂RA
]
.
(A7)
From this equation it is clear that Aα,β can be interpreted as a transition matrix
between the state α and β of Hˆ0 (see Eq. A4). Thus, when for a certain set {R}
the energy level separation between the α and β state is large compared to the
corresponding transition matrix element, then Aα,β can be neglected. In this case
the electronic and ionic problem are completely decoupled, where the electronic
problem is described by Hˆ0 of Eq. A3 and the ionic problem is then obtained from
Eq. A7 as
(Tˆion + β({R}))Fβ({R}) = EFβ({R}). (A8)
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Here β({R}) can be interpreted as the potential in which the ions move and is
equal to Etoti of Eq. 2.6. In Section 2.2.7 it will be shown how from this equation
phonon and vibrational modes can be derived in case of small ionic displacements
with respect to the equilibirum positions.
The neglect of the matrix Aα,β , i.e. the decoupling of the electronic and ionic
degrees of freedom, is known as the Born-Oppenheimer approximation. Intuit-
ively this approximation is quite clear. Due to the large difference in the ionic
and electronic masses, the kinetic energy of the electrons is much larger than that
of the ions. Therefore, in the frame of reference of the electrons, the ions can be
considered to a good approximation as being fixed. For a rigorous justification
of the Born-Oppenheimer approximation, the magnitude of the matrix Aα,β of
Eq. A7 has to be estimated. It can be shown that the magnitude of this mat-
rix is a factor (m/M)1/4 smaller than the characteristic energy of the ions in the
effective potential β({R}), where m is the electron mass and M the ionic mass
(see Ref. [1] for details). This factor is in general of the order 0.1-0.01. From
this estimation it is clear that not always the Born-Oppenheimer approximation
can be applied straightforwardly. However, this small parameter does justify a
perturbative treatment of the matrix Aα,β , which in general results in the con-
sideration of electron-phonon coupling [1, 2]. Further, there is another situation
when the Born-Oppenheimer approximation does not hold and that is at or near
degeneracies. In such a case a small change in the ionic coordinates can lead to a
drastic change in the electronic wavefunctions.
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Appendix B: Relativistic effects
In this section a detailed derivation of the relativistic effects called mass velo-
city, Darwin term and spin-orbit coupling is given. The first can be interpreted
as a relativistic correction to the kinetic energy and the second to the potential.
The third term described the interaction of the magnetic moment coming from
the electronic spin with the magnetic moment coming from the electronic angu-
lar momentum. As a starting point of this derivation the electronic problem of
Eq. 2.58 [3, 4],[
Kˆ(Ei)1− c2(σˆ · pˆ)(Kˆ(Ei) + 2mc2)−1(σˆ · pˆ)
]
|ψα,βe,i 〉 = 0, (B1)
is used. Here Kˆ(Ei) = Ei−mc2−V (r) and |ψα,βe,i 〉 is the two-component (spin up
and down) electronic eigenfunction. Further, Ei is the eigenenergy corresponding
to the four-component eigenfunction |Ψi〉 of the Dirac equation
Hˆ|Ψi〉 =
[
(V (r) +mc2)1 cσˆ · pˆ
cσˆ · pˆ (V (r)−mc2)1
] ∣∣∣∣∣|ψα,βe,i 〉|ψα,βp,i 〉
∣∣∣∣∣ = Ei
∣∣∣∣|ψα,βe 〉|ψα,βp 〉
∣∣∣∣ . (B2)
Here |ψα,βpe,i〉 is the two-component eigenfunction of the positron.
When the energy of the electron is close to its rest mass mc2, the term (Kˆ(Ei)+
2mc2)−1 can be expanded in powers of Kˆ(Ei)/2mc2. In lowest order this is
1
Kˆ(Ei) + 2mc2
≈ −1
4m2c4
(Kˆ(Ei)− 2mc2). (B3)
By subsitituting Eq. B3 into Eq. B1 the following is obtained[
Kˆ(Ei)− pˆ
2
2m
+
1
4m2c2
(σˆ · pˆ)Kˆ(Ei)(σˆ · pˆ)
]
|ψα,βe,i 〉 = 0. (B4)
The third term of Eq. B4 can be rewritten in the following form
(σˆ · pˆ)Kˆ(Ei)(σˆ · pˆ) = Kˆ(Ei)pˆ2 + i~∇V (r) · pˆ− ~σˆ · (∇V (r))× pˆ. (B5)
In order to obtain this the identity (σˆ · Aˆ)(σˆ · Bˆ) = Aˆ · Bˆ + iσˆ · Aˆ × Bˆ and
[pˆ,A(r)] = −i~∇A(r) is used. It can be shown that the first and second term in
Eq. B5 are not Hermitian, but that their sum is. In order to exploit this, the term
Kˆ(Ei)pˆ
2 of Eq. B5 is expanded in a symmetric and antisymmetric part
Kˆ(Ei)pˆ
2 =
1
2
{Kˆ(Ei), pˆ2}+ 1
2
[{Kˆ(Ei), pˆ2]. (B6)
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Here the {Aˆ, Bˆ} notation respresents the anticommutator and [Aˆ, Bˆ] the commut-
ator notation. The antisymmetric part of Eq. B6 gives
1
2
[{Kˆ(Ei), pˆ2] = 1
2
(pˆ · [pˆ,V (r)] + [pˆ,V (r)] · pˆ) =
−~
2
2
∇2V (r)− i~∇V (r) · pˆ.
(B7)
In order to obtain an approximate expression for the symmetric part of Eq. B6,
the third term of Eq. B4 is taken equal to zero. Then, from Eq. B4 this assumption
gives that Kˆ(Ei) ≈ pˆ2/2m for all eigenstates |ψα,βe,i 〉. When this approximation is
substituted into the symmetric part of Eq. B6, the following is obtained
1
2
{Kˆ(Ei), pˆ2} ≈ pˆ
4
2m
. (B8)
Finally by substituting Eq. B6, B7, B8 and B5 into Eq. B4 gives
[(
mc2 +
pˆ2
2m
+ V (r)− pˆ
4
8m3c2
+
~2
8m2c2
∇2V (r)
)
1+
~
4m2c2
σˆ · (∇V (r))× pˆ
]
|ψα,βe,i 〉 = Ei|ψα,βe,i 〉,
(B9)
which is the same as Eq. B9 of Section 2.2.6. In this equation the first term is the
electronic rest mass, the second term the non relativistic kinetic energy, the third
term the non relativistic potential energy and the other terms are the relativistic
corrections. The fourth term is the mass velocity term, the fifth the Darwin term
and the last the spin-orbit coupling term.
In the literature often an alternative derivation of these relativistic corrections
is given. For this derivation the external potential is assumed to be spherical
symmetric (V (r) = V (r) with r = |r|) from the beginning in the Dirac equation
(Eq. B2) of a single electron. A spherical symmetric potential is a safe assumption
close to the nucleus where the spin-orbit coupling effects are the strongest. For
a spherical symmetric potential the four-component eigenfunction of the Dirac
equation has the following form
Ψlnjm =
[
glnj(r)ψ
l
jm
if lnj(r)
σˆ·rˆ
r ψ
l
jm,
]
(B10)
where ψljm is a two-component spinor (one for spin-up and one for spin-down),
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which is the relativistic equivalent of the usual spherical harmonics. The quantum
numbers l and j of Eq. B10 are usually redefined by a single quantum number κ
as
κ =
{
l if j = l − 1/2
−(l + 1) if j = l + 1/2 (B11)
From the Dirac equation it can be shown that the radial parts gκ(r) and fκ (in the
following the index n is dropped) of Eq. B10 must satisfy equations (see Ref. [5])
dfκ(r)
dr
=
1
~c
(V (r)− E)gκ(r) +
(κ− 1
r
)
fκ,
dgκ(r)
dr
= −
(κ+ 1
r
)
gκ(r) +
2
~
M(r)cfκ(r) with
M(r) = m+
1
2c2
(E − V (r)).
(B12)
By eliminating fκ(r) from this equation, the following equation for gκ can be
obtained
(−~2
2M
)[
g′′κ +
2
r
g′κ −
l(l + 1)
r2
gκ
]
− V
′g′κ~2
4M2c2
− κ+ 1
r
V ′gκ~2
4M2c2
= (E − V )gκ. (B13)
Once this equation is solved for gκ, the first equation of Eq. B12 is used to solve
for fκ. Eq. B13 looks like a Schro¨dinger equation except that M depends on r
and E. The last two terms of this equation can be identified as the Darwin term
and spin-orbit coupling terms, while the mass velocity term is contained within
the first term [5]. In order to identify the last term with the spin-orbit coupling
term, the following relation has to be used [5]
lˆ · σˆψκm = −~(κ+ 1)ψκm. (B14)
With this relation the last term of Eq. B13 can be written in the more familiar
form of the spin-orbit coupling operator
Hˆsoc =
~2
2M2c2
1
2
dV
dr
lˆ · sˆ, (B15)
where sˆ is the spin operator. Under the assumption that the energy E of the
electron is close to its rest mass energy mc2, M(r) = m + 12c2 (E − V (r)) ≈ m.
With this approximation for M Eq. B15 is equal to the spin-orbit coupling term
of Eq. 2.60 of Section 2.2.6.
In case the spin-orbit coupling term is neglected D. D. Koeling and B. N.
Harmon showed how to solve Eq. B12 [6].
210 Appendices
Appendix C: Spin current density functional theory
In this section we show how density functional theory can be reformulated in
terms of the density, spin (magnetization) density and (paramagnetic) current
density (orbital density). An important reason to do this, is to obtain magnetic
information on the system of interest. More precisely it will be shown that once
the exchange-correlation functional is exactly known in terms of the density, spin
density and current density, these three densities can be exactly obtained directly
from the solution of the Kohn-Sham equations. In order to derive this, we start by
adding to electronic problem (Eq. 2.9) an external magnetic field that couples to
both spin and orbital degrees of freedom. The full Hamiltonian then reads [7–9]
HˆΨ = [TˆAext + VˆNe + Vˆee + VˆB ]Ψ =[
1
2
N∑
i=1
(
− i∇i + 1
c
Aext(r)
)2
−
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+ 2µB
N∑
i=1
Bext(r) · sˆi
]
Ψ = EΨ.
(C1)
Here c is the speed of light and Aext refers to the external vector potential, which
is related to the external magnetic field Bext by
Bext = ∇×Aext. (C2)
The rest of the symbols of Eq. C1 are defined in Section 2.2.3. In the following
the same steps as in Sections 2.2.3 and 2.2.5 are taken. Thus it is assumed that
two different ground state wavefunctions Ψ0 and Ψ
′
0 corresponding necessarily to
two different sets of potentials [VNe,B0,A0] and [V
′
Ne,B
′
0,A
′
0], yield the same set
of ground state densities ρ0 = ρ
′
0, m0 = m
′
0 and jp0 = j
′
p0. Here the density
ρ is defined in Eq. 2.17, the spin magnetization density m in Eq. 2.44 and the
(paramagnetic) current density jp is defined as
jp =
1
2i
〈Ψ|
N∑
i=1
(−∇iδ(r − ri)− δ(r − ri)∇i)|Ψ〉. (C3)
That the current density enters can be seen from writting out the square of the
first term of Eq. C1 and taking the expectation value. By using the variational
principle the following can be obtained
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E0 = 〈Ψ0|Hˆ|Ψ0〉 < 〈Ψ′0|Hˆ|Ψ′0〉 =
〈Ψ′0|Hˆ ′ + VˆNe − Vˆ ′Ne + Bˆext − Bˆ′ext + Aˆ− Aˆ′|Ψ0〉 =
E′0 +
∫
drρ0
(
VNe − V ′Ne +
1
2c2
(A2ext −A
′2
ext)
)
−
∫
drm0(Bext −B′ext) +
∫
drjp0(Aext −A′ext).
(C4)
Here the differences Bˆext− Bˆ′ext and Aˆ− Aˆ′ are a schematic representation of the
difference in the Hamiltonian operators Hˆ and Hˆ ′ due to respectively the external
magnetic field and vector potential. By changing primed and unprimed quantities
in Eq. C4 the following is obtained
E′0 = 〈Ψ′0|Hˆ ′|Ψ′0〉 < 〈Ψ0|Hˆ ′|Ψ0〉 =
E0 +
∫
drρ0
(
V ′Ne − VNe +
1
2c2
(A
′2
ext −A2ext)
)
−
∫
drm0(B
′
ext −Bext) +
∫
drjp0(A
′
ext −Aext).
(C5)
By adding Eq. C4 and C5, the following contradiction is obtained
E0 + E
′
0 < E0 + E
′
0 (C6)
From this it can be concluded that the ground state densities ρ0, m0 and j0
uniquely determine the ground state wavefunction of the system. Therefore any
observable of a system in its ground state is a functional of these three densities.
Further, it can be shown by following the lines of the second Hohenberg and Kohn
theorem of Section 2.2.3, that the total energy is minimal for the ground state
densities ρ0, m0 and j0. The total energy is given by
E[ρ,m, jp] = T [ρ,m, jp] + Eee[ρ,m, jp] +
∫
drρ(r)
(
VNe(r) +
1
2c2
A2ext(r)
)
−
∫
drm(r) ·Bext(r) +
∫
drjp(r) ·Aext(r).
(C7)
The next step is to show how this equation can be mapped onto a set of single
particle Kohn-Sham equations. For this purpose the electron-electron interaction
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energy Eee is split again in the classical Hartree part and the non classical part
(see Eq. 2.30). Further, the kinetic energy T is split into a non-interacting part
and the difference between the exact kinetic energy and the non-interacting part
(see Eq. 2.31). Finally, expressing the densities ρ0, m0 and j0 in terms of the
spin-orbitals φi =
(φαi
φβi
)
and minimizing with respect to them gives the following
equation,
[
1
2
(
− i∇+ 1
c
As
)2
+ Vs(r) + 2µB sˆ ·Bs(r)
]
φi(r) = iφi(r), (C8)
for each spin-orbital φi. In order to obtain the same ground state densities ρ0, m0
and j0 as in the fully interacting many body case from this set of single particle
equations, Vs, Bs and As have to be defined as
Vs(r) = VNe(r) + VH(r) + VXC(r) +
1
2c2
(A2ext(r)−A2s(r)),
Bs(r) = Bext(r) +BXC(r) and
As(r) = Aext(r) +AXC(r).
(C9)
Here VH is the Hartree contribution (the first term of Veff in Eq. 2.33) and VNe
is the electron-ion interaction contribution (the third term of Veff in Eq. 2.33).
Further, VXC , BXC(r) and AXC(r) are defined as
VXC =
∂EXC
∂ρ(r)
,
BXC(r) = − ∂EXC
∂m(r)
and
1
c
AXC(r) =
∂EXC
∂jp(r)
.
(C10)
Here EXC is the same as in Eq. 2.31 except that it depends on two additional
densities. Once the Kohn-Sham equations defined by Eq. C8 have been solved,
the densities ρ0, m0 and j0 can be obtained in the following way
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ρ(r) =
N∑
i=1
|φi|2,
m(r) = −2µB
N∑
i=1
φ∗i sˆφi and
jp(r) =
1
2i
N∑
i=1
(φ∗i∇φi − (∇φ∗i )φi).
(C11)
The whole derivation of the spin current density functional theory in this sec-
tion is done in order to obtain magnetic information on the system of interest
directly from the Kohn-Sham equations, e.g. from Eq. C11. More precisely the
goal was to obtain besides the spin (magnetization) density also the orbital (mag-
netization) density of the system. It is clear that the spin magnetization density
can be obtained from the second equation of Eq. C11. For the orbital magnetiz-
ation density, a connection has to be made with the current density jp. In other
words the orbital magnetization density and the current density have to be related
to each other. By using the definition of jp in Eq. C3 and the definition of the
orbital angular momentum operator,
Lˆ = rˆ × pˆ, (C12)
the orbital magnetization density morb and current density jp are related by
morb = µB
∫
drr × jp(r) = −µB〈Ψ|Lˆ|Ψ〉 = −µBL and
jp(r) = ∇×L(r).
(C13)
Here L(r) is the orbital angular momentum density. There is however a subtlety
involved in this. This has to do with the requirement of gauge invariance of
operators/observables in the presence of an electromagnetic field. However, the
definition of jp (Eq. C3) and the orbital angular moment (Eq. C12) are not gauge
invariant [7–9]. Therefore, in the presence of an electromagnetic field they have
to be redefined in a gauge invariant way. The important thing is now that jp
obtained from the solution of the Kohn-Sham equations, is in exact agreement
with the fully many body interacting jp. Unfortunately, the physical measurable
and thus relevant gauge invariant redefinition of jp can be different in the Kohn-
Sham problem as compared to the full many body problem.
In absence of the external electromagnetic field the gauge invariance problems
described above disappear. Then, the orbital (magnetization) density defined in
Eq. C13 (and jp) become good physical observables. By substituting the ground
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state eigenfunction of the Kohn-Sham problem (Slater determinant) of Eq. C8 in
Eq. C13, it can be shown that the orbital magnetization density is obtained from
the solution of the Kohn-Sham problem as follows:
L = −µB
∑
i
〈φi|rˆ × pˆ|φi〉. (C14)
See Section 2.2.7 for subtle details on the evaluation of this expression. Finally,
note that due to the one to one correspondence of jp and L, they can be used
interchangeably.
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In this section the single particle Green’s function is introduced. It will become
clear that this physical object contains a lot of physical information. By making
connection with DFT (see Section 2.2.3), it can even be shown that it contains
all the physical information of the system. Namely, the density can be straight-
forwardly obtained from it. Remember that the Hohenberg and Kohn theorems
(see Section 2.2.3) stated that the (ground state) density contains all physical in-
formation of the system. However, how to express this physical information, i.e.
physical observables, in terms of the density is not provided by these theorems and
is thus in general not known. Fortunately, for the (single particle) Green’s function
the situation is a lot better. For example, it is exactly known how to express all
single particle observables in terms of the Green’s function. Also the total energy
is exactly expressable in terms of the Green’s function. Another very important
aspect is that it contains the exact excitation spectrum of the N − 1 and N + 1
electron system, i.e. all information that is obtained from a photo-emission exper-
iment (and inverse photo-emission experiment). Besides this the (single particle)
Green’s function also contains the energies and life-times of the ’quasi-particles’
in the system, which can also be obtained and thus compared with experiment.
However, not all the ’quasi-particles’ can be straightforwardly obtained from the
single particle Green’s functions. For example, in order to obtain information
on collective excitations like plasmons, excitons, spin-waves etc. the two-particle
Green’s function should be considered. The two-particle Green’s function is also
very convenient in describing response theory.
From the consideration above it is clear that the single particle Green’s function
is a very interesting object. In its simplest form the Green’s function is introduced
by considering a general inhomogeneous differential equation,
[z − Lˆ(r)]u(r) = f(r), (D1)
where Lˆ(r) is a time independent, linear, Hermitian differential operator and f(r)
is a general function and z is a complex number. The Green’s function related to
this operator Lˆ(r) is defined as,
[z − Lˆ(r)]G(r, r′, z) = δ(r − r′). (D2)
Here G is the Green’s function. In general it is easier to find first the Green’s
function from Eq. D2 and then calculate u(r) of Eq. D1 via,
u(r) =
∫
G(r, r′, z)f(r′)dr′. (D3)
This equation holds for z 6= λn, where λn is any of the eigenvalues of the operator
Lˆ(r). For more information on what to do when z = λn or why it is easier to
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first calculate the Green’s function and then use Eq. D3 to obtain the solution
to Eq. D1, see Ref. [10]. Further, in case of a time-dependent partial differential
equation, the Green’s function is defined as
[ ∂
∂t
− Lˆ(r)
]
G(r, r′, t, t′) = δ(r − r′)δ(t− t′). (D4)
Also in this case the Green’s function can be used to calculate the solution u(r, t)
of the following problem
[ ∂
∂t
− Lˆ(r)
]
u(r, t) = f(r, t). (D5)
The important point is that most people remember the Green’s function to be
either defined via Eq. D2 or D5. It should be mentioned that the single particle
Green’s function that is about to be introduced obeys Eq. D5 only in case the
operator Lˆ(r) describes a (set of) single particle equation(s). Note that in the
case of a description of a quantum system Lˆ(r) represents the Hamiltonian of the
quantum system. In case of the full many body system (so Lˆ(r) or the Hamiltonian
contains a mutual interaction term, i.e. electron-electron Coulomb interaction)
the Green’s functions obeys a more complicated equation. So strictly speaking the
single particle Green’s function is not a real Green’s function in its conventional
form.
It is now time to introduce the single particle Green’s function. Two very
popular forms of the single particle Green’s function are
G+(r, r′, t, t′) = i〈Ψ0|ψˆ(r, t)ψˆ∗(r′, t′)|Ψ0〉θ(t− t′) and
G−(r, r′, t, t′) = −i〈Ψ0|ψˆ∗(r′, t′)ψˆ(r, t)|Ψ0〉θ(t′ − t).
(D6)
Here G+ and G− are a special form of the retarted and advanced Green’s function
(see Refs. [2, 10–12]), θ is the Heaviside step function and Ψ0 is the exact ground
state wavefunction of the full many body system. In the following G+ and G−
will be referred to as retarted and advanced Green’s function (note that usually
the retarted and advanced Green’s function are formulated in a slightly different
way [2, 10–12]). Further, ψˆ∗(r′, t′) is the particle creation operator that creates a
particle at position r′ at time t′ or equivalently creates a particle in the position
operator eigenstate δ(r−r′) at time t′. The operator ψˆ(r, t) annihilates a particle
at position r at time t.
A third popular form of the single particle Green’s function is obtained by
combining the retarted and advanced Green’s function into one. This is done by
introducing a chronological time ordering operator T as follows,
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G(r, r′, t, t′) = i〈Ψ0|T{ψˆ(r, t)ψˆ∗(r′, t′)}|Ψ0〉, where
T{ψˆ(r, t)ψˆ∗(r′, t′)} =
{
ψˆ(r, t)ψˆ∗(r′, t′) if t′ < t
−ψˆ∗(r′, t′)ψˆ(r, t) if t′ > t
(D7)
It can be observed from Eq. D6 that the retarted Green’s function represents
the probability amplitude that if at time t′ a particle is added at point r′ to the
fully interacting many body ground state |Ψ0〉, then at time t the system will be in
its ground state with an added particle at r. In other words the retarted Green’s
function describes the ’propagation’ of an added particle to the system. Therefore,
the name Green’s function is often replaced by the name ’propagator’.
That the retarted Green’s function represents a probability amplitude instead
of a probability can be seen as follows. After adding a particle to the ground state
at time t′ and position r′, and then removing a particle at time t and position
r, the system is in the state ψˆ(r, t)ψˆ∗(r′, t′)|Ψ0〉. This state can be expanded in
terms of all (N particle) eigenstates of the fully interacting system,
ψˆ(r, t)ψˆ∗(r′, t′)|Ψ0〉 =
∞∑
i=1
ci|Ψi〉. (D8)
In quantum mechanics the coefficients ci are referred to as probability amplitudes.
Here c0 corresponds to the amount (probability amplitude) of the ground state
|Ψ0〉 in the state ψˆ(r, t)ψˆ∗(r′, t′)|Ψ0〉, i.e. c0 = 〈Ψ0|ψˆ(r, t)ψˆ∗(r′, t′)|Ψ0〉 = G+.
Thus, the probability to find the system after the adding and removing process
(defined by ψˆ(r, t)ψˆ∗(r′, t′)) in the ground state is given by |c0|2, which is equal
to G+∗G+.
The advanced Green’s function of Eq. D6 can be interpreted in a similar way.
It represents (−1) times the probability amplitude that if at time t′ a particle is
removed at r′ from the fully interacting system in its ground state, then at time
t the system will be in its ground state with a removed particle at r. Instead of
talking about a removed particle, it is more common to talk about an added hole.
Then, the advanced Green’s function describes the propagation of an added hole
to the system.
With the single particle Green’s function defined, it can be shown how physical
information can be obtained from it. For this purpose it is assumed that the
Hamiltonian does not depend explicitly on the time. In this case the single particle
Green’s function only depends on the time difference τ = t− t′. The next step is
to insert the closure relation
∑∞
i |ΨN+1i 〉〈ΨN+1i | = 1 between the two creation and
annihilation operators of the retarted Green’s function of Eq. D6. Here the |ΨN+1i 〉
represent the exact eigenstates of the fully interacting N+1 particle system. Then,
by using
ψˆ∗(r′, t′) = eiHˆt
′
ψˆ∗(r′)e−iHˆt
′
and ψˆ(r, t) = eiHˆtψˆ(r)e−iHˆt, (D9)
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where Hˆ is the Hamiltonian of the fully interacting system, the following can be
obtained
G+(r, r′, τ) = i
∞∑
i=1
〈ΨN0 |ψˆ(r)|ΨN+1i 〉〈ΨN+1i |ψˆ∗(r′)|ΨN0 〉e−i
N+1
i τθ(τ). (D10)
Here |ΨN0 〉 is the ground state of the fully interacting N particle system with
eigenenergy EN0 , |ΨN+1i 〉 is the i-th eigenstate of the fully interacting N+1 particle
system with corresponding eigenenergy EN+1i and 
N+1
i = E
N+1
i −EN0 . From this
equation it is clear that the retarted Green’s function contains the information on
the excitation energies of the N+1 particles system with respect to the N particle
ground state energy. These are precisely the energies that can be obtained from a
photo-emission experiment [13]. Similary the following expression can be obtained
for the advanced Green’s function,
G−(r, r′, τ) = −i
∞∑
i=1
〈ΨN0 |ψˆ∗(r′)|ΨN−1i 〉〈ΨN−1i |ψˆ(r)|ΨN0 〉e−i
N−1
i τθ(−τ), (D11)
where |ΨN−1i 〉 is the i-th eigenstate of the fully interacting N − 1 particle sys-
tem with corresponding eigenenergy EN−1i and 
N−1
i = E
N
0 − EN−1i . From this
expression it is clear that the advanced Green’s function contains the excitation
energies of the N − 1 particle system with respect to the ground state energy of
the N particle system. Also these energies can be obtained from a photo-emission
experiment [13]. Trivially by combining the Eq. D10 and D11, Eq. D7 becomes
G(r, r′, τ) = i
∞∑
i=1
〈ΨN0 |ψˆ(r)|ΨN+1i 〉〈ΨN+1i |ψˆ∗(r′)|ΨN0 〉e−i
N+1
i τθ(τ)−
i
∞∑
i=1
〈ΨN0 |ψˆ∗(r′)|ΨN−1i 〉〈ΨN−1i |ψˆ(r)|ΨN0 〉e−i
N−1
i τθ(−τ).
(D12)
It is instructive to take the Fourier transform of Eq. D12 (or equivalently
Eq. D10 and D11). For this purpose the following expression for the Fourier
transform of the Heaviside step function is used
θ(ω) =
1
2pi
∫
θ(τ)eiωτ−η|τ |dτ =
1
2pi(ω + iη)
. (D13)
Here η is an infinitesimal small positive real number. This equation can be easily
proven by taking the inverse Fourier transform of θ(ω) and then using the residue
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theorem from complex function theory [14]. By using this equation and taking the
Fourier transform of Eq. D12, the following is obtained
G(r, r′,ω) =
∞∑
i=1
ψN+1i (r)ψ
N+1∗
i (r
′)
ω − N+1i + iη
+
∞∑
i=1
ψN−1i (r)ψ
N−1∗
i (r
′)
ω − N−1i − iη
, (D14)
where
ψN−1i (r) = 〈ΨN−1i |ψˆ(r)|ΨN0 〉 and ψN+1i (r) = 〈ΨN0 |ψˆ(r)|ΨN+1i 〉. (D15)
Here Eq. D15 is the same definition as used in Eq. 2.87 of Section 2.2.7. The
expression in Eq. D14 is the Lehmann representation of the Green’s function.
From this equation it is clear that the Green’s function G(r, r′,ω) has poles at
the true many body excitation energies N+1i and 
N−1
i (note that η was defined
as an infinitesimal small positive real number). This is a very important general
statement of the Green’s function. Note that the factor i is absent in Eq. D14.
This is basically the reason for introducing the factor i in Eq. D6 and D7 or from
aesthetics point of view if you wish.
From the definition of the single particle Green’s function of Eq. D7 it is very
easy to show that every observable corresponding to a single particle operator can
be expressed exactly in terms of this Green’s function. For this purpose the single
particle operator F (r) is first written in terms of the second quantized formalism,
F =
∫
drψˆ∗(r)F (r)ψˆ(r). (D16)
Here the ψˆ∗(r) and ψˆ(r) are again the creation and annihilation operators of a
particle at position r (note that Eq. D9 is just the Heisenberg notation of these
operators). Examples of single particle operators are the kinetic energy F (r) =
−∇2/2 or the density operator F (r) = δ(r − r0) which gives the density at r0.
The expectation value of F in Eq. D16 can be expressed in terms of the Green’s
function of Eq. D7 as follows
〈Ψ0|F |Ψ0〉 = i
∫
dr lim
t′→t+,r′→r
[
F (r)G(r, r′, t, t′)
]
. (D17)
Here the limit of t′ approaches t from the right, which is indicated by the t+. So
the density becomes a very simple expression in terms of the Green’s function
ρ(r) = i lim
t′→t+
G(r, r, t, t′). (D18)
Other important observables to calculate in this work are the spin and orbital
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moment density. These are also observables corresponding to single particle op-
erators and can be expressed in terms of the Green’s function via Eq. D17. In
case of the orbital moment the integral in Eq. D17 is only evaluated within the
muffin-tin sphere (see Section 2.2.7). Thus, when orbital moments from a DMFT
(see Section 2.2.8) calculation are reported in this work, they come from the region
within the muffin-tin sphere. For the expression of the total energy in terms of
the Green’s function see Refs. [3, 15, 16].
In the following we show how the density of states (DOS) can be obtained.
For this purpose it is convenient to introduce the spectral density function, which
can be obtained experimentally from angle resolved photo-emission spectroscopy
(ARPES). From this spectral density it will appear that quasi particles occur very
naturally.
In order to introduce the spectral density in its most common form, we begin
by taking the Fourier transform of Eq. D7 with respect to the position variables.
This leads to
G(k,k′, t, t′) = i〈Ψ0|T{cˆk(t)cˆ∗k′(t′)}|Ψ0〉. (D19)
Here cˆk(t) = e
iHˆtcˆke
−iHˆt and a similar expression holds for cˆ∗k′(t
′). In this equa-
tion cˆ∗k and cˆk are related to ψˆ
∗(r) and ψˆ(r) as follows
ψˆ(r) =
1√
V
∑
k
eik·r cˆk and ψˆ∗(r) =
1√
V
∑
k
e−ik·r cˆk∗ . (D20)
Thus substituting these expressions for ψˆ∗(r) and ψˆ(r) into Eq. D7 is equivalent
to taking the Fourier transform of this equation. It is important to observe that
for t > t′ Eq. D19 describes the probability amplitude that if a particle in the
state φk′ = (1/
√
V )eik
′·r is added to the ground state of the fully interacting
system at time t′, then at time t the system will be in its ground state with an
added particle in state φk. A similar definition holds in terms of holes for t < t
′.
Important to realize is that the state φk comes from the Fourier transform, but in
principle the single particle Green’s function can be defined with respect to any
state, i.e. set of creation and annihilation operators. For example, for a strongly
correlated system it could be convenient to introduce creation and annihilation
operators corresponding to the strongly correlated orbitals themselves.
The reason for considering Eq. D19 is that from this equation the spectral
density function can be introduced in its most common form. By again using
the closure relation and cˆk(t) = e
iHˆtcˆke
−iHˆt (and a similar relation for cˆ∗k′(t
′)),
Eq. D19 can be rewritten as follows
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G(k,k′, τ) = i
∞∑
i=1
〈ΨN0 |cˆk|ΨN+1i 〉〈ΨN+1i |cˆ∗k′ |ΨN0 〉e−i
N+1
i τθ(τ)−
i
∞∑
i=1
〈ΨN0 |cˆ∗k′ |ΨN−1i 〉〈ΨN−1i |cˆk|ΨN0 〉e−i
N−1
i τθ(−τ).
(D21)
Here again a time-independent Hamiltonian is assumed, which means that the
Green’s function only depends on τ = t − t′. In the following a specific form of
Eq. D21 is considered, for which k = k′ is taken. Note that in case of a uniform
system the Green’s function of Eq. D21 indeed only depends on k. This is due
to the translational invariance of a uniform system, which means that the Green’s
function only depends on r−r′ and thus its Fourier transform only on k. However,
in case of a periodic system, atom or cluster the k = k′ situation is just a part of
the total Green’s function defined by Eq. D21.
The spectral density function can now be introduced by taking the Fourier
transform with respect to time τ of Eq. D21, which results in
G(k,ω) =
∫ ∞
0
dω′
[ A+(k,ω′)
ω′ − ω + µ− iη −
A−(k,ω′)
ω′ + ω − µ− iη
]
, (D22)
where the spectral density functions A+(k,ω
′) and A−(k,ω′) are defined as
A+(k,ω) =
∞∑
n=1
|〈ΨN+1i |cˆ∗k|ΨN0 〉|2δ(ω − ξn0) and
A−(k,ω) =
∞∑
m=1
|〈ΨN−1i |cˆk|ΨN0 〉|2δ(ω − ξm0).
(D23)
In Eq. D22 and D23 everything is defined with respect to the chemical potential
µ. For large N the following holds
EN+10 − EN0 = EN0 − EN−10 = µ (D24)
to order 1/N , where EN+10 and E
N−1
0 are the ground state energies of the N + 1
and N−1 particle system. The definitions of ξn0 and ξm0 in Eq. D23 are as follows
ξn0 = E
N+1
i − EN+10 and ξm0 = EN−1i − EN−10 . (D25)
and are thus related to the excitations energies N+1i and 
N−1
i by
N+1i = µ+ ξn0 and 
N−1
i = µ− ξm0. (D26)
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From Eq. D23 it is clear that the spectral density functions are positive real func-
tions and their physical interpretation is as follows. For a fully interacting many
body system the state cˆ∗k|Ψ0〉 is not an eigenstate of the N + 1 particle system.
Therefore, it can be expanded in terms of the complete set of N + 1 particle ei-
genstates |ΨN+1i 〉 of the fully interacting N + 1 particle system. Then for the
frequency ω = ξm0 and a specific k, A+(k,ω) gives the probability that cˆ
∗
k|Ψ0〉 is
in an eigenstate of the N + 1 particle system with energy EN+1i specified via ξn0.
Thus by scanning over the frequencies ω (for a specific k) it can be obtained at
which eigenenergies of the N + 1 particle system, the N + 1 particle eigenstates
contribute the most in the expansion of cˆ∗k|Ψ0〉. A similar definition holds for the
A−(k,ω) spectral density function.
By summing A+(k,ω) and A−(k,ω) of Eq. D23 over k the density of states
(DOS) is obtained
D(ω) =
∑
k
[A+(k,ω) +A−(k,ω)]. (D27)
Since in Eq. D23 everything was expressed with respect to the chemical potential
µ, the DOS below zero corresponds the excitation energies of the N − 1 particle
system and above zero to excitations of the N + 1 particle system. This DOS can
be directly compared with the DOS obtained from a photo-emission experiment.
By taking a closer look at Eq. D23, another important aspect of the Green’s
function can be observed, that of the quasi-particles. The benefit of describing the
system in terms of non interacting quasi-particles is that the physical interpretation
becomes more clear. Also it is a lot easier to work with non interacting particles
than with mutually correlated particles. So the idea of finding the quasi-particles,
is to be able to rewrite the Hamiltonian of the fully interacting many body system
as follows,
H = E0 +
∑
q
′qA
∗
qAq +
∑
p
′′pB
∗
pBp + smaller terms. (D28)
Here E0 is the ground state energy of the fully many body system, 
′
q are the
energies of the quasi particles, and A∗q and Aq are the quasi-particle creation
and annihilation operators. Further, the third term corresponds to the collective
excitations or collective quasi-particles that cannot be obtained (straightforwardly)
from the single particle Green’s function, but should be obtained from the two
particle Green’s function (see Ref. [12] for details). Then, ′′p are the energies
of the collective excitations, and B∗p and Bp are the corresponding creation and
annihilation operators. The small terms in this equation correspond to the small
interactions between the quasi-particles and collective excitations. Thus, more
precisely Eq. D28 only holds in situations when the quasi-particles and collective
excitations are to a good approximation non interacting. There are some general
statements when this approximation should hold (for more details see Refs. [11,
12]). Note that obtaining the quasi-particles and collective excitations from the
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Figure A1: Schemtical representation of a typical form of the A+(k,ω) function. The
energy ξk plus the chemical potential µ corresponds to the energy of the quasi-particle
and Γk to its life-time [11].
Green’s function (single and two particle) is not the only possibility. The method
of canonical transformations can also be used (see Ref. [12]). However, this is
less systematic as the Green’s function and no information on the life-times of the
quasi-particles is obtained in this way.
From the definition of Eq. D23 it is clear that by scanning across the frequencies
ω (for a specific k), it can be obtained at which N + 1 particle eigenenergies,
the N + 1 particle eigenstates contribute the most in the expansion of cˆ∗k|Ψ0〉.
In the case when cˆ∗k|Ψ0〉 is close to a N + 1 particle eigenstate, then only N +
1 particle eigenstates corresponding to eigenenergies centered around a specific
energy contribute to the expansion of cˆ∗k|Ψ0〉. This looks typically as shown in
Fig. A1.
Thus, when cˆ∗k|Ψ0〉 is close to being an eigenstate of the N + 1 particle system,
then A+(k,ω) exhibits a peak centered at an ’energy’ ξk with a bandwidth of 2Γk.
This means that the components of cˆ∗k|Ψ0〉 belonging to this peaks oscillate at a
frequency ξk and their phases remain coherent over a time 1/Γk. Therefore, if
the state cˆ∗k|Ψ0〉 could be filtered in such a way that only the peak of A+(k,ω)
is maintained, then an approximate eigenstate is obtained of energy ξk + µ and
life-time 1/Γk. For details on this derivation see Ref. [11]. It is clear that this
filtered approximate eigenstate is what represents the quasi-particle. Note that
the quasi-particles only interact weakly with each other [11]. By approximating
the peak in A+(k,ω) by a Lorentzian, A+(k,ω) can be conveniently rewritten as
A+(k,ω) = A
b
+(k,ω) +
2|Γk|wk
(ω − k)2 + Γ2k
. (D29)
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Here k = ξk+µ and A
b
+(k,ω) is the background or the remaining part of A+(k,ω)
with respect to the Lorentzian peak. From Eq. D29 it is clear that the complex
poles zk = k+ iΓk of A+(k,ω) contain all the information on the quasi-particles.
The real part of the complex pole zk corresponds to the energy of the quasi-particle
and the imaginary part to the quasi-particle life-time. A similar derivation and
statement can be made for A−(k,ω) (see Ref. [11]).
Above only a rough description of how to obtain the quasi-particles from the
Green’s function is provided. This means that some (important) technical details
are not mentioned. For example, how the function A+(k,ω) of Eq. D23, which
consists of a sum of delta functions, can be approximated by the continuous func-
tion of Eq. D29. It can be shown that the approximation of Eq. D29 holds, when
the typical spacing ∆ between the energy levels is small. For a very detailed
description of what is small enough, see Ref. [17]. Obviously it has to be much
smaller than the bandwidth of the peak to be able to talk about a peak in the first
place. When this is the case, the quasi-particles decay in a time proportional to
its life-time. However, after a time 1/∆ the exponentionals of the quasi-particle
start to get in phase again (i.e. the quasi particle builds up again). This is just the
beat phenomenon, when two signals of different frequencies are added [12]. Thus
in order to talk about quasi-particles that decay after a time proportional to their
life-time and then disolve into the system, ∆ has to go to zero. It can be shown
that this is already the case for very small systems (see Ref. [17]).
Another very important thing to mention is that A+(k,ω) only has the typical
peak in Fig. A1 (or Eq. D29), when the state cˆ∗k|Ψ0〉 is close to an eigenstate of
the system. For a general system it is not at all clear from the beginning to the
creation of what state the operator cˆ∗k should correspond. For example, for the
description of a localized quasi-particle, the addition of a plane wave state to the
ground state is probably not at all close to a localized eigenstate of the system.
Therefore, it takes some physical intuition to chose the form in which A+(q,ω) is
presented, where q refers now to a conveniently chosen set of single particle states.
From the considerations above it is clear that the Green’s function is rich of
physical information and that it would be very convenient to have it. However,
how can the Green’s function be obtained? There are in principle two methods
to calculate it. (1) One is based on writing down the equation of motion for
the single particle Green’s function. This results in an equation where the single
particle Green’s function is coupled to the two particle Green’s function. The
equation of motion of the two particle Green’s function couples on its turn the
two particle Green’s function with the three particle Green’s function. This pro-
cess can be continued for the three particle Green’s function, four particle Green’s
function etc., which ultimately results in an infinite set of coupled equations that
should be solved simultaneously. Obviously this is impossible. Therefore the de-
coupling method was developed. This method tries to approximately solve for the
single particle Green’s function by truncating the infinite series by employing an
approximate relation that connects Gn with Gn−1, Gn−2 etc., where Gn refers to
the n particle Green’s function. The simplest way to do this is by approximately
expressing the two particle Green’s function in terms of the single particle Green’s
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function, which results in solving one equation for the single particle Green’s func-
tion.
(2) The second methods expands the single particle Green’s function in an
infinite series and evaluates the series approximately. For this purpose the total
Hamiltonian of the full interacting many body system is first decomposed as
Hˆ = Hˆ0 + Hˆ1. (D30)
Here Hˆ0 is the ’unperturbed’ Hamiltonian in terms of which the ’unperturbed’
Green’s function G0 is defined and Hˆ1 is the ’perturbation’ with respect to Hˆ0.
The idea is now to make a simple choice for Hˆ0 so that G0 corresponding to
Hˆ0 can be simply obtained. For example, take Hˆ0 as a set of single particle
equations (like the Hartree or Hartree-Fock equations). Then, Hˆ1 contains the
remaining complicated part of the full Hamiltonian Hˆ. For example, it is the
electron-electron Coulomb potential or the electron-electron Coulomb potential
minus the ’trivial’ Hartree(-Fock) part. After Hˆ0 and thus Hˆ1 have been chosen
and G0 is found, it can be shown that the single particle Green’s function G
corresponding to Hˆ can be written as a series expansion in terms of G0 and Hˆ1. It
is complicated and out of the scope of this work to show and derive this expansion.
Therefore, the reader is directed to excellent text books like Refs. [2, 10–12] to
cover this topic. However, it should be mentioned that a popular method to
approach this expansion is by the Feynmann diagrams. The Feynmann diagrams
are a pictorial representation of the terms that constitute the series expansion.
Working with Feynmann diagrams has some appealing advantages. For example,
they give a physical interpretation of the different terms in the series expansion of
G. Also some mathematical operations can become easier in terms of Feynmann
diagrams. In Section 2.2.8 an example is given on how the Feynmann diagrams
can be exploited in order to approximate the single particle Green’s function. In
general the idea is as follows. It is impossible to sum over all the possible diagrams
exactly. Therefore, the series expansion is evaluated approximately by selecting
the most important types of terms (Feynmann diagrams) and sum them to infinity,
i.e. sum over all Feynmann diagrams belonging to a specific type. This is called
partial summation and is very important in many body perturbation theory.
Before closing this section one very important equation should be shortly in-
troduced, the Dyson equation. This equation is used for example in the DMFT
scheme described in Section 2.2.8. For a detailed derivation of the Dyson equation
see Refs. [2, 10–12]. The idea is that the single particle Green’s function G can be
written as a series expansion in terms of G0 (belonging to Hˆ0) and Hˆ1. It is now
possible to show that G can be formally written as a sum of G0 and a correction
to G0 due to the inclusion of Hˆ1 with respect to Hˆ0,
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G(r, r′,ω) = G0(r, r′,ω) +G(r, r′,ω)Σ(r, r′,ω)G0(r, r′,ω) or equivalently
G−1(r, r′,ω) = G−10 (r, r
′,ω)− Σ(r, r′,ω).
(D31)
This is the Dyson equation and Σ(r, r′,ω) is the self energy, which is in general a
non-local and complex function. The self energy is only a formal way of writing the
series expansion in terms of G0 and the perturbation Hˆ1, and thus contains all the
interactions effects due to Hˆ1. How to evaluate this self energy exactly remains
unknown. However, in certain limits it is known that certain type of terms in
the series expansion dominate. For some limits it is then possible to take into
account all terms in the series expansion corresponding to the dominant specific
type. This is the partial summation technique mentioned above. In terms of
Feynman diagrams this can be stated that in these limits only Feynman diagrams
of a certain topology contribute to the self energy. Examples of such limits are
the low density, high density and infinite dimensions (corresponding to DMFT,
see Section 2.2.8).
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Appendix E: Methods to calculate the Hubbard U and Hund
exchange J parameters
In this section we will explain how the Hubbard U and Hund exchange J of
Eq. 2.94 in Section 2.2.8 can be obtained. There are basically two points of view
in this respect. (1) Consider U and J as an adjustable parameter. In practice this
usually means that U and J are used as fitting parameters in order to obtain the
best agreement with experiment for a certain physical property of interest, e.g.
the band gap or magnetic moments (see Ref. [18]). (2) Calculate U and J from
first principles (ab-initio). In the following two popular first principles methods to
calculate U and J will be explained.
Constrained LDA
The idea of the constrained LDA method is to make a connection between the U
parameter of the model Hamiltonian of Eq. 2.115 and DFT (within the LDA if
you like). In case of constrained LDA this connection is made by using Herring’s
definition of the average local Coulomb repulsion U ,
U = E(n+ 1) + E(n− 1)− 2E(n), (E1)
where E(n) is the total energy of a system with n number of strongly correlated
electrons. The assumption is now that these total energies can be obtained from a
constrained DFT (constrained LDA, when the LDA functional is used) calculation.
Here constrained means that for a given site the strongly correlated localized
orbitals are decoupled from the rest of the system. This is done by setting their
hopping matrix elements towards the other electrons (the ones not defined as
strongly correlated) to zero. Then, the total energy can be calculated with DFT
for a given number n of strongly correlated electrons. These total energies can then
be substituted in Eq. E1 to obtain the U parameter. Note that in this way the
strongly correlated electrons cannot move, but the other electrons are free to move
and thus screen the additional charge on this site. Therefore, within constrained
LDA some screening effects are taken into account for the U parameter. Further,
see Refs. [15, 18] for more details on the justification that constrained LDA (DFT)
calculations give reasonable values for the total energies E(n).
A similar expression as for the U parameter in Eq. E1 can also be formulated
for the J parameter (see Refs. [15, 18]). This expression can then be evaluated by
a DFT calculation under certain constraints. It is important to mention that this
J parameter is an atomic like property, which is almost system independent. In
contrast the U parameter does dependent on the system.
Finally, it should be mentioned that Eq. E1 can also be evaluated in an altern-
ative way. This alternative method is described in Section 5. Shortly, this method
exploits the Born-Haber cycle to evaluate the energy differences E(n+ 1)−E(n)
and E(n− 1)−E(n). The Born-Haber cycle can only be used for systems, where
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the strongly correlated orbitals are so localized that they essentially retain the
same shell structure in the bulk (or cluster) as in the isolated atom. This is known
to be the case for rare-earth systems (see Ref. [19]), but typically does not hold
for transition-metal systems.
Constrained RPA
Although the constrained LDA is a popular method and has been applied with
success to many systems [20], it also has some shortcomings. Due to difficulties
in compensating for the self screening error of the strongly correlated electrons, it
is known to give unreasonable values for the U parameter of some systems [20].
Furthermore, it gives no information on the frequency dependence of the U para-
meter. The constrained random phase approximation (cRPA) method does not
suffer from these difficulties. Another advantage is that it gives acces to all local
and non local onsite Coulomb repulsion matrix elements.
For the constrained LDA method the connection between DFT and the U
parameter is made via Eq. E1. However, the cRPA method makes this connection
from a different point of view. It is starts from the exact expression for the
dynamically screened Coulomb interaction,
W (r, r′,ω) =
∫
dr′′−1(r, r′′,ω)v(r′′, r′), (E2)
where (r, r′′,ω) is the dielectric function and v(r′′, r′) is the bare Coulomb inter-
action potential. Further, W (r, r′,ω) can be interpreted as the effective potential
at position r′ induced by an electron at point r. For more details on this effect-
ive interaction and a derivation of Eq. E2, see Refs. [12, 20]. The next step is
to approximate the dielectric function, because an exact expression is not access-
ible. Within the random phase approximation (RPA) the dielectric function is
approximated as
(r, r′,ω) = δ(r − r′)−
∫
dr′′v(r, r′′)P (r′′, r′,ω), (E3)
where the polarization function P (r′′, r′,ω) is given by
P (r′′, r′,ω) =
∑
σ
occ∑
k,m
unocc∑
k′,m′
ϕσkm(r)ϕ
σ∗
k′m′(r)ϕ
σ∗
km(r
′)ϕσk′m′(r
′)×
[
1
ω −∆σkm,k′m′
− 1
ω + ∆σkm,k′m′
]
.
(E4)
Here ∆σkm,k′m′ = 
σ
k′m′ − σkm − iη with σkm the single particle Kohn-Sham eigen-
values and η a positive infinitesimal. Further, the ϕσkm(r) are the single particle
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Kohn-Sham eigenstates with spin σ, wavenumber k and band index m. Note that
the cRPA method used in this work is implemented in the k-space code FLEUR
(see Ref. [21]). Therefore, the Kohn-Sham eigenstates and eigenvalues are indic-
ated in this way. The tags occ and unocc above the summation symbol indicate
that the summation is respectively over occupied and unoccupied states only.
The equations E2, E3 and E4 represent together the RPA approximation of
the dynamically screened Coulomb interaction. However, the goal is to define an
effective local Coulomb interaction U between the strongly correlated orbitals. For
this purpose the polarization function in Eq. E4 is separated as follows,
P = Pl + Pr. (E5)
Here Pl includes only transitions between strongly correlated states and Pr is
the remainder (see Fig. A2). More precisely Pl contains the
∑occ
l
∑unocc
l sum-
Pr
Pr
EF
r
l
r
Pl
Figure A2: Schematic representation of the strongly correlated l-subspace and weakly
correlated r-subspace. Here Pl and Pr represent the polarization functions of the l-
subspace and the rest. Although Pl is confined to the transitions within the l-subspace,
Pr may contain transitions between the l- and r-subspaces. Further EF corresponds
to the Fermi energy [20].
mations (transitions) of Eq. E4, while Pr contains the remainder summations∑occ
l
∑unocc
r +
∑occ
r
∑unocc
l +
∑occ
r
∑unocc
r . Then, the dynamical screened Cou-
lomb interaction between the strongly correlated orbitals becomes in matrix equa-
tion,
U(ω) = [1− vPr(ω)]−1v. (E6)
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From this equation it is clear that only screening effects of the non strongly cor-
related electrons are taken into account. For convenience the fully dynamical
screened Coulomb interaction in matrix form is given,
W (ω) = [1− vP (ω)]−1v. (E7)
Thus here also screening effects of the strongly correlated electrons are included.
It is possible to rewrite Eq. E7 by using Eq. E6,
W (ω) = [1− U(ω)Pl(ω)]−1U(ω). (E8)
From the equivalence with Eq. E7 it is clear from this expression that U(ω) can
be interpreted as the bare Coulomb interaction for the strongly correlated orbital
l-subspace. Next, the concept of maximally localized Wannier functions should
be shortly introduced. Since the code that is used in this thesis works in k-space,
i.e. with Bloch states, a natural localized basis would be formed by Wannier
functions. The mapping from the Bloch states to Wannier functions is however
not unique. Therefore, in order to make the mapping systematic the maximally
localized Wannier functions are introduced (for more details see Refs. [20, 21]),
wσin(r) =
1
N
∑
k
e−ik·Ri
∑
m
Tσki,mnϕ
σ
km(r), (E9)
where N is the number of discrete k points in the full Brillouin zone and Ri the
position vector of atomic site i. Further, the Tσki,mn are the transformation matrices,
which are determined by minimizing the spread of the Wannier functions,
Ω =
∑
i,n,σ
(〈wσin|r2|wσin〉 − 〈wσin|r|wσin〉). (E10)
Here the sum runs over all Wannier functions. It can be shown that the max-
imally localized Wannier functions constitute an orthonormal basis and that they
resemble atomic orbitals, i.e. they are centered at an atomic site and decay with
increasing distance from the site. Further, there is an efficient algorithm to find
the Tσki,mn under the condition that the spread is minimized [20]. However, it is
not always clear which Kohn-Sham eigenstates ϕσkm to select in Eq. E9, i.e. over
which m the sum must run. Note that the maximally localized Wannier functions
should be constructed in such a way that they represent the strongly correlated
orbitals. Namely in the code used in this work the maximally localized Wannier
functions are used to represent the strongly correlated orbitals. This is done in
order to have a more uniform or systematic representation of the U parameter.
For example, other choices for the strongly correlated orbitals like LMTO’s or
LAPW’s (see Section 2.2.7) are also possible. The problem is then that the U
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parameter becomes basis depedent. On the contrary when everyone would define
the U parameter with respect to the maximally localized Wannier functions, then
no matter what basis set (plane waves, LMTO’s, LAPW’s etc.) is used for the
DFT calculation the U parameter is the same. Note that when the basis set chosen
is complete enough the DFT results, Kohn-Sham eigenenergies and eigenstates, do
not depend on the choice of the basis. Thus, then via Eq. E9 and Eq. E10 the
maximally localized Wannier functions will also be the same.
The problem of which ϕσkm to select in Eq. E9 can thus be formulated as:
Which ϕσkm correspond to the strongly correlated orbitals? This is particulary hard
to determine when the strongly correlated states mix with the orther electronic
states. In case of these so called entangled states an algorithm has been developed
in order to obtain the maximally localized Wannier functions [20]. Roughly the
idea is to first select an energy window in which all the strongly correlated electron
charachter appears. Since the states are mixed the Hilbert space selected via the
energy window is larger than the Hilbert space spanned by the maximally localized
Wannier functions. Namely the space spanned by the maximally localized Wannier
functions only corresponds to the strongly correlated states and not to the other
electrons states that are in the energy window due to the mixing. The idea is now to
find the Hilbert space with a size equal to that spanned by the strongly correlated
states, which is constituted by the most maximally localized Wannier functions.
Since the strongly correlated states are more localized than the other electrons
(valence electrons), then this subset of the Hilbert space should correspond to the
strongly correlated states.
Before continuing we should stress that in Eq. E4 it is assumed that the strongly
correlated states are well separated from the other electron states, i.e. the strongly
correlated states are not mixed (entangled) with the other electron states. How-
ever, in case of entangled states the Pl and Pr of Eq. E5 should be modified.
Several methods have been proposed to do so (see Ref. [20]). In the following
only the method implemented in the code used in this work is explained. For this
purpose first the probability is determined that a strongly correlated electron is
found in the state ϕσkm,
cσkm =
∑
i,n
|Tσki,mn|2. (E11)
For entangled states the probabality cσkm < 1, while for disentangled states c
σ
km =
1. Then, the probability of a transition between two strongly correlated states for
the ϕσkm → ϕσk′m′ transition is given by
pσkm→k′m′ = c
σ
kmc
σ
k′m′ . (E12)
Thus for disentangled states pσkm→k′m′ = 1 and for entangled states p
σ
km→k′m′ < 1.
The polarization function Pl now becomes
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Pl(r
′′, r′,ω) =
∑
σ
occ∑
k,m
unocc∑
k′,m′
(pσkm→k′m′)
2ϕσkm(r)ϕ
σ∗
k′m′(r)ϕ
σ∗
km(r
′)ϕσk′m′(r
′)×
[
1
ω −∆σkm,k′m′
− 1
ω + ∆σkm,k′m′
]
.
(E13)
By calculating the total polarization from Eq. E4 and Pl from Eq. E13, Pr can be
obtained from Eq. E5.
With all this established it is possible to finally define the matrix elements
of the dynamical screened Coulomb interaction between the strongly correlated
electrons of Eq. E6. Since the strongly correlated electrons are described by the
maximally localized Wannier functions, the matrix elements are defined as
Uσ1,σ2i,n1,n3,n2,n4(ω) =
∫ ∫
drdr′wσ1∗in1 (r)w
σ2∗
in3
(r′)U(r, r′,ω)wσ2in4(r
′)wσ1in2(r). (E14)
There are now two parametrizations of this cRPA Coulomb matrix in the static
limit (ω = 0). The first is the Kanamori parametrization [18],
UK =
1
(2l + 1)
∑
m
Uσ1,σ2i,m,m,m,m(ω = 0),
U ′K =
1
2l(2l + 1)
∑
m 6=m′
Uσ1,σ2i,m,m′,m,m′(ω = 0) and
JK =
1
2l(2l + 1)
∑
m6=m′
Uσ1,σ2i,m,m′,m′,m(ω = 0),
(E15)
where 2l + 1 is the number of strongly correlated orbitals and the subscript K
is used to indicate the Kanamori representation. The second parametrization is
the Slater parametrization and is described in Section 2.2.8. For convenience it is
repeated,
U =
1
(2l + 1)2
∑
m,m′
Uσ1,σ2i,m,m′,m,m′(ω = 0) and
U − J = 1
2l(2l + 1)
∑
m 6=m′
(
Uσ1,σ2i,m,m′,m,m′(ω = 0)− Uσ1,σ2i,m,m′,m′,m(ω = 0)
)
.
(E16)
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Note that due to the spin dependence of the maximally localized Wannier func-
tions, the U and J parameters are spin dependent. This effect is negligible in
practice (see Ref. [20]).
From Eq. E14 it is clear that the onsite screened Coulomb repulsion between the
strongly correlated electrons is frequency dependent. However, in the definitions
of Eq. E15 and E16 this is completely neglected. It is not possible to take this into
account within a Hamiltonian formulation. However, by using the path integral
formalism the frequency dependence can be taken into account. For details on
how this path integral formulation looks like and to obtain a better understanding
of the frequency dependence, see Ref. [22]
Another small problem is that the onsite screened Coulomb repulsion between
the strongly correlated electrons is expressed in terms of maximally localized
Wannier functions, while the code that is used in this work for LDA+U and
LDA+DMFT calculations (see Ref. [4]) expresses the strongly correlated electrons
in terms of LMTO’s. However, as mentioned in Section 2.2.8, it is known that
for an appropiately chosen set of correlated orbitals, the results for the U and
J parameter are quite stable [23]. Therefore, when the cRPA method is used to
calculate the U and J parameter it is directly used in a LDA+U or LDA+DMFT
calculation (without redefining them in terms of another basis set for the strongly
correlated orbitals).
Finally, sometimes a cRPA calculation based on DFT Kohn-Sham eigenstates
ϕσkm and eigenenergies 
σ
km is not enough. From Eq. E4 and E13 it is clear that for
an accurate calculation of the screened Coulomb interaction (between the strongly
correlated electrons) the electronic structure should be good, i.e. the spectrum
represented by the Kohn-Sham eigenergies σkm should be reasonable with respect
to the real spectrum. As mentioned in Section 2.2.7 the Kohn-Sham eigenenergies
can only be interpreted as excited state energies under certain assumptions, i.e.
for weakly correlated systems. However, it is for strongly correlated systems in
general that the U and J parameter are of interest. Therefore, in order to improve
the spectrum represented by the Kohn-Sham eigenvalues LDA+U is used. More
precisely a self consistent cRPA calculations is employed. First, the cRPA is used
to calculate the U and J parameter for Kohn-Sham eigenstates and eigenvalues
coming from a plain DFT calculation. In the next step the obtained U and J are
used to perform an LDA+U calculation. Then, the (Kohn-Sham) eigenstates and
eigenenergies coming from the LDA+U calculation are used to calculate a new U
and J with the cRPA method. This process is repeated untill the U and J used
for the LDA+U calculation are the same as the U and J found by performing a
cRPA calculation from the outcome (Kohn-Sham eigenstates and eigenenergies)
of the LDA+U calculation.
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Appendix F: Magnetic anisotropy of Tb clusters
In the magnetic deflection experiments, apart from the average deflection amp-
litude proportional to the magnetic moments, some of the cluster beam profiles
show considerable broadening. Moreover, in these cases, some of the clusters de-
flect in the direction opposite to the magnetic field, as the inset in Fig. 6.1 shows.
Even though qualitatively similar to the rigid-rotor model [30], the broadening
can also be explained by the internal spin-lattice relaxation mechanism [24]. In
contrast, negative deflection can only happen if the magnetic moments are locked
with respect to the lattice. For this to happen the anisotropy energy should be
sufficiently large to overcome the thermal fluctuations of the order of kBT. A
simple estimate for the experimental temperature of 77 K and fly-time of about
1 ms gives a lower limit for the anisotropy energy of at least 10 meV/atom. To
give a perspective, the famous FePt L10 alloy possesses magnetic anisotropy of
2.8 meV/atom [25].
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Figure A3: Magnetic anisotropy energy of Tb clusters, showing values in agreement
with the experiments. The anisotropy energy surfaces are also shown for three cluster
sizes.
Bulk Tb is known for its very large uniaxial anisotropy along the hexagonal
axis, with an anisotropy energy at low temperatures of about 1 meV per atom.
How this anisotropy is modified for the clusters can be addressed by theory. Mag-
netic anisotropy energies (magnetocrystalline anisotropy) and orbital moments
were calculated by including spin-orbit coupling in the Kohn-Sham Hamiltonian.
The details are described in Ref. [26]. These properties were calculated with the
optimized geometries including spin-orbit interaction. The fully self-consistent
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calculations resulted in slight canting of moments as shown in Fig. 6.2. For each
cluster, magnetic anisotropy energy was calculated as the difference between fully
self-consistently calculated total energies along the easy and hard axes of magnet-
ization.
The calculated changes in energy range from 5 to 12 meV/atom in clusters
from n = 4 to 12, see Fig. A3, which is qualitatively in agreement with the exper-
imental results. One should however note that the single-particle description used
in the LDA+U approach applied in this part of our study may not be optimal for
describing the spin-orbit induced effects for f shells. First, a non-integer 4f occu-
pation is observed and second the true many-electron picture for atomic multiplets
is missing. However, the general trend of an enhanced magnetic anisotropy of the
clusters is captured by this calculation. For all these calculations the program
VASP was used, see Section 6.5 for more technical details.
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Appendix G: Stern-Gerlach experimental details
A beam of cold Tb clusters is produced in a laser vaporization cluster source [27, 28]
consisting of a cryogenically cooled chamber (0.5 cm3) with an exit nozzle (1 mm
diameter). A pulse of cold He gas is injected into the chamber as a 10 ns pulse
from a doubled Nd:YAG laser (532 nm, 30 mJ/pulse) vaporizes a minute amount
of metal from a metal rod of 1.5 mm diameter in the chamber. The gas has been
cooled in a pre-chamber of the source for 40 ms. The metal vapor condenses into
clusters. The clusters dwell in the chamber for about 1 ms after which the thermal-
ized clusters are ejected into a high vacuum chamber. The source temperature (15
- 200 K) determines the population of the energy levels of the clusters in the beam.
The resulting cluster beam is collimated and passes through a gradient magnet
of a standard Rabi two-wire configuration (B < 2T , dB/dz < 200 T/cm; magnet
length Lmag =12.5 cm) situated 1 m from the source. The clusters then enter a
position sensitive time-of-flight (TOF) mass spectrometer [27, 28] placed LTOF =
1 m downstream from the magnet which simultaneously measures their deflections
d and their masses m. This is achieved by a defocusing of the mass-spectrometer,
where the linearity of the deflection is assured by an extra electrode [29]. The
clusters are ionized by an ArF excimer laser (193 nm / 6.45 eV, 10 ns pulses,
10 mJ/pulse).
Cluster velocity v is determined using a chopper in the cluster beam. The
period of the chopper and all other distances and delays are known, so by syn-
chronizing the chopper and the gas pulse so that the beam travels through a slit
in the middle of the chopper, both the velocity of the beam and the dwell time of
the clusters in the source can be calculated.
The exact value of the field and field gradient experienced by the cluster beam
depends on the alignment of beam with the magnet. Because this can be meas-
ured with low precision, we calibrate the field and field gradient by performing a
deflection experiment on the 2P1/2 ground state of the aluminum atom, that has
a magnetic moment of µB/3.
Interpretation of the deflection profiles
The interpretation of the deflection profiles is central to the analysis of the re-
sponse of a cluster to a magnetic or electric field. In general one can categorize
two situations that can occur when a particle such as a cluster is deflected by an
applied field:
(i) when the moment is fixed to the lattice, that is it has a preferred orientation,
the cluster will undergo a nutational motion as it passes through the field and can
be described by a rigid rotor deflection [30]; and
(ii) when the moment has no preferred orientation with respect to the lattice, and
thus aligns with the applied field.
The differences in the coupling strength between the moment and the lattice
will manifest in the deflection profiles seen; in case (i) where the moment is locked,
a two-sided broadening of the profile will be seen, and in case (ii) where the moment
is free a single-sided deflection will be observed.
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In the first case, one finds
〈M〉 = 2µ
2B
8kBT
+ ... (G1)
where only the first term counts for a spherical particle, and this is still approx-
imately valid in the case of a symmetric top.
If the magnetic moments are free, the deflection is approximately described by
the Langevin formula:
〈M〉 = µ
[
coth
(
µB
kBT
)
− kBT
µB
]
≈ µ
2B
3kBT
, (G2)
the latter is true in the case of small fields or high temperatures.
In the case of Tb clusters, a two-sided broadening is clearly visible in the
deflection profiles (see Fig. 6.1(a)), therefore the rigid-rotor model was assumed.
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Summary
In this thesis the electronic structure and magnetism of rare-earth and transition-
metal clusters are studied by employing different theoretical methods, from ana-
lytical to highest level ab-initio theory.
As a starting point, the theoretically and experimentally well known TbN bulk
compound is considered as a test case, to verify the applicability of different ab-
initio approaches. The structural, magnetic and spectral properties of TbN are
calculated with plain LDA considering the 4f electrons both as valence and core
electrons, LDA+U, and finally with LDA+DMFT within the Hubbard-I approx-
imation. It appeared that only LDA+DMFT is able to provide a consistent de-
scription of these properties in agreement with experiment.
The study of the rare-earth clusters started with the consideration of their
valence stability. Since an isolated rare-earth atom usually has one 4f electron
more than its bulk counterpart, this quantity is not clear from the beginning in the
cluster regime. The valence stability is calculated via the Born-Haber cycle. Pure
divalent, trivalent, and mixed valence configurations are considered for selected
rare-earths. We find that Tm clusters show an abrupt change from pure divalent
to pure trivalent at a size of 6 atoms, while Sm and Tb clusters are respectively
pure divalent and trivalent up to 8 atoms. Clusters of Sm containing more atoms
are argued to likely make a transition to a mixed valent, or trivalent, configuration.
The valence stability of all rare-earth clusters, as a function of size, is predicted
from interpolation of our calculated results. We argue that the predicted behavior
is best analyzed by spectroscopic measurements, and provide theoretical spectra,
based on LDA+DMFT, in the Hubbard-I approximation, to ease experimental
analysis.
The knowledge of the valence stability is further used in the investigation of
the magnetic properties of rare-earth clusters. Namely the 4f electrons constitute
the local magnetic moments, which are indirectly coupled via the delocalzed spd
electrons. From LDA with the 4f electrons in the core and LDA+U calculations on
Tb clusters, we find that the theoretical magnetic moments oscillate with cluster
size in exact agreement with experimental data. This is the result of an exchange
interaction, which oscillates as a function of interatomic distance. Unlike the bulk,
the oscillation is not caused by the RKKY mechanism. Instead, the interatomic
exchange is shown to be driven by a competition between ferromagnetic double
exchange and antiferromagnetic super exchange. Further, it is observed that the
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exchange interaction is drastically increased compared to that of the bulk.
For the transition-metal clusters we study the spin and orbital moment of Co
clusters. The orbital moment is of particular interest, because it was experiment-
ally observed to be large compared to the bulk. While calculated spin moments
are usually in good agreement with experiment, there is no consistent theoretical
study of the orbital moment. Therefore, we calculate the spin and orbital moment
with LDA, LDA+U, and LDA+DMFT within the exact diagonalization routine.
It is shown that only LDA+DMFT is able to predict spin and orbital moments in
agreement with experiment.
Finally, the Curie temperature of clusters of approximately 100 atoms and
larger in which weakly itinerant electrons are responsible for the magnetic prop-
erties, is considered. For this purpose self consistent renormalization theory in
combination with random matrix theory is used. It appears that due to the sur-
face irregularities of the cluster energy level repulsion occurs. This leads to a
suppression of the spin density fluctuations, which results in an increase of the
Curie temperature towards smaller cluster sizes compared to the bulk.
Samenvatting
In deze thesis worden de elektronische en magnetische eigenschappen van de zeld-
zame aarden en overgangsmetaal clusters bestudeerd door gebruik te maken van
verschillende theoretische methodes, van analytische tot de beste ab-initio metho-
des.
Als beginpunt wordt de theoretisch en experimenteel goed bekende vaste stof
samenstelling TbN onderzocht om de toepasbaarheid van de verschillende ab-initio
methodes the verifie¨ren. De structurele, magnetische en spectroscopische eigen-
schappen van TbN zijn onderzocht met LDA waarin de 4f elektronen zowel als
kern en valentie elektronen zijn beschouwd, LDA+U, en uiteindelijk LDA+DMFT
binnen de Hubbard-I benadering. Er is aangetoond dat alleen met LDA+DMFT
een consistente beschrijving in overeenstemming met het experiment is verkregen.
De studie naar de zeldzame aarden clusters begon met het beschouwen van
hun valentie stabiliteit. Een geisoleerd zeldzame aarden atoom heeft namelijk in
het algemeen e´e´n 4f elektron meer dan zijn vaste stof tegenhanger. Daarom is
het niet meteen duidelijk wat de valentie stabiliteit is in het regime van de clus-
ters. De valentie stabiliteit is berekend via de Born-Haber cyclus. Zowel puur
divalenten, trivalenten en gemixte valenties zijn in beschouwing genomen voor een
aantal geselecteerde zeldzame aarden. We vinden dat Tm clusters een abrupte
overgang van puur divalent naar puur trivalent hebben bij een grootte van 6 ato-
men, terwijl Sm and Tb clusters respectievelijk puur divalent and trivalent zijn
tot en met een grootte van 8 atomen. We pleiten er voor dat grotere Sm clusters
waarschijnlijk een overgang plaats vindt naar een gemixte valentie of trivalente
toestand. Verder kunnen we de valentie stabiliteit voor alle zeldzame aarden clus-
ters als functie van de grootte voorspellen door onze berekeningen te interpoleren.
We pleiten er ook voor dat de voorspelde resultaten het beste gecontroleerd kun-
nen worden via spectroscopische metingen. Daarom hebben we spectra berekend
met de LDA+DMFT methode binnen de Hubbard-I benadering om experimentele
analyses te vergemakkelijken.
De kennis van de valentie stabiliteit is verder gebruikt om de magnetische ei-
genschappen van de zeldzame aarden clusters te kunnen onderzoeken. Het zijn
namelijk de 4f elektronen die de lokale magnetische momenten vormen en deze
lokale momenten worden indirect aan elkaar gekoppeld via de gedelokalizeerde spd
elektronen. Aan de hand van LDA met de 4f elektronen in de kern en LDA+U
berekeningen, vinden we dat de theoretische magnetische momenten oscilleren als
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functie van de cluster grootte in exacte overeenstemming met de experimentele
data. Dit is het resultaat van een exchange interactie die oscilleert als functie
van de interatomische afstand. Deze oscillatie wordt niet zoals in de vaste stof
veroorzaakt door het RKKY mechanisme. Echter, we kunnen laten zien dat deze
interatomische exchange het gevolg is van een competitie tussen de ferromagneti-
sche double exchange en antiferromagnetische super exchange. Verder merken we
op dat deze exchange interactie vele malen groter is dan in de vaste stof.
Voor overgangsmetaal clusters bestuderen we het spin- en baanimpulsmoment
van Co clusters. Met name het baanimpulsmoment is interessant, omdat er ex-
perimenteel een groot baanimpulsmoment is waargenomen in vergelijking met de
vaste stof. Alhoewel berekende spinimpulsmoment in het algemeen in goede over-
eenstemming zijn met het experiment, is er geen consistente theoretische studie
van het baanimpulsmoment. Daarom hebben wij het spin- en baanimpulsmoment
met LDA, LDA+U, en LDA+DMFT binnen de exacte diagonalisatie routine be-
rekend. Hieruit kunnen we opmaken dat alleen de LDA+DMFT methode in staat
is om een spin- en baanimpulsmoment in overeenstemming met het experiment te
voorspellen.
Tot slot hebben we de Curie temperatuur berekend voor clusters met een
grootte van ongeveer 100 atomen en groter waarin zwak ’itinerant’ elektronen
verantwoordelijk zijn voor de magnetische eigenschappen. Voor dit doeleinde heb-
ben we de zelf consistente renormalisatie theorie in combinatie met de random
matrix theorie gebruikt. Het blijkt dat door de oppervlakte onregelmatigheden
er energieniveau opsplitsing plaatsvindt. Dit leidt tot een onderdrukking van de
spin dichtheidsfluctuaties wat resulteert in een toename van de Curie temperatuur
voor kleiner wordende clusters in vergelijking met de vaste stof.
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